Abstract. We consider a cellular neural network (CNN) with a bias term z in the integer lattice Z 2 on the plane R 2 . We impose a symmetric coupling between nearest neighbors, and also between next-nearest neighbors. Two parameters, a and ε, are used to describe the weights between such interacting cells. We study patterns that can exist as stable equilibria. In particular, the relationship between mosaic patterns and the parameter space (z, a; ε) can be completely characterized. This, in turn, addresses the so-called learning problem in CNNs. The complexities of mosaic patterns are also addressed.
Introduction.
Many systems have been studied as models for spatial pattern formation in biology, chemistry, and physics. The types of systems we are interested in are large arrays of locally coupled first-order nonlinear dynamical systems, namely, cellular neural networks (CNNs). Such a class of information processing systems has been proposed by Chua and Young [12, 13] . The CNNs without input terms are of the form
a k, f (x i+k,j+ ), (i, j) ∈ Z 2 , (1.1a) A is called symmetric if a −k,−l = a k,l for all |k| ≤ 1 and |l| ≤ 1. The quantities x i,j denote the state of a cell C i,j . If x i,j > 1 (resp., x i,j < −1), then its corresponding cell C i,j is called a positively (resp., negatively) saturated cell. If |x i,j | < 1, then its associated cell C i,j is called a defect cell or a defect. The output of a cell C i,j , be stated as follows: (1.4a) Given a set of stationary patterns U, determine a set of parameters P ⊂ P 10 = {z, a k, : k, integer and |k|, | | ≤ 1}, and a parameter space, such that any pattern in U can be obtained and is stable for all parameters in P.
The "learning problem" is almost the inverse of the following problem. (1.4b) Given any P ⊂ P 10 , determine M(P) (resp., D(P)), the set of all stable mosaic (resp., defect) patterns of (1.1). Furthermore, we also wish to address (1.4c) the complexity of M(P) and D(P) for each subset P of P 10 .
To study these problems, we begin with a local solution y T of (1.1a) which is defined on a certain subsets T of Z 2 . The associated output y T is called a local pattern; for details see Definition 4.2. We find that the parameter space P 10 can be partitioned finitely into many regions {P (k) } k∈K . Only a few local patterns are stable in each region P (k) ; these are called the feasible patterns of region P (k) . In principle, we can obtain all stable patterns by patching these feasible patterns together. However, to construct all stable patterns of P (k) more efficiently, we introduce a set B(P (k) ) of local patterns, so-called "building blocks" for each region P (k) ; see Definition 4.6. Then, using certain compatibility rules C(P (k) ), we can patch these building blocks together into a global pattern in Z 2 . These building blocks and compatibility conditions also enable us to estimate the spatial entropy h(M(P (k) )) and h(D(P (k) )) of M(P (k) ) and D(P (k) ), the set of all mosaic patterns and defect patterns, respectively. For simplicity, in this paper we emphasis the case in which template A is a square cross, e.g., For this case, we completely solve the problems in (1.4) for the set of stable mosaic patterns. The method is quite general and can be applied to more general templates A [25] and to study the set of stable defect patterns [26] .
We remark that there are many numerical computation results which have been obtained, especially in papers published in the IEEE Transactions on Circuits and Systems, since 1988 [11, 12, 13, 15, 16, 19, 33, 36, 39, 41] . Furthermore, people can now do some numerical experiments through the World Wide Web; see [21] . One will find some interesting phenomena on a 20×20 square lattice by changing various parameters and using different initial data. It is clear that all numerical results are based on the model on finite lattices [6, 7, 8, 9, 10, 23, 24, 25, 26, 27, 28, 32, 33, 37, 38, 39] . The mathematical theory developed in this paper and many others is based on infinite lattices. Therefore, it is important to know the relationships between infinite lattices and large but finite lattices, especially the problem of influence of boundary conditions on finite lattices. In the case of one-dimensional CNNs, there is an affirmative result recently obtained by Shih [38] . Indeed, he proved that the limiting spatial entropies are equal for periodic, Dirichlet, and Neumann boundary conditions as the size of lattices tend to infinite, i.e., the impact of boundary conditions is very weak in a one-dimensional case. As for two-dimensional CNNs the problem is still unsettled. In general, the problem of lattice dynamical systems between infinite size and finite but large size is still wide open and challenging.
We conclude this introductory section by summarizing the organization of this paper. In section 2, we discuss the (linearized) stability of stationary solutions and Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php then review some basic results concerning spatial entropy. In section 3, we introduce a geometrical method for partitioning the parameter space into finite many disjoint regions. In section 4, we give a complete classification of the set of mosaic patterns in each region. The lower spatial entropy bound of these sets of mosaic patterns is also computed. The results concerning the mosaic patterns for a one-dimensional CNN system is recorded in section 5.
Pattern and spatial entropy.
Given template A and a biased term z, the stationary (steady-state, equilibrium) equation for (1.1a) is
Let x = (x i,j ) be a solution of (2.1). The associated output y = (y i,j ) = (f(x i,j )) is called a (stationary) pattern. These stationary solutions can be classified into four types. Given a nontransitional solution x = (x i,j ) of (2.1), we denote Γ + , Γ − , and Γ × as
respectively. Stability is then studied using spectral theory.
Here, (2.3c) and 
Hence, in completing the proof, it suffices to show that −L(x)|˜ 2 is not a positive operator when a 0,0 > 1. To this end, let (i 0 , j 0 ) ∈ Γ × and let e = (e i,j ) be such that
This completes the proof of Theorem 2.4. For completeness we review some definitions and results concerning spatial entropy. For more details see [8, 35] . [10, 39] ) is greater than zero. Otherwise, U is called pattern formation.
3. Partitioning the parameter spaces. Let template A be square-crossed, e.g.,
where aε = b if a = 0. We then have three parameters, a, b, and z or a, ε, and z. In this section, we shall partition the parameter spaces , ε) : a, ε, z ∈ R} into finitely many regions such that in each region, (2.1) has the same mosaic patterns.
From now on, we shall assume that (3.1) holds. When a = 0 and x is a solution, then for any (i, j) ∈ Z 2 , (x i,j , y i,j ) will satisfy Note that when k = 2, this corresponds to an unknown cell C i,j being surrounded by four positively saturated cells. Similar interpretations can be applied to k = 1, 0, −1, −2. If the dependence of the solutions of (3.2) and (3.3) on k is emphasized, we shall denote the solutions by x(k). Clearly, x(k) is strictly monotonous in k provided that b = 0. Such monotonicity plays a crucial role in grouping the parameters in P 3 so that the questions in (1.4a) and (1.4b) can be completely answered.
To pursue this idea for partitioning P 3 in more detail, we first need the following notation. 
To clarify Definition 3.2, we give Figure 3 .1 with various m and n. It is much easier to partition P 2 into [m, n] ε by fixing and then varying ε ∈ R. Indeed, for each ε and k ∈ I[−2, 2], let r k,ε and k,ε be straight lines whose equations are r k,ε : z + (1 + 2kε)a = 1 (3.4a) Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Note that r k,ε and k,ε are projections of the planes r k and k in P 3 obtained by defining
which, in turn, are obtained by respective substitutions of (x, y) = (1, 1) and (x, y) = (−1, −1) into (3,4). We will see later that lines 
We then have the following result.
2) only in a negatively saturated state (e.g., x < −1), positively and negatively saturated states (e.g., |x| > 1), or only in a defect state (e.g., |x| < 1).
The proof of this proposition is elementary but lengthy, so we omit it. An illustration of regions for k = 2 and ε = 1 8 is given in Figure 3 .3. Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
.
We now can state our main result concerning the partitioning of P 2 by [m, n] ε . Theorem 3.5. Let P 
is the union of those mutually disjoint sets [m, n] ε and their boundaries, e.g.,
Here, S is the closure of set S in P 2 . Similarly, we have
Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Figure 3 .4.
(II) For
, similar conclusions as those in (I) hold except that (i) [5, 5] 
See 
To conserve the notation in Figures 3.3-3 .6, we set i,ε = i , and r i,ε = r i , where i ∈ I [1, 5] .
Proof. To demonstrate the validity of the assertion in (3.8), we illustrate only how to compute [3, 3] ε . The other cases are obtained in similar fashion. For a > 0 and ε > 0, to have the intersections of (3.2) and (3.3b) contain three positively saturated states and three negatively saturated states, it is necessary and sufficient (see Figure 3. 3) to have the parameters (z, a) lie in
Using Proposition 3.4, we conclude that [3, 3] ε should be as asserted. On the other hand, for a > 0 and ε < 0, to have (z, a) ∈ [3, 3] ε , it must be that (z, a) lies in
The results for [m, n] ε in P + can be verified in a similar fashion. Next we consider the region [m, n] ε contained in P − 2 . Note that for a < 0, i.e., the slopes of the straight lines in (3.3b) are negative, it is impossible for the number of intersection points of (3.2) and (3.3b) to be greater than 5. Therefore,
Considering the region P − ∩ [3, 1] ε , where ε > 0, we have Using Proposition 3.4, we get that
Proof of the remaining parts of the theorem is omitted. 
as well as
Remark 3.8. The idea of using (hyper-) planes to divide the parameter space into disjoint regions can be applied to any general template; see [25] . . Using these feasible patterns, we can form a set of building blocks that can be glued together according to certain rules (compatibility conditions) to construct all mosaic patterns.
Next we introduce notation that describes the set of nearest neighbors, and the Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php set of next-nearest neighbors, to the point (i, j). The proof of the lemma follows easily from Proposition 3.4, Theorems 3.5 and 2.4, and Definition 3.2, and so is omitted here.
Note that the constraints given in Lemma 4.1 are basic, and also that only these constraints must be obeyed in obtaining a global pattern. Next we introduce the following feasibility conditions for local patterns for which we need the following notation.
Definition 4.2. Given any (proper) subset T ⊆ Z 2 , x(≡ x T ) is called a local solution if x T is a restriction of some mosaic solution x of (2.1) on T . Similarly, y(≡ y T ) : T → {−1, 1} is called a local pattern if it is an output of some (local) solution x of (2.1) on T . When T = Z 2 , y is called a global pattern. A set T ⊆ Z

is called basic with respect to the template
A if T = T i,j ≡ {(i, j)} ∪ N + (i, j) for some (i, j) ∈ Z 2 .
A basic pattern (BP) y is a feasible pattern defined on some basic set. Denote by F([m, n]) the set of all feasible basic patterns that have parameters in [m, n].
Since our template A is spatially-invariant, (2.1) is then translation-invariant over Z 2 . Two sets T 1 and T 2 in Z 2 are translation-invariant if T 2 = T 1 + (k, ) for some (k, ). Therefore, two local patterns y T 1 and y T 2 are (translation) equivalent if T 1 and T 2 are translation-invariant, and (y T 2 ) i+k,j+ = (y T 1 ) i,j for any (i, j) ∈ T 1 . We will distinguish between equivalent patterns only to eliminate any possibility of confusion.
An easy consequence of Lemma 4.1 is the following assertion.
Proposition 4.3. For any [m, n], F([m, n]) is unique and finite. We now give a partial list of possible F([m, n]). Definition 4.4. Given a set of (local or global) patterns Y = {y α }, we denote by R(Y ) the set of all patterns that are rotated by multiples of 90
• from original patterns in Y .
Example 4.5. Suppose aε > 0; let • be either + or −. Then 
Note that F([3, 2]) is not symmetric with respect to + and −. This is a general phenomenon for [m, n] whenever m = n. From (viii), we see that no mosaic pattern can be formed in region [0, 0].
We can glue two BP's together if they follow the rule given in Lemma 4.1. However, to construct all global mosaic patterns for each [m, n], we need to find a more efficient way to glue appropriate feasible patterns together than using BP alone. To this end, we introduce the concept of building blocks and compatibility conditions for patching them together. Definition 4.6. Let P ⊂ P 3 be a set of parameters in P 3 .
B = B(P), a (finite or infinite) set of feasible local patterns, is called a set of building blocks provided that every global mosaic pattern in M(P) can be generated by patching these building blocks together with respect to some compatibility condition C(P).
If P = [m, n], we write B(P) as B([m, n]), and C(P) as C([m, n]).
Note that for a given P, {B(P), C(P)} is not necessarily unique if it does exist. However, we would like to have {B(P), C(P)} be such that as few elements as possible are in B(P), and rule C(P) is as simple as possible, since they are related to the transition matrices used to compute spatial entropy (see [39] ) of M(P). Sometimes, a natural and obvious way can be used to find {B(P), C(P)} for certain P. To find an efficient and effective {B(P), C(P)} for computing the entropy h(M(P)) we need the following definition. 
We say two feasible local patterns y j : T j → {−1, 1}, j = 1, 2, are adjacent to another if T 1 ∩ T 2 = φ and at least one cell from each set T j , j = 1, 2, is adjacent to another.
We give the following simple compatibility rules to generate larger local patterns: C 0 : Put together any two feasible local patterns y 1 and y 2 in B(P) that are adjacent to each other.
C 1 : Glue together any two feasible local patterns y 1 and y 2 in B(P) that are compatible. Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Note that the feasibility y 1 ∪ y 2 of both cases has to be verified. In practice, it is easy to check this by using BP in F([m, n] ). We begin with the study of symmetric region [m, m] and then proceed with the asymmetric region [m, n] for which m = n. We need to introduce additional notation.
Definition 4.8. {(1, 0) , . . . , (k, 0)} or { (0, 1) , . . . , (0, k)}, and their translations in (1, 0) , . . . , (k, 0)}.
Cells at both ends of E k are called vertices. A path T is a disjoint union of (finitely or infinitely many) edges. A path T is called connected if its solid path T is connected in R 2 . A nonempty subset T of Z 2 is called a simple closed loop (or simple loop for short) if T is connected and satisfies
#(N + (i, j) ∩ T ) = 2 for each (i, j) ∈ T .
A (simple) loop pattern y is a pattern defined on a simple loop T in Z 2 . A simple loop pattern is called finite (resp., infinite) if #(T ) < ∞ (resp., #(T ) = ∞). Let T be a finite simple closed loop, and T be its solid path. The interior of T is the vertices inside T .
Remark 4.10.
(i) If T is a simple loop, then #(T ) could be either finite or infinite. If #(T ) < ∞, then T must be closed in the following sense: starting and ending at the same vertex, every edge is traversed only once. If #(T ) = 0, we also say that T is a simple loop. (ii) Since our template A is a square cross, the edges being considered are always horizontal or vertical. When A = A × , the diagonal cross, then the edges are diagonals in Z 2 . In this case, everything must be worked in the N × sense. We now give a list of building blocks for symmetric regions along with their construction rules.
Theorem 4.11.
(I) For [5, 5] , B( [5, 5] [3, 3] ) = {infinite simple patterns with the same signs} ∪ {finite simple patterns with the same signs whose interiors are simple closed loops}, and C( [3, 3] 
(ii) if aε < 0, then B( [3, 3] ) is the same as above except that adjacent saturated cells in simple patterns have different signs, and C( [3, 3] 
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Proof. We only give the proof of (III (i)). The others are similar. Let B( [3, 3] ) and C( [3, 3] ) be as claimed in (III (i) ). Denote by M(B([3, 3]), C([3, 3] ) the set of all patterns generated by the building blocks B( [3, 3] ) and compatibility rules C( [3, 3] ). To complete the proof of (III (i)), it then suffices to show that M (B([3, 3]), C([3, 3] )) = M( [3, 3] ).
there is a path of edges from (i, j) to (p, q) for which the states of all cells along the path have the same sign}.
Note that the smallest positively sized finite simple closed loop must be of the form
We shall call such a simple closed loop a rectangle of size 2 × 2. Therefore, if T The proof is similar to that used in proving the case of [3, 3] and is therefore omitted.
To generate mosaic patterns for [m, 2] and [2, m] , m ∈ I [3, 5] and aε > 0, we first note the following geometrical property of a feasible pattern. . , s −1 , s 0 , s 1 , . . . s i ) . If s i = ∞, and , s i+1 , . . . , s k ) . The set of all such sequences is denoted by Σ. We also denote by S + (t) the + pattern on an alternative array of vertical upper-and lower-half infinite stripes whose corresponding widths are prescribed by a (two-sided) sequence t. We define S − (t) in similar fashion. We also define the following compatibility condition. C k (−, m)(resp., C k (+, m)), k = 0 or 1, and m ∈ I [3, 5] :
To generate a global mosaic pattern in [m, 2] (resp., [2, m] ), the compatibility rule C k (−, m) is first applied to feasible local patterns that have negative (resp., positive) signs. Once the patching of these feasible local patterns is done (after finitely or infinitely many times), the unfilled space, which is to be filled with positive (resp., negative) signs, must be a rectangle of at least size k × , where k, ∈ N ∪ {∞}, and max{k, } ≥ (5−m), for 4 or 5, and min{k, } ≥ 2 for m = 3. We then use C k to fill in those unfilled spaces with feasible local patterns that have positive (resp., negative) signs. We are now ready to state the following results. The proof is similar to that used in proving Theorem 4.11 and is omitted here.
Theorem 4.14. For aε > 0, we have [4, 2] 
Here, we interchange "+" with "−". They are feasible and compatible with each other in [3, 2] . Therefore, they can be glued together at random. Hence, for N = (4n 1 , 4n 2 ), we have Hence,
Remark 4.17. All the results obtained here can be directly generalized to encompass the case in which template A is diagonally crossed. Moreover, the techniques used here are, in principle, applicable to the case in which template A is of the form given in (3.14).
5.
One-dimensional CNNs. In this section, by using the same method used for two-dimensional CNNs, we briefly discuss the problems associated with onedimensional CNNs. We consider a one-dimensional CNN described by the spaceinvariant symmetric A-template
The equations describing this CNN are thus given by The stable defect solutions for z = 0 and their spatial entropy complexities were studied in [39] . We begin by stating the results for mosaic solutions.
Notation 5.1. Let m, n ∈ I[0, 3]. Given ε = 0, ε ∈ R, we denote as [m, n] ε the region on the z − a plane in which the following restrictions hold:
(1) Any positively saturated cell is adjacent to at least 3 − m positively (resp., negatively) saturated cells, provided that aε > 0 (resp., aε < 0). (2) Any negatively saturated cell is adjacent to at least 3 − n negatively (resp., positively) saturated cells, provided that aε > 0 (resp., aε < 0). For m = 3, this means that any positively saturated cell can be adjacent to either a positively or negatively saturated cell. For m = 0, this means that no positively saturated cell ever exists in a pattern. For n = 3 or n = 0, the interpretations are similar. We next give a complete classification for mosaic solutions in the (z, a; ε) parameter space, which is decomposed in terms of [m, n] ε regions. (ii) For |ε| ≥ Unlike a two-dimensional CNN, the complexity of the mosaic patterns can be computed exactly using a transition matrix; the results are summarized as follows. Here λ is the maximal root of λ 3 − 2λ 2 + λ − 1 = 0. Proof. We give a proof only for the spatial entropy of regions [2, 2] 6. Conclusion. This paper investigated properties of mosaic pattern in cellular neural networks with a bias term z, and a symmetric and square-crossed template A.
In the one-and two-dimensional cases, a complete characterization of the stable mosaic patterns has been obtained, together with a measure of their number and complexity. In particular, for given ε = 0, (z, a)-plane is decomposed into mutually disjoint regions [m, n] ε , m, n ∈ I [0, 5] . Moreover, as numbers m and n increase, or equivalently, the parameter a moves north, the complexity of the patterns increases. We found that if max{m, n} ≥ 3 and min{m, n} ≥ 2, then the system exhibits chaos; otherwise, it has pattern formation. All stationary patterns obtained by numerical computations [11, 12, 13, 15, 16, 19, 33, 36, 39, 41] are consistent with our theoretical results. Downloaded 04/28/14 to 140.113.38.11. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
