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La investigación toma sustento debido al proceso importante de transformación digital que están 
afrontando los bancos, lo cual implica una nueva estrategia de canales y educar a sus clientes a 
usar más aplicativos digitales. Esto es clave si estas organizaciones desean mantener una 
supervivencia en el mediano plazo debido a que hoy están saliendo nuevos competidores en el 
mercado. El objetivo de la investigación es identificar las fuentes teóricas que ayuden a plantear 
la mejor solución para la problemática identificada al momento de realizar un diagnóstico de los 
procesos en el Banco ABC: mejora del proceso de optimización de canales físicos usando 
marketing analytics y minería de datos. Como sustentos teóricos, toma como base algoritmos de 
machine learning de clustering relacionados a los modelos k-means y regresión multivariada.  
 
El procedimiento consiste en investigar en distintas fuentes académicas herramientas de 
diagnóstico de procesos, herramientas de la propuesta de mejora como conceptos de marketing 
analytics y minería de datos o algoritmos como regresiones y clustering. Finalmente, se analiza 3 
casos que plantean problemáticas similares a la que se desea abordar en distintas industrias para 
poder comparar metodologías a seguir. Como resultados, se pudo consolidar una lista completa 
de conceptos sólidos del marco teórico que ayuden a sustentar la solución planteada, además, 
en los 3 casos planteados se identificó que existe un procedimiento claro de cómo abordar un 
problema de clustering. Como conclusión principal, se resume en que hoy existe mucha 
información sobre estos temas y casos prácticos como los que se abordan para poder sustentar 
cualquier propuesta de marketing analytics para una problemática en especifica. Se sugiere a los 
lectores manejar conceptos teóricos previos de estadística aplicada y algoritmos más sencillos 
como regresiones lineales para que pueda ser fácilmente entendible la teoría abordada al 
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Actualmente los bancos se encuentran en un contexto de transformación digital, el cual busca 
mejorar la experiencia de los clientes con el fin de aumentar las tasas de retención en un mercado 
de alta competencia que no ofrece productos diferenciados y donde la barrera de entrada se vuelve 
cada vez más débil debido al ingreso de nuevos competidores como las ‘fintech’ o ‘bigtech’. La 
banca peruana no es ajena a esta tendencia y es uno de los principales rubros del país que está 
afrontando cambios disruptivos en cuanto a cómo interactúan los clientes con las empresas. Según, 
la Asociación de Bancos del Perú, el 2018 fue el primer año donde las transacciones en el canal 
banca móvil (58.06 millones) superó a las transacciones realizadas en las ventanillas de las 
sucursales físicas (56.63 millones). Además, las transacciones en banca móvil, banca por internet, 
POS, cajeros automáticos y agentes han crecido en un 107.4%, 18.4%, 21.52%, 9.2%, 16.36% a 
comparación del 20171. Esto refleja el hecho de que cada vez son más los clientes que dejan de 
usar los canales tradicionales y optan por canales alternativos y/o digitales. Cabe resaltar que, en 
promedio, un canal digital permite un ahorro de costos de 80% de lo que cuesta un canal físico, 
por lo que cada vez son más las empresas que apuestan por canales más costo-eficientes.2 
A partir de lo mencionado, surge la necesidad de replantear la estrategia de oferta de canales del 
Banco ABC para mejorar los ratios de eficiencia y experiencia del cliente. Por ello, el presente 
trabajo de investigación realiza un diagnóstico y propuesta de mejora en la optimización de la red 
de agencias de la empresa usando herramientas de marketing analytics y minería de datos con el 
                                                          
1 ASBANC “Preferencia por canales virtuales sigue creciendo entre usuarios bancarios” (2018). Lima, Perú. Febrero 
2018. Consulta: 07/04/2019. Véase: 
<https://www.asbanc.com.pe/Paginas/Noticias/DetalleNoticia.aspx?ItemID=762> 
2 PERÚ 21. “Uso de canales digitales ahorran hasta 80% en la interacción entre empresa y cliente” (2018). Perú 21. 





fin de establecer una lógica omnicanal y visión a largo plazo que permita conocer mejor el 
comportamiento de los clientes y con ello, plantear las estrategias adecuadas. 
En este primer capítulo de marco teórico, se describe cada herramienta o concepto usado en la 
presente investigación de forma concisa y con un ejemplo para un mayor entendimiento. 
Asimismo, se realizó un breve resumen de tres casos de estudios similares al tema abordado. 
Finalmente, se concluye con un resumen metodológico. 
Marco Teórico 
En el presente capítulo, en base a cada bibliografía consultada, se detallarán los conceptos teóricos y 
herramientas usadas en la presente investigación. En primer lugar, se describirán las herramientas que se 
usarán para el diagnóstico de la empresa y sus procesos. Luego, se describirán los conceptos teóricos, 
herramientas y software a usar en la propuesta de mejora planteada. Finalmente, se presentaran 3 casos de 
estudio a fines al tema de investigación y un resumen breve de la metodología a usar en cada capítulo. 
1.1  Herramientas de diagnóstico 
A continuación, se describirá las herramientas usadas para diagnosticar los procesos de la empresa y poder 
determinar la o las contramedidas a usar en base a las causas raíces encontradas. Es importante resaltar la 
importancia del adecuado uso de cada herramienta para poder llegar a la solución óptima ya que todas son 
dependientes entre sí. 
1.1.1 Mapeo de procesos. 
Según Cadena (2015), los procesos son un conjunto de actividades interrelacionadas que utilizan los 
elementos de entrada para transformarlos en elementos de salida que otorgan valor a los productos o 
servicios ofrecidos por las empresas. Asimismo, estos tienen los siguientes elementos: 




 Mecanismos o recursos: Herramientas o máquinas que permiten la transformación de las entradas 
en salidas. 
 Salidas: Resultado de la actividad de un proceso. 
 Controles: Regulan el funcionamiento del proceso. 
 Límites del proceso: Determinan el inicio y el fin del proceso. 
A continuación, se muestra la jerarquía de procesos, la cual depende de que tan complejo son los procesos 
del sistema estudiado. En la imagen 1.1, se puede observar una representación de esta jerarquía. Cabe 
resaltar que, en base a esto último, se decidirá hasta que nivel realizar el desglose de los procesos para no 
caer en redundancias. 
 Procesos nivel 1 o macroprocesos: Son una representación global de los procesos principales de la 
empresa. 
 Procesos nivel 2 o procesos: Son el desglose de un proceso nivel 1. 
 Procesos nivel 3 o subprocesos: Son el desglose y detalle de un proceso nivel 2. 





Imagen 1.1. Jerarquía de procesos de una organización. Fuente: Cadena (2015). 
Por otro lado, Cadena también indica que estos procesos se clasifican en tres tipos, los cuales son: procesos 
estratégicos, procesos operativos o misionales y procesos auxiliares. En primer lugar, los procesos 
estratégicos son los responsables de que la organización pueda alcanzar sus objetivos a largo plazo y visión. 
En segundo lugar, los procesos operativos o misionales son los procesos responsables de realizar la acción 
de transforman las entradas en salidas (la razón de ser de la empresa). Por último, los procesos auxiliares 
brindan apoyo y soporte para que los procesos operativos puedan darse sin dificultad alguna y exista un 






Imagen 1.2. Mapa de macroprocesos. Fuente: Cadena (2015). 
Finalmente, en la imagen 1.3 puede observar un ejemplo de mapeo de macroprocesos, realizado por 
ESSALUD. Podemos observar que los procesos misionales, tales como la gestión de aseguramiento de 
salud y prestaciones transforman los requerimientos del gobierno, ciudadanos y grupos de interés en clientes 
y grupos de interés atendidos gracias a la dirección estratégica de los procesos estratégicos, como la gestión 
de calidad, que brinda se encarga de realizar las planificaciones necesarias para lograr que el servicio 
cumpla los estándares de calidad definidos por la organización, y gracias a los procesos de soporte, como 
la gestión logística, que permite que los medicamentos puedan llegar a las instalaciones que lo requieran. 
 







1.1.2 Matriz QDF. 
Según Bernal (2009), “Quality Function Deployment (QFD) es un sistema con el objetivo de traducir y 
planificar la voz del cliente en las características de calidad de los productos, procesos y servicios para 
llograr su satisfacción". Como se observa en la imagen 1.4, esta tiene varios componentes, los cuales se 
describirán a continuación: 
 VOC: Hace referencia a los requerimientos del cliente. Para determinar las variables a analizar debe 
realizarse la pregunta ¿qué es lo que desea el cliente? 
 Desgin Requirements: Hace referencia a el cómo los requisitos del cliente (VOC) serán satisfechos 
por el diseño del servicio. 
 Relations matrix: Hace referencia a que tan ligados están los requerimentos del cliente con los 
diseños del servicio en una escala que será usada para cada par comparado. 
 Benchmarking: Hace referencia a qué tanto los competidores satisfacen las necesidades del cliente. 
 Importance Level: Indica que tan relevante son requerimentos del diseño en base a los 
requerimentos del cliente (suma de resultados obtenidos en la matriz de relación para cada uno). 
 Correlation matrix: Indica que tanta correlación existe los diseños del sistema. Esto significa que 






Imagen 1.4. Mapa de macroprocesos de ESSALUD. Fuente: Mapa de macroprocesos ESSALUD (2019). 
En la imagen 1.5, se muestra un ejemplo donde se selecciona el proceso o “diseño” más importante en el 
servicio de seguridad que ofrece el estado a los ciudadanos. 
 
Imagen 1.5. QDF del proceso principal del servicio de seguridad. Fuente: Sotelo (2019). 
 
1.1.3 Flujograma. 
Según Pardo (2012), “la representación gráfica de un proceso, como un ente individual, se puede realizar 
mediante una herramienta denominada diagrama de flujo o flujograma”. Los principales símbolos para 
elaborar un flujograma son los óvalos, rectángulos, rombo, flecha, símbolos de entrada y salida y los 





Imagen 1.6. Simbología usada en los flujogramas. Fuente: Pardo (2012). 
Algunas de las ventajas que menciona el autor de elaborar un flujograma son las siguientes: 
 Útil al momento de establecer indicadores. 
 Permite observar de forma visual el proceso. 
 Permite identificar problemas y oportunidades de mejora en conjunto con otras personas. 
 Permite definir de forma clara las responsabilidades de cada integrante de un equipo. 




Finalmente, en la imagen 1.7. se observa un ejemplo de un flujograma que el autor brinda sobre el proceso 
de contratación de nuevo personal para un proyecto, el cual empieza en la necesidad de contratar un equipo 
de proyecto y culmina en la firma del contrato. 
 
Imagen 1.7. Flujograma del proceso de contratación de personal de un equipo de proyecto. 
Fuente: Pardo (2012). 
 





Según AITECO (2019), “la matriz de priorización es una herramienta que permite la selección de opciones 
sobre la base de la ponderación y aplicación de criterios”. Esta permite evaluar distintas alternativas en 
base a la ponderación que se otorga a cada factor planteado para cuantificar cada una y determinar la mejor 
opción para tener un sustento en la toma de decisiones de una empresa.  
a) Matriz de ponderación pareada 
En primer lugar, se debe realizar una matriz de ponderación pareada para no caer en métodos subjetivos 
para determinar el peso que tendrá cada uno de los factores. Un ejemplo de esto puede observarse en la 
imagen 1.8, donde se seleccionó 5 criterios a evaluar y se realiza una comparación de todos contra todos, 
como es el caso del factor personal motivado y el impacto social, en la que se considera una relación de 5 
a 1 (por ello, se otorga un puntaje de 1/5 en la casilla de posición espejo). Una vez evaluado cada pareja de 
factor, se procede a determinar el facto de ponderación en base al puntaje total asignado. 
 
Imagen 1.8. Matriz de ponderación pareada. Fuente: AITECO (2019). 
 




En segundo lugar, realiza una matriz de priorización donde se visualiza las opciones a evaluar y se asigna 
un criterio en una escala definida. Estos valores serán multiplicados por cada criterio definido en la matriz 
pareada para finalmente, asignar el puntaje total a cada opción evaluada. En la imagen 1.9, se muestra un 
ejemplo donde se tiene 5 factores en columnas y 5 opciones en filas, resultando finalmente el servicio de 
atención al ciudadano como la mejor opción. 
 
Imagen 1.9. Matriz de priorización. Fuente: AITECO (2019). 
 
c) Matriz de evaluación de riesgos 
Según SUSALUD (2016), otro tipo de matriz de priorización, es la matriz en la que se califica a cada 
alternativa por las variables probabilidad e impacto en una misma escala. El procedimiento a realizar 
consiste en la multiplicación de ambos criterios para obtener un puntaje. A mayor sea el puntaje asignado, 
mayor será la valorización de la alternativa.  
En la imagen 1.10, se puede observar una evaluación que realizó una entidad de salud, evaluando cada 
componente entre varios factores. En este caso, los autores realizaron un promedio simple de los impactos 




ocurrencia, obteniendo la columna “Nivel de exposición al Riesgo2”, donde se tiene un empate técnico 
entre la primera y tercera opción. 
Imagen 1.10. Matriz de priorización. Fuente: SUSALUD (2016). 
 
1.1.5 Fichas Indicador. 
Las fichas indicador son una herramienta que permite visualizar de forma gráfica la evolución de un 
indicador y a su vez, poder determinar en qué rango de cumplimiento respecto a su meta se encuentra, lo 
cuál es visualizado por el color de la gráfica donde se encuentra la curva del indicador. En el anexo 1.1, se 
puede visualizar un ejemplo de esta herramienta. 
1.1.6 Diagrama de Pareto. 
Según Kume (1985), el diagrama de Pareto permite solucionar la problemática de la priorización de 
problemas con eficiencia a través de la técnica “pocos vitales y muchos triviales”.  Esto puede representarse 
usando una curva de frecuencia acumulada de una variable, por ejemplo, cantidad de errores o costo 
monetario total por cada problema, para separar los problemas que traen el 80% del total de la variable 
evaluada, los cuales vendrían a ser los “pocos vitales” del sistema analizado. Sin embargo, una vez hecha 
la separación, siempre debe priorizarse elegir una poca cantidad de problemas a priorizar a pesar de que 
sean muchos los que se encuentren dentro del 80% (principio de “pocos vitales”). A continuación, se 
menciona los pasos que deben realizarse para un diagrama de Pareto según el autor:  
 Decidir qué problemas se investigarán y que datos 




 Elaborar lista de frecuencias individuales y acumuladas 
 Organice los ítems en orden en base a su frecuencia acumulada 
 Dibuje un gráfico donde se pueda observar un diagrama de barras de frecuencia relativa y una curva 
de frecuencia acumulada (curva de Pareto) por cada ítem. 
En la imagen 1.11 se puede observar un ejemplo de dos curvas de Pareto las cuales son antes y después de 
haber realizado la mejora del proceso. En ambas curvas, se puede apreciar que se muestra en el eje vertical 
de la izquierda, la cantidad de errores por cada problema y en el eje vertical de la derecha el porcentaje de 
la frecuencia acumulada de la curva de Pareto. En un inicio, siguiendo los principios de 80-20% y pocos 
vitales, los problemas A y B son los más críticos, y posteriormente, se observa que al eliminar el problema 
A, los problemas B y C se convierten en los problemas más críticos del sistema.  
 
Imagen 1.11. Diagrama de Pareto de la cantidad de errores por problema antes y después de la 
mejora de un proceso. Fuente: Paz, Aragón (2018). 
 




Según Kume (1985), los diagrama causa-efecto son “diagramas que muestra la relación entre una 
característica de calidad y los factores”. Este método permite analizar resultados complejos de un proceso 
realizando cadenas sistemáticas entre las causas y efectos involucrados con el fin de determinar las causas 
más relevantes que generan resultados no deseados en el atributo de calidad evaluado. El autor menciona 
el siguiente procedimiento para realizar un diagrama causa-efecto: 
 Seleccionar atributo de calidad. 
 Escribir todas las causas que puedan afectar la característica de la calidad. 
 Agrupar causas que tengan afinidad entre sí, sean primarias o secundarias, y conectar las que tengan 
un impacto significativo en la característica de la calidad. 
 Asignar un valor de importancia a cada causa. 
 Escribir cualquier información que pueda ser de utilidad. 
En la imagen 1.12 se puede observar un ejemplo de un diagrama causa-efecto, en el cual se desea evaluar 
las causas de los errores en los informes de ensayo de un proceso (atributo de calidad) y en base a las causas 
descritas, se realizó una agrupación en materiales, personal, método y equipo. También puede apreciarse, 
por ejemplo, que en método se asignó la causa primaria “falta de control” que tiene como causa secundaria 
a “falta de personal”. Este análisis permite visualizar gráficamente las principales causas para evaluar cada 





Imagen 1.12. Diagrama de causa-efecto de la cantidad de errores por problema antes y después 
de la mejora de un proceso. Fuente: Paz, Aragón (2018). 
 
1.1.8 Cinco Porqués. 
La herramienta de cinco porqués permite hallar las causas raíces de un problema. Según Serrat (2009), 
“cuando se busca resolver un problema, es útil comenzar con el resultado final, reflexionar sobre lo que 
causó eso, y cuestionar la respuesta cinco veces”. Al autor resalta la importancia de responder la pregunta 
“¿Por qué?” a cada causa analizada durante 5 veces de forma consecutiva y honesta o hasta donde no se 
caiga en redundancia. La estructura de la metodología puede observarse en la imagen 1.13, la cual sigue 
los siguientes pasos: 
 Definir el problema de forma completa. 
 Realizar las 5 preguntas “¿Por qué?”. 
 Discutir los resultados para llegar a un consenso sobre cuál sería la ruta del problema y la causa 




 Finalmente, realizar acciones para eliminar la causa raíz determinada. 
 
Imagen 1.13. Five Whys Worksheet. Fuente: Serrat (2009). 
Asimismo, en el anexo 1.2, se puede visualizar un ejemplo de esta herramienta. 
1.1.9 Matriz FACTIS. 
La matriz FACTIS es una matriz de priorización que se basa en 5 factores que se adaptan a diversos sistemas 
y que permiten determinar la solución óptima en base a criterios cuantificables, dando así soporte a la toma 
de decisiones de la empresa. Los factores que evalúa se manejan en una escala definida por los que evalúan 
el proceso (no necesariamente la misma escala para cada factor). A continuación, se muestran los factores 
que se usan en la matriz FACTIS. 
 F: Indica que tan fácil se puede implementar la propuesta 
 A: Indica que tanto afecta su implementación a otras áreas. 
 C: Indica cuanto mejora la calidad del proceso analizado. 
 T: Indica que tanto tiempo de implementación que cada opción requiere en caso de 
realizarse. 




 S: Indica que tanta seguridad ofrece la opción analizada a comparación del estado actual. 
En la imagen 1.13 se puede observar una matriz FACTIS realizada por la empresa Aceros 
Arequipa, para evaluar qué problema es el principal en base a los cinco criterios mencionados 
anteriormente. Cabe resaltar que previamente debe calcularse los factores de ponderación algun 
un método como el de matriz de comparación pareada. 
 
Imagen 1.13. Matriz FACTIS de problemas evaluados en el ondulado de barras corrugadas. 
Fuente: CORPORACIÓN ACEROS AREQUIPA (2015) 
 
1.2  Herramientas de la propuesta de mejora 
En base a las causas raíces que se encuentren, se debe seleccionar la contramedida más adecuada que 
permita minimizar su ocurrencia. En este trabajo de investigación, se usará herramientas de marketing 
analytics y minería de datos como base de la propuesta de mejora. A continuación, se describirá las 
herramientas y conceptos que se usarán para concretar la propuesta a lo largo del capítulo 3. 




Big Data. Según la revista Harvard Business Review (2014), este concepto hace referencia a los grandes 
volúmenes y distintos tipos de información que las empresas hoy en día pueden recolectar gracias al uso de 
sistemas de bases de datos. Esta puede ser información que proviene desde la misma empresa o desde 
fuentes externas. Asimismo, los datos pueden ser del tipo estructurado (cantidad de clientes que compran 
un producto determinado) como datos no estructurados (comentarios recopilados en una encuesta de 
satisfacción). Cabe resaltar que es totalmente necesario que la información sea colocada en formatos 
estructurados para que se pueda realizar un correcto análisis de esta. 
Analytics. Por otro lado, la revista mencionada previamente, define este concepto como la mezcla entre 
herramientas de matemática y estadística que permiten analizar la información bruta obtenida por la 
empresa y convertirla en información que pueda agregar valor a la toma de decisiones. Existen tres tipos 
de analytics: 
 Descriptive Analytics: Permite describir que pasó en el pasado a través de indicadores clave o 
KPI’s. Por ejemplo: “La cantidad de clientes que asistió a un supermercado fue 10,000 personas 
mensuales durante el 2019”. 
 Predictive Analytics: Permite describir que pasará en el futuro usando información histórica y 
modelos predictivos. Por ejemplo: “La cantidad de clientes que asistirá a un supermercado será de 
20,000 personas mensuales durante el 2025”. 
 Prescriptive Analytics: Permite determinar, de forma óptima cuál es la mejor decisión que la 
empresa puede tomar para tener el mejor beneficio. Por ejemplo: “La cantidad óptima de clientes 
que la empresa debe buscar que asistan a su supermercado principal debe ser de 15,000 personas 
mensuales durante el 2020 con el fin de maximizar su rentabilidad y minimizar el impacto en la 
satisfacción por las largas colas generadas”. 




Según la Real Academia Española (1992), el marketing se define como el “conjunto de principios y 
prácticas que buscan el aumento del comercio, especialmente de la demanda”. 
Según Maturana (2018), quien es doctor de la Universidad de California, “podemos definir marketing 
analytics como los procesos y tecnologías que les permiten a las empresas evaluar la efectividad de sus 
iniciativas de marketing”. Asimismo, el autor también hace énfasis en que estas técnicas antes solo eran 
usadas por especialistas en marketing digital, sin embargo, actualmente se usa cada vez más en distintos 
rubros debido a su efectividad y el buen aprovechamiento de la información de las empresas. 
Según Veliz (2018), quien es doctor en ciencias y en ingeniería industrial por la Pontificia Universidad 
Católica del Perú, “la minería de datos es un proceso que conjuga la estadística, la inteligencia artificial 
y la informática para extraer información de grandes cantidades de datos de manera automática y 
semiautomática. Esta información se traduce en patrones útiles, reglas y asociaciones, lo que permite el 
conocimiento de la realidad y la ayuda en la toma de decisiones”. El autor resalta que las etapas del proceso 
de minería de datos son las siguientes: 
 Entendimiento de los objetivos y del problema a desarrollar 
 Conocimiento y recolección de los datos 
 Preparación de los datos 
 Modelación de los datos 
 Evaluación de los modelos aplicados 
 Consolidación del conocimiento. 
Por otro lado, el autor también realiza la diferencia entre dos tipos de modelos de aprendizaje automático, 
los cuales son los más comunes a usar en minería de datos. Estos se describen a continuación. 
 Modelos de aprendizaje supervisado: Se explican variables dependientes en términos de otras 




modelo de clasificación, mientras que si esta es del tipo continua, se trata de un modelo de 
regresión. 
 Modelos de aprendizaje no supervisado: En vez de explicar variables dependientes en términos de 
otras variables independientes, se realiza la búsqueda de relaciones entre las variables 
independientes. 
 
1.2.2 Regresión lineal. 
El modelo de regresión lineal, según Veliz (2018), “relaciona los valores x e y de dos variables numéricas 
X e Y, respectivamente”. Es un tipo de modelo de aprendizaje supervisado de regresión. Este puede definirse 
a través de la siguiente ecuación: 
  
Donde cada variable y parámetro tienen el siguiente significado: 
-Y: variable dependiente. 
-C0: intercepto. 
-C1: pendiente de la recta y coeficiente de la variable X1 
-X1: variable independiente. 
-∈: error de medida o valor de variables no consideradas. 
 
1.2.3 Regresión lineal múltiple. 
El modelo de regresión lineal múltiple, según Veliz (2018), “es una generalización del modelo de regresión 
lineal simple”. Es un tipo de modelo de aprendizaje supervisado de regresión. Un modelo de regresión 
lineal múltiple de n variables independientes se presenta en la siguiente ecuación: 
  
𝑌 = 𝐶0 + ∁1 ∗ 𝑋1+ ∈ 




Donde cada variable o parámetro tienen el siguiente significado: 
-Y: variable dependiente. 
-C0: intercepto. 
-Ci: coeficiente de la variable Xi. 
-Xi: variable independiente. 
-∈: error de medida o valor de variables no consideradas. 
 
1.2.4 Regresión logística. 
Según Veliz (2018), en contraste con el modelo de regresión lineal, este modelo busca explicar los valores 
de una variable de carácter categórico a través de variables que pueden ser numéricas o no numéricas. A 
pesar de tener el la palabra “regresión” en su nombre, es modelo probabilístico de aprendizaje supervisado 
de clasificación.  
Por otro lado, según Chapman (2015), diversos problemas y decisiones de marketing se basan en la decisión 
de estimar cuál es la probabilidad asociada a la ocurrencia de eventos, la cual puede ser representada a 
través de unos y ceros (forma binaria). El autor menciona que la regresión logística se adecua bastante a 
estos problemas debido a dos razones principales: 
 Modela directamente la probabilidad que se busca estimar 
 A diferencia del modelo lineal, limita el valor de la variable estimada en un rango de [0,1] 
La ecuación del modelo en mención se define en su forma más básica en la siguiente ecuación: 
  
donde x toma la forma C0 + ∁1 ∗ 𝑋1 + 𝐶2 ∗ 𝑋 + ⋯ + 𝐶𝑛 ∗ 𝑋𝑛    
-Y: variable dependiente. 
-C0: intercepto. 
-Ci: coeficiente de la variable Xi. 







-Xi: variable independiente. 
Es importante resaltar que los valores de Xi no necesariamente deben ser variables lineales. 
Algunos ejemplos donde se puede usar el modelo de regresión logística se describen a continuación: 
 Determinar la probabilidad de que un cliente abandone un banco en un periodo definido en base a 
su segmento, edad, sueldo y cantidad de productos con la empresa. 
 Determinar la probabilidad de ocurrencia de un sismo en base al año, día, lugar y cantidad de tiempo 
desde la ocurrencia del último sismo. 
 
1.2.5 Clustering o análisis de conglomerados. 
Según Veliz (2018), “el análisis de conglomerados comprende una seria de técnicas descriptivas del 
análisis multivariado que tiene por objetivo la clasificación o agrupamiento de individuos”. El resultado 
final de este modelo son las agrupaciones de cada elemento del sistema en base a los atributos evaluados. 
Cabe resaltar que estas agrupaciones no se conocen, sino que son descubiertas una vez obtenido los 
resultados del modelo. A continuación, se describirá brevemente los modelos más conocidos de este tipo. 
Técnica jerárquica aglomerativa. 
La técnica se resume en los siguientes 4 pasos, según Veliz: 
 Se parte de tantos conglomerados como elementos existan 
 Se calculan las distancias entre los elementos iniciales 
 Se forma un nuevo grupo con los elementos x e y más próximos. Posteriormente, la matriz de 
distancias se vuelve a calcular eliminando los elementos x e y tomándolos en cuenta como un solo 
elemento [x,y]. 




Existen tres formas de calcular la distancia dos los elementos, las cuales pueden ser a través del enlace del 
vecino más cercano (f = máximo), del vecino más lejano (f = mínimo) o del enlace promedio (f= promedio). 
Esto puede representarse a través de la ecuación que se muestra a continuación. 
𝑑(𝑥, 𝑦) = 𝑓(𝑑(𝑥, 𝑦)) (1.4) 
Donde las variables a considerar son las siguientes: 
x: primer elemento  
y: segundo elemento 
f: función que puede adoptar los valores de máximo, mínimo o promedio, según se decida. 
Técnicas no jerárquicas: El método de K-medias. 
Según Veliz (2018), “las técnicas no jerárquicas permiten la formación de conglomerados cuyo número K 
es previamente fijado”. El objetivo del modelo es que la suma de las distancias al cuadrado definida entre 
cada elemento y su centroide sea mínima. Esto se puede representar a través de la siguiente ecuación. 





Los pasos a seguir para realizar el modelo, son los siguientes: 
 Formar K grupos de forma aleatoria y calcular para cada uno su centroide. 
 Calcular la distancia de cada punto a cada centroide formado. En caso de tener una distancia menor 
a un centroide al que no fue asignado, se vuelve a asignar el grupo. 
 El proceso puede terminar si la distancia entre los centroides iniciales y centroides actuales es 
pequeña o en caso de haber definido un máximo número de iteraciones. 
 




En esta sección, se describirá la forma más común del análisis conjunto. Según Chapman (2015), el análisis 
conjunto determina la importancia relativa entre varios atributos (variables independientes como tiempo de 
espera, seguridad, comodidad, entre otras) para cuantificar que tanto influye cada uno de estos en una 
variable (variable independiente como la satisfacción del cliente). Gracias a este modelo, se puede 
determinar cuáles son los atributos que más valoran los clientes para que la empresa realice estrategias que 
permitan maximizar sus ingresos y aumentar sus tasas de retención. Alguna de las principales ventajas se 
muestra a continuación: 
 Permite conocer las preferencias del cliente en base a data histórica. 
 Permite cuantificar el efecto de mover una variable, la cuál puede traducirse en una variación de 
costos e ingresos a la vez. 
 Permite conocer la combinación óptima de características a ofrecer en un servicio o producto. Esto 
se obtiene gracias a que el modelo permite simular cuál de todas será la que tenga mayor aceptación 
por el mercado sin tener que probarlo en la vida real. 
Para determinar la influencia de cada variable, se usará la técnica de regresión lineal multivariada, la cual 
se describió en la sección 1.2.3. de la presente investigación. 
1.2.7 Técnicas de muestreo. 
A continuación, se describirá brevemente las técnicas de muestreo más usadas y sus respectivos estimadores 
de media. Es importante determinar, en cada uno de estos muestreos, el error estándar de cada estimación 
pues este permite conocer que tan precisa y confiable son los resultados que el estudio arroja. 
Técnica simple de muestreo aleatorio. 
Según Scheaffer (2007), en un muestreo aleatorio simple (MAS) se define principalmente porque cada 
elemento de la población tiene la misma probabilidad de ser elegido (debido a aleatoriedad en la que se 




 Con reemplazamiento: Al elegir un elemento, este se vuelve a reintegrar a la población, por lo que 
existe la probabilidad de que pueda volver a ser elegido.  
 Sin reemplazamiento: Al elegir un elemento, este no se vuelve a reintegrar a la población, por lo la 
probabilidad de que pueda volver a ser elegido es nula.  
A continuación, se presenta el estimador de la media poblacional y su error estándar de estimación para el 
muestreo aleatorio simple. 





Varianza estimada de (µ’): 






Donde las variables a considerar son las siguientes: 
n = cantidad de elementos en la muestra. 
N = cantidad de elementos de la población 
𝑦𝑖 = cantidad observada del elemento i 
𝑆2= desviación estándar muestral 
Técnica de muestreo estratificado. 
Según Scheaffer (2007), en un MAE (muestreo aleatorio estratificado) se define principalmente porque se 
conocen subconjuntos de la población (estratos), lo cual permite realizar una segmentación para luego 
realizar un MAS en cada uno de estos segmentos definidos antes de realizar el muestreo. Según Valdivieso 
(2019), las principales características de este muestreo son las siguientes: 
 Se puede determinar características de la población de forma más precisa. 




 Estimaciones más precisas 
 Requiere un mayor costo y cantidad de muestra. 
A continuación, se presenta el estimador de la media poblacional y su error estándar de estimación para el 
muestreo aleatorio estratificado. 
Estimador de media poblacional (µ’): 
 µ’ = 𝑦′ =
∑ 𝑁𝑖 ∗ 𝑦𝑖′𝐿𝑖=1
𝑁
 
Varianza estimada de (µ’): 









Donde las variables a considerar son las siguientes: 
ni = cantidad de elementos en la muestra del estrato i 
𝐿 = cantidad de estratos definidos 
Ni = cantidad de elementos en el estrato i 
N= cantidad de elementos de la población 
𝑦𝑖′= media muestral observada del estrato i 
𝑆𝑖 = desviación estándar muestral del estrato i 
Técnica de muestreo por conglomerados. 
Según Valdivieso (2019), los muestreos por conglomerados consisten en dividir a la población en 
subconjuntos que, en el caso ideal, deben ser heterogéneos por dentro, pero homogéneos por fuera. Estos 
pueden ser de distintos tipos, sin embargo, el primer paso del método es definir los conglomerados o 
subconjuntos de la población. En la presente investigación se tratarán los dos más usados: 
 Muestreo por conglomerados de una etapa: Se seleccionarán unas unidades primarias (UPM) de 





 Muestreo por conglomerados de dos etapas: Se seleccionarán unas unidades primarias (UPM) de 
una población mediante un MAS para luego realizar otro MAS dentro de cada UPM y así 
seleccionar a las unidades secundarias (USM) de cada conglomerado. 
Según Valdivieso (2019), las principales características de este tipo de muestreo se mencionan a 
continuación. 
 Ofrece un menor costo a comparación de un MAS y un MAE 
 Permite realizar muestreos para poblaciones que se encuentran dispersas geográficamente. 
 Sencillez en el trabajo de campo a comparación de un MAS y un MAE. 
 Estimaciones menos precisas que un MAS y un MAE. 
A continuación, se presentará las ecuaciones para calcular el estimador de la media poblacional y su error 
estándar de estimación para el muestreo por conglomerados de una etapa, según Scheaffer (2007). 
Estimador de media poblacional (µ’): 
















Donde las variables a considerar son las siguientes: 




𝑁 = cantidad de conglomerados en la población 
𝑀𝑖 = 𝑚𝑖 = cantidad de elementos en el conglomerado i 
M = cantidad de elementos en la población 
𝑦𝑖= suma de cantidades observadas en el conglomerado i 
𝑦′= estimador de media poblacional 
𝑆𝑖 = desviación estándar muestral del estrato i 
 
Nota: 𝑀′ puede estimarse por 𝑚′ en caso de desconocerse 𝑀. 
Por otro lado, en las siguientes líneas se presentará las ecuaciones para calcular el estimador de la media 
poblacional y su error estándar de estimación para el muestreo por conglomerados de dos etapas, según 
Scheaffer (2007). 
Estimador de media poblacional (µr’): 




































𝑗=1     
Donde las variables a considerar son las siguientes: 




𝑁 = cantidad de conglomerados en la población 
𝑚𝑖 = cantidad de elementos seleccionados, producto de un MAS, en el conglomerado i 
Mi = cantidad de elementos en el conglomerado i 
M = cantidad de elementos en la población 
M′ = cantidad promedio muestral de elementos en un conglomerado 
𝑦𝑖′= promedio muestral de las cantidades observadas en el conglomerado i 
𝑦𝑖𝑗= observación j en el conglomerado i 
𝑦′= estimador de media poblacional 
 
Nota: 𝑀′ puede estimarse por 𝑚′ en caso de desconocerse 𝑀. 
 
1.2.8 Software. 
John Chambers creó en 1998 un software llamado R, el cual es descrito por su propia empresa como “un 
lenguaje y entorno para la computación estadística y gráficos” (Chapman, 2015). Además, R es un lenguaje 
de programación orientado a objetos. Es un software libre muy usado gracias a los 6,000 paquetes libres 
que ofrece a cualquier usuario, los cuáles han sido validados por estadísticos antes de ser publicados (lo 
cuál otorga cierto nivel de confianza, que usualmente no se tiene con los softwares de carácter colaborativo).  
Las ventajas principales de usar R se muestran a continuación: 
 Ofrece la más larga y diversa set de herramientas estadísticas y análiticas. 
 El código que se usa puede ser reusado nuevamente en análisis similares. 
 Funciona para la gran mayoría de sistemas operativos. 
 Aumenta la productividad de los procesos. 





Los principales paquetes, librerías o funciones a usar para cada modelo que se usarán en el capítulo 3 se 
obtuvieron de la página R Documentation3. Estas se mencionarán a continuación: 
 Regresión lineal y regresión lineal multiple: lm (función). 
 Regresión logística: glm (función). 
 Clustering: hclust (función), kmeans (función). 
 Análisis conjunto: lm (función). 
 Técnicas de muestreo complejas: survey (paquete). 
 
1.3  Casos de estudio. 
Para tener un mejor entendimiento de las herramientas a usar en proyectos similares, conocer la experiencia 
de otros investigadores y los resultados que obtuvieron, se realizó un análisis de tres casos de estudio a fines 
al tema de investigación. Se seleccionó dos papers y una tesis de posgrado. Cabe resaltar que los dos 
primeros trabajos de investigación usan herramientas similares a la propuesta en el mismo rubro (banca), 
sin embargo, el tercer caso de estudio un distinto rubro (automotriz) pero fue seleccionado por su similitud 
con las estrategias de retención que la contramedida seleccionada busca plantear en los canales de la 
empresa. A continuación, se describirá cada una de estas usando la siguiente estructura: contexto y 
problemática, metodología y herramientas, resultados y conclusiones. 
1.3.1 Primer caso: A New Application of RFM Clustering for Guild Segmentation to Mine 
the Pattern of Using Banks’ e-Payment Services. 
Contexto, problemática. 
La investigación se centra en un banco de Irán, quien tiene la problemática de no tener una estrategia clara 
de cómo distribuir sus dispositivos de transacciones electrónicas, llamados POS, en los comerciantes del 
                                                          




país dado que estos tienen un costo significativo para la empresa. Por ello, se propone realizar una 
segmentación de los gremios, los cuales vienen a ser grupos de comerciantes, para poder distinguir patrones 
de comportamiento y realizar estrategias eficientes distribución de recursos con foco en maximizar sus 
ingresos usando herramientas de minería de datos.  
Una de las razones por la cual el autor opta por esta metodología, es por la revisión de bibliografía, de la 
cual concluye que muchos bancos están empezando a usar la segmentación de sus clientes en base a su 
comportamiento transaccional para obtener mayores ingresos. Según el autor, "la técnica de agrupación es 
una herramienta clave en la minería de datos y el reconocimiento de patrones se puede considerar como 
la técnica de aprendizaje no supervisado más importante" (Khobzi, 2014) 
Metodología y herramientas. 
Dado que se tienen muchos clientes, para facilitar el análisis el autor agrupó a los clientes en gremios, los 
cuales permitirían reducir la cantidad de puntos a clusterizar (147 en total) a comparación de analizar a 
todos los comerciantes del banco. 
Por un lado, el autor usa como principal variable de análisis el valor de RFM (Recency, Frecuency, Money) 
de los clientes analizados. Esto le permite conocer los siguientes tres atributos que considera relevantes: 
 Recency: Recencia. Indica el tiempo que ha pasado desde la última transacción de un gremio en un 
POS hasta el periodo en que se analiza la información. 
 Frecuency: Frecuencia. Indica la cantidad de veces que el gremio realizó una compra en el periodo 
evaluado. 





Sin embargo, dado que los gremios no tienen la misma cantidad de comerciantes, el autor opta por definir 
dos variables en base a las 3 mencionadas anteriormente, las cuales permitirán para poder hacer un análisis 
comparable entre gremios y a su vez, poder encontrar similitudes en estos. 
 RF1F2M: Se usan las tres variables que se definieron en líneas anteriores, añadiendo F2, que viene 
a ser la cantidad de comerciantes en cada uno de los gremios. 
 RF*M*: De forma similar, que las variables iniciales, con la diferencia de que F* viene a ser el 
valor de frecuencia promedio obtenido por gremio entre F2, la cantidad de gremios. Por otro lado, 
de forma similar M* viene a ser el valor de flujo monetario promedio obtenido por gremio entre la 
cantidad de gremios. 
A continuación, se mencionarán las herramientas usadas por el autor para poder realizar la segmentación 
que propone en la introducción. 
 Clustering. Realiza la diferencia entre los métodos jerárquicos y particionales, dando énfasis en 
que los particionales son los que tienen menor complejidad al momento de trabajar con grandes 
volúmenes de datos. Por esta razón, decide usar el algoritmo de K-means. 
 
 Dunn Index Dado que el problema del algoritmo de K-means se da en que no existe una 
metodología para definir la solución óptima, el autor elige este indicador para poder determinar el 
número de clústers óptimo. Este indicador se mide en una escala del -1 al 1 y determina que tan 
bien están asignados los puntos a un clústers en base a la comparación de la suma de distancias 
promedio de los puntos al centroide de su mismo clúster comparado con la suma de distancias 





 CLV. El autor resalta la importancia de poder medir el valor de los clientes en valor futuro y traerlo 




Imagen 1.13. Indicador de Customer Life Value. Fuente: Khobzi (2014) 
Un esquema de la metodología usada por el autor puede observarse en la imagen 1.14. Esta se resume en 
primer lugar, a conocer y entender el funcionamiento del negocio, recolectar y preparar la información a 
usar, calcular los valores de las variables definidas para la clusterización, definir el K óptimo en base al 
Dunn Index, normalizar los datos para poder hacerlos comparables en el cálculo del CLV y realizar un 
ranking de cada clúster en base al CLV calculado (esto a través de una normalización de método infinito, 
dado que una de las variables afectaba de forma negativa al indicador). Finalmente, se planteará las 





Imagen 1.14. Esquema de metodología empleada. Fuente: Khobzi (2014) 
Resultados 
Los resultados obtenidos para ambas clusterizaciones pueden verse en la imagen 1.15, de la cual se concluye 
que los k óptimos son k=8 y k=4 respectivamente para el grupo de variables definidos, RF1F2M y RF*M*. 





Imagen 1.15. Resultados del Indicador de Dunn para definir el K óptimo. Fuente: Khobzi (2014) 
Por otro lado, en la imagen 1.16 se puede observar los resultados de la primera clusterización (con los 
datos ya normalizados), en base a la cual se calculó el CLV de los clientes. 
 
Imagen 1.16. Resultados de la primera clusterización. Fuente: Khobzi (2014) 
Analizando los resultados, el autor consultó con un experto del sector el cuál sugirió agrupar C8, C2, C7 y 
C4 como un solo grupo, dado que la cantidad de gremios era muy poca y además tienden a tener resultados 
relativamente altos con otros grupos. Con esta agrupación se obtuvo 5 segmentos de gremios, los cuales 
pudieron ser diferenciados por ser negocios de distintos rubros en cada grupo (esto permitió poder 
determinar, más adelante, cuales podrían ser los clientes con más potencial para el banco). Los segmentos 
fueron definidos por el autor definió de la siguiente forma. 
 The Main Target. Vienen a ser los clientes más rentables (por tener un mayor CLV).  
 The Lucrative Professions. Resultaron ser el grupo que traía mas ingresos, después del primero. 
 The Ordinary Professions. Son grupos que generan ingresos significativos, pero que no llegan a 
cumplir las expectativas de la empresa, sin embargo, ayudan a tener una posición de mercado pues 
abarca casi el 50% de los gremios evaluados. 
 The Neutral Professions. Se define como el grupo que tiende a no tener  buenos ojos para el banco 




 The Inutile Professions. Son los puestos de comerciantes donde los POS no son usados con alta 
frecuencia como la empresa espera. 
Finalmente, el autor menciona que propuso la segmentación a la empresa, con el fin de plantear estrategias 
de distribución de recursos eficientes y con justificación, esto a partir de la priorización de poder determinar 
cuáles son las características de los gremios que tienen mayor potencial. Los principales beneficios que 
obtuvo la empresa después de implementar estas estrategias fueron las siguientes: 
 Entender patrones de compra para la toma de decisiones eficiente, a pesar de que su población 
crece, la empresa puede plantear estrategias diferenciadas para grupos genéricos ya definidos. 
 Aumento del ticket promedio de compra en un 18% 
 Número de comerciantes con terminales con poco uso y poco potencial de ingresos, se pudo reducir 
en un 13%. 
Conclusiones 
Se usó el método de clusterización mediante el algoritmo k-means, para definir diferencias entre gremios 
de comerciantes, obteniendo 5 grupos distintos para los cuales la empresa planteó diversas estrategias que 
trajeron un conjunto de beneficios. El autor resalta que este método puede realizarse en otros bancos y en 
otros casos que puedan ser de interés. 
1.3.2 Segundo caso: Quality of service and customer satisfaction: a conjoint analysis for the 
Nigerian bank customers. 
Contexto y problemática. 
En un contexto de fuerte competencia entre distintas empresas del sector bancario en Nigeria, la satisfacción 
viene a ser una medición muy importante para los bancos, pues permite cuantificar si el servicio ofrecido 
por la empresa permitió satisfacer las necesidades del cliente, lo cual finalmente puede traducirse en qué 




correlacionan con el aumento de los ingresos y aumentan la oportunidad de supervivencia de la empresa en 
el largo plazo. Algunos de estos beneficios son las siguientes:  
 Mejora la imagen corporativa 
 Mejor oportunidad de ventas cruzadas (esto es, concretar la venta de un producto adicional a lo que 
normalmente un asesor de ventas vendería en un proceso de venta común). 
 Disminución de clientes que desertan de la empresa. 
 Mayor probabilidad de que la empresa sea recomendada por sus mismos clientes. 
 Mantener buenas relaciones a largo plazo con sus clientes 
El autor menciona diversos problemas que existen en su red de canales, tales como problemas con cajeros 
automáticos, largos tiempos de espera, entre otros, es de interés para la empresa poder determinar que 
problemas priorizar en base a las variables de calidad de atención que más impactan en la percepción del 
cliente. Por ello, se propone realizar un análisis conjunto, el cual permitirá determinar la importancia de 
diferentes atributos en distintas medidas para poder ofrecer un servicio óptimo en base a los recursos de la 
empresa, pues como se mencionó en el primer caso analizado, la optimización de costos también viene a 
ser una variable importante a tomar en cuenta en la mejora de los procesos. Asimismo, el autor resalta que 
una de las ventajas principales de la metodología es poder estimar los impactos de realizar distintas 
variaciones antes de tomar la decisión en la vida real. 
Metodología y herramientas. 
El autor obtuvo de dos fuentes relevantes del sector bancario de su país cuales son las dimensiones más 
comunes que se usan para definir el servicio de calidad (9 en total). En la imagen 1.17 se puede observar 
las dimensiones encontradas, mientras que en la segunda columna se puede observar un atributo definido 





Imagen 1.17. Atributos evaluados en el cuestionario. Fuente: Yusuf (2015) 
En este estudio, se usó un modelo de utilidad, el cual es una medición de la calidad ofrecida por el servicio 
a los clientes. Se asume que los servicios con mayor indicador de utilidad serán los que tienen mayor 
probabilidad de ser elegidos por los consumidores. Este modelo se puede representar a través de la siguiente 
ecuación, en la imagen 1.18, donde el vector Xnj representa la puntuación que cada cliente otorga a los 
atributos, el vector Bn representa los coeficientes de cada atributo y la última variable representa el error 
que trae cada una de estas estimaciones.  
 
Imagen 1.18. Modelo de utilidad obtenida a través de atributos. Fuente: Yusuf (2015) 
Una vez definidas los atributos a evaluar, el autor recolecto la información envió 1,500 encuestas, 
ofreciendo incentivos para poder obtener una participación activa de los evaluados, sin embargo, solo se 
validaron 1,245 de las encuestas. En la imagen 1.19 se puede observar un resumen del análisis exploratorio 




población evaluada es representativa para toda la población pues fue de distintas edades, sexos, grados 
académicos, ingresos y pertenecientes a distintos bancos (sin embargo, se sugeriría al autor incluir el error 
y más detalles del muestreo en la investigación para difundir una mayor confiabilidad de la base de su 
estudio, en este caso, las encuestas realizadas). 
 
Imagen 1.19. Resumen de análisis exploratorio. Fuente: Yusuf (2015). 
Resultados. 
El autor realiza un modelo de coeficientes aleatorios, el cual le permite obtener medias y varianzas de cada 
coeficiente en base a su distribución estimada. En este caso, según el autor, se usó una estimación de 





Imagen 1.20. Resumen de resultados del modelo de coeficientes aleatorios. Fuente: Yusuf (2015). 
Los principales hallazgos se nombran a continuación. Estos pueden ser visualizados gráficamente en la 
imagen 1.21.  
 La percepción de los clientes por el servicio ofrecido se indica más impactada por el tiempo de 
espera y el precio, pues obtienen un 18% y 26% de importancia relativa. 









Del análisis obtenido, se concluye que la empresa debe enfocarse en solucionar los problemas que generan 
altos tiempos de espera y evaluar alternativas para ofrecer transacciones a un costo más bajo. De esta forma, 
se comprueba que la empresa puede obtener el impacto de cada atributo en sus clientes y en base a ello, 
plantear las estrategias adecuadas que le ayuden a fidelizar y por ende, a mejorar sus ingresos en el largo 
plazo. 
1.3.3 Tercer caso:  Diseño de Estrategias de Retención de Posventa en una Empresa 
Automotriz de Vehículos Livianos Aplicando Marketing Analytics. 
Contexto y problemática. 
En el sector automotriz, es importante aumentar la participación de mercado y fidelizar cada vez más a los 
clientes que se va adquiriendo, dado que los servicios postventa que se ofrecen son los que más ingresos 
generan a la empresa. Esto último es la clave que permite a las empresas del sector tener un mejor 
posicionamiento. Una forma de medir los resultados de post venta es a través de la cantidad de veces que 
un cliente realiza un mantenimiento (del tipo preventivo o correctivo).  
El presente caso se centró en un análisis de una empresa automotriz con 22 distribuidores o ‘dealers’ a nivel 
nacional en la cual se planteó mejorar el indicador mencionado anteriormente para generar mejores 
relaciones con el cliente sostenibles en el largo plazo.  
Metodología y herramientas. 
La primera parte del caso empieza con un diagnóstico de los procesos y principales indicadores de la 
empresa. Posteriormente, se centra en el uso de herramientas de marketing analytics tal como se observa 
en las imágenes 1.22 y 1.23. En la primera imagen, se observa el proceso y las etapas que debe seguirse en 




diversos procesos dentro de la empresa al momento de usar este tipo de herramientas en el área de 
marketing. 
 
Imagen 1.22 Etapas del proceso KDD. Fuente: Torrejón (2018). 
 
Imagen 1.23 Estructura de analytics aplicado en marketing. Fuente: Torrejón (2018). 
Asimismo, los algoritmos que fueron evaluados usar por el autor, se muestran a continuación en base a los 




problema que se desea solucionar. Esto puede observarse en la imagen 1.24. Finalmente, se decidió optar 
por un algoritmo de clustering y una regresión logística, dado la tipología del problema y los datos. 
 
Imagen 1.24 Resumen de herramientas evaluadas. Fuente: Torrejón (2018). 
Por otro lado, el software usado por el autor fue R, el cual se decidió después de realizar una comparación 
entre el mismo y Python. En resumen, ambos softwares son muy buenos para aplicar los algoritmos 
mencionados anteriormente, sin embargo, debido al desarrollo y flexibilidad que el autor buscaba, decidió 





Imagen 1.25. Comparación entre softwares estadísticos. Fuente: Torrejón (2018). 
Una vez definido el software, algoritmos a usar y data input, el autor definió que aplicaría estos modelos 
en un dealer representativo para poder testear resultados y luego poder escalar la iniciativa en el resto de 
dealers. Se realizó el proceso de minería de datos con los siguientes fines en cada algoritmo. 
 Clusterización. Agrupar clientes según uso de vehículo y tipo de asistencia para poder determinar 
comportamientos diferenciados y por ende, soluciones personalizadas en base a sus necesidades. 
 Algoritmo para definir próximo servicio. Bajo el uso de ratios y algunas condiciones de normas de 
mantenimiento para definir cuando el cliente necesita un servicio post venta. 
 Regresión logística. Definir cuáles son los atributos que más valora un cliente en el servicio post 
venta. 
Por último, en base a los resultados de lo mencionado anteriormente, el autor planteó distintas acciones y 
estrategias para mejorar el journey del cliente en el servicio post venta para poder logar una mayor 
fidelización y nivel de satisfacción (brindando información que otorgue valor al cliente y comunicación 
para dar seguridad). Por otro lado, el autor desarrolló estrategias y planes de acción personalizados según 
cada perfil de cliente identificado y data sobre sus últimos mantenimientos para poder anticiparse a las 
necesidades del próximo servicio que este requiera de forma proactiva. 
Resultados. 
Gracias a los análisis previamente realizados y a la definición de estrategias de retención en el servicio 
postventa, se aumentó el promedio de la tasa de retención de clientes en un 7.5%, lo cual se puede traducir 
en un incremento de ingresos promedio mensual de $13,600 y un nivel de servicio al cliente superior al 





Con un conocimiento adecuado del cliente al usar la data que va dejando en las interacciones que tiene con 
la empresa para predecir futuros comportamientos (en este caso, anticiparse a la necesidad de un servicio 
postventa), se pueden realizar las adecuadas estrategias de marketing y comunicación para ofrecer servicios 
que el cliente realmente necesita en el momento adecuado. Finalmente, esto puede traducirse en clientes 
fidelizados, y por ende, mayores ingresos. 
1.4  Resumen Metodológico 
Una vez descrito las herramientas y conceptos que usará el presente trabajo de investigación, se resumirá 
en las siguientes líneas la metodología empleada en cada uno de los siguientes capítulos. 
CAPITULO 2: Descripción y diagnóstico del problema 
Este capítulo empezará con una descripción de la empresa, sus clientes, proveedores, organización y la 
situación actual en la que se encuentra a comparación de sus principales competidores. Luego, se procederá 
a diagnosticar sus procesos, empezando con un mapeo de macroprocesos, una matriz de ponderación 
pareada para determinar los factores de ponderación de cada variable y una matriz QDF que permitirá 
determinar el más crítico. De manera similar, se realizará con los procesos y subprocesos del macroproceso 
elegido, priorizando los más críticos mediante matrices de priorización. Una vez seleccionado el proceso o 
subproceso crítico, se procederá a realizar un diagrama de flujo y la selección de al menos un indicador 
para cada actividad. Cada uno de estos indicadores seleccionados será evaluado en fichas indicador para 
determinar el cumplimiento que tienen respecto a las metas planteadas por la organización. Luego, para 
cada indicador que no se encuentre en un cumplimiento aceptable, se procederá a atribuirle uno o más 
problemas y a cuantificar monetariamente el impacto del costo de oportunidad que conlleva cada uno de 
estos para poder realizar una priorización mediante una curva de Pareto. Posteriormente, para cada 
problema priorizado, se realizará un análisis de causa-efecto y un análisis de Cinco Porqués para sus causas 




una contramedida para cada causa raíz y se realizará una matriz FACTIS para determinar la contramedida 
más conveniente. 
CAPITULO 3: Propuesta de mejora 
La contramedida seleccionada, la cual minimizará las causas raíces encontradas en el capítulo 2, se basará 
en el uso de herramientas de marketing analytics y minería de datos. El tercer capítulo del trabajo de 
investigación empezará seleccionando las variables a usar y posteriormente, se realizará un análisis 
exploratorio de estás para tener un mejor entendimiento del estado actual del proceso seleccionado a mayor 
escala. Por consiguiente, se desarrollará una breve descripción de los objetivos e importancia que tiene cada 
herramienta descrita en el marco teórico relacionándolos con el objetivo central de la propuesta. Una vez 
realizada esta descripción, se realizará una limpieza de datos y se procederá a desarrollar los modelos en el 
software RStudio. El capítulo concluirá con un análisis de los resultados obtenidos en cada uno de los 
modelos, así como los resultados que se pueden obtener en conjunto, construyendo finalmente la 
contramedida planteada. 
CAPITULO 4: Evaluación técnica y económica 
Con el fin de determinar la viabilidad de la propuesta de mejora, se analizarán tres aspectos importantes: 
viabilidad de los clientes externos, viabilidad de los clientes internos y viabilidad económica para la 
empresa. Para los clientes externos, se determinará los riesgos y posibles impactos que puedan existir en el 
servicio que la empresa les ofrece en base a los resultados obtenidos en el capítulo 3. Para el caso de los 
clientes internos, se determinará la viabilidad de adaptar sus procesos, mindset y estrategias en base a la 
propuesta de mejora. Finalmente, se calculará los ahorros proyectados para determinar indicadores de 
rentabilidad como la Tasa Interna de Retorno (TIR) y el Valor Actual Neto (VAN) y se realizará un análisis 
de sensibilidad multivariado que permitirá definir los resultados del proyecto en base a distintos escenarios. 




En base a los principales hallazgos en cada capítulo, se procederá a realizar conclusiones y recomendaciones 
relacionados a cada capítulo. Por consiguiente, unificando todos los resultados, se describirá las 
conclusiones y recomendaciones generales planteadas por el autor para la empresa. Finalmente, se 
plantearán una lista de recomendaciones sobre que otras herramientas podrían utilizarse para obtener, 
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Imagen 1.1. Ejemplo de ficha indicador. Fuente: Elaboración propia. 
 
1.2 Ejemplo de la herramienta Cinco Por qué. 
 
Imagen 1.2. Ejemplo de ficha indicador. Fuente: Galley (2018). 
