This paper considers a new class of additive neural networks where the neuron activations are modelled by discontinuous functions with nonlinear growth. By Leray-Schauder alternative theorem in differential inclusion theory, matrix theory, and generalized Lyapunov approach, a general result is derived which ensures the existence and global asymptotical stability of a unique periodic solution for such neural networks. The obtained results can be applied to neural networks with a broad range of activation functions assuming neither boundedness nor monotonicity, and also show that Forti's conjecture for discontinuous neural networks with nonlinear growth activations is true.
Introduction
The stability of neural networks, which includes the stability of periodic solution and the stability of equilibrium point, has been extensively studied by many authors so far; see, for example, 1-15 . In 1-4 , the authors investigated the stability of periodic solutions of neural networks with or without time delays, where the assumptions on neuron activation functions include Lipschitz conditions, bounded and/or monotonic increasing property. Recently, in 13-15 , the authors discussed global stability of the equilibrium points for the neural networks with discontinuous neuron activations. Particularly, in 14 , Forti conjectures that all solutions of neural networks with discontinuous neuron activations converge to an asymptotically stable limit cycle whenever the neuron inputs are periodic functions. As far as we know, there are only works of Wu in 5, 7 and Papini and Taddei in 9 dealing with this 2 Advances in Difference Equations conjecture. However, the activation functions are required to be monotonic in 5, 7, 9 and to be bounded in 5, 7 . In this paper, without assumptions of the boundedness and the monotonicity of the activation functions, by the Leray-Schauder alternative theorem in differential inclusion theory and some new analysis techniques, we study the existence of periodic solution for discontinuous neural networks with nonlinear growth activations. By constructing suitable Lyapunov functions we give a general condition on the global asymptotical stability of periodic solution. The results obtained in this paper show that Forti's conjecture in 14 for discontinuous neural networks with nonlinear growth activations is true.
For later discussion, we introduce the following notations. Let x x 1 , . . . , x n , y y 1 , . . . , y n , where the prime means the transpose. By x > 0 resp., x ≥ 0 we mean that x i > 0 resp., Given a set C ⊂ R n , by K C we denote the closure of the convex hull of C, and P kc C denotes the collection of all nonempty, closed, and convex subsets of C. Let X be a Banach space, and x X denotes the norm of x, ∀x ∈ X. By L 1 0, ω , R n we denote the Banach space of the Lebesgue integrable functions x · : 0, ω → R n equipped with the norm
where Ω V ⊂ R n is the set of Lebesgue measure zero where ∇V does not exist, and N ⊂ R n is an arbitrary set with measure zero.
The rest of this paper is organized as follows. Section 2 develops a discontinuous neural network model with nonlinear growth activations, and some preliminaries also are given. Section 3 presents the proof on the existence of periodic solution. Section 4 discusses global asymptotical stability of the neural network. Illustrative examples are provided to show the effectiveness of the obtained results in Section 5.
Model Description and Preliminaries
The model we consider in the present paper is the neural networks modeled by the differential equationẋ t −Ax t Bg x t I t , 2.1 where x t x 1 t , . . . , x n t is the vector of neuron states at time t; A is an n × n matrix representing the neuron inhibition; B is an n × n neuron interconnection matrix; g : R n → R n , g i , i 1, . . . , n, represents the neuron input-output activation and I t I 1 t , . . . , I n t is the continuous ω-periodic vector function denoting neuron inputs.
Throughout the paper, we assume that H 1 : 1 g i has only a finite number of discontinuity points in every compact set of R. Moreover, there exist finite right limit g i ν k and left limit g i ν x 0 is an absolutely continuous function satisfyinġ
It is easy to see that φ: x, t → −Ax BK g x I t is an upper semicontinuous set-valued map with nonempty compact convex values; hence, it is measurable 18 . By the measurable selection theorem 19 , if x · is a solution of 2.1 , then there exists a measurable function η t ∈ K g x t such thaṫ
Consider the following differential inclusion probleṁ
2.5
It easily follows that if x t is a solution of 2.5 , then x * t defined by
is an ω-periodic solution of 2.1 . Hence, for the neural network 2.1 , finding the periodic solutions is equivalent to finding solutions of 2.5 .
Definition 2.2.
The periodic solution x * t with initial value x * 0 x * 0 of the neural network 2.1 is said to be globally asymptotically stable if x * is stable and for any solution x t , whose existence interval is 0, ∞ , we have lim t → ∞ x t − x * t 0.
Lemma 2.3. If X is a Banach space, C ⊆ X is nonempty closed convex with 0 ∈ C and G : C → P kc C is an upper semicontinuous set-valued map which maps bounded sets into relatively compact sets, then one of the following statements is true:
a the set Γ {x ∈ C : x ∈ λG x , λ ∈ 0, 1 } is unbounded;
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Lemma 2.3 is said to be the Leray-Schauder alternative theorem, whose proof can be found in 20 . Define the following:
; ii positive definite, that is, V x > 0 for x / 0, and V 0 0; iii radially unbounded, that is, V x → ∞ as x → ∞, then V x is said to be C-regular.
Lemma 2.4 Chain Rule 15 .
If V x is C-regular and x · : 0, ∞ → R n is absolutely continuous on any compact interval of 0, ∞ , then x t and V x t : 0, ∞ → R are differential for a.e. t ∈ 0, ∞ , and one has Proof. By the assumption H 1 , it is easy to get that φ: x, t → −Ax BK g x I t is an upper semicontinuous set-valued map with nonempty, compact, and convex values. Hence, by Definition 2.1, the local existence of a solution x · for 2.1 on 0, t 0 , t 0 > 0, with x 0 x 0 , is obvious 17 .
Existence of Periodic Solution
Set ψ t, x BK g x I t . Since I · is a continuous ω-periodic vector function, I · is bounded, that is, there exists a constant I > 0 such that I t ≤ I, t ∈ 0, ω . By the assumption H 1 , we have 
Therefore, let R max{ x 0 , R}, then, by 3.3 , it follows that x t ≤ R on 0, t 0 . This means that the local solution x · is bounded. Thus, 2.1 has at least a solution with the initial value x 0 x 0 on 0, ∞ . This completes the proof.
Theorem 3.1 shows the existence of solutions of 2.1 . In the following, we will prove that 2.1 has an ω-periodic solution.
Let 
Ax t dt
By the assumption H 2 ,
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Noting
By 3.6 ,
Hence
This shows that L is one to one. Let f · ∈ L 1 0, ω , R n . In order to verify that L is surjective, in the following, we will prove that there exists
that is, we will prove that there exists a solution for the differential equatioṅ
x 0 x ω .
3.10
Consider Cauchy problemẋ t −Ax t f t , x 0 ξ.
3.11
It is easily checked that 
Then N has the following properties. Proof. The closedness and convexity of values of N · are clear. Next, we verify the nonemptiness. In fact, for any x ∈ L 1 0, ω , R n , there exists a sequence of step functions {s n } n≥1 such that s n t → x t and s n t ≤ x t a.e. on 0, ω . By the assumption H 1 1 and the continuity of I t , we can get that t, x → ψ t, x is graph measurable. Hence, for any n ≥ 1, t → ψ t, s n t admits a measurable selector f n t . By the assumption H 1 2 , {f n · } n≥1 is uniformly integrable. So by Dunford-Pettis theorem, there exists a subsequence {f n k · } k≥1 ⊆ {f n · } n≥1 such that f n k → f weakly in L 1 0, ω , R n . Hence, from 21, Theorem 3.1 , we have f t ∈ K w − lim f n k t k≥1 ⊆ K w − limψ t, s n k t , a.e. on 0, ω .
3.17
Noting that ψ t, · is an upper semicontinuous set-valued map with nonempty closed convex values on x for a.e. t ∈ 0, ω , K w − lim ψ t, s n k t ⊆ ψ t, x t . Therefore, f ∈ N x . This shows that N x · is nonempty.
At last we will prove that N · is upper semicontinuous from
w . Let C be a nonempty and weakly closed subset of L 1 0, ω , R n , then we need only to prove that the set
is closed. Let {x n } n≥1 ⊆ N −1 C and assume x n → x in L 1 0, ω , R n , then there exists a subsequence {x n k } k≥1 ⊆ {x n } n≥1 such that x n k t → x t a.e. on 0, ω . Take f k ∈ N x n k C, n ≥ 1, then By the assumption H 1 2 and Dunford-Pettis theorem, there exists a subsequence 8
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As before we have Proof. Consider the set-valued map
is a bounded subset of
is the upper semicontinuous set-valued map which maps bounded sets into relatively compact sets.
For any r x ∈ K g x , when x / 0, λ ∈ 0, 1 , by 3.1 and the Cauchy inequality,
3.21
Arguing as 3.2 , we can choose a constant K 0 > 0, such that when
Therefore, when x > K 0 , by 3.21 ,
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In the following, we will prove that Γ is a bounded subset of 
3.27
This is a contradiction. Thus, for any x ∈ Γ, max t∈ 0,ω x t ≤ K 0 . Furthermore, we have
This shows that Γ is a bounded subset of the neural network 2.1 without delays. Thus, without assumptions of the boundedness and the monotonicity of the activation functions, Theorem 4.1 obtained in this paper shows that Forti's conjecture for discontinuous neural networks with nonlinear growth activations and without delays is true. All the assumptions of Theorem 4.1 hold and the neural network in Example has a unique 2π-periodic solution which is globally asymptotically stable. Figures 1 and 2 show the state trajectory of this neural network with random initial value −0.5, 0.5, 0.3 . It can be seen that this trajectory converges to the unique periodic solution of this neural network. This is in accordance with the conclusion of Theorem 4.1.
Global Asymptotical Stability of Periodic Solution
γ i − ζ i u − v ≥ − 1 2βp i , 4.3 for all γ i ∈ K g i u , ζ i ∈ K g i u , i 1, . . . , n, and
Illustrative Example

