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Abstract
We present the design and implementation of a framework for interchangeable distributed algo-
rithms. The algorithms are drawn from the set which includes mutual exclusion, deadlock detection
and agreement protocols, and we have implemented several examples of the ﬁrst tonsiswo of these.
Algon cts of a library of algorithms, a framework for incorporating them into a new or existing
system, and a tool for evaluating comparative performance. In this way, much of the complexity
related to distributed systems can be isolated in its own component level and the programmer can
choose from among diﬀerent algorithms in the same class based on performance in a given applica-
tion. Incorporating many algorithms in a single framework was made possible by the observation
that algorithms in a given class, e.g. mutual exclusion, almost always expose the same methods.
These methods interface with an Algon scheduler which maintains state and provides convenient
hooks for the application to invoke the services of the algorithm.
In this paper we describe the structure of Algon in detail, with a distributed deadlock detection
algorithm as the case study. We then extend the notion of separation of concerns by creating
an addition layer in Algon, underneath which the middleware that runs on each node can be
interchanged, for example from Java-RMI to CORBA. Challenges in the re-tooling of the system,
related to multiple inheritance, exceptions and the automatic generation of stubs and skeletons in
our implementation language, Java, were overcome in novel ways. Algon has the potential to be a
framework with a long life, as it can adapt to new middleware, such as .NET.
Keywords: distributed algorithms, interchangeability, components, middleware independence,
separation of concerns, programming framework
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1 Introduction
Many programmers have been trained to develop on workstations and ﬁnd the
complexity of the distributed paradigm hard to handle. Middleware technolo-
gies hide much of the detail involved in achieving language interoperability and
simplify maintenance, but they also introduce easily missed complexities that
isolated systems seldom exhibit [7]. In addition to the normal cognitive and
abstract nature of the programming activity itself, concerns in a distributed
environment include non-determinism, contention and synchronisation issues
[12]. Programmers may be faced with a need to guarantee distributed mutual
exclusion, to achieve distributed termination, or to detect deadlock, for exam-
ple. There already exists a rich base of research from the 1980s and 1990s for
solving such problems. A range of algorithms has been classiﬁed according to
their function and each algorithm achieves the expected result in a diﬀerent
way and with diﬀerent performance characteristics. However, the exact im-
plementation of the algorithms in a particular programming language is often
left unspeciﬁed [26,27]. The programmer is therefore faced with
(i) deciding which algorithm is best to use, and
(ii) actually implementing the algorithm in a distributed fashion.
While many aspects of programming distributed applications are challeng-
ing, one of the essential issues that many programmers ﬁnd most diﬃcult to
deal with is the incorporation of required distributed algorithms into their
systems. For example, one of the simplest algorithms for guaranteeing mutual
exclusion, Ricart-Agrawala [24], involves:
(i) sites sending requests and replies to other participating sites,
(ii) comparing timestamps, and
(iii) keeping queues of waiting sites.
Other algorithms providing better performance have even greater complex-
ity. Although systems exist for illustrating and comparing the functioning of
algorithms [2,11,25], their primary function is educational and they are not
intended to be components for development.
Rather than trying to educate the vast number of programmers involved
in developing distributed systems about the functioning, performance and
complexity of various algorithms, we propose that the separation of concerns
technique be applied [19,13]. Separation of concerns simpliﬁes the program-
mer’s task by enabling him or her to deal with various aspects of the pro-
gramming process separately. Programmers can then concentrate on speciﬁc
tasks individually, and remove diﬃcult and complex tasks from their realm of
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responsibility and control. Separation of concerns also allows the programmer
to decompose software into smaller, more manageable parts that are easier to
keep up to date with evolving needs [18]. This technique has been applied
to other aspects of distributed applications [6], and to separating algorithms
from parallelism [29] but not as yet to distributed algorithms.
We propose that as much complexity related to distributed algorithmics
as possible be hidden from the programmer in its own component level. This
is achieved within a framework called Algon 1 , which includes:
• a library of algorithms to be used as and when required;
• a framework for incorporating an algorithm into the system;
• a tool for evaluating diﬀerent algorithms based on their performance within
the distributed application.
Algon provides programmers with a variety of distributed algorithms so that
they can experiment and thereby select the algorithm with the best perfor-
mance for their particular application.
The Algon concept and its associated design pattern was ﬁrst proposed
in [3]. It has since been successfully implemented, and a performance com-
parison tool has been developed [23]. In this paper we explain how the Al-
gon framework operates, how the programmer can use it to interchange and
compare algorithms, and how this concept can be extended so that the ex-
isting Java-RMI middleware can be dynamically replaced by CORBA. Algon
is implemented entirely in Java, a popular and suitable language for the de-
velopment of distributed applications. We envisage a C# version of Algon
in which .NET or any other future middleware system is used. The lessons
learnt through this research include practical aspects of software composition,
the impact of language features on system design and issues associated with
evaluating complex systems at runtime.
Section 2 describes the architecture and general design rationale of Algon.
Section 3 describes how the Algon framework has been used to make diﬀerent
kinds of algorithms available. Section 4 describes the mechanisms used to
make the middleware level interchangeable. Section 5 explains how Algon is
used to support decisions about algorithm choice. Section 6 considers related
work, and Section 7 concludes.
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Fig. 1. Basic Algon Infrastructure
2 The Algon Concept
The abstract architecture for distributed applications extended with the Algon
framework is shown in Figure 1. The application-speciﬁc code, P uses an
interface to the component, C, using the classic algorithm type, In order to
distribute C’s behaviour, the system is extended by adding:
(i) a distribution layer, D, which consists of:
(a) a scheduler S, and
(b) an algorithm Aj, which implements an Interface Ii.
The distribution layer, D, is selected speciﬁcally to match the family of
algorithms represented by Aj .
(ii) a middleware backbone Mk, which facilitates communication with other
participants. It can use any suitable communication structure such as
Java RMI, CORBA or .NET.
For a speciﬁc classic distributed algorithm the interface Ii is used by the
scheduler to interact with all the diﬀerent kinds of algorithms implementing
that interface. Using an interface makes it easier to introduce new algorithms
and to specify, at runtime, the algorithm that should be used.
For example, say the system has four nodes, and these nodes all need access
to a shared resource — some for reading and some for writing. This obviously
calls for the use of a distributed mutual exclusion algorithm. The classic algo-
rithm, C, would be a ReaderWriter component. The Scheduler, S, would be
the MEScheduler — the Mutual Exclusion Scheduler. The Interface Ii could
be the MENT algorithm, for all Mutual Exclusion No Token algorithms. The
algorithm Aj could possibly be the Maekawa or the Ricart-Agrawala algo-
rithms — depending on the algorithm the system developer speciﬁes should
be used. The middleware could be Java RMI.
When the abstract architecture was implemented it became obvious that
some auxilliary components were required in the system. These components
1 Algon stands for Algorithms On the Net.
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address two problems:
(i) The participating applications, with their algorithms, need to be identi-
ﬁed uniquely to all other applications in order for them to be able to con-
struct the request sets necessary for their correct functioning. Such iden-
tiﬁcation supports middleware independence: some middleware frame-
works, such as RMI, need to know the location of other objects, while
others, such as CORBA, support dynamic discovery.
(ii) The Algon system aims to directly support monitoring of the system.
The developer needs to be able to monitor system activity from a central
point. It is necessary to provide the developer with a central display and
control interface so that he/she can not only observe but also directly
control activity in the system.
Algon
Name
Server
Reporter
Status
Display
Dispatch
On Master Machine
On Algorithm Machine
Thread Thread Thread
Update
Queue
Performance
Display
Scheduler  S
Interface I i
jAlgorithm A
Fig. 2. Minimising the Eﬀect of Performance Measurement
The ﬁrst problem can be addressed either statically or dynamically. As-
signing a name to each application statically is the simple solution, but this
is not realistic in an industrial setting. Therefore we had to assign unique
names dynamically. The obvious solution here is to use a name server, and
the AlgonNameServer, shown in Figure 2, was created to serve this pur-
pose. The application will instantiate the classic-algorithm-speciﬁc Sched-
uler, S, which will instantiate the algorithm, and then register itself with the
AlgonNameServer. The name server will store the information about the par-
ticipating application/algorithm and the IP address it is running on, and then
assign a unique identiﬁer to the application.
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When the applications want to start using C, the Scheduler will ask the
AlgonNameServer for the identiﬁers and IP addresses of the other participat-
ing applications and then start constructing request sets with those identiﬁers.
The second problem is addressed by having an OutputDisplay class. This
is instantiated and bound by the AlgonNameServer so that all applications
can send status information to one central output display, shown in Figure 3.
Fig. 3. Output Display
2.1 Performance Measurement
The output display mentioned in the previous section provides the distributed
system developer with a coarsely-grained snapshot of system activity but it
cannot provide any data to support realistic comparison between algorithms.
The Algon em performance measurement component was created to this end.
This component receives reports from all participating nodes so that it can
construct meaningful graphs and tables to convey information about system
performance to the programmer. In order to ensure that the measurement
of system performance was done with minimal impact on the application a
detached queueing system was used, as shown in Figure 2.
Algon reporting makes use of three classes — Reporter, UpdateQueue
and Dispatch. The Reporter class is twinned with the Scheduler and the
Scheduler reports on all interaction with the algorithm to the Reporter. The
Reporter maintains all status information and constructs reports to be sent to
the performance display tool. The reports are inserted into the UpdateQueue,
which runs in a separate thread so that the Reporter, having placed the report
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on the queue, can return control directly to the Scheduler. The Dispatch
class watches the queue and when it detects a new report it removes it and
sends the report to the performance display tool. The reports to the out-
put display are also routed via the queue to minimise the negative impact of
reporting on performance. In this way, we disassociate the time-consuming
contact with the performance display tool from the Scheduler. The perfor-
mance display is shown in Figure 4.
Fig. 4. Performance Display Tool
2.2 Dealing with Algon Failure
The failure semantics of distributed systems are diﬀerent from centralised
systems — hence the need for distributed algorithms. Distributed algorithms
have been developed speciﬁcally to cope with such failures, and will report
such failures in the Algon system by means of thrown Exceptions. However,
it is important that the Algon layers do not introduce a whole new family of
exceptions into the system caused by a failure of one of its components. The
system could fail in the following ways:
(i) The Performance Display component: The system is protected from the
failure of this component since the Dispatch class will not report any
exceptions it deals with, but will simply stop sending reports to the tool.
The functioning of the Scheduler, which reports to the tool via the
Reporter and UpdateQueue, will not be aﬀected by this failure. The
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Dispatch class will continue to remove reports from the queue and then
discard them so that the application will not be disrupted by the failure.
(ii) The failure of the OutputDisplay, while defeating the purpose of Algon,
will not cause the application to fail. Once again the status reports will
merely cease to be available.
(iii) The failure of the AlgonNameServer during system setup will cause the
system to fail but failure after the initial setup will not aﬀect the system
in any way. We are aware that this single point of failure may be seen
as a weakness in the system. It is, as is common in distributed systems,
necessary to weigh up the advantages of having a dynamic registration
mechanism with a single point of failure against a static inﬂexible failure-
resistant naming system. We felt the former to be the better design
choice. It is a relatively simple matter to replicate the AlgonNameServer,
and this will be done if the need arises.
The whole Algon distributed layer and associated components have been de-
veloped with the philosophy that if an exception is caught the system will try
to continue to function regardless so as to not interfere with the functioning
of the application. Algon will therefore run with reduced Algon functionality
in order not to sabotage the continued running of the controlling application.
The following section shows how the Algon principles have been applied to
incorporate distributed deadlock-detection algorithms.
3 Application of Algon
In previous work [3] details of a typical mutual exclusion algorithm’s calling
patterns were discussed. We have also investigated and implemented a dis-
tributed layer for deadlock detection algorithms. In this section we discuss
how the elements of this layer are set up and how robust the Algon framework
proves to be.
3.1 Distributed Deadlock Detection
Many algorithms exist in this category in the literature. According to Knapp
[10], the Chandy-Misra edge-chasing algorithms perform well, provide cor-
rectness proofs and do not report false deadlocks. Chandy et al. [4] have
developed two types of edge-chasing algorithms, namely the AND and the
OR models. For the purpose of this discussion we will use the OR algorithm,
CMO, applying it to the classic Dining Philosophers’ problem.
Figure 5 illustrates how a distributed deadlock-detection algorithm is in-
corporated into a system with three nodes. Each node has a philosopher, Ph,
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Fig. 5. Using Algon to add a distributed deadlock detection algorithm
and zero or more optional resources, RSi. The Scheduler used for this algo-
rithm is diﬀerent from the Scheduler used for the Mutual Exclusion algorithms
because of the specialised functionality that each Scheduler has to support.
The Scheduler for deadlock detection algorithms is called the DDScheduler.
In order to use this algorithm it is necessary for the Algon framework to
maintain a reference to each Philosopher from the DDScheduler inside the Al-
gon framework. (The Mutual Exclusion algorithms do not need to implement
a call-back in this way.) There is an apparent contradiction between our as-
sertion of separation-of-concerns and this upward link from the DDScheduler
to the Philosopher, as it appears to break the required separation. However,
it must be borne in mind that any deadlock-detection algorithm needs ac-
cess to the deadlocked processes and resources in order to determine whether
a deadlock exists or not. The only way to facilitate this detection process
is by checking whether the processes, in this case Philosophers, are possibly
inextricably involved in a deadlock loop.
The deadlock-detection activity can be triggered in diﬀerent ways. The
system developer could decide that the application should trigger it, if it has
been blocked waiting for a resource for a certain amount of time. This does
not necessarily indicate the presence of a deadlock though: it could just be
that the network is particularly busy. Even if this approach is followed the
programmer would have to ensure that the waiting time before triggering the
process is adjusted to the current average waiting time. Deadlock detection
could also be done at regular intervals but this tends to slow the system
down, and is a waste of resources if deadlocks are infrequent. In order to
test our system deadlock-detection was triggered from the test application.
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The deadlock-detection policy in an industrial setting would be determined
by the system developers once the relative frequency of deadlocks had been
determined.
The Philosopher’s execution is shown below:
public void run() {
try {
think();
right.get(identity);
left.get(identity);
eat();
right.put(identity);
left.put(identity);
}
}
This code is recognisable as that which would appear in a centralised system,
indicating the purpose of the component, C. For example, many transactions
are required to request resources in a particular order to minimise the occur-
rence of deadlocks. This type of ordering is demonstrated in the above code
fragment. However, even in with this kind of ordering deadlock can occa-
sionally occur, especially when the resources are distributed and there is an
inevitable time lapse between the application request for resources and the
allocation of such resources to the application.
Philosopher
ResourceMiddleware
bind()
Application DDScheduler
new
new
getResources()
get
Fig. 6. Setting Up with Deadlock Detection
The interaction between the diﬀerent participants in setting up the commu-
nication between participating nodes is shown in Figure 6. The resources are
assumed to be available before the application starts executing. The setting-
up process involves the application instantiating the DDScheduler and then
instantiating the classic algorithm, in this case the Philosopher. All other
details of the setting-up process are dealt with inside the DDScheduler.
Unlike other applications, such as the Readers-Writers problem which in-
volves the distributed algorithm at each call [3], there is no need for the
algorithm to be involved in the calls the Philosopher makes to get and put
the Resources. The deadlock algorithm is only invoked when the current
situation triggers an investigation into a possible deadlock. The interaction
precipitated when a test for deadlock is triggered is shown in Figure 7. The
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Fig. 7. Testing for Deadlock
application, or some other trigger, invokes the detectDeadlock method on
the Scheduler. The Scheduler then uses the algorithm on the current node,
and Schedulers on other participating nodes, to generate sets of dependen-
cies. The situation is analysed and a diagnosis made of the deadlock status
of the system. The process triggering the detection process will then have to
decide on a suitable response should a deadlock be detected. Note that the
Chandy-Misra algorithm detects, but does not resolve, deadlocks. A deadlock-
resolution algorithm would have to be separately incorporated into the system
in order to handle detected deadlocks. We observed that the architecture de-
signed for use in the mutual exclusion case had survived with minor changes
when applied to a completely diﬀerent genre of algorithm.
3.2 Other Classes of Algorithms
The algorithms and techniques that have been developed for use in distributed
systems have been traditionally divided into ﬁve classes, namely mutual exclu-
sion algorithms, deadlock detection algorithms, agreement protocols, resource
management techniques and failure recovery techniques [26]. An algorithm is
placed in one of these classes based on the eﬀect which the algorithm achieves.
Examining the implementation of the algorithms in a speciﬁc class reveals an
interesting feature: they all expose the same methods. For example, the
algorithms in the mutual exclusion class expose the methods enterCritical-
Section, executeCriticalSection, and leaveCriticalSection. Deadlock detecting
algorithms all expose the detectDeadlock method. By virtue of this feature,
we can abstract away from the implementation details of all the algorithms in
a class by having them all conform to one clean interface. This also simpliﬁes
the process of replacing the implementation that an application uses, without
changing the application itself.
It is important to point out that, although a class of algorithms can be
hidden transparently behind a clean interface, it is not possible to extend this
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abstraction to cover all the categories. Put diﬀerently, no single interface can
expose the functionality of, for example, both the mutual exclusion and dead-
lock detection classes of algorithms. The problem caused by this situation is
that directly applying two (or more) interfaces in an application — where ap-
plying an interface includes adding whatever necessary state-maintaining logic
to the application — would, for our purposes, result in too many changes to the
client application. The diﬀerent types Scheduler component (i.e. MESched-
uler, DDScheduler, etc,) were introduced to ameliorate this problem. The
schedulers are responsible for maintaining all state associated with the exe-
cution of an algorithm, and provide convenient hooks for the application to
invoke the services of the algorithms. This has also allowed us to keep the
architecture of the Algon framework consistent, regardless of the class (or
classes) of distributed algorithm an application may choose to apply.
4 The Middleware Layer
In our initial implementation we used Java RMI as the middleware layer. Our
intention was to concentrate on interchangeability of algorithms and provi-
sion of an algorithm performance visualisation tool before focusing on the
comparison possibilities of the middleware layer that Algon could support.
It is desirable to provide a middleware-independent core of Algon classes
because that makes it far simpler to extend Algon by incorporating another
middleware implementation. This is important because it is useful to under-
stand the impact the particular middleware is having on the system.
Making Algon middleware-independent is no easy task. To explain the dif-
ﬁculty consider the use of java.rmi as the middleware layer. If we wish to use
the java tool rmic to facilitate remote invocation of objects representing dis-
tributed algorithms the stub class has to extend the java.rmi.server.UnicastRe-
moteObject class. This class provides the necessary server semantics re-
quired in order to support remote invocation. It also has to implement
the java.rmi.Remote interface. All methods of any class implementing the
java.rmi.Remote interface have to throw the java.rmi.RemoteException.
This is an interesting and crucial design decision by Java’s designers.
By giving remote invocation similar semantics to local invocation in Java
the designers have attempted to provide a measure of distribution indepen-
dence. Parameter passing in Java, happens in one of two ways: call-by-
reference for object instances and call-by-value for primitive types. Remote
invocation adds another way — call by deep copy — provided by object se-
rialization. Since Java attempts to hide the remote nature of the invocation
the programmer does not always know exactly how the parameters are being
K. Renaud et al. / Electronic Notes in Theoretical Computer Science 114 (2005) 65–8576
passed, something he/she should know in order to reﬁne code and make it
more eﬃcient.
An attempt to make the remoteness of the invocation transparent is bound
to fail, however, because of the very real diﬀerence in the failure semantics of
local and remote invocation. The programmer is therefore forced to make pro-
vision for possible failure of distributed components of his/her system, or the
network linking him/her with that system, for remote invocations. Java forces
the programmer to do this by ensuring that java.rmi.RemoteExceptions are
thrown by all methods in a class which will be used remotely.
In order to explain the problems experienced in making the system middle-
ware-independent we will expand upon the inheritance structure of Algon
algorithms in Section 4.1, then discuss the diﬃculties in Section 4.2 and end
oﬀ by introducing the AlgonRmic tool, which simpliﬁes the process for the
programmer, in Section 4.3.
4.1 Using the Mutual Exclusion Interface
The inheritance structure of the mutual exclusion algorithms used in Algon is
shown in Figure 8. Each algorithm implements the particular interface which
is implemented by all algorithms of a speciﬁc functionality type. For example,
the Ment interface will be implemented by all Mutual Exclusion No Token
algorithms. The Ment interface is deﬁned as follows:
Ment
Interface
Remote
Interface
class
interface
inheritance
UnicastRemote
Object
Algorithm
RicartAgrawala
Fig. 8. Algorithm Inheritance Structure
public interface Ment extends Serializable {
public void sendRequests(SchedulerInterface si) ;
public void reply() ;
public void request(long time,SchedulerInterface si, Ment m) ;
public void getRequestSet() ;
public void sendRelease() ;
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public void release() ;
}
In addition, in order to facilitate communication across the distributed
system the specialisations of the Algorithm class also extends the
java.rmi.server.UnicastRemoteObject and Remote classes. This ensures
that the algorithms can have stubs generated for them and that the stubs
can be distributed via the java.rmi middleware infrastructure. However, if
we want to make the system middleware independent we can no longer have
a java.rmi-speciﬁc implementation at such a high level in the system. We
need rather to become middleware-speciﬁc at as low a level as possible and to
generalise the upper inheritance structure.
UnicastRemote
Object
Ment
Interface
Remote
Interface
interface
class
inheritance
Algorithm
RicartAgrawala
RicartAgrawala
Rmi
Fig. 9. Extended Algorithm Inheritance Structure
4.2 Making Ment Middleware Independent
Achieving independence is not as simple as it appears. It would appear that
the solution would be to have middleware-speciﬁc implementations of each
algorithm, which simply extends the inheritance structure as shown in Figure
9. However, this solution is ﬂawed for two reasons:
(i) Multiple inheritance is not permitted in Java, therefore RicartAgrawalaRmi
is not permitted to inherit from both RicartAgrawala and
UnicastRemoteObject.
(ii) Java’s exception handling mechanism has two provisos:
(a) You must declare any exceptions that may be thrown and such a
declaration must be part of a method signature.
(b) A subclass which is overriding a method that throws an exception
must declare that it throws that exception too — either the same
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exception, or a subclass of that exception [16]. On the other hand, a
method in a subclass cannot throw an exception unless its superclass
method throws an exception of the same type. This feature has both
advantages and disadvantages. On the one hand it is valuable to know
what exceptions could be thrown by the methods of a Java class. On
the other hand, the current restrictions prevent programmers from
easily adapting systems in response to evolving needs.
RicartAgrawalaRmi must thus throw at least a RemoteException from
all methods since it implements the Remote interface. Therefore the
methods it overrides in RicartAgrawala must also throw a RemoteExcep-
tion, but this would defeat the desired middleware-independence of Ricart
Agrawala.
The only solution to the inheritance problem is to make use of delegation
rather than inheritance. Thus a pairwise inheritance structure was established,
where each algorithm has a middleware-dependent place-holder which is used
as a stub class in the middleware and relays all algorithm-speciﬁc calls to the
actual algorithm, as shown in Figure 10. The process can be automated as
described in section 4.3
This deals with the multiple inheritance problem, but does not deal with
the exception-handling problem, since both the middleware-independent algo-
rithm RicartAgrawala, and the middleware-dependent algorithm, RicartAg-
rawalaRmi, must implement the Ment interface and since RicartAgrawalaRmi
must throw RemoteException that means that Ment also has to throw Remote
Exceptions, once again defeating the middleware independence of the algo-
rithm.
There is a way to work around this problem. We cannot change the fact
that the java RMI middleware-dependent algorithm throws a RemoteException.
Therefore we have to ensure that the the Ment interface (which the algorithm
implements) throws an exception of type Exception, which is a supertype
of RemoteException. Exception is also a supertype of all other exceptions
thrown in Java so that it will also act as a supertype for exceptions thrown
by any Java-based middleware system. The implication of this is that the
middleware-independent Algorithm has to catch and process exceptions for
each of the Ment interface methods. This is not an unrealistic expectation,
since the algorithms are essentially distributed components, and this fact will
cause them to fail occasionally for diﬀerent reasons. It is as well if the Algon
system accommodates this reality of distributed systems.
To implement this delegation, Algon was extended by adding a Middleware
interface which could be used by the system to invoke middleware-required
functionality. This interface provides Algon with a uniform way of discover-
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RmiMentAlgorithm
Interface
Impl
RmiMentAlgorithm
Fig. 10. Pairwise Middleware-Independent Algorithm Structure
ing, accessing and manipulating algorithm instances. This layer is illustrated
in Figure 11. Algon detects the user’s dynamic runtime middleware preference,
instantiates the speciﬁc middleware implementation and provides a static ref-
erence which can be used by any class in Algon that needs to use middleware
functionality. During instantiation all the middleware-speciﬁc components
will be started up — such as the RmiRegistry in the case of java.rmi, for
example. This frees the Algon user from the minute details required to ensure
that all components that the speciﬁc middleware implementation requires are
in place.
4.3 Automating the Process
The ﬁnal step in making Algon middleware-independent was to deﬁne a new
exception, called MiddlewareException, which could be used by all middle-
ware layers to throw middleware-related exceptions.
Since the place holder classes (such as RmiMentAlgorithmImpl) are es-
sentially middleware-dependent proxies for the actual algorithms, they are
generated by a tool for java.rmi called AlgonRmic. For an interface such as
Ment, AlgonRmic compiles the interface, and runs rmic on it so that the stubs
and skeletons are ready for use by any algorithm implementing that interface.
5 Use of Algon
Two mechanisms are used to tailor runtime behaviour: conﬁguration ﬁles and
runtime variables. Conﬁguration ﬁles are used to specify information that
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Fig. 11. Algon Middleware Layer
cannot be discovered from the runtime environment. The conﬁguration ﬁle
hosts.prop holds the following information:
• the IP address of the master site, where each application algorithm can
expect to ﬁnd the Algon Name Server;
• the number of algorithms that should be participating in the system; and
• the class name of the algorithm that the system should be using.
Runtime variables are used to specify behaviour that is tailorable per site.
The following settings are currently available:
• generation of status output statements to the command line to signal critical
changes in the system and assist debugging;
• choice of whether to measure performance or not;
• which middleware is to be used; and
• whether the Algon output should be sent to the command line or to the
graphical user interface, as shown in Figure 3.
6 Related Work
Classifying Algon in order to draw comparisons with related work is not trivial.
It has some similarities to reﬂective systems, and certainly applies separation
of concerns techniques. It is also a very specialised programmer tool. A
reﬂective system typically reasons about itself, and then acts upon itself based
upon such reasoning [15]. This deﬁnition has been applied fairly loosely to
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many diﬀerent systems. Reﬂective systems are composed of a base level and a
meta-level, with changes at the meta-level causing changes to the base-level’s
behaviour [30]. Algon cannot be classiﬁed as a reﬂective system since it does
not react to its own behaviour, but rather to a runtime conﬁguration setting.
The conﬁguration ﬁle cannot really be classiﬁed as a meta-object. Thus we
cannot compare Algon to reﬂective systems. We therefore classify Algon as a
tool which applies a separation of concerns technique to algorithmic concerns.
Some research has been done into providing programmers with tools which
separate behavioural features of software from functional features [6,9]. The
technique has been applied to a variety of diﬀerent concerns, including real-
time constraints [1], distribution and replication [6], exception handling [5],
location control [17] and synchronisation [14]. There are basically three ap-
proaches to achieving separation of concerns:
(i) identifying the speciﬁcation of concerns and allowing the programmer to
specify each concern in a separate object. This can be done using prox-
ies at compile-time [22] or by using reﬂection at runtime [30]. Another
approach is the deﬁnition of aspects and the use of aspect-oriented pro-
gramming [8,9]. Aspects are designed to address cross-cutting concerns
across code. An aspect weaver then merges the aspect with the code
to generate code where the concern is dealt with in a uniform way [21].
Zhang and Jacobsen have applied this to middleware architecture [31].
(ii) treating the concern as being orthogonal and freeing the programmer
completely from it [20].
(iii) providing the programmer with a library which encapsulates the com-
plexity [6]. The library typically contains functions which can be invoked
by the programmer when required.
The ﬁrst approach is usually done for reﬂective purposes but we do not feel
that Algon is adding reﬂective capabilities to the system. Algon, however, has
addressed the problem of middleware independence, and not a cross-cutting
non-functional concern across a particular middleware system. Algon applies
a modular approach, and does not make use of aspects. The second approach
is also not suitable for Algon’s purposes since the programmer must obviously
be involved in the use of Algon. Algon is most similar to tools that ﬁt into
the third category. Algon does provide a library, but oﬀers the programmer
an additional level of choice, and supports an informed choice by means of the
performance comparison tool.
One approach that ﬁts into the third category and that also addresses dis-
tribution issues is Garf [6]. Garf provides the programmer with an extensible
library for adding behavioural features to distributed programs. Whilst be-
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ing innovative for its time, Garf has two shortcomings: it was implemented
in Smalltalk which limits its applicability, and it does not attempt to oﬀer
a choice between diﬀerent implementation techniques. Algon addresses dis-
tribution issues, as does Garf, but from an algorithmic perspective. Rather
than providing a library of functions to be used blindly, Algon recognises the
diﬀering nature of distributed systems and oﬀers programmers the capacity
to tailor their systems accordingly.
7 Conclusions
In this paper we explain how the Algon framework operates, how the pro-
grammer can use it to interchange and compare algorithms, and how this
concept can be extended so that the existing Java-RMI middleware can be
dynamically replaced by CORBA. We showed that Algon does not require a
knowledge of complex algorithms, and that the algorithms are interchanged
with a minimum of eﬀort.
In the development of the Algon framework, we have implemented three
popular algorithms for achieving distributed mutual exclusion and for detect-
ing deadlocks. These, however, form a very small subset of the algorithms
proposed in the domain of distributed computing. Future work will include
the implementation of a representative number of algorithms and techniques
from all the aforementioned categories.
We have also outlined a technique for allowing interchangeable middleware.
We have reason to believe the we will be able to extend the techniques out-
lined to other types of middleware as well. This work is ongoing. Thereafter
we will extend the performance visualisation interface, currently tailored to
reﬂecting algorithm performance, to assist in judging the performance impact
of a speciﬁc middleware on an application. We also envisage a C# version of
Algon in which CORBA can be interchanged with .NET or any other future
middleware system. The lessons learnt through this research include practical
aspects of software composition, the impact of language features on system
design and issues associated with evaluating complex systems at runtime.
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