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We show th@ a cusp form of weight 3/2, which corresponds to an Eisenstein 
series of weight 2 via the Shimura lifting, must be linear combination of theta series 
attached to quadratic forms of one variable. 
1. INTRODUCTION 
Let k be an odd integer such that k > 3. Shimura [31 has defined a lifting 
o,, from the vector space of cusp forms of weight k/2 to the space of modular 
forms of weight k - 1. If k > 5, the image of ~1 is contained inside the space 
of cusp forms. On the other hand, if k = 3, one can easily see that p takes 
certain theta series (defined below) to Eisenstein series. In this paper we 
show that the converse is true: Any cusp form of weight 3/2 which 
corresponds to an Eisenstein series via the lifting v, is a linear combination of 
theta series. This gives an affirmative answer to one of the questions posed 
by Shimura at the end of his paper 131. 
2. STATEMENT OF RESULTS 
For every positive integer N, we define congruence subgroups r,,(N) and 
GV of G(z) by 
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For z E H = (z E C ( Im(z) > O}, and y E SL,(Z), we put e(z) = exp(2niz), 
8(z) = C,“= -m e(n2z>, and j(y, z) = Q(z)) 0(z))‘. Given a non-negative 
element A of 2 -‘Z, an element y = (z f;) of SL,(Z), and a function f on H, 
we define a function f II y on H by 
MA Y)(Z) = fb(z))(cz + 4 -,I if 1 E Z, 
= fMZ)MK z) -2A if A 6?J Z. 
If r is a congruence subgroup of S&(Z), which we assume to be contained 
in r,(4) if 14 Z, we denote by M(A, r) the set of all modular forms of 
weight A with respect to r, that is, the set of holomorphic functions f on H 
satisfying 
(a) fjnY=ffor all YET, 
(b) f is holomorphic at every cusp of SL,(Z). 
We call such an f a cusp form if f vanishes at every cusp, and denote by 
s(A, r) the set of all cusp forms in M(A, r). We then put 
M(A) = (7 M(A z-(N)), S(A) = (j S&I-(N). 
N-1 .&I = I 
Given a character 1 modulo N, we put 
S(rl, N, x) = S(A) f’ M(L N, x). 
Iff and g are elements of M@, T(N)), we define the Petersson inner product: 
(L g)=WN)-’ )‘f(z)g(z)~+~ dxdy, m(N) =j y-2 dx&, 
where the integration is over T(N)\H. Fix an odd integer k which is greater 
than 1. Let F E M(k - 1, N, x’) be such that F is an eigenfunction for the 
Hecke operators T(p) for almost all primes p (that is, for all but finitely 
many p) with eigenvalues c(p). Such an F will be called a system of eigen- 
values. We say that f E S(k/2, N,x) is associated to F if f / T(p’) = c(p)f 
for almost all primes p, where T(p’) = q,,(p’) is the operator defined in 
[3]. We let S(k/2, N,x, F) be the subspace of S(k/2, N, x) consisting of all 
forms f which are associated to F. 
The operator T(p2) can be described in terms of the Fourier coefficients of 
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f: According to [ 3, Theorem 1.71, if f(z) = C,“= I a(n) e(m) E S(k/2, N, x), 
then f 1 r( p’) = C,“, b(n) e(nz), where 
b(n) = 4P24 +x1(p) $ p- ( 1 I+(k-‘)‘*a(n) +X(p)*pk-‘a(n/p’), (I) 
where x1 is the character modulo N defined by xi(d) = ~(d)(- l/d)‘kp I)‘*. 
One can show that given k, N and x, there exist systems of eigenvalues 
F , ,..., F,, such that 
S(k/2, N, X> = 6 S(k/Z N, X, Fi), 
i=l 
(2) 
an orthogonal direct sum (with respect to the Petersson innder product). This 
is proved in [4, Lemma 71 in the case k > 5, and the proof in the case k = 3 
is exactly the same. If F = Pi, we define P(k/2, N, x, F): S(k/2, N,x) -+ 
S(k/2, N, x, F) to be the projection onto the ith factor. 
Let ly be a character modulo r with ~(-1) = (-l)“, where u = 0 or 1. If t 
and d are integers with d odd, we denote by (t/d) the quadratic residue 
symbol of t over d. Define 
B(l//; z) = (y m”v(m) e(m*z), 
Pfl=-‘X 
where e(z) = e*““. Then, according to 13, Proposition 2.21, for v primitive, 
B(w; z) is an element of M(v + (l/2), 4r*, I@), where t@(d) = w(d)(- l/d)“. 
THEOREM 1. Let f E S(3/2, M, x, F) and assume that F is not a cusp 
form (that is, F is an Eisenstein series). Then f E ?: where F is the complex 
vector space spanned by 
T= (8(~; fz) 1 vprimitive, ~(-1) = -1, t E Z, t > O}. 
Flicker has obtained a representation theoretic analogue of Theorem 1 in 
I1 1. 
3. THETA SERIES 
In this section we establish some results on theta series which will be 
needed on the proof of Theorem 1. 
LEMMA 1. If w is an arbitrary (primitive or imprimitive) character 
mod&o r, and ift is a positive integer, then B(w; tz) E M(v + (l/2), 4r*t, w,). 
where Wl(d) = v(d)(t/d)(-l/d)“. 
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Proof. Let F be the conductor of I,K and let $ be the primitive character 
modulo r’ such that W) = ‘m for (d, r) = 1. Then 
O(t& z) E M(v + (l/2), 4r*, I+?). Hence, by [3, Proposition 1.31, &I$; tz) E 
M(v + (l/2), 4?t, 15,). Note that 
B(v/; tz) = \’ 
dz- 1 
p(d) G(d) d”e($; d?z), (3) 
where p is the Mobius ,u-function. Since each of the &I,?; d*tz) is in 
M(v + (l/2), 4r*t, w,), our lemma is proved. 
Let 
T, = {O(v; tz) / w  an arbitrary character, 
y/(-l) = -1, t a positive integer}. 
For every pair of integers h and N with N positive, we let 
B(h, N; z) = \’ 
m-h;odN 
me(m*z), 
T,=(B(h,N;tz)(h,t,NEZ,t>O,N>O}. 
Let Fi be the complex vector space spanned by Ti. 
LEMMA 2. We have F= F, = Fz. 
Proof It is clear that ?C F, E F2. Furthermore, it follows from (3) that 
PI 5 F. Also, if d = (h, N), then 
B(h, N; tZ) = dq(Nd-‘)-I xv/(hd-1)8(v; d’tz), 
* 
where the sum is over all characters modulo Nd- ‘, and v, is the Euler p- 
function. This shows that F2 = F, . 
Let f(z) = CnsQ a(n) e(nz) be a formal sum, let M be a positive integer, 
and let v be a character defined modulo some divisor of M. Then we define 
the formal sums 
@f(z)) = -? a(n) e(m), 
ZO 
D&j-) = 5 a(n) H -‘, 
n=l 
(n.lw= 1 
L,(s, v)= g q(n) n -$, D(s, f, q) = a(n) q(n) II -‘. 
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Let 
ij = (B(zA - ‘) ) B(z) E F, A a positive integer}. 
Observe that 5 is a complex vector’ space. 
LEMMA 3. Let G(z) E 5 and y = (; i;) E SL,(Z), and H(z) = 
G(y(z))(cz + d)-3’2. Then 
(A) H(z) E 5. 
P) <(G(z)) E F-- 
Proof: Since SL,(Z) is generated by y, = (A t) and yz = (y -A), it 
suffices to prove (A) in the cases y = y, and y = y2. Also, we may assume 
that G(z) = 19(/r, N; tA -‘z), since 5 is generated, as a vector space over C, 
by such elements. Now 
G(z+ l)= 1 e(tg’/A) O( g, NA ; tz/A). 
gzh mod N 
nmodNA 
This proves (A) in the case y = y,. Assertion (A) for y = yz follows from the 
formula 
B(h,N; tA-‘(-z-l)) 
= -iN-‘12(-iz)3/2 x e(kh/N) 8(k, N, zA(2Nt)-‘), 
kmodN 
which in turn follows from (2.4) of [3 1. 
Now we prove (B). Again we may assume G(z) = B(h, N, tzA -‘), with 
(t, A) = 1. Then 
t(t?(h, N; tA -‘z)) = ‘\‘ 
msh;odN 
me(m2tz/A). 
Write A = pT(‘) . . . p;(k), with p, . .. pk distinct primes and e(l) -se e(k) 
positive integers. Choosef(i) to be the smallest integer such that 2f(i) > e(i). 
Let B = J$‘) -I. pfk(‘). Then 
t(O(h, N; tz/A)) = me(m2tz/A). 
m=h mod N 
m=OmodB 
If (B, N) = d does not divide h, the sum is empty and <(G(z)) = 0. Hence we 
641/14/3-6 
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assume d 1 h and let h’ = hd-‘, N’ = Nd-‘, t’ = tB2A-‘, and we choose 
B’ mod N’ such that (Bd-‘)B’ = 1 mod N’. Then 
<(O(h, N; tz/A)) = x nBe(n*tB’z/A) 
nsh’E?‘modN 
= B6(h’B’, N’; t’z) E F. 
Lemma 3 is now proved. 
Let i be a positive integer, and FE M@, N, x) a system of eigenvalues. 
Assume that F is not a cusp form. Then, according to [2, Satz 441, there 
exists a positive M with M E 0 mod N, such that 
D,,,(s, F) = &,(s, x,) L& - 1 + 1, x2), (4) 
where ,Y, and x2 are two Dirichlet characters defined modulo M such that 
x =x,x2. Conversely, if x1 and x2 are primitive characters modulo N, and 
N,, with x,x2(-l) = (-l)*, define complex numbers b(l), b(2),... by 
L(s,xJL(s+ 1 -&x2)= c b(n)nP. 
“=I 
(5) 
Then we can define, with a suitable constant b(O), a system of eigenvalues 
F(z) = x b(n) e(nz) 
!I=0 
(6) 
in M(A, N, N2,x,x2), except when J = 2, N, = 1 and x, is the trivial 
character. Furthermore, F(z) is not a cusp form. 
LEMMA 4. If IJJ is a character modulo r and if t is a positive integer, then 
B(ty; tz) E S(3/2, 4r2t, wf, F), where F is defined by (5) and (6), taking 
x, =x2 = @ = the primitive character associated to y, and ,I = 2. 
Proof. That B(IJI; tz) E S(3/2, 4r2t, w,) follows from Lemma 1 and 
Lemma 3(A). Now using (l), a simple computation yields the rest of the 
lemma. 
Let M(A, N) be the set of all f E M(A) such that fin y = f for all y E f(N). 
Then, for N’ z 0 mod N, we define Tr(N’, N,x); M(I, N’) + M(,I, N,x) as 
follows: 
Wf) = 2 X(QfI,tyi~ 
i=l 
where r,(N) = U i= I T(N’) yi is a decomposition into distinct cosets, and a, 
is the upper left hand entry of the matrix yi. 
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LEMMA 5. (A) Tr(N’, N, x) maps M@, N’) n F to itseg 
(B) If k > 3, k odd, then P(k/2, N,x, F) maps S(k/2, N,x) n F to 
itself: 
Proof. If f E M(& N’) n F, it follows from Lemma 3(A) that 
g(z) = Tr(N’, N, x)(f) E 5. Furthermore, g(z + 1) = g(z), which implies that 
T(s(z)) = g(z). If we now apply Lemma 3(B) we find that g(z) E F, and this 
proves part (A). To prove (B), let f E S(k/2, N,x) n f. According to 
Lemma 2, f can be written as a linear combination of elements of T,. 
Lemma 4 says that every element of T, is associated to some system of 
eigenvalues. Hence P(k/2, N, 2, F)(f) is a linear combination of elements of 
T,, and is therefore in F. 
4. PROOF OF THEOREM 1 
Fix positive integers N and U, with N > 1. Define, for z, s E C, Im(z) > 0 
and Re(u + 2s) > 1, 
where c and d run over all pairs of integers such that (c, d) = 1 and 
c z 0 mod N, d E 1 mod N. Then E can be continued to a meromorphic 
function on the whole s-plane whose analytic properties have been studied. In 
particular, it is known that (see [2; 3; 5, p. 788; 61). 
E( 1, N, z, s) is finite (i.e., does not have a pole) at s = l/2, (7) 
E(0, N, z, s) has a simple pole at s = 1 whose residue is 
c(N)y-‘, where c(N) is a non-zero constant. (8) 
Let f E S(3/2, M, x, F). We shall assume from now on that f # 0 and that 
F is not a cusp form. Let w  be a character modulo r with ~(-1) = (-l)L’, 
u = 0 or 1. Fix a positive integer N such that N is divisible by M and T and 
such that F (respectively f) is a common eigenfunction of the operators T(p) 
(respectively T(p*)) for all primes p which do not divide N. Let vcN) be the 
character modulo N defined by We,,,) (d) = v(d) for (d, N) = 1 and tycN,(d) = 0 
otherwise. We shall denote by f,(z) the function f(-I). 
Let t be any positive integer satisfying the condition 
Then we have 
t has no square factor prime to N. (9) 
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tz) E((3 - 2u - 1)/2, 4tN2; z, s - (l/2)) ys-’ dx dy 
= z-(s)(4n)-st-s -? l/If,,(n) a(tn2) n”-2s 
Ill’ 
= Z-(s)(4n)-st-sa(t) L,,(2s - u, o)-‘D,(2s - v, F, I,v&, (10) 
where o(d) = v&d) X(d)(t/d)(-l/d) and @(r(4tN2)) is a fundamental 
domain for I’(4tN2). The first equality is well known (see, for example, [ 3 1) 
and the second one follows from [ 3, Corollary 1.81. We shall exploit the fact 
that the coeflicient u(t) appears as a multiplicative factor in the third line of 
(10). This key idea is due to Shimura, who used it in 141 (for a different 
purpose). 
Since F is not a cusp form, (4) implies 
with w, t,u = x2. We claim that v/ is an odd character (in fact, we shall see 
that ~(4 = y/,(4 = (t/4(- l/4 x(4 f or some positive integer t). For 
otherwise, we can apply (10) with v = 0 to obtain 
! L @‘F(N) ; tz) E( I, 4tN’; z, s - (l/2)) y”- ’ dx dy ‘DV’(4fN*)) 
= r(s)(4n) -St -“a(t) L,,(2s, 0.1) - ‘D(2s, F, I,P,,,). 
Now (7) implies that the integral is finite at s = 1. On the other hand, 
D(2s, F, I,?,,,) has a pole at s = 1. Hence u(t) = 0 for all t satisfying 
condition (9). Since every positive integer can be written in the form tn2. 
where t satisfies condition (9) and n is prime to N, we conclude from (10) 
that f = 0, a contradiction. 
Since v/ is odd, we can apply (10) with v = 1: 
i,,,,,,,, 6 - (3/2)) f(‘) ‘(v/(N) 7 . tz) E(0, N, z, s - (l/2)) ys- ’ dx CfJ 
- 
= Z-(s)(4n)-St-Sa(t)L,,(2s - 1, co-‘(s - (3/2)) D(2s - 1, F,, WC,,,)). 
If we evaluate both sides at s = 3/2, using (8) and the fact that D(s, Fp, y(,,,,) 
has a simple pole at s = 2, we obtain 
(f(Z)~ e(v(N) : tz>) = a(t>w* (11) 
where w  is a non-zero constant. Let 
T3 = {P(3/2,M,x, F)[Tr(4tN2,M,x)(8(~/(,,; tz))] 1 t satisfies (9)}$ 
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Then T, E S(3/2, M,x,F) and Lemma 5 implies that T, G F. Furthermore, 
(11) implies that iff E S(3/2, M,x,F) is orthogonal to every element of T,, 
that a(r) = 0 for all f satisfying condition (9), and hence, as before, f = 0. 
Therefore S(3/2, M, x, F) is equal to the vector space spanned by T3, and 
hence S(3/2, M, x, F) E F. This proves Theorem 1. 
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