In this paper, we present a novel way to determine the number of states in Hidden-Markov-Models for online handwriting recognition. This method extends the Bakis length modeling method which has succesfully been applied to off-line handwriting recognition. We propose a modification to the Bakis method and present a technique to improve the topology with a small number of iterations. Furthermore, we investigate the influence of state tying.
Introduction
Adopted from automatic speech recognition (ASR), Hidden-Markov-Models (HMMs, [10] ) have become quite popular for on-line handwriting recognition [9] . More recently, HMMs have also been introduced for on-line handwritten whiteboard note recognition [7] , a special sub-domain of handwriting recognition.
One major challenge of HMMs is that the topology (i. e. the number of states and the transitions between these states) has to be determined prior to the training and remains fixed during the training phase. Training with the EM algorithm optimizes the parameters of the HMMs while the topology remains untouched. It is therefore essential to specify a good topology in advance.
An easy way to determine the number of states is to use the same number of states for each character model. This is referred to as fixed length modeling [14] . The effort is kept at a minimum, but this is also reflected in the experimental results, which are mediocre. Since different characters and symbols have different lengths (with regard to sample points), it is advantageous to assign a unique number of states to each of the character models depending on the characteristics of the symbol. This is realized in the Bakis length modeling method [14] , where the number of states of a symbol is set to a fraction of the average length of the symbol, where the length of a symbol is the average number of sample points contained in the realisations of this symbol. However, using this method, there is only a simple dependency between the length of a symbol and the number of states of the corresponding character model. A weakness of the Bakis length modeling method is that it can lead to some character models having extreme large number of states, which, in turn, leads to weak recognition performance for these models.
In [5] , a data-driven method was used to optimise HMM topology for hangul handwriting recognition. Other simple methods to determine the number of HMM states were used in [4] and [8] .
The contribution of our paper is three-fold. First, we introduce a more sophisticated approach for deciding on the needed number of states, which is based on the Bakis length modeling method. Second, this approach is further enhanced by an iterative optimization, where the recognition process and the state estimation are put in a loop. As we show, our novel approach leads to both high recognition accuracy and a small overall number of states. Therefore, we finally perform state tying with our systems, which leads to a further improvement in case of the enhanced length modeling, but leaves our baseline system unaffected.
The next section gives a short overview on the implemented recognition system. Sec. 3 summarizes fixed length modeling and the Bakis length modeling method.
In Sec. 4, we present our improved way to choose the number of HMM states. Experiments are conducted in Sec. 5. Finally we draw conclusions and give an outlook in Sec. 6.
System overview
This section briefly summarizes the recognition system used for the final experiments. Further details can be found in [11] . The handwritten whiteboard data is first recorded using the EBEAM-system deriving sample points s(t) = (x(t), y(t), p(t))
T , where x(t) denotes the x-coordinate, y(t) the y-coordinate, and p(t) the pressure of the pen at time instance t. Afterwards, the recorded data is heuristically segmented into lines [7] and resampled in order to achieve a space-equidistant sampling. Then, a histogram-based skew-and slantcorrection is performed, and all text lines are normalized to meet a distance of "one" between the corpus and the base line using a histogram-based projection approach.
Following the preprocessing and normalization, 24 state-of-the-art on-line and off-line features are extracted. The extracted on-line features are: the pen's "pressure", indicating whether the pen touches the whiteboard surface (f 1 ); a velocity equivalent, which is computed before resampling (f 2 ); the x-and ycoordinate after resampling (f 3,4 ); the "writing direction", i. e. the angle α of the strokes, coded as sin α and cos α (f 5, 6 ); and the "curvature", i. e. the difference of consecutive angles α = α(t) − α(t − 1), coded as sin α and cos α (f 7, 8 ).
Besides, on-line features describing the relation between the sample point s(t) to its neighbors are used: a logarithmic transformation of the "vicinity aspect" v: sign(v) · lg(1 + |v|) (f 9 ); the "vicinity slope", i. e. the angle ϕ between the line [s(t − τ ), s(t)], whereby τ < t denotes the τ th sample point before s(t), and the bottom line, coded as sin ϕ and cos ϕ (f 10,11 ); and the "vicinity curliness", the length of the trajectory normalized by max(| x|; | y|) (f 12 ). Finally the average square distance to each point in the trajectory and the line [s(t−τ ), s(t)] is given (f 13 ). The off-line features are: a 3 × 3 "context map" to incorporate a 30 × 30 partition of the currently written letter's image (f 14−22 ); and "ascenders" and "descenders" (the number of pixels above and beneath the current sample point, respectively) (f 23,24 ).
As the values of the features vary in different ranges, each dimension d of the feature vector is normalized to a mean of µ d = 0 and variance of var d = 1.
Vector Quantisation (VQ, [3] ) is used to map the continuous feature vectors to discrete symbols. Then, the handwritten data is recognized by a discrete HMM-based recognizer: each symbol is modeled by one linear left-to-right-HMM. The number of states of the HMMs is the subject of this work. It will be examined how the number of HMM states can be optimised. Training of the HMMs is performed by the well-known EM algorithm, in the case of HMMs known as Baum-Welch-algorithm [2] .
Using the Viterbi algorithm, the handwritten data is recognized and segmented [10] .
Fixed length modeling and Bakis length modeling 3.1. Fixed Length Modeling
The easiest way to determine the number of states n for an HMM-based recognition system is to use the same number of states c for every character model s:
(
One can globally optimize the number of states but cannot adopt to the complexity of individual symbols at the same time. However, since in handwriting different symbols have different lengths, this is a very suboptimal way of determining the number of HMM states. There are large differences in the average number of sample points of different symbols. Symbols with a large number of sample points can be better recognized with a model that has a large number of states. Conversely, models with a smaller number of states lead to better recognition of short symbols. Therefore, it is more beneficial to assign a unique number of states to each character, depending on the average length of the character. This is usually done using the Bakis length modeling method, for which the average length of every symbol needs to be calculated. This can be done with a forced alignment.
Bakis Length Modeling
The Bakis length modeling method [1] is based on the computation of a so-called forced alignment. The forced alignment of a line of text is the optimal mapping between the observations and the corresponding HMM states. To compute the forced alignment for a line of text, the trained models, the feature vectors X = (X 1 , X 2 , . . . , X i , . . . , X n ) of the observations and the transcription (i.e. the sequence of models) are needed. Since we use linear left-to-right HMMs, the concatenation of models according to the transcription leads to a unique sequence of HMM states Q = (q 1 , q 2 , . . . , q j , . . . , q m ). The optimal alignment between observations and model states is acquired applying the Viterbi algorithm:
represents the most likely mapping between the observations and the HMM states. The number of state occupations equals the number of sample points representing the character, and hence, its length. Applying this method to every line of text in the training set leads to the average lengtht(s) for every symbol s, which is needed for the Bakis length modeling method. For Bakis length modeling, it is assumed that the number of HMM states should correspond to the length of the character and the Bakis length modeling method follows the statement that each character model gets its own number of model states depending on the average length of the character. The number of states n for the symbol s is set to
wheret(s) is the average length of the character s and f is a fixed factor that has to be optimized.
With increasing values of f , both the average number of states as well as the variance in the number of states become larger. In the domain of handwritten whiteboard note recognition, a large number of states is required. To accomplish this, however, a high factor f has to be used. This leads to outliers with a very large or small number of states, compared to the fixed length modeling method. The symbols corresponding to these models show weak recognition results. The improvement in performance that can be achieved by using a unique number of states for each model is limited by this fact. This could make you think that the Bakis length modeling method is not the optimal way to choose the number of HMM states. In the next section, we present our more sophisticated approach to calculate the number of HMM states.
New length modeling technique
As pointed out in the previous section, in contrast to fixed length modeling, the Bakis length modeling method allows for choosing the number of HMM states for each symbol individually. However, this leads to a higher variance of the number of states, which is not the case for fixed length modeling. In this section, we enhance the Bakis method in a way such that the number of states is chosen individually for each symbol and at the same time it is prevented that extreme outliers with very large or small numbers of states exist.
New Approach for Estimating the Number of States
In order to be able to better model the number of HMM states, we propose to add a constant additive variable in Eq. 3. The resulting formula is
where c is an additive constant which has to be optimized heuristically by experiments. With this formula, the advantages of fixed length modeling and Bakis length modeling are combined: each model gets its own number of states but, due to the constant variable c, no models with too few states are generated. Also, a smaller factor f can be used (compared to the Bakis method) and thus, less models with extreme high number of states exist: the variance in the number of states is reduced. Our formula mathematically contains fixed length modeling and the Bakis method: Setting f = 0 while c > 0 implements the fixed length modeling method (Eq. 1); when setting c = 0 and f > 0, our approach equals the Bakis method (Eq. 3). Due to the additive constant c in Eq. 4, the factor f can be chosen to be smaller than in Eq. 3. This leads to less outlier symbols with extreme state numbers, the number of states can be modeled more appropriately.
Iterative Refinement of the Number of States
In order to obtain the number of HMM states according to Eq. 4, a forced alignment as explained in section 3.2 is needed to determine the average length of every symbol. For initialization, the forced alignment is calculated on the basis of trained models that use the fixed length modeling method to determine the number of states. Applying Eq. 4 leads to a new topology, which results in a better recognition system. With this improved system, it is possible to calculate a new, better forced alignment, which in turn leads to an even superior recognition system. This mechanism can be performed in several iterations to improve the system. This is depicted in Fig. 1. 
The Influence of State Tying
When a large total number of states occurs in a recognition system, not all parameters can be trained sufficiently due to sparse data [10] . One way to prevent this is to increase the size of the training database. Another possibility is the application of state tying. Since the number of training samples is fixed given the database, in this paper we concentrate on state tying. With state tying, the amount of states can effectively be reduced and therefore the ratio between training data and free model parameters is increased.
Similar states within the trained system are clustered together as described in [13] , and in a new training cycle, the parameters of these states are jointly trained given the same training samples. With this technique, it is prevented that some states are trained by only a few samples.
We expect state tying to have a larger impact on our modified recognition system than on the system which used fixed length modeling, because a larger overall number of states is used. With fixed length modeling, a total number of 855 states is used. Our new approach uses 1565 states, which is almost twice as much. The impact of state tying will be evaluated in the next section.
Experiments
We conduct experiments on the IAM-onDB-t1 benchmark of the IAM-OnDB, a database containing handwritten whiteboard notes, [6] .
In the first experiment (Exp. 1), the baseline system, the recognition system using fixed length modeling is evaluated. The highest accuracy on the test set, 64.9 %, is achieved with 15 states.
With the second experiment (Exp. 2), the influence of state tying on the baseline system is evaluated. The performance could be improved to 65.1 % with state tying.
The Bakis length modeling method is evaluated in the third experiment (Exp. 3). Factor f was optimised on the validation set. The best results could be achieved with a factor of f = 0.5 with 67.2 % on the test set. The system which uses the Bakis length modeling method outperforms the system with fixed length modeling by 3.5% relative.
The performance of our new approach for the computation of the number of HMM states with the iterative mechanism is measured in the fourth experiment (Exp. 4). The parameters f and c of Eq. 4 were optimized on the validation set of the database and the best parameters (f = 0.4 and c = 3) were taken for evaluation on the test set. In Fig. 2 The best performing system of experiment Exp. 1 was taken as an initialization to compute the first forced alignment. The best result, after iteration 4 (68.0 % on the test set), is a relative improvement of 1.2% compared to the regular Bakis length modeling.
The fifth experiment (Exp. 5) examines the influence of state tying on the best system of experiment Exp. 4. With state tying, the system performance climbs up to 68.4 %. State tying has a much higher impact on the system of experiment Exp. 4 than it has on experiment Exp. 1. This is because a larger overall number of states is used in experiment Exp. 4 (1565 states) than in Exp. 1 (855 states).
Finally, experiment six (Exp. 6) investigates the influence of the initial system (with fixed length modeling) with which the forced alignment is computed. For Bakis length modeling as well as our new approach, a forced alignment is needed to get the average length of every symbol. This forced alignment is calculated based on a system with fixed length modeling, for which the optimal number of states has to be found. This leads to more effort in total. It might be possible, however, that the result of our new approach is independent of the number of states of the initial system. In this case, the step of optimizing the initial system's state number could be ommited. To test this, three different systems with fixed length modeling were used to compute the forced alignment that is needed to get the new state numbers according to Eq. 4. See 
Conclusion
In this work, we evaluated different methods to determine the number of HMM states in a handwriting recognition system. We compared fixed length modeling and Bakis length modeling and propsed an extension to the Bakis length modeling method to decide on the number of states for linear left-to-right HMMs. We introduced a more sophisticated method to estimate the number of states for each character model individually and presented a technique to improve the number of states iteratively. Our new approach is a combination of fixed length modeling and the Bakis method.
After applying state tying to all systems, our improved system shows a relative improvement of 5.1% compared to a system with fixed length modeling and 1.5% compared to a system with regular Bakis length modeling. We also investigated the number of states of the initial system with which the forced alignment (which is needed for the Bakis method as well as for our new approach) is computed. We showed that the results of our length modeling method are independent of the number of states of the initial system with which the forced alignment is calculated.
One possibility to improve our system could be to introduce a technique to automatically decide on the parameters of Eq. 4. For example, an optimality criterion could require the variance in the number of states to be minimised. There exist more possible ways to automate the step of finding optimal parameters.
In future work, we plan to adept our novel technique to other domains where HMMs with a large number of states are used. In addition, we plan to investigate the influence of the VQ by applying the VQ technique presented in [12] .
