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Úvod
V matematickej štatistike zohráva dôležitú úlohu pojem konvolúcie,
súčet dvoch alebo viacerých náhodných veličín. V praxi sa ale často stretá-
vame s úlohou, kedy poznáme pravdepodobnostné rozdelenie celého súčtu
náhodných veličín, resp. ho vieme odhadovať, a na základe tohoto odhadu
chceme odhadnúť pravdepodobnostné rozdelenie niektorého člena z tohoto
súčtu. Dostávame sa tak k pojmu dekonvolúcie, ktorým sa zaoberáme v tejto
diplomovej práci.
V úvodnej kapitole tejto práce sú zadeﬁnované základné pojmy, ktoré v práci
používame. Po zavedení základných pojmov prejdeme k pojmu konvolúcie a
základným vzťahom medzi konvoluovanými náhodnými veličinami. Vzhľadom
na to, že pri dekonvolúcii často pracujeme s pojmom jadrového odhadu, zave-
dieme v druhej kapitole tejto práce pojem jadrového odhadu hustoty a povieme
si niečo o tomto odhade. Následne si zavedieme pojem jadrového odhadu cha-
rakteristickej funkcie. V tretej kapitole sa venujeme samotnej dekonvolúcii,
popíšeme základný problém a metódu dekonvolúcie, uvedieme vlastnosti tejto
metódy a v simuláciách si ukážeme, ako tento odhad pracuje. V záverečnej ka-
pitole navrhneme a popíšeme možnú aplikáciu uvedenej metódy dekonvolúcie
v medicíne.
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Kapitola 1
Základné pojmy, konvolúcia
Na začiatok si pripomenieme niekoľko základných pojmov a upresníme si ich
značenie, ktoré budeme v texte používať.
1.1 Charakteristická funkcia
Pre popis rozdelenia náhodnej veličiny sa často používa charakteristická fun-
kcia. Je to funkcia ψX : R → C deﬁnovaná vzorcom
ψX(t) = Ee
itX = Ecos tX + iE sin tX, t ∈ R.
Ak označíme F (x) distribučnú funkciu náhodnej veličiny X, môžeme písať
ψX(t) =
∫
eitxdF (x). (1.1)
V prípade spojitej náhodnej veličiny môžeme vzťah prepísať pomocou hustoty,
tj.
ψX(t) =
∫
eitxf(x)dx. (1.2)
Na záver ešte poznamenajme, že za podmienky
∫ |ψX(t)|dt < ∞ môžeme hus-
totu spojitej náhodnej veličiny X pomocou charakteristickej funkcie vyjadriť
vzorcom (Anděl, 2007, str. 19)
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f(x) =
1
2π
∫ ∞
−∞
ψX(t)e
−itxdt. (1.3)
Zo vzťahu (1.3) budeme vychádzať aj pri odvodzovaní dekonvolúcie (viď
strana 21) v tretej kapitole tejto práce.
Charakteristická funkcia náhodného vektora X = (X1, . . . , Xn)′ je funkcia
ψX : Rn → C deﬁnovaná vzorcom
ψX(t1, . . . , tn) = Ee
i(t1X1+···+tnXn)
Ak má teda náhodný vektorX združenú hustotu fX(x1, . . . , xn), môžeme písať
ψX(t1, . . . , tn) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
ei(t1x1+···+tnxn)fX(x1, . . . , xn)dx1 . . . dxn
Poznamenajme, že pre akékoľvek i (1 ≤ i ≤ n) a charakteristickú funkciu
náhodnej veličiny Xi platí
ψXi(t) = ψX(0, 0, . . . 0, t, . . . , 0)
kde t je na i-tej pozícii.
1.2 Transformácia náhodných veličín a vekto-
rov
Nech X je náhodná veličina s distribučnou funkciou FX , pre ktorú F ′X = fX
existuje všade až nanajvýš na konečne mnoho bodov. Uvažujeme náhodnú
veličinu Y = t(X), kde t je nejaká funkcia. Úlohou transformácie je nájsť
hustotu fY náhodnej veličiny Y . Označme si preto FY (y) distribučnú funkciu
náhodnej veličiny Y a predpokladajme najprv, že t je rýdzo rastúcou funkciou,
ktorá má všade nenulovú deriváciu. Potom ovšem platí, že
FY (y) = P [Y ≤ y] = P [t(X) ≤ y] = P [X ≤ τ(y)] = FX [τ(y)],
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kde τ(y) = t−1(y). V prípade, že t je rýdzo klesajúca postupujeme analogicky.
Pre FY (y) dostávame
FY (y) = P [t(X) ≤ y] = P [X ≥ τ(y)] = 1− P [X < τ(y)] = 1−
[
FX [τ(y)]
]
−,
kde výraz vpravo označuje limitu zľava. Máme teda vzťah medzi distribučnými
funkciami jednotlivých náhodných veličín. Keďže FY je spojitá a má deriváciu
až nanajvýš na konečne mnoho bodov, môžeme tam, kde F ′Y (y) existuje písať
F ′Y (y) = fX [τ(y)]|τ ′(y)| = fY (y). (1.4)
Pre úplnosť si ešte uvedieme nasledujúcu vetu.
Veta 1.1 (o transformácii náhodného vektora). Nech náhodný vektor X =
(X1, . . . , Xn)′ má hustotu p vzhľadom k Lebesgueovej miere v Rn. Nech t je
zobrazenie z Rn do Rn, ktoré je regulárne a prosté na takej otvorenej množine
G, pre ktorú platí
∫
G
p(x)dx = 1. Označme τ inverzné zobrazenie k t : G →
t(G). Potom náhodný vektor Y = t(X) má hustotu vzhľadom k Lebesgueovej
miere a táto hustota je rovná
q(y) =
{
p [τ (y)]|Dτ(y)| pre y ∈ t(G),
0 pre y /∈ t(G),
kde Dτ(y) je jakobián zobrazenia τ .
Dôkaz: Anděl (2007), veta 3.7
1.3 Konvolúcia
1.3.1 Konvolúcia náhodných veličín
Pojmom konvolúcia náhodných veličín rozumieme súčet dvoch alebo viacerých
náhodných veličín. Pomocou vety o transformácii náhodného vektora, tj. vety
1.1 odvodíme hustotu súčtu dvoch náhodných veličín.
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Nech p (x, ) je hustota náhodného vektora (X, ε) vzhľadom k Lebesgueovej
miere na R2. Prevedieme transformáciu danú predpisom Y1 = X + ε, Y2 = ε,
teda t : (X, ε) → (Y1, Y2) = (X + ε, ε). Inverzným zobrazením k zobrazeniu t
je τ : (Y1, Y2) → (X, ε) = (Y1 − Y2, Y2). Pre výpočet jakobiánu zobrazenia τ
si položíme x = τ1(y1, y2) = y1 − y2 a  = τ2(y1, y2) = y2 a môžeme vypočítať
jakobián zobrazenia τ , a teda
Dτ =
∣∣∣∣∣ ∂x∂y1 ∂x∂y2∂
∂y1
∂
∂y2
∣∣∣∣∣ =
∣∣∣∣∣ 1 −10 1
∣∣∣∣∣ = 1.
Podľa vety 1.1 dostávame hustotu náhodného vektora (Y1, Y2), tj. q(y1, y2) =
p (y1− y2, y2). A keďže nás zaujíma rozdelenie náhodnej veličiny Y1, spočítame
jej marginálnu hustotu podľa vety o marginálnej hustote, viď Anděl (2007, veta
3.10), tj.
fY1(y1) =
∫
p (y1 − y2, y2) dy2.
Špeciálne platí, že ak sú náhodné veličiny X a ε nezávislé s hustotami pX a
pε, hustota náhodného vektora (X, ε) je rovna p (x, ) = pX(x)pε() a hustota
veličiny Y1 = X + ε je rovna
fY1(y1) =
∫
pX(y1 − y2)pε(y2) dy2.
V prípade, že by náhodná veličina ε bola diskrétna a X spojitá, by sme po-
stupovali analogicky, avšak marginálnu hustotu náhodnej veličiny Y1 by sme
spočítali vzťahom
fY1(y1) =
∑
y2
p (y1 − y2, y2).
V prípade, kedy rozdelenia náhodných veličín X a ε sú diskrétne, je problém
jednoduchší. Nech sú tedaX a ε vzájomne nezávislé diskrétne náhodné veličiny,
pre ktoré pi = P [X = xi] a qj = P [ε = j]. Potom zrejme platí, že Y = X + ε
je tiež diskrétna a
P [Y = yk] =
∞∑
i=1
P [X = xi]P [ε = yk − xi] =
∑
i,j:xi+j=yk
piqj.
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O vzťahu distribučných funkcií hovorí nasledujúca veta.
Veta 1.2 (o konvolúcii). Nech sú náhodné veličiny X a ε nezávislé s distribuč-
nými funkciami FX a Fε. Potom náhodná veličina Y = X + ε má distribučnú
funkciu
FY (y) =
∫
FX(y − )dFε() =
∫
Fε(y − x)dFX(x). (1.5)
Dôkaz: Keďže sú náhodné veličiny X a ε nezávislé, môžeme distribučnú fun-
kciu FY (y) upraviť
FY (y) = P [Y ≤ y]
= P [X + ε ≤ y]
=
∫∫
x+≤y
dFX(x)dFε()
=
∫ ∞
−∞
[ ∫ y−
−∞
dFX(x)
]
dFε()
=
∫ ∞
−∞
FX(y − ) dFε().
Ďalšiu časť rovnosti (1.5) dostaneme analogicky.
Funkciu FY danú vzorcom (1.5) nazývame konvolúciou distribučných funkcií
FX a Fε a označujeme ju symbolom FY = FX ∗ Fε, pričom podľa (1.5) platí,
že Fε ∗ FX = FX ∗ Fε. Navyše platí, že ak má aspoň jedna zo vzájomne
nezávislých náhodných veličín X a ε spojité rozdelenie, potom má aj náhodná
veličina Y spojité rozdelenie. V prípade, že uvažujeme konvolúciu dvoch
nezávislých rovnako rozdelených náhodných veličín s distribučnou funkciou
F , hovoríme o druhej konvolučnej mocnine a označujeme ju F (2)
ozn.
= F ∗F . V
prípade súčtu n nezávislých rovnako rozdelených náhodných veličín hovoríme
o n−tej konvolučnej mocnine.
Nakoniec si odvodíme charakteristickú funkciu náhodnej veličiny Y = X + ε,
kde X a ε sú nezávislé náhodné veličiny s charakteristickými funkciami ψX a
ψε:
ψY (t) = Ee
itY = Eeit(X+ε) = EeitXeitε = EeitXEeitε = ψX(t) ψε(t). (1.6)
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1.3.2 Konvolúcia náhodných vektorov
Zatiaľ sme si odvodili hustotu a distribučnú funkciu súčtu dvoch náhodných
veličín. Uvažujme teraz konvolúciu náhodných vektorov.
Nech X = (X1, . . . , Xn)′ a ε = (ε1, . . . , εn)′ sú n−rozmerné náhodné vektory
a nech Y = (Y1, . . . , Yn)′ = (X1 + ε1, . . . , Xn + εn)′ = X + ε. Pri odvodení
hustoty náhodného vektora Y postupujeme analogicky ako u náhodných
veličín.
Uvažujeme vektor (X1, ε1, . . . , Xn, εn)′ so združenou hustotu
p(x1, 1, . . . , xn, n) vzhľadom k Lebesgueovej miere na R2n a jeho trans-
formáciu danú predpisom V1 = X1 + ε1, V2 = ε1, . . ., V2n−1 = Xn + εn,
V2n = εn, teda
t : (X1, ε1, . . . , Xn, εn)
′ → (X1 + ε1, ε1, . . . , Xn + εn, εn)′.
Inverzné zobrazenie τ k takémuto zobrazeniu t je deﬁnované predpisom X1 =
V1 − V2, ε1 = V2, . . ., Xn = V2n−1 − V2n, εn = V2n, teda
τ : (V1, . . . , V2n)
′ → (V1 − V2, V2, V3 − V4, V4, . . . , V2n−1 − V2n, V2n)′.
Pre výpočet jakobiánu tohoto zobrazenia si opäť položíme τ1(v1, . . . , v2n) =
v1 − v2, τ2(v1, . . . , v2n) = v2, . . ., τ2n−1(v1, . . . , v2n) = v2n−1 − v2n,
τ2n(v1, . . . , v2n) = v2n a spočítame
Dτ =
∣∣∣∣∣∣∣∣∣∣
∂τ1
∂v1
∂τ1
∂v2
· · · ∂τ1
∂v2n
∂τ2
∂v1
...
...
...
∂τ2n
∂v1
· · · · · · ∂τ2n
∂v2n
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −1 0 0 0 · · · 0
0 1 0 0 0 · · · 0
0 0 1 −1 0 · · · 0
0 0 0 1 0 · · · 0
...
. . . . . .
...
... 1 −1
0 · · · · · · · · · · · · 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 1.
Podľa vety 1.1 dostávame združenú hustotu q(v1, . . . , v2n) náhodného vektora
V predpisom
q(v1, . . . , v2n) = p(v1 − v2, v2, . . . , v2n−1 − v2n, v2n)
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Podľa vety o marginálnej hustote (Anděl, 2007, veta 3.10) je marginálna hus-
tota vektora Y = (Y1, . . . , Yn)′ = (X1+ε1, . . . , Xn+εn)′ = (V1, V3, . . . , V2n−1)′:
fY (y) = fY (v1, v3, . . . , v2n−1) =
∫
Rn
q(v1, v2, . . . , v2n) dν(v2, v4, . . . , v2n)
Vzhľadom na to, že sme uvažovali Lebesgueovu mieru na R2n, môžeme tento
integrál prepísať do tvaru
fY (v1, v3, . . . , v2n−1) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
q(v1, v2, . . . , v2n) dv2dv4 . . . dv2n
Ak by sme ale uvažovali náhodný vektor X so spojitými zložkami a ε =
(ε1, . . . , εn)′ so zložkami diskrétnymi, tj. jednotlivé zložky náhodného vektora
(V2, V4, . . . , V2n)′ by nadobúdali nanajvýš spočetne mnoho hodnôt, tj. namiesto
Lebesgueovej miery by sme uvažovali čítaciu mieru, potom by sme marginálnu
hustotu dopočítali nasledovne
fY (y) = fY (v1, v3, . . . , v2n−1) =
∑
(v2,v4,...,v2n)
q(v1, v2, . . . , v2n)
tj. sumou cez všetky možné kombinácie veličín V2, V4, . . . , V2n.
V diskrétnom prípade, teda ak oba náhodné vektory X aj ε nadobúdajú naj-
viac spočetne mnoho kombinácií, postupujeme podobne ako u náhodných ve-
ličín. Nech teda pi1,i2,...,in = P [X1 = xi1 , . . . , Xn = xin ] a qj1,j2,...,jn = P [ε1 =
j1 , . . . , εn = jn ]. Potom zrejme platí, že
P [Y1 = yk1 , . . . , Yn = ykn ] =
∑
(i1,...,in),(j1,...,jn)
(xi1 ,...,xin)+(j1 ,...,jn )=(yk1 ,...,ykn )
pi1,...,inqj1,...,jn
Pri náhodných veličinách sme spomínali, že ak uvažujeme náhodnú veličinu
Y = X + ε, takáto veličina Y je spojitá, ak je aspoň jedna z veličín X a
ε spojitá. Naopak, ak sú obe náhodné veličiny diskrétne, je aj veličina Y
diskrétna. Podobne to platí aj pre jednotlivé zložky náhodných vektorov.
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Pre združenú distribučnú funkciu náhodného vektora Y =X + ε platí zrejme
analógia vety 1.2. Ak sú náhodné vektory X a ε nezávislé so združenými
distribučnými funkciami FX a Fε, potom náhodný vektor Y = X + ε má
združenú distribučnú funkciu
FY (y) =
∫
FX(y − )dFε() =
∫
Fε(y − x)dFX(x).
Nakoniec si ešte odvodíme vzťah medzi charakteristickými funkciami náhod-
ných vektorov X, ε a Y = X + ε. Predpokladáme nezávislosť medzi jednot-
livými zložkami vektorov X a ε, tj. Xi a εj sú nezávislé pre i = 1, . . . n a
j = 1, . . . n. Potom zrejme
ψY (t1, . . . , tn) = E e
i[ t1Y1+...+tnYn]
= E ei[ t1(X1+ε1)+...+tn(Xn+εn)]
= E ei[ t1X1+...+tnXn+t1ε1+...+tnεn]
= E ei[ t1X1+...+tnXn] ei[ t1ε1+...+tnεn]
= E ei[ t1X1+...+tnXn] E ei[ t1ε1+...+tnεn]
= ψX(t1, . . . , tn)ψε(t1, . . . , tn)
1.4 Príklad
V digitálnej technológii sa obrázky zobrazujú v bodoch, tzv. pixeloch. Každý
obrázok tak predstavuje maticu rozmeru m × n, ktorej každý prvok nesie in-
formáciu o zafarbení daného pixelu. Uvažujme čierno–biely obrázok. Každému
pixelu tohoto obrázku odpovedá prvok v matici, ktorého hodnota je celočíselná
a nadobúda hodnoty od 0 do 255, pričom hodnota 0 predstavuje farbu čiernu
a hodnota 255 farbu bielu, hodnoty medzi 0 a 255 tak predstavujú odtieň sivej
farby. Ak maticu vydelíme súčtom jej všetkých prvkov (= s), takto vzniknutá
matica predstavuje hustotu nejakého diskrétneho dvojrozmerného rozdelenia,
tj. pre celočíselné zložky vektora (x1, x2) je P [X1 = x1, X2 = x2] ≥ 0 pre
x1 = 1, . . . ,m a x2 = 1, . . . , n, inak 0. Označme X náhodný vektor s takto
deﬁnovaným rozdelením.
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Uvažujme ďalej náhodný vektor ε, ktorého rozdelenie bude opäť dvojroz-
merné diskrétne, jeho zložky nadobúdajú celočíselné hodnoty, a pre ktorý
P [ε1 = 1, ε2 = 2] > 0 pre ||(1, 2)|| < c pre nejakú kladnú konštantu c, inak 0.
Majme ďalej náhodný vektor Y = X + ε. Z predošlého výkladu vieme určiť
rozdelenie tohoto náhodného vektora. Zložky tohoto náhodného vektora budú
zrejme opäť nadobúdať celočíselné hodnoty a jeho rozdelenie môžme interpre-
tovať maticou rozmeru m + 2c × n + 2c. Ak túto maticu vynásobíme číslom
s, dostaneme maticu, ktorá opäť predstavuje maticový zápis nejakého čierno–
bieleho obrázku. Využitím práve deﬁnovanej konvolúcie dospejeme k efektu,
ktorý je znázornený v obrázkoch 1.1 a 1.2.
Obr. 1.1: Obrázok interpretovaný náhodným vektorom X.
Rozdelenie náhodnáho vektora ε sme v tomto prípade volili tak, že sme pou-
žili hustotu dvojrozmerného normálneho rozdelenia N(0,σ2), spočítali sme jej
hodnoty v bodoch (1, 2), pre ktoré 1, 2 ∈ Z a ||(1, 2)|| < c a hodnoty sme
znormovali ich súčtom. Takéto rozdelenie náhodného vektora ε je možné opäť
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Obr. 1.2: Obrázok interpretovaný náhodným vektorom Y =X + ε.
interpretovať štvorcovou maticou rozmeru 2	c
+ 1.
Kapitola 2
Jadrové odhady
Aby sme mohli v ďalšom výklade pracovať s potrebnými pojmami, zavedieme si
pojem jadrového odhadu hustoty a jadrového odhadu charakteristickej funkcie.
2.1 Jadrový odhad hustoty
Nech X1, . . . , Xn sú nezávislé rovnako rozdelené náhodné veličiny s distribuč-
nou funkciou FX(x). Jadrový odhad hustoty fX(x) je deﬁnovaný vzorcom
(Scott, 1992)
f˜X(x) =
1
nhn
n∑
i=1
k
(x−Xi
hn
)
=
1
n
n∑
i=1
khn(x−Xi), (2.1)
kde khn(t) = k(t/h)/h. Takzvané jadro k(t) je nejaká funkcia s k(t) = k(−t)
pre všetky reálne t, väčšinou sa uvažuje nezáporné a predpokladáme, že∫∞
−∞ k(t)dt = 1 a
∫∞
−∞ t
2k(t)dt < +∞. Pri odhadovaní funkčnej hodnoty
v konkrétnom bode x závisí vplyv každého pozorovania od jeho blízkosti k
bodu x. Príspevky všetkých bodov sú sčítané do celkového odhadu.
V praxi je potrebné zvoliť nejaké jadro. Používa sa napríklad Epanechnikovo
jadro (k(t) = 34(1 − t2)), alebo hustota normovaného normálneho rozdelenia.
Avšak väčšinou na voľbe jadra príliš nezáleží, dôležitejšiu a obtiažnejšiu úlohu
predstavuje voľba vyhladzovacieho parametra hn, čím je výpočet trochu
16
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zložitejší. Takzvaná šírka pásma hn určuje, nakoľko hladká odhadovaná
hustota bude: väčšia hodnota hn vedie k hladšej funkcii. Optimálna šírka
závisí na počte pozorovaní n, (hn → 0 pre n → ∞), hustote fX a jadre k(t).
Vzhľadom na to, že táto optimálna šírka závisí na hustote, ktorú nepoznáme,
je potrebné ju odhadovať. Medzi najbežnejšie odhady patria napríklad tzv.
„plug-in	 odhady alebo „crossvalidácia	 a niekoľko ďalších, viď (Scott, 1992).
Jadrové odhady majú význam v prvom rade preto, že výsledkom je hladká
diferencovateľná krivka. Musíme si ale uvedomiť, že jadrový odhad má zmy-
sel hlavne pre spojité náhodné veličiny. Nevýhodou jadrového odhadu je jeho
vychýlenosť. Stredná hodnota jadrového odhadu hustoty je totiž
Ef˜X(x) = E
1
hn
k
(x−X
hn
)
=
∫
1
hn
k
(x− t
hn
)
f(t) dt
=
∫
k(−y) f(x+ hny) dy
= f(x)
∫
k(y)dy − hnf ′(x)
∫
y k(y)dy +
+
h2n
2
f ′′(x)
∫
y2k(y)dy + · · ·
= f(x) +
h2n
2
f ′′(x)
∫
y2k(y)dy + · · · ,
odkiaľ je už vychýlenosť odhadu zrejmá.
Skúsme sa ale na jadrový odhad pozrieť trochu inak. Nech X1, . . . , Xn sú ne-
závislé rovnako rozdelené náhodné veličiny s distribučnou funkciou F (x). Uva-
žujme empirickú distribučnú funkciu (EDF), ktorú deﬁnujeme vzťahom
Fn(x) =
#{Xi ≤ x}
n
=
1
n
n∑
i=1
I(Xi ≤ x),
kde I(Xi ≤ x) = 1 ak Xi ≤ x a I(Xi ≤ x) = 0 inak. Vzhľadom na to, že
formálne platí f(x) = F ′(x), môžeme „empirickú hustotu	 (EPDF) deﬁnovať
ako deriváciu EDF Fn(x), teda (Scott, 1992, str. 35)
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fn(x) =
d
dx
Fn(x) =
1
n
n∑
i=1
δ(x−Xi),
kde δ(t) je Diracova delta funkcia. Uvedomme si, že takáto funkcia fn(x) od-
povedá diskrétnej náhodnej veličine, ktorá nadobúda len hodnoty X1, . . . , Xn
s pravdepodobnosťami 1/n. Uvažujme teraz konvolúciu takejto náhodnej veli-
činy s náhodnou veličinou, ktorej hustotou je jadro khn(·) za predpokladu, že
khn(x) ≥ 0 pre všetky x ∈ R. Potom ale[
dFn(x)
dx
]
∗ khn =
∞∫
−∞
[
1
n
n∑
i=1
δ(t−Xi)
]
khn(x− t) dt =
1
n
n∑
i=1
khn(x−Xi),
čo je druhý tvar jadrového odhadu (2.1). Na jadrový odhad sa teda môžeme
pozerať ako na konvolúciu diskrétne rozdelenej náhodnej veličiny a náhodnej
veličiny s hustotou rovnou použitému jadru khn(·).
2.2 Jadrový odhad charakteristickej funkcie
Vzhľadom na to, že budeme často pracovať s charakteristickými funkciami
náhodných veličín, zavedieme si ešte pojem empirickej charakteristickej
funkcie a jadrového odhadu charakteristickej funkcie.
Nech sú opäť X1, . . . , Xn nezávislé rovnako rozdelené náhodné veličiny s cha-
rakteristickou funkciou ψX(·). Empirickú charakteristickú funkciu (ECF) deﬁ-
nujeme vzťahom
ψ̂X,n(t) =
1
n
n∑
j=1
eitXj . (2.2)
Pri jadrovom odhade charakteristickej funkcie uvažujeme podobnú konvolúciu
ako pri jadrovom odhade hustoty. Avšak vzhľadom na vzťah medzi hustotou a
charakteristickou funkciou náhodnej veličiny, tj. vzťah (1.2), a vzťah charakte-
ristických funkcií konvoluovaných náhodných veličín, tj. vzťah (1.6), môžeme
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formálne ihneď odvodiť jadrový odhad charakteristickej funkcie náhodnej ve-
ličiny X z jadrového odhadu hustoty predpisom
ψ˜X(t) =
∫ ∞
−∞
eitxf˜X(x) dx
=
∫ ∞
−∞
eitx
1
n
n∑
j=1
khn(x−Xj) dx
=
1
n
n∑
j=1
∫ ∞
−∞
eitxkhn(x−Xj) dx
a použitím substitúcie y = x−Xj ďalej píšeme
1
n
n∑
j=1
∫ ∞
−∞
eitxkhn(x−Xj) dx =
1
n
n∑
j=1
∫ ∞
−∞
eityeitXjkhn(y) dy
=
1
n
n∑
j=1
eitXj
∫ ∞
−∞
eitykhn(y) dy
= ψ̂X,n(t)ψkhn (t)
Dostávame tak jadrový odhad charakteristickej funkcie náhodnej veličiny X
predpisom
ψ˜X(t) = ψ̂X,n(t)ψkhn (t), (2.3)
kde ψkh(t) je Fourierova transformácia jadra kh(·), resp. charakteristická
funkcia náhodnej veličiny s hustotou rovnou kh(·). Vzhľadom k predpokladom,
ktoré musí spĺňať jadro použité v jadrovom odhade hustoty, musí jadro ψkh(t)
v jadrovom odhade charakteristickej funkcie spĺňať isté predpoklady, a teda,
že ψkh(t) ≤ ψkh(0) = 1 pre −∞ < t < ∞, a ψkh(t)→ 0 pre |t| → ∞.
Kapitola 3
Dekonvolúcia
V prvej kapitole sme si uviedli pojem konvolúcie. Vzhľadom na to, že sme
poznali rozdelenia náhodných veličín X a ε a ich vzťah, vedeli sme jednoznačne
určiť rozdelenie náhodnej veličiny Y . Vieme teda, aké vzťahy platia medzi
veličinami X, ε a Y = X + ε.
V praxi ale často potrebujeme riešiť problém opačný, tj. hľadať rozdelenie
náhodnej veličiny X zo znalostí veličín Y a ε. Budeme vychádzať opäť z
rovnice Y = X + ε a budeme odhadovať rozdelenie náhodnej veličiny X,
pričom budeme poznať pozorovania Y1, . . . , Yn a rozdelenie náhodnej veličiny
ε. Ak rozdelenie veličiny ε nebude známe, toto rozdelenie odhadneme z
pozorovaní ε1, . . . , εm.
Odhady rozdelenia náhodnej veličiny X na základe pozorovaní Y1, . . . , Yn
pri znalosti, prípadne neznalosti rozdelenia náhodnej veličiny ε nazývame
dekonvolúciou.
Nech sú náhodné veličiny X a ε vzájomne nezávislé a platí
Y = X + ε. (3.1)
V anglickom názvosloví sa často označuje náhodná veličina X pojmom target
a veličina ε pojmom noise, resp. signál a šum.
20
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Vzorec (1.6) z predošlej kapitoly nám popisuje vzťah medzi charakteristickými
funkciami týchto náhodných veličín. Odtiaľ dostaneme, že
ψX(t) =
ψY (t)
ψε(t)
,
pričom predpokladáme, že ψε(t) = 0 pre t ∈ R. Ak nás zaujíma hustota
náhodnej veličiny X, použijeme vzťah inverznej Fourierovej transformácie pre
charakteristickú funkciu ψX , tj. vzťah (1.3) a dostávame
fX(x) =
1
2π
∫ ∞
−∞
e−itx
ψY (t)
ψε(t)
dt. (3.2)
Týmto sme si vyjadrili hustotu náhodnej veličiny X pomocou charakteristic-
kých funkcií veličín Y a ε.
Rozdelenie náhodnej veličiny Y , prípadne ani ε vo vzťahu (3.2) nepoznáme, a
preto je potrebné ich odhadovať. V praxi preto hustotu náhodnej veličiny X
nedokážeme spočítať, ale môžeme ju odhadnúť. Tento problém sme redukovali
na odhad charakteristických funkcií na pravej strane (3.2).
Pre jednoduchosť najprv predpokladajme, že rozdelenie veličiny ε je známe.
Prípadom, kedy rozdelenie náhodnej veličiny ε nepoznáme sa budeme zaoberať
v poslednej časti tejto kapitoly.
3.1 Odhad fX so známym rozdelením ε
Jednou z možností, ako odhadnúť charakteristickú funkciu náhodnej veličiny
Y je použiť empirický odhad deﬁnovaný vzťahom (2.2). Vzťah (3.2) môžeme
pomocou tohto odhadu prepísať nasledovne:
f̂X(x) =
1
2π
∫ ∞
−∞
e−itx
ψ̂Y,n(t)
ψε(t)
dt, (3.3)
pričom výrazy na pravej strane poznáme. Navyše je empirický odhad pomerne
jednoduchý a početne nenáročný.
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Obecne je ale nahradením charakteristickej funkcie ψY (t) vo vzorci (3.2) jej
empirickým odhadom (2.2) otázna existencia integrálu v (3.3). Všeobecne
totiž vzťahom (3.2) predpokladáme, že náhodná veličina X má hustotu. Avšak
potom, ako sme spomenuli už skôr, má hustotu aj náhodná veličina Y . No
empirické rozdelenie náhodnej veličiny Y je diskrétne, a teda hustota neexis-
tuje. Tento problém je však možné jednoducho vyriešiť. Stačí, ak budeme
namiesto diskrétne rozdelenej náhodnej veličiny Y uvažovať jej konvolúciu
s vhodne zvolenou spojitou náhodnou veličinou, ktorá bude konvergovať k
degenerovanej náhodnej veličine (tj. veličine, ktorá s pravdepodobnosťou 1
nadobúda hodnotu 0). Podobne ako v predchádzajúcom odstavci tým dôjdeme
k jadrovému odhadu.
Nech teda ζ je náhodná veličina s hustotou fζ(·). Nech je ďalej {hn} postupnosť,
ktorá konverguje k nule pre n →∞. Potom náhodná veličina hnζ bude pre n →
∞ konvergovať k degenerovanej náhodnej veličine, ktorá s pravdepodobnosťou
1 nadobúda hodnotu 0. Preto náhodná veličina Y + hnζ bude konvergovať k
náhodnej veličine Y . Podľa (1.6) bude mať veličina Y + hnζ charakteristickú
funkciu ψY (t).ψhnζ(t), avšak
ψhnζ(t) = Ee
it(hnζ) = Eei(thn)ζ = ψζ(thn),
takže
ψY +hnζ(t) = ψY (t)ψζ(thn).
Ak teda v odhade (3.3) uvažujeme namiesto náhodnej veličiny Y veličinu Y +
hnζ, môžeme tento odhad prepísať do tvaru
fX,n(x) =
1
2π
∫ ∞
−∞
e−itxψζ(thn)
ψ̂Y,n(t)
ψε(t)
dt, (3.4)
pričom hustota náhodnej veličiny Y +hnζ existuje, pretože náhodná veličina ζ
je spojitá a problém s existenciou hustoty veličiny X je vyriešený. Vzťah (2.3)
nám deﬁnuje jadrový odhad charakteristickej funkcie, ktorý sme v odhade
(3.4) použili. Vzhľadom na to, že ψζ je charakteristickou funkciou náhodnej
veličiny platí, že ψζ(0) = 1, a keďže {hn} je postupnosť konvergujúca k nule
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platí ψζ(thn)→ 1 pre n →∞.
Odhad (3.4) je za istých podmienok integrovateľnosti možné vyjadriť ako jad-
rový odhad hustoty. Keďže pozorovania X1, . . . , Xn nepoznáme, nahradíme ich
pozorovaniami Y1, . . . , Yn. Uvažujme teda jadrový odhad v tvare
f˜X,hn(x) =
1
n
n∑
j=1
1
hn
κ
(x− Yj
hn
)
, (3.5)
Budeme sa snažiť nájsť jadro κ(·) tak, aby sa odhady (3.4) a (3.5) rovnali.
Upravme si preto odhad (3.4) do vhodného tvaru, teda
1
2π
∫ ∞
−∞
e−itxψζ(thn)
ψ̂Y,n(t)
ψε(t)
dt =
1
2π
∫ ∞
−∞
e−itxψζ(thn)
1
n
∑n
j=1 e
itYj
ψε(t)
dt
=
1
2πn
∫ ∞
−∞
n∑
j=1
e−itxψζ(thn)
eitYj
ψε(t)
dt
=
1
n
n∑
j=1
1
2π
∫ ∞
−∞
e−itxψζ(thn)
eitYj
ψε(t)
dt
=
1
n
n∑
j=1
1
2π
∫ ∞
−∞
e−it(x−Yj)
ψζ(thn)
ψε(t)
dt .
Položme
1
hn
κ
(x− Yj
hn
)
=
1
2π
∫ ∞
−∞
e−it(x−Yj)
ψζ(thn)
ψε(t)
dt.
Ak ale označíme z = x−Yj
hn
, vzťah môžeme prepísať do tvaru
1
hn
κ(z) =
1
2π
∫ ∞
−∞
e−ithnz
ψζ(thn)
ψε(t)
dt
a substitúciou thn = τ dostávame
κ(z) =
1
2π
∫ ∞
−∞
e−izτ
ψζ(τ)
ψε( τhn )
dτ. (3.6)
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Odhad (3.4) teda môžeme vyjadriť ako jadrový odhad (3.5) s jadrom deﬁno-
vaným v (3.6).
Z pôvodného vzťahu (3.2) sme si odvodili odhad (3.3) tak, že sme charakteris-
tickú funkciu náhodnej veličiny Y nahradili jej empirickým odhadom. Ale ako
sme už spomenuli skôr, empirický odhad má charakter diskrétneho rozdelenia,
čo viedlo k otázke existencie integrálu v (3.3), a preto sme si odvodili odhad
(3.4). Skúsme teraz nahradiť v odhade (3.2) charakteristickú funkciu veličiny
Y iným ako empirickým odhadom.
Majme jadrový odhad hustoty deﬁnovaný vzorcom (2.1) a uvažujme jadrový
odhad hustoty náhodnej veličiny Y , teda
f˜Y,hn(y) =
1
n
n∑
i=1
1
hn
k
(y − Yi
hn
)
. (3.7)
Uvažujme ďalej odhad charakteristickej funkcie veličiny Y pomocou jadrového
odhadu hustoty, teda vo vzťahu (1.2) nahradíme hustotu náhodnej veličiny Y
jej jadrovým odhadom. Dostávame
ψ˜Y (t) =
∫
eityf˜Y,hn(y) dy. (3.8)
Ak v (3.2) nahradíme charakteristickú funkciu veličiny Y odhadom (3.8), do-
staneme ďalší odhad predpisom
f˜X(x) =
1
2π
∫ ∞
−∞
e−itx
ψ˜Y (t)
ψε(t)
dt. (3.9)
Musíme si ale uvedomiť, že tento odhad je formálne zhodný s odhadom (3.4).
Ak si totiž dáme do rovnosti vzťah (3.8) použitý v odhade (3.9) s jadrovým
odhadom použitým v odhade (3.4), dostávame po niekoľkých úpravách:
ψ˜Y (t) = ψζ(thn) ψ̂Y,n(t)
n∑
j=1
∫
eity
1
nhn
k
(y − Yj
hn
)
dy =
n∑
j=1
∫
eithnyfζ(y)
1
n
eitYjdy
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Použitím substitúcie na ľavej strane predpisom y−Yj
hn
= a dostaneme
n∑
j=1
∫
eithna eitYj
1
n
k(a) da =
n∑
j=1
∫
eithnyfζ(y)
1
n
eitYjdy,
odkiaľ je už rovnosť zrejmá, ak sa jadrá použité v jednotlivých odhadoch
rovnajú, teda k(y) = fζ(y).
3.2 Vlastnosti odhadu fX so známym rozdele-
ním ε
V tomto odstavci sa budeme venovať vlastnostiam odhadu (3.4), predovšetkým
rýchlosti konvergencie fX,n(x) k fX(x). V nasledujúcom výklade vychádzame
z Horowitz (1998, Kapitola 4).
Veta 3.1. Nech X a ε sú vzájomne nezávislé náhodné veličiny a Y = X + ε.
Nech sú splnené nasledujúce podmienky:
(i) ψζ je reálna funkcia, má nosič [−1, 1], je symetrická okolo 0 a má m+2
obmedzených integrovateľných derivácií pre nejaké m > 0.
(ii) ψζ = 1 +O(τm) pre τ → 0.
(iii) ψε(τ) = 0, ∀ τ ∈ R.
(iv) fX má m obmedzených derivácií.
Nech ďalej
|ψε(τ)||τ |−β0 exp (|τ |β/γ) ≥ d0, pre τ →∞ (3.10)
pre kladné konštanty β0, β, γ a d0. Nech hn = (4/γ)1/β(log n)−1/β.
Potom pre všetky x
E [fX,n(x)− fX(x)]2 = O
[
(log n)−2m/β
]
,
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pre n →∞. Navyše, ak
|ψε(τ)||τ |−β1 exp (|τ |β/γ) ≤ d1, pre τ →∞ (3.11)
pre kladné konštanty β1 a d1, a ak
P (|ε− x| ≤ |x|α0) = O [|x|−(a−α0)] , pre x → ±∞ (3.12)
pre nejaké α0, ktoré spĺňa 0 < α0 < 1 a a > 1+α0, potom žiaden odhad fX(x)
nemôže konvergovať rýchlejšie ako (log n)−m/β v zmysle, že pre každý odhad
fX,n(x)
E [fX,n(x)− fX(x)]2 > d(log n)−2m/β
pre nejaké d > 0.
Dôkaz: Horowitz (1998), resp. Fan (1991)
Podmienka (3.12) je splnená, ak hustota náhodnej veličiny ε spĺňa fε(x) =
O(|x|−a) pre |x| → ∞ pre nejaké a > 1. Teda podmienka (3.12) obmedzuje
šírku chvostu hustoty šumu fε.
Veta 3.2. Nech X a ε sú vzájomne nezávislé náhodné veličiny a Y = X + ε.
Nech platia podmienky (i) – (iv) z vety 3.1. Nech ďalej
|ψε(τ)||τ |β ≥ d0, pre τ →∞ (3.13)
pre kladné konštanty β a d0. Nech hn = d n−1/2[(m+β)+1] pre nejaké d > 0.
Potom pre všetky x
E [fX,n(x)− fX(x)]2 = O
[
n−2m/[2(m+β)+1]
]
,
pre n →∞. Navyše, ak ψ(j)ε označíme j–tú deriváciu ψε a∣∣ψ(j)ε (τ) τ−(β+j)∣∣ ≤ dj, j = 0, 1, 2
pre τ → ∞ pre kladné konštanty β a dj, j=0,1,2, potom žiaden odhad fX(x)
nemôže konvergovať rýchlejšie ako n−m/(2m+2β+1) v zmysle, že pre každý odhad
fX,n(x)
E [fX,n(x)− fX(x)]2 > dn−2m/(2m+2β+1)
pre nejaké d > 0.
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Dôkaz: Horowitz (1998), resp. Fan (1991)
Vety 3.1 a 3.2 hovoria o najvyššej možnej rýchlosti konvergencie fX,n k fX ,
ale táto rýchlosť je vskutku pomalá. Podľa viet táto rýchlosť závisí hlavne
na šírke chvostu charakteristickej funkcie veličiny ε. Za podmienok vety 3.1
je najvyššia možná rýchlosť konvergencie fX,n k fX mocninou (log n)−1.
Podmienky (3.10) a (3.11) vety 3.1 sú splnené, ak veličina ε má rozdelenie,
ktorého chvost charakteristickej funkcie klesá exponenciálnou rýchlosťou.
To je splnené, ak má ε normálne, Cauchyho rozdelenie, alebo rozdelenie
extrémnych hodnôt typu I (tzv. Gumbelovo rozdelenie).
Veta 3.2 hovorí, že väčšia rýchlosť konvergencie fX,n k fX je možná, ak chvost
charakteristickej funkcie veličiny ε klesá len geometrickou rýchlosťou, o čom
hovorí podmienka (3.13) vety 3.2. To splňuje napríklad Laplaceovo rozdelenie
(často označované aj ako rozdelenie dvojito exponenciálne).
3.2.1 Simulácia
V krátkej simulácii sme porovnali odhady hustoty fX náhodnej veličiny X s
0.5N(2, 2)+0.5N(7, 2) rozdelením, a za rozdelenie náhodnej veličiny ε sme vo-
lili rozdelenie normálne a Laplaceovo, resp. rozdelenia N(0, 0.5) a DEx (0, 0.5).
Parametre rozdelení boli volené tak, aby mali rozdelenia rovnaký rozptyl. Pre
veľkosti výberu n = 250, 500 a 1000 sme nasimulovali 100 výberov z rozdelenia
náhodnej veličiny Y = X + ε. Z každého výberu sme urobili odhad hustoty
náhodnej veličiny X deﬁnovaný vzťahom (3.5) a pre porovnanie s hustotou
náhodnej veličiny X sme pre odhad z každého výberu spočítali integrovanú
kvadratickú chybu deﬁnovanú vzťahom
ISE [f˜X,hn(x)] =
∫
[f˜X,hn(x)− fX(x)]2dx, (3.14)
a urobili sme jej priemernú hodnotu, tj.
AISE [f˜X,hn(x)] =
1
# simulácií
# simulácií∑
i=1
ISE [f˜X,hn(x)]i, (3.15)
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kde ISE [f˜X,hn(x)]i je ISE [f˜X,hn(x)] pre i−tý výber. Hodnoty AISE sú uvedené
v tabuľke 3.1.
ε ∼ N(0, 0.5) DEx (0, 0.5)
n = 250 12.90 11.94
n = 500 10.28 7.87
n = 1000 10.25 3.17
Tabuľka 3.1: Hodnoty AISE(×103) odhadu hustoty fX pre ε ∼ N(0, 0.5) a
ε ∼ DEx (0, 0.5).
Z tabuľky je vidieť, že pre Laplaceovo rozdelenie pracuje odhad (3.5) pod-
statne lepšie ako pre normálne rozdelenie náhodnej veličiny ε.
V (Horowitz, 1998, Kapitola 4) je uvedené heuristické odôvodnenie, prečo
má chvost charakteristickej funkcie ψε veľký vplyv na rýchlosť konvergencie
fX,n a prečo môže byť táto rýchlosť veľmi pomalá. Tým sa ale v tejto práci
nebudeme bližšie zaoberať.
V tabuľke 3.2 sú uvedené najčastejšie používané jadrá.
Jadro k(x) nosič ψk(t)
Rovnomerné 1/2 [-1,1] (sin t)/t
Epanechnikov 34(1− x2) [-1,1] [−3t cos t+ 3 sin t]/t3
Dvojváhové 1516(1− x2)2 [-1,1] −15 [ 3t cos t+ (t2 − 3) sin t]/t5
Normálne 1√
2π
exp(−x2/2) R exp(−t2/2)
Trojúholníkové 1− |x| [-1,1] −2 [(|t| − 1) sin t ]/t
Tabuľka 3.2: Najbežnejšie používané jadrá a ich charakteristické funkcie.
V tabuľke 3.3 sú uvedené charakteristické funkcie niektorých rozdelení
náhodnej veličiny ε s informáciou o splnení/nesplnení podmienok viet 3.1 a
3.2.
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spĺňa podm. vety
ε ψε(t) 3.1 3.2
N(μ, σ2) exp(iμt− σ2t22 )  ×
Cauchyovo exp(ita) exp(−b|t|)  ×
Gumbelovo Γ(1− iσt) exp(μt)  ×
Laplaceovo exp(ita) / (1 + b2t2) × 
Rovnomerné [exp(itb)− exp(ita)]/[it(b− a)] × ×
Tabuľka 3.3: Char. funkcie pre niektoré rozdelenia šumu ε.
Ak má náhodná veličina ε rovnomerné rozdelenie, nespĺňa podmienky ani vety
3.1 ani 3.2. Nespĺňa totiž základný predpoklad, že ψε(t) = 0,∀t ∈ R. Ak si
totiž rozpíšeme charakteristickú funkciu rovnomerného rozdelenia, úpravami
dostávame vzťah
ψε(t) =
sin(tb)− sin(ta) + i[cos(ta)− cos(tb)]
t(b− a)
Vzhľadom k periodicite funkcií sínus a kosínus bude čitateľ rovný nule pre
tb = ta + 2kπ, k ∈ Z, resp. v bodoch t = 2kπ/(b − a). Nespĺňa teda ani
podmienky (3.10) a (3.13), jadro (3.6) pre odhad hustoty n. vel. X nie je
deﬁnované.
Podobne, ak by sme uvažovali konvolúciu náhodnej veličiny s rovnomerným
rozdelením s náhodnou veličinou s napríklad normálnym rozdelením a veľmi
malým rozptylom, charakteristická funkcia tejto konvolúcie by bola súčinom
charakteristických funkcií jednotlivých veličín, a zrejme bude opäť nadobúdať
nulové hodnoty v bodoch t = 2kπ/(b− a).
3.3 Jednoduchý odhad fX pre ε ∼ N(0, σ2)
Teraz si zavedieme ešte jeden typ odhadu. Jedná sa o zjednodušený typ jad-
rového odhadu (3.5). Jadro tohoto odhadu sme si vyjadrili vzťahom (3.6) tak,
aby tento odhad odpovedal odhadu (3.4). V odhade (3.4) sme uvažovali kon-
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volúciu Y + hnζ, čo odpovedalo jadrovému odhadu charakteristickej funkcie
veličiny Y . Nech má teraz náhodná veličina ζ normované normálne rozdelenie,
tj. ψζ(·) v odhade (3.4) je charakteristickou funkciou N(0, 1) rozdelenia. Inak
povedané, za jadro v príslušnom jadrovom odhade hustoty sme zvolili hustotu
N(0, 1) rozdelenia. Ďalej sa musíme obmedziť na normálne rozdelenie veličiny
ε so strednou hodnotou 0, teda ε ∼ N(0, σ2). Hlavná myšlienka nášho zjedno-
dušeného odhadu spočíva v tom, že vo vzťahu (3.6), ktorý vyjadruje tvar jadra
v (3.5), nahradíme prevrátenú hodnotu charakteristickej funkcie veličiny ε jej
Taylorovým polynómom stupňa 2 v bode 0. Charakteristická funkcia N(0, σ2)
rozdelenia má tvar
ψ(t) = exp
{
− 1
2
σ2t2
}
, tj.
1
ψ(t)
= exp
{1
2
σ2t2
}
tj. náš Taylorov polynóm v bode 0 má tvar
T2(ψ, 0, t) = 1 +
σ2t2
2
,
a jadro z (3.6) prepíšeme do tvaru
κ
a(z) =
1
2π
∫ ∞
−∞
e−izt e−
1
2 t
2
(
1 +
σ2t2
2h2n
)
dt
=
1
2π
∫ ∞
−∞
e−izt e−
1
2 t
2
dt+
1
2π
∫ ∞
−∞
e−izt e−
1
2 t
2 σ2t2
2h2n
dt (3.16)
Prvý člen (3.16) je inverzná Fourierova transformácia charakteristickej fun-
kcie N(0, 1) rozdelenia, odpovedá preto hustote N(0, 1) rozdelenia (ozn. φ(z)).
Spolu s vhodnou úpravou druhého člena (3.16) dostávame
κ
a(z) = φ(z)− σ
2
2h2n
φ′′(z)
Dostávame tak jadrový odhad tvaru
f˜aX,hn(x) =
1
nhn
n∑
j=1
[
φ
(
x− Yj
hn
)
− σ
2
2h2n
φ′′
(
x− Yj
hn
)]
. (3.17)
Jadro κa(·) je symetrické a platí, že
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∫
f˜aX,hn(x) dx = 1.
Pre ilustráciu je na obrázku 3.1 znázornený tvar jadra κa(·) a jadra (3.6) pre
vhodne zvolené parametre σ2 a hn.
4 2 2 4
0.2
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1.0
1.2
Obr. 3.1: Tvar jadra κa(·) (plnou čiarou) a jadra deﬁnovaného v (3.6) (čiar-
kovane) pre vhodne zvolené parametre σ2 a hn.
3.3.1 Simulácia
V krátkej simulácii teraz porovnáme odhady s použitím týchto dvoch jadier,
resp. odhady (3.5) a (3.17). Za rozdelenie náhodnej veličiny X sme zvolili
rozdelenie 0.2N(2, 1) + 0.8N(7, 2) a rozdelenie náhodnej veličiny ε rozdelenie
N(0, 0.5). Pre veľkosti výberu n = 250, 500 a 1000 sme nasimulovali 100 ná-
hodných výberov z rozdelenia náhodnej veličiny Y = X+ ε. Z každého výberu
sme urobili odhad hustoty náhodnej veličiny X, pre porovnanie s hustotou
náhodnej veličiny X sme spočítali integrovanú kvadratickú chybu a urobili
sme jej priemernú hodnotu (AISE) podobne, ako na strane 27. Tieto hodnoty
sú uvedené v tabuľke 3.4. Parameter hn je volený ako V ar(X)/V ar(Y ) = 0.92,
viď Proenca (2003).
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AISE [f˜X,hn(x)] AISE [f˜
a
X,hn
(x)] AISE [f˜aX,hn(x)]/AISE [f˜X,hn(x)]
n=250 15.6292 15.8659 1.015
n=500 15.0248 15.3267 1.020
n=1000 13.0414 13.3949 1.027
Tabuľka 3.4: Hodnoty AISE(×103) pre odhady (3.5) a (3.17), hn = 0.92.
Z tabuľky 3.4 je vidieť, že odhady pracujú približne rovnako, pre ilustráciu sú v
grafoch 3.2 a 3.3 nasimulované odhady pre jeden výber veľkosti 500, hn = 0.92
a hn = 2.
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Obr. 3.2: Porovnanie hustoty 0.2N(2, 1)+0.8N(7, 2) rozdelenia (plnou čiarou),
odhadu (3.5) (čiarkovane) a zjednodušeného odhadu (3.17) (bodkovane) pre
hn = 0.92.
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Obr. 3.3: Porovnanie hustoty 0, 2.N(2, 1) + 0, 8.N(7, 2) rozdelenia (plnou čia-
rou), odhadu (3.5) (čiarkovane) a odhadu (3.17) (bodkovane) pre hn = 2.
3.4 Odhad fX s neznámym rozdelením ε
V tomto odstavci budeme opäť vychádzať zo vzťahov (3.1) a (3.2). Avšak
okrem rozdelenia náhodnej veličiny Y teraz nepoznáme ani rozdelenie veli-
činy ε. Nech sú preto Y1, . . . , Yn nezávislé, rovnako rozdelené náhodné veličiny,
a taktiež ε1, . . . , εm nech sú nezávislé, rovnako rozdelené náhodné veličiny.
Charakteristickú funkciu náhodnej veličiny Y budeme odhadovať ako doteraz,
použijeme teda jadrový odhad. Charakteristickú funkciu náhodnej veličiny ε
môžeme odhadnúť pomocou empirickej charakteristickej funkcie deﬁnovanej
vzťahom (2.2), neohrozí nám to existenciu integrálu, navyše je empirický od-
had početne nenáročný. Stačí, ak budeme predpokladať, že ψ̂ε,n(t) = 0 pre
t ∈ R. Odhad hustoty fX potom vyjadríme vzťahom
fX,n(x) =
1
2π
∫ ∞
−∞
e−itxψζ(thn)
ψ̂Y,n(t)
ψ̂ε,n(t)
dt. (3.18)
Podobne ako v predchádzajúcom odstavci by sme mohli rozoberať vlastnosti
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odhadu (3.18). V prípade, kedy rozdelenie náhodnej veličiny ε nepoznáme,
budú tieto vlastnosti závisieť aj na presnosti odhadu ψ̂ε,n charakteristickej
funkcie ψε. Bližšie sa vlastnostiam odhadov hustoty fX pri neznámom
rozdelení ε venuje Johannes (2009).
Z praktického hľadiska sa ale naskytuje otázka, či je možné pozorovať roz-
delenie náhodnej veličiny Y aj náhodnej veličiny ε. Ak totiž s pozorovaním
Yi pozorujeme aj šum εi, poznáme aj veličinu Xi a hustotu náhodnej veli-
činy X môžeme z pozorovaní X1, . . . , Xn odhadnúť jadrovým odhadom. Ak
ale rozdelenie náhodnej veličiny ε nemáme, môžeme ho odhadnúť z pozorovaní
εn+1, . . . , εn+m, ktoré sú nezávislé s X1, . . . , Xn a ε1, . . . , εn.
Kapitola 4
Aplikácia v medicíne
V tejto kapitole sa presunieme do oblasti medicíny, konkrétne do oblasti
imunológie. Uvidíme, ako je možné využiť dekonvolúciu v praxi, v našom
prípade sa budeme venovať protilátkam. Povedzme si preto najprv niečo
o vytváraní protilátok.
Po vniknutí cudzorodého mikroorganizmu (baktéria, vírus. . .) do tela dochádza
k aktivácii imunitného systému, ktorú sprevádza mnoho zložitých fyziologic-
kých reakcií a dochádza k tvorbe protilátok. Tvorba protilátok prebieha v
dvoch fázach. V prvej fáze, od primárnej infekcie sú produkované nešpeciﬁcké
protilátky typu IgM, ktoré majú síce nízku aﬁnitu k cudzorodému mikroor-
ganizmu, ale blokujú ďalšie šírenie infekcie. Po určitej dobe, v závislosti na
infekcii dochádza k druhej fáze protilátkovej odpovede, s tvorbou špeciﬁckých
protilátok typu IgG. Dochádza k zvyšovaniu ich koncentrácie v krvi, a zároveň
dochádza k zníženiu koncentrácie IgM protilátok až na najnižšiu merateľnú
koncentráciu. Podľa typu ochorenia sa IgG protilátky dostanú na najvyššiu
koncentráciu v krvi a ostávajú v nej buď doživotne, tj. človek je doživotne
chránený a už sa nikdy nenakazí touto chorobou (napr. zardenky), alebo po
skončení infekcie ostávajú ešte určitý čas, po ktorý je človek chránený pred
touto infekciou (napr. borelióza). Alebo klesajú hneď po ukončení choroby
a človek je schopný ďalšieho nakazenia tým istým mikroorganizmom (napr.
chrípka a iné bežné ochorenia). Typ a množstvo protilátok v krvi zisťujeme
sérologickými metódami.
35
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4.1 Rozdelenie doby od infekcie
OznačmeX náhodnú veličinu, ktorá predstavuje čas, ktorý uplynul od infekcie.
Predpokladajme najprv, že množstvo (resp. koncentrácia) protilátok v krvi je
rastúcou funkciou času, tj. po vniknutí baktérie sa začnú tvoriť protilátky a
ich koncentrácia konverguje v čase k nejakej hodnote a označme túto funkciu
g. Predpokladajme ďalej, že pri meraní koncentrácie protilátok dochádza k
určitej chybe, čo znamená, že naše namerané hodnoty sú skreslené o chybu,
ktorá predstavuje náhodnú veličinu, ktorú označíme ε a predpokladajme, že
rozdelenie tejto náhodnej veličiny poznáme. To znamená, že hodnota koncen-
trácie, ktorú nameráme, ozn. Y , je náhodná veličina a predstavuje súčet dvoch
náhodných veličín – skutočnej koncentrácie v krvi (n. vel. X2) a chyby merania
(n. vel. ε), tj.
Y = X2 + ε = g(X) + ε. (4.1)
Týmto sme sa dostali k problému dekonvolúcie, pričom nás zaujíma rozdelenie
náhodnej veličiny X ako doby od infekcie. Toto rozdelenie sa snažíme od-
hadnúť z nameraných hodnôt Y1, . . . , Yn, pričom predpokladáme, že poznáme
funkciu g a rozdelenie náhodnej veličiny ε.
V predchádzajúcej kapitole sme si odvodili vzťah (3.4), pomocou ktorého do-
staneme odhad hustoty náhodnej veličiny X2, tj. hustotu rozdelenia skutočnej
koncentrácie protilátok v krvi, tj.
fX2,n(x2) =
1
2π
∫ ∞
−∞
e−itx2ψζ(thn)
ψ̂Y,n(t)
ψε(t)
dt. (4.2)
Z vety 1.1 vieme, že vzťah medzi náhodnými veličinami X a X2 je nasledovný:
fX2(x2) = fX(τ(x2)).|τ ′(x2)|
ak označíme τ = g−1 a fX , fX2 hustoty náhodných veličín X a X2. Po dosadení
odhadu hustoty fX2 , tj. odhadu (4.2) dostávame odhad pre hustotu náhodnej
veličiny X, teda
fX,n(τ(x2)) =
fX2,n(x2)
|τ ′(x2)|
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a s použitím vety o derivácii inverznej funkcie dostávame odhad hustoty n. vel.
X predpisom
fX,n(x) = fX2,n(g(x)).|g′(x)| (4.3)
Z viet 3.1 a 3.2 poznáme rýchlosť konvergencie odhadu hustoty náhodnej veli-
činy X2, teda odhadu (4.2) a konvergencia odhadu (4.3) je jednoduchý dôsle-
dok.
Dôsledok 4.1. Nech sú náhodné veličiny X2 a ε vzájomne nezávislé a platí
vzťah (4.1). Nech sú pre odhad (4.2) hustoty náhodnej veličiny X2 splnené
podmienky vety 3.1 a nech g je rýdzo monotónna funkcia. Potom pre odhad
(4.3) a všetky x, pre ktoré |g′(x)| ∈ (0,∞) platí
E [fX,n(x)− fX(x)]2 = O
[
(log n)−2m/β
]
.
Dôkaz: Zrejme platí, že
E [fX,n(x)− fX(x)]2 = E [fX2,n(g(x)).|g′(x)| − fX2(g(x)).|g′(x)| ]2
= |g′(x)|2 E [fX2,n(g(x))− fX2(g(x)) ]2 ,
odkiaľ je už rovnosť zrejmá.
Podobne vieme zaviesť dôsledok podľa vety 3.2. Rýchlosť konvergencie odhadu
(4.3) v bode x bude rovná rýchlosti konvergencie odhadu (4.2) v bode g(x)
vynásobenej druhou mocninou derivácie funkcie g v bode x.
4.2 Zobecnenie pre dva druhy protilátok
V skutočnosti množstvo jednotlivých typov protilátok nemusí byť vždy
rastúcou funkciou času. Na obrázku 4.1 je znázornený typický časový priebeh
tvorby IgM a IgG protilátok.
Pre rôzne choroby je táto krivka rôzna, tvar má podobný. U niektorých chorôb
môže napr. koncentrácia IgG nadobudnúť maximálnu hodnotu po niekoľkých
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Obr. 4.1: Časový priebeh tvorby IgM a IgG.
týždňoch a u iných po niekoľkých dňoch. Pre konkrétnu chorobu je ale tvar
tejto krivky charakteristický.
Pre našu úlohu deﬁnujeme funkciu:
g(x) = max [ IgM(x), IgG(x) ], x ∈ (0,∞).
Funkcia g nadobúda lokálne extrémy v troch bodoch, t1, t2 a t3. Bod t1 je bod,
kedy koncentrácia IgM začína klesať v dôsledku tvorby látok IgG, t2 je bod,
v ktorom sa koncentrácie IgM a IgG vyrovnajú a bod t3 je bod, v ktorom
vymiznú príznaky, ktoré označíme ako príznaky A a koncentrácia IgG začína
klesať. Priebeh funkcie g je znázornený na obrázku 4.2.
Opäť uvažujme náhodnú veličinu X, ktorá predstavuje dobu od infekcie u
človeka a transformáciu tejto náhodnej veličiny v tvare X2 = g(X) tak, ako
doteraz. Vzhľadom na zložitejší tvar funkcie g a vlastnosti tvorby protilátok
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Obr. 4.2: Priebeh funkcie g s rozdelením na 4 časti.
funkciu g rozdelíme na 4 časti:
g1(x) = g(x) prex ∈ (0, t1) ozn.= G1,
g2(x) = g(x) prex ∈ (t1, t2) ozn.= G2,
g3(x) = g(x) prex ∈ (t2, t3) ozn.= G3,
g4(x) = g(x) prex ∈ (t3,∞) ozn.= G4.
Na jednotlivých intervaloch G1, . . . , G4 je funkcia g prostá. Označme ďalej τj
inverzné zobrazenie ku gj pre j = 1, . . . , 4. Na G = G1 ∪ . . . ∪ G4 uvažujme
transformáciu danú predpisomX2 = g(X), ktorá je znázornená na obrázku 4.3.
Zobrazenie g je regulárne a prosté na disjunktných otvorených intervaloch
G1, . . . , G4 a platí, že∫
G
fX(x)dx = 1, G = G1 ∪ . . . ∪G4.
Použitím zobecnenej vety o transformácii náhodných vektorov, viď Anděl
(2007, veta 3.8), vieme, aký tvar bude mať hustota náhodnej veličiny X2, a
že hustota tejto náhodnej veličiny je súčtom štyroch členov. Vieme odhadnuť
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Obr. 4.3: Znázornenie uvedenej transformácie.
hustotu náhodnej veličiny X2, ale potrebujeme jednoznačne určiť hustotu ná-
hodnej veličiny X, resp. pre pevné x2 potrebujeme jednoznačne určiť, či doba
od infekcie u daného človeka je v intervale G1, G2, G3 alebo G4. Zavedieme
si preto náhodnú veličinu S, ktorá nadobúda hodnoty z množiny {1,2,3,4}, a
určuje, v ktorej fáze vývoja protilátok daný človek je, tj.
S =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 ak [ neprítomné IgG ]
2 ak [ prítomné IgG, IgG < IgM ]
3 ak [ neprítomné IgM, príznaky A ]
4 ak [ neprítomné IgM, bez príznakov A ]
Predpokladajme, že na základe ďalších informácií vieme jednoznačne určiť,
akú hodnotu náhodná veličina S nadobúda. Pomocou tejto náhodnej veličiny
máme o danom pacientovi dodatočnú informáciu, a na základe tejto náhodnej
veličiny S rozdelíme náhodný výber Y1, . . . , Yn na 4 výbery, tj. Y1,1, . . . , Y1,n1 ,
. . . , Y4,1, . . . , Y4,n4 , kde Yj,i, . . . , Yj,nj = {Yi, pre ktoré Si = j}. Hodnoty nj
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teda predstavujú počet pacientov v jednotlivých skupinách a samozrejme
n1 + · · ·+ n4 = n.
Uvažujme teda transformáciu na G = G1 ∪ . . .∪G4 s funkciami g1, . . . , g4, viď
strana 39. Pre každé j, j = 1, . . . , 4 zavedieme odhad
fj,X2,nj(x2) =
1
2π
∫ ∞
−∞
e−itx2ψζ(thnj)
ψ̂j,Y,nj(t)
ψε(t)
dt. (4.4)
pre j = 1, . . . , 4, kde
ψ̂j,Y,nj(t) =
1
nj
nj∑
k=1
ei t Yj,k
Odhad (4.4) odpovedá podmienenej hustote náhodnej veličiny X2 s podmien-
kou S = j, ozn. fj,X2 . Označme ďalej fj,X podmienenú hustotu náhodnej veli-
činy X|S = j. Hustoty fj,X2 a fj,X si vzájomne odpovedajú a podobne, ako v
predchádzajúcom prípade platí
fj,X(x) = fj,X2(gj(x))|g′j(x)|.
Ďalej platí, že
P [S = j] = P [X ∈ Gj] =
∫
Gj
fX(x)dx
a
P [X ∈ I|S = j] = P [X ∈ I]
P [S = j]
pre interval I ⊂ Gj. Musí teda platiť, že∫
I
fX(x)dx = P [X ∈ I] = P [S = j]
∫
I
fj,X(x)dx
pre interval I ⊂ Gj. Zrejme platí
fX(x) = P [S = j]fj,X(x) (4.5)
pre x ∈ Gj, a
fX(x) = fj,X2(gj(x))|g′j(x)|P [S = j] (4.6)
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pre x ∈ Gj. Ak dosadíme za fj,X2 odhad (4.4), dostávame odhad hustoty
náhodnej veličiny X predpisom
fX,n(x) = fj,X2,nj(gj(x))|g′j(x)|P [S = j]
pre x ∈ Gj.
Pravdepodobnosti P [S = j] ale nepoznáme, takže ich potrebujeme odhad-
núť. Najlepším odhadom pre tieto pravdepodobnosti bude zrejme odhad (ak
označíme P [S = j] = pj)
p̂j =
nj
n
a výsledný vzťah pre odhad hustoty náhodnej veličiny X je
fX,n(x) = fj,X2,nj(gj(x))|g′j(x)|p̂j. (4.7)
pre x ∈ Gj. Rýchlosť konvergencie odhadu (4.7) bude závisieť na rýchlosti
konvergencie odhadu hustoty fj,X2,nj , derivácii funkcie gj v bode x, tj. g
′
j(x) a
rýchlosti konvergencie odhadu p̂j.
4.3 Simulácie
V prvej časti tejto kapitoly sme si zaviedli odhad rozdelenia doby od infekcie
pomocou dekonvolúcie. V tejto časti kapitoly si tento odhad porovnáme s
jednoduchším odhadom. Uveďme si preto nasledujúci príklad.
Majme populáciu ľudí, z ktorých n je nakazených nejakou chorobou. Predpo-
kladajme, že množstvo protilátok je opäť rastúcou funkciou času (ozn. g) a
náhodná veličina X predstavuje dobu od infekcie, podobne, ako v prvej časti
tejto kapitoly. Na základe nameraného množstva protilátok v krvi Y1, . . . , Yn
sa snažíme odhadnúť pravdepodobnosť, že nakazený sa nakazil v poslednom
roku. Porovnáme dva odhady, kde
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Odhad 1 =
#Yi < g(1 rok)
n
resp. podiel tých, ktorých množstvo nameraných protilátok je menšie ako
množstvo odpovedajúce jednému roku.
Druhým odhadom pravdepodobnosti nakazenia v poslednom roku bude odhad
(4.3) popísaný v prvej časti tejto kapitoly, tj. využitím dekonvolúcie odhad-
neme rozdelenie skutočného množstva protilátok v krvi a následne rozdelenie
doby od infekcie. Z tohoto odhadu hustoty rozdelenia doby od infekcie spočí-
tame pravdepodobnosť nakazenia v poslednom roku, tj.
Odhad 2 =
∫ 1 rok
0
fX,n(x)dx
V simulácii sme použili zmesi normálneho rozdelenia (označme φμ,σ2 hustotu
N(μ, σ2) rozdelenia a hustotu zmesi ozn. f(x)), pričom hustotu rozdelenia doby
od infekcie (ozn. fX(x)) sme položili
fX(x) =
{
f(x)/
∫∞
0 f(x)dx pre x ≥ 0,
0 inak.
(4.8)
V simulácii bolo urobených 100 výberov veľkosti n = 500, 1000 a 5000. Za
rozdelenie náhodnej veličiny ε sme zvolili rozdelenie N(0, σ2) a parameter h
sme volili ako Var (X2)/Var (Y ), viď Proenca (2003).
Tabuľky 4.1 a 4.2 uvádzajú výsledky našej simulácie. V bunkách tabuliek sú
uvedené priemerné odchýlky odhadov od skutočnej hodnoty pravdepodob-
nosti (hodnoty ×103) a vedľa nich v zátvorkách sú uvedené rozptyly týchto
odchýliek cez 100 simulácií (hodnoty ×106).
Z tabuliek 4.1 a 4.2 je vidieť, že odhad 1 v tomto prípade pracuje celkovo
lepšie ako odhad pomocou dekonvolúcie. Najväčší rozdiel medzi odhadmi je
badateľný v prípade 0.8N(1, 1) + 0.2N(7, 2) rozdelenia pre ε ∼ N(0, 0.1). Av-
šak, ako si môžme z tabuliek všimnúť, rozptyl odhadov pomocou dekonvolúcie
je v každom prípade menší ako rozptyl odhadu 1. Pomer medzi rozptylmi
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f(x) = 0.3φ1,1 + 0.7φ7,2
(skutočná hodnota = 0.107)
ε ∼ N(0, 0.1) ε ∼ N(0, 0.5)
Odhad 1: Naivný 2: Dekonvolúcia 1: Naivný 2: Dekonvolúcia
n=500 33.6 (8.4) 47.2 (0.5) 11.0 (37.7) 30.0 (13.3)
n=1000 7.4 (3.8) 37.0 (0.2) 7.0 (17.0) 24.2 (6.2)
n=5000 2.6 (0.5) 31.0 (0.1) 1.7 (3.3) 16.4 (1.4)
Tabuľka 4.1: Priemerné vychýlenie odhadnutej pravdepodobnosti nakazenia za
posledný rok (×103) a rozptyly odhadov cez 100 simulácií (×106).
f(x) = 0.8φ1,1 + 0.2φ7,2
(skutočná hodnota = 0.312)
ε ∼ N(0, 0.1) ε ∼ N(0, 0.5)
Odhad 1: Naivný 2: Dekonvolúcia 1: Naivný 2: Dekonvolúcia
n=500 10.6 (21.0) 57.4 (1.3) 25.8 (97.9) 42.6 (35.4)
n=1000 4.8 (9.8) 48.1 (0.5) 16.5 (48.4) 35.2 (16.6)
n=5000 1.4 (2.2) 40.2 (0.1) 4.7 (13.5) 27.3 (4.2)
Tabuľka 4.2: Priemerné vychýlenie odhadnutej pravdepodobnosti nakazenia za
posledný rok (×103) a rozptyly odhadov cez 100 simulácií (×106).
odhadu 1 a odhadu 2 je menší pre väčší rozptyl náhodnej veličiny ε.
Na obrázku 4.4 je znázornený graf rozdelenia náhodnej veličiny X pre
f(x) = 0.8φ1,1(x) + 0.2φ7,2(x) rozdelenia (tj. hustota fX(x) viď (4.8)) a jej
odhad deﬁnovaný vzťahom (4.3).
V tabuľke 4.3 sú uvedené odhady pre ďalšie dve rozdelenia doby od infekcie.
Za f(x) sme položili hustoty N(1, 0.5) a N(3, 1) rozdelení, ktorým odpovedajú
rozdelenia doby od infekcie (viď (4.8)) a za rozdelenie náhodnej veličiny ε sme
zvolili N(0, 0.5) rozdelenie.
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Obr. 4.4: Graf hustoty náhodnej veličiny X odpovedajúcej f(x) = 0.8φ1,1(x)+
0.2φ7,2(x) rozdeleniu (viď (4.8)) a jej odhadu (4.3) pre jeden výber veľkosti
n=500 (pre väčší detail na intervale [0,5]).
f(x) = φ1,0.5(x) φ3,1(x)
(skutočná hodnota = 0.457) (skutočná hodnota = 0.021)
Odhad 1: Naivný 2: Dekonvolúcia 1: Naivný 2: Dekonvolúcia
n=500 64.2 (184.9) 67.2 (90.5) 6.8 (21.9) 14.6 (12.2)
n=1000 52.9 (97.4) 57.4 (46.2) 6.0 (11.6) 14.0 (7.5)
n=5000 44.4 (25.0) 48.2 (12.0) 4.2 (1.6) 12.6 (1.1)
Tabuľka 4.3: Priemerné vychýlenie odhadnutej pravdepodobnosti nakazenia
za posledný rok (×103) a rozptyly odhadov cez 100 simulácií (×106), ε ∼
N(0, 0.5).
Z tabuľky 4.3 je vidieť, že pre rozdelenie náhodnej veličiny X, ktorého hustota
nadobúda v okolí bodu x = 1 nižšie hodnoty, tj. N(3, 1), je rozdiel medzi
odhadmi evidentnejší.
V ďalšej simulácii sme porovnali odhady pre hustotu náhodnej veličiny X
danú predpisom fX(x) = (0.4−0.08x)I[0,5](x). Za rozdelenie náhodnej veličiny
ε sme volili N(0, 0.1) a N(0, 0.5) rozdelenia. Výsledky simulácie sú uvedené v
tabuľke 4.4.
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fX(x) = (0.4− 0.08x)I[0,5](x)
(skutočná hodnota = 0.360)
ε ∼ N(0, 0.1) ε ∼ N(0, 0.5)
Odhad 1: Naivný 2: Dekonvolúcia 1: Naivný 2: Dekonvolúcia
n=500 4.7 (380.1) 5.6 (204.2) 10.7 (368.2) 10.9 (259.0)
n=1000 2.5 (215.0) 3.4 (96.3) 6.9 (259.1) 7.5 (185.7)
n=5000 0.7 (35.1) 2.1 (14.8) 2.3 (27.8) 3.1 (18.9)
Tabuľka 4.4: Priemerné vychýlenie odhadnutej pravdepodobnosti nakazenia za
posledný rok (×103) a rozptyly odhadov cez 100 simulácií (×106).
Z tabuľky 4.4 je opäť vidieť, že odhad pomocou dekonvolúcie pracuje horšie
ako odhad 1.
Nakoniec vyskúšame, ako pracujú odhady pre ε s Laplaceovým rozdelením. Za
f(x) sme položili hustoty N(1, 0.5) a N(3, 1) rozdelení, ktorým odpovedajú
rozdelenia doby od infekcie (viď (4.8)) a za rozdelenie ε rozdelenie DEx(0, 0.5).
Výsledky sú uvedené v tabuľke 4.5, kde je vidieť, že pre ε s Laplaceovým
rozdelením pracuje odhad pomocou dekonvolúcie lepšie, ako v prípade
normálneho rozdelenia náhodnej veličiny ε.
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f(x) = φ1,0.5(x) φ3,1(x)
(skutočná hodnota = 0.457) (skutočná hodnota = 0.021)
Odhad 1: Naivný 2: Dekonvolúcia 1: Naivný 2: Dekonvolúcia
n=500 54.8 (241.2) 28.1 (902.8) 38.6 (80.9) 25.3 (88.1)
n=1000 44.7 (134.2) 3.4 (621.4) 32.1 (34.1) 17.9 (35.0)
n=5000 35.4 (27.0) 1.1 (138.4) 24.3 (6.3) 10.1 (7.7)
Tabuľka 4.5: Priemerné vychýlenie odhadnutej pravdepodobnosti nakazenia
za posledný rok (×103) a rozptyly odhadov cez 100 simulácií (×106), ε ∼
DEx(0, 0.5).
Z našich výsledkov plynie, že odhad pomocou dekonvolúcie pracuje horšie ako
odhad 1 pre ε s normálnym rozdelením a lepšie pre ε s Laplaceovým rozdelením.
Rozptyl tohoto odhadu je menší ako rozptyl odhadu 1 pre ε normálne a väčší
v prípade Laplaceovho rozdelenia. Pre väčší rozptyl náhodnej veličiny ε je
rozdiel medzi odhadmi menší, rovnako ako aj pomer medzi rozptylmi odhadu
1 a odhadu 2 je menší.
Záver
V úvodnej kapitole tejto práce sme zadeﬁnovali základné pojmy a pojem
konvolúcie a na príklade fotograﬁe sme si ukázali jednu z možností praktického
využitia konvolúcie. V druhej kapitole sme rozobrali jadrový odhad hustoty a
jadrový odhad charakteristickej funkcie náhodnej veličiny. Tieto odhady sme
následne v tretej kapitole využili pri zavedení odhadu hustoty konvoluovanej
náhodnej veličiny pomocou dekonvolúcie.
Z teoretických vlastností, ako aj zo simulácií je vidieť, že odhad pomocou
dekonvolúcie má slabú rýchlosť konvergencie a taktiež, že táto rýchlosť závisí
na šírke chvostu charakteristickej funkcie náhodnej veličiny šumu. Napríklad,
ak má náhodná veličina ε normálne rozdelenie, odhad konverguje pomalšie
ako pre ε s Laplaceovým rozdelením.
V poslednej kapitole tejto práce sme uviedli aplikáciu dekonvolúcie v medicíne,
kde sme odhadovali rozdelenie doby od infekcie u človeka na základe merania
koncentrácie protilátok v krvi. V simulácii sme odhad rozdelenia doby od infek-
cie porovnali s naivným odhadom. Zo simulácie je opäť vidieť závislosť rýchlosti
konvergencie odhadu pomocou dekonvolúcie na rozdelení náhodnej veličiny ε.
Úlohu, ktorú sme popísali v poslednej kapitole tejto práce je možné rozšíriť
na úlohu typu Y = g(X + η) + ν, avšak konvergencia takýchto odhadov by
bola zrejme veľmi pomalá. Možné je aj ošetriť to, že v praxi je zrejme Y ≥ 0,
čo by bolo možné pomocou vhodnej transformácie. Podobne je možné nájsť
množstvo zaujímavých aplikácií v rôznych oblastiach vedy.
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