In this paper, we investigate the air-to-ground multi-traffic backhaul enabled by unmanned aerial vehicle (UAV) equipped with multiple radio access networks (RANs). Faced with the challenging traffic designation problem over diverse RANs, an efficient packet delivery scheme based on multi-priority batch arrival queuing theory is proposed to match various traffics with multiple RANs. Specifically, our contributions are three-fold: 1) The average queuing time of UAV-enabled multi-RAN access is theoretically derived according to multi-priority batch arrival queuing theory. 2) The priority factor and z-type utility function are well tailored by leveraging the derived queuing time. 3) A multiple traffic backhaul strategy is further proposed by exploiting the priority factor and z-type utility function to optimize the packet delivery, i.e., maximizing the delay utility via joint network selection and power allocation for diverse RANs. The simulation results show that the average delay of delay-sensitive packets is reduced by 15%, and the overall packet delivery quality is improved considerably.
I. INTRODUCTION
Due to the flexible deployment and low cost, unmanned aerial vehicle (UAV) is widely used in data backhaul transmission, especially as a kind of relay device to enhance the capacity and spectrum utilization of radio access networks (RANs) [1] - [6] . However, with the explosive increase of user number, the volume of data traffic in RANs has grown exponentially and the traffic types have become more diverse. The high-volume and multi-type data transmission poses new challenges to the UAV-enabled data backhaul over diverse RANs. In traditional communications without UAVs, multi-RAN access transmission strategies are commonly adopted to accommodate the high-volume
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Recently, some work has focused on UAV-enabled communication based on a single RAN, such as WiMAX, LTE, WLAN, respectively [14] - [17] . However, there is little work on data transmission enabled by UAVs over multi-RAN simultaneously. On one hand, multi-RAN access terminals are continually evolving and widely deployed in heterogeneous networks [18] - [20] . With the rapid development of chip technologies, the lightweight communication devices, which can connect to multiple RANs simultaneously, have been available for UAVs and empowered the great potential to enhance UAVs' capabilities of data transmission. On the other hand, when acting as an aerial relay, the high-volume and multi-type data transmission requires that the relay UAV is equipped with multiple RANs to forward user data more efficiently. Thus, it is of vital importance to consider the UAV-enabled data transmission over multiple RANs. In [21] , multi-RAN transmission is realized to boost the transmission performance of UAV in high mobility scenarios. In order to eliminate packet differences caused by heterogeneity, an efficient multipath transmission protocol was designed in [22] . [17] and [20] focus on multi-RAN access and seamless handover, and propose efficient schemes for collecting and transmitting data. However, the authors do not take the highvolume and multi-type data transmission challenges into account, which calls for the advanced queuing theory to schedule diverse data to different RANs while guaranteeing the QoS requirements and maintaining a high efficiency.
Queuing theory is an excellent mathematical tool to model and analyze the procedures of multi-RAN access transmission, and the derived results can provide theoretical guide for the design and optimization of communication strategies [23] - [25] . For instance, a queuing-based traffic assignment scheme is proposed in [26] to attain the effective cooperation of multiple RANs. Based on the proposed parallel RAN transmission model in this literature, an optimization algorithm is proposed to minimize the queuing cost and timeout probability in [27] , and the dynamic fluctuations of available bandwidth and random interference are further considered in [28] . The resource allocation strategy is analyzed by queuing theory in [29] , which helps the considered UAV system to obtain the cloud computing capability. In [30] and [31] , the M/G/1 queuing model is adopted for the capacity analysis of layered UAV networks, and the transmission delay minimization problem is solved to obtain the optimal power allocation scheme for each layer. However, for the highvolume and multi-type data transmission over diverse RANs, a large number of packets usually arrive in batches rather than individually in a short period of time, and different packet types usually correspond to differentiated priority requirements. These two features disable the traditional queuing models, e.g., M/M/1, M/G/1, G/G/1, to capture the performance of multi-RAN data transmission. Thus, in this paper, the performance of multi-RAN data transmission enabled by UAVs is analyzed by leveraging the new multi-priority batch arrival queuing theory, and then a queuing-aware multiple traffic backhaul strategy is proposed to schedule diverse traffics to the most appropriate resource over RANs. The main contributions of this paper are as follows:
• By leveraging the multi-priority batch arrival queuing theory, the average queuing time of multi-RAN access transmission enabled by a UAV is theoretically derived, so that the priority factor for each traffic type can be accordingly determined.
• The priority factor and z-type utility function are well tailored according to the derived queuing time, which is able to relate the traffic type and waiting time to the privileges of resource utilization over different RANs.
• A UAV-enabled multiple traffic backhaul strategy is further proposed by exploiting the priority factor and z-type utility function to optimize the packet scheduling over diverse RANs, and simulations show that the average delay of delay-sensitive packets is reduced by 15% while the overall packet delivery quality is improved. The rest of this paper is organized as follows. In Section II, we establish a UAV-enabled multi-RAN data transmission model. In Section III, the priority factors are finely designed by theoretically analyzing the considered multi-priority batch arrival queuing system, and the delay utility maximization problem is formulated. The multiple traffic backhaul strategy with multi-priority queuing awareness is proposed in Section IV, and the performance of the proposed strategy is evaluated in Section V. Finally, the paper is concluded in Section VI. 
II. SYSTEM MODEL
As illustrated in Fig. 1 , many users move randomly within a certain area, and these users cannot communicate directly with destination areas due to obstacles such as mountains [32] , [33] . There is a UAV hovering above Area A as a relay node, which collects data from users and transmits data to destination Area B by accessing available RANs. When users in Area A need to upload data to the cross-coverage area of RAN {1, 2,..., N }, the data traffic can be transmitted in parallel via multiple dedicated radio links accordingly provided by different RANs.
The users are considered to be divided into multiple levels based on their importance, and the data from these users contains multiple traffic types (such as voice, video, and text).
Both of factors above lead to different priorities in the transmission. A packet is regarded as the unit of transmission, and hence the ''packet type'' of a packet includes two indicators, the level of the user it comes from and the traffic type it contains.
A. PACKET ARRIVAL
Many studies have made great progress in data aggregation and collection [34] - [36] . UAV-enabled data backhaul is very challenging yet makes much sense for remote data aggregation with obstacle, and hence our work focus on the multinetwork data backhaul problem from the relay UAV to the base stations. In our model, the data backhaul process is characterized as a slotted system of multi-RAN transmission. In the interval of several time slots, the relay UAV collects many packets from multiple users at the same time, and therefore the packets arriving at the transmission system are considered to be in batches. At time slot t, there are M packets arrived at the transmission system. To facilitate the description, we denote A(t) = {a m (t) , ∀m ∈ {1, 2,..., M }} as the set of arrived packets in which a m (t) is the m-th packet.
The relay UAV is relatively stationary above Area A, which can maintain the stability of radio channels [37] , and thus the considered packet queuing and scheduling system can be statistically stated more concisely. Specifically speaking, data packets arrive at the transmission system in batches, and the arrival probability of these batches conforms to the Poisson distribution with a mean of λ. For statistical expression, E [M ] is denoted as the average number of arrived packets in each batch during a period of time. The sending users of the arrived packets are divided into l u levels, and these packets contain l i traffic types. Therefore, the number of packet types is represented as K = l u l i , and the average number of packets belonging to type k is E [M k ] , ∀k ∈ {1, 2, . . . K }.
B. PACKET TRANSMISSION
After being received by the relay UAV, multiple packets are cached in the buffer as a queue, which requires a set of priority factors to express the different requirements of packets. To avoid too many low-priority 1 packets being dropped due to timeouts, an excellent priority factor setting needs to balance the average transmission time of packets in the queue. Due to the limitation of UAV hovering area, the available networks have less variability in a period of time, and the number of these networks can be considered to be invariable. Therefore, it is meaningful to analyze the average transmission time of packets by queuing theory. The general queuing model does not fully characterize the actual allocation process of this slotted system [38] . Thus, considering the characteristics of diverse packet types and batch arrival, the multi-priority batch arrival queuing theory is used to describe the statistical characteristics of our considered problem.
In the multi-priority queuing system, the packets in queue are transmitted in order of priority, and the packets with the same priority have equal transmission probability. To make the multi-priority system perform better, we define a noninteger priority factor θ k of each packet by taking into account both the packet type and the urgency of packets, which can be written as
where θ k,0 is the initial priority factor based on the importance of packet type k, and W k is the average queuing time of this packet type with W k,th denoting its threshold. It is worth noting that as W k approaches W k,th , the urgency of packet transmission increases, and accordingly the packets of type k should have a higher priority, i.e., a greater priority factor. The packets with larger priority factors have higher priorities in the transmission, which means that these packets are assigned to the better RANs 2 . At time slot t, there are N available RANs and R(t) = {r n (t) , ∀n ∈ {1, 2,..., N }} is denoted as the set of available RANs. We assume that each RAN provides a dedicated radio channel for data backhaul, and therefore N accessible RANs correspond to N radio backhaul links. The network selection scheme of packets is represented as a matrix S of M × N size, in which the element S m,n ∈ {0, 1} indicates whether the packet a m (t) is allocated to the network r n (t) or not. This element has another implication that if N n=1 S m,n = 0 then the packet a m (t)
is actively discarded in this allocation.
When packet a m (t) is transmitted in network r n (t), the achievable transmission rate of this packet can be expressed by Shannon's capacity formula as
where B m,n is the bandwidth allocated to the packet a m (t) and g m,n is the signal-to-noise ratio when this packet is transmitted in network r n (t).
The air-to-ground (A2G) channel model in [39] is adopted to represent the transmission signal-to-noise ratio between the UAV and the base station, and it can be expressed by
where P BS n is the received power of BS n , which is the base station of the network r n (t), and σ 2 is the variance of additive white Gaussian noise (AWGN) with zero mean. In addition, P m,n is the transmit power of the packet a m (t) from the UAV, and PL avg,m is the average channel attenuation in decibel. The calculation of the average channel attenuation should consider two cases, line of sight (LoS) and non-line of sight (NLoS) connections, and therefore can be expressed as
where p los,m is the probability of LoS transmission as shown in Eq. (5) , and the probability of NLoS transmission can be expresses as p nlos,m = 1 − p los,m .
In p los,m , A and B are constants determined by the transmission channel, and ϑ = sin −1 H m,n /d m,n is the sine angle of the UAV height H m,n relative to the transmission distance d m,n . Furthermore, the two types of channel attenuation can be denoted as
where χ los and χ nlos are the additional attenuation factors, and f m is the carrier frequency and c is the speed of light. Due to that all packets of different traffics queue together in the same system, the service rate of this considered system can be derived from the total transmission rate of all packets. At time slot t, the total transmission rate of all packets can be denoted as
and the size of each packet a m (t) is denoted as η (a m (t)).
Since the queuing theory studies the statistical characteristics of the transmission system, the average packet sizeη =
η (a m (t)) is used in the queuing analysis, and thus the service rate of the transmission system can be expressed as µ = C total η in packets/s. More factors affecting transmission quality will be further considered in Section III-B. For the sake of maximizing the efficiency of multi-RAN transmission and satisfying the requirements of diverse packets, an excellent priority factor setting and a high-efficiency packet delivery scheme are needed, and both of them are described in detail in Section III.
III. PROBLEM FORMULATION
In this section, the optimization problem is described by two subsections. In Section III-A, the average queuing time of multi-priority batch arrival queuing system is derived, and then a priority factor based on the importance and urgency of packet is given. In Section III-B, the z-type utility function and ''satisfaction factor'' (SF) are used to control the packet delivery process, then the optimization problem of maximizing the total delay utility is proposed.
A. PRIORITY FACTOR
The definition of priority factor θ k is given in Eq. (1) . Expect for the fixed θ k,0 and W k,th , W k is a variable that changes with the queue status in the system. For the high-volume and multitype data transmission, a large number of packets arrive in batches in a short period of time, and different packet types correspond to differentiated priority requirements. Therefore, the queuing status of this transmission system is analyzed by the multi-priority batch arrival queuing theory in this subsection.
Without loss of generality, we assume that each packet type has a different priority, in which case the number of priorities is the same as the number of types and the average number of packets belonging to priority k can also be denoted by
For brevity, we further assume that the packets in the transmission system have been sorted by priority, and a smaller value of k corresponds to a higher priority. As illustrated in Fig. 2 , the transmission system is considered to be a queue with infinite capacity [40] , [41] , and data packets arrive in batches with the rate λ, and leave in order of priority with the service rate µ. Specifically speaking, the arrival probability of each batch conforms to the Poisson distribution with a mean of λ, and the leaving probability of packets conforms to the exponential distribution with a mean of µ. It is very complicated to solve the queuing model with the traditional method of Chapman-Kolmogorov equation [42] , so a more subtle method is employed to calculate the average transmission time of these packets.
The initial priority depends on the importance of packet type, which further determines the order of packets in the queue. When a batch of packets arrives at the queuing system, a packet with priority k not only has to wait for packets with higher priority (i.e., 1, 2, . . . k − 1) to be served, but also waits for packets with the same priority queued in front of itself. For the latter, a packet with priority k needs to wait j µ when it is served as order j (j ∈ {1, 2, . . . E [M k ]}) within this priority, and therefore the average waiting time of packets with priority k in a batch can be expressed as
where
µ is the service time of packets with higher priorities, and P E[M k ],j = 1 E[M k ] is the probability of the packet being served as order j in this priority.
There may exist packets from the previous batch in the queue when this batch of packets arrives. Assuming that when the current batch arrives, there are n packets belonging to the previous batch in the queuing system, then the waiting time of the current batch is increased by n µ. Considering the impact of the previous batch, the average queuing time of each packet in the current batch can be obtained as
where p n is the probability that there are n ∈ {1, 2, . . . ∞} packets from the previous batch in the queuing system, and E [T wait |n] = n µ + t k is the average queuing time of packets with priority k when the value of n is given. In a steady state queuing system, p n is satisfied with
where L s is the average queuing length. Substituting (8) (10) into (9), the average queuing time can be represented as
In the multi-priority batch arrival queuing model, the average 
are introduced without special meanings to denote the different items of W k , which helps to simplify the formula. The data traffic in the multi-RAN transmission system fluctuates continuously, resulting in a dynamic change of λ, µ and E(M ). Therefore, the queuing system needs to be dynamically adjusted at any time. By taking into account the previous results and current statistical information, when each batch of packets arrives at the queuing system, θ k is updated with
where θ k,old is the priority factor of the last update, and in the initialization stage of the update process, θ k,old is an integer parameter obtained by ranking the importance of packet type and the same as θ k,0 in Eq.(1). To facilitate the calculation in Section IV-A, the priority factor of each packet can be normalized according to its proportion as
where K (x) is a type characteristic function of packet x.
For each data packet a m (t), K (a m (t)) is used to indicate its packet type, which can be obtained from the package information of this packet. It is notably different from k, which represents the index of each type. From the definition above, the priority factor is obtained by analyzing the queuing state of the transmission system, and will be applied to the resource allocation model in Section III-B.
B. RESOURCE ALLOCATION FORMULATION
In this subsection, we model the multi-RAN data transmission problem in Section II as the maximization of total delay utility, which helps to design a high-efficiency transmission scheme. First of all, ''Satisfaction Factor'' (SF) is designed to indicate the network performance differences for each packet type, and, by weighting this factor, the transmission rate C m is converted to the effective transmission rateC m . Subsequently, the z-type utility function is established to express the relationship between the remaining lifetime and the transmission delay, by which the delay utility function U m (C m ) is obtained. Finally, the priority factor given in Section III-A is used to tune the allocation of network resources, and an optimization problem to maximize the total delay utility is modeled. The specific details are as follows:
1) SATISFACTION FACTOR
For data backhaul, the transmission performance over different RANs may be different for the same packet. To further consider the impact of packet type on transmission performance, the ''Satisfaction Factor'' is designed to indicate the network performance differences for each packet type.
The performance of RAN is affected by network parameters, including decoder, jitter, congestion, security, bandwidth, etc. By considering these parameters, SF can be calculated based on the following three steps. 1. Quantify the parameter effect of packet type k to network n by the method mentioned in [43] , and the i th related parameter is denoted as ϕ i k,n ∈ [0, 1]. These network parameters can be divided into two types, one is measured as a precise value (such as bandwidth), and the other is expressed as a relative value (such as decoder) as described in [10] . 2. τ i is used to indicate the importance of the i th network parameters and satisfies i τ i = 1. By adding weight values τ i to the quantized parameters ϕ i k,n , the SF value of packet type k to network n can be obtained as
3. Normalize the SF value at step 2), which is finally expressed as
where max{SF k,n } is the maximum SF value in R(t).
Considering both the transmission quality and rate requirements, the effective transmission rate of packet a m (t) is defined by weighting ε k,n as
2) DELAY UTILITY FUNCTION
Besides the packet type, the remaining lifetime is also attached with a packet [44] . The remaining lifetime is considered by setting a transmission delay threshold in our model, and once this threshold is exceeded, the packet is immediately discarded. Now we introduce a z-type utility function mentioned in [45] to show the relationship between the transmission rate of each packet and its delay threshold. This utility function is denoted by
where α is a non-negative sensitive factor, T (a m (t)) is the transmission delay threshold of each packet, and η(a m (t)) is its packet size. The property of the utility function is introduced as follows. When the transmission time is less than the delay threshold, the value of this utility function approaches 1. On the contrary, it approaches 0. The variable α is used to control the sensitivity of this function, and the larger α means a faster trend and higher sensitivity, and hence an appropriate value can reflect the relationship between the transmission delay and its threshold more accurately.
3) DELAY UTILITY MAXIMIZATION
As mentioned in Section III-A, both the importance of packet type and the urgency of packet transmission are considered by θ * K (a m (t)) , which is subsequently adopted to control the value of the utility function. Taking into account the priority factor and the z-type utility function, the problem of traffic assignment is modeled as the maximization of total weighted utility, which is formulated as
where W * K (a m (t)) is the average queuing time of the packet type to which a m (t) belongs, and θ * K (a m (t)) is its priority factor. Constraints (21a) and (21b) ensure that a packet can only be assigned to one network and allow packets to be actively dropped in the worst cases. Inequality (21c) is a constraint to limit the number of packets allocated to each network, avoiding situations where most packets are allocated to a better RAN and the poor-performance RANs are not used at all, in which ω 1 and ω 2 are the minimum and maximum average queuing time in current period, respectively. (21d) means that the transmit power is non-negative, and in (21e), the sum of all transmit power is limited by the total maximum instantaneous power P max . Constraint (21f) aims to improve the fairness within packets of the same type, and the difference between the effective transmission rates of packets belonging to type K (a m (t)) is limited to be less than 2σ m .
In our optimization problem, the queuing state information of the transmission system is adopted to guide the actual packet delivery process, which enables that more network resources are assigned to type-critical or delay-sensitive packets under the premise of fairness. When the network resources are sufficient, not only the requirements of each packet are satisfied, but also the remaining resources tend to be allocated to the important or urgent packets.
IV. ALGORITHM DESIGN
The optimization problem in (20) and (21) is a mixed integer nonlinear programming (MINLP) problem, including both binary S m,n and real P m,n variables. Obviously, this is an NPhard problem. In order to simplify the solving, we divide this problem into two sub-problems corresponding to network selection and power allocation, respectively, and the solutions to binary variables and real variables are achieved separately.
A. NETWORK SELECTION
In order to obtain the network selection scheme, the impact of the power allocation on the transmission rate is temporarily not considered. In the process of initializing parameters, the power allocated to each packet type is proportional to the priority factor θ * k , and the power of the same-priority packets is equal, which can be expressed as
where M K (a m (t)) is the number of packets of type K (a m (t)).
It is evident that P m,n > 0 and M m=1 N n=1 S m,n P m,n = P max for each packet, which satisfies the constraints (21d) and (21e). (21f) may not be considered when only network selection is concerned. Therefore, for the network selection scheme, the original optimization problem in (20) and (21) can be simplified as
When P m,n is given, the function in (24a) and its constraints are linear, and hence the original MINLP problem is transformed into a binary linear programming problem. Regarding the networks R(t) as factory workers and the packets A(t) as work tasks, this optimization problem can be formulated as a 0-1 assignment problem. For the same work task, each factory worker needs a different processing time. Identically, the transmission performance over different networks is differentiated for the same packet. In the classical assignment problem, the relationship between the task and the worker is represented by a matrix of processing time, which involves the delay utility in our model by analogy.
Considering the scenario with a large amount of data and therefore assuming M ≥ N , the network selection problem would be deemed as a special assignment problem that one worker can accomplish multiple tasks, that is, one RAN can transmit multiple packets.
For our network selection scheme, this problem is solved by the classic Hungarian algorithm. To solve this assignment problem, constraint (24c) needs to be deformed to a specific number range of packets that each network can receive, which is written by
where x and x are the floor and ceiling functions of x, respectively. Subsequently, (25) is used as a constraint in the specific solution process. Since the number of packets is not equal to the number of networks, it is necessary to fill the gaps in the matrix with 0. Specifically, the network selection strategy can be represented as Algorithm 1.
B. POWER ALLOCATION
After the network selection scheme is determined, the original optimization problem can be transformed into a nonlinear programming (NLP) problem, which is reformulated as
s.t. P m,n ≥ 0, ∀m, n, 
In the procedure of solving, the Lagrangian dual method is first used to transform the original NLP problem into a concave problem, which is easier to solve, and the conjugate function is further introduced to enable this transformation. Subsequently, the gradient descent method is adopted to obtain the optimal solution that satisfies the Karush-Kuhn-Tucher (KKT) condition. The specific details are as follows:
1) LAGRANGIAN DUAL METHOD
To deal with nonlinear constraints, the original NLP problem can be equivalently represented as a Lagrangian function. With the Lagrangian factors ς m , ζ m , and ξ , the Lagrangian function is shown in (28) at the bottom of the previous page.
Regardless of the convexity of the original problem, its dual problem is always concave and therefore easier to solve [46] . In order to simplify the solution of the Lagrangian function, it is necessary to first obtain its dual problem, which is expressed as
The conjugate function is introduced to represent the above dual problem, and can be denoted as
where y = M m=1 N n=1 ξ S m,n and function f (P) can be shown as
With the conjugate function, the dual problem can be specifically expressed in (29) , as shown at the bottom of the previous page. It is worth noting that, except for f * (y), the other parts in (29) are independent of P m,n , and hence the optimal solution can be obtained by deriving f * (y) and setting it to zero as
The left side of this formula is specifically expressed in (30) , as shown at the bottom of the previous page, whereC m,n is the derivative ofC m,n , and can be expressed as C m,n = ε K (a m (t)),n B m,n ln 2 10 PL avg,m /10 σ 2 + P m,n .
2) GRADIENT DESCENT METHOD
The Karush-Kuhn-Tucher (KKT) condition is a necessary condition for the optimal solution to nonlinear programming, which requires that the optimal solution to the dual problem should satisfy the conditions in (36) below.
Therein, (36c) is a complementary relaxation condition. Moreover, the gradient descent method is adopted to attain the optimal P m,n that satisfies the KKT condition, and the iterative expression of P m,n can be written as
where β > 0 is a constant step size, and [x] + = max {x, 0}. In this iterative process, ς m , ζ m and ξ can be updated by using P i m,n obtained in (37) . With the non-negative step vectors {γ 1 , γ 2 , γ 3 }, they are shown as
This process stops until it met P i m,n − P i−1 m,n < δ, where δ is the iterative precision. The above power allocation strategy is summarized in Algorithm 2.
V. SIMULATION RESULTS
In this section, simulations are conducted to evaluate the performance of our proposed algorithms. Based on the transmission scenario in Fig. 1 , it is assumed that the users with l u = 3 levels move in a certain area, and transmit multiple packets of l i = 5 traffic types via the relay UAV. The relay Algorithm 2 Power Allocation Algorithm Input:
(1) Set β, γ 1 , γ 2 , γ 3 ;
(2) Set δ and iterations limit κ;
(3) Initialize ς 0 m , ζ 0 m , ξ 0 and P 0 m,n . 1: while i ≤ κ do 2: Calculate P i m,n by gradient descent method:
Update ς i m , ζ i m and ξ i with the obtained P i m,n :
S m,n P m,n − P max + ; 4: if P i m,n − P i−1 m,n < δ then 5: break; 6: else 7: i ⇐ i + 1; 8: end if 9: end while 10: optimization results P * m,n ⇐ P i m,n ; 11: return P * m,n ; Output: optimal power allocation scheme P * m,n .
UAV serving this area can access N = 6 networks, and the basic parameters of each network are shown in Table 1 , and the network parameters affecting SF are specified in [0.6, 1]. The basic parameters of the A2G channel model referring to [47] are shown in Table 2 . We introduce two related allocation algorithms in order to compare the performance. The dynamic resource management (DRM) algorithm in [48] is based on the dynamic queuing theory for resource allocation, and the computationally efficient adaptive (CEA) algorithm in [49] approaches the optimal solution of MINLP by the normalized least mean square method. For comparison, the objective function of CEA algorithm is shifted to maximize the delay utilization of each packet in our simulations, which meets the backhaul requirements of different packet types.
In Fig. 3 , the delay performance of five type packets by different algorithms is depicted. When network resources are sufficient, the delay requirements for each type are met. Compared with the CEA algorithm, the average delay of delay-insensitive packets is less changed, while the average delay of delay-sensitive packets is decreased by 15%. This is because the proposed algorithms allocates more resources to delay-sensitive or high-priority packets. Since the maximum instantaneous power P max in each slot is limited, the transmission delay of delay-insensitive packets increases slightly.
In Fig. 4 , as the arrival rate of packets increases, the average delays of all algorithms show steady growth trends. It can be clearly seen that the proposed algorithms outperforms other algorithms in terms of the overall average delay, especially for the delay-sensitive packets. This is because the proposed algorithms make each packet get a larger transmit power, and a suitable transmission interval, which can further reduce the average delay. Fig. 5 shows the differences in the delay performance for the packets in different priorities. The high-priority packets have a smaller average transmission delay, which means that more network resources are allocated to the packets in higher priority. It is worth noting that as the packet arrival rate increases, the delay growth trends of delay-insensitive packets gradually slows down. This is because the proposed algorithms preferentially satisfies the delay requirement of each packet, so that the delay will slowly increase and eventually remain at the delay threshold. Fig. 6 and Fig. 7 shows the impact of the satisfaction factor ε k,n on the overall performance of our proposed algorithm. Compared to the network selection scheme in which the satisfaction factor is not considered, the satisfaction of each packet is significantly improved in Fig. 6 , and the total effective transmission rate has increased dramatically in Fig. 7 , while the total transmission rate decreases slightly. These results all indicate that the packets and the networks are better matched, and the transmission requirements of each packet are met as much as possible. Finally, we investigate the spectral efficiency issue, which is used to describe the utilization of the backhaul link for each RAN, and is expressed as Table 1 shows the performance differences of the available networks, where RAN 4 has better network parameters than RAN 3. In Fig. 8 , it can be seen that the betterperformance RAN 4 always has higher spectral efficiency than RAN 3 although the maximum available instantaneous power maintains changing, which indicates that the network resources are relatively appropriately utilized. All the simulation results are averaged over a large number of transmissions in a long period of time, e.g., 10s, except the data presented in Fig. 6 , which is the instantaneous result of a single transmission.
VI. CONCLUSION
In this we study the UAV-enabled data backhaul transmission over diverse RANs. To evaluate the performance of the considered data transmission system theoretically, the average queuing time is first derived by employing the multi-priority batch arrival queuing theory. Then, under the guidance of the derived queuing time through the finely-designed priority factor and z-type utility function, a multiple traffic backhaul strategy, including network selection and power allocation, is further proposed to maximize the total delay utility. Compared to the existing schemes, our proposed scheme reduces the average transmission delay of delay-sensitive packets by 15%, and renders a better match of packets with diverse RANs. 
