Abstract: Group-prior based regularization method has led to great successes in various image processing tasks, which can usually be considered as a low-rank matrix minimization problem. As a widely used surrogate function of low-rank, the nuclear norm based convex surrogate usually lead to over-shrinking phenomena, since the nuclear norm shrinks the rank components (singular value) simultaneously. In this paper, we propose a novel Group-prior based nonconvex image compressive sensing (CS) reconstruction framework via a family of nonconvex nuclear norms functions which contain common concave and monotonically properties. To solve the resulting nonconvex nuclear norm minimization (NNM) problem, we develop a Group based iteratively double-reweighted nuclear norm algorithm (IDNN) via an alternating direction method of multipliers (ADMM) framework. Our proposed algorithm can convert the nonconvex nuclear norms optimization problem into a double-reweighted singular value thresholding (DSVT) problem. Extensive experiments demonstrate our proposed framework achieved favorable reconstruction performance compared with current state-of-the-art convex methods.
I. Introduction
Image compressive sensing (CS) reconstruction [1] [2] is a classic topic in low-level vision task, which has been widely studied in last decade. The goal of CS is to reconstruct a high-quality image or sequence from a small number of random measurements , and one of the main technical challenges for CS is how to reduce the measurements whereas obtain high-quality images. Typical applications of CS include radar imaging [3, 4] , channel estimation in communications systems [5] [6] [7] [8] [9] , signal detection [10] [11] [12] [13] [14] , electrocardiogram signal reconstruction [15] , magnetic resonant imaging (MRI) [16] [17] [18] , and especially in image processing [19] [20] [21] .
The reconstruction of high-quality images from a small number of measurements is a typical ill-posed inverse problem, it is well-known that the prior knowledge and sparse representation the resulting nonconvex optimization sub-problem. Our proposed IDNN algorithm consists of two stage: we first develop a iteratively reweighted nuclear norm (IRNN) algorithm by observing that all gradients of nonconvex surrogate function are nonnegative and monotonically increasing in [0, ∞), and then proposed a double-reweighted strategy to avoid the over-shrinking on each singular values. At last, we evaluate the proposed nonconvex framework by using several well-known nonconvex penalty functions of logarithm, MCP and SCAD on the classic image CS reconstruction problem.
The remainder of this paper is as follows. In the second section, we will review the group-prior theory and develop a Group-prior based image CS reconstruction framework via a family of nonconvex nuclear norm functions. In the section III, we will propose our iteratively doublereweighted nuclear norm algorithm via ADMM strategy. Section IV provides simulation results compared with current state-of-the-art methods to demonstrate the effectiveness and priority of our proposed framework. Finally, a brief summary will be concluded in section V.
II. Group-prior based Nonconvex Nuclear Norm Framework for

Image CS Reconstruction
Traditional patch-based sparse representation modeling is inaccurate, because each patch is considered separately and the relationship among patches is ignored. The new group-prior based model can represent the image in the domain of group, which not only enhances intrinsic local sparsity, but also enhances the nonlocal similarity simultaneously [28] . This section will first develop a Group-prior based Image CS Reconstruction framework via low-rank minimization, which benefits from the low-rank property of each group, and then propose a nonconvex nuclear norm framework to enhance the low-rank reconstruction performance by extending a family of typical nonconvex surrogate penalties on singular values of the group matrix.
Group-prior based Image CS Reconstruction via low-rank minimization
For every original image ∈ ℝ √ ×√ , which can be divided into overlapped patches , = 1, 2, ⋯ , with the size of √ℬ × √ℬ , ℬ < . Given a searching window with the size of × for each patch , its best matched patches will be searched using the well-known Euclidean distance as the similarity criterion, and the set of these best similar patches denotes .
Next, its best matched patches are stacked into a matrix with the size of ℬ × , denoted by
, where each patch can be vectorized as G , ∈ ℝ ℬ ×1 , = 1,2, ⋯ , as the columns. Such matrix G with patches containing similar structures is named as group, we define the construction process of group as G = ( ), where the operator
denotes the group construction operator from . Different form the traditional patch-based sparse representation model, the GSR model can exploit the nonlocal self-similarity and enhance the local sparsity by using the group as basic unit for sparse representation. In general, the image compressive sensing observation model can be expressed as = + (1) where denotes the random projection matrix with the size of × , ( < ), and are the desired image and the additive noise. Suppose the original image ∈ ℝ (also ∈ ℝ √ ×√ ) can be sparse in the certain basis or domain , denotes as = .
Based on the CS theory, if the measurement matrix satisfies the so called restricted isometry property (RIP) [2] , then the CS reconstruction problem can be resolved by the following regularization method
where (•) denotes regularization term, e.g., 1 -norm, which measures the sparsity degree of image in the domain , and can provide the necessary prior knowledge for minimization, the regularization parameter control the tradeoff between the fidelity term and the regularization term.
Accordingly, after stacking the related similar patches to generate the group G ∈ ℝ × , = 1,2, ⋯ , , each group G containing the patches with similar structures, hence, the matrix G has a low-rank property. By incorporating the low-rank prior for CS reconstruction problem, the optimization problem (2) can be turned into the following matrix low-rank minimization problem
where ( G ) is the rank of matrix G .
Modeling of nonconvex nuclear norm framework
Considering the following low rank matrix recovery problem
where the operator (⋅) denotes the linear mapping, can be an observation matrix or vector with the size of ( ), and ‖⋅‖ presents the Frobenius norm. It is often a challenge problem to solve the above low rank optimization problem (9) and the rank function is usually relaxed as the convex nuclear norm, ‖ G ‖ * = ∑ | ( )|, where ( ) denotes the singular values of matrix .
Same to the above low rank minimization problem, the low-rank based image CS reconstruction problem (3) is a NP-hard problem, after replacing by the popular convex nuclear norm, the NNM based optimization problem can be expressed as
where ‖ G ‖ * = ∑ | ( G )| denotes the nuclear norm, and ( G ), = 1,2, ⋯ , = ( , ) are the singular values of matrix G . Although the above model (5) can incorporate the low rank prior knowledge, the NNM usually treat different rank components (singular values) equally and simultaneously, hence it cannot achieve the approximation of the low-rank accurately. Recently, the nonconvex penalized regularization methods have shown great potential to improve the sparse recovery performance, typical nonconvex surrogate function include the function [31] , Smoothly Clipped Absolute Deviation (SCAD) [33] , Logarithm function [34] , and Minimax Concave Penalty (MCP) [35] , etc.. Accordingly, the nonconvex NNM can improve the convex surrogates based minimization effectively. In this paper, we employ a class of nonconvex functions to regularize the sparsity, then our proposed image compressive sensing reconstruction framework can be expressed as 
(2) the smoothly clipped absolute deviation (SCAD) function [33] :
(3) the logarithm function [34] :
(4) the minimax concave penalty (MCP) function [35] :
(5) the laplace function [40] :
(6) the exponential-type penalty (ETP) function [41] :
(7) the capped 1 function :
(8) the geman function:
III. Iteratively Double-reweighted Nuclear Norm Algorithm
To solve the nonconvex optimization problem (6), we propose a Group prior based iteratively double-reweighted nuclear norm (IDNN) algorithm which consists of three stages: Firstly, the alternative direction method of multipliers (ADMM) framework is applied to our non-convex minimization problem. Secondly, we develop an iteratively reweighted nuclear norm (IRNN) algorithm for the G -subproblem by observing that all gradients of nonconvex surrogate function are nonnegative and monotonically increasing in [0,∞). Thirdly, the double-reweighted strategy is utilized to avoid the over-shrinking on each singular values.
ADMM framework for Group-prior based nonconvex nuclear norm model
The alternative direction method of multipliers (ADMM) framework is an efficient and effective approach for large-scale optimization problem, which can split the constrained minimization problem into several constrained sub-problems, and thus only using a small memory footprint [42] . In the first stage, we first considering the optimization model (6) , by introducing the auxiliary variable , then
Then we have the following three iterative step
Then the optimization problem (15) can be split into two sub-problems (16) to (17) .
(A). -subproblem
The -subproblem of (16) is a strictly convex minimization problem, which has a closed-form solution expressed as
where denotes the identity matrix. It is often inefficient to achieve the solution by (19) directly for CS reconstruction problem, since without specific structure of observation matrix . To avoid the computing of matrix inverse, here, we employ the gradient descent method to solve the subproblem of (19) by [28] ̃= − (20) where the parameter is the optimal step, denotes the gradient direction of
After achieving , the G -subproblem can be expressed as
where
. The problem of (22) is a typical denoising problem, where denotes the noisy observation of [39] . However, it is difficult to solve the problem (27) because of the complicated structure of the regularizer. By grouping the similar patches to generate the
and ‖ − ‖ 2 2 , then we
(23) where = × × . Then the problem of (22) can be transformed into the following subproblems ̂= arg min
where = . For each group , we have
Iterative reweighted algorithm for nonconvex nuclear norm minimization
This subsection will develop an iterative reweighted algorithm for nonconvex NNM problem (25) . According to the Definition 1, we can observe that all the nonconvex function contain common properties: concave and monotonically increasing on [0, ∞). We first give the definition of supergradient for all the nonconvex functions defined in (26) to (33) .
Definition 2
The corresponding supergradient can be described as (1) the supergradient of
(2) the supergradient of Smoothly Clipped Absolute Deviation (SCAD)
(3) the supergradient of Logarithm
(4) the supergradient of Minimax Concave Penalty (MCP)
(5) the supergradient of Laplace
(6) the supergradient of Exponential-Type Penalty (ETP)
(8) the supergradient of Geman
We can easily observe that their super-gradients are nonnegative and monotonically decreasing, thus we can propose a general solver for the problem (25 
In this paper, since the function of (•) is concave on [0, ∞), according to the Definition 2 of the super-gradient, and the Lemma 1, we can have
Where ̃∈ [ ( ( G ))] , termed as the first-reweight here. 
Double-reweighted strategy for nonconvex nuclear norm minimization
In the second stage, the second-reweighted strategy is utilized to avoid the over-shrinking on each singular values. Based on the optimization model (6), we have connected the Group-prior with a family of nonconvex nuclear norms for image compressive sensing problem. According to the theory of low rank minimization, the rank of a certain matrix only corresponds to the larger nonzero singular values, what's more, larger singular values often contain more information of matrix. For better approximate the rank of the group-matrix, hence, the larger singular values should be shrank less, and the smaller ones should be shrank more. Inspired by the reweighted 1 minimization [45] , we propose a more flexible and effective reweight strategy for corresponding singular value ( G ) to avoid over-shrinking, termed as the second-reweight here, it can be expressed as
, and the small constant parameter can prevent the denominator from zero, e.g., 10 −2 . Then our proposed double-reweighted strategy can avoid over-shrinking by weighting to each singular value effectively. Then the close-form solution of (41) can be achieved by
After achieving all ̂, = 1,2, ⋯ , , then we can obtain the desired image by
where the (⋅) denotes the transpose grouping operator, which can reconstruct the original image from the group.
Summary of the IDNN Algorithm
The whole procedure of our proposed algorithm of IDNN can be shown in the Algorithm 1.
Algorithm 1 Proposed Iteratively Double-reweighted Nuclear Norm Algorithm (ADMM-IDNN)
Input: The Observation , the compressed sampling matrix ;
, 
Until the maximum iteration number is reached
Output: The reconstructed image ( +1) .
IV. Experimental Results
In this section, we employ sevral classical cases of MCP, SCAD and logarithm function as surrogates to evaluate the performance of our proposed nonconvex framework for compressive sensing reconstruction tasks. Because of the original image is unknown, this paper employ the result of a state-of-the art algorithm MH [46] as initialization for our proposed framework. It is the fact that the parameters in Algorithm 1 have great effects on the reconstructed performance, include the regularization parameter , the penalty factor , and the best number of patch . We will first employ an adaptive scheme for updating the regularization parameter , and choose optimal values of and by experiments. Then we analysis convergence of our proposed algorithm for the nonconvex optimization problem. To better illustrate the performance, we compare the performance of proposed algorithm with several state-of-the-art convex compressive sensing reconstruction algorithms. We introduce two metrics to evaluate the reconstruction performance of all algorithms, namely, the peak signal-to-noise ratio (PSNR) and the metric feature similarity (FSIM) [47] . All the natural images for experiments are listed in the Figure 1 . 
Parameters setting
From the Algorithm 1, we can find that there are some important parameters, the regularization parameter , the penalty factor , and the optimal number of similar patch , and other parameters, such as the patch size of √ℬ × √ℬ . Empirically, in this paper, we will set the block size as 32 × 32, and the patch size is set to be 6 × 6, and the searching window is set to be 20 × 20 for all the experiments. It is the fact that these parameters play a key role for optimization, which can balance the fidelity term and the regularization term. To adaptively balance their relationship, we employ an adaptive scheme which based on the maximum a posterior [27] , expressed as 
where 2 denotes the deviation of , and represents the variance of , the small positive constant will prevent the denominator from zero. To evaluate the effects of other two parameters for the reconstructed quality and choose optimal parameters, in this subsection, we plot the PSNRs curve and FSIMs curve for our proposed algorithm versus and respectively. For the penalty factor parameter, we empirically choose ∈ [10 −6 , 1], where we fix other parameters and then evaluate the PSNRs and FSIMs. We choose the typical image 'House' to carry out the experiments under three different sampling rates of 0.2, 0.3 and 0.4. Figure 1 For the best match parameter , we conduct experiment employ the surrogate functions of Logarithm and SCAD employ several typical images for experiments, and we fix the sampling rate to be 0.2, 0.3 and 0.4 for Logarithm function and SCAD function. Figure 3 (a) and (b) plot the PSNRs curve and the FSIMs curve versus , from the results we can also observe that the proposed algorithm is not sensitive to the parameter , and can achieve the favorable PSNRs and FSIMs when the ∈ [60,100] , however, we empirically find that a larger will bring higher computational time cost. Hence, in this paper, we set = 60 for all of our following experiments. 
Convergence analysis
Although the nonconvex penalized regularization model can obtain better performance that the convex surrogate, it is tractable to demonstrate the convergence of our proposed algorithm. In this subsection, we will present the convergence property of our proposed algorithm visually by the PSNR curve versus the iteration number. Figure 4 (a)(b) and (c) present the PSNRs curves for Logarithm function, MCP function and SCAD function under different sub-sampling rates, from the results we can observe that our proposed algorithm for the nonconvex framework contains good convergence property. 
Comparisons with state-of-the art approaches
To demonstrate the effectiveness of our proposed algorithm, we employ four representative convex compressive sensing recovery algorithms for comparisons, include the algorithms of BCS [48] , SGSR [49] , ALSB [50] and JASR [51] . The selection of ( , ) is list in the table I for different sub-sampling rate and surrogate functions. Table II and III list the PSNR and FSIM of four convex state-of-the art algorithms and our proposed nonconvex algorithm under five different sampling rate of 0.1, 0.2, 0.3, 0.4 and 0.5. We can observe that our proposed nonconvex Group-prior model can obtain higher PSNR values and FSIM values. To make a visual comparison, we choose three typical images of boats, leaves and monarch for 0.1 measurements, and choose fingerprint and leaves for 0.2 measurements. It can be seen that our proposed algorithm can reconstruct image with higher quality. 
Conclusion
This paper targeted at compressive sensing image reconstruction by applying the nonconvex surrogate of 0 -norm on the singular values to approximate the group sparse representation (GSR) based low-rank function, and utilized the typical Logarithm function to regularize the sparsity. To solve the resulting optimization problem, we propose an iteratively reweighted NNM algorithm based on the ADMM framework. Considering the fact that the regularization parameter plays a crucial role for the reconstruction quality, we employ an adaptive scheme to make the tradeoff between the fidelity term and the regularizer. Experimental results show that our proposed algorithm can enhance the low-rank matrix recovery compared with the state-of-the-art convex algorithms.
