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Abstract
We propose a boundary value correction approach for cases when curved bound-
aries are approximated by straight lines (planes) and Lagrange multipliers are used to
enforce Dirichlet boundary conditions. The approach allows for optimal order conver-
gence for polynomial order up to 3. We show the relation to a Taylor series expansion
approach previously used in the context of Nitsche’s method and, in the case of inf-sup
stable multiplier methods, prove a priori error estimates with explicit dependence on
the meshsize and distance between the exact and approximate boundary.
Keywords Boundary value correction · Lagrange multiplier · Dirichlet boundary
conditions
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1 Introduction
In this contribution we develop a modified Lagrange multiplier method based on
the idea of boundary value correction originally proposed for standard finite element
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methods on an approximate domain in [1] and further developed in [2]. More recently
boundary value correction have been developed for cut and immersed finite element
methods [3–7]. Using the closest point mapping to the exact boundary, or an approxi-
mation thereof, the boundary condition on the exact boundarymay beweakly enforced
using multipliers on the boundary of the approximate domain. Of particular practical
importance in this context is the fact that wemay use a piecewise linear approximation
of the boundary, which is very convenient from a computational point of view since
the geometric computations are simple in this case and a piecewise linear distance
function may be used to construct the discrete domain.
We first compare the formulation with the one using Nitsche’s method introduced
for cut finite element methods in [3] and show how this can be interpreted as an
augmented Lagrangian formulation of the multiplier method, where the multiplier has
been eliminated in the spirit of [8].
We then prove a priori error estimates in the energy and L2 norms, in terms of
the error in the boundary approximation and the meshsize. We obtain optimal order
convergence for polynomial approximation up to order 3 of the solution.
Note that without boundary correction one typically requires O(h p+1) accuracy
in the L∞ norm for the approximation of the domain, which leads to significantly
more involved computations on the cut elements for higher order elements, see [9].
We present numerical results illustrating our theoretical findings.
The outline of the paper is as follows: In Sect. 2 we formulate the model problem
and our method, in Sect. 3 we present our theoretical analysis, in Sect. 4 we discuss
the choice of finite element spaces in cut finite element methods, in Sect. 5 we present
the numerical results, and finally in Sect. 6 we include some concluding remarks.
2 Model problem andmethod
2.1 The domain
LetΩ be a domain inRd with smooth boundary ∂Ω and exterior unit normaln.We let
be the signeddistance function, negative on the inside andpositive on the outside, to ∂Ω
and we let Uδ(∂Ω) be the tubular neighborhood {x ∈ Rd : |(x)| < δ} of ∂Ω . Then
there is a constant δ0 > 0 such that the closest point mapping p(x) : Uδ0(∂Ω) → ∂Ω
is well defined and we have the identity p(x) = x − (x)n( p(x)). We assume that
δ0 is chosen small enough that p(x) is well defined. See [10, Sect. 14.6], for further
details on distance functions.
2.2 Themodel problem
We consider the problem: find u : Ω → R such that
−Δu = f in Ω (2.1)
u = g on ∂Ω (2.2)
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where f ∈ H−1(Ω) and g ∈ H1/2(∂Ω) are given data. It follows from the Lax–
Milgram lemma that there exists a unique solution to this problem and we also have
the elliptic regularity estimate
‖u‖Hs+2(Ω)  ‖ f ‖Hs (Ω) + ‖g‖H 32+s (∂Ω), s ≥ −1. (2.3)
Here and below we use the notation  to denote less or equal up to a constant.
Using a Lagrange multiplier to enforce the boundary condition we can write the
weak form of (2.4)–(2.5) as: find (u, λ) ∈ H1(Ω) × H−1/2(∂Ω) such that
∫
Ω
∇u · ∇v dΩ +
∫
∂Ω
λ v ds =
∫
Ω
f v dΩ ∀v ∈ H1(Ω) (2.4)
∫
∂Ω
u μ ds =
∫
∂Ω
g μ ds ∀μ ∈ H−1/2(∂Ω) (2.5)
2.3 Themesh and the discrete domain
Let {Kh}, h ∈ (0, h0], be a family of quasiuniform partitions, with mesh param-
eter h, consisting of shape regular triangles or tetrahedra K , with diameter hK ,
h = maxK∈Kh hK and hmin = minK∈Kh hK . The partitions induce discrete polygo-
nal approximations Ωh = ∪K∈Kh K , h ∈ (0, h0], of Ω . We assume neither Ωh ⊂ Ω
nor Ω ⊂ Ωh , instead the accuracy with which Ωh approximates Ω will be crucial.
For each Kh , ∂Ωh is given by the trace mesh consisting of the set of faces in the
elements K ∈ Kh that belong to only one element. To each Ωh is associated a dis-
crete unit normal nh and a discrete signed distance h : ∂Ωh → R, such that if
ph(x, ς) := x + ςnh(x) then ph(x, h(x)) ∈ ∂Ω for all x ∈ ∂Ωh . We will also
assume that ph(x, ς) ∈ Uδ0(Ω) := Uδ0(∂Ω) ∪ Ω for all x ∈ ∂Ωh and all ς between
0 and h(x). For conciseness we will drop the second argument of ph belowwhenever
it takes the value h(x), and thus we have the map ∂Ωh  x → ph(x) ∈ ∂Ω . We
make the following assumptions
δh := ‖h‖L∞(∂Ωh) = O(h), h ∈ (0, h0] (2.6)
where O(·) denotes the big ordo. We also assume that h0 is small enough to guarantee
that
∂Ωh ⊂ Uδ0(∂Ω), h ∈ (0, h0] (2.7)
and that there exists M > 0 such for any y ∈ Uδ0(∂Ω) the equation, find x ∈ ∂Ωh
and |ς | ≤ δh such that
ph(x, ς) = y (2.8)
has a solution set Ph with
card(Ph) ≤ M (2.9)
uniformly in h. The rationale of this assumption is to ensure that the image of ph can
not degenerate for vanishing h; for more information cf. [3].
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We note that it follows from (2.6) that
‖‖L∞(∂Ωh) ≤ ‖h‖L∞(∂Ωh) = O(h) (2.10)
since |h(x)| ≥ |(x)|, x ∈ ∂Ωh . For stability we need a bound on how much Ωh
can overshoot Ω , more precisely we assume that h ≥ −C∂Ωhmin for a C∂Ω small
enough that will be determined by the analysis but essentially depends on the constants
associated to the stability of the finite element pair used.
Since Ωh and Ω differ we need to extend the data f and the solution u in a smooth
fashion. To this end we recall [11, Sect. 2.3, Theorem 5] the stable extension operator
E : Hm(Ω) → Hm(Rd), m ≥ 0 satisfying
‖Eu‖Hm (Rd )  ‖Eu‖Hm (Ω). (2.11)
We will also denote an extended function by vE := Ev.
2.4 The finite element method
2.4.1 Boundary value correction
The basic idea of the boundary value correction of [1] is to use a Taylor series at
x ∈ ∂Ωh in the direction nh , and let this series represent uh |∂Ω . For and x ∈ ∂Ωh we
may write
u ◦ ph(x) = u(x) + h(x)nh(x) · ∇u(x) + T Δ2 (u)(x), for x ∈ ∂Ωh, (2.12)
with






E (x + tnh) dtds.
Below we will drop the second argument of T Δ2 . In the present work we will restrict
the discussion to methods using first two terms of the right hand side to approximate
u ◦ ph(x),
u ◦ ph(x) ≈ u(x) + h(x)nh(x) · ∇u(x),
which are the ones of most practical interest.
Choosing appropriate discrete spaces Vh and Λh for the approximation of u and
λ, respectively (particular choices are considered in Sect. 5), we thus seek (uh, λh) ∈
Vh × Λh such that
∫
Ωh
∇uh · ∇v dΩh +
∫
∂Ωh
λh v ds =
∫
Ωh
f Ev dΩh ∀v ∈ Vh (2.13)
∫
∂Ωh
(uh + hnh · ∇uh) μ ds =
∫
∂Ωh
g̃ μ ds ∀μ ∈ Λh (2.14)
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where we introduced the notation g̃ := g ◦ ph for the pullback of g from ∂Ω to ∂Ωh .
Using Green’s formula we note that the first equation implies that λh = −nh ·∇uh ,




∇uh · ∇v dΩh +
∫
∂Ωh
λh v ds =
∫
Ωh
f Ev dΩh ∀v ∈ Vh (2.15)
∫
∂Ωh
uh μ ds −
∫
∂Ωh
hλh μ ds =
∫
∂Ω
g̃ μ ds ∀μ ∈ Λh (2.16)
or
A(uh, λh; v, μ) = ( f E , v)Ωh + (g̃, μ)∂Ωh ∀(uh, λh) ∈ Vh × Λh (2.17)
where (·, ·)M denotes the L2 scalar product over M , with ‖ · ‖M the corresponding L2
norm, and
A(u, λ; v, μ) := (∇u,∇v)Ωh + (λ, v)∂Ωh + (u, μ)∂Ωh − (hλ,μ)∂Ωh . (2.18)
Introducing the triple norm









we have, for all (w, ς), (v, μ) ∈ H1(Ωh) × L2(∂Ωh), using the Cauchy–Schwarz
inequality


















‖μ‖∂Ωh  (w, ς)  (v, μ (2.19)
where we used that δh = O(h) in the last inequality.
2.5 Relation to Nitsche’s method with boundary value correction
Problem (2.17) can equivalently be formulated as finding the stationary points of the
Lagrangian
L(u, λ) := 1
2




− ( f E , u)Ωh − (g̃, λ)∂Ωh (2.20)
We now follow [12] and add a consistent penalty term and seek stationary points of
the augmented Lagrangian
Laug(u, λ) := L(u, λ) + 1
2
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where γ > 0 remains to be chosen. The corresponding optimality system is
( f E , v)Ωh + (g̃, μ)∂Ωh = A(uh, λh; v, μ) + (γ (uh − hλh − g̃), v)∂Ωh
−(γ h(uh − hλh − g̃), μ)∂Ωh (2.22)
Now, formally replacing λh by −nh · ∇uh and μ by −nh · ∇v we obtain
( f E , v)Ωh − (g̃, nh · ∇v)∂Ωh = (∇uh,∇v)Ωh − (nh · ∇uh, v)∂Ωh
− (uh, nh · ∇v)∂Ωh − (hnh · ∇uh, nh · ∇v)∂Ωh
+ (γ (uh + hnh · ∇uh − g̃), v + hnh · ∇v)∂Ωh
(2.23)
Setting now γ = γ0/h, with γ0 sufficiently large to ensure coercivity, we obtain the
symmetrized version of the boundary value corrected Nitsche method proposed in [1]
with optimal convergence up to order p = 3. Observe that the form remains positive
for large positive ρh , but the control of the trace of uh degenerates for large ρh , so
stability depends on ρh , but there is no strict bound for large values of ρh . This means
that ∂Ωh has to be a reasonably good approximation of ∂Ω , or Ω is approximated
from the inside. We define this method as: Find ũh ∈ Vh such that
ANit (ũh, vh) = ( f E , vh)∂Ωh + (g̃, nh ·∇vh)∂Ωh + (γ g̃, vh +hnh ·∇vh)∂Ωh (2.24)
for all vh ∈ Vh . Here the bilinear form is defined by
ANit (wh, vh) := (∇wh,∇vh)Ωh − (nh · ∇wh, vh + hnh · ∇vh)∂Ωh
− (wh + hnh · ∇wh, nh · ∇v)∂Ωh + (hnh · ∇wh, nh · ∇v)∂Ωh
+ (γ (wh + hnh · ∇wh, v + hnh · ∇vh)∂Ωh . (2.25)
In [1,3] the following error estimate was proved:
Theorem 2.1 Let u be the solution to (2.1)–(2.2) and uh ∈ Vh the solution to (2.24),
with γ sufficiently large, then for sufficiently smooth u there holds
‖∇(uE − ũh)‖Ωh +




∥∥∥h− 12 (ũh + nh · ∇ũh − g̃)
∥∥∥
∂Ωh




‖Dlnh ( f E + ΔuE )‖L2(∂Ωt ), (2.26)
here ∂Ωt = {x ∈ Uδ0(∂Ω) : (x) = t} and l is an integer larger than or equal to
zero. The hidden constant depends on the parameter γ .
As we shall see below, the multiplier method satisfies the same estimate, but is inde-
pendent of any parameter.
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3 Elements of analysis
In this section we will prove some basic results on the stability and the accuracy of the
method (2.17). We define the space of piecewise polynomial functions of order less
than or equal to l on the trace mesh ∂Ωh by
Xlh := {μ ∈ L2(∂Ωh) : μ ∈ Pl(F), ∀F ∈ ∂Ωh}.
We will use Xlh to define the multiplier space. For the bulk variable we let Vh be the
space of continuous piecewise polynomial functions of order k, enriched with higher
order bubbles on the faces in ∂Ωh so that inf-sup stability holds when combined with
themultiplier spaceΛh := Xk−1h .More preciselywe assume that there exists constants















For details on stable choices of the spaces we refer to [13–15].
For the analysis wewill make regular use of the following standard trace and inverse




K ‖v‖K + h
1
2




K ‖vh‖∂K + hK ‖∇vh‖K  ‖vh‖K , for all vh ∈ Pk(K ). (3.3)



















We let πh : L2(∂Ωh) → Λh denote the L2-orthogonal projection, which has opti-
mal approximation in the L2-norm, and ih : H2(Ωh) → Vh the standard Lagrange
interpolant. We can then prove the following approximation property
Lemma 3.1 For all v ∈ Hk+1(Ω) there holds, with ihvE ∈ Vh and πhλE ∈ Λh,
(vE − ihvE , λE − πhλE )  hk‖u‖Hk+1(Ω).
where λE := nh · ∇uE |∂Ωh .
Proof It is straightforward to show using standard interpolation that the following
approximation result is satisfied,
(vE − ihvE , λE − πhλE )  hk‖u‖Hk+1(Ωh).
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First note that by using the trace inequality (3.2) locally on each F on ∂Ωh
∥∥∥h− 12 (vE − ihvE )
∥∥∥
∂Ωh
 h−1‖vE − ihvE‖Ωh + ‖∇(vE − ihvE )‖Ωh .
It follows, using standard interpolation and the stability of the extension, that
‖∇(vE − ihvE )‖Ωh +




Then note that by using standard interpolation locally on each face F on ∂Ωh , (see
e.g. [16, Lemma 5.2]),





















 ‖uE‖Hk+1(∂Ωh), we see that




We conclude by applying the stability estimate for the extension (2.11). 
We will now state an elementary lemma showing that the approximation of the bulk
variable using the trace variable is optimal in H1(Ωh).
Lemma 3.2 Let vh ∈ Vh and let μv = πh(vh |∂Ω) ∈ Λh. Then there holds:
∥∥∥h− 12 (vh − μv)
∥∥∥
∂Ωh
≤ Ct‖∇vh‖Ωh . (3.5)
Proof We recall the bound
‖v − πhv‖∂Ωh  h‖∇∂v‖∂Ωh (3.6)
for all v ∈ H1(∂Ωh) and where ∇∂ denotes the gradient along the boundary. Using
(3.6) we see that
∥∥∥h− 12 (vh − μv)
∥∥∥
∂Ωh
 h 12 ‖∇∂vh‖∂Ωh .
The result follows by applying the trace inequality, similar to (3.3), ‖∇∂vh‖∂K 
H− 12 ‖∇vh‖K . 
The formulation (2.17) satisfies the following stability result
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Proposition 3.1 Assume that for two constants C∂Ω− , C∂Ω+ ,






and C∂Ω+ > 0
there holds −C∂Ω−hmin ≤ h ≤ C∂Ω+h and that Vh × Λh satisfies the stability
condition (3.1). Then for every (yh, ηh) ∈ Vh × Λh there exists (vh, μh) ∈ Vh × Λh
such that
 (yh, ηh)
2  A(yh, ηh; vh, μh) (3.7)
and
 (vh, μh)  (yh, ηh)  . (3.8)
Proof First observe that
A(yh, ηh; yh,−ηh) = ‖∇ yh‖2Ωh + (hηh, ηh)∂Ωh . (3.9)
Then recall that since the space satisfies the inf-sup condition for ηh ∈ Λh there exists
vη ∈ Vh so that (3.1) holds. Then note that
A(yh, ηh; cηvη, 0) = (∇ yh,∇cηvη)Ωh + (ηh, cηvη)∂Ωh = I + II.
Using the definition of vη and the bounds of (3.1) we have the following bounds for
the terms I and II of the right hand side
I ≥ −‖∇ yh‖Ωh cη‖∇vη‖Ωh ≥ −
1
4











A(yh, ηh; yh + cηvη,−ηh) ≥ 3
4




+([h]+ηh, ηh)∂Ωh − ([h]−ηh, ηh)∂Ωh ,
where []± = 12 (|| ± ). It follows that for cη = c0/(2c21), C∂Ω− ≤ c20/(8c21),
3
4










+([h]+ηh, ηh)∂Ωh ≤ A(yh, ηh; yh + cηvη,−ηh). (3.10)
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Observe that cη(c0 − cηc21) − C∂Ω− ≥ c20/(8c21). Finally let μy = πh yh and observe
that since h  h,



















































Where the last inequality follows by applying Lemma 3.2, fixing ε = h/‖[h]+
‖L∞(∂Ωh).
The bound (3.7) then follows by taking vh = yh + cηvη and μh = −ηh + cyh−1μy
with cη = c0/(2c21) and cy = min((4C2t )−1, C−1∂Ω+) and assuming that C∂Ω− <
Ct c0/(2c1). This results in the bound



































 (yh, ηh) 
2 .
To conclude the proof we need to show that
 (vh, μh)  (yh, ηh)  . (3.12)
By the triangle inequality we have
 (vh, μh) ≤ (yh, ηh)  +  (cηvη, cyh−1μy)  . (3.13)
By definition
 (cηvη, cyh









and the proof follows from (3.1) together with the stability of πh in L2. 
Remark 3.1 It follows fromProposition 3.1 thatC∂Ω− must respect a bound depending
on the stability constants of the finite element pair as defined in (3.1) and the constant
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of the approximation bound in Lemma 3.2. C∂Ω+ however is free, but as it grows the
control of ‖h− 12 yh‖∂Ωh degenerates, since cy has to be taken smaller than C−1∂Ω+ .
An immediate consequence of the Proposition 3.1 is the existence of a unique
discrete solution to the formulation (2.17). We will now use this stability result to
prove an error estimate. First we prove some preliminary lemmas quantifying the
consistency error induced by using the approximate domain Ωh and the first order
Taylor expansion.
Lemma 3.3 Let u be the solution to (2.1)–(2.2), and (uh, λh) ∈ Vh × Λh the solution
to (2.17) then there holds for all (vh, μh) ∈ Vh × Λh,
A(uE − uh, λE − λh; vh, μh) = −( f E + ΔuE , vh)Ωh\Ω − (T Δ2 (u), μh)∂Ωh ,
where uE , f E denotes the extension of u, f .
Proof First observe that by the definition (2.17)
A(uE − uh, λE − λh; vh, μh) = A(uE , λE ; vh, λh) − ( f E , vh)Ωh − (g̃, μh)∂Ωh .
Integrating by parts we then obtain
A(uE , λE ; vh, 0) = (−ΔuE , vh)Ωh + (∇uE + λE , vh)∂Ωh = (−ΔuE , vh)Ωh .
Using that f + Δu = 0 in Ω we have that
−(ΔuE + f E , vh)Ωh = −(ΔuE + f E , vh)Ωh\Ω.
Considering now the boundary term we have
A(uE , λE ; 0, μh) = (uE − hλE − (g̃, μh)∂Ωh = −(T Δ2 (u), μh)∂Ωh
where we used that






E (x + tnh) dtds.

Lemma 3.4 Let u be a sufficiently smooth solution to (2.1)–(2.2), then the following
bounds are satisfied





‖Dlnh ( f E + ΔuE )‖L2(∂Ωt ), l ≥ 0, (3.15)
‖T Δ2 (u)‖∂Ωh  δ2h sup|t |≤δ0
‖D2nh uE‖L2(∂Ωt ). (3.16)
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Proof For the proof of (3.15) we refer to [3]. The proof of (3.16) follows using
Cauchy–Schwarz inequality repeatedly








E (x + tnh) dtds
)2
dx,
‖T Δ2 (u)‖2∂Ωh ≤
∫
∂Ωh
|h |3‖D2nh uE (x + snh)‖2[−|h |,|h |] dx ≤ δ3h‖D2nh uE‖2Uδh ,
and finally we conclude observing that






Theorem 3.1 Let u ∈ Hk+1(Ω) denote the solution to (2.4)–(2.5). Let uh, λh ∈
Vh × Λh denote the solution of (2.17). Assume that the polynomial order of Vh is
k ∈ {1, 2, 3}, with enrichment on the boundary and Λh ≡ Xk−1h . Assume that the
hypothesis of Proposition 3.1 are satisfied. Then there holds,




‖Dlnh ( f + ΔuE )‖L2(∂Ωt )
+h−1/2δ2h sup|t |≤δ0
‖D2nh uE‖L2(∂Ωt ) (3.17)
Proof We consider the discrete errors eh = uh − vh and ςh = λh − ζh for some
vh, ζh ∈ Vh × Λh . Using the triangle inequality and we have
 (uE − uh, λE − λh) ≤ (uE − vh, λE − ζh)  +  (eh, ςh)  . (3.18)
By choosing vh judiciously the first term on the right hand side is bounded by standard
interpolation. We therefore only need to consider the second term. By the stability
estimate of Proposition 3.1 we have
 (eh, ςh)
2  A(eh, ςh; vh, μh). (3.19)
Using Lemma 3.3 we find that
A(eh, ςh; vh, μh) = A(u − vh, λ − ζh; vh, μh)
+( f E + ΔEu, vh)Ωh\Ω + (T Δ2 (u), μh)∂Ωh
Applying the continuity of the form A, (2.19) in the first term of the right hand side,
the Cauchy–Schwarz inequality followed by the inequality (3.4) in the second and
finally an h-weighted Cauchy–Schwarz inequality in the third we obtain the bound
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A(eh, ςh; vh, μh)
 (u − vh, λ − ζh)  (vh, μh)  +h 12 δ
1
2
h ‖ f E + ΔuE‖Ωh\Ω  (vh, 0) 
+
∥∥∥h− 12 T Δ2 (u)
∥∥∥
∂Ωh
 (0, μh) 

(
(u − vh, λ − ζh)  +h 12 δ
1
2
h ‖ f E + ΔuE‖Ωh\Ω +




 (vh, μh)  .
It then follows from equation (3.18) and (3.1) that
(uE − uh, λE − λh)  inf
(vh ,μh)∈Vh×Λh




h ‖ f E + ΔuE‖Ωh\Ω +




To conclude we choose vh = ihuE and μh = πhλE and apply the bounds of Lem-
mas 3.1 and 3.4 to obtain




‖Dlnh ( f E + ΔuE )‖L2(∂Ωt )
+h− 12 δ2h sup|t |≤δ0
‖D2nh uE‖L2(∂Ωt ).
This concludes the proof. 
Corollary 3.1 Let l = 0 for k = 1 and l = 1 for k = 2, 3. Assume that , δh 
O(h(2k+1)/4); then under the same assumptions as Proposition 3.1 and Theorem 3.1
there holds:
 (uE −uh, λE −λh)  hk
(
‖u‖Hk+1(Ω) + ‖u‖Hl+ 52 +ε (Ω) + ‖u‖H 52 (Ω)
)
, k = 1, 2, 3,
(3.20)
where ε > 0 when l = 0 and ε = 0 when l = 1.
Proof First consider the case l = 0. Then using a trace inequality followed by the
triangle inequality
‖( f E + ΔuE )‖L2(∂Ωt )  ‖ f E + ΔuE‖H 12+ε (Uδ0 (Ω))
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Similarly
‖D2nh uE‖L2(∂Ωt )  ‖u‖H 52 (Ω).
For l = 1 the following bound holds by the same argument
‖Dnh ( f E + ΔuE )‖L2(∂Ωt )  ‖u‖H 72 (Ω).








4 when k = 1, l = 0
h3 when k = 2, l = 1







h when k = 1
h2 when k = 2
h3 when k = 3.

Remark 3.2 We see that optimal convergence is obtained when δh  h(2k+1)/4. It
follows that, for the case k = 1, δh = O(h3/4) is sufficient for optimal accuracy. Such
a poor geometry approximation however violates the condition δh = O(h) necessary
for the stability of Proposition 3.1 to hold uniformly.
We now prove an error estimate in the L2-norm
Theorem 3.2 Under the same assumptions as for Theorem 3.1, there holds for l ≥ 0,




‖Dlnh ( f + ΔuE )‖L2(∂Ωt )
+δ2h sup|t |≤δ0
‖D2nh uE‖L2(∂Ωt )
Proof Let ϕ ∈ H10 (Ω) be the solution to the dual problem
−Δϕ = ψ in Ω
where ψ |Ωh = uE − uh and ψ |Ω\Ωh = 0. By (2.3) there holds ‖ϕ‖H2(Ω)  ‖u −
uh‖Ωh∩Ω . Now observe that, if e = uE − uh and η = λE − λh then
‖e‖2Ωh = (e, ψ + ΔϕE )Ωh − (e,ΔϕE )Ωh
= (e, ψ + ΔϕE )Ωh\Ω + (∇e,∇ϕE )Ωh − (e, nh · ∇ϕE )∂Ωh = I + II + III.
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For the first term on the right hand side we apply the Cauchy–Schwarz inequality and
the boundary Poincaré inequality [3]
















 (v, 0), v ∈ H1(Ωh \ Ω)
to obtain
























2  (e, 0)  ‖e‖Ωh .
To bound the terms II and III we apply the consistency of Lemma 3.3 with vh = ihϕE
and μh = πhnh∇ϕE , introducing the notation ζ E := −nh · ∇ϕE
II + III = A(e, 0;ϕE , ζ E ) − A(e, η; ihϕ, πhζ )
−( f E + ΔuE , ihϕ)Ωh\Ω − (T Δ2 (u), πhζ )∂Ωh .
For the first two terms on the right hand side we see that, using Lemma 3.3
A(e, 0;ϕE , ζ E ) − A(e, η; ihϕ, πhζ E )
= A(e, η;ϕE − ihϕ, ζ E − πhζ E ) − (η, ϕ − ρhζ E )∂Ωh







2 ‖ϕE + ρhζ E‖∂Ωh




2 ‖T Δ2 (ϕ)‖∂Ωh
)
.
Observing that using the arguments to bound the Taylor remainder term,
h−
3










we conclude that under the assumption δh  h there holds
A(e, 0;ϕE , ζ E )− A(e, η; ihϕ, πhζ E )h  (e, η)  ‖ϕ‖H2(Ω)  h  (e, η)  ‖e‖Ωh .
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To conclude the proof we bound the two non-conformity errors. First the bulk term
resulting from the geometry mismatch,

















E , 0) 
 h 12 δl+1h ‖Dlnh ( f E + ΔuE )‖L2(∂Ωt )‖ϕ‖H2(Ω),
where we used ‖h− 12 ihϕE‖∂Ωh  ‖h−
1
2 (ihϕE − ϕ)‖∂Ω + h− 12 δh‖nh · ∇ihϕE‖∂Ω 
‖ϕ‖H2(Ω).
The Taylor term is bounded using equation (3.16),
(T Δ2 (u), πhζ
E )∂Ωh  ‖T Δ2 (u)‖∂Ωh ‖πhζ E‖∂Ωh
 δ2h‖D2nh uE‖L2(∂Ωt )‖ζ E‖∂Ωh  δ2h‖D2nh uE‖L2(∂Ωt )‖ϕ‖H2(Ω)
where we used that ‖ζ E‖∂Ωh = ‖nh · ∇ϕE‖∂Ωh  ‖ϕ‖H2(Ω). Collecting the above
bounds and using (2.3) we conclude that
‖e‖Ωh 
(
h  (e, η) +h 12 δl+1h ‖Dlnh ( f E + ΔuE )‖L2(∂Ωt ) + δ2h‖D2nh uE‖L2(∂Ωt )
)
‖e‖Ωh .
This ends the proof. 
Corollary 3.2 Under the same assumptions as Theorem 3.2, assume that u ∈
Hk+1(Ω) ∩ H 72 (Ω) and δh = O(h k+12 ) then there holds
‖uE − uh‖Ωh  hk+1
(
|u|Hk+1(Ω) + ‖u‖H 72 (Ω)
)
.
Proof Recall from the proof of Corollary 3.1 that
‖D2nh uE‖L2(∂Ωt )  ‖u‖H 52 (Ω).
For l = 1 the following bound holds by the same argument
‖Dnh ( f E + ΔuE )‖L2(∂Ωt )  ‖u‖H 72 (Ω).
It follows from Theorem 3.1 that, with l = 1,
‖uE − uh‖Ωh  hk+1|u|Hk+1(Ω) + h
1
2 δ2h‖u‖H 72 (Ω) + δ
2
h‖u‖H 52 (Ω).
We conclude by observing that since δh = O(h k+12 ),
h
1
2 δ2h‖u‖H 72 (Ω) + δ
2
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Fig. 1 Elevation of the discrete
solution on triangles













Fig. 2 Errors with and without boundary modification, P2 case
Remark 3.3 It follows that for piecewise affine approximation the geometry error can
be O(h)without loss of convergence if the solution is sufficiently smooth. For quadratic
approximation we need O(h
3
2 ) and for cubic we need the best approximation possible
with a piecewise affine approximation of the geometry, O(h2).
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Table 1 H1 convergence for second order elements
NNO H1 error× 103, no mod. Rate H1 error× 103 Rate
724 34.57 – 18.32 –
2906 8.90 1.95 4.27 2.09
11,616 2.33 1.93 1.05 2.02
46,430 0.65 1.84 0.26 2.01
Table 2 L2 convergence for second order elements
NNO L2 error× 105, no mod. Rate L2 error× 105 Rate
724 421.80 – 10.02 –
2906 100.04 2.07 4.27 3.19
11,616 24.61 2.02 1.05 3.04
46,430 6.20 1.99 0.26 3.03










Fig. 3 Errors in the multiplier with and without boundary modification, P2 case
Table 3 Multiplier convergence for second order elements
NNO L2 error× 105, no mod. Rate L2 error× 105 Rate
724 96.89 – 36.55 –
2906 66.03 0.55 6.90 2.40
11,616 29.32 1.17 1.57 2.13
46,430 14.31 1.04 0.42 1.92
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Fig. 4 Errors with and without boundary modification, P3 case
Table 4 H1 convergence for third order elements
NNO H1 error× 102, no mod. Rate H1 error× 104 Rate
180 24.07 – 59.75 –
724 8.01 1.58 6.75 3.13
2906 2.62 1.61 0.58 3.53
11,616 0.88 1.58 0.06 3.17
Table 5 L2 convergence for third order elements
NNO L2 error× 104, no mod. Rate L2 error× 106 Rate
180 166.31 – 230.90 –
724 41.43 2.00 12.54 4.19
2906 9.91 2.06 0.70 4.14
11,616 2.45 2.02 0.04 4.05
4 Remarks on cut finite element methods
In the context of cut finite element methods the discontinuous multiplier spaces used
above can no longer be expected to be stable. It is possible to stabilise the multi-
plier using Barbosa-Hughes stabilisation. However, fluctuation based multipliers are
unlikely to be suitable in this context since the weak consistency of the fluctuations of
the multiplier between elements depends on the geometry approximation through the
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Fig. 5 Errors in the multiplier with and without boundary modification, P3 case
Table 6 Multiplier convergence for third order elements
NNO L2 error× 103, no mod. Rate L2 error× 104 Rate
180 214.00 – 588.83 –
724 110.38 0.95 151.03 1.96
2906 52.38 1.07 8.97 4.06
11,616 24.41 1.10 0.72 3.65
interface normal. Since the method is of interest when the geometry approximation is
of relatively low order, this limits the possibility to use fluctuation based stabilisation.
5 Numerical examples
We show examples of higher order triangular elements with linearly interpolated
boundary and low order rectangular elements with staircase boundary, using discon-
tinuous multiplier spaces. In all examples we define the meshsize h = 1/√NNO,
where NNO corresponds to the number of nodes of the lowest order FEM on the mesh
in question (bilinear or affine).
5.1 Triangular elements
We first consider the case of affine triangulations of a ring 1/4 ≤ r ≤ 3/4, r =√
x2 + y2. We use the manufactured solution u = (r − 1/4)(3/4 − r) and compute
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Fig. 6 Error plots for the unstable triangular element example
Table 7 Convergence for unstable pairing
NNO H1 error× 103 Rate L2 error× 106 Rate Multipler error× 104 Rate
724 19.53 – 115.86 – 70.34 –
2906 4.38 2.15 11.76 3.29 9.90 2.82
11,616 1.07 2.04 1.38 3.10 2.27 2.12
46,430 0.26 2.02 0.17 3.05 0.41 2.46
the corresponding right-hand side analytically. An elevation of the a typical discrete
solution is given in Fig. 1.
We use continuous piecewise Pk polynomials, k = 2, 3 for the approximation of
u, and for the approximation of λ we use piecewise Pk−1 polynomials, discontinous
on each element edge on ∂Ωh . To ensure inf-sup stability, we add hierarchical Pk+1
bubbles on each edge in the approximation of u.
Second order elements In Fig. 2 and Tables 1 and 2 we show the convergence in
H1(Ωh) and L2(Ωh) with and without boundary modification. In Fig. 3 and Table 3
we show the error in multiplier computed as ‖(−n ·∇u)|∂Ωh −λh‖∂Ωh . Optimal order
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Fig. 7 A coarse mesh inside the elliptical domain
convergence is observed for the modified method, convergence O(h3) in L2(Ωh) and
O(h2) in H1(Ωh); the multiplier error is approximately O(h2).
Third order elements Next we use continuous piecewise third order polynomials for
the approximation of u, and for the approximation of λ we use piecewise quadratic
polynomials, discontinous on each element edge on ∂Ωh . In Fig. 4 and Tables 4
and 5 we show the convergence in H1(Ωh) and L2(Ωh) with and without boundary
modification. In Fig. 5 and Table 6 we show the error in multiplier computed as above.
Optimal order convergence is again observed for the modified method, convergence
O(h4) in L2(Ωh) and O(h3) in H1(Ωh); the multiplier error is approximately O(h3).
Note that no improvement over P2 approximations can be seen in the unmodified
method due to the geometry error being dominant.
An unstable pairing of spaces We finally make the observation that our modification
has a stabilising influence on the approximation.We try continuous P2 approximations
of u and discontinuous P2 approximations of λ. In this case we get no convergence
without the modification due to the violation of the inf-sup condition, whereas with
modification we obtain the optimal convergence pattern in u and a stable multiplier
convergence given in Fig. 6 and Table 7.
5.2 Rectangular elements
This example shows that it is possible to achieve optimal convergence even on a
staircase boundary. We use a continuous piecewise Q1 approximation on the (affine)
rectangles, again enhanced for inf-sup, now by hierarchical P2 bubble function on
the boundary edges, together with edgewise constant multipliers on ∂Ωh . We use
the manufactured solution u = sin(x3) cos(8y3) on the domain inside the ellipse
x2/4 + y2 = 1. Our computational grids consist of elements completely inside this
ellipse; a typical coarse grid is shown if Fig. 7 where we note the staircase boundary.
In Fig. 8 we show elevations of the numerical solutions on a finer grid without and
with boundary correction. In Fig. 9 and Tables 8 and 9 we show the errors of the
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Fig. 8 Elevation of the discrete solution on rectangles for the unmodified (top) and for themodified (bottom)
schemes
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Fig. 9 Error plots for the rectangular element example
Table 8 H1 convergence for bilinear elements
Number of nodes H1 error× 102, no mod. Rate H1 error× 102 Rate
9129 172.59 – 74.10 –
36,485 115.11 0.58 37.91 0.97
145,873 81.01 0.51 19.19 0.98
583,547 55.85 0.54 9.66 0.99
Table 9 L2 convergence for bilinear elements
Number of nodes L2 error× 102, no mod. Rate L2 error× 103 Rate
9129 18.23 – 15.90 –
36,485 9.75 0.90 4.00 1.99
145,873 4.91 0.99 1.10 1.86
583,547 2.47 0.99 0.28 2.00
unmodified and modified methods. Again we observe optimal order convergence for
the modified method, O(h2) in L2(Ωh) and O(h) in H1(Ωh).
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6 Concluding remarks
We have introduced a symmetric modification of the Lagrange multiplier approach to
satisfying Dirichlet boundary conditions for Poisson’s equation. This novel approach
allows for affine approximations of the boundary, and thus affine elements, up to
polynomial approximation order 3 without loss of convergence rate as compared to
higher order boundary fitted meshes. The modification is easy to implement and only
requires that the distance to the exact boundary in the direction of the discrete normal
can be easily computed. In fact, the modification stabilises the multiplier method so
that unstable pairs of spaces can be used, as long as there is a uniform distance to the
boundary.
Acknowledgements Open access funding provided by Jönköping University.
Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if changes were made.
References
1. Bramble, J.H., Dupont, T., Thomée, V.: Projection methods for Dirichlet’s problem in approximating
polygonal domains with boundary-value corrections. Math. Comput. 26, 869–879 (1972)
2. Dupont, T.: L2 error estimates for projection methods for parabolic equations in approximating
domains. In: de Boor, C. (ed.) Mathematical Aspects of Finite Elements in Partial Differential Equa-
tions, pp. 313–352. Academic Press, New York (1974)
3. Burman, E., Hansbo, P., Larson, M.G.: A cut finite element method with boundary value correction.
Math. Comput. 87(310), 633–657 (2018)
4. Burman, E., Hansbo, P., Larson, M.G.: A cut finite element method with boundary value correction for
the incompressible Stokes’ equations. In: Radu, F.A., Kumar, K., Berre, I., Nordbotten, J.M., Pop, I.S.
(eds.) Numerical Mathematics and Advanced Applications ENUMATH 2017, pp. 183–192. Springer,
Cham (2019)
5. Boiveau, T., Burman, E., Claus, S., Larson, M.: Fictitious domain method with boundary value cor-
rection using penalty-free Nitsche method. J. Numer. Math. 26(2), 77–95 (2018)
6. Main, A., Scovazzi, G.: The shifted boundary method for embedded domain computations. Part I:
poisson and Stokes problems. J. Comput. Phys. 372, 972–995 (2018)
7. Main, A., Scovazzi, G.: The shifted boundary method for embedded domain computations. Part II:
linear advection–diffusion and incompressible Navier–Stokes equations. J. Comput. Phys. 372, 996–
1026 (2018)
8. Stenberg, R.: On some techniques for approximating boundary conditions in the finite element method.
J. Comput. Appl. Math. 63(1–3), 139–148 (1995)
9. Johansson,A., Larson,M.G.:Ahigh order discontinuousGalerkinNitschemethod for elliptic problems
with fictitious boundary. Numer. Math. 123(4), 607–628 (2013)
10. Gilbarg, D., Trudinger, N.S.: Elliptic Partial Differential Equations of Second Order. Classics in Math-
ematics. Springer, Berlin (2001). Reprint of the 1998 edition
11. Stein, E.M.: Singular Integrals and Differentiability Properties of Functions. Princeton Mathematical
Series, vol. 30. Princeton University Press, Princeton (1970)
12. Burman, E., Hansbo, P.: Deriving robust unfitted finite element methods from augmented Lagrangian
formulations. In: Bordas, S.P.A., Burman, E., Larson, M.G., Olshanskii, M.A. (eds.) Geometrically
Unfitted Finite Element Methods and Applications, pp. 1–24. Springer, Cham (2017)
13. Ben Belgacem, F., Maday, Y.: The mortar element method for three-dimensional finite elements.
RAIRO Modél. Math. Anal. Numér. 31(2), 289–302 (1997)
123
260 E. Burman et al.
14. Braess, D., Dahmen, W.: Stability estimates of the mortar finite element method for 3-dimensional
problems. East–West J. Numer. Math. 6(4), 249–263 (1998)
15. Kim, C., Lazarov, R.D., Pasciak, J.E., Vassilevski, P.S.: Multiplier spaces for the mortar finite element
method in three dimensions. SIAM J. Numer. Anal. 39(2), 519–538 (2001)
16. Ern, A., Guermond, J.-L.: Finite element quasi-interpolation and best approximation. ESAIM Math.
Model. Numer. Anal. 51(4), 1367–1385 (2017)
Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.
123
