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Abstract
In this paper we study the uniqueness and nondegeneracy of positive solutions of nonlinear
problems of the type Dpu þ f ðr; uÞ ¼ 0 in the unit ball B; u ¼ 0 on @B: Here Dp denotes the p
Laplace operator Dp ¼ divðjrujp2ruÞ; p41: The main ideas rely on the Maximum Principle
and an implicit function theorem that we derive in a suitable weighted space. This space is
essential to deal with the case pa2:
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper, we study the uniqueness and nondegeneracy of solutions of
nonlinear problems of the following type:
Dpu þ f ðr; uÞ ¼ 0 in B; u40 in B; u ¼ 0 on @B; ð1:1Þ
where B is the unit ball in Rn centered at the origin, nX2; r ¼ jxj and Dp denotes the
p Laplace operator
Dpu ¼ divðjrujp2ruÞ; p41:
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For the nonlinearity f ; we will make different sets of hypotheses. First, we consider
the case where f does not depend on r and we assume that f satisﬁes
(H1) fAC0½0;NÞ-C1ð0;NÞ; f ð0Þ ¼ 0; fo0 in ð0; yÞ and f40 in ðy;NÞ; for some
y40;
(H2) KðuÞ ¼ uf 0ðuÞ=f ðuÞ is nonincreasing in ðy;NÞ;
(H3) uf 0ðuÞ  ðp  1Þf ðuÞ40 for u40:
The model nonlinearity for these hypotheses is f ðuÞ ¼ uq  up1 with q4p  1: This
is the same class of nonlinearities as in the paper of Serrin and Tang [23] for the study
of problems in Rn: In the case p ¼ 2; we will also assume that f is differentiable at 0.
In the case pa2; since we want the Hopf lemma to hold, we will make some
regularity hypothesis for f at 0.
To make the presentation of the results clearer, we will also distinguish between
the case p ¼ 2; i.e. when Dp reduces to the ordinary Laplace operator and pa2:
In the ﬁrst case, p ¼ 2; we will prove the following result.
Theorem 1.1. If p ¼ 2; fAC1½0;NÞ and (H1)–(H3) hold, then any classical solution of
(1.1) has Morse index less than or equal to 1 and is nondegenerate.
We recall that the Morse index of a solution u is the number of negative
eigenvalues of the linearized operator L where L ¼ Dþ fuðr; uÞ with zero Dirichlet
boundary condition. The solution u is said to be nondegenerate if zero is not an
eigenvalue for L:
Let us observe that under the hypotheses of Theorem 1.1, any solution of (1.1) is
radially symmetric and radially decreasing by the theorem of Gidas et al. [11]. Then
using the nondegeneracy result of Theorem 1.1 and the implicit function theorem as
in other papers (see for instance [18] or [25]), we can get the following uniqueness
result.
Theorem 1.2. If p ¼ 2; fAC1½0;NÞ and (H1)–(H3) hold, then problem (1.1) has at
most one classical solution.
In the case pa2; several difﬁculties arise due to the degenerate or singular nature
of the p Laplace operator. First of all, the solutions of (1.1) have to be considered in
a weak sense because they are only of class C1;a: The analogous of the Gidas–Ni–
Nirenberg symmetry result only holds in the case po2 (see [7,8]) or for p42 and f
positive or monotone (see [3,13]). Thus in these cases, we will get a complete
uniqueness result. From now on, we will prove results only for radial solutions which
satisfy
r1nðrn1ju0jp2u0Þ0 þ f ðr; uÞ ¼ 0;
u40 in ð0; 1Þ; u0ð0Þ ¼ 0; uð1Þ ¼ 0:
(
ð1:2Þ
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We also have u0o0 in ð0; 1Þ by Franchi et al. [10]. To get uniqueness of solutions of
(1.2), arguing as in the case p ¼ 2; we ﬁrst prove a nondegeneracy result and then an
implicit function theorem which allows to carry out the bifurcation analysis. It turns
out that for pa2; it can be done in a suitable weighted space. More precisely, let us
deﬁne for gX0 the Banach spaces
Eng ¼ fvACnð0; 1 s:t:jvðkÞðrÞjpcrgk; 8k; 0pkpng;
Cng ¼ fv s:t: (wAEng ; lAR with v ¼ lþ wg;
Cng;0 ¼ fvACng with vð1Þ ¼ 0g:
One may refer to [19] for the introduction of these spaces and the norms which make
them Banach spaces. In the following, we will call
X ¼ C2p=ðp1Þ;0:
By regularity results and a simple proof which uses the L’Hopital rule, it is possible
to show that solutions of (1.2) are indeed in X (see Section 4). The linearized
operator at a solution u of (1.2) along functions v in X is
Lv ¼ ðp  1Þr1nðrn1ju0jp2v0Þ0 þ fuðr; uÞv:
Finally, since we want to have that the Hopf Lemma holds on the boundary for
solutions of (1.1), we also require that f satisﬁes some growth condition near 0 as
indicated by a result of Vazquez [26], where a more general condition is assumed. We
assume
(R) there exists s040 and c140 such that f ðsÞpc1sp1 and the positive part of
f 0ðsÞ is bounded for s in ð0; s0Þ:
Note that with this hypothesis, any solution of (1.1) is such that u0ð1Þo0: Moreover,
(R) and (H3) yield that the behaviour of f near 0 is similar to sp1 since because of
(H3), f ðuÞo c0up1 for u close to 0, for some c0: Moreover, (H3) and (R) also
imply f 0ðsÞX c1ðp  1Þsp2: Then we get
Theorem 1.3. If p41; f satisfies (R) and (H1)–(H3), then any weak radial solution of
(1.1) is nondegenerate in X : More generally, the linearized operator L does not have
any radial sign-changing eigenfunction in X corresponding to an eigenvalue mp0:
Using Theorem 1.3, we get that L is an isomorphism from X into E00 and we
deduce uniqueness from the implicit function theorem.
Theorem 1.4. If p41; f satisfies (R) and (H1)–(H3), then problem (1.1) has at most
one weak radial solution, which is the only solution if pp2:
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Let us mention that when f does not depend on r; the uniqueness question for the
type of nonlinearities we consider has been addressed by many authors, ﬁrst in the
case of the Laplacian in Rn: Coffman [4], McLeod and Serrin [17], and Kwong [14].
Then Kwong and Zhang [15] used Coffman’s method and its improvement to get
uniqueness in the case of the ball. The proof relies on the study of the zero of the
function @u=@a where a ¼ uð0Þ is the shooting parameter and uses a Sturm
comparison principle.
A different approach to study uniqueness in Rn was initiated by Peletier and Serrin
[20], which relies on the monotone separation theorem. This method was continued
by Franchi et al. [10], Pucci and Serrin [21], and Serrin and Tang [23] to treat the case
of quasilinear operators which include the p Laplacian. In particular, Serrin and
Tang [23] studied the same type of nonlinearities satisfying (H1)–(H3), but in the
case of Rn or of compactly supported solutions, and left as an open conjecture the
case of the ball.
In a recent paper, Ouyang and Shi [18] provide uniqueness proofs for a large class
of nonlinearities in the case p ¼ 2: Their idea is to study the nondegeneracy problem
instead of the shooting problem: they use Crandall–Rabinowitz bifurcation theorem
[5] to derive uniqueness and exact multiplicity in a number of cases.
Our uniqueness result of Theorem 1.2 ðp ¼ 2Þ is already contained in [15] or [18].
However our proof is different and Theorem 1.1 relies only on the Maximum
Principle without the use of ODE techniques. Hence it could be hopefully used to get
some results in other domains.
For simplicity, let us explain our ideas in the case p ¼ 2: To prove Theorem 1.1, we
show that the second eigenvalue m2 of the linearized operator L is positive. This
proves at the same time that the Morse index of the solution is less than 1 and u is
nondegenerate since it is easy to see that zero cannot be the ﬁrst eigenvalue because
the corresponding eigenfunction must change sign.
To prove that m2 is positive, we argue by contradiction assuming that m2p0 and
we denote by f2 the corresponding eigenfunction. Then, by a result in [6] (see also
[16]), we know that f2 is radial and has two nodal regions which are a ball B1CB
and an annulus B\ %B1: Thus, in B1CB and B\ %B1; the ﬁrst eigenvalue of L is m2p0:
The main idea is to prove that in whatever way one divides B into two radial regions
B1CB and B\ %B1; at least in one of these two domains, the Maximum Principle holds
and hence the ﬁrst eigenvalue must be positive, against the fact that m2p0:
To check the validity of the Maximum Principle in B1CB or B\ %B1; we use the
following sufﬁcient condition:
if there exists gAW 2;NðDÞ-Cð %DÞ such that g40 in D with Lgp0 in D and g is
not identically 0 on @D; then the Maximum Principle holds in D for the elliptic
operator L:
As a test function for this criterion, we use the function g ¼ x  ru þ bu with b
suitably chosen depending on f2: Let us remark that this function g appears in many
other papers but in a different way.
In the case pa2; the scheme of the proof of Theorem 1.3 is the same, but we need
to prove directly the validity of the Maximum Principle once we have constructed the
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function g since a sufﬁcient condition similar to the case of the Laplacian is not
known. To get Theorem 1.4, we perform an implicit function theorem in X : This
theorem seems to be new and we think that it could be useful for other related
questions.
The result of Theorem 1.4 is, to our knowledge, the ﬁrst uniqueness result for p
Laplace problems in a ball with nonlinearities of our type. Some previous theorems
deal with the case f40 and ppn [1,9]. However, we will see that our method easily
applies to the case f ðuÞ ¼ uq and any p (also when p4n) to get nondegeneracy.
More generally, we will consider nonlinearities which depend on r; satisfying
ðH30Þ ufuðr; uÞ  ðp  1Þf ðr; uÞ40 for u40;
(H4) f ðr; 0Þ ¼ 0 8r; frðr; uÞ is nonpositive and
aðrÞ ¼ 2f ðr; uðrÞÞ þ rfrðr; uðrÞÞ
uðrÞfuðr; uðrÞÞ  ðp  1Þf ðr; uðrÞÞ
is nonincreasing as a function of r; for r in ð0; 1Þ:
(H5) GðrÞ ¼ nFðr; uðrÞÞ  ðn  pÞuf ðr; uðrÞÞ=p þ rFrðr; uðrÞÞ is either nonnegative in
ð0; 1Þ or positive in ð0; r0Þ and negative in ðr0; 1Þ for some r0; where Fðr; uÞ ¼R u
0 f ðr; sÞ ds:
As soon as frðr; uÞ is nonpositive and pp2; it follows from [11] or [8] that any
solution is radial. Note that hypotheses (H4) and (H5) are a natural extension of the
hypotheses we made when f does not depend on r: Indeed, if f does not depend on r
and satisﬁes (H1) and (H2), then aðrÞ is nonincreasing when u is bigger than y and we
will prove that (H5) holds. We will check at the end of Section 2 that a particular set
of functions satisfying ðH30Þ; (H4), and (H5) are functions of the type
ðH40Þ f ðr; uÞ ¼ uq  aðrÞup1; aAC1ð½0;NÞ; ½0;NÞÞ; maxð1; p  1Þoqoðnp  n þ
pÞ=ðn  pÞ if pon; any q4maxð1; p  1Þ if pXn;
ðH50Þ a is nondecreasing and ra0 þ a is nondecreasing.
A typical function a in this case is a0 þ rg; a0X0; gX1: Among the set of functions
satisfying ðH30Þ; (H4), and (H5) are also functions of the type
ðH400Þ f ðr; uÞ ¼ aðrÞuq; aAC1ð½0;NÞ; ½0;NÞÞ; maxð1; p  1Þoqoðnp  n þ
pÞ=ðn  pÞ if pon; any q4maxð1; p  1Þ if pXn;
ðH500Þ a is nonincreasing and ra0=a is nonincreasing.
These include for instance f ðr; uÞ ¼ uq=ð1þ r2Þa for aX0: Note that in this case, we
need a nonincreasing only to know that the solution is radial. But the nondegeneracy
holds for radial solutions without this hypothesis. Next, we also assume the
equivalent of (R):
ðR0Þ fAC0ð½0;NÞ  ½0;NÞÞ-C1ð½0;NÞ  ð0;NÞÞ and the positive part of fu is
bounded for u close to 0 independently of r: Moreover, either f is nonnegative
or there exists s040 such that f ðr; sÞpc0sp1 for s in ð0; s0Þ and r in a
neighborhood of 1:
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Note that with this hypothesis, any solution of (1.1) is such that u0ð1Þo0: We are
able to show nondegeneracy:
Theorem 1.5. If p41; f satisfies ðR0Þ and ðH30Þ; (H4), and (H5), then any weak
solution of (1.1) is nondegenerate in X :
We can deduce uniqueness from the nondegeneracy in X :
Theorem 1.6. If p41 and ðH40Þ and ðH50Þ hold, then problem (1.1) has at most one
weak radial solution.
Note that our uniqueness result holds for a class of nonlinearities which is smaller
than the one for nondegeneracy. This is due to the fact that in order to perform the
implicit function theorem, we add a parameter l into the equation and describe the
bifurcation diagram of ulð0Þ as a function of l: When f does not depend on r; we just
add l in front of the nonlinearity, but when f depends on r; we need to know some
asymptotic behaviour of the bifurcation diagram when l is small. Thus, it is easier to
consider a special kind of nonlinearities.
The outline of the paper is the following. In Section 2, we present a preliminary
lemma. Theorems 1.1, 1.2 and 1.5, 1.6 in the case p ¼ 2 are proved in Section 3.
Section 4 is devoted to the case pa2:
2. Preliminaries
Let u be a C1 radial solution of (1.1) with f satisfying either (R), (H1)–(H3) or
ðR0Þ; ðH30Þ; (H4), and (H5). By Proposition 1.2.6 of [10], we have
u0ðrÞo0 in ð0; 1Þ: ð2:1Þ
and hence u belongs to C2ð0; 1-C1½0; 1 and satisﬁes
ðp  1Þu00 þ n  1
r
u0
 
ju0jp2 þ f ðr; uÞ ¼ 0 in ð0; 1Þ;
u40 in ð0; 1Þ; u0ð0Þ ¼ uð1Þ ¼ 0:
8><
>: ð2:2Þ
Finally, let Fðr; uÞ ¼ R u
0
f ðr; sÞ ds: The following Pohozaev identities hold:Z s
0
rn1 nFðuÞ  ðn  pÞ
p
uf ðuÞ
 
dr ¼ sn1HðsÞ ð2:3Þ
if f does not depend on r; where H is given by
HðrÞ ¼ n  p
p
uu0ju0jðp2Þ þ ðp  1Þ
p
rju0jp þ rFðuÞ ð2:4Þ
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or Z s
0
rn1 nFðuÞ  ðn  pÞ
p
uf ðuÞ þ r @F
@r
 
dr ¼ sn1HðsÞ ð2:5Þ
if f depends on r; with the same HðrÞ as in (2.4).
We start with a technical lemma that will be used later to study the sign of the
function g ¼ ru0 þ bu for some suitable b:
Lemma 2.1. The function hðrÞ ¼ ru0=u is increasing.
Proof. The idea of the proof comes from [18]. We start by assuming that f does not
depend on r and satisﬁes (R), (H1)–(H3). We compute h0 and get by (2.2) and (2.4)
h0ðrÞ ¼ pðp  1Þu2ju0jp2 HðrÞ þ
ruf ðuÞ
p
 rFðuÞ
 
: ð2:6Þ
It follows from (H3) that uf ðuÞ
p
 FðuÞX0: Thus, if we prove that HX0; it will imply
that h0X0: Let JðrÞ ¼ rn1HðrÞ: We have Jð0Þ ¼ 0 and Jð1Þ40 since uð1Þ ¼ 0 and
the Hopf Lemma holds at the boundary. Let us study the sign of J 0: From (2.3), we
get
J 0ðrÞ ¼ rn1GðrÞ;
where GðrÞ ¼ nFðuðrÞÞ  ðn  pÞ=puðrÞf ðuðrÞÞ: So we have to study the sign of G: If
p ¼ n; it follows easily that G changes sign exactly once, so J increases and then
decreases to a positive number, thus J remains positive and h is increasing. If pan;
we have
G0ðrÞ ¼ ðpf ðuðrÞÞ þ ½ðp  1Þf ðuðrÞÞ  uf 0ðuðrÞÞðn  pÞ=pÞu0:
Recall that ðp  1Þf ðuÞ  uf 0ðuÞo0 by (H3).
Case p4n: In the region where fp0; that is for r close to the boundary, we have
that Gp0 and in the region where fX0; G0p0: Hence G is positive in ð0; %rÞ and
negative in ð%r;NÞ for some %r less than one. This means that J increases from Jð0Þ ¼
0 and decreases to Jð1Þ which is positive. Hence J and H remain positive.
Case pon: In the region where fp0; that is for r close to the boundary, we have
G0ðrÞX0: Since Gð1Þ ¼ 0; it means that Gp0 near 1. Because Jð0Þ ¼ 0 and Jð1Þ40;
it cannot be that Gp0 in the whole interval ð0; 1Þ: G has to be positive somewhere, so
G0 has to change sign. In the region where f ðuÞ40; we have
G0ðrÞ ¼ n  p
p
f ðuÞ np  n þ p
n  p 
uf 0ðuÞ
f ðuÞ
  
u0: ð2:7Þ
Then using (H2) and (2.1), we have that G0 changes sign exactly once in the region
where f is positive and G is positive in ð0; %rÞ and negative in ð%r;NÞ for some %r less
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than one. This means that J increases from Jð0Þ ¼ 0 and decreases to Jð1Þ which is
positive. Hence J and H remain positive.
In the case f depends on r; and satisﬁes ðH30Þ; (H4), and (H5), we get from (2.5)
that GðrÞ ¼ nFðr; uÞ  ðn  pÞ=puf ðr; uÞ þ rFrðr; uÞ: It follows directly from (H5) that
either GX0 in the whole interval ð0; 1Þ or GX0 near 0 and then p0: Hence, J
remains positive and h is increasing. &
Remark 2.1. If f satisﬁes ðH40Þ–ðH50Þ or ðH400Þ–ðH500Þ; then it satisﬁes (H5). Indeed,
G is, respectively, equal to
GðrÞ ¼ up uqþ1p n
q þ 1
n  p
p
 
 a  ra
0
p
 
;
GðrÞ ¼ auqþ1 n
q þ 1
n  p
p
þ ra
0
ðq þ 1Þa s
 
:
With our hypotheses, the term inside the parentheses is decreasing. But it cannot be
negative for all r in ð0; 1Þ; otherwise this would imply that J is decreasing and
contradict Jð0Þ ¼ 0 and Jð1ÞX0: This yields that f satisﬁes (H5). Moreover (H4)
follows from straightforward computation using ðH50Þ or ðH500Þ:
Remark 2.2. Note that our proof in the case pon and f does not depend on r;
implies that G0 changes sign in the region where f40; so that from (2.7), we deduce
that for u sufﬁciently large uf 0ðuÞ=f ðuÞo npnþp
np : Conversely, this condition and
limu-N uf
0ðuÞ=f ðuÞ4p  1 imply the existence of a solution of (1.1) using the
Mountain Pass Lemma [2]. Recall that our hypotheses yield
limu-N uf
0ðuÞ=f ðuÞXp  1:
Remark 2.3. We conclude this section recalling a well-known condition for the
Maximum Principle to hold for uniformly elliptic operators M in a domain D: Let
M ¼ ai;j@i;j þ bi@i be a uniformly elliptic operator and c be such that the positive part
of c is in LnðDÞ: Assume that there is a function g in W 2;n-Cð %DÞ such that Mg þ
cðxÞgp0 and g40 in D; but not identically zero on @D: Then the Maximum
Principle holds for M þ c in D:
3. The case p ¼ 2
Now we restrict our attention to the case p ¼ 2: Let u be a solution of (1.1) and
denote by L the linearized operator at u; i.e.
Lv ¼ Dv þ fuðr; uÞv: ð3:1Þ
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Lemma 3.1. If u is a solution of (1.1), p ¼ 2; and if @f =@rp0; then any solution of
Lv ¼ mv with mp0 and v ¼ 0 on @B is radial.
Proof. We adapt the proof contained in [6]. We let D ¼ B-fx140g and we deﬁne
w ¼ vþ  v in D where vþðx1; x0Þ ¼ vðx1; x0Þ: Then Lw ¼ mw in D and w ¼ 0 on
@D: By the result of [11], we know that u is radial and @u=@x1o0 in D: Moreover
L
@u
@x1
 
¼ u @f
@x1
X0;
and @u=@x1o0 on %D-fx140g by the Hopf Lemma. Thus by Remark 2.3, the
Maximum Principle holds for L in D which implies that w  0: This is true in any
direction so that v is radial. &
Proof of Theorems 1.1 and 1.5 in the case p ¼ 2. We will show that the second
eigenvalue m2 of L in B with zero Dirichlet boundary condition is positive. Arguing
by contradiction, let us assume that m2p0 and denote by v the corresponding
eigenfunction. Of course, v must change sign and has only two nodal regions.
By Lemma 3.1, we know that v is radial, hence its two nodal regions are a ball
B1CB of radius r1 and an annulus B\ %B1: In each of these two regions, the ﬁrst
eigenvalue of L is m2: We denote by u1 the value of u at r ¼ r1:
Step 1: Let L be the linearized operator defined in (3.1). Then, there exists a radial
function g such that gð1Þo0 and either
Lgp0; g40 in B1 or LgX0; go0 in B\ %B1: ð3:2Þ
Let us prove this claim. We let gðrÞ ¼ ru0 þ bu with bX0: We have gð1Þo0 since
u0ð1Þo0 by the Hopf Lemma, and the function g is negative for r near 1, positive
near r ¼ 0 when b40: Thus, if b ¼ 0; go0 in ð0; 1Þ and if b40; by Lemma 2.1, g has
a unique zero in the interval ð0; 1Þ: Moreover,
Lg ¼ ðufuðr; uÞ  f ðr; uÞÞ b 2f ðr; uÞ þ rfrðr; uÞ
ufuðr; uÞ  f ðr; uÞ
 
: ð3:3Þ
Recall from (H3) or ðH30Þ that ufuðr; uÞ  f ðr; uÞ40:
If (H4) holds, we let
b ¼ 2f ðr1; u1Þ þ r1frðr1; u1Þ
u1fuðr1; u1Þ  f ðr1; u1Þ ; ð3:4Þ
so that Lg ¼ 0 for r ¼ r1: It follows directly from (H4) that Lgp0 in B1 and LgX0 in
B\ %B1: Moreover, since g has a unique zero, it is either in B1 or in B\ %B1; hence (3.2) is
satisﬁed.
If, (H2) holds, that is f does not depend on r; we have to argue according to the
position of u1 with respect to y; the value where f changes sign (see (H1)). If u14y;
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we let b as in (3.4) so that Lg ¼ 0 for r ¼ r1: We use (H2) and the monotonicity of u
to deduce as before that Lgp0 in B1 and LgX0 in B\ %B1: Since g has a unique zero,
(3.2) holds.
If u1py; then f ðuÞo0 for upu1: We choose b ¼ 0 so that LgX0 for uou1 that is
in B\ %B1; while go0 in %B\f0g because u is radially decreasing, hence the property of
(3.2) is satisﬁed in B\ %B1:
Step 2: It follows from Step 1 and Remark 2.3 that the Maximum Principle holds
either in B1 or B\ %B1: This is equivalent to say that in one of the two regions, the ﬁrst
eigenvalue of L with zero Dirichlet condition is positive against the assumption
that m2p0:
Having proved that m240; if m ¼ 0 is an eigenvalue for L in B; the only possibility
is that it is the ﬁrst eigenvalue. Thus the corresponding eigenfunction should not
change sign and this is not possible. Indeed v would satisfy
Dv þ fuðr; uÞv ¼ 0: ð3:5Þ
Multiplying (3.5) by u and (1.1) by v; we get
Z
B
ðufuðr; uÞ  f ðr; uÞÞuv ¼ 0:
This implies that v changes sign in B and completes the proof. &
Proof of Theorem 1.2. Uniqueness follows from nondegeneracy, analyzing the
bifurcation diagram. We are going to take the radius of the ball BR as a bifurcation
parameter. Note that by rescaling the solution to the unit ball, this is the same as
adding a parameter l ¼ R2 in front of the nonlinearity in (1.1) so that it becomes
lf ðuÞ and the solution is ul: We study the bifurcation diagram of ulð0Þ versus l: By
classical bifurcation results ([5] or [22]), we know that there is a branch of solutions
bifurcating from l ¼ l
*
; where l
*
¼ l1=f 0ðNÞ; for which ulð0Þ goes to N: Note
that because of our hypotheses, uf 0ðuÞ=f ðuÞ has a limit at inﬁnity. If this limit is
bigger than 1, then l
*
¼ 0:
Then using the uniqueness theorem for initial value problem for ODEs and the
nondegeneracy result of Theorem 1.1, we can say that the branch continues for all
values of lAðl
*
;NÞ: The nondegeneracy result excludes secondary bifurcations or
turning points, hence the branch is monotone decreasing. Since this branch is
unbounded, if there was another branch, the uniqueness theorem for initial value
problem for ODEs would provide that this other branch is such that ulð0Þ is
bounded. But then, on such a branch, uð0Þ bounded and l bounded from below
would imply the existence of a turning point which is impossible since we have the
nondegeneracy result. Hence all solutions of our problem are on the branch we have
constructed and this provides uniqueness. &
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Proof of Theorem 1.6 in the case p ¼ 2. Let us introduce a parameter l in the
nonlinearity f : flðr; uÞ ¼ uq  laðrÞu: We claim that
(l0 such that there is only one solution for lAð0; l0Þ: ð3:6Þ
To prove the claim, let us ﬁrst observe that near l ¼ 0; the solutions are uniformly
bounded. Indeed, if un is a solution with l ¼ ln and ln tends to 0, we are going to
prove that Mn ¼ sup un is bounded. We rescale the function un to
u˜nðrÞ ¼ 1
Mn
un
r
M
ðq1Þ=2
n
 !
:
Then, if Mn goes to inﬁnity, u˜n converges to a positive solution of Du þ uq ¼ 0 in Rn:
This is impossible by the result of Gidas and Spruck [12] since qoðn þ 2Þ=ðn  2Þ: So
the sequence Mn remains bounded. Next, we deduce that un tends to the unique
solution u0 of Du þ uq ¼ 0 in the ball with zero boundary data. Since this solution is
nondegenerate, it implies that there is a unique branch of solutions near ð0; u0Þ:
Otherwise let un and vn be two solutions: the function
wn ¼ ðun  vnÞ=jjun  vnjjN
converges uniformly to a nontrivial solution of the linearized problem Dw þ
qu
q1
0 w ¼ 0 in B; w ¼ 0 on @B: This is impossible since the solution u0 is
nondegenerate [6,25]. Hence the claim is proved.
Then let us deﬁne ð0; %lÞ to be the maximal interval for which uniqueness holds. We
claim that %l is inﬁnite. In fact, if %l is ﬁnite, one can prove that solutions stay
uniformly bounded as in the case l ¼ 0 using the blow-up. Then by the
nondegeneracy result, we have that there is only one solution for l ¼ %l; otherwise
using the implicit function theorem at each solution, we would derive nonuniqueness
for lo%l: Next, if there exists a sequence ln tending to %l; ln4%l; for which the
problem has two solutions un and vn; we deﬁne wn ¼ ðun  vnÞ=jjun  vnjjN: The two
solutions un and vn converge to the unique solution %u at l ¼ %l: Then wn converges to
a nontrivial solution of the linearized problem at u ¼ %u: This is impossible since %u is
nondegenerate by Theorem 1.1. Thus if %l is ﬁnite, we have reached a contradiction so
that %l is in ﬁnite and uniqueness holds for every l in ð0;NÞ; in particular for
l ¼ 1: &
4. Case pa2
We will be concerned with radial solutions, which are the only solutions if po2 by
Damascelli and Pacella [7,8]. We consider the p-Laplace operator in the space X ¼
C2p=ðp1Þ;0 deﬁned in the introduction. With the following norm, this space is a
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Banach space (see [19]).
jjvjjX ¼ jjvjjC2ð %B\B1=2Þ þ
X2
j¼0
sup
0oso1=2
s
j p
p1jvðjÞðsÞj:
4.1. Regularity
As we recalled at the beginning of Section 2, a solution u of (1.2) belongs to
C2ð0; 1-C1½0; 1 and u0o0 in ð0; 1Þ: One can derive a precise behaviour of u0 near
the origin using the L’Hopital rule (see [23]): indeed, it follows from Eq. (1.2) that
ðju0jp1rn1Þ0=ðrnÞ0 tends to a ﬁnite limit as r tends to zero, hence ðju0jp1r1Þ tends to
the same limit, i.e.
u0ðrÞr
1
p1- f ð0; uð0ÞÞ
n
  1
p1
as r-0: ð4:1Þ
In other words, u0ðrÞr
1
p1 is in LN: Moreover, we derive from Eq. (2.2)
u00ðrÞr
p2
p1- 1
p  1
f ð0; uð0ÞÞ
n
  1
p1
as r-0: ð4:2Þ
This implies that uAX :
The linearized operator at a solution u of (1.2) along functions v in X is
Lv ¼ ðp  1Þr1nðrn1ju0jp2v0Þ0 þ fuðr; uÞv vAX : ð4:3Þ
Let v be a radial solution of Lv ¼ mv with mp0; v in X : Note that as soon as v is in
X ; then v is continuous up to 0. We can be more precise about the behaviour of v at
zero. Indeed, if vAX ; ju0jp2rn1v0 tends to 0 when r tends to 0, hence one can apply
the L’Hopital rule to (4.3) in a similar way as for u and it yields that v0 has the same
behaviour as u0; namely
v0ðrÞr
1
p1- vð0Þ mþ fuð0; uð0ÞÞ
nðp  1Þ
 
f ð0; uð0ÞÞ
n
 2p
p1
as r-0: ð4:4Þ
Similarly as for u; one can derive the behaviour of v00 from the equation so that
v00ðrÞr
p2
p1 has a limit when r tends to 0.
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4.2. Proof of Theorems 1.3 and 1.5: nondegeneracy
We let v be a solution in X of the linearized problem
Lv ¼ mv in ð0; 1Þ; vð1Þ ¼ 0; with mp0; ð4:5Þ
such that v changes sign. Recall that if m ¼ 0; any solution of Lv ¼ 0 has to change
sign because of (H3) or ðH30Þ and the fact thatZ 1
0
ðufuðr; uÞ  ðp  1Þf ðr; uÞÞuvrn1 dr ¼ 0:
As in the case p ¼ 2; we choose B1 to be a ball of radius r1 such that vðr1Þ ¼ 0: We
call u1 ¼ uðr1Þ: We are going to construct a function g in a similar way as in the proof
of Theorem 1.1.
Step 1: Let L be the linearized operator defined in (4.5) Then, there exists a radial
function g such that gð1Þo0 and either
Lgp0; g40 in B1 or LgX0; go0 in B\ %B1: ð4:6Þ
Let us prove this claim. We let g ¼ ru0 þ bu with bX0: We have gð1Þo0 since
u0ð1Þo0 by the Hopf Lemma which holds by (R) or ðR0Þ; and the function g is
negative for r near 1, positive near r ¼ 0 when b40: Thus, if b ¼ 0; go0 in ð0; 1Þ and
if b40; by Lemma 2.1, g has a unique zero in the interval ð0; 1Þ: Hence either go0 in
ðr1; 1Þ or g40 in ð0; r1Þ: Moreover,
Lg ¼ ðufuðr; uÞ  ðp  1Þf ðr; uÞÞ b 2f ðr; uÞ þ rfrðr; uÞ
ufuðr; uÞ  ðp  1Þf ðr; uÞ
 
: ð4:7Þ
Recall from (H3) or ðH30Þ that ufuðr; uÞ  ðp  1Þf ðr; uÞ40:
If (H4) holds, we let
b ¼ 2f ðr1; u1Þ þ r1frðr1; u1Þ
u1fuðr1; u1Þ  f ðr1; u1Þ ; ð4:8Þ
so that Lg ¼ 0 for r ¼ r1: It follows directly from (H4) that (4.6) is satisﬁed.
If (H2) holds, that is f does not depend on r; we have to argue according to the
position of u1 with respect to y as in the case p ¼ 2: If u14y; we let b as in (4.8) so
that Lg ¼ 0 for r ¼ r1: We use (H2) and the monotonicity of u to deduce as before
that Lgp0 in B1 and LgX0 in B\ %B1: Since g has a unique zero, (4.6) holds.
If u1py; we choose b ¼ 0 so that Lg40 for uou1 that is in ðr1; 1Þ:
Step 2: The function g will provide a weak Maximum Principle either in ð0; r1Þ or in
ðr1; 1Þ:
If LgX0 and go0 in ðr1; 1Þ; since the operator L is uniformly elliptic there and
gð1Þo0; it follows from Remark 2.3 that the Maximum Principle holds for L in
ðr1; 1Þ and v  0: Note that since the positive part of fuðr; uÞ is bounded for u small by
(R) or ðR0Þ; it satisﬁes the hypotheses of Remark 2.3.
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If Lgp0 and g40 in ½0; r1; we deﬁne w such that v ¼ wg: Without loss of
generality, we can assume that w is positive somewhere (otherwise we consider w).
Then w cannot achieve a positive maximum away from the origin since the operator
is uniformly elliptic in any compact set not containing the origin. Let us assume that
w reaches a positive maximum at zero, then is straightforward to see that w has the
same behaviour as v near the origin, that is w0ðrÞB cr1=ðp1Þ and w00ðrÞB ðc=ðp 
1ÞÞrð2pÞ=ðp1Þ for some c40: Moreover, w satisﬁes
ðp  1Þju0jp2 w00 þ n  1
r
w0
 
þ ðp  1Þðju0jp2Þ0w0
þ 2ðp  1Þju0jp2 g
0
g
w0 ¼ w Lg
g
 mw: ð4:9Þ
Recall that Lg=g is negative at zero, hence the right hand side has a positive limit
when r tends to 0. This provides a contradiction with (4.9) since the left hand side is
going to a near the origin with a40: This completes the proof that any solution of
(4.5) which changes sign is identically zero. &
Remark 4.1. It follows from our proof that an analogous of Remark 2.3 holds for
the linearized operator L; even if this operator is not uniformly elliptic: that is if there
exists a radial function g such that g40 in %D and Lgp0 in D; then the weak
Maximum Principle holds for L in D: This is a new result that may be used in other
settings.
4.3. Proof of Theorems 1.4 and 1.6
We have proved in Theorem 1.3 that the linearized operator L is injective as a map
from X to E00: So we have to prove surjectivity in order to get that it is an
isomorphism. This would allow to apply the implicit function theorem in X to get
local uniqueness. We need a preliminary lemma.
Lemma 4.1. There exists a solution f in C2p=ðp1Þ of the equation Lf ¼ 0 in ð0; 1Þ; such
that fð0Þ ¼ 1 and fð1Þa0:
Proof. We want to solve
f0ðrÞ ¼  1
rn1ju0jp2
Z r
0
tn1fuðt; uðtÞÞfðtÞ dt ð4:10Þ
with the initial condition fð0Þ ¼ 1: The existence of such a solution for r small
follows from a ﬁxed point argument as in the proof of Picard’s theorem for the
existence of a solution of initial value problems in ODEs. The solution exists up to
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r ¼ 1 since R 10 fuðt; uðtÞÞ dt is ﬁnite by (R) or ðR0Þ: Indeed (R) or ðR0Þ imply that the
positive part of fu is bounded and fupc1ðp  1Þup2:
Next let us check that f is in C2p=ðp1Þ: We have already seen that f is bounded,
hence it follows from (4.10) that f0 has the appropriate behaviour near 0. Then we
can use Eq. (4.3) to deduce that f00 also has the appropriate behaviour.
Notice that fð1Þ is not zero, otherwise f would provide a non zero solution to
(4.5) in X and it would contradict Theorem 1.3 or 1.5. &
Proposition 4.1. L is surjective from X into E00:
Proof. For gAE00; we want to solve Lv ¼ g: First we are going to solve it without
boundary condition at r ¼ 1: We can use a variation constant formula starting from
the solution f constructed in Lemma 4.1 and looking for a special solution v ¼
cðrÞf: But one can also solve directly the equation
v0ðrÞ ¼ 1
rn1ju0jp2
Z r
0
tn1ðfuðt; uðtÞÞvðtÞ þ gðtÞÞ dt; ð4:11Þ
with vð0Þ ¼ 1: The existence follows from a ﬁxed point argument as before, and v0
and v00 behave like r1=ðp1Þ and rð2pÞ=ðp1Þ near the origin, so that v is indeed in
C2p=ðp1Þ: If vð1Þ is zero, then v provides a solution for our problem. Otherwise, we
look for w ¼ v þ af; where f is constructed in Lemma 4.1 and a is suitably chosen to
satisfy wð1Þ ¼ 0: This can be done since we have checked that fð1Þ is not zero. &
Proof of Theorem 1.4. We consider problem (1.1) with a nonlinearity lf ðuÞ instead
of f ðuÞ; where l is a free parameter:
ðp  1Þu00 þ n  1
r
u0
 
ju0jp2 þ lf ðr; uÞ ¼ 0;
u40; in ð0; 1Þ; u0ð0Þ ¼ uð1Þ ¼ 0:
8><
>: ð4:12Þ
We want to describe the bifurcation diagram of solutions, that is d ¼ uð0Þ vs l: The
fact that our linearized operator is an isomorphism allows to use the implicit
function theorem and deduce that around any solution ðl; ulÞ; there is a unique
branch of solutions. Note that rescaling Eq. (4.12) on the ball of radius l1=p; problem
4.12 becomes like (2.2), but in a ball of radius l1=p: The uniqueness theorem for
initial value problems for ODEs (see [10]) yields that for any uð0Þ; there is at most
one l for which there is a solution of (4.12).
Assume that for some l0; there exists a solution ul0 : Then using the implicit
function theorem, there exists a unique branch of solutions around ðl0; ul0Þ: Let us
continue this branch in terms of l: We can deﬁne
%
l to be the inﬁmum of the l’s on
this branch and %l the supremum.
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First, we claim that as l tends to
%
l; ulð0Þ has to go to inﬁnity. Otherwise, if it stays
bounded, then we can ﬁnd a solution for l ¼
%
l: this is impossible if
%
l ¼ 0 because the
only solution for l ¼ 0 is zero and ulð0Þ4y by (H1) and if
%
l40; using the implicit
function theorem, we can ﬁnd a solution for smaller l:
Next, we have %l ¼N: Indeed, if %l is ﬁnite, it implies that the norm of u tends to
inﬁnity (otherwise we could continue the branch for bigger l by the implicit function
theorem), but this contradicts the uniqueness theorem for initial value problem for
ODEs. Thus, we constructed a decreasing branch G which exists from
%
l toN:
Finally, we claim that there is no other branch of solutions. If such branch exists,
then it would have the same properties as G and in particular ulð0Þ would tend toN;
which contradicts the uniqueness theorem for initial value problem.
Notice that if we assume additionnally that uf 0=f tends to a limit bigger than p  1
at inﬁnity, then the Mountain Pass Lemma implies existence for every l: Hence all
solutions of our problem are on the same branch which is decreasing. This provides
uniqueness. &
Proof of Theorem 1.6. We argue similarly to the case p ¼ 2; that is we let flðr; uÞ ¼
uq  laðrÞu: For bounded l; we claim that the solutions are uniformly bounded.
Indeed, if un is a solution with l ¼ ln which tends to 0, let Mn ¼ sup un ¼ unð0Þ: We
rescale the function un to
u˜nðrÞ ¼ 1
Mn
un
r
M
ðqpþ1Þ=2
n
 !
:
Then, if Mn tends to inﬁnity, u˜n converges to a positive radial solution of Dpu þ uq ¼
0 in Rn: This is impossible by the Liouville result of Serrin and Zou [24]. Next let un
and vn be two solutions for l ¼ ln: When ln tends to 0; then un and vn converge to the
unique positive solution u0 of Dpu þ uq ¼ 0 in B with zero Dirichlet data. We have
seen in Theorem 1.5 that this solution is nondegenerate in X : The function wn ¼
ðun  vnÞ=jjun  vnjjN converges to a nontrivial solution of the linearized problem at
u0; Lw ¼ 0 in B; w ¼ 0 on @B: Indeed, one can see taking the difference of the two
equations for un and vn that
ðrn1ju0njp2w0n þ ðp  2Þrn1v0nzp3n w0nÞ0 þ rn1lnfuðr; qnÞwn ¼ 0;
where qn is in the interval ðun; vnÞ and zn in the interval ðju0nj; jv0njÞ: Passing to the limit
contradicts the nondegeneracy of u0: The rest of the proof follows as in the case
p ¼ 2:
So we get the uniqueness of a radial solution. By the symmetry result of [7,8], all
positive solutions of (1.1) are radial if 1opo2; hence (1.1) has at most one positive
solution. Note that in [7,8] only the case where f does not depend on r is considered,
but the same proof applies if f ðr; :Þ is nonincreasing in r: &
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