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The interaction of water (and ice) with oxide surfaces has been studied with ﬁrst prin-
ciples density functional theory. To begin, an extensive series of studies on the clay
mineral kaolinite (Al2Si2O5(OH)4) are reported with a view to understanding the efﬁ-
cacy of kaolinite as a heterogeneous ice nucleating agent. The main conclusions are:
(i) water clustering is disfavoured on the kaolinite surface; (ii) a stable two dimensional
ice-like water overlayer can form; (iii) water covered kaolinite is itself “hydrophobic”
compared to the bare “hydrophilic” kaolinite surface; and (iv) it is shown that ampho-
terism (the ability to accept and donate H bonds) of the hydroxylated kaolinite surface
is key to its many properties with regard to water adsorption and ice nucleation. Fol-
lowing the water adsorption study, the perfect basal surface of kaolinite was investi-
gated and it (and in general the entire class of so-called 1:1 clay surfaces) is shown
to be polar. Extending the water adsorption studies beyond kaolinite the interaction
of water with a range of rocksalt (alkaline earth metal) oxide surfaces was examined
with a view to better understanding the fundamental properties of water adsorption,
dissociation, and proton transfer on oxide surfaces. These studies reveal that the water
adsorption energy and the tendency to dissociate both increase as one moves down the
alkaline earth series of oxides. Finally, it is observed that water on MgO(001) under-
goes rapid proton transfer within clusters of just two water molecules, made possible
by facile dissociation and recombination of the water molecules within the dimers.
Overall, it is hoped that these studies shed new light on several fundamental aspects of
the interaction of water with oxide surfaces at the molecular level.
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9Chapter 1
Introduction
Theoretical chemistry and physics based on quantum mechanical electronic structure
theories have become an important and powerful complement to experiment in the
atomic scale study of materials. Such simulations have extended and broadened our
understanding in a wide variety of areas and are considered by many as virtual exper-
iments. These computational experiments have been incredibly useful, for example,
helping to understand important aspects of high pressure and high temperature physics
of the earth’s core where conditions are so extreme that they can not readily be ex-
plored in experiments (e.g. [1]). Or, in surface science, the chemical reactivity of
catalyst surfaces has been unravelled (e.g. [2, 3]). There are many other examples in
other ﬁelds too.
In the electronic structure theories which underpin theoretical chemistry and physics,
the central task is to solve the Schr¨ odinger or Schr¨ odinger-like equation. There are
many approaches to do this. Density functional theory (DFT) [4, 5] can often be a
good option, because it has proven capable of computing a host of properties of con-
densed matter, their surfaces, and the interactions between surfaces and adsorbates to a
reasonable accuracy with an acceptable computational cost. DFT combined with other
practical computational techniques is the main approach used in this thesis to investi-
gate water-oxide interfaces.
10Water is one of the most common and important substances on earth. The many fas-
cinating molecular properties of water and its almost ubiquitous appearance on solid
surfaces, in particular oxide surfaces, makes it a topic of central importance to a sur-
prisingly wide variety of scientiﬁc disciplines, including atmospheric chemistry, het-
erogeneous catalysis and photocatalysis, chemical sensing, corrosion science, environ-
mental chemistry and geochemistry, soil science, semiconductor manufacturing and
cleaning, and biology, to name but a few [6, 7]. In this thesis, several key aspects of
water at oxide surfaces will be examined with the aid of DFT simulations. Specif-
ically, this involves a treatment of water adsorption and ice nucleation on a layered
oxide surface, the examination of proton transfer dynamics in adsorbed water clusters,
and a systematic study aimed at understanding adsorption trends and the fundamental
factors that decide the adsorption structure and state (intact or dissociated) of water on
a range of simple rocksalt oxide surfaces.
The interest in water adsorption on layered oxide surfaces, speciﬁcally layered alu-
minosilicate clays1, stems from the fact that the adsorption of water on clay mineral
surfaces is often the ﬁrst step in heterogeneous ice nucleation2, and subsequently cloud
formation and precipitation [8]. This happens in the atmosphere on clay aerosol parti-
cles, with the aerosol particles being the ice forming nuclei. Chemical analysis of par-
ticles found at the center of snow crystals reveals that clay minerals as well as micro-
organisms, combustion products, and some other natural and anthropogenic products
commonly act as sources of ice forming nuclei. Clay mineral dust particles, as typical
ice forming nuclei, normally enter the upper atmosphere through dust storms and occur
in great abundance in the atmosphere as small nano- to micro-meter sized particles. Of
the many varieties of microscopic clay mineral dust particle effective in encouraging
1Clay minerals are layered silicate minerals that occur in soils, sediments, sedimentary rocks, and
weathered or altered rocks. The commonly used classiﬁcation to describe structures divides clay min-
erals into 1:1 structures constructed of repeating tetrahedral-octahedral layers with interlayer spacing of
7 ˚ A, and 2:1 structures constructed of repeating tetrahedral-octahedral-tetrahedral layers with inter-
layer spacing of either 10 or 14 ˚ A.
2Heterogeneous nucleation is the process of nucleation at an interface, typically at a solid surface of
a foreign substance. Homogeneous nucleation, on the other hand, occurs when only water is present.
11the freezing of water, kaolinite (Al2Si2O5(OH)4) plays a prominent role being a com-
mon ice nucleating agent identiﬁed by chemical analysis in ﬁeld studies of naturally
formed snow crystals [8]. In addition, in laboratory experiments, kaolinite exhibits
good nucleation ability, having a threshold temperature3 for ice nucleation in the de-
position mode4 of around -9 to -11 °C [8]. This is warmer than the typical threshold
temperature range between -10 and -20 °C for silicate soil particles. A very simple text
book explanation was suggested to explain the efﬁcacy of kaolinite as an ice nucleating
agent by simply noting that the pseudohexagonal arrangement of the hydroxyl groups
at the surface of kaolinite is close to the hexagonal arrangement at the basal plane of
ice [8]. One of the main aims of this thesis is to test this assumption and understand
how exactly water adsorbs and ice nucleates on kaolinite.
In the last decade, great progress has been made to understand water adsorption and
ice nucleation on model substrates, in particular on close packed transition metal sur-
faces (e.g. Ni, Cu, Rh, Ru, Pd, Pt, and Ag). Mainly this is thanks to the application
of ultra high vacuum (UHV) surface science techniques such as scanning tunneling
microscopy (STM), and also DFT [6, 7, 9–11]. This work has lead to the characterisa-
tion of various interface water system, including small clusters, two dimensional (2D)
overlayers, and even a one dimensional ice structure built from pentagons [12]. The
kaolinite surface structure is more complex than those of metal surfaces, and surface-
sciencestyleUHVstudiesofwateronkaolinitehavenotyetbeenperformed. However,
DFT can still be used in the hope of predicting relevant structures that may form and
providing molecular level insight and understanding. Speciﬁcally, the molecular level
DFT study of water-kaolinite here will mainly consider the structural and energetic
characterization of interfacial water and ice. It includes the investigation of structures
and stabilities of water monomers and clusters adsorbed on the cleavage surface of
3The threshold temperature is conventionally taken as the temperature at which 1 particle in 104
produces an ice crystal.
4In the deposition mode, water at temperatures below 0°C is adsorbed directly from the vapor phase
onto the surface of the ice forming nuclei, and at sufﬁciently low temperatures, water is transformed
into ice on the surface.
12kaolinite, the subsequent ice-like monolayer and multilayer structures, and their sta-
bilities are compared with those on other surfaces. Other aspects related to the ice
nucleation are discussed as well and they are the lattice match role between kaolinite
surfaces and ice basal planes, the amphoteric role of surface hydroxyl groups, and the
surface structure of the kaolinite basal plane.
Questions about how stable water is and which state (intact or dissociated) water is
in on different surfaces are simple, but fundamental and important to understand the
water-oxide interaction and many other related chemical processes at interfaces. Water
adsorption and dissociation can affect the surface properties of materials, for example,
surface hydroxylation can render a surface with different reactivity to that of a surface
covered in molecular water, leading to signiﬁcant implications to other surface chemi-
cal or catalytic processes. Many experimental and theoretical studies have focused on
water adsorption and dissociation on various oxide surfaces (See reviews in [6, 7]). For
example, experimental and theoretical evidence indicates water is dissociated on the
Al-terminated clean surface of -Al2O3 [13, 14]. However, different conclusions from
experimental and theoretical studies can often be arrived at. TiO2 and MgO are famous
examples, in which the computational set-up or the presence of defects at the surface
can lead to the question of water dissociation being controversially discussed [6, 7].
Overall this indicates that many factors can affect the tendency of water to dissociate.
They may include the chemical nature of the substrate, the surface structure, surface
defects, the nature and strength of water-surface interaction, and the corresponding
water-water interaction. Information on the geometric and electronic structures of wa-
ter at oxide surfaces can be obtained from DFT calculations, so in this thesis, special
attention will focus on trying to understand the nature and strength of interactions
at water-oxide interfaces. Speciﬁcally, a series of simple model oxide surfaces (the
rocksalt alkaline earth metal oxide (001) surfaces) will be chosen and water monomer
adsorption calculations on them will be performed and compared. Trends in water ad-
sorption and dissociation are sought so as to better understand the fundamental nature
of water-oxide interfaces.
13Related to the question of water adsorption and dissociation on surfaces, the dynamical
properties of these systems are also of interest. In particular, proton transfer processes
are fundamental processes in chemistry, biology, and physics, and important at sur-
faces with connection to e.g. electrochemistry [15]. In liquid water, proton transfer or
diffusion is realized by the Grotthuss mechanism and some basic descriptions about
this process have been proposed [16, 17]. In contrast, understanding of proton trans-
fer processes at water-oxide interfaces lags far behind. Here, proton transfer between
water and a substrate and between water is studied within the smallest water cluster, a
water dimer, on the simple rocksalt MgO(001) surface.
The rest of this thesis will be presented as follows: In the next two chapters I brieﬂy
introduce water-oxide interactions and the theoretical methods that have been used.
Following this, I present results mainly from water adsorption studies on a variety of
solid surfaces. In Chapter 4, this involves water adsorption and ice nucleation on the
aluminosilicate clay kaolinite. In Chapter 5, I focus on the bare kaolinite surface, re-
vealing that its structure is likely to be more complex than previously anticipated. In
Chapter 6, a systematic trend study of water on a variety of simple oxide surfaces is
presented. In Chapter 7, water dimers on MgO are examined and shown to exhibit
interesting proton transfer dynamics. Finally, in Chapter 8, I summarise the results and
brieﬂy discuss some perspectives for future research.
14Chapter 2
A brief introduction to water-oxide
interactions
For the past few decades interest in water-solid interfaces and chemical reactions at
aqueous-solid interfaces, in particular mineral surfaces and oxide surfaces, has in-
creased signiﬁcantly. This is mainly due to the central importance of such interfaces
to a variety of scientiﬁc ﬁelds, including atmospheric chemistry, heterogeneous catal-
ysis and photocatalysis, chemical sensing, corrosion science, environmental chemistry
and geochemistry, metallurgy and ore beneﬁciation, metal oxide crystal growth, soil
science, earth science, semiconductor manufacturing and cleaning, and tribology, to
name but a few [6, 7, 18–22]. Because water-solid (oxide) interfaces and chemical
interactions at aqueous-solid (oxide) interfaces are often extremely complicated, a full
understandingonthemolecularandatomiclevelhasnotbeenachievedyet. Inpractice,
many different experimental and computational techniques have been used to study the
key features of such interfaces under both UHV and ambient conditions (around 298 K
and 1 atm). The thickness of the water layer on solid (oxide) surfaces can range from
a macroscopic liquid water layer (>1 mm thick) to a thin water ﬁlm (a few nm thick),
to less than a single monolayer of molecules depending on the substrate and the rela-
tive humidity. Across these different water coverage regimes, much of the physics and
chemistry of these interfaces has begun to be understood. This involves, for example,
the structure, bonding, composition of water-solid (oxide) interfaces and the effect of
15chemical reactions on the electronic and geometric structure of the solid (oxide) sur-
face.
Modern experimental surface science methods under UHV conditions (combined with
quantummechanicalcomputationaltechniques, e.g. DFT)areoneofthemainbranches
to understand water-solid (oxide) interfaces. These surface-sensitive experimental
techniques exploit electron, ion, atom, and X-ray spectroscopies and scattering infor-
mation obtained in high vacuum. Although most of them were developed originally for
metals and semiconductors, they have also recently been applied successfully to oxides
and other ionic compounds [18, 22, 23]. These experimental techniques include, for
example, low-energy electron diffraction (LEED), ion-scattering spectroscopy (ISS),
photoelectron (UPS, XPS, etc.) and inverse photoelectron (IPS) spectroscopies, elec-
tron energy loss (ELS and HREELS), Auger spectroscopies, temperature programmed
desorption (TPD) and reaction (TPR) spectroscopies, and the scanning probe micro-
scopies (STM, AFM, etc.). Studying the interaction of water with well prepared solid
(oxide) surfaces, these experimental techniques are extremely powerful. Detailed in-
formation about water-solid interfaces on the molecular and atomic level has been
obtained on a large number of solid (oxide) surfaces, for example, water vapour ad-
sorption on -Al2O3, MgO, ZnO, TiO2, -Fe2O3, CeO2, CuO, -Cr2O3, etc. [7, 18].
As with all scientiﬁc methods and techniques, modern surface science methods under
UHV conditions (combined with computational techniques) can not cover all surface
and interface questions. They are applied mainly to the low coverage (water cluster
or monolayer) regime and to well prepared single crystal substrates. However, poly-
crystalline or particulate samples or the interfaces between macroscopic water layers
and solid (oxide) surfaces are often encountered in more practical situations. Similarly,
the pressure difference between vacuum measurements and real ambient atmospheric
pressure is another issue to be noted. Despite these limitations, a great deal of impor-
tant information has been, and will continue to be, obtained by modern surface science
techniques under vacuum condition (combined with computational techniques).
16Beyond the study of water clusters or water monolayers on well prepared solid (ox-
ide) surfaces under UHV conditions, there have also been many studies focusing on
water thin ﬁlms under ambient conditions [21, 22]. Thin ﬁlm water coats insulators,
metals, semiconductors, and even ice under ambient conditions and it has important
effects on the physical and chemical properties of the substrates it covers. Normally
ambient thin ﬁlm water involves two interfaces: the one with the underlying solid
surface and the one with air. The thickness of the water ﬁlm is determined by the
nature of the substrate, the air relative humidity, and the temperature. Many interest-
ing fundamental questions are related to the the nature of the ambient thin water ﬁlm,
for example, water wetting, ice nucleation, and the growth of multilayer ﬁlms on solid
(oxide)surfaces. Althoughsome experimentaltechniques thatdepend onthe lowback-
ground pressure of the UHV conditions can not be used directly for ambient water thin
ﬁlm studies, there are some other approaches that have been applied to such systems:
intermolecular force measurements, optical interrogations, both linear (ellipsometry
and infrared spectroscopy) and nolinear (second harmonic and sum frequency gener-
ation), and molecular simulations. With these techniques, water ﬁlms on MgO(001),
-Al2O3(0001), and muscovite mica(001) along with many other non-oxide surfaces,
have all been studied [21].
Another main branch of water-solid (oxide) interfaces is the study of macroscopic
liquid overlayers. The underlying solid (oxide) and liquid water far from the interfaces
retain the structures they adopt in bulk. The key unknown issues still related to the
immediate interface region. In contrast to the water clusters and water thin ﬁlms on
solid (oxide) surfaces, the nature of aqueous-solid (oxide) interfaces is perturbed not
only by interfacial interactions but by bulk water and ions on solution. The molecu-
lar structure of aqueous-solid interfaces is very likely to be different from that under
UHV conditions or in the thin water ﬁlm systems. The hydroxylation of metal oxides
is a good example. Many metal oxides exposed to liquid water at room temperature
are converted to fully hydroxylated bulk materials, e.g., MgO tends to be converted to
17the hydroxylated mineral brucite, Mg(OH)2. In contrast, many experimental studies
performed under UHV with low water coverages show little or no indication of surface
hydroxylation [18, 23].
In practice, many experimental techniques have been developed to determine the prop-
erties of solid (oxide) surfaces in contact with aqueous solution. For example, the ap-
plication of scanning probe microscopies (STM and AFM) and high-resolution surface
X-ray scattering techniques under ambient conditions has provided substantial new in-
sights into aqueous-solid (oxide) interfaces along with the conventional techniques
(NMR and EPR). A few aqueous-solid (oxide) interfaces and chemical reactions at
these interfaces, including MgO, SiO2, RuO2, TiO2, CaCO3 and muscovite mica, have
been studied [18, 20]. Based on a considerable amount of experimental data, a fam-
ily of thermodynamic and electrostatic models of the electrical double layer models1
have been proposed to explain and describe the aqueous-solid interfacial properties at
a qualitative level.
As mentioned above, there are many different experimental techniques to deal with the
different experimental conditions encountered at water-solid (oxide) interfaces. Mean-
while, theoretical approaches (or computational techniques)2 are important and widely
used complements to experiment. They are powerful and useful particularly to under-
standwaterstructuresontheunderlyingsubstrates, thebondingnatureofwateradsorp-
tion (or dissociation), solid (oxide) surface reactivity, etc. Theoretical studies involve
different scales of methods, from quantum mechanics to classical mechanics. A large
number of successful studies of water-solid (oxide) interactions can be found in the
1The electrical double layer describes the structure that appears on the surface of a charged object
when it is placed into a liquid. Speciﬁcally, it describes the surface charge of the solid, the decay of the
electrical potential away from the surface, and the concentration and distribution of cations and anions
in both the compact and diffuse layers needed to neutralize the surface charge as a function of pH and
ion concentration.
2In this thesis, all water-oxide studies were performed with computational techniques, speciﬁcally
DFT. The theoretical background of these computational techniques will be introduced in the next chap-
ter.
18literature, with theoretical methods (ab initio electronic structure methods, molecular
dynamics and Monte Carlo simulations, empirical potentials, etc.) or the combinations
of theoretical and experimental techniques [7, 22, 24–33].
The application of experimental and theoretical methods to aqueous water-solid (ox-
ide) interfaces has been proven to be effective in many circumstances. However, there
are still lots of challenges to be overcome. They include, for example, the connec-
tion between the electrical double layer models and theoretical simulations, the direct
comparison of experimental macroscopic observable properties (X-ray diffraction or
photoemission spectroscopies) with theoretical results, and the presence of compli-
cated real macroscopic surfaces in simulations. These challenges are important and
exciting, but they are not ones that have been addressed in this thesis, which instead
concentrates on obtaining molecular level insight for low coverages of water at a vari-
ety of oxide surfaces.
19Chapter 3
Theoretical background
First principles total energy calculations are the main tools used in this thesis. In
this chapter, some relevant theories for solving many-body electronic structures and
the other practicalities involved in performing total energy calculations are described.
These include density functional theory, supercells and periodicity, basis sets, pseu-
dopotential theory, and molecular dynamics. These techniques and their combination
are now very popular for the treatment of electronic structures of condensed phases,
and more detailed accounts can be found in, e.g., refs [34–41].
3.1 Electronic structure theory
3.1.1 Born-Oppenheimer approximation
For many-body systems, any problem or property related to the non-relativistic elec-
tronicstructuresiscoveredbySchr¨ odinger’sequation. Thetime-independentSchr¨ odinger
equation for a many-body system has the following well-known form:
H	(r;R) = E	(r;R); (3.1)
where H is the Hamiltonian operator, and E is the total energy of the system (or the
eigenvalue of the operator). 	 is the corresponding wave function, which depends on
the Cartesian and spin coordinates of the electrons (r) and nuclei (R) in the system.
20If one assumes the nuclei and electrons in the system to be point masses and neglect
spin-orbit and other relativistic interactions, then the Hamiltonian operator in atomic
units1 for a system including N electrons and M nuclei is
H = Tn + Vnn + Te + Vne + Vee
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where A and B refer to nuclei, i and j refer to electrons, and the operator r2 is the
Laplacian operator,
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In Eq. (3.2), the ﬁrst term on the right hand side (Tn) describes the kinetic energy
for the M nuclei with individual mass of mA; the second term (Vnn) is the Coulomb
potential energy of the internuclear repulsions, RAB being the distance between nuclei
A and B with atomic numbers ZA and ZB; the third term (Te) describes the kinetic
energy for the N electrons; the fourth term (Vne) is the Coulomb potential energy for
attractions between the electrons and the nucleus, riA being the distance between elec-
tron i and nucleus A. The last term (Vee) shows the Coulomb potential energy of the
electron-electron repulsions, rij being the distance between electrons i and j.
Because the nuclei are much heavier than the electrons2, in or close to equilibrium
the electrons move much faster than the nuclei and respond essentially instantaneously
to the motion of the nuclei. Thus the nuclei can be treated adiabatically, leading to
a separation of electronic and nuclear coordinates in the many-body wave function.
This is known as the Born-Oppenheimer approximation [42]. Under this approxima-
1Atomic units is a set of units deﬁned as follows: the unit of mass is the electron’s mass me; the unit
of charge is the proton’s charge e; the unit of angular momentum is ~; the atomic unit of length is the
Bohr and the unit of energy is the Hartree. me, e, and ~ each have a value of 1 in atomic units.
2Even in the most unfavorable case of a proton, its mass is still 1800 times larger than that of an
electron.
21tion, the many-body problem is reduced to the solution of the dynamics of electrons in
some ﬁxed conﬁguration of the nuclei. Speciﬁcally, the wave function in Eq. (3.1) is
split into two parts:
	(r;R) = 	e;R(r)	n(R); (3.4)
where 	e;R(r) is the wave function of electrons with ﬁxed conﬁguration (R) of the
nuclei and 	n(R) is the wave function of the nuclei. Correspondingly, the kinetic
energy term of the nuclei (Tn) is neglected and the repulsion energy term between
nuclei (Vnn) is treated as a constant. Thus, one arrives at the electronic Schr¨ odinger
equation,
He;R	e;R(r) = Ee;R	e;R(r); (3.5)
where He;R and Ee;R are the electronic Hamiltonian and the electronic energy for the
ﬁxed conﬁguration of nuclei, respectively. Here
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and the total energy (Etot) of the system with the ﬁxed conﬁguration of nuclei is then
Etot = Ee;R +
M X
A=1
M X
B>A
ZAZB
RAB
: (3.7)
Etot of a given system at its ground state is a highly sought after quantity. Many, if not
most, physical properties of solids can be related to total energies or to differences in
total energies.
The Born-Oppenheimer approximation clearly simpliﬁes the Schr¨ odinger equation
(3.1). However, it is still impossible to solve exactly for anything but the simplest
model systems with one or two electrons, or an inﬁnite “jellium” system. The root of
the problem is the quantity Vee, the electron-electron interaction, which contains all the
many-body physics of the electronic structure problem and at least 3N spatial coordi-
nates are all coupled by the operator Vee. Since most practical systems contain lots (
1023) of electrons and the potential due to the nuclei is far from the constant of jellium,
it is a major challenge for us. Thus further approximations are required to solve the
electronic Schr¨ odinger equation (3.5) accurately and efﬁciently.
22One fundamental approach to solve the electronic Schr¨ odinger equation numerically is
the Hartree-Fock (HF) approximation, which transforms the many-body problem into
a single particle problem through approximating the electronic wave function 	e;R(r)
by a Slater-determinant of single particle wave functions. This ensures the antisym-
metry of the wave function under exchange of any two electrons, required to fulﬁll
the Pauli principle, and thereby accounts for a quantum mechanical contribution to the
potential by increasing the spatial separation between electrons of like spin, termed
the exchange potential (Vx). On the other hand, this approximation does not account
for the quantum mechanical interaction between electrons of unlike spin or the instan-
taneous interactions between electrons. It allows two electrons with opposite spin to
approach each other closer than in reality. Compared to the full electron-electron inter-
action potential (Vee), the Hartree-Fock potential thus includes the classical Coulomb
potential (V c
ee) and the exchange potential (Vx), but misses a part termed the correlation
potential (Vc). Although this term is smaller than the other two terms, it is often signiﬁ-
cant for obtaining accurate results. In order to improve the original HF approximation,
there are thus further advanced approaches to account for the correlation energy, for
example, Møller-Plesset perturbation theory and the coupled cluster approaches [41].
These methods can be very accurate, but are computationally very expensive. Alter-
natively, DFT is a remarkable theory that replaces the complicated N-electron wave
function and the associated Schr¨ odinger equation by a formulation based on the sim-
pler electron density ().
3.1.2 Density functional theory
Density functional theory (DFT) is currently the most popular and robust theoretical
approach available for solving the electronic structures of practical systems [39, 40],
especially for solids and their surfaces. Although far from a panacea for all physical
problems in this domain, no other theoretical approach has provided as much basic un-
derstanding of the electronic structures of solid surfaces. DFT has also proven capable
23of computing a host of properties of condensed matter and their surfaces to reasonable
accuracy.
The original DFT of quantum systems is the model of Thomas and Fermi proposed
in 1927 [43, 44]. However, modern DFT was established by Hohenberg and Kohn
in 1964 [4], providing some hope of a simple method for describing the effects of
exchange and correlation in an electron gas. There are two key theorems given and
proven in their landmark paper: (i) for any system of interacting particles in an ex-
ternal potential (Vext(r)), Vext(r) is determined uniquely, except for a constant, by the
ground state particle density 0(r); and (ii) a universal functional FHK[(r)] for the
energy E[(r)] in terms of the density (r) can be deﬁned, valid for any Vext(r). For
any particular Vext(r), the exact ground state energy E0[0(r)] of the system is the
global minimum value of this functional, and (r) that minimizes the functional is the
exact ground state density 0(r). Accordingly, the total energy of a conﬁguration at an
external potential Vext(r) can be written as
E[(r)] = T[(r)] + Vee[(r)] + Vne[(r)]
= FHK[(r)] +
Z
(r)Vext(r)dr
> E0[0(r)]; (3.8)
where
FHK[(r)] = T[(r)] + Vee[(r)]; (3.9)
Vne[(r)] =
Z
(r)Vext(r)dr; (3.10)
with the constraint of Z
(r)dr = N: (3.11)
TheHohenberg-Kohntheoremsprovedthatinprinciple, ifoneknowstheexactFHK[],
the exact total energy and the ground state properties can be obtained from the ground
state electron density by the variational principle. However, still an efﬁcient scheme
to obtain the ground state density and energy was missing. Based on this, Kohn and
24Sham in 1965 [5] deﬁned the universal functional FHK[] by using the one electron
orbitals and approximating the kinetic energy of the system by the kinetic energy of
non-interacting electrons. This leads to the one-electron Schr¨ odinger-like equation, the
Kohn-Sham equation, expressed as,
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where  i is the wave function of electronic state i and "i is the Kohn-Sham eigenvalue.
The other terms on the left hand side are the kinetic energy of the non-interacting
electrons, the external potential, the Hartree potential, and the exchange-correlation
potential, respectively. The Hartree potential and the exchange-correlation potential
are given formally by
VH(r) =
Z
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0; (3.13)
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(r)
; (3.14)
and then the electron density of the system constructed from the Kohn-Sham wave
function is expressed by
(r) =
N X
i
j i(r)j
2: (3.15)
Correspondingly, the Kohn-Sham total energy for a set of occupied electronic states
(N) can be written as,
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So far, within the Born-Oppenheimer approximation, the theory is exact. If each
term in the Kohn-Sham equation and energy functional is known, one would be able
to obtain the exact ground state density and total energy. Unfortunately, there is
one unknown term, the exchange-correlation energy term (Exc[(r)]), which includes
25the non-classical aspects (electron exchange and electron correlation) of the electron-
electron interaction along with the component of the kinetic energy of the real system
different from the ﬁctitious non-interacting system. This term is incredibly difﬁcult to
describe. Indeed it is unclear if this functional can be given in a simple closed form at
all. And so to get something useful out of DFT in practice one needs to approximate
Exc[(r)]. The central goal of modern DFT is therefore to ﬁnd accurate approxima-
tions to the exchange-correlation terms. In addition, it can be seen from Eq. (3.16)
that the electronic total energy is not simply the sum of the Kohn-Sham eigenvalues.
Those equations (3.12-3.16) are nonlinear and must be solved iteratively. The general
procedure is to begin with an initial guess of the electron density, construct the poten-
tials in Eq. (3.12), then obtain the Kohn-Sham wave functions, and a new density and
a total energy are obtained. This process will be repeated until convergence to some
predeﬁned criteria is obtained.
3.1.3 Exchange-correlation functionals
The Hohenberg-Kohn theorems and the Kohn-Sham equations provide some moti-
vation for using approximated methods to describe the universal functional and the
exchange-correlation energy as a function of the electron density. The simplest method
of describing the exchange-correlation energy of an electronic system is the local den-
sity approximation (LDA) introduced by Kohn and Sham [5]. In LDA the exchange-
correlationenergyofanelectronicsystemisconstructedbyassumingthattheexchange-
correlation energy per electron at point r in the real system, "xc(r), is equal to the
exchange-correlation energy per electron in a uniform electron gas that has the same
density as the electron gas at point r. The basic assumption is that the exchange-
correlation functional depends only on the local value of the density. Thus,
E
LDA
xc [(r)] =
Z
"xc(r)(r)dr; (3.17)
with
"xc(r) = "
unif
xc [(r)]: (3.18)
26The corresponding exchange-correlation potential becomes
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The function "unif
xc () of the exchange-correlation energy per electron in the uniform
electron gas can be divided further into exchange and correlation parts. The exchange
energy part is known exactly and the correlation energy is obtained by ﬁtting to highly
accurate quantum Monte Carlo calculations of the free electron gas [45, 46]. Modern
LDA functionals tend to be exceedingly similar, differing only in how their correlation
contributions have been ﬁtted to the free electron gas data. The Perdew-Zunger (PZ)
[47], Perdew-Wang (PW) [48], and Vosko-Wilk-Nusair (VWN) [49] functionals are all
common LDA functionals.
Strictly, LDA is valid only for slowly varying densities. Although LDA has already
given surprisingly good results for a wide range of realistic systems, it typically over-
estimates binding energies and underestimates bond lengths. For systems with less
homogeneous electron densities the results using LDA are often disappointing. There
is a straightforward correction to the the local density approximation and it can be
achieved by including the gradient of the density , r(r), as well as the density itself
to the exchange-correlation functionals. Those functionals beyond the local density
approximation are the generalized gradient approximation (GGA) functionals with the
form of
E
GGA
xc [(r)] =
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xc [(r);r(r)]dr: (3.20)
GGAs are “semi-local” functionals and for many properties, for example, geometries
and ground state energies of molecules, GGAs can yield better results than the LDA.
As in the LDA, the GGA exchange-correlation energy is also divided into two parts:
EGGA
x and EGGA
c . There are many different versions of GGAs based on different con-
structions of exchange-correlation functionals. The most widely used GGA in this
thesis, as in many surface physics studies, is the Perdew, Burke, and Ernzerhof (PBE)
[50, 51] exchange-correlation functional. Several off-spring of PBE (RPBE [52] and
PBE-WC [53]) and its close relative PW91 [54] are also occasionally used here.
27It is expected that the exact exchange obtained from HF theory can play a role in
“better” exchange-correlation functionals [55, 56]. Thus DFT exchange-correlation
functionals are nowadays sometimes mixed with a fraction of HF exchange. This class
of functionals are known as “hybrid functionals”. Indeed, many hybrid functionals,
for example, B3LYP [57, 58] and PBE0 [56, 59], have been shown to offer notice-
ably improved performance over LDA and GGA functionals for the calculation of gas
phase properties of molecules and band gaps in solids. A class of hybrid exchange-
correlation functionals with only one mixing parameter ﬁxed at the value of 1/4 (based
on perturbation theory rather on modeling the integral in coupling constant) has been
suggested [60]:
E
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xc = E
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x   E
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x ): (3.21)
If PBE is the GGA used in Eq. (3.21) one arrives at the hybrid PBE0 functional. PBE0
calculations are also reported in this thesis.
Actually, there is an essentially endless list of different exchange-correlation function-
als available nowadays. It is worth mentioning that functionals which account for van
der Waals forces [61] are now available, although they are not used in this thesis. The
van der Waals functionals account for non-local correlations and thanks to the devel-
opment of improved exchange functionals can offer very high precision for dispersion
and hydrogen bond systems [62].
3.2 Periodicity
3.2.1 Bloch’s theorem
Crystalline solids can be described in real space in terms of the primitive lattice vectors
and the position of atoms inside the primitive unit cell. In this case the potential has
the translational periodicity of the unit cell,
V (r) = V (r + L); (3.22)
28where L is a translation vector in real space. The foundation for describing the be-
haviour of electrons in solids is the reciprocal lattice, which is the correpsonding lattice
in reciprocal space. The reciprocal primitive lattice vectors, bj, j 2f1,2,3g, are related
to the real space primitive lattice vectors ai, i 2f1,2,3g, by
ai  bj = 2ij; (3.23)
where ij denotes the Kronecker .
Bloch’s theorem [63–65] states that the eigenfunctions ( k(r)) of the wave equation
for a periodic potential (V (r)) are the product of a plane wave (eikr) and a function
(uk(r)) with the periodicity of the crystal lattice,
 k(r) = uk(r)e
ikr; (3.24)
where
uk(r) = uk(r + L): (3.25)
In addition the combination of Eqs. (3.24) and (3.25) implies that
 k(r + L) =  k(r)e
ikL: (3.26)
The index k appearing in Bloch’s theorem is a wave vector in reciprocal space and can
always be conﬁned to the ﬁrst Brillouin zone3 (BZ) (or to any other convenient primi-
tive cell of the reciprocal lattice).
3.2.2 Brillouin zone sampling
When the periodic boundary conditions are applied to the solid system,
 k(r) =  k(r + L); (3.27)
the electronic states ( k(r)) are allowed only at a set of k values. However, the number
of allowed k values is proportional to the volume of the solid. In the limit of a large
3The ﬁrst Brillouin zone comprises all points in reciprocal space that are closer to the origin (denoted
as the   point) than to any other reciprocal lattice point.
29macroscopic crystal which contains (at least) a total number of primitive unit cells on
the order of Avogadro’s number, the spacing of the k points goes to zero and k can be
considered a continuous variable. Of course, for each ﬁxed wave vector k, the eigen-
values of the Hamiltonian are discrete values on general grounds in one primitive cell
of the reciprocal lattice and this set of discrete eigenvalues can be labeled by an index
i. The electronic states and the corresponding eigenvalues are thus identiﬁed as  i;k(r)
and "i;k, respectively, and this leads to bands of eigenvalues and an energy gap where
there can be no eigenstates for any k.
So far the inﬁnite number of electrons in the solid are accounted for by an inﬁnite
number of k points, and only a ﬁnite number of electronic states are occupied at each
k point. The occupied states at each k point contribute to physical quantities such as
the electronic potential, electron density, and total energy of the solid so that, in prin-
ciple, an inﬁnite number of calculations are needed to compute them by performing
integration in reciprocal space. However, the electronic wave functions at k points that
are very close together will be almost identical. Hence it is possible to represent them
over a region of k space only by that at a single k point. Consequently, the integral over
the Brillouin zone in reciprocal space required to calculate the electronic potential and
hence determine the total energy of the solid is then transformed into a sum over only
a ﬁnite number of k points, called the k point mesh,
Z
BZ
1

BZ
dk !
X
k
!k; (3.28)
where !k is the weight of each special k point in the chosen mesh of the Brillouin zone.
Different methods to choose the k point mesh have been devised for obtaining very ac-
curate approximations to the electronic potential and the total energy. In this thesis,
the method proposed by Monkhorst and Pack [66] has been used, in which a uniform
mesh of k points is generated along the three lattice vectors in reciprocal space. The
magnitude of any error in the total energy or the total energy difference due to inad-
equacy of the k point sampling can always be reduced to zero by using a denser set
of k points. Therefore, it is crucial to test the convergence of the results with respect
to the number of k points in general. For insulators and semiconductors, only a very
30small number of k points are needed to obtain an accurate electronic potential and total
energy. In contrast, metals require a dense k point mesh to deﬁne the Fermi surface
and the total energy precisely.
3.2.3 Plane wave basis sets
In practice DFT calculations require the use of a set of basis functions with which to
expand the Kohn-Sham wave functions  i;k(r). This choice of basis set is of critical
importance to the accuracy of an electronic structure calculation. Basis sets can be
constructed from either atom-centered functions or from non-atom-centered functions
or a combination of both. For solid simulations non-atom-centered plane wave basis
sets are a straightforward and common choice. All the calculations reported in this the-
sis used a plane wave basis set and so plane wave basis sets are now brieﬂy discussed.
Due to the periodicity of a crystal, the function ui;k(r) in Bloch’s theorem can be
expanded using a discrete set of plane waves whose wave vectors are in the reciprocal
space of the crystal,
ui;k(r) =
X
G
ci;Ge
iGr: (3.29)
The reciprocal lattice vectors G are deﬁned by
G  L = 2m; (3.30)
where L is a lattice vector of the crystal in the real space as deﬁned before and m is an
integer. By combining Eqs. (3.24) and (3.29) the wave functions  i;k(r) are rewritten
as,
 i;k(r) =
X
G
ci;(k+G)e
[i(k+G)r]: (3.31)
If the Kohn-Sham wave functions in terms of sum of plane waves are substituted into
the Kohn-Sham equation (3.12), one obtains that
X
G0
[
1
2
jk+Gj
2GG0 +Vext(G G
0)+VH(G G
0)+Vxc(G G
0)]ci;(k+G0) = "ici;(k+G);
(3.32)
31where GG0 is the Kronecker , indicating the orthogonality of the plane waves basis
set. In principle, an inﬁnite number of plane waves is needed to expand the wave
function. However, the coefﬁcient ci;k+G for the plane waves with small kinetic energy
are more important than those with large kinetic energy. Thus the plane wave basis
set can be truncated to include only plane waves that have kinetic energies less than a
particular energy cutoff Ecut,
1
2
jk + Gj
2 6 Ecut: (3.33)
Employing a ﬁnite basis set introduces a new source of inaccuracy, which can be re-
duced by increasing the number of plane waves or Ecut. Therefore, appropriate conver-
gence tests have to be performed in order to ﬁnd an Ecut that is sufﬁciently converged
to compute the property of interest with the required accuracy.
3.2.4 Supercells
The periodic structures of bulk crystalline solids in real space introduces important el-
ements of simplicity. Correspondingly, the electronic structures of inﬁnite bulk solids
can be solved in periodic three dimensional (3D) simulation cells when Bloch’s the-
orem is applied. However, Bloch’s theorem can not be used with a plane wave basis
set directly to a system containing surfaces, speciﬁcally in the direction perpendicu-
lar to a solid surface, because a continuous or inﬁnite number of plane wave basis set
would be required for surface calculations. Fortunately, this problem can be avoided
by the supercell approximation where surfaces, although only periodic parallel to the
surface, can nonetheless be computed within periodic 3D simulation cells by introduc-
ing a vacuum region into the simulation cell, a so called “supercell”. In particular the
introduction of a vacuum region along just the direction perpendicular to a surface, for
example as shown in Fig. 3.1, partitions the simulation cell into regions of slab (or
solid) and vacuum. The periodic boundary conditions ensure that the slab extension is
inﬁnite in the two dimensions of the surface plane, and also along the direction per-
pendicular to the surface plane the vacuum stack extends inﬁnitely. Slabs consist of
32Figure 3.1: Schematic illustration of a supercell (in two dimensions) with solid slab
and vacuum
several layers of atoms and the supercell approach leads to two surfaces on both sides
of a slab. Thus one has to ensure that the slab is thick enough to avoid interactions
between these surfaces. Ideally, the atoms in the middle of the slab should have the
physical properties of bulk atoms and the interaction between different slabs should be
minimised by a large vacuum region.
3.3 Pseudopotentials
The electrons in a solid (or atom or molecule) can be treated as core electrons and
valence electrons. Core electrons are localized and tightly bound to the nuclei, while
valence electrons are more extended. Most physical properties of materials depend on
the valence electrons and much less so on the core electrons. Since the valence elec-
tronic wave functions have to maintain orthogonality with the core electronic wave
33functions, the oscillation of the valence electronic wave function is rapid in the core
region, the region near nuclei. When a plane wave basis set is chosen to expand the
Kohn-Sham wave functions of all the electrons, an extremely large number of plane
waves is required to accurately describe the deep potential near the nuclei and the rapid
oscillations of the valence electronic wave functions in the core region. In practical cal-
culations the pseudopotential approximation is used to avoid the direct consideration
of the less important core electrons in the bonding process and the rapid oscillation
of the valence wave functions in the core region. Speciﬁcally, in the pseudopotential
scheme, core electrons are considered together with nuclei to form a new ionic poten-
tial and the strong ionic potential in the core region is replaced by a weaker screened
pseudopotential that acts on a set of pseudo wave functions rather than the true va-
lence wave functions. The use of the effective new pseudopotential to describe the
electron-ion interaction leads to a reduction of the number of electrons that need to
be described. Moreover many fewer plane waves are necessary to describe the much
softer and smoother (nodeless) pseudo valence wave functions. Thus faster calcula-
tions can be performed or the treatment of bigger systems is possible under the pseu-
dopotentialapproximation. Thetrueionicpotential, truevalencewavefunctionandthe
corresponding new pseudopotential and pseudo wave function are illustrated schemat-
ically in Fig. 3.2. It can be seen from Fig. 3.2 that the pseudopotential is much weaker
than the true potential and the pseudo wave function has no radial node inside the core
region rc. One factor in deciding how the core region radius rc is chosen is that the
core regions of neighboring atoms do not overlap and in general the smaller the core
radius is, the more accurate and reliable the pseudopotential is expected to be.
The pseudopotential is in general constructed from an all electron DFT calculation for
a reference conﬁguration of a free atom or ion. When the all electron potential Vae and
the valence states uae
l (r) for each angular momentum l are obtained, the pseudo wave
functions u
ps
l (r) are derived in such ways that:
(i) u
ps
l (r) and uae
l (r) correspond to the same eigenvalue,
"
ps
l = "
ae
l ; (3.34)
34Figure 3.2: Schematic illustration of all electron (solid lines) and pseudoelectron
(dashed lines) potentials and their corresponding wave functions. The radius at which
the all electron and pseudoelectron values match is designated rc.
(ii) as shown in Fig. 3.2, u
ps
l (r) and uae
l (r) have the same amplitude beyond a chosen
core region radius rc
u
ps
l ("
ps
l ;r) ! u
ae
l ("
ae
l ;r); for r > rc; (3.35)
and their respective potentials are also identical beyond rc,
Vps ! Vae; for r > rc; (3.36)
(iii) The pseudo wave function is normalized,
Z 1
0
ju
ps
l ("
ps
l ;r)j
2dr =
Z 1
0
ju
ae
l ("
ae
l ;r)j
2dr = 1: (3.37)
This implies the norm-conservation constraint,
Z r0
0
ju
ps
l ("
ps
l ;r)j
2dr =
Z r0
0
ju
ae
l ("
ae
l ;r)j
2dr = 1; for r
0 > rc; (3.38)
or in other words, the charge within the core region is the same for the pseudo and the
true all electron wave functions.
35Satisﬁed with the above conditions, the general form of a pseudopotential is
Vps =
1 X
l=0
l X
m= l
Vl(r)Plm
= Vloc +
X
l;m
(Vl   Vloc)Plm; (3.39)
where Plm is a projector on angular momentum functions and Vloc is the local part of
the pseudopotential. A good approximation for Vloc can be
Vl(r) = Vloc(r); for l > lmax: (3.40)
The norm-conservation condition of pseudopotentials requires a relatively large num-
ber of plane waves (or large energy cutoff) for “semilocal” oribtals of elements be-
cause of their substantial fraction inside the core region and their importance to the
bonding. Aimed at performing accurate and reliable calculations with as low a plane
wave energy cutoff as possible, a so called “ultrasoft pseudopotential” has been pro-
posed by Vanderbilt [67]. In Vanderbilt’s ultrasoft pseudopotential scheme, the norm-
conservation condition is relaxed, leading to a new psedo wave function that can be
expanded with a much smaller plane wave basis set. The charge deﬁcit due to the re-
laxation of the norm-conservation conditions are compensated by the introduction of
atom-centered augmentation charges to ensure the proper density and potential. These
augmentation charges are deﬁned as the charge difference between the all electron and
pseudo wave functions, and for convenience they can be treated in a regular grid (not
necessarily the same as that used for pseudo wave functions).
Another closely related approach to Vanderbilt’s pseudopotential scheme is the pro-
jector augmented wave (PAW) method introduced by Bl¨ ochl [68, 69]. In the PAW
method, a linear transformation is deﬁned to connect the all electron wave functions
and pseudo wave functions and the total energy is derived in a consistent way by apply-
ing this transformation to the Kohn-Sham equations. In contrast to the pseudopotential
method, the PAW method retains the all electron wave functions and potentials, avoids
the introduction of a pseudopotential, and retains all the information on the core states.
36In practical calculations, it is implemented by the use of an extra radial support grid to
construct the partial core correction along with the regular grids used in the ultrasoft
pseudopotential scheme. Ultrasoft pseudopotentials and PAW potentials are all used in
this thesis.
3.4 Molecular dynamics
Molecular dynamics (MD) is a powerful technique to investigate equilibrium, trans-
port, diffusion, and many other properties of many-particle systems. It uses the clas-
sical equations of motion (Newton’s equation) to describe the movement of a set of
particles (nuclei) in the system. When such information is generated at the micro-
scopic level (positions, momenta etc.), the macroscopic terms (pressure, temperatures
etc.) can be obtained from them. In this thesis, ﬁrst principles (or ab initio) MD
calculations, in particular so-called Born-Oppenheimer MD4, are reported. The basic
underlying idea of such simulations is very simple. The potentials derived from ﬁrst
principles electronic structure calculations, for example DFT, are included and these
electronic structure calculations are performed “on-the-ﬂy” as the MD trajectory is
generated [70–72].
3.4.1 Equation of motion
In a system, the microscopic state can be described in terms of the positions R and
momentaP ofaconstituentsetofM particles(M atomsorionshere). TheM particles
inthesystemmoveandinteractviaapotentialV (R)andthepotentialV (R)isassumed
to be only a function of the positions. Then, the Hamiltonian H of this system as a
4Born-Oppenheimer MD means that the electronic structure is optimized to the ground state at each
MD timestep.
37function of R and P of all particles is
H(R;P) =
M X
A=1
P 2
A
2mA
+ V (R); (3.41)
where the ﬁrst term on the right hand side is the kinetic energy of all particles and mA
is the mass of individual particles as deﬁned before. The movement of each particle in
the system obeys Newton’s second law,
mA  R = FA(R); (3.42)
where the force applied on each particle is derived from the potential,
FA(R) =  
@V (R)
@RA
: (3.43)
In practical simulations, the Hamiltonian and the potential are not continuous functions
of particle positions and the positions and velocities can not be obtained continuously
with time. Therefore, numerical integration techniques are required to make sure that
the particle positions vary smoothly with time. Speciﬁcally, these techniques to gener-
ate trajectories are based on a discrete timestep and a repeated calculation of forces on
the particles. They have special properties of long time energy conservation and short
time reversibility. Long time energy conservation ensures that the system stays on (or
in fact close to) the constant potential energy surface and the short time reversibility
means the time reversible symmetry of the original equation of motion is maintained.
One choice of numerical integration technique is the velocity Verlet algorithm [70–72],
which uses the position and velocity of each particle at the same instant time t as basic
variables. The velocity Verlet algorithm has a Taylor expansion-like form for predict-
ing the new position R(t+t) and the new velocity V (t+t) after suitable timestep
t starting from the old position R(t) and the old velocity V (t) at time t:
R(t + t) = R(t) + V (t)t +
F(t)
2m
t
2; (3.44)
V (t + t) = V (t) +
F(t + t) + F(t)
2m
t; (3.45)
where F(t) and F(t+t) indicate the old force at time t and the new force after time
step t.
383.4.2 Ensemble
In MD calculations, the desired properties of a many-particle system can normally
be obtained through computing numerically the time evolution of the system over a
sufﬁciently long time and then averaging the quantities of interest. In addition, the
simulations are performed under speciﬁc statistical ensembles with ﬁxed values of
macroscopic thermodynamic variables such as temperature, pressure, volume, or num-
ber of particles. These thermodynamic variables characterizing an ensemble can be re-
garded as controlled experimental conditions under which an experiment is performed.
The microcanonical ensemble (NVE) is one of the most fundamental and simple en-
sembles and is characterized by constant number of particles in the simulation cell,
constant volume of the cell, and constant total energy. In Born-Oppenheimer MD,
the conserved total energy includes the contributions of electrons and nuclei. The
electronic energy has the same physical meaning as the DFT energy within the Born-
Oppenheimer approximation, i.e., the ground state energy obtained in Eq. (3.16) de-
pends only on the nuclear positions and it deﬁnes the potential surface for the nuclear
movement. Therefore, the conserved total energy ENV E for the microcanonical en-
semble has the form of
ENV E = Ee +
M X
A=1
M X
B>A
ZAZB
RAB
+
M X
A=1
P 2
A
2mA
; (3.46)
where the three terms on the right hand side are the DFT electronic contribution, the
internuclear Coulomb contribution, and the kinetic energy of the nuclei, respectively.
The energy conservation condition imposes a restriction on the classical microscopic
states accessible to the system and deﬁnes a constant potential energy surface in the
phase space. The assumption that a system, given an inﬁnite amount of time, will
cover the entire constant potential energy surface is known as the ergodic hypothesis.
Under the ergodic hypothesis, averages over a trajectory of a system can be treated as
averages over the corresponding microcanonical ensemble.
The standard microcanonical ensemble can be extended to include other controlled
39thermodynamic variables. For example, the possibility to control the average tempera-
ture (as obtained from the average kinetic energy of the nuclei) is welcome for physical
reasons. This can be achieved by establishing a thermodynamic coupling between the
original system and an appropriate inﬁnitely large bath or reservoir of heat, i.e., addi-
tional degrees of freedom that control the quantity under consideration are added to the
original system and the MD simulation is then performed in the extended microcanoni-
calensemblewithamodiﬁedconservedtotalenergy. Theextendedensembleincluding
constant temperature is called the canonical ensemble (NVT). In the implementation
of the canonical ensemble, the Nos´ e-Hoover chain [73] thermostat is one practical op-
tion to control temperature [70–72]. The Nos´ e-Hoover chain thermostat uses a chain
of thermostats to impose the desired temperature and assures ergodic sampling of the
entire phase space. In Born-Oppenheimer MD, the conserved total energy ENV T (or
Hamiltonian) for the entire extended system including the thermostat has the form:
ENV T = Ee +
M X
A=1
M X
B>A
ZAZB
RAB
+
M X
A=1
P 2
A
2mA
+
M0 X
i=1
p2
i
2Qi
+ NfkT1 + kT
M0 X
i=2
i; (3.47)
where the ﬁst three terms on the right hand side are exactly the same as deﬁned in
Eq. (3.46) and the remaining terms are contributions of the thermostat chain. Nf
is the particle degrees of freedom, i is the thermostat degrees of freedom, and pi
is the momentum of i. In addition, Qi are the thermostat ﬁctitious masses assigned
automatically from the speciﬁed particle relaxation time,
Q1 =
NfkT
!2 ; (3.48)
Qi =
kT
!2 ; (3.49)
where the ! is in general the maximal phonon or vibrational frequency of the many-
particle system.
Similar to temperature, pressure, chemical potential, and many other quantities can
be coupled into the extended ensemble to simulate the experimental conditions. Those
40ensembles are the isothermal-isobaric ensemble (NPT), the grand canonical ensemble
(VT) etc, which have not been used in the thesis.
41Chapter 4
Water and ice on kaolinite
In order to understand the role played by kaolinite in heterogeneous ice nucleation,
an extensive DFT study has been performed for water on its (001) basal plane. Water
monomers at low coverage, water clusters, water bilayers and water multilayers have
all been examined. The most important and interesting results from this study are:
(i) water monomers bind strongly to kaolinite compared to many other substrates. In
the preferred adsorption structure water accepts two H bonds from and donates one H
bond to the substrate, revealing that kaolinite, like water, is amphoteric with the ability
to accept and donate H bonds; (ii) clustering of adsorbed water molecules is not sig-
niﬁcantly favored. All water clusters (dimers, tetramers, and hexamers) examined are,
at best, equally stable to water monomers; (iii) a 2D ice-like bilayer, with a stability
matching that of ice Ih has been identiﬁed implying that water can wet kaolinite; (iv)
multilayer ice growth is not favored, being considerably unstable compared to bulk ice,
indicating that the water covered kaolinite surface is itself “hydrophobic”. Overall it
is seen that amphoterism of the hydroxylated surface is key to many of the interesting
properties of kaolinite with regard to water adsorption and ice nucleation, revealing
that the behavior of water on kaolinite is more complex and interesting than previously
thought to be and highlighting the need for further theoretical and experimental work.
424.1 Introduction
The nucleation of water into ice is a familiar everyday process and one of central im-
portancetoawidevarietyofdisciplinessuchasenvironmentalchemistry, astrophysics,
and biology. However, despite being studied since antiquity, our understanding of ice
nucleation is far from complete at the molecular scale. This is particularly true for
so-called heterogeneously catalyzed nucleation, in which water is encouraged to nu-
cleate through the presence of an “ice nucleating agent”. Mainly this is because of
the complexity of the problem: interactions between water molecules in the nascent
clusters are altered by the substrate, leading to the formation of new water structures
not observed in the gas phase, altered H bond strengths, dynamics and stabilities.
Great strides have been made in recent years to understand water adsorption and ice
nucleation on model substrates such as metals and metal oxides. Often studied un-
der well-deﬁned UHV conditions some of these systems are rather well characterized:
water-ice adlayers on Ru, Pt, and TiO2 surfaces have, for example, been interrogated
with almost every conceivable surface science probe [6, 7, 9, 10, 21, 22, 74]. Clay min-
eral surfaces have also been widely examined [21, 22, 75–77], however, less is known
at the molecular level about the adsorption of water and the nucleation of ice on clay
mineral surfaces. Clay minerals are important since small clay particles are one of the
key types of material that encourage the nucleation of ice in the upper atmosphere [8].
A better understanding of ice nucleation on such particles is greatly needed for devel-
oping and improving models of cloud formation and precipitation, and prerequisites to
narrowing existing uncertainties in climate change scenarios.
Of the many clay minerals known to be effective ice nucleating agents, the mineral
kaolinite (Al2Si2O5(OH)4) features prominently. Field studies reveal that kaolinite is
often an abundant foreign material at the central nucleus of snow crystals [8]. Partly
this is down to the great abundance of kaolinite in the upper atmosphere. As one of the
most common minerals, produced by the chemical weathering of aluminum silicate
minerals like feldspar, there is simply a lot of the stuff up there, existing as small nano-
43to micro-meter sized dust particles. And, partly this is down to a particular efﬁciency
as an ice nucleating agent. The threshold temperature for ice nucleation - one criterion
by which the ice nucleating ability of a material is judged - is rather high on kaolinite,
at around -9 to -11 °C in the deposition mode [8].
The standard explanation for why kaolinite is an effective ice nucleating agent relates
to its crystal structure, which is now well characterized [78–82]. As a layered alumi-
nosilicate it is thought1 to offer perfect cleavage along its (001) basal plane exposing on
each side of a ﬁnite crystal an hydroxylated and a siloxane (001) surface. The hydrox-
ylated (001) surface is said to be hydrophilic whereas the siloxane (001) surface is said
to be hydrophobic [83]. The hydrophilic hydroxylated (001) surface is further thought
to be a good surface for ice nucleation since it presents a quasi-hexagonal arrangement
of hydroxyl groups with O-O separations rather close to the O-O distances in the basal
plane of ice Ih [8] (Fig. 4.1). Thus kaolinite is believed to provide a suitable template
for ice nucleation in the same spirit as the anthropogenic ice nucleating agent, AgI.
Althoughkaoliniteandwateronkaolinitehasbeenwidelystudied[83–87], manyques-
tions relating to the molecular level details of water adsorption and ice-like overlayer
growth on kaolinite remain unanswered. Here, I make a start at addressing these is-
sues through an extensive series of DFT calculations for water adsorption on the (001)
basal plane of kaolinite. Adsorption on the hydroxylated (001) surface alone was con-
sidered with the coverage of adsorbed water ranging from monomers at low coverage
to ice-like multilayers. The most important and interesting results from this study are:
(i) water monomers bind strongly to kaolinite compared to many other substrates. In
the preferred adsorption structure water accepts two H bonds from and donates one H
bond to the substrate, revealing that kaolinite, like water, is amphoteric with the abil-
ity to accept and donate H bonds; (ii) clustering of adsorbed water molecules is not
signiﬁcantly favored. All water clusters (dimers, tetramers, and hexamers) examined
are equally stable to or less stable than isolated monomers; (iii) a 2D ice-like bilayer,
1Chapter 5 focusses on testing this widely held assumption.
44Figure 4.1: Bulk kaolinite crystal structure seen from the hydroxylated (001) face
(left), the side (middle), and the siloxane (001) face (right). White spheres, red spheres,
purple spheres, and dark yellow spheres represent hydrogen, oxygen, aluminium and
silicon, respectively. The dotted lines indicate the conventional unit cell of bulk kaoli-
nite and the solid lines the primitive unit cell. The labels for the lattice parameters
reported in Table 4.1 and atoms listed in Table 4.2 are also indicated.
with a stability matching that of ice Ih, has been identiﬁed, implying that water can
wet kaolinite; (iv) multilayer ice growth is not favored, being considerably unstable
compared to bulk ice, indicating that the water covered kaolinite surface is itself hy-
drophobic. A key conclusion to come from this work is that I call into question the
suggestion that kaolinite is a good ice nucleating agent because it provides a close
lattice match to the basal plane of ice. Instead I suggest that the amphoterism of the
hydroxylated substrate is key to many of the interesting properties of kaolinite with
regard to water adsorption and ice nucleation.
This chapter is a comprehensive account of water adsorption studies on the hydrox-
ylated (001) kaolinite surface and the plan for the remainder is the following. In the
next section I discuss the computational set-up employed. Following this in Section
4.3 I discuss some aspects of bulk kaolinite and in Section 4.4 the structure of the
clean (001) surface of an isolated layer of kaolinite is addressed. The main body of the
results, which comprise an extensive series of calculations of water adsorption on the
hydroxylated (001) surface of an isolated layer of kaolinite, are presented in Section
454.5 along with a discussion and some conclusions in Section 4.6.
4.2 Computational details
DFT calculations within the plane-wave pseudopotential approach, as implemented
in the CASTEP code [35, 36], have been performed. Vanderbilt ultrasoft pseudopo-
tentials [67] generated by the CASTEP code have been used throughout. With these
pseudopotentials I have chosen to use a plane wave cutoff of 700 eV, which ensures
that the total energy of each isolated atom (Si, O, Al and H) is converged to within 10
meV/atomof“absolute”convergenceachievedat1500eV.Relativeenergydifferences,
such as cohesive energies and adsorption energies reported here are thus expected to be
fully converged with respect to plane wave cutoff. Extensive tests on the performance
of the pseudopotentials for computing the atomization energies and structures of small
molecules as well as bulk silicon and aluminium have been performed. These calcu-
lations, some of which are reported in Appendix A, give conﬁdence that the chosen
pseudopotentials (and cutoff) are sufﬁciently reliable and transferable to treat the sys-
tem at hand. The GGA-PBE [50, 51] exchange-correlation functional has been used
throughout. Recent benchmark studies on the performance of DFT-PBE for the calcu-
lation of hydrogen bond strengths and lengths for a variety of typical hydrogen-bonded
system show that PBE routinely predicts hydrogen bond strengths to within an accu-
racy of 0.04 eV/H bond (1 kcal/mol) or better compared to the results obtained from
high level quantum chemistry methods with large basis sets [88, 89]. In addition, PBE
yields a cohesive energy for a commonly examined model of ice Ih of -0.66 eV/H2O
[90, 91], which agrees reasonably well with the experimental value of -0.61 eV/H2O2.
2Using the Bernal-Fowler ice Ih model of Ref. [90], the PBE exchange-correlation functional, a
444 Monkhorst-Pack k point mesh, ultrasoft pseudopotentials, and a plane wave cutoff of 700 eV, a
cohesive energy of -0.66 eV/H2O is obtained. The corresponding experimental value, with contributions
from zero point energy removed, is -0.61 eV/H2O (Ref. [92]). Further, it is noted that the calculated
zero point energy of this ice Ih model is at 0.13 eV/H2O consistent with the experimental zero point
46And, as one will see below, it reproduces the lattice constants and layer separation of
kaolinite bulk to within, at worst, 1.4% of the experimental values.
A variety of unit cells have been used to examine bulk kaolinite and water adsorption
on its (001) surface. For bulk kaolinite the conventional unit cell, Al4Si4O10(OH)8,
has been employed for structure optimizations along with a 322 Monkhorst-Pack
k point mesh [66]. In these structure optimizations the unit cell and all atoms within it
were fully allowed to relax. Test calculations with a denser 644 k point mesh yield
a total energy and structure identical to those with the 322 k point mesh, i.e., they
both have the same total energy and the volumes of the two optimized cells differ by
<0.04%. Water adsorption was examined on a single layer of kaolinite in surface unit
cells ranging from p(11) to p(33) and with a vacuum region between slabs of more
than 10 ˚ A. In these calculations Monkhorst-Pack k point meshes equivalent to at least
441 sampling within a 11 unit cell were used. During structure optimizations all
atoms are fully relaxed until all forces are reduced below 210 2 eV/˚ A.
4.3 Bulk kaolinite
I now address several aspects of bulk kaolinite in order to further evaluate the accu-
racy of the computational set-up used and to illustrate this somewhat complex layered
aluminosilicate. Speciﬁcally, I discuss the crystal structure and electronic structure of
bulk kaolinite.
4.3.1 Crystal structure
As shown in Fig. 4.1, kaolinite is a layered aluminosilicate. Each layer is comprised
of an aluminate octahedrally coordinated sublayer connected to a silicate tetrahedrally
energy (0.12 eV/H2O).
47coordinated sublayer. The oxygen atoms connected exclusively to aluminium atoms
exist as hydroxyl groups. Most of the hydroxyl groups are located on the (001) sur-
face of each layer and hold adjacent layers together through hydrogen bonds. Each
hydroxyl group on the basal plane is surrounded by a hexagonal arrangement of six
other hydroxyl groups, which, as I will discuss below, is the textbook explanation for
why kaolinite is thought to be a good material at nucleating ice [8].
The bulk crystal structure of kaolinite is reasonably well characterized thanks to X-ray
[80, 82] and neutron diffraction [78, 79, 81] experiments as well as DFT [85, 86, 93,
94] calculations. There is, however, a minor disagreement concerning the space group:
most experiments [78, 80–82] report C1 (centered symmetry), but one [79] reports P1
(asymmetry). In order to address this issue of the space group I performed a series of
DFT structure optimizations starting from each of the slightly different experimental
crystal structures. The lowest total energy structure obtained from these calculations
was that which started from the experimental structures reported by Neder et al. [82]
and by Bish [81], i.e., both initial structures yield essentially identical ﬁnal structures
with the same total energy, the same internal bond lengths, and unit cell volumes that
differ by only 0.025%. In agreement with most experimental results the structure has
indeed a C1 space group.
In Tables 4.1 and 4.2 the optimized lattice constants and internal bond lengths ob-
tained here are reported and compared to experimental results. As can be seen from
Table 4.1 the calculated lattice constants agree well with those determined from ex-
periment, yielding a cell volume that is only 3% larger than experiment. In particular
it is noted that the c height of the unit cell, which is largely determined by interlayer
hydrogen bonding, is within 1.4% of the experimental value, indicating that the chosen
computational set-up (exchange-correlation functional, k point mesh, pseudopotentials
and cutoff energy) is suitable for describing this weak interlayer interaction. Likewise
it can be seen from Table 4.2 that the various internal bond lengths determined here
generally agree with the experimental values. It is noted that of the two sets of experi-
48Table 4.1: Comparison between computed and experimental lattice parameters for the
conventional unit cell of bulk kaolinte. See Fig. 4.1 for a deﬁnition of some of the
lattice parameters.
This work Exp.a Exp.b Exp.c
Length (˚ A)
a 5.196 5.154 5.1535 5.1490
b 9.021 8.942 8.9419 8.9335
c 7.485 7.401 7.3906 7.3844
Angle ()
 91.70 91.69 91.926 91.930
 104.72 104.61 105.046 105.042
 89.78 89.82 89.797 89.791
Cell volume (˚ A3) 339.17 328.70 329.91 327.84
a Ref. [82] (X-ray single crystal diffraction experiments).
b Ref. [81] (low temperature (1.5 K) neutron powder diffraction experiments).
c Ref. [79] (neutron powder diffraction experiments).
49mental data given in Table 4.2 I ﬁnd better agreement, in terms of Al-O and Si-O bond
lengths, with the X-ray diffraction data of Neder et al. [82] rather than the neutron
diffraction data reported by Bish [81]. For the O-H distances, however, the calcula-
tions agree with the more reasonable values of 1 ˚ A to come from neutron diffraction
as opposed to the unrealistically short values of 0.75 ˚ A reported from X-ray diffrac-
tion.
4.3.2 Electronic structure
The electronic structure of bulk kaolinite is now brieﬂy discussed. In Fig. 4.2a the
density of states (DOS) of kaolinite is displayed. It can be seen from this plot that
kaolinite is an insulator with a DFT-PBE Kohn-Sham band gap of 5.6 eV. I am not
aware of any experimental reports for the (optical) band gap of kaolinite. However, it
is safe to assume that the experimental band gap will be larger than the 5.6 eV Kohn-
Sham band gap determined here. For example, the computed DFT-PBE Kohn-Sham
band gaps of -quartz (SiO2), which resembles the silicate sublayer of kaolinite, and
corundum (Al2O3), which resembles the aluminate sublayer of kaolinite are at 6.0
eV and 6.4 eV, respectively, signiﬁcantly smaller (by 30%) than the corresponding
experimental (optical) band gaps. Analysis of the projected density of states (PDOS)
of bulk kaolinite over the s and p orbitals of each element, as shown in Fig. 4.2b-e,
reveals that the valence band of kaolinite is mainly comprised of oxygen p states: a
ﬁlled set of p orbitals characteristic of many oxides. The band below the valence band
is mostly of oxygen s character. The nature of the conduction band is less clear with s
and p contributions from each of the elements and in particular signiﬁcant silicon and
aluminium p character.
50Table 4.2: Comparison between the computed and experimental internal bond lengths
of bulk kaolinite. The labels given for each element are indicated in Fig. 4.1.
Bond Distance (˚ A)
This work Exp.a Exp.b
Si(1)-O(1) 1.612 1.614 1.618
Si(1)-O(3) 1.634 1.620 1.611
Si(1)-O(4) 1.630 1.618 1.620
Si(1)-O(5) 1.637 1.628 1.619
Si(2)-O(2) 1.610 1.605 1.612
Si(2)-O(3) 1.636 1.622 1.617
Si(2)-O(4) 1.629 1.616 1.616
Si(2)-O(5) 1.633 1.615 1.608
Al(1)-O(1) 1.961 1.948 1.927
Al(1)-O(2) 2.038 2.001 1.930
Al(1)-OH(1) 1.931 1.921 1.913
Al(1)-OH(2) 1.864 1.853 1.890
Al(1)-OH(3) 1.857 1.849 1.865
Al(1)-OH(4) 1.860 1.862 1.915
Al(2)-O(1) 2.029 1.990 1.931
Al(2)-O(2) 1.950 1.946 1.919
Al(2)-OH(1) 1.929 1.921 1.912
Al(2)-OH(2) 1.863 1.867 1.896
Al(2)-OH(3) 1.862 1.858 1.886
Al(2)-OH(4) 1.863 1.853 1.910
O-H(1) 0.974 0.75 0.975
O-H(2) 0.969 0.76 0.982
O-H(3) 0.970 0.77 0.976
O-H(4) 0.969 0.88 0.975
a Ref. [82] (X-ray single crystal diffraction experiments).
b Ref. [81] (low temperature (1.5 K) neutron powder diffraction experiments).
51Figure 4.2: DOS of bulk kaolinite (a) and PDOS of the s and p orbitals of all the Si (b),
Al (c), O (d), and H (e) atoms in bulk kaolinite. The energy zero is EV BM, the energy
of the valence band maximum. A Gaussian broadening of 0.2 eV has been applied to
all densities of states. Note that the range of the y-axis differs in each plot.
524.4 Single layer of kaolinite
The (001) surface of kaolinite is the basal plane and the plane which kaolinite crystals
predominately expose [95–97]. Thus the (001) surface and in particular the hydrox-
ylated (001) surface is the surface of primary interest in adsorption studies. After
optimizing the bulk structure, the bulk was simply cleaved along the c-axis through the
interlayer hydrogen bonds to form a single layer of kaolinite and its (001) surface. The
structure of the single isolated layer resembles that of a layer in bulk kaolinite rather
closely. All Si-O and Al-O distances, for example, are within 0.1 ˚ A of their bulk val-
ues. Likewise the hydroxyl bond lengths remain essentially unchanged (within 0.005
˚ A) after cleavage along the (001) surface. The only notable difference between a layer
in bulk and a layer in vacuum is that 1/3 of the surface hydroxyl groups of the iso-
lated kaolinite layer tilt and become almost parallel to the surface. This can be seen
by comparing the structure of the hydroxylated (001) surface in bulk (Fig. 4.1) and
for an isolated surface layer (Fig. 4.3a). It will shown below that this orientational
ﬂexibility of the OH groups at the kaolinite surface is crucial to the ability of kaolinite
to support a stable water overlayer. In addition, the single layer of kaolinite is only a
simple model used in this chapter, and more details of the (001) surface of kaolinite
will be discussed in next chapter.
The cleavage energy, Ecleave, of this layer of kaolinite can be obtained from the fol-
lowing relation:
Ecleave = (Eslab   Ebulk)=(2  A); (4.1)
where Eslab is the total energy of a single isolated layer of kaolinite and Ebulk is the
total energy of a single kaolinite layer in bulk. The factor 2 in the denominator ac-
counts for the fact that two (001) surfaces, the hydroxylated and the siloxane surfaces,
are created. The area of the 2D surface supercell is A. The cleavage energy obtained
is 8 meV/˚ A2. This corresponds to a layer-layer interaction in bulk kaolinite of 0.36
eV/primitive cell. Since there are three interlayer hydrogen bonds in bulk kaolinite
per primitive cell, this corresponds to an average interlayer hydrogen bond strength of
0.12 eV/H bond.
53Figure 4.3: (a) Top view of the clean hydroxylated (001) surface of a single layer of
kaolinite with nine possible adsorption sites for water monomers indicated (A-I). (b)-
(d) The most stable water monomer adsorption structures identiﬁed at 1/12, 1/6, and
1/3 ML. Here and in subsequent ﬁgures in this chapter adsorbed water molecules are
colored yellow for clarity. In (a)-(d) the thin dashed lines indicate the p(22) unit cell.
It was sought to consider the effect of temperature on the energetic cost to cleave a
single layer of kaolinite by computing the phonon (and zero point) contribution to the
cleavage free energy, Fcleave(T). This is obtained from the relation:
Fcleave(T) = Ecleave + F
vib(T;!)=(2  A); (4.2)
where F vib(T;!) is the temperature dependent vibrational free energy contribution
to Fcleave(T), given by
F
vib(T;!) = (
X
(1=2)~!slab  
X
(1=2)~!bulk)
+(
X
kTln(1   exp( ~!slab))
 
X
kTln(1   exp( ~!bulk))): (4.3)
The ﬁrst two terms on the right hand side of Eq. (4.3) give the difference in zero
point energies between an isolated kaolinite layer and a layer in bulk. The phonon
frequencies, !, which enter Eq. (4.3), were obtained in the harmonic approximation at
54Figure 4.4: The cleavage energy, Ecleave (Eq. (4.1)), of a single layer of kaolinite
(dashed line) and the cleavage free energy, Ecleave (Eq. (4.2)) (solid line). At T = 0 K
the two quantities differ by the differenc in zero point energy between bulk kaolinite
and a single layer of kaolinite in vacuum, which is 0.8 meV/˚ A2.
the   point of the vibrational Brillouin zone through the ﬁnite displacements method.
The zero point energy difference obtained with this procedure turns out to be only -40
meV/primitive cell, which corresponds to a change in the cleavage free energy of -0.8
meV/˚ A2. It is noted that this result is a reduction in the cleavage free energy, since as
one would expect, an isolated kaolinite layer has less zero point energy than a layer
held in bulk. The second two terms on the right hand side give the ﬁnite temperature
phonon contribution to the cleavage free energy. From Fig. 4.4 it can be seen that
this too makes a rather small contribution, reducing the cleavage free energy by 61
meV/˚ A2 at all temperatures up to 1000 K. Thus, overall, it is seen that the energetic
cost to cleave a layer of kaolinite from bulk is reasonably independent of temperature
and in the range of 8 to 6 meV/˚ A2.
The electronic structure of the clean single layer of kaolinite was examined. The DOS
and projected DOS (not shown) were similar to those observed for bulk kaolinite.
Small changes in the peak heights and widths were apparent with the center or, more
precisely, the ﬁrst moment of the valence band about 0.2 eV closer to the valence band
maximum compared to the bulk. In addition the computed band gap is 1 eV smaller
than that computed for the bulk.
554.5 Water and ice adsorption
Water adsorption has been examined at a range of coverages and in a variety of struc-
tures on a single layer of kaolinite. Since previous studies [83, 95] have shown that
water adsorbs more weakly on the “hydrophobic“ siloxane surface than it does on the
“hydrophilic” hydroxylated surface, here only the hydroxylated (001) surface is exam-
ined. Adsorption energies, Eads, per water are deﬁned as
Eads = (EnH2O=slab   Eslab   n  EH2O)=n; (4.4)
where EnH2O=slab and Eslab are the total energies of an n water adsorption system
and the clean surface, respectively. EnH2O is the total energy of an isolated water
molecule3. Within this deﬁnition a negative adsorption energy thus corresponds to an
exothermic adsorption process. In order to interpret the adsorption cases explicitly and
conveniently, a monolayer (ML) is deﬁned as one water molecule for every surface
hydroxyl group. Thus in the most commonly employed surface supercell (Fig. 4.3a)
one adsorbed water molecule corresponds to a coverage of 1/12 ML.
4.5.1 Monomer adsorption
Fig. 4.3a displays the hydroxylated (001) surface with the sites considered for water
monomer adsorption indicated by the labels A-I. With regard to the surface hydroxyl
groups I can classify four of these as threefold “hollow” sites (A-D), two as twofold
“bridge” sites (E and F), and three as onefold “top” sites (G-I). All of these sites were
investigated for water monomer adsorption at a coverage of 1/12 ML. During the struc-
ture optimizations the water molecules and kaolinite were fully allowed to relax and
3The energy of the isolated water molecule was obtained from a calculation of water in a cube of
length 20 ˚ A using only the   point of the Brillouin zone.
56it turned out that upon optimization all the initial structures with water molecules ad-
sorbed at top sites and one at a bridge site moved to the threefold hollow sites, which
prove to be most stable sites for water monomer adsorption on this surface. At the
hollow sites several similar adsorption structures, with adsorption energies all within
0.1 eV of each other, have been identiﬁed. The most stable of these is adsorption at
hollow site A (Fig. 4.3b). At this site the monomer sits upright, in the plane of the sur-
face normal, donating one hydrogen bond to and accepting two hydrogen bonds from
the substrate. Thus kaolinite, like water, is amphoteric and able to accept and donate
hydrogen bonds. The hydrogen bond the adsorbed water molecule donates is, at 1.73
˚ A, considerably shorter than the two hydrogen bonds it accepts, which are both 2 ˚ A
(2.00 ˚ Aand 2.03 ˚ A). The adsorption energy of the water molecule at this site is -0.58
eV/H2O. This adsorption energy agrees reasonably well with a previous DFT study
[83] in which a binding energy of -0.64 eV was reported for hollow site adsorption.
The coverage dependence of the monomer adsorption energy was then investigated
by increasing the number of water monomers in the cell to two (1/6 ML) and sub-
sequently to four (1/3 ML). At each coverage several combinations of monomer ad-
sorption site were considered. The most stable structures identiﬁed at 1/6 ML and 1/3
ML are shown in Fig. 4.3c and d, respectively. In each structure all water molecules
reside at the stable hollow sites A and the adsorption energies of these overlayers are
both -0.57 eV/H2O, i.e., essentially identical to the adsorption energy at 1/12 ML.
Thus, the amount of water monomers on the surface has only a small effect on the
adsorption energy in this coverage regime, indicating that the interaction between ad-
jacent water molecules is weak. It is noted, however, that once reaching 1/3 ML all
the non-connected threefold sites have been ﬁlled and there is not enough space for the
adsorbed water molecules to remain isolated. At this coverage one may thus expect
water cluster or extended overlayer formation. Adsorption of water clusters will be
discussed in the next subsection.
It is interesting to ask to what extent zero point vibrations affect the adsorption en-
57ergy of water on this surface. To this end, vibrational frequency calculations were
performed for the adsorbed water monomer at 1/3 ML. The zero point energy con-
tribution to the adsorption energy, obtained by taking the difference in the zero point
energy of the adsorption system, the isolated water molecule and the clean surface,
is 0.13 eV/H2O4. Speciﬁcally, there is 0.13 eV/H2O more zero point energy in the ad-
sorption system compared to the isolated fragments, which reduces the water monomer
adsorption energy from -0.58 eV/H2O to -0.45 eV/H2O.
4.5.2 Cluster and 1D chain adsorption
Since clustering tends to be facile for gas phase water molecules and water adsorbed
on many types of materials, such as oxide, salt, and metal surfaces [22, 98–102], the
possibility of water cluster formation has been examined. Speciﬁcally, water dimer,
tetramer, and hexamer adsorption were considered.
Upon moving beyond the monomer, the number of possible adsorption structures
rapidly increases with cluster size and comprehensive searches of conﬁguration space
become challenging. Taking the adsorbed dimer, for example, the two water molecules
in the dimer can act either as hydrogen bond donors and/or as hydrogen bond accep-
tors to the surface, and each water molecule may be located at hollow, bridge or top
adsorption sites. Of these many possibilities I have tested ﬁfteen different dimer struc-
tures and of those considered the most stable one identiﬁed upon optimization is the
one shown in Fig. 4.5a. In this structure the donor water molecule in the dimer accepts
two hydrogen bonds from the substrate and the other water donates one hydrogen bond
to the surface. However, the adsorption energy of this structure is only -0.55 eV/H2O,
which is slightly less than the adsorption energy of a water monomer (-0.58 eV/H2O).
4Upon analysis of the vibrational modes present in the adsorption system, it is found that the addi-
tional zero point energy comes from the new hindered rotations, translations, and vibrations present in
the adsorption system. It is interesting to note, however, that these new modes are enough to compen-
sate, in terms of zero point energy, for a signiﬁcant softening of one of the OH stretch frequencies in the
adsorbed water molecule.
58Figure 4.5: Top views of the most stable structures identiﬁed for an adsorbed dimer
(a), an adsorbed tetramer (b), an adsorbed 1D chain (c), and an adsorbed hexamer (d)
on the hydroxylated (001) surface of a single layer of kaolinite.
Thus on this surface dimer formation does not appear to be energetically favored, or,
at least, I have not been able to identify any dimer structure that is more stable than
two separated adsorbed water monomers. This is the opposite of what is predicted and
observed on many other surfaces [22, 98, 102–106]. In this system the single hydrogen
bond formed between the two water molecules in the dimer is not sufﬁcient to compen-
sate for the distortions of the two water molecules away from their optimal adsorption
sites, which break hydrogen bonds to the substrate.
Similar to water dimers, fourteen different adsorbed tetramer structures have been ex-
amined, including cyclic and non-cyclic structures [98]. The most stable structure of
those considered is shown in Fig. 4.5b. The four water molecules do not form a cyclic
structure as they do in the gas phase, instead three water molecules are connected to
one central water molecule, which donates one hydrogen bond to the surface. The ad-
sorption energy of this structure is -0.58 eV/H2O, which is equal to that of the water
monomer. Thus the clustering of four water molecules does not lead to any energetic
stabilization.
59Adsorbed cyclic hexamers have been observed with STM on several hexagonal metal
surfaces [103, 105–107], and so the adsorption of cyclic water hexamers was examined
here. The symmetry match of the hexamer with the substrate reduces the number of
likely adsorption structures considerably but still twelve trial structures were consid-
ered. Some were built from adsorbed bilayers (below), and some hexamers considered
had all six water molecules initially ﬂat on the surface based on the structure reported
on Pd(111) and Ru(0001) [108, 109]. However, the most stable adsorbed hexamer
identiﬁed is one that resembles the structure of a gas phase cyclic water hexamer with
three water molecules directed at the surface and the other three to the vacuum. The
adsorption energy of this hexamer is -0.59 eV/H2O and its structure is shown in Fig.
4.5d. Thus the adsorbed hexamer is slightly more stable than separated monomers, but
the energy gain upon clustering is by no means large.
Since 1D water chains are found experimentally at, for example, steps of the Pt(111)
surface [110, 111], adsorbed 1D water chains on kaolinite have been examined. Chains
with a coverage of 1/3 ML (four water molecules per cell) and 1/2 ML (six water
molecules per cell) were also considered with water molecules arranged in various
starting conﬁgurations. The most stable 1D chain structure, which has an adsorp-
tion energy of -0.57 eV/H2O, is shown in Fig. 4.5c. It is comprised of ﬂat water
molecules and water molecules in the plane of the surface normal directed towards the
surface with every water molecule being a hydrogen bond acceptor and a hydrogen
bond donor. This structure is equally stable to isolated water monomers and thus not
necessarily prohibited from forming on energetic grounds.
4.5.3 2D overlayer adsorption
The hydroxylated (001) surface presents a quasi-hexagonal arrangement of hydroxyl
groups with computed next-nearest neighbour O-O distances ranging from 2.81 to 3.41
˚ A . With an equivalent O-O distance of 2.71 ˚ A in ice Ih, there is a DFT-PBE mismatch
that ranges from 0.1 ˚ A (3.7%) to 0.7 ˚ A(25%). The corresponding experimental dis-
60Figure 4.6: Top views of some 2D overlayer adsorption structures examined at a cov-
erage of 2/3 ML on the hydroxylated (001) surface of kaolinite. (a) is the conventional
but unstable H-up overlayer. (b) is the proton ordered H-down overlayer. (c) is a
partially proton disordered H-down overlayer.
tances are 2.77 to 3.45 ˚ A in bulk kaolinite [81, 82] and 2.75 ˚ A in ice Ih [92], yielding
a rather similar experimental mismatch of 0.7-25%. On this substrate I explored the
possibility of adsorbing hexagonal ice-like overlayers. An extensive range of overlayer
structures were considered with different coverages and various arrangements of the
substrate and overlayer hexagonal meshes5. I discuss now a range of commensurate
overlayers all with a coverage of 2/3 ML. Speciﬁcally these include a conventional ice
bilayer with each water molecule directly above an hydroxyl of the substrate. In this
conventional bilayer structure half the water molecules are parallel to the surface and
the other half sit in the plane of the surface normal with one of their two OH groups
pointing up into the vacuum (Fig. 4.6a). In borrowing the terminology of bilayer
adsorption studies on metals this is described as a “H-up” bilayer. A related bilayer
structure can be constructed by turning the OH groups that dangle into the vacuum in
the H-up bilayer toward the surface, yielding a structure known as a “H-down” bilayer
(Fig. 4.6b) [112]. Mixed H-up plus H-down and several other commensurate but non-
5The structures considered included commensurate overlayers in which the hexagonal overlayer
and substrate meshes were in registry, in cells ranging from p(11) to p(33) all at 2/3 ML. Non-
commensurate overlayers with longer range periodicities were also considered. For example, a 6/7
ML structure in a
p
7 
p
7-R(41) cell was considered. The latter structure was examined because it
had a small epitaxial mismatch of just 4%. However, this and other overlayers considered were all
less stable than the H-down overlayer discussed. Speciﬁcally the
p
7 
p
7-R(41) overlayer yielded
an adsorption energy of -0.60 eV/H2O and several
p
3 
p
3-R(30) overlayers considered yielded
adsorption energies of -0.58 eV/H2O.
61bilayer-like models were also considered, including mixed water-hydroxyl overlayers
previously reported for water on metal surfaces [91, 108, 109, 113, 114].
The most stable overlayer identiﬁed on this surface is a H-down structure with an
adsorption energy of -0.65 eV/H2O. The adsorption energy in the H-up version of this
structure is quite a bit less at -0.48 eV/H2O6. From the resulting structures of the opti-
mized bilayers it is clear why the H-down structure is favored over the H-up structure:
in the H-down system there is no dangling hydrogen bonds ensuring that each water
molecule is fully coordinated being involved in four hydrogen bonds.
The structure of the H-down overlayer, shown in Fig. 4.6b, differs signiﬁcantly from a
bilayer in ice, most prominently in terms of the O-O buckling between the two types of
water molecules in the bilayer. In ice the O-O buckling is 0.96 ˚ A, but the overlayer
identiﬁed here is essentially a ﬂat overlayer with a buckling between the two types of
water molecule of 0.01 ˚ A. In addition, the in-plane H2O-H2O distances are all be-
tween 2.90 and 3.06 ˚ A, noticeably larger than the O-O distances in ice, which are 2.71
˚ A in the calculations. The range of O-O distances in the overlayer reﬂects an asymme-
try in the substrate with two different hexagonal sets of O-O distances that the water
molecules partly compensate for by displacing from the precise atop sites.
As I have said the adsorption energy of the H-down overlayer is -0.65 eV/H2O. This is
noteworthy because it is essentially identical to the computed cohesive energy of ice Ih
(-0.66 eV/H2O). It has been argued that water has the ability to wet a substrate when
the adsorption energy matches or exceeds the cohesive energy of ice [91]. Thus with
this criterion, and to within the accuracy of the current computational set-up, the over-
layer identiﬁed here has the potential to wet kaolinite. To test this ﬁnding, the relative
energy of ice and the H-down overlayer with several other exchange-correlation func-
tionals (RPBE [52], PBE-WC [53], and PW91 [54]) have been evaluated. As shown
6All mixed H-up plus H-down structures considered yielded adsorption energies between the -0.65
eV/H2O and -0.48 eV/H2O of the pure H-up and pure H-down bilayers. The implication is that energy
is gained by converting an upwardly pointing water into a down pointing water.
62Table 4.3: Adsorption energy (Eads) of the H-down overlayer on the hydroxylated
(001) surface and cohesive energy (Ecoh) of ice Ih computed with several exchange-
correlation functionals. All values are in units of eV/H2O.
PBE PW91 RPBE PBE-WC
Eads -0.65 -0.67 -0.48 -0.73
Ecoh -0.66 -0.69 -0.49 -0.77
in Table 4.3 the conclusion that the overlayer is of comparable stability to ice is not al-
tered, with the largest difference between adsorption energy and cohesive energy being
only 0.04 eV/H2O. I have also considered how zero point energy corrections affect the
relative stability of the H-down overlayer and ice. It is found that the zero point energy
in the overlayer and in the ice Ih model is the same, each being 0.13 eV/H2O. Thus
zero point energy does not alter the conclusion that the H-down overlayer identiﬁed
here has a stability matching that of ice.
The stable H-down overlayer identiﬁed here is fully proton ordered, i.e., all the wa-
ter molecules of each type (ﬂat and down pointing) adopt the same orientations. In
proton disordered structures the water molecules adopt random orientations whilst re-
maining consistent with the ice rules [92]. To address the question of proton disorder
an additional structure in the p(22) surface cell (Fig. 4.6c) and two additional struc-
tures in a p(33) surface cell were calculated. However, the adsorption energies of
these proton disordered structures are also -0.65 eV/H2O. Thus, from this admittedly
limited trial of partially proton disordered structures, I concluded that the adsorption
energy of the H-down overlayer is not particularly sensitive to the issue of proton order.
634.5.4 Adsorption beyond the 2D overlayer
Having identiﬁed a stable 2D overlayer that is of comparable stability to bulk ice, it
was then sought to understand how facile subsequent water adsorption would be by
examining the adsorption of additional water on top of the H-down (and some other)
overlayer(s). Speciﬁcally, the adsorption of water monomers and a second complete
overlayer on top of the 2/3 ML overlayers were examined.
Several trial structures for water monomers on top of the H-down overlayer, corre-
sponding to acoverage of 3/4 ML,were examined. Inthese calculations the extrawater
molecules were either placed at the center of the underlying water hexagon or directly
abovetheﬂatordownpointingmoleculesoftheoverlayer. Uponoptimizationthemost
stable structure identiﬁed has the extra water molecule located at a bridge-like site. At
this site the additional water interrupts the H bond network of the underlying water
layer by donating one hydrogen bond to one of the down pointing water molecules
and accepting one hydrogen bond from one of the originally ﬂat but now tilted water
molecules. The binding energy per water in this overlayer is only marginally less than
the stable H-down overlayer (-0.64 eV/H2O).
Several structures comprised of two complete bilayers were also considered. A to-
tal of eleven different double layer structures involving changes of orientation of water
in both layers were examined. However, it was found that adsorption of a complete
second layer of water on the ﬁrst layer is energetically unfavorable. All the double bi-
layer structures are at least 0.07 eV/H2O less stable than the single H-down bilayer.
Thus after the ﬁrst 2D ice-like layer wets the surface, the second layer is unfavorable.
Another way of saying this is that while the hydroxylated (001) surface is hydrophilic,
the water covered kaolinite surface is hydrophobic. It is most likely that this change of
water adsorption energy is caused by a combination of at least two factors. First, in the
H-down overlayer every water molecule is already involved in four hydrogen bonds
and so does not have any dangling OH groups or dangling lone pairs with which addi-
tional water molecules could interact. Second, this applies generally to all the double
64bilayer structures considered, there is a lattice mismatch between the substrate and ice:
A single bilayer is essentially free to compensate for any mismatch by reducing the
buckling within the layer, i.e., by compressing. With more than one layer, however,
hydrogen bonds must be formed between the layers. This interlayer hydrogen bonding
is hampered if the bilayers ﬂatten.
4.5.5 Electronic structure analysis
I now brieﬂy address the electronic structure of the adsorption systems examined, in
particular the monomer and H-down overlayer systems. To this end the DOS and how
the total electron densities rearrange upon adsorption are considered. The electron
density rearrangement, , deﬁned as
 = nH2O=slab   slab   nH2O; (4.5)
where nH2O=slab, slab, and nH2O are the electron densities of the particular water-
kaoliniteadsorptionsystemunderconsideration, theisolatedclean(001)kaoliniteslab,
and the isolated water molecule(s), each in the exact structure they adopt in the adsorp-
tion system.
A plot of the electron density difference for the water monomer at the most stable
threefold adsorption site is shown in Fig. 4.7a. The nature of the electron density
rearrangement displayed in Fig. 4.7a is characteristic of that observed before for hy-
drogen bonding with depletion of density around the hydrogen atoms involved in each
hydrogen bond and an accumulation in density in the region of the oxygen lone pairs
[98, 102, 115]. Clearly, when the water monomer sits at this site, three hydrogen bonds
are formed, one hydrogen bond it is donating and two it is accepting. From the plot of
the electron density difference there is an indication that the hydrogen bond the water
monomer is donating is stronger than the two it is accepting due to the greater extent
of the charge rearrangement around this bond. This is also consistent with the shorter
bond length of this hydrogen bond, 1.73 ˚ A compared to 2.00 ˚ A and 2.03 ˚ A.
65Figure 4.7: Plots of electron density rearrangement for an adsorbed water monomer
and water overlayer on kaolinite. Speciﬁcally (a) and (b) are side views of how the
density around a single water monomer (a) and the H-down overlayer (b) rearrange
upon adsorption according to Eq. (4.5). (c) is a top view of how the electron density
rearranges within the adsorbed H-down overlayer, according to Eq. (4.6). (a) and
(b) are designed to yield information on water-substrate bonding whereas (c) depicts
water-water bonding. A constant density isosurface of 0.01 electrons/˚ A3 is displayed
in all plots. Blue regions indicate positive regions (electron accumulation) and yellow
(bright) negative regions (electron depletion).
Figure 4.8: PDOS on an adsorbed water monomer (a) and the H-down overlayer (b)
on the hydroxylated (001) surface of kaolinite. The energy windows shown depict the
four highest occupied Kohn-Sham orbitals (2a1, 1b2, 3a1, and 1b1 from left to right)
of adsorbed water. EV BM is the energy of the valence band maximum.
66Partial DOS plots for the monomer adsorption system are shown in Fig. 4.8a. Specif-
ically, states projected onto the s and p orbitals of the water monomer are displayed.
In order of increasing energy these are the 2a1, 1b2, 3a1, and 1b1 states. The splitting
between these states is rather similar to what it is for a gas phase water molecule, dif-
fering from the gas phase by <0.2 eV. Upon inspection of the individual Kohn-Sham
eigenstates within each peak only very weak character from the substrate is found, i.e.,
there is an extremely small amount of electron density mixing of the water molecule
with the substrate. In other words I do not see any strong covalent bonding between
the molecule and the substrate, but rather the interaction is electrostatic in nature.
Moving to the H-down overlayer, the electron density difference for this system is
shown in Fig. 4.8b. The distinct roles the two types of water molecule play in this
system are immediately clear: the ﬂat water molecule is accepting a hydrogen bond
from the substrate; and the down pointing water molecule donating a hydrogen bond
to the substrate. From the extent of the electron density rearrangement around each
type of water molecule, it appears that their interaction with the substrate is equally
strong. However, as I have said, the mode of interaction between each water molecule
and the substrate differs. This can be further seen by examining the water related states
in the PDOS plot for the H-down overlayer shown in Fig. 4.8b. Speciﬁcally, for the
ﬂat water molecule the 2a1 and 1b2 resonances are 0.3 and 0.4 eV lower in energy
than they are for the down pointing water. Likewise the second closest band to the
valence band maximum, 3a1, is split into two states caused by the differing interac-
tions between water molecules within the overlayer and between water molecules and
the substrate. As with the water monomer, inspection of the individual Kohn-Sham
eigenstates contained within each peak revealed only marginal covalent mixing with
the substrate.
It is interesting to ask now what the nature of the interactions between the water
molecules within the overlayer are and how these compare to the water-substrate inter-
67actions. To facilitate this, a speciﬁc type of electron density rearrangement is deﬁned
as
 = nH2O=slab + slab   H2O flat=slab   H2O down=slab; (4.6)
where H2O flat=slab and H2O down=slab are the densities of the adsorbed ﬂat and down
pointing water molecules in the exact structure they assume in the H-down adsorption
system. As before, nH2O=slab and slab are the electron densities of the adsorption
system and the clean substrate, respectively. The density rearrangement deﬁned in Eq.
(4.6) is displayed in Fig. 4.7c, revealing exclusively water-water interactions within
the H-down overlayer. Again depletion of density on the hydrogen atoms and accumu-
lation around the oxygen lone pairs is observed, characteristic of hydrogen bonding.
Comparison of Fig. 4.7b and c indicates that the extent of density rearrangement is
similar within the overlayer (Fig. 4.7c) to what it is between the overlayer and the
substrate (Fig. 7b).
The plots of electron density rearrangement do not directly show the strength of the
various hydrogen bonds in the adsorption system. A better indication of the balance
between water-water and water-substrate interactions can be obtained by performing
a series of interaction energy decompositions [116]. First, the interaction energy per
hydrogen bond between water molecules in the overlayer, EH2O H2O, is deﬁned as
EH2O H2O = 2=3  (EnH2O=slab + E

slab   EH2O flat=slab   EH2O down=slab)=n; (4.7)
where E
slab, EH2O flat=slab, and EH2O down=slab are the total energies of the isolated
clean (001) kaolinite slab, the ﬂat water molecules in the overlayer adsorbed exclu-
sively on the surface, and the down pointing water molecules adsorbed exclusively on
the surface, each in the exact structures they adopt in the H-down overlayer. The fac-
tor 2/3 indicates that each of the two water molecules shares three hydrogen bonds in
the overlayer. The water-water interaction energy obtained from this decomposition is
-0.28 eV/H bond. An analogous energy decomposition designed to reveal exclusively
the interaction between a preformed H-down overlayer and the substrate, EH2O slab, is
deﬁned as
EH2O slab = (EnH2O=slab   EnH2O   E

slab)=n; (4.8)
68where is EnH2O the total energy of the isolated water overlayer in vacuum ﬁxed in the
structureitassumeswhenadsorbed. Thiswater-substrateinteractionenergyhasavalue
of -0.32 eV/H bond, which is slightly larger than the hydrogen bond strength between
water molecules in the overlayer. Thus, in this adsorption system water molecules ap-
pear to bond more effectively with kaolinite than they do with other water molecules.
This is also consistent with the computed O-O distances in the adsorption system: The
O-O distances between the water molecules within the overlayer are in the interval
2.90-3.06 ˚ A and the O-O distances between the adsorbed water molecules and the sub-
strate are 2.72-2.81 ˚ A.
4.6 Discussion and conclusions
I now summarize the energetics of the various adsorption systems examined here and
place the results in the broader context of water adsorption on solid surfaces in general.
To facilitate this I plot in Fig. 4.9 the average adsorption energy per water molecule as
a function of coverage. There are several interesting features of this plot and the results
described in Section 4.5, which I now discuss.
First, at low coverages the water adsorption energy is reasonably constant at -0.57
eV/H2O. This is a rather large value for the DFT-GGA adsorption energy of water on
a solid surface: on close-packed metals, for example, water monomer adsorption ener-
giesof-0.1to-0.4eV/H2Oaretypicallyreported[98, 102, 117, 118]; onNaClvalues
of -0.3 to -0.4 eV/H2O are found [100, 101]; and on metal oxides, such as TiO2, val-
ues of -0.40 eV/H2O have been reported [119–121]. Indeed, the only other report of
DFT-GGA adsorption energies for water monomers as large as or larger than the value
obtained here are also on hydroxylated surfaces: -0.5 to -0.7 eV/H2O on cristobalite
[99] and -0.54 eV/H2O on -quartz [122]. Thus it is clear that an important aspect
of a strong adsorption bond between water and a substrate is the presence of hydroxyl
groups and the possibility of accepting and donating hydrogen bonds to and from them.
69Figure 4.9: Average adsorption energy per water on the hydroxylated (001) surface of
kaolinite as a function of coverage. The solid line is a guide to the eye connecting the
structure with largest adsorption energy at each coverage considered and the dashed
line indicates the cohesive energy of ice Ih.
Second, it is found that water clustering is not favored to any great extent. This was
discussed in Section 4.5.2 and can be clearly seen in Fig. 4.9, where points corre-
sponding to dimers, tetramers, and hexamers are equally stable to water monomers at
best. Again this behavior is not common for adsorbed water and different from what
is observed experimentally and predicted theoretically on metal and some oxide sub-
strates, where clustering is strongly favored [98, 102–106, 123]. On the (111) surfaces
of Cu, Pd, Pt, and Ni, for example, DFT calculations predict that water monomers
gain 0.1-0.2 eV/H2O by coming together to form adsorbed dimers. Likewise water
molecules on some hydroxylated substrates gain 0.1-0.2 eV/H2O by dimerisation [99].
Although unusual there are, however, other substrates on which similar behavior has
been predicted [101, 122] notably on the hydroxylated -quartz (0001) surface [122].
Third, the most stable overlayer identiﬁed at any coverage is the 2/3 ML H-down over-
70layer. As discussed above, this overlayer has a stability similar to that of ice Ih. Again
this feature of water on kaolinite differs from the behavior on many other substrates.
On the low energy hexagonal surfaces of close-packed metals, for example, both the
H-up and H-down overlayers tend to have adsorption energies >0.1 eV/H2O less than
the cohesive energy of ice [9, 116]. Likewise overlayers on other substrates often yield
computed adsorption energies that are less than the cohesive energy of ice, such as on
NaCl(001) which supports ice-like overlayers with computed adsorption energies of
-0.46 to -0.57 eV/H2O [100, 101]. The application of different exchange correla-
tion functionals, the inclusion of zero point energies, or proton disorder effects in the
adsorption system does not alter the conclusion that the H-down overlayer on kaolinite
isalmostequallystabletobulkice. Examinationoftheatomicandelectronicstructures
in the stable H-down adsorption system provides a clear explanation for the stability of
this overlayer. In it each water molecule is fully coordinated with four strong hydro-
gen bonds. This is made possible by the fact that kaolinite, like water, is amphoteric
with the ability to accept and donate hydrogen bonds, which is possible because of
the structural ﬂexibility of the surface hydroxyl groups. This ﬂexibility is crucial and
allows the hydroxyl groups to tilt to support a stable water overlayer without dangling
hydrogen bonds. Should other hydroxylated surfaces not possess such orientationally
ﬂexible hydroxyl groups then it is feasible that they may not be able to support such a
stable water overlayer as kaolinite does.
Looking again at Fig. 4.9 several points are indicated for structures with slightly lower
coverage (1/2 ML and 7/12 ML) and slightly higher coverage (3/4 ML) than that of
the H-down overlayer. The latter (3/4 ML) correspond to monomers adsorbed on the
H-down overlayer and the former to defective quasi-2D overlayers7. All of these struc-
tures are less stable than the 2/3 ML H-down overlayer, again pointing to the high
stability of this overlayer with its fully coordinated water molecules.
7Removing a ﬂat or an upright water molecule from the 2/3 ML H-down overlayer yielded two 7/12
ML structures. Upon optimization these structures had equal stabilities with adsorption energy of -
0.61 eV/H2O. Removing two water molecules (a ﬂat and a down pointing water molecule) yielded a 1/2
ML structure. Upon optimization this had an adsorption energy of -0.60 eV/H2O.
71Finally, I have not identiﬁed any stable double bilayer structures. All double bilayer
structures examined yield adsorption energies at least 0.07 eV/H2O less than the H-
down overlayer, and are thus less stable than ice by a similar amount. Thus although
a single stable wetting layer is predicted, subsequent ice growth is not favored. Essen-
tially these results indicate that the surface of the H-down overlayer is hydrophobic. A
similar conclusion has recently been made for the H-down bilayer which is thought to
form on Pt(111) [124] and the OH-H2O overlayer which also forms on Pt(111) [125].
Moreover, these results imply that the (001) basal plane of kaolinite does not support
epitaxial multilayer ice growth. Thus the role played by kaolinite in heterogeneous ice
nucleation is likely to be more complex than previously thought to be [8]. This may
involve preferential nucleation at defective or reconstructed surfaces or nucleation on
other facets.
72Chapter 5
Polar (001) basal plane of kaolinite
Kaolinite is thought to be an efﬁcient ice nucleating agent because kaolinite crystals
expose perfect unreconstructed (001) basal surfaces which provide a suitable template
for ice growth. However, it is shown here with the aid of DFT calculations that the
unreconstructed basal surface is polar. Various mechanisms to eliminate the surface
dipole and in so-doing stabilize the basal surface are considered. The most promising
option identiﬁed so far involves the adsorption of foreign atoms (for example, Na and
Cl atoms) on the perfect basal surface, since this yields a non-metallic surface with a
cleavage energy lower than the unreconstructed polar basal surface.
5.1 Introduction
Clay minerals are abundant in soil and important to a wide variety of disciplines such
as environmental chemistry, astrophysics, geology, and the ceramics industry. How-
ever, our understanding of the crystal structures of clay mineral surfaces is still far
from complete at the atomic level, and lags behind the existing knowledge about other
simpler oxide or semiconductor surfaces. Nonetheless it is necessary to understand the
properties of clay mineral surfaces, especially their cleavage surfaces, because of the
central role they play in catalyzing different physical and chemical phenomena. For
73Figure 5.1: The structure of kaolinite bulk (left) and a schematic illustration of the
classical electrostatic dipole moment within an individual layer of kaolinite (right). In
the ﬁgure on the left two layers of kaolinite are shown. The dashed lines on the left
indicate the primitive unit cell. As before, white, red, purple, and yellow spheres rep-
resent hydrogen, oxygen, aluminium, and silicon atoms, respectively. Certain oxygen
and hydrogen atoms discussed in the text are indicated.
example, the clay mineral kaolinite (Al2Si2O5(OH)4), an aluminosilicate as I have pre-
sented in last chapter, is an effective heterogeneous ice nucleating agent and important
in regulating other chemical and physical processes in the troposphere [8].
Due to the complex structure of layered kaolinite, I introduce here its structure again.
As shown in Fig. 5.1, kaolinite is a 1:1 layered aluminosilicate with each layer com-
prised of an octahedrally coordinated aluminate-terminated sublayer connected to a
tetrahedrally coordinated siloxane-terminated sublayer. The oxygen atoms bonded ex-
clusively to aluminium atoms exist as hydroxyl groups. Most of the hydroxyl groups
are located on the aluminate-terminated (001) surface and hold adjacent layers together
through hydrogen bonds. The (001) surface - the basal surface - is the cleavage plane
of kaolinite as well as the main exposed surface of kaolinite crystals [96, 97]. The
adsorption of a wide variety of atoms and molecules on the kaolinite basal surface has
74been examined, with water adsorption a particular focus because of the relevance of
kaolinite to ice nucleation [8, 83, 84, 126–130]. In previous theoretical studies (includ-
ing the water and ice adsorption studies on kaolinite in chapter 4), “perfect” layers of
kaolinite have been used to model adsorption on the (001) surface [83, 84, 128–130].
However, it is pointed out here that this practice may have some limitations because
the clean unreconstructed (001) basal surface of kaolinite is polar. This can be simply
inferred from its structure (Fig. 5.1), where it can be seen that each individual layer
of kaolinite carries a dipole. Since on classical electrostatic grounds the electrostatic
contribution should diverge and polar surfaces should not exist, the assumption that
kaolinite crystals expose perfect unreconstructed basal surfaces must be questioned.
With this in mind DFT is used to investigate the electronic and geometric structure of
the kaolinite basal surface. The calculations reveal that the perfect clean (001) basal
surface is indeed polar, although beyond a critical thickness electron density redistri-
bution, leading to surface metallization, greatly reduces the macroscopic dipole per-
pendicular to the surface and in so-doing reduces the cleavage energy (Ecleave). Of the
many alternative basal plane terminations considered those involving foreign atoms,
e.g. Na and Cl, on the perfect basal surface are the most promising since they yield
non-metallic surfaces with low Ecleave. Thus in nature the surfaces of kaolinite crystals
may always be “dirty” and stabilized by adsorbates. This is likely to have implications
for ice nucleation on kaolinite and I hope that this brief account will prompt further
theoretical and experimental work into determining the detailed surface structure of
the kaolinite basal surface. For example, the use of scanning tunneling microscopy or
molecular dynamics combined with the simulated annealing technique, that has been
successfully applied to other polar surface reconstruction, may prove useful for this
system too [131–133]. Indeed, the issues discussed herein are likely to be of relevance
to all layered 1:1 aluminosilicates, which also possess polar basal surfaces.
755.2 Computational details
The DFT calculations reported in this chapter have been performed with the plane
wave pseudopotential supercell approach, as implemented in the VASP code [37, 38].
PAW potentials [68, 69] with a plane wave cutoff of 400 eV have been used1. The
GGA-PBE [50, 51] exchange-correlatoin functional has been employed throughout.
A variety of bulk and surface unit cells have been employed, as detailed below. In
all cases Monkhorst-Pack k point meshes [66] equivalent to 443 (441) corre-
sponding to 24 (8) k points per bulk (surface) primitive cell - from the conventional
cell reported by Bish [81] - were used. There is a vacuum region between slabs for all
surface calculations of about 15 ˚ A. During structure optimizations all atoms are fully
relaxed until the forces are reduced below 210 2 eV/˚ A. For the surface calculations
the dipole across the slab has been corrected with the scheme introduced by Neuge-
bauer and Schefﬂer and implemented in VASP [134, 135]. For any unit cell in which
there was an odd number of electrons spin polarized calculations were performed.
5.3 Polar basal surface
5.3.1 Perfect surface structures
In the studies of kaolinite Ecleave is used as the main measure of the stability of the
slabs examined. For stoichiometric chemically unmodiﬁed surfaces, it can be obtained
from the following relation:
Ecleave = (Eslab   n  Ebulk)=(2  A); (5.1)
where Eslab is the total energy of a multilayer slab of kaolinite, n the number of layers
in the slab, and Ebulk is the total energy of a single kaolinite layer in bulk. The factor 2
in the denominator accounts for the fact that there are two outer surfaces on each slab.
1A plane wave cutoff of 600 eV yields a cleavage energy within 1 meV/˚ A2 of that obtained at 400
eV.
76Figure 5.2: Local potential in the [001] direction of a single layer of kaolinite in vac-
uum. The structure of the layer and its location within the simulation cell is given in
the inset. The black dashed and solid lines show the local potential before and after
the application of an external electrostatic dipole correction. The dashed red region in-
dicates the location of the artiﬁcial dipole correction and highlights the local potential
difference between the two (001) surfaces.
Ecleave is therefore the average surface energy of both (001) surfaces. The area of each
surface is A.
First I consider a single layer of kaolinite. Because of the different chemical compo-
sition on either side of the layer, the electronic charge distributions differ and there
is a non-zero dipole moment across it. The dipole moment can be inferred from Fig.
5.1, or more precisely, obtained from the DFT calculations by inspection of the local
potential difference across the layer. This is shown in Fig. 5.2, where it can be seen
that the local potentials of the hydroxyl- and siloxane-terminated surfaces differ. In
the used periodic supercell this leads to a steady drop across the vacuum region with
the slope in the potential across the vacuum being a signature of the dipole within
the kaolinite layer. In the supercell calculations the slope across the vacuum will lead
to a spurious interaction between adjacent periodic images, and so it is compensated
77through the application of an external electrostatic ﬁeld in the vacuum [134]. The cor-
rected potential is shown by the solid line in Fig. 5.2. The application of the external
potential also allows for a better estimate of the local potential difference within the
layer to be obtained. Speciﬁcally the local potential at the siloxane-terminated surface
is 2.8 eV higher than that at the hydroxyl-terminated surface. Ecleave for the single
layer is 8 meV/˚ A2 with the current computational setup, essentially the same as the
value reported in Section 4.4 of the last chapter. This is a low value for Ecleave but
reasonable because creation of the surface only involves the cleavage of interlayer hy-
drogen bonds. It is, for example, similar to the PBE surface energy of ice [136]. The
structure of a single isolated layer of kaolinite resembles closely a layer of kaolinite
in bulk. The only noteworthy difference is that when the basal surface is exposed to
vacuum 1/3 of the surface hydroxyl groups on the (001) surface tilt and become almost
parallel to the (001) surface (c.f. Fig. 5.1 and 5.2).
Consider now a stack of individual kaolinite layers that make a slab. Just as with a
single layer, the entire slab carries a dipole perpendicular to the surface, and accord-
ing to Tasker’s classiﬁcation2 of crystal surfaces [137] can be considered as a polar
surface (type III). From classical electrostatics, two different surfaces with opposite
charge can be treated as a capacitor. The total dipole moment and Ecleave of the entire
multilayer slab are within classical electrostatic picture proportional to the number of
capacitors in the slab. Thus, Ecleave and the dipole moment of the slab will diverge as
it approaches a macroscopic thickness. It is well known that the classical electrostatic
theory just described is oversimpliﬁed and ignores the redistribution of the electron
density during the process of cleavage and growth of a surface. Indeed it has often
2According to classical electrostatic grounds, the stability of a speciﬁc crystal surface depends on
the characteristics of the charge distribution in the structural unit which repeats itself in the direction
perpendicular to the surface. Thus, Tasker classiﬁed surfaces of any ionic or partly ionic crystal into
three types: type I, neutral surfaces with stoichiometric proportions of anions and cations in each plane
of the repeated unit; type II, charged surfaces with no dipole moment in the repeated unit perpendicular
tothesurface; andtypeIII,chargedsurfacesthathaveadipolemomentintherepeatedunitperpendicular
to the surface.
78Figure 5.3: (a) Plot of the DFT-PBE Ecleave for the (001) surface as a function of the
number of layers of kaolinite. The dashed line shows the linear increase of Ecleave
according to the oversimpliﬁed classical theory. (b) Average DFT-PBE potential dif-
ference per layer between the two different (001) surfaces of the kaolinite slab as a
function of the number of layers in the slab. The dashed line shows the value of a
single layer of kaolinite as a reference. (c) Estimated DFT-PBE band gap of the kaoli-
nite slab as a function of the number of layers in the slab. The dashed line shows the
DFT-PBE band gap of bulk kaolinite.
79been suggested that polar surfaces can compensate the macroscopic dipole moment by
electronic charge redistributions [138–141]. Concerning the electronic structure redis-
tribution contribution to the energy of the ﬁnite kaolinite slab, the DFT calculations
of Ecleave as a function of the number of layers of kaolinite in a 2D slab are shown in
Fig. 5.3a. It can be seen that the computed DFT values for Ecleave deviate signiﬁcantly
from the classical prediction of a linear relation between Ecleave and the slab thickness.
Indeed Ecleave is considerably reduced beneath the linear regime and for the relatively
thin slabs considered (up to ten layers) remains rather small (<40 meV/˚ A3). However,
as I will discuss below, the jump between seven and eight layers leads it to be sug-
gested that Ecleave will not actually converge to a ﬁnite value for thicker slabs.
How does the electron density rearrange to compensate the partial macroscopic dipole
moment? Analysis of the DFT Kohn-Sham band gap, DOS, and PDOS over each layer
provides the answer. In Fig. 5.3b the average local potential differences per layer
between the siloxane- and hydroxyl-terminated surfaces in the kaolinite slab versus
the number of layers are plotted. It can be seen that as the slab gets thicker the av-
erage potential difference drops. For the thickest ten layer slab considered it is only
0.6 eV/layer compared to 2.8 eV for the isolated layer of kaolinite. In Fig. 5.3c the
computed band gaps of the bulk and surface slabs are shown. It can be seen that the
DFT-PBE Kohn-Sham band gap is large, at least 4 eV for both kaolinite bulk and a sin-
gle layer of kaolinite in vacuum. Upon detailed inspection of the electronic structures
of bulk kaolinite and an isolated layer of kaolinite it is found that they have similar
electronic structures. However, if I consider multilayer slabs, it is found that the DOS
and related band gap (Fig. 5.3c) depend sensitively on the thickness of the slab, and
as the slabs get thicker the band gap gets smaller. This is clearly shown in Fig. 5.3c
where it can be seen that already with a three layer slab the band gap has reduced
to zero. This modiﬁcation of the band gap seen many times before in self-consistent
electronic structure calculations is usually referred to as “metallization of the polar sur-
face” [138, 141, 142]. The explicit explanation for the metallization can be found in
Figs. 5.4a and b where the PDOS of each individual layer within a three layer kaolinite
80Figure 5.4: (a) DFT-PBE projected density of states (PDOS) of each individual layer
in a three layer kaolinite slab. The energy zero, EV BM, is the energy of the valence
band maximum. A side view of the structure of the three layer slab is shown in the
inset, with each of the layers (1st, 2nd, and 3rd) indicated. (b) A zoom in of the PDOS
shown in (a) focusing on the region around EV BM. This PDOS makes the small charge
transfer from the siloxane-terminated ﬁrst layer to the hydroxyl-terminated third layer
more apparent. (c) PDOS around EV BM for a ten layer kaolinite slab, indicating that
charge is now transferred from the ﬁrst two layers on the siloxane-terminated side of
the slab to the (10th layer) hydroxyl-terminated side of the slab.
81slab is plotted. The densities of states of each individual kaolinite layer are displaced
by 2 eV with respect to each other, with the states on the hydroxyl-terminated side
of the slab (3rd layer) lowest in energy and those at the siloxane-terminated side of
the slab (1st layer) highest in energy. This splitting leads to a small amount of overlap
between the valence band of the ﬁrst layer and the conduction band of the third layer,
which in turn leads electron density to be transferred from the ﬁrst to the third layer
(Fig. 5.4b). With the closing of the band gap and the ensuing electron transfer the
dipole moment across the slab and hence Ecleave are greatly reduced compared to the
simple electrostatic model shown in Fig. 5.3a. The DOS and PDOS plots for all other
thicker multilayer kaolinite slabs exhibit similar metallization. I have not been able to
ﬁnd reports of the experimental optical band gap of kaolinite. However it is anticipated
that the Kohn-Sham band gap obtained here is underestimated compared to the exper-
imental gap. With a larger band gap, the critical thickness for the onset of the surface
metallization is likely to be larger than the three layers identiﬁed here.
Surface metallization compensates the surface dipole and has been shown to lead to
a ﬁnite Ecleave that converges with respect to the number of layers in the slab in other
materials [140, 142, 143]. Indeed for kaolinite Ecleave up to seven layers appears to
be steadily converging. However the jump between seven and eight layers points to a
subtlety in kaolinite that arises because of its layered structure. Speciﬁcally a PDOS
analysis reveals that upon going from seven to eight layers electron density is not only
transferred from the outermost siloxane-terminated layer to the outermost hydroxyl-
terminated layer but also from the subsurface layer on the siloxane-terminated side of
the slab. This is shown, for example, by the PDOS plot for a ten layer slab in Fig.
5.4c where there is a small amount of overlap between the valence bands of the ﬁrst
and second layers and the conduction band of the tenth. Because of difﬁculties in con-
verging the electronic structure I have not been able to investigate slabs thicker than
ten layers. However it is expected that discrete jumps in Ecleave will be observed each
time electron transfer from a new subsurface layer kicks in. Thus it is unlikely that
surface metallization is an effective means to yield a converged ﬁnite value of Ecleave
82Table 5.1: Cleavage energies of selected kaolinite (0 0 1) surfaces examined. The
details of the structures are discussed in the text and ﬁgures. The number of kaolinite
layers in each slab is also given in parenthesis. Note that only values in bold can be
considered as converged with respect to slab thickness. Other values for surfaces that
remain polar are not converged and are shown for reference only.
Model Ecleave (meV/˚ A2)
(001) (10) 37
(001)-H2O-removed (3-5) 211
(001)-H2-removed (3-5) 152
(001)-k-g-k (6) 40
(001)-k-p-k (6) 50
(001)-k-k (10) 51
Water covered (001) (10) 8
Hydroxylated (001)-Cl-adsorption (3-5) 26
Siloxane (001)-Na-adsorption (3-5) 5
for kaolinite.
5.3.2 Defective surface structures
There are of course other mechanisms apart from surface metallization for compensat-
ing the surface dipole, such as a change in chemical composition at the surface, surface
reconstruction or adsorption of foreign atoms or molecules. An extensive series of cal-
culations involving each of these possibilities have been performed and now I brieﬂy
summarize some of the key results. The cleavage energies for the surface structures
discussed below are given in Table 5.1.
First, changes to the stoichiometry of the (001) surface of kaolinite through the re-
83Figure 5.5: (a) Plot of DFT-PBE Ecleave as a function of the number of layers of kaoli-
nite in two defective kaolinite slabs. In one, labeled “H2O removed”, two hydrogen
atoms (H2 and H3 in Fig. 5.1) of the outermost hydroxyl-terminated surface and one
oxygen atom (O2 in Fig. 5.1) of the outermost siloxane-terminated surface have been
removed from the perfect kaolinite structure in each primitive surface cell. In the other
defective structure, labeled “H2 removed”, two hydrogen atoms (H2 and H3 in Fig.
5.1) of the outermost hydroxyl-terminated surface have been removed. (b) DFT-PBE
(absolute) potential difference between the two outermost (001) surfaces for the same
two defective structures as a function of the number of layers in the slab.
84moval of oxygen and hydrogen atoms are discussed. A large variety of oxygen and hy-
drogen deﬁcient surfaces were examined. I just discuss two out of the many structures
considered, speciﬁcally those which resulted in signiﬁcant reductions in the surface
dipole. To compare the energies of the various surfaces, I now use the relation:
Ecleave = (Eslab + m  Emolecule   n  Ebulk)=(2  A); (5.2)
where Eslab is the total energy of the defective multilayer kaolinite slab, Emolecule is
the total energy of the most stable molecular form of removed atoms in the gas phase
(either H2O or H2), m is the number of the molecular formula units removed from the
unit cell, and Ebulk, n, and A are as deﬁned in (5.1). In the ﬁrst structure discussed a
H2O formula unit is removed. This involves the removal of 2/3 of the hydrogen atoms
from the surface hydroxyl groups on the outermost hydroxyl-terminated (001) surface
and 1/3 of the oxygen atoms from the outermost siloxane-terminated (001) surface.
Speciﬁcally, H2, H3 and O2 as labeled in Fig. 5.1 are removed from each unit cell.
Except for the two outermost layers, the other layers in the slab retain the stoichiom-
etry of perfect kaolinite. Fig. 5.5 shows Ecleave and the local potential difference as a
function of the number of kaolinite layers in the slab with the defective (001) surfaces.
It can be seen that Ecleave and the total potential difference between the two outer-
most terminations of this slab stay at around 211 meV/˚ A2 and 1.4 eV, respectively,
as the number of kaolinite layers increases from three to ﬁve. Therefore, contrary to
the perfect kaolinite surface, Ecleave of this surface is rather insensitive to the number
of layers in the slab. However, the absolute value of Ecleave at >200 meV/˚ A2 is very
large and therefore I conclude that this does not represent a plausible alternative sur-
face structure. A similar picture emerges for another low dipole surface created when
a H2 formula unit is removed. Speciﬁcally, 2/3 of the hydrogen atoms (H2 and H3) on
the outermost hydroxyl-terminated (001) surface are removed. Ecleave and the total po-
tential difference across the slab versus the number of layers in the slab is also shown
in Fig. 5.5. For this surface the local potential difference is as small as 0.2 eV, i.e.,
the macroscopic dipole moment is almost completely eliminated by the creation of the
85defective structure3. However, Ecleave of this structure, with a value of 152 meV/˚ A2,
is very large and again does not represent a plausible alternative surface structure. The
defect concentrations for the two defective surfaces just discussed are very high (2/3
of the hydrogen atoms of the surface hydroxyls are removed). Many structures with
lower defect concentrations were considered. For brevity I do not discuss them be-
cause they failed to eliminate the surface dipole and/or yielded large values of Ecleave.
The high cleavage energies of the exemplar oxygen and hydrogen deﬁcient surfaces
just discussed simply reﬂect the fact that strong covalent bonds in the silica or alumina
frameworks must be broken to form defects.
5.3.3 Mixed mineral structures
The second strategy I have considered to cancel the macroscopic dipole moment at
the polar kaolinite basal surface is through the mixed growth of clay minerals. Mixed
mineral structures are worth considering because layered aluminosilicates naturally
contain impurity layers of other clays [97, 144]. Speciﬁcally, natural kaolinite sam-
ples contain charged and uncharged 2:1 layered clay minerals [145]. A host of mixed
mineral structures has been considered. The most interesting ones, which entirely
eliminate the macroscopic dipole, are a series of “sandwich” structures. These are
comprised of an impurity layered mineral (e.g. pyrophyllite or gibbsite) placed in the
centre of an even number of kaolinite layers. The kaolinite layers were arranged to
have exclusively their siloxane- or hydroxyl-terminated surfaces directed towards the
impurity layer so that simply by symmetry there was no dipole perpendicular to the
surface. An example of a gibbsite layer sandwiched between two layers of kaolinite,
each with their siloxane-terminated surfaces exposed to the vacuum is shown in Fig.
5.6a, and an equivalent structure but with a pyrophyllite central layer is shown in Fig.
5.6b. The deﬁnition of Ecleave for these structures is
Ecleave = (Eslab   n  Ebulk   Ecenter bulk)=(2  A); (5.3)
3These two defective structure are non-metallic, with DFT-PBE band gaps within 0.5 and 2.2 eV of
bulk kaolinite for the H2 and H2O removed defective structures, respectively.
86Figure 5.6: Side views of some of the trial mixed clay mineral structures considered
and a plot of the DFT-PBE cleavage energies of different mixed minerals as a function
of the number of layers of kaolinite. K-g-k indicates the kaolinite-gibbsite-kaolinite
sandwich structure (a), k-p-k the kaolinite-pyrophyllite-kaolinite sandwich structure
(b), and k-k is the “upside-down” kaolinite structure. For each class of structure
the siloxane-terminated surfaces and hydroxyl-terminated surfaces exposed to vacuum
were considered, only siloxane-terminated structures are shown here in (a) and (b).
However, in (c), cleavage energies for both the hydroxyl-terminated and the siloxane-
terminated structures are reported. In every case the siloxane-terminated slabs are 2-20
meV/˚ A2 more stable than the hydroxyl-terminated slabs. As a reference, the solid line
indicates the calculated values of Ecleave for perfect kaolinite slabs.
87where Ecenter bulk is the total energy of a single layer of gibbsite or pyrophyllite in
bulk. These bulk reference energies for gibbsite and pyrophyllite are obtained from
separate bulk calculations using the experimental lattice constants [146, 147] for these
materials. Since the in-plane lattice mismatch between kaolinite, gibbsite, and pyro-
phyllite is small (.2%), on the calculations, the kaolinite surface cell is used through-
out and all atoms are allowed to relax within it. The cleavage energies of the two spe-
ciﬁc sandwich structures shown in Figs. 5.6a and b are 18 meV/˚ A2 and 14 meV/˚ A2,
respectively. These structures contain two layers of kaolinite and have similar cleavage
energies to a two layer kaolinite slab (16 meV/˚ A2 in Fig. 5.6c). Therefore, these look
like promising structures. However, when the thickness of these sandwich structures
is increased by adding more layers of kaolinite on either side of the impurity layer, it
is found that they have similar stabilities to the perfect polar kaolinite slab (Fig. 5.6c)
and also become metallic. I note that these conclusions are not changed even if fully
relaxed lattice constants for Ecenter bulk are used. Speciﬁcally, the surface metalliza-
tion still appears and the cleavage energies are all within 3 meV/˚ A2 of those shown in
Fig. 5.6. Although the total slab does not carry a dipole, the individual stacks of kaoli-
nite layers on each side of the impurity layer do, i.e., there are two dipoles directed
at each other which cancel. A similar scenario applies to zero dipole “upside-down”
structures of kaolinite that were considered. These structures stack together with an
inverse symmetry, i.e., half of the kaolinite layers stand upwards and the other half
downwards, similar to the structures shown in Figs. 5.6a and b but without the im-
purity minerals in the middle. Consequently, pure upside-down kaolinite slabs are no
more stable than the regular polar kaolinite slab (Fig. 5.6c) and again become metallic.
5.3.4 Foreign atom or molecule adsorbed structures
Various adsorbates on the perfect (001) surface were considered as another means to
compensate the surface dipole. These included H, O, and Cl atoms, metal atoms, and
water. The deﬁnition of Ecleave used for these structures is
Ecleave = (Eslab   n  Ebulk   m  Emolecule)=(2  A); (5.4)
88Figure 5.7: (a) Top view of kaolinite with Cl adsorbed on the outermost hydroxyl-
terminated surface (only the outermost layer is shown). (b) Top view of kaolinite
with Na adsorbed on the outermost siloxane-terminated surface (only the outermost
layer is shown). (c) Plot of DFT-PBE Ecleave as a function of the number of layers
of kaolinite for kaolinite slabs with Cl adsorbed on the outermost hydroxyl-terminated
surface or Na adsorbed on the outermost siloxane-terminated surface. (d) DFT-PBE
absolute potential difference between the two outermost (001) surfaces for the same
two adsorption structures as a function of the number of layers in the slab. (e) DFT-
PBE PDOS of each individual layer and of the adsorbed Cl atom for the ﬁve layer
Cl/kaolinite adsorption system. (f) DFT-PBE PDOS of each individual layer and of
the adsorbed Na atom for the ﬁve layer Na/kaolinite adsorption system.
89where all terms are as deﬁned as before in this chapter. The ﬁrst adsorbate discussed
is water, speciﬁcally a complete 2/3 ML ice-like water overlayer - the H-down bilayer
discussed in Subsection 4.5.3 of the last chapter. The adsorption energy of the H-down
overlayer is -658 meV/H2O with the current computational setup and does not vary
with the thickness of the slab. From Eq. (5.4) this yields a Ecleave for a ten layer kaoli-
nite slab of 8 meV/˚ A24. However, the local potential difference across this surface is
still large (for example, 2 eV/layer for a three layer slab) and, moreover, the DOS re-
veals that this surface also undergoes metallization, that is the adsorption of water does
not eliminate the dipole moment across the kaolinite slab.
Of all the options considered to yield a stable kaolinite surface the most promising
candidates correspond to the adsorption of Cl or Na atoms on the outermost surfaces
of perfect kaolinite slabs. In the Cl adsorption structure, one Cl atom in each primitive
surface cell (half of the Cl2 formula unit) is adsorbed at a hollow site of the outermost
hydroxyl-terminated (001) surface as shown in Fig. 5.7a. In this hollow site, three sur-
face hydroxyl groups are directed at the Cl adatom. The perpendicular distance of the
Cl above the three hydrogens from the hydroxyl groups is 1.8 ˚ A. Overall the structure
of the kaolinite slab is not signiﬁcantly changed compared to a bare kaolinite surface
except that the subsurface hydroxyl groups adopt their upright bulk orientation. In the
Na adsorption structure, one Na atom in each primitive surface cell (half of the Na2
formula unit) is adsorbed at a hollow site on the outermost siloxane-terminated (001)
surface as shown in Fig. 5.7b. The Na atom resides 1.5 ˚ A outside the surface oxygen
layer. Again the structure of the kaolinite surface is very similar to that of the bare
surface. Ecleave and the local potential difference of the two candidate structures as a
function of the number of kaolinite layers in the slab are shown in Figs. 5.7c and d. It
can be seen that the cleavage energies of the two structures are rather small and insen-
sitive to the number of layers, with values of around 26 and 5 meV/˚ A2 for Cl atom and
4Since the adsorption energy does not vary with the thickness of the slab, there is a constant differ-
ence (28.6 meV/˚ A2) between Ecleave for perfect kaolinite and the water covered (001) surface. Ecleave
for the water covered ten layer kaolinite slab was obtained by adding this difference to the clean surface
Ecleave.
90Na atom adsorption, respectively. The local potential differences across the two slabs
are also rather small at 0.5 eV or less for slabs of up to ﬁve layers thickness. Contrary
to the clean unreconstructed (001) basal surface and other trial structures considered,
the Cl and Na adsorption structures stabilize the slab and eliminate the macroscopic
dipole moment almost entirely. What do the electronic structures of these adsorption
system look like? To answer this, PDOS plots for the two adsorbates on a ﬁve layer
kaolinite slab are plotted in Figs. 5.7e and f. It can be seen that in each case the surface
metallization disappears and the PDOS of each individual layer within the kaolinite
slab overlaps again. For the Cl adsorption structure, there is a band gap of 5 eV. In the
Cl atom adsorption system electron density on the hydroxyl-terminated (001) surface
transfers to the Cl atom and in the Na atom adsorption system the electron on the Na
atom partially transfers to the siloxane-terminated (001) surface. A Bader charge anal-
ysis [148] indicates that Cl carries a negative charge of 0.34 and Na a positive charge
of 0.56. Both scenarios eliminate the surface dipole and remove the need for charge
transfer which would lead to surface metallization within the kaolinite slab. It has
been checked that this conclusion does not change if a hybrid exchange-correlation
functional such as PBE0 [56, 59] is used. Indeed the only signiﬁcant difference be-
tween the Cl/kaolinite (Na/kaolinite) PDOS obtained from PBE and PBE0 is the larger
band gap of the latter (1 eV larger). A lower coverage of adsorbates has also been
considered, for example, one Cl atom per conventional surface cell (half the coverage
of that shown in Fig. 5.7a). This lower coverage also compensates the surface dipole
and leads to a converged Ecleave of 16 meV/˚ A2. Thus, overall it is found that suitable
foreign atom adsorption on either side of the polar (001) basal plane of kaolinite yields
a low Ecleave. The main reasons for this are: (i) the electronic structure rearrangements
- involving only the adsorbate and the related (001) surface - act to compensate the
macroscopic surface dipole; and (ii) the formation of the perfect kaolinite surface does
not break any covalent bonds, rather only relatively weak hydrogen bonds.
915.4 Conclusions
In conclusion, I have presented the results of DFT calculations that show that the kaoli-
nite basal surface is polar. Indeed this can simply be inferred from its structure, a fact
that has nonetheless not dispelled the assumption that kaolinite crystals undergo per-
fect cleavage along their basal plane and that kaolinite crystals predominately expose
unreconstructed (001) basal surfaces [96, 97]. A selection of the possible mechanisms
considered to eliminate the surface dipole has been discussed, with the most com-
pelling scenario involving the adsorption of foreign atoms on the perfect basal surface.
Hopefully this study will prompt further work aimed at characterizing the structure of
the kaolinite basal surface and indeed other layered 1:1 aluminosilicates, such as those
in the trioctahedral serpentine group and other dioctahedral kaolinite group minerals
which are likely also to suffer from the same interesting complications highlighted
here.
92Chapter 6
Towards a general understanding of
water monomer adsorption on
rocksalt oxide surfaces
Water-oxide interfaces have been widely examined, yet simple but fundamental ques-
tions remain unanswered and general rules to predict how stable and in which state (in-
tact or dissociated) water will be in on a given surface have not yet been identiﬁed. As
a ﬁrst step towards addressing these issues, DFT calculations have been performed for
water on a series of simple rocksalt oxide (001) surfaces. Speciﬁcally, water monomer
adsorption and dissociation is examined on the alkaline earth oxide series from MgO
to BaO. It is revealed that as one moves down the series both the adsorption energy of
water and its tendency to dissociate increase. Intact water is stabilized through hydro-
gen bonds to the substrate, which increase in strength as one moves down the series.
The dissociated state resembles two interacting hydroxyl ion groups, whose mutual
repulsion also decreases upon descending the series. Of crucial importance to all of
these observations is the rumpling of the substrate and its lattice constant.
936.1 Introduction
The interaction of water with metal, oxide, and semiconductor surfaces has attracted
a great deal of attention because of its importance to a variety of scientiﬁc disciplines
and industrial applications [6, 7]. A fundamental question to many of these studies is
to understand the adsorption structures of water on surfaces and in particular to know
which state the water is in: either intact or dissociated. This is important to know be-
cause the properties of interfacial water systems differ greatly depending on whether
the water molecules dissociate or not. For example, water dissociation at metal sur-
faces can be the ﬁrst step in oxidation leading to corrosion or at oxide surfaces can lead
to hydroxylation and hydride formation. This will leave the surfaces with very differ-
ent properties to those of a simple “wet” surface covered in intact molecular water.
Many factors can affect the dissociation of water on surfaces. The presence of defects
has long been known to promote dissociation, for example, on MgO and TiO2 [7, 149].
Another factor, as shown before [150, 151] and in the next chapter, is the interaction
(hydrogen bonding) between water molecules which can facilitate water dissociation
through the increased strength of water-hydroxyl hydrogen bonds compared to water-
water hydrogen bonds. The water-surface interaction or surface reactivity is, of course,
another crucial factor. Here I consider the water-surface interaction and in so-doing fo-
cus exclusively on water monomer adsorption so as to establish the inherent reactivity
of a range of surfaces to water adsorption. The surfaces examined are a series of (001)
surfaces of alkaline earth metal oxides with the rocksalt structure (MgO, CaO, SrO,
and BaO). These have been selected mainly because they are a periodic series of oxide
surfaces with a simple structure, but also some of them have been widely studied be-
fore [23, 27, 28, 152].
The main results to come from this study are the following: as one moves down the se-
ries both the adsorption energy of water and its tendency to dissociate increase. Intact
water is stabilized through hydrogen bonds to the substrate, which increase in strength
as one moves down the series. The dissociated state resembles two interacting hy-
94droxyl ion groups, whose mutual repulsion also decreases upon descending the series.
Of crucial importance to each of these observations is the rumpling of the substrate
and its lattice constant. It is hoped that this study will represent a small but important
step towards a general theory of water adsorption on oxide surfaces.
The remainder of this chapter is organised as follows. Computational details are brieﬂy
presented in the next section. In Section 6.3 the general trends observed with regard
to water adsorption and dissociation are presented. Following this the nature of the
(intact and dissociated) water monomer adsorption bond is discussed and analysed. In
Section 6.4 some conclusions are drawn.
6.2 Computational details
DFT calculations were performed with the periodic plane wave code VASP [37, 38]
using the PBE [50, 51] exchange-correlation functional, PAW potentials, and a 400
eV plane wave cutoff. With the chosen PAW potentials1 [68, 69], the PBE values of
the bulk lattice constant (a0) are 4.25 ˚ A for MgO, 4.84 ˚ A for CaO, 5.20 ˚ A for SrO,
and 5.61 ˚ A for BaO, respectively. Each of these values are similar to previous GGA-
PBE or GGA-PW91 calculations [153–155] and slightly overestimated compared to
experimental values of 4.21 ˚ A for MgO, 4.81 ˚ A for CaO, 5.16 ˚ A for SrO and 5.52 ˚ A
for BaO [64]. All calculations involved (001) surfaces in which the slabs were three
layers thick2 with a ﬁxed bottom layer in a (1.51.5)
p
2a0 surface cell. A 221
Monkhorst-Pack [66] k point mesh was used to sample the Brillouin zone. The vac-
uum region between slabs is 15 ˚ A and the dipole across the slab, present because of
1The particular PAW potentials used treat the following electrons as valence electrons: Mg, 2p63s2;
Ca, 3s23p64s2; Sr, 4s24p65s2; Ba, 5s25p66s2; and O, 2s22p4.
2An eight layer thick slab yields an adsorption energy of (intact or dissociated) water on each surface
within 10 meV of that obtained with the three layer thick slab. Speciﬁcally, the adsorption energy in the
most stable adsorption structure is -0.48 (-0.48), -0.90 (-0.91), -1.26 (-1.27), -1.49 (-1.48) eV with three
(eight) layer slabs on MgO, CaO, SrO, and BaO, respectively.
95adsorption on just on one side of the slab, was corrected by the scheme introduced by
Neugebauer and Schefﬂer [134]. During structure optimizations all forces on relaxed
ions are reduced below 1.5 meV/˚ A.
Some quantities used in this chapter are deﬁned here. The adsorption energy of a
water monomer on the (001) surface is deﬁned as usual by
Eads = Ewater=MO   EMO   Ewater; (6.1)
where Ewater=MO, EMO, and Ewater are the total energies of the intact or dissociated
water monomers adsorbed on the (001) surfaces, the clean surfaces, and the isolated
water molecule, respectively. In the analysis below, the adsorption energy is decom-
posed into energy contributions from the bonding to the surface and the structure de-
formation. The part designed to reveal exclusively the interaction between the water
monomer and the substrate, Ebond, is deﬁned as
Ebond = Ewater=MO   E

MO   E

water; (6.2)
where E
MO and E
water are the total energies of the isolated clean oxide slab and the
isolated water monomer in vacuum, each ﬁxed in the structure they assume in the
adsorption system. The energetic contribution coming from structural deformation of
the water monomer and substrate, Estr, is deﬁned as
Estr = E

MO + E

water   EMO   Ewater; (6.3)
where all terms are deﬁned as in Eqs. (6.1) and (6.2). To reveal the nature of the in-
teraction between the monomer and the substrate, the electron density rearrangement,
, is deﬁned as
 = water=MO   MO   water; (6.4)
where water=MO, MO, and water are the electron densities of the particular water-
oxide adsorption system under consideration, the isolated clean rocksalt oxide (001)
surface, and the isolated water monomer, each in the exact structure they adopt in the
adsorption system. Finally, the degree of rumpling of the (001) surfaces is evaluated
by
d = dM   dO; (6.5)
96where dM and dO are the heights of the metal and oxygen ions of the outermost MO
layer. With this deﬁnition a positive d indicates that the metal ions in the outermost
layer are higher (i.e., further out in to the vacuum) than the oxygen ions.
6.3 Adsorption and dissociation trends
6.3.1 Adsorption structure and energy
To begin, I discuss some of the relevant adsorption structures identiﬁed for water on
the four surfaces (Fig. 6.1). Fig. 6.1a shows the most stable intact monomer structure
on MgO(001). This structure has the oxygen of the water molecule located 2.2 ˚ A
above a Mg site with one of the OH bonds directed at a neighbouring oxygen site to
form a hydrogen bond of 1.7 ˚ A and the other OH bond is directed toward the vac-
uum. The adsorption energy of this structure is -0.48 eV. Slightly less stable, with an
adsorption energy of -0.46 eV, is a symmetric structure (not shown), where the oxygen
of the water molecule is located above the Mg site but with the two OH bonds directed
to neighbouring oxygen sites to form hydrogen bonds of 2.0 ˚ A. Several other intact
water monomer adsorption structures on MgO(001) have also been identiﬁed with ad-
sorption energies between -0.30 and -0.40 eV, but no stable dissociated water monomer
structures were identiﬁed. Intact water monomers on the three other surfaces adopt an
alternative structure (Fig. 6.1b), where the oxygen of the water molecule is located
on a hollow site with the two OH bonds directed towards surface oxygen sites. The
adsorption energy of this structure is -0.70, -0.84, and -0.85 eV on CaO, SrO, and BaO,
respectively. However, on these three surfaces, dissociated water structures are more
stable than intact monomer structures. The most stable dissociated monomer structure
identiﬁed on the three surfaces is similar and is shown in Figs. 6.1c. One hydrogen of
the water is adsorbed on the surface oxygen site and the hydroxyl sits upright with the
hydroxyl bond directed toward the vacuum. The adsorption energy of this dissociated
97Figure 6.1: Water monomer adsorption structures on MO (M = Mg, Ca, Sr, and Ba)
(001) surfaces: (a) the most stable structure of a water monomer on MgO(001); (b)
the most stable structures for an intact water monomer on CaO, SrO, and BaO; (c) the
most stable dissociated structures for a dissociated water monomer on CaO, SrO, and
BaO. In (c) and (d) some ions are labelled for discussion purposes. White, red, and
green (blue) spheres represent hydrogen, oxygen, and metal ions, respectively.
structure is -0.90, -1.26, and -1.49 eV on CaO, SrO, and BaO, respectively3. Thus,
overall the calculations predict that water monomers remain intact on MgO(001) but
dissociate on the three other rocksalt oxide (001) surfaces, which is in agreement with
a recent study [155].
So as to understand more clearly the variation in the adsorption behaviour on descend-
ing the alkaline-earth oxide series (from Mg to Ba), the energies of the intact and
dissociated states are plotted in Fig. 6.2. Two main features are apparent from Fig.
6.2. First, the energy of the intact and dissociated water states increases (i.e., becomes
more stable) upon descending the series. Second, the energy of the dissociated state
drops more rapidly than that of the intact state with the consequence that the tendency
to dissociate increases as one moves down the series. These trends are now discussed
with a detailed analysis of the electronic structures of the various adsorption systems.
3Several other less stable dissociated structures (0.1 to 0.2 eV less stable) have been identiﬁed,
but are not shown here or discussed further.
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Figure 6.2: Adsorption energies of the most stable intact and dissociated monomer
structures on MO (M = Mg, Ca, Sr, and Ba) (001) surfaces as a function of lattice
constant. The most stable intact water monomer structure on MgO(001) is shown in
Fig. 6.1a. The energy shown for the dissociated monomer on MgO(001) corresponds
to an adsorption structure where the proton and the hydroxyl of the dissociated water
are at least 3.5 ˚ A so as to prevent them from recombining. The most stable intact and
dissociated monomer structures on the other three surfaces are shown in Figs. 6.1b and
c, respectively.
996.3.2 Intact water monomer analysis
As shown in Fig. 6.2, the adsorption energy of the (intact and dissociated) water
monomer increases as one moves from the top (MgO) to the bottom (BaO) of the alka-
line earth oxide series. To understand the trend, the electronic and geometric structures
of the intact water monomer are analysed now. Speciﬁcally, the stable intact water ad-
sorption structure shown in Fig. 6.1b is considered4. The partial DOS (PDOS) of
the oxygen of the water molecule, the surface oxygen, and the metal ions are shown
in Fig. 6.3 for the four surfaces. On each surface, three main peaks on the water
are observed, corresponding to the three higher energy occupied molecular orbitals of
the water molecule. A careful examination of the individual Kohn-Sham eigenstates
within each peak reveals that states within the lower energy peak at -7 to -8 eV
are mainly of 1b2 character of water plus a small contribution from p states of the sur-
face oxygen. States within the intermediate energy peak at -4 to -5 eV are of 3a1
character of water mixed with p states from the valence band of the substrate. This
is the main mixed adsorbate-substrate state in each adsorption system. States within
the higher energy peak are of 1b1 character of the water mixed very weakly with the
substrate. Representative eigenstates from each of these three peaks are displayed in
Fig. 6.3. Given the very minor overlap between the water and the substrate in each
of these states, demonstrating the absence of any signiﬁcant covalent bond formation,
it is concluded that the nature of the interaction of water with the substrate is mainly
electrostatic. Moreover, from the plots in Fig. 6.4 of the electron density rearrange-
ment it can be seen that the electrostatic interaction is dominated by hydrogen bonding
between water and the surface oxygen sites: The plots of the electron density rear-
rangement resemble those often seen for hydrogen bonded systems [98, 102, 115],
with characteristic depletion of density on the hydrogen and density accumulation on
the two oxygens on either side of the hydrogen bond. To further substantiate the sug-
gestion that the adsorption to the surface happens primarily through hydrogen bonding
an artiﬁcial adsorption structure was examined where the water molecule is ﬂipped so
4For convenience in comparing with the three other surfaces, this speciﬁc structure is also used on
MgO(001) despite it not being the most stable intact water adsorption structure on this surface.
100that the two OH bonds are directed to the vacuum (with the other parts of the water-
oxide adsorption system remaining unchanged). The adsorption energy (Eno HB
ads ) of
this speciﬁc structure is listed in Table 6.1 for each surface compared to that of the
original stable adsorption structure. Without the hydrogen bonds between water and
the surface, this structure is very unstable. In fact the interaction is repulsive on each
and the adsorption energy increases monotonously upon descending the series, e.g.,
from 0.04 eV on MgO(001) to 0.45 eV on BaO(001).
Figure 6.3: Partial density of states (PDOS) of the oxygen (Ow) of the intact water
monomer, the surface oxygen (O1), and metal ions (M1) for the four surfaces. The
speciﬁc Ow, O1, and M1 ions are labelled in Fig. 6.1b. The energy window shown
depicts the three highest occupied Kohn-Sham orbitals (mostly 1b2, 3a1, and 1b1 char-
acter from left to right) of the adsorbed water and three representative eigenstates from
the three resonances are shown at the top of the ﬁgure. EV BM is the energy of the
valence band maximum.
To further understand these adsorption systems an energy decomposition of each ad-
101Figure 6.4: Electron density rearrangement of intact water with the structure shown in
Fig. 6.1b (but viewed from the side here) on MO (M = Mg, Ca, Sr, and Ba) (001) sur-
faces. A constant density isosurface of 0.005 electrons/˚ A3 is displayed. Blue regions
indicate positive regions (electron accumulation) and yellow negative regions (electron
depletion). With this side view, only one hydrogen of water is visible.
sorption system has been performed. Speciﬁcally, the adsorption energies are decom-
posed into: (i) the energy cost to deform to the adsorption structure; and (ii) the inter-
action energy between the deformed water and substrate. Precisely how each of these
quantities are deﬁned is given in Eqs. (6.2) and (6.3). As shown in Table 6.2, the inter-
action energy between water and the surface follows the same trend as the adsorption
energy, i.e., it increases from the top to the bottom of the alkaline earth series. In con-
trast, the structural deformation part becomes more positive (unstable), from a cost of
0.07 eV for water on MgO(001) to 0.50 eV for water on BaO(001). This increasing de-
formation energy is in agreement with the structural information listed in Table 6.2. In
Table 6.2 the OH bond length (r(Ow H1)) and the bond angle (\(H1OwH2)) of water in-
creases upon descending the series, and thus the water is deformed more on BaO(001)
than on MgO(001). Associated with this, the length (r(H1 O1)) of the hydrogen bond
102Table 6.1: Energy decomposition of water monomer adsorption with the intact
structure shown in Fig. 6.1b on rocksalt oxide (001) surfaces. Ebond and Estr are
deﬁned in Eqs. (6.2) and (6.3), respectively. Eno HB
ads is the adsorption energy of the
water interacting with the surface without hydrogen bonds (see the text for more
details). All values are in units of eV.
Eads Ebond Estr Eno HB
ads
MgO -0.33 -0.40 0.07 0.04
CaO -0.70 -0.91 0.21 0.11
SrO -0.84 -1.16 0.32 0.22
BaO -0.85 -1.35 0.50 0.45
between water and the surface oxygen site decreases, e.g., the hydrogen bond lengths
decrease from 1.90 ˚ A on MgO(001) to 1.65 ˚ A on BaO(001), which means that the
strength of the hydrogen bond increases. Similarly, the height of the water molecule
above the surface (dOw) decreases from 2.36 ˚ A on MgO to 1.77 ˚ A on BaO. There-
fore, it is suggested that this ability of the molecule to get closer to the surface and
in so-doing form stronger hydrogen bonds is key to the increased adsorption energy
as one moves down the alkaline earth oxide series. This explanation for the increased
adsorption energy is ultimately then related to geometric effects: the increasing lattice
constant as one moves from MgO to BaO enables the molecule to approach the surface
more closely and form stronger hydrogen bonds with it.
6.3.3 Dissociated monomer analysis
Following the intact water adsorption structure on the rocksalt oxide (001) surfaces,
the dissociated water adsorption structure on CaO(001), SrO(001), and BaO(001) is
discussed now. The speciﬁc structure considered is the one shown in Fig. 6.1c. The
PDOS over the hydroxyl oxygen, the surface oxygen to which the dissociated hydro-
103Table 6.2: Bond length and angle in the intact water adsorption structure shown in
Fig. 6.1b. r(H1 O1) is the length of the hydrogen bonds between water and the surface
oxygens; dOw is the height of the adsorbed oxygen of water relative to the outermost
surface layer (the maximum height of any ions in the outermost layer); and r(Ow H1)
is the average length of the OH bonds in the water; \(H1OwH2) is the internal bond
angle of water. All ions are labelled in Fig. 6.1b. Only one bond is labelled if there are
two equivalent bonds in the symmetric structure. All values are in units of ˚ A for the
lengths and degrees for the angle.
r(H1 O1) dOw r(Ow H1) \(H1OwH2)
MgO 1.90 2.36 0.99 103.2
CaO 1.70 2.03 1.02 106.0
SrO 1.67 1.90 1.04 107.6
BaO 1.65 1.77 1.05 109.4
gen is bonded, and the metal ion on the three surfaces are reported in Fig. 6.5 for
each surface. There are four main peaks belonging to the hydroxyl and surface oxygen
(Ow and O1) in the energy interval shown and representative eigenstates from each
peak are illustrated on the top of Fig. 6.5. In contrast to the PDOS of the intact water
adsorption, the bonding picture that emerges here essentially involves the interaction
between two hydroxyl ion groups: the adsorbed hydroxyl group and the surface hy-
droxyl group5. A careful examination of the Kohn-Sham eigenstates within each peak
reveals that the two lowest energy peaks (states 1 and 2), which occur in the range
of -7 to -5 eV, are a pair of bonding and antibonding states between the adsorbed
hydroxyl and the surface hydroxyl. Speciﬁcally, they are pz+pz-like bonding and pz-
pz-like antibonding states. This two-orbital, four-electron interaction is repulsive and
destabilizing [156]. It can be seen, however, that the splitting between the two states is
reduced as one moves down the series from CaO to BaO. This is simply because of the
5The surface hydroxyl group is formed by the surface oxygen and the dissociated hydrogen.
104Figure 6.5: PDOS of the oxygen (Ow) of the dissociated water monomer and the
surface oxygen (O1) and metal ions (M1) for the three surfaces on which water dis-
sociates. The speciﬁc Ow, O1, and M1 ions are labelled in Fig. 6.1c. The energy
window shown depicts the highest occupied Kohn-Sham orbitals of the adsorbed hy-
droxyl group and and the surface hydroxyl group. Representative eigenstates from the
four main resonances are also shown.
increasing lattice constant which means that the two hydroxyl groups are further apart
from each other on BaO compared to CaO (see Table 6.3). The higher energy states
(states 3 and 4) correspond to the other p orbitals (px and py) of the surface hydroxyl
and the adsorbed hydroxyl, respectively. These states are fully occupied, revealing
that each oxygen has its full compliment of 6 p electrons. This indicates that water
dissociation on each surface produces two hydroxyl ions. Indeed this is conﬁrmed by
a Bader analysis [148] that reveals both hydroxyl groups carry a charge of 0.8 elec-
trons. Thus it can easily be understood that as the separation between the two hydroxyl
ions increases (upon descending the series) the systems are stabilised.
105Table 6.3: Bond lengths in the dissociated water adsorption structure shown in Fig.
6.1c. Here r(Ow H1) is the bond length of the dissociated hydrogen with the oxygen
of the adsorbed hydroxyl; dOw is the height of the adsorbed hydroxyl relative to the
outermost layer (the maximum height of ions on the outermost layer); and r(H1 O1)
is the bond length of the dissociated hydrogen with the surface oxygen. All ions are
labelled in Fig. 6.1c. All values here are in units of ˚ A.
r(Ow H1) dOw r(H1 O1)
CaO 1.49 1.75 1.04
SrO 1.59 1.76 1.02
BaO 1.68 1.79 1.01
6.3.4 Surface relaxation and lattice constant
To better understand water dissociation some additional analysis has been performed.
First, the effect of surface relaxation was examined, revealing that it plays an important
role. Speciﬁcally, the tendency for water to dissociate decreases if the surface is held
ﬁxed. The evidence for this can be seen by comparing the adsorption energies of the
structure in Fig. 6.1c on the ﬁxed and relaxed surfaces (Table 6.4). In each case the ad-
sorption energy is reduced by 0.4 eV on the ﬁxed substrate compared to the relaxed
substrate. On CaO(001) this is actually sufﬁcient to make the intact state more stable
than the dissociated state when the surface is ﬁxed. Thus, it is clear that the surface
relaxation (or more precisely, the surface rumpling as discussed below) impacts upon
the properties of each substrate with regard to water monomer adsorption and disso-
ciation. Looking at this in more detail, the average displacements of the ions close to
the adsorbate (two metal ions MI and M2, and two oxygen ions, O1 and O2 labelled
in Fig. 6.1c) are listed in Table 6.5 for each surface. The average displacements when
water has dissociated (i.e., water on CaO(001), SrO(001), and BaO(001)) are 0.2 ˚ A,
much larger than the 0.05 ˚ A when water has not dissociated (i.e., water on MgO(001)).
Upon inspection of the various substrate ions it is noticed that water adsorption is as-
106Table 6.4: Water adsorption energy on relaxed and unrelaxed (001) surfaces with the
adsorption site shown in Fig. 6.1c. On the relaxed surfaces only the atoms in the
bottom layer of the slab are ﬁxed and the other atoms including water are fully relaxed.
On the unrelaxed surfaces all substrate atoms are artiﬁcially ﬁxed at the fully relaxed
clean surface positions while water is relaxed. The text in the parentheses indicates
whether the water monomer is dissociated in each case. All values are in units of eV.
Eads relaxed unrelaxed
MgO -0.34 (Int) -0.30 (Int)
CaO -0.90 (Diss) -0.61 (Int)
SrO -1.26 (Diss) -0.87 (Diss)
BaO -1.49 (Diss) -1.11 (Diss)
sociated with outward motion of the metal ions. In addition this outward motion of
the metal ions increases from 0.05 ˚ A for MgO to 0.23 ˚ A for BaO. It is also noticed
that the clean surfaces themselves (in the absence of any water) exhibit a similar trend
with respect to the degree of surface rumpling (Table 6.5)6. Thus some additional cal-
culations were performed to establish a possible connection between surface rumpling
and water dissociation. To this end, a series of artiﬁcial structures have been built on
CaO(001) with the substrate ﬁxed at the relaxed surface positions and the metal ions
on the outermost layer then moved upwards with a desired d. From the OH bond
lengths (D(Ow H1) and D(O1 H1)) of the dissociated hydrogen (H1 labelled in Fig.
6.1c) with water oxygen (Ow) and substrate oxygen (O1), it can be seen in Table 6.6
that the water monomer gradually dissociates as the surface rumpling is increased.
A relation between water dissociation and surface rumpling has been revealed. To
6In agreement with previous DFT studies [153, 154], on the clean MgO(001) surface the metal ions
sit inside the oxygen ions, with a negative value of the rumpling d. On CaO(001) the rumpling is
almost zero and on SrO(001) and BaO(001) a positive rumpling is obtained, with the metal ions outside
the oxygens.
107Table 6.5: Surface rumpling for the clean (001) oxide surfaces and average displace-
ment of substrate ions after water is adsorbed on the adsorption site shown in Fig. 6.1c.
d is the surface rumpling of the clean relaxed surfaces. The average displacement of
the four substrate ions close to the adsorbed water monomer (as labelled in Fig. 6.1c)
is deﬁned as r = 1
4
P4
i=1 jri   r0
ij, where ri and r0
i are the positions of four labelled
atoms before and after water adsorption. The displacement of the metal ion (M1) and
the oxygen ion (O1) are given as well. All values here are in units of ˚ A.
d rM1 rO1 r
MgO -0.05 0.05 0.04 0.05
CaO 0.01 0.20 0.17 0.18
SrO 0.05 0.21 0.18 0.19
BaO 0.11 0.23 0.17 0.20
Table 6.6: Adsorption structure on artiﬁcially rumpled CaO(001). These substrate
structures are built from the clean CaO(001) surface and metal ions on the outermost
layer were moved upwards and ﬁxed to have a desired d. r(Ow H1) and r(O1 H1)
indicate the lengths of the two hydroxyl bonds (Fig. 6.1c). All values are in units of ˚ A.
d r(Ow H1) r(O1 H1)
0.01 1.08 1.43
0.05 1.10 1.38
0.10 1.23 1.20
0.15 1.33 1.12
0.20 1.39 1.08
108Table 6.7: Adsorption energy of rumpled surfaces with a value of 0.1 ˚ A for d and
the energy cost to generate the desired rumpled surfaces. Eads here shows the energy
gain of the water adsorption structure shown in Fig. 6.1c relative to the total energies
of the most stable fully relaxed clean surface and the gas phase water and Eclean
str the
energy difference between the desired surface and the most stable surface. Whether
water is intact or dissociated is indicated in the parentheses. All values are in units of
eV.
Eads Eclean
str
MgO 0.64 (Int) 1.01
CaO -0.42 (Diss) 0.30
SrO -0.88 (Diss) 0.09
BaO -1.10 (Diss) 0.00
understand this relation in more general terms water adsorption and the question of
whether or not it dissociates was examined on all four substrates, with each substrate
ﬁxed at the same degree of rumpling. Speciﬁcally, the metal ions of the outermost
layer of each (001) surface are moved upwards to have a d of 0.1 ˚ A. Water with the
structure shown in Fig. 6.1c is then allowed to relax on each surface. It can be seen
from Table 6.7 that water is not stable on the rumpled MgO(001) surface compared to
on other surfaces. Much more energy is required to buckle MgO to enable water dis-
sociation than for BaO(001) due to the fact that the energy to buckle the clean surface
(Eclean
str ) decreases as one moves down series. Thus, the easier it is to displace surface
atoms, the stronger the adsorption can be and the more favoured water dissociation is.
The lattice constant (or the strain in the surface plane) was another factor investigated.
Speciﬁcally, the lattice constants of CaO(001) and BaO(001) were exchanged and wa-
ter adsorption in the structure of Fig. 6.1c on these strained substrates examined (Table
6.8). In contrast to a regular BaO substrate, it is found that water does not dissociate
109Table 6.8: Adsorption energy of water monomer on various CaO(001) and BaO(001)
substrates. a0(CaO;clean) and a0(BaO;clean) indicate that the substrates adopt
the lattice constants and fully relaxed clean surface structures of CaO and BaO,
respectively. a0(CaO;bulk) and a0(BaO;bulk) indicate that the substrates have bulk
truncated surface structures at the CaO and BaO, respectively. Eads is deﬁned in Eq.
(6.1), where, however, the total energies of the clean surface (EMO) are different,
i.e., they are the total energy of each fully relaxed or bulk truncated surface with the
indicated lattice constants. Whether water is dissociated or not is indicated in each
case. All values are in units of ˚ A for distance and eV for energy.
Eads a0(CaO;clean) a0(BaO;clean) a0(CaO;bulk) a0(BaO;bulk)
CaO -0.61 (Int) -1.39 (Diss) -0.60 (Int) -1.21 (Diss)
BaO -0.45 (Int) -1.10 (Diss) -0.46 (Int) -1.00 (Diss)
on a BaO substrate which is compressed to the CaO lattice constant. Similarly expand-
ing CaO to adopt the BaO lattice constant makes the perfect unrelaxed CaO substrate
reactive enough to dissociate water. Thus, it is again seen, that the lattice constant of
the substrate is relevant to the question of water adsorption and dissociation. Finally,
in separate studies (not shown) smaller variations in the lattice constant of CaO were
made (2% from the equilibrium) and a clear correlation between the substrate lattice
constant and adsorption energy was observed.
6.4 Conclusions
In conclusion, water monomer adsorption and dissociation on rocksalt oxide (001) sur-
faceshasbeeninvestigatedwithDFTandsomeunderstandingofthefactorscontrolling
the reactivity of water-oxide interactions obtained. From the stability comparison of
110the intact and dissociated water monomer on these surfaces, it is shown that as one
moves down the series both the adsorption energy of water and its tendency to dissoci-
ate increase. Intact water is stabilized through hydrogen bonds to the substrate, which
increase in strength as one moves down the series. The dissociated state resembles two
interacting hydroxyl ion groups, whose mutual repulsion also decreases upon descend-
ing the series. Of crucial importance to each of these observations is the rumpling of
the substrate and its lattice constant. It is hoped that through further analysis and by
extending this work to other oxide surfaces, a more complete picture of the general
principles underlying water adsorption and dissociation will be obtained.
111Chapter 7
Proton transfer in adsorbed water
dimers on MgO
DFT simulations of water on MgO(001) reveal rapid proton transfer within clusters
of just two water molecules. Facile dissociation and recombination of the molecules
within the dimers along with a concerted surface-mediated exchange of protons be-
tween water and hydroxyl molecules makes this possible. It is suggested that surface-
mediated proton transfer is in general likely to lead to proton transfer in interfacial
water systems whenever the relative energies of intact and dissociated states of water
are similar.
7.1 Introduction
Proton transfer between water molecules is a fundamental process in chemistry, biol-
ogy, and physics. For example it is central to all acid/base reactions in aqueous media,
to water wires inside proteins and to the electrical conductivity of ice [15]. The Grot-
thuss mechanism [16, 17] has for more than 100 years provided the basic picture for
how protons or protonic defects diffuse through extended 3D hydrogen bonded net-
works. However, less is known about proton transport where extended 3D networks
112do not persist. A prominent example is water at interfaces, where understanding of
proton transport is in its infancy despite compelling environmental and economic in-
centives to better understand the molecular-level details of e.g. nanoﬂuidics, corrosion,
and electrochemistry. Nonetheless, water at interfaces, particular at well-deﬁned ox-
ide, semiconductor, and metal surfaces, provides an excellent opportunity to probe the
most intimate details of proton transport, as demonstrated by recent experimental and
theoretical studies [14, 114, 157–159].
Here DFT simulations of water on MgO(001) are reported. This is one of the most
widely studied interfacial water systems [7] and it is shown that despite having been
intensively interrogated for the last twenty years it still has interesting secrets of gen-
eral importance to reveal. Speciﬁcally it is shown that adsorbed water clusters of just
two molecules (i.e. dimers) are sufﬁcient to facilitate proton transfer between oxygen
atoms. Facile dissociation and recombination of the molecules within the dimers along
with a concerted surface-mediated exchange of protons between water and hydroxyl
molecules makes this possible. It is suggested that surface-mediated proton transfer is
in general likely to lead to proton transfer in interfacial water systems whenever the
relative energies of intact and dissociated states are similar.
7.2 Computational details
DFT calculations were performed with the periodic plane wave codes CASTEP [35,
36] and VASP [37, 38]. Most results have been obtained with the PBE exchange-
correlation functional [50, 51], although results of test calculations with the hybrid
PBE0 [56, 59] functional are also reported. The Born-Oppenheimer MD simulations
reported here were within the canonical ensemble (NVT), had deuterium masses for
the hydrogens, and a 1 fs timestep. All MD simulations ran for either 25 or 50 ps
and were performed on a thin two layer MgO slab along with a (22)a0 surface cell
(a0=4.25 ˚ A for PBE and 4.21 ˚ A for PBE0),   point sampling of the Brillouin zone, and
113Figure 7.1: Top views of water dimer structures on MgO(001). Diss1 and Diss2 are the
partially dissociated H2O-OH-H dimers and Int1 and Int2 are the intact water dimers.
The white, red, and green spheres are hydrogen, oxygen, and magnesium atoms, re-
spectively.
a 400 eV plane wave cutoff. An extensive set of test calculations, some of which are
reported in Table 7.1, revealed that this set-up yielded adsorption energies of each of
the key adsorption structures shown in Fig. 7.1 that come within 0.02 eV/H2O of those
obtained with more expensive settings (four or eight layer MgO slabs in a (22)
p
2a0
surface cell with 221 Monkhorst-Pack [66] k point sampling). Adsorption ener-
gies are deﬁned here relative to isolated gas phase water molecules and clean surfaces
through
Eads = (Ewater=MgO   EMgO   n  Ewater)=n; (7.1)
where Ewater=MgO, EMgO, and Ewater are the total energies of the intact or partially
dissociated water clusters adsorbed on the surface, the clean surface, and the isolated
watermolecule, respectively. nisthenumberofadsorbedintactorpartiallydissociated
water molecules in each adsorption structure. In addition, it can be seen from Table
7.1 that the results obtained from CASTEP (with ultra-soft pseudopotentials [67]) and
VASP (with PAW potentials [68, 69]) agree to within 0.02 eV/H2O.
114Table 7.1: Adsorption energies (eV/H2O) on MgO(001) for the structures shown in
Fig. 7.1 and the water monomer. Values have been obtained with VASP except those
in parentheses, which are from CASTEP.
Diss1 Int1 Diss2 Int2 Monomer
PBEa -0.57 -0.51 -0.61 -0.50 -0.48
PBEb -0.57 -0.52 -0.61 -0.50 -0.48
PBEc -0.55 -0.51 -0.59 -0.50 -0.48
(-0.57) (-0.52) (-0.60) (-0.50) (-0.49)
PBE0c -0.56 -0.53 -0.59 -0.49 -0.48
a Four layer MgO slab, 221 k point sampling, (22)
p
2a0 cell.
b Eight layer MgO slab, 221 k point sampling, (22)
p
2a0 cell.
c Two layer MgO slab, single ( ) k point, (22)a0 cell.
7.3 Monomer and dimer adsorption structures
Before discussing the water dimer, water monomer adsorption is worth brieﬂy men-
tioning again, although it has been discussed in Chapter 6. The most stable monomer
adsorption structure as shown in Fig. 6.1a of Chapter 6, with an adsorption energy
of -0.5 eV (Table 7.1), has the oxygen of the water molecule located 2.2 ˚ A above
an Mg site with one of the OH bonds directed at a neighboring O site and the other
OH bond directed toward the vacuum [155, 160, 161]. An extensive series of calcula-
tions were performed in an attempt to identify stable dissociated monomer structures.
However, consistent with previous DFT studies [155, 162], the dissociated structures
were considerably less stable (by at least 1 eV) than the intact molecular adsorption
structure.
Moving to the water dimer, the situation is more complex and interesting. Several
dimer structures with similar stabilities have been identiﬁed. Four particular structures
are shown in Fig. 7.1. In stark contrast to the adsorbed water monomer, some low
115energy structures include dissociated water molecules. Indeed, consistent with previ-
ous studies [163, 164], the most stable dimers are “partially dissociated” H2O-OH-H
complexes such as those shown in Fig. 7.1. In these partially dissociated structures the
water molecule that is accepting the hydrogen bond has dissociated into an OH and a
chemisorbed H. The chemisorbed H has a variety of surface sites at which to adsorb,
but those closest to the OH of the dimer are most stable. In particular the chemisorbed
H bonds preferentially to either the surface O site between the oxygens of the two ad-
sorbates (Diss2 in Fig. 7.1) or to an O site adjacent to the OH and far from the water
(Diss1 in Fig. 7.1). This chemisorbed H forms a bond 1 ˚ A long to its surface O and
a hydrogen bond 1.6 ˚ A long to the oxygen of the OH. The O-O distance within the
dissociated dimer is 2.5 to 2.6 ˚ A, which is 0.2 to 0.4 ˚ A shorter than the O-O
distance in the intact water dimers (for example, Int1 and Int2 in Fig 7.1). Although
the dissociated dimers are marginally more stable than the intact ones, the four dimers
have similar stabilities with adsorption energies ranging from -0.5 to -0.6 eV/H2O (Ta-
ble 7.1). They are, therefore, only slightly more stable than two isolated monomers. A
series of hybrid functional calculations with PBE0 supports the conclusions to come
from PBE and demonstrates that the dissociated H2O-OH-H complexes are not sen-
sitive to large self-interaction errors as OH-H radical complexes in the gas phase are
[165–167]. Speciﬁcally, from Table 7.1 it can be seen that the PBE and the PBE0
adsorption energies of the intact and dissociated dimer structures are all within 0.1
eV/H2O. Likewise, the PBE and PBE0 structures are similar with all bond lengths in
the various adsorption systems differing by .0.04 ˚ A.
7.4 Proton transfer in the dimer
Ab initio MD simulations were performed on the monomer and dimers at temperatures
ranging from 100 to 273 K, the approximate temperature range used to study water
ﬁlms on MgO(001) experimentally [168, 169]. Simulations of the water monomer
showed that it readily varies its orientation and adsorption site, but otherwise does not
116do anything unexpected [155, 161]. The water dimers on the other hand exhibit a range
of interesting behavior, including several distinct types of proton transfer events. I now
describe the key observations of these MD simulations.
During the MD simulations water dimers ﬂuctuate between dissociated and intact
states. As an example I show in Fig 7.2a results from a simulation at 200 K in which
the dimer rapidly ﬂips from a dissociated state (Diss1) to an intact state (Int1). This
can be seen by looking at the O-H bond lengths: when both the OB-H1 (green) and
OB-H2 (orange) bonds are short (1 ˚ A) the dimer is intact and when one of the bonds
is long (1.6 ˚ A) the dimer is dissociated. Therefore, during the 25 ps shown the dimer
ﬂips between dissociated and intact states about fourteen times. Either one of the two
covalent O-H bonds in the acceptor water molecule can break, due to the easy rotation
of this molecule in the intact state. The key to whether the covalent bond dissoci-
ates is the O-O separation (or equivalently the hydrogen bond length) between the two
molecules. Speciﬁcally, when the O-O bond is short (2.7 ˚ A) the dimer is dissociated
and either H1 or H2 is on the surface. When the O-O separation increases to 3 ˚ A or
more both water molecules in the dimer are intact. Therefore, the system resembles a
molecular switch that is in a dissociated state if the hydrogen bond between the water
molecules is short and in an intact state if it is long or broken. The switching between
states is, of course, dependant on temperature and at lower temperatures no longer
happens rapidly enough to be observed in the MD simulations. For example at 100 K
the water dimer simply remains trapped in the more stable dissociated state. Similar
transitions between the dissociated and intact states are observed for the Diss2 disso-
ciated dimer. As an example in Fig. 7.2b I show 10 ps from a 273 K MD simulation.
Again, exchange between the dissociated and intact structures and a coupling of this to
the O-O separation are observed. Analogous switching between an intact and partially
dissociated state has also been suggested for water on ZnO [170].
So far it has been seen from MD that through water dissociation and recombination
there can be rapid proton transfer between the dimer and the MgO substrate. However
117Figure 7.2: Selection of proton transfer events observed in MD simulations of water
dimers on MgO(001). (a) Sequence of proton transfers between dissociated (Diss1)
and intact (Int1) dimer states at 200 K. Easy rotation of the acceptor in the intact state
allows both the OB-H1 and OB-H2 bonds to break. (b) Sequence of proton transfers
between dissociated (Diss2) and intact (Int2) states at 273 K. (c) Surface-mediated
proton transfer between two equivalent Diss2 states at 200 K: as the chemisorbed H2
moves away from OB toward OA, H1 is transferred in the opposite direction from OA
to OB. Side views of the minimum energy structures of the relevant states in the MD
simulations are shown in the insets. Top views are given in Fig. 7.1.
118of more interest is a surface-mediated proton transfer mechanism that enables the con-
certed exchange of protons between the two molecules of the dimer. This exchange
is illustrated in Fig. 7.2c, which reports the evolution of certain bond lengths during
a 200 K MD simulation that started from Diss2. At the outset H2 is on the surface
forming a hydrogen bond with OB. After 4 ps H2 moves away from OB toward OA,
forming a new hydrogen bond with OA in the process. This change in allegiance of
the adsorbed hydrogen can be seen in the OA-H2 distance which changes from 2.6 to
1.6 ˚ A. Simultaneously H1 transfers from OA to OB, as indicated by the changes in the
OB-H1 (green) and OA-H1 (orange) distances. The effect of this concerted exchange
of protons is that OA is transformed from being part of the intact H2O that donates the
hydrogen bond to being part of the OH that accepts the hydrogen bond. In separate to-
tal energy calculations it was established with the climbing image nudged elastic band
(cNEB) method [171] that the activation energy for this concerted surface-mediated
transfer process is 0.11 eV. In the transition state both H1 and H2 are equidistant be-
tween OA and OB.
It has been shown that when two adsorbed monomers make a dimer that one of them
can readily switch between an intact and a dissociated state. It has also been shown
that through a surface-mediated proton transfer mechanism, the dissociated and non-
dissociated molecules can be exchanged. These two types of proton transfer event
allow the protons between the water molecules to be “scrambled” so that ultimately
it is not appropriate to say that any given proton “belongs” to any particular oxygen.
I illustrate schematically in Fig. 7.3 one sequence of events that would allow proton
scrambling to happen with just two molecules. At ﬁrst H1 and H2 are bonded to OA and
H3 and H4 to OB. Should these two monomers combine to form a dissociated dimer
H1 can, for example, be transferred to OB and H4 to OA through the surface-mediated
proton transfer mechanism. If the dimer breaks apart the result is that one water is
now formed from OA, H2 and H4 and the other from OB, H1 and H3. As well as ob-
serving each of the individual elementary steps with MD it has been conﬁrmed that
the total energy barrier for each step is low through cNEB calculations. As indicated
119Figure 7.3: Schematic illustration and DFT-PBE energy proﬁle for proton scram-
bling within water dimers on MgO(001), made possible by facile water dissociation
and recombination plus surface-mediated proton transfer. (a) represents two isolated
monomers, that in (b) combine to form an intact dimer (Int2 structure, Fig. 7.1d). In (c)
the dimer has dissociated to the Diss2 structure (Fig. 7.1c). Surface-mediated proton
transfer leads to (d), an equivalent dissociated dimer to the one in (c), that then leads
to an intact dimer (e) and to two monomers (f). The energy of each step and transition
state is also given.
in Fig. 7.3, all barriers are .0.2 eV. Experimentally, it may be possible to verify the
proton scrambling predicted here with measurements on combinations of heavy and
light water, possibly even on the molecular-level with STM and STM inelastic elec-
tron tunneling spectroscopy.
The results of the present study are now placed in a somewhat broader context. A
surface-mediated mechanism for proton transfer has been observed for water on MgO.
It involves the concerted exchange of a surface bound proton and a covalently bonded
proton between water and hydroxyl. The mechanism is distinct from the most widely
studied proton transfer mechanism in solution, namely the Grotthuss mechanism, in
that it does not involve an excess proton nor does it proceed through an H3O+ inter-
mediate. Of the traditional proton transfer mechanisms in solution, the observations
here most resemble the predicted mechanism for hydroxide ion transport in liquid wa-
ter [17]. This process proceeds through an “OH-H-OH”-like complex similar to the
120transition structure predicted here but without the chemisorbed H. Proton transfer has
been observed or predicted at a variety of water-solid interfaces before [14, 114, 157–
159, 172] particularly when partially dissociated water-hydroxyl structures are in-
volved. Indeed an analogous concerted exchange within a 2D water-hydroxyl over-
layer on BaO has recently been predicted [172]. Generally, however, the surface-
mediated proton transfer mechanism observed here is distinct from other simpler pro-
ton transfer events in that it involves the concerted exchange of a surface bound proton
and a covalently bonded proton. It has been shown results for proton transfer in the
smallest possible water cluster here. Since dimers are also constituents of larger water
clusters on MgO and the full monolayer structure [163, 173–176], this suggests that
the observations made here are likely to be of much broader relevance than just water
dimers. Indeed together with the recent report on BaO [172] it is likely that surface-
mediated proton transfer will provide a facile mechanism for proton transfer at many
other interfacial water systems.
7.5 Conclusions
In conclusion, with the help of a series of static and MD simulations several aspects of
proton transfer between adsorbed water molecules on MgO(001) have been elucidated.
Due to the similar stabilities of isolated monomer, intact and dissociated dimer states,
and to the small proton transfer barriers between them, proton transfer is predicted in
clusters of just two water molecules. The key process that enables this is the concerted
exchange of both a surface bound proton and a covalently bonded proton between wa-
ter and hydroxyl. It is expected that this surface-mediated proton transfer will facilitate
the scrambling of protons in other interfacial water systems whenever the relative en-
ergies of intact and dissociated states are similar.
121Chapter 8
Summary and Perspectives
Throughout this thesis, calculations and analysis based on DFT (mainly using the PBE
exchange-correlation functional) have been performed to understand the interaction of
water and ice with oxide surfaces.
To begin, the interaction of water and ice with a layered aluminosilicate clay min-
eral kaolinite has been investigated. Speciﬁcally, an extensive series of geometric and
electronic structures of water and ice on kaolinite were considered to understand how
exactly water adsorbs and ice nucleates on kaolinite at the molecular level. Summariz-
ing the energetics of the various adsorption systems examined (from water monomers,
clusters to 2D overlayers and beyond), several interesting features come from these
calculations: First, water monomers bind strongly to the kaolinite hydroxylated sur-
face compared to many other substrates, in particular the well studied close-packed
transition metal model systems. In the preferred adsorption structure water accepts
two hydrogen bonds from and donates one hydrogen bond to the substrate, revealing
that kaolinite, like water, is amphoteric with the ability to accept and donate hydrogen
bonds. Second, water clustering is not favoured to any great extent. Dimers, tetramers,
and hexamers are equally stable to water monomers on the kaolinite hydroxylated sur-
face at best. This behaviour is unusual for adsorbed water and different from what is
observed experimentally and predicted theoretically on other substrates, e.g. metals.
Third, a stable 2D ice-like overlayer is predicted to form on the kaolinite hydroxylated
122surface. This overlayer has a stability comparable to that of ice Ih, indicating that wa-
ter can wet the bare perfect kaolinite surface. The stability of this ice-like overlayer
is not dependent on the exchange-correlation functionals used, the inclusion of zero
point energies, or the proton disorder effects in the adsorption system. Amphoterism
and ﬂexibility of the surface hydroxyl groups are considered to be key to the formation
of the stable single overlayer and many other interesting properties of kaolinite with
regard to water adsorption and ice nucleation. Finally, water covered kaolinite is itself
“hydrophobic” compared to the bare “hydrophilic” kaolinite surface, indicating subse-
quent ice growth is not favoured on a single stable wetting layer. This is down to the
saturation of dangling hydrogen bonds in the single water overlayer.
Following the water adsorption studies on kaolinite, the perfect basal surface of kaolin-
ite was investigated and it (and in general the entire class of so-called 1:1 clay surfaces)
is shown to be polar and unstable. Of the various mechanisms considered to stabilize
the kaolinite surface, the most promising option identiﬁed so far involves the adsorp-
tion of foreign atoms on the perfect basal surface, since this yields a non-metallic
surface with a cleavage energy lower than the unreconstructed polar basal surface.
Based on the studies in this thesis, the role played by kaolinite in ice forming process
is shown to be more complex than previously thought. Much more work is needed,
and will hopefully be prompted by this thesis, on issues such as: (i) The structure of
the kaolinite basal surface (and indeed other layered 1:1 aluminosilicate clay mineral)
needs to be characterized, in particular with the help of experiments; (ii) The role in
ice nucleation of defective surfaces, adsorbed foreign ions, or other facets of kaolin-
ite needs to be explored; (iii) The formation mechanism of multilayer ice on kaolinite
is worth investigating continuously; and (iv) The dynamical process of the ice-water
phase transformation on kaolinite, or in general on surfaces of good heterogeneous ice
forming agents, should be addressed. Indeed currently I am performing metadynamics
simulations on the freezing of a liquid water ﬁlm on the kaolinite surface.
123Extending the water adsorption studies beyond kaolinite, the interaction of water with
a range of simple rocksalt (alkaline earth metal) oxide surfaces was investigated. From
the calculations of water monomer adsorption on simple model oxide systems, some
simple trends of basic importance to the reaction of water at surfaces have been iden-
tiﬁed. Speciﬁcally, the adsorption energy of water increases as one moves down the
alkaline earth series of oxides; the tendency of water to dissociate also increases as one
moves down the series; and the surface relaxation (in particular, the rumpling of the
substrate) and its lattice constant have a surprisingly big impact on the properties of
each substrate with regard to water adsorption and dissociation. The stability trends on
oxide surfaces and the question of which state (intact or dissociated) water is in are fun-
damental questions. To better understand them, more common oxide surfaces should
be examined, for example, the rutile oxide surfaces, the corundum oxide surfaces, and
the wurtzite oxide surfaces. Such studies would help to identify other trends in water
adsorption and move towards a true predictive understanding of water at surfaces.
Finally, proton transfer, as another important issue to many water-oxide interface reac-
tions, was investigated on MgO(001). A notable result is that adsorbed water clusters
of just two molecules (i.e. dimers) are sufﬁcient to facilitate proton transfer between
oxygen atoms. Facile dissociation and recombination of the molecules within the
dimers along with a concerted surface-mediated exchange of protons between water
and hydroxyl molecules makes this possible. It may be possible to verify this pre-
diction experimentally and it is expected to happen on other surfaces whenever the
relative energies of intact and dissociated states are similar. In general, proton trans-
fer in interfacial water systems is poorly understood and further studies on MgO and
other surfaces may lead to interesting new results. The fact that water dissociation and
proton transfer is possible in the water dimer implies also the role of the water-water
interaction to water adsorption and dissociation. In the future, it would be interesting
to include water clusters and other extended overlayers in studies aimed at systemati-
cally identifying trends in water adsorption.
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Tests of pseudopotentials
Here I report some of the tests performed to evaluate the accuracy of the pseudopo-
tentials used in Chapter 4. Vanderbilt ultrasoft pseudopotentials, as generated by the
built-in pseudopotential generator in the CASTEP code, were used. For users of the
CASTEP code, the following strings generate the speciﬁc (PBE) pseudopotentials dis-
cussed here: “1j0.8j5j7j15j10(qc=6.4)[]” for H; “2j1.3j5j7j15j20:21(qc=7.5)[ ]” for O;
“2j2.0j5j7j15j30:31:32LGG[]” for Al; and “2j1.8j5j7j15j30:31:32LGG[]” for Si. The
most important information contained in these obscure strings for each element is the
following: The electronic conﬁguration for the H pseudoatom is 1s1. The core radius
is 0.8 a.u., the angular momentum of local channel is p, and the 1s state is treated as the
valence state. The electronic conﬁguration for the O pseudoatom is 2s22p4. The core
radius is 1.3 a.u., the angular momentum of local channel is d, and the 2s and 2p states
are treated as the valence states. The electronic conﬁguration for the Al pseudoatom is
3s23p1. The core radius is 2.0 a.u., the angular momentum of local channel is d, and
the 3s, 3p and 3d states are treated as the valence states. The electronic conﬁguration
for the Si pseudoatom is 3s23p2. The core radius is 1.8 a.u., the angular momentum of
local channel is d, and the 3s, 3p and 3d states are treated as the valence states.
In order to ﬁrst establish an appropriate energy cutoff for calculations on our system,
test calculations for a single atom in a 10 ˚ A cubic box were performed with   point k
sampling of the Brillouin zone. The relative energy of each of the four pseudoatoms is
125Figure A.1: Convergence of the pseudoatom total energy (Etotal) with respect to the
plane wave cutoff. All elements have been normalized to zero at a cutoff of 1500 eV
(Etotal 1500).
shown in Fig. A.1. Following these tests a plane wave cutoff of 700 eV was selected,
which guarantees convergence of the total energies of all elements to within 10 meV
of the total energy of each element obtained with a cutoff of 1500 eV. It is noted that of
the four pseudopotentials oxygen is the hardest. A further test calculation for oxygen
with a cutoff of 3000 eV revealed that the energy difference between the total energy
at 700 eV and 3000 eV was still within the very tight 10 meV convergence criteria
selected here.
The quality of the pseudopotentials was tested by comparing their performance at com-
puting the atomization energies of small molecules to the results obtained from all
electron calculations. The reference all electron results are taken from Ref. [177],
which were performed with large basis sets of Gaussian-type orbitals. Speciﬁcally an
aug-ccpVQZ basis set was used, which, for present purposes, is large enough not to
suffer from signiﬁcant basis set incompleteness errors. As can be seen from Table A.1,
the differences between the all electron and pseudopotential results are generally small.
For all non-oxygen containing molecules the pseudopotentail and all electron results
agree extremely well, the differences are never more than 0.02 eV/molecule. For the
126Table A.1: Comparison between pseudopotential (PS) and all electron (AE) results
for the PBE electronic atomization energy of some small molecules along with the
experimental values. All values are given in eV.
Molecule This worka AEb (AE-PS) Exp.b
H2 4.54 4.54c 0.00 4.47d
Si2 3.53 3.53 0.00 3.21
Si2H6 22.58 22.57 -0.01 23.11
SiH2 (1A1) 6.43 6.42 -0.01 6.68
SiH2 (3B1) 5.72 5.72 0.00 5.68
SiH3 9.66 9.65 -0.01 9.80
SiH4 13.62 13.60 -0.02 14.05
H2O2 11.86 12.26 0.40 11.62
H2O 9.96 10.17 0.21 10.10
O2 5.91 6.24 0.33 5.12
OH 4.63 4.77 0.14 4.64
SiO 8.44 8.53 0.09 8.28
a This work (plane wave basis set with a cutoff energy of 700 eV).
b Ref. [177] (all electron with an aug-cc-pVQZ basis set).
c Computed in this study with the same set-up as in Ref. [177].
d Experimental value from Ref. [146].
127Table A.2: Comparison between pseudopotential, all-electron, and experimental
results for the lattice constant (a), bulk modulus (B0) and cohesive energy (Ecoh) of
bulk aluminium and silicon.
a(˚ A) B0(Mbar) Ecoh(eV/atom)
Aluminium
This work 4.03 0.77 3.45
AEa 4.04 0.78 3.60
Exp.b 4.05 0.722 3.39
Silicon
This work 5.46 0.89 4.57
AEc 5.47 0.88 4.59
Exp.b 5.430 0.988 4.63
a Ref. [178] (all electron full-potential linearized augmented plane wave calculations).
b Ref. [63].
c Ref. [179] (all electron full-potential augmented plane-wave plus local orbital
calculations).
oxygen containing molecules larger differences are observed, 60.2 eV/oxygen. This is
common for oxygen pseudopotentials and for present purposes of a tolerable absolute
error [52].
The performance of the pseudopotentials was also tested on the properties of bulk alu-
minium and silicon, as listed in Table A.2. All the all electron and pseudopotental
values are calculated using the PBE functional and again the agreement between the
all electron and pseudopotential results is good.
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