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Abstract
Given two normal operators A and B on a Hilbert space it is known
that, in general, AB is not normal. The question on characterizing those
pairs of normal operators for which their products are normal has been
solved for finite dimensional spaces by F.R. Gantmaher and M.G. Krein
in 1930, and for compact normal operators by N.A. Wiegmann in 1949.
Actually, in the afore mentioned cases, the normality of AB is equivalent
with that of BA, and a more general result of F. Kittaneh implies that it is
sufficient that AB be normal and compact to obtain that BA is the same.
On the other hand, I. Kaplansky had shown that it may be possible that
AB is normal while BA is not. When no compactness assumption is made,
but both of AB and BA are supposed to be normal, the Gantmaher-Krein-
Wiegmann Theorem can be extended by means of the spectral theory of
normal operators in the von Neumann’s direct integral representation.
Key Words: Normal operator, compact operator, product, singular
numbers, direct integral Hilbert space, decomposable operator.
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1 Introduction
A normal operator N is a bounded operator in a Hilbert space such that it
commutes with its adjoint, NN∗ = N∗N . It is a remarkable fact that this
simple algebraic condition is strong enough to ensure that a normal operator
is, when the ambient Hilbert space is transformed by an isometric isomorphism,
similar to the multiplication by a function on an L2 space (see e.g. L.A. Steen
[16] for a historical perspective on this subject). Thus, when considered as a
single operator, a normal operator has the best spectral theory one can dream
to. However, given two normal operators A and B on the same Hilbert space
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H, it is known that, in general, the products AB and BA may not be normal,










. However, as a consequence of the
Fuglede’s Theorem (see Theorem 2.2 below) if, in addition, A and B commute,
then AB is normal. But there is a simple and striking example showing that the
general picture transcends the commutativity: if both A and B are two arbitrary
unitary operators (isometric isomorphisms) on the same Hilbert space, then both
AB and BA are unitary operators, and hence normal.
Our attention on the normality of the products of normal operators has been
drawn during the work on [17], when the normality of operators in the Pauli
algebra representations became of interest in connection with some questions in
polarization optics. In that case, when the operators are modeled by complex
two-by-two matrices, it can be proven that, assuming that A and B are normal
and do not commute, then AB is normal if and only if BA is normal if and
only if both A and B are multiples of unitary operators (that corresponds to
the so-called retarders, in polarization optics). When similar problems are to be
considered in quantum optics, they have to refer to normal operators on infinite
dimensional Hilbert spaces, e.g. see [2].
To our knowledge, the history of the problem on the normality of the products
of normal operators starts with the following theorem of F.R. Gantmaher and
M.G. Krein published in 1930.
Theorem 1.1 (F.R. Gantmaher and M.G. Krein [6]). Let A and B be normal
n × n complex matrices. The following assertions are equivalent:
(i) AB is normal.
(ii) BA is normal.
(iii) There exists an orthogonal decomposition
C
n = R1 ⊕ · · · ⊕ Rk
such that Rj are reducing subspaces for both A and B and, with respect to this








where Aj and Bj are multiples of unitary operators on Rj, for all j = 1, . . . , k.
The article [6] was most likely unknown in the Western mathematical litera-
ture and this theorem was independently discovered by N.A. Wiegmann in 1948,
cf. [19]. A generalization of this result to compact operators was published by
the same author one year later in [20], see Theorem 3.8.
Under compactness assumptions the normality of AB and BA are equivalent
but, as I. Kaplansky showed in [9], there exist normal operators A and B with the
property that AB is normal while BA is not. This question was later considered
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by F. Kittaneh in [10] who showed that it is sufficient to assume that A and B∗ be
hyponormal and that AB be compact and normal in order to conclude that BA
is normal (and compact) as well. Going further in the spirit of Gantmaher-Krein
and Wiegmann results and beyond compactness assumptions, one can ask the
question of describing those normal operators A and B for which both of AB and
BA are normal.
In this paper we prove the Gantmaher-Krein-Wiegmann Theorem, on one
hand by explaining its simple linear algebra roots and, on the other hand, by
using more modern tools and in a way that, combined with the powerful tool of
direct integral Hilbert space representations in the spectral multiplicity theory for
normal operators, allows us to obtain a generalization to the noncompact case.
The difficulty, in the case of either finite rank or compact operators, relies
on two obstructions: the first one is the question of symmetry (AB normal if
and only if BA normal) and the second one is a characterization of normality in
terms of eigenvalues and their multiplicities only. The symmetry of the normal-
ity of AB and BA holds as long as some compactness assumptions are enforced.
We explain this part carefully in Section 3 by keeping our exposition elemen-
tary through simple linear algebra ideas. As for the second obstruction, a result
due to I. Kaplansky [9] that is based on Fuglede-Putnam Theorem implies that,
given normal operators A and B such that AB is normal and performing “polar
decompositions” A = U |A| and B = V |B|, then BA is normal if and only if
|A| commutes with |B|, U commutes with |B|, and V commutes with |A| (the
fact that U commutes with |A| and V commutes with |B| is a consequence of
the normality of A and B, cf. Section 2). So, roughly speaking, only the non-
commutativity of U and V makes the trouble. Once isolated, this obstruction
can be treated in two ways: either perform a “spectral surgery” on the various
decompositions of the operators A and B, or by means of a construction that
brings together the absolute values |A| and |B| in only one normal operator, to
which the Spectral Theorem can be applied. The first variant is used in all the
afore mentioned articles but, in the direct integral Hilbert space representations,
difficulties related to measurable choices show up if this approach is chosen. Note
that, in view of Kaplansky’s counter-example, when no compactness assumptions
are made, we may have AB normal while BA is not. The noncompact generali-
zation in this paper is considering only the symmetric case, i.e. both of AB and
BA are assumed to be normal. The asymmetric case remains open: a different
approach and, most probably, different techniques are needed.
Since the formalism of direct integral representation for normal operators (a
particular case of the reduction theory to factors of J. von Neumann [12]) is quite
involved, we have included a sequence of preliminary subsections in Section 4
on direct integrals of Hilbert spaces, decomposable operators, diagonalizable op-
erators, and a part of the Spectral Multiplicity Theorem for normal operators;
detailed proofs can be found in [4], [1], and [8].
I want to express my gratitude to Tiberiu Tudor for asking questions that
triggered my interest for this problem, to Petru Cojuhari who, jointly with Serguei
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Naboko, provided a copy of the article of F.R. Gantmaher and M.G. Krein [6]
and, last but not least, to the unknown referee for carefully reading a preliminary
version of this article and making pertinent and very useful remarks.
2 Normal Operators
This section sets the background for the theory of normal operators; proofs can
be seen in most of the textbooks on operator theory, e.g. see J.B. Conway [3].
Throughout this article all the Hilbert spaces are supposed to be complex.
We record, for the beginning, a few elementary facts on normal operators,
e.g. see Proposition II.2.16 in [3].
Proposition 2.1. Given a bounded linear operator N ∈ B(H) on a Hilbert space
H, the following assertions are equivalent:
(i) N is normal, that is, N∗N = NN∗.
(ii) For all x ∈ H it holds ‖Nx‖ = ‖N∗x‖.
(iii) N = U |N | with |N | = (N∗N)1/2, U is unitary and commutes with |N |.
(iv) The real part Re(N) = (N + N∗)/2 and the imaginary part Im(N) = (N −
N∗)/2i commute.
Consequently, if N ∈ B(H) is a normal operator then ker(N) = ker(N∗) and
Ran(N) = Ran(N∗).
There are a few different theorems that are known under the name of The
Spectral Theorem for Normal Operators. The one that we consider in this article
uses the notion of spectral measure, that is, a mapping E : B → B(H), where B
denotes the σ-algebra of Borel sets in the complex plane, subject to the following
properties:
(a) For all ∆ ∈ B, E(∆) = E(∆)∗;
(b) E(∅) = 0 and E(C) = I;
(c) For all ∆1,∆2 ∈ B we have E(∆1 ∩ ∆2) = E(∆1)E(∆2);








where the convergence is in the strong operator topology.
As is well-known, the range of a spectral measure consists only of orthogo-
nal projections and the notion of support of a spectral measure can be defined.
Once we have a spectral measure E as above, for any h, k ∈ H the mapping
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Eh,k(∆) = 〈E(∆)h, k〉 turns out to be a scalar (in general, complex valued)
countably additive measure on C, with total variation ≤ ‖h‖‖k‖. Then for any








and it turns out that ρ : B(C) → B(H) is a ∗-representation of the C∗-algebra
B(C), of all bounded Borel complex functions, in B(H). According to The Spec-
tral Theorem for Normal Operators, if N is a normal operator then there exists




(ii) For any open set G such that G ∩ σ(N) 6= ∅, we have E(G) 6= 0;
(iii) For any A ∈ B(H), we have AN = NA if and only if A commutes with the
spectral measure E, that is, AE(∆) = E(∆)A for all ∆ ∈ B.
Condition (ii) says that the support of the spectral measure E is exactly σ(N),
the spectrum of the normal operator N .
In this respect, we recall also the celebrated B. Fuglede’s Theorem [5] that
sheds some light on condition (iii) in the Spectral Theorem; actually, the original
theorem of Fuglede is more general, since it refers to unbounded normal operators,
while the finite dimensional case was proved earlier by J. von Neumann [11].
Theorem 2.2 (B. Fuglede [5]). If N ∈ B(H) is a normal operator and A ∈ B(H)
arbitrary is such that AN = NA then AN∗ = N∗A as well.
An immediate consequence of Fuglede’s Theorem is that if A,B ∈ B(H) are
two normal operators that commute, then each one commutes with the adjoint
of the other and hence their product AB is normal as well. This is, probably,
the most popular sufficient condition of normality for the product of two normal
operators.
There is a generalization (in the bounded case they are actually equivalent)
of Fuglede’s Theorem:
Theorem 2.3 (C.R. Putnam [14]). If M,N ∈ B(H) are normal operators and
A ∈ B(H) such that MA = AN , then M∗A = AN∗ as well.
We end this section with a consequence of Putnam’s Theorem.
Lemma 2.4 (I. Kaplansky [9]). Let A,B ∈ B(H) be such that A and AB are
normal. Then BA is normal if and only if B commutes with |A|.
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Proof: Since A and AB are normal, by Proposition 2.1 let A = U |A|, where
U ∈ B(H) is unitary and commutes with |A| = (A∗A)1/2. If, in addition, B
commutes with |A|, then
U∗ABU = U∗U |A|BU = B|A|U = BU |A| = BA,
and hence BA is normal as well (as unitary equivalent with the normal operator
AB).
Conversely, if BA is normal let M = AB and N = BA. Since MA = ABA =
AN , by Theorem 2.3 it follows that M∗A = AN∗, that is, B∗A∗A = AA∗B∗
and, taking into account that A∗A = AA∗, this means that B∗ commutes with
A∗A, and so does B.
3 Compact Normal Operators
An operator A on a Hilbert space H is compact if {Ah | ‖h‖ ≤ 1} has compact
closure in H, equivalently, if {Ah | ‖h‖ ≤ 1} is compact in H, equivalently,
A can be uniformly approximated by finite rank operators (that is, operators
whose ranges are finite dimensional subspaces). The collection of all compact
operators in a Hilbert space makes a uniformly closed ideal in B(H), stable under
taking adjoints. In this section we present what is known on the normality of the
products AB and/or BA, when A and B are normal operators and in the presence
of various compactness assumptions. The first subsection gathers classical results
on compact operators, for details see [3], and then focuses on a characterization
of normality of a compact operator in terms of eigenvalues and their (algebraic)
multiplicities only.
3.1 Eigenvalues and Singular Numbers
According to the spectral theory of compact operators on Hilbert spaces, the
spectrum of A is discrete with 0 the only possible accumulation point. More-
over, any point λ ∈ σ(A) \ {0} is an eigenvalue of finite algebraic multiplicity,
more precisely, λ is isolated in σ(A) and the Riesz projection corresponding to
the spectral set {λ} has finite rank, the algebraic multiplicity of λ. We consider
λ1(A), . . . , λn(A), . . . an enumeration of the non-zero eigenvalues of A, in the de-
creasing order of their moduli (absolute values), and counted with their algebraic
multiplicities. For our purposes it is not important the order we use for counting
eigenvalues with the same absolute values. In general, we get either a finite or an
infinite sequence (λn(A))
N
n=1, where N is either a natural number or the symbol
+∞, depending whether A has finite rank or not.
If A is a compact operator then the operator |A| = (A∗A)1/2 is compact
and nonnegative. Thus, by the spectral theory for these operators, σ(|A|) is a
discrete set with 0 the only possible accumulation point and its non-zero elements
denoted by sn(A), the singular numbers of A, arranged in decreasing order and
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counted with their multiplicities. An important difference with respect to the
sequence of its eigenvalues is that, for A 6= 0, there exists at least one nontrivial
singular value. A has finite rank if and only if it has a finite number of singular
values. The singular numbers provide a very useful representation, the so-called
Schmidt Representation: for any compact operator A, letting (sn(A)
N
n=1 (where










where, in case N = ∞, the series converges uniformly (that is, in the operator
norm). Note that formula (3.1) substantiates the assertion that any compact
operator is uniformly approximated by finite rank operators, because the operator
h 7→ 〈h, x〉y is the prototype of the operators of rank one.
Singular numbers are related to eigenvalues of compact operators in a subtle
way. Among the many relations that have been obtained so far, see e.g. the
monographs of I.C. Gohberg and M.G. Krein [7] or that of B. Simon [15], we recall
the celebrated Weyl Inequalities: if A is a compact operator with eigenvalues
(λn(A))
N
n=1 and singular numbers (sn(A))
N
n=1, ordered as mentioned before, then













If A is a compact and normal operator on a Hilbert space H, then the Spectral
Theorem for Normal Operators implies that there exists an at most countable






where, for N = ∞, the series converges uniformly in B(H). In particular, the
number of its non-zero eigenvalues (λn(A))
N
n=1 is the same with the number of
its singular values and, in addition, for all n = 1, . . . , N we have |λn(A)| =
sn(A). The next theorem, which can be found in the monograph [7] and is a
generalization of a result of F.R. Gantmaher and M.G. Krein [6], shows that, for
compact operators, this spectral condition is also sufficient for the normality of
A. Let us note that, in this case, the Spectral Theorem implies even more than
that, namely that for all n = 1, . . . , N , the Riesz projection corresponding to
A and the spectral set {λ | |λ| = sn(A)} coincides with the spectral projection
corresponding to |A| and the spectral set {sn(A)}, but this comes for free from
the proof of the following
136 Aurelian Gheondea
Theorem 3.1. Let A be a compact operator on the Hilbert space H and, following
the conventional notation as before, let us assume that it has exactly the same
number of non-zero eigenvalues (λn(A))
N
n=1 as its singular values (sn(A))
N
n=1
and, in addition, that for all n = 1, . . . , N we have |λn(A)| = sn(A). Then A is
normal.
The proof of this theorem is based on linear algebra ideas, as seen in the
following technical result that can be tracked back to F. Klein (cf. [6]). Recall
that an eigenvector z corresponding to an operator A ∈ B(H) and eigenvalue λ
is called simple if there exists no vector h ∈ H \ {0} such that Ah = λ(z + h).
An eigenvalue λ of A is called simple if all the eigenvectors corresponding to A
and λ are simple.
Lemma 3.2. Let {zi}
n
i=1 be a set of linearly independent eigenvectors corre-
sponding respectively to the eigenvalues {λi}ni=1 of a linear operator A ∈ B(H),
and let z be an eigenvector corresponding to the eigenvalue λ of A, such that for
all i = 1, . . . , n we have λ 6= λi. If there is no vector y in H, orthogonal to {zi}i∈I
and such that
‖Ay‖ > |λ|‖y‖, (3.5)
then z is a simple eigenvector of A and orthogonal on {zi}
n
i=1.
Proof: Let {xi}ni=1 be the Gram-Schmidt orthonormalization of the sequence
{zi}
n
i=1. For all j = 1, . . . , n we have Lj = Lin{x1, . . . , xj} = Lin{z1, . . . , zj}
is invariant under A. Then L =
∨n
j=1 Lj is invariant under A and let [aij ] be




aij = 〈Axi, xj〉, i, j = 1, . . . , n.
We first prove that z ⊥ {zi}
n
i=1, equivalently, z ⊥ L. Indeed, if this is not
true, then the vector




is not zero and
Ay = Az −
n∑
j=1
























〈z, xi〉aij . (3.6)
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We now observe that λ is not an eigenvalue of the matrix [aij ]. Indeed, this
matrix has its eigenvalues exactly λ1, . . . , λn and λ is different of any of these
and hence, by the previous calculation, it follows that there exists k ∈ {1, . . . , n}
such that ck 6= 〈z, xk〉. Therefore, by the fact that the Fourier coefficients 〈z, xi〉
are the only choice for minimizing the norm ‖z −
∑n
i=1 αixi‖ it follows that




which contradicts the assumption (3.5). Thus, z is orthogonal to all z1, . . . , zn.
It remains to prove that z is a simple eigenvector for A. To see this, let us
assume that z is not simple, that is, there exists a vector h 6= 0 in H such that
Ah = λ(z + h).
Consider the vector y defined




hence y ⊥ {z, z1, . . . , zn}. Then, with the notation as in (3.6) we have
















Since 1−〈h, z〉 6= −〈h, z〉 and using again the minimization property of the Fourier
coefficients, it follows that
‖Ay‖ > |λ|‖y‖,
which contradicts the assumption on (3.5). Thus, z is a simple eigenvector of A.
Proof of Theorem 3.1. Excluding the trivial case A = 0, without loss of gen-
erality we can assume that σ(|A|) \ {0} is nontrivial. Then there exists k1 ∈ N
such that the sequence (finite or infinite) of the singular values of A is
s1(A) = s2(A) = . . . = sk1(A) > sk1+1(A) = . . .
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Since ‖A‖ = ‖A∗A‖1/2 = ‖|A|‖ = s1(A), for all y ∈ H we have ‖Ay‖ ≤ s1(A)‖y‖.
By assumption we have the sequence (finite or, respectively, infinite) of eigenval-
ues of A, counted with their multiplicities
λ1(A), λ2(A), . . . , λk1(A), λk1+1(A), . . .
and such that
|λ1(A)| = |λ2(A)| = · · · = |λk1(A)| = s1(A) > sk1+1(A) = |λk1+1(A)| · · ·
Recall that eigenvectors corresponding to different eigenvalues are linearly inde-
pendent. By Lemma 3.2 it follows that any eigenvector corresponding to either
of the eigenvalues λ1, . . . , λk1 are simple and orthogonal to any eigenvector cor-
responding to eigenvalues λ different than any of λ1, . . . , λk1 . In particular, it
follows that there exists an orthonormal family {z1, . . . , zk1} of simple eigenvec-
tors of A corresponding respectively to the eigenvalues λ1, . . . , λk1 . Then letting
S1 = Lin{z1, . . . , zk1} we get a k1 dimensional vector space that reduces A and
such that A|S1 is normal.
We consider the compact operator A1 = A|H ⊖ S1 and apply the same pro-
cedure as before, taking into account that the eigenvalues of A1 are
λk1+1(A), λk1+2(A), . . .
while its singular numbers are sk1+1(A), sk1+2(A), . . .. The proof can be finished
by induction.
3.2 When is the Normality of AB Equivalent with the Normality of
BA?
In this subsection we will prove that if A and B are normal operators such that
AB is normal and compact, then BA is normal as well. This is a particular case
of a theorem of F. Kittaneh [10] (the result of Kittaneh says that if A and B∗
are hyponormal, that is, AA∗ ≤ A∗A and B∗B ≤ BB∗, and AB is compact and
normal, then BA is compact and normal as well). The proof follows the lines in
[10]. Then we present an example, due to I. Kaplansky, showing that there exist
two normal operators A and B such that AB is normal, but BA is not.
We first recall some classical but useful facts.
Lemma 3.3. If A and B are bounded operators such that both AB and BA
are compact then, modulo a reordering of the eigenvalues with the same absolute
value, we have λk(AB) = λk(BA) for all k = 1, 2, . . ..
Proof: To see this we use the well-known fact in operator theory that for any
bounded operators A and B we have σ(AB) \ {0} = σ(BA) \ {0} and then take
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into account the spectral theory of compact operators described before. More
















it follows that the compact operators AB and BA have the same nonzero eigen-
values, counted with multiplicities.
Lemma 3.4. Let A and B be normal operators such that AB is compact. Then
BA is compact as well and sk(AB) = sk(BA) for all k = 1, 2, . . ..
Proof: We have (A∗B)∗(A∗B) = B∗AA∗B = B∗A∗AB = (AB)∗(AB) and com-
pact. Hence |A∗B| is compact and then, by polar decomposition, it follows that
A∗B is compact. Therefore, its adjoint B∗A is compact as well. From here,
reasoning in a similar way, we obtain that BA is compact.
Further on, for arbitrary k = 1, 2, . . . we have, by Lemma 3.3 and the normality







Theorem 3.5 (F. Kittaneh [10]). If A and B are normal operators such that AB
is normal and compact, then BA is normal and compact as well, and sk(AB) =
sk(BA) for all k = 1, 2, . . ..
Proof: In view of Lemma 3.4, we have that BA is compact and that sk(AB) =
sk(BA) for all k = 1, 2, . . .. Then, for any k = 1, 2, . . ., by Lemma 3.3 we have
sk(BA) = sk(AB) = |λk(AB)| = |λk(BA)| and hence, by Theorem 3.1 it follows
that BA is a normal operator.
We conclude this subsection with an example due to I. Kaplansky [9] that
shows that, in the absence of compactness assumptions there exist normal oper-
ators A and B such that AB is normal but BA is not.
Example 3.6. We consider ℓ2 the Hilbert space of square summable sequences
of complex numbers: x = (xj)j∈N such that
∑∞
j=1 |xj |
2 < ∞ with inner product
〈x, y〉 =
∑∞
j=1 xjyj , where z denotes the complex conjugate of z. Then let the
Hilbert space H = C3 ⊗ ℓ2. Basically, this tensor notation is equivalent with
saying that H = ℓ2 ⊕ ℓ2 ⊕ ℓ2. On the Hilbert space H we consider the operator




if infinite matrices are preferred, P is the diagonal matrix with the triple 2, 1, 12
repeated infinitely often down the diagonal. With respect to these notations, we
consider the Hilbert space K = H⊕ℓ2 and the operators Q,R ∈ B(K), Q = P ⊕0
and R = 0 ⊕ Iℓ2 , and note that QR = RQ = 0.





equivalent to the operator 4Q2 + R2 =
(
(16 ⊕ 4 ⊕ 1) ⊗ Iℓ2
)
⊕ I. This follows
from a canonical unitary identification of ℓ2 ⊕ ℓ2 with ℓ2, by matching odd and
even indices on the canonical orthonormal basis. Thus, there exists U a unitary
operator in K such that
U(4Q2 + 4R2)U∗ = 4Q2 + R2. (3.7)
Similarly, the operator Q2+R2 is unitarily equivalent with the operator Q2+4R2,
and hence there exists a unitary operator V in K such that













and note that A is normal, as the direct sum of two normal operators, and B is
selfadjoint, hence normal as well.




V R V Q
]
and then, taking into account of (3.7) and (3.8) we get that
(AB)∗(AB) =
[
4Q2 + R2 0
0 Q2 + 4R2
]
= (AB)(AB)∗.






and hence B does not commute with A∗A. By Lemma 2.4, it follows that BA is
not normal.
3.3 The Gantmaher-Krein-Wiegmann Theorem
In this section we present the form of those normal and compact operators A and
B such that AB (and hence, BA as well, cf. Theorem 3.5) is normal. In order to
shed some light on how the geometry of these operators looks like, we first prove
a particular case in a more or less straightforward way.
A bounded linear operator A on the Hilbert space H is homogeneously normal
if there exists ρ ≥ 0 such that A∗A = AA∗ = ρ2I, equivalently, for some unitary
operator V ∈ B(H) we have A = ρV .
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Proposition 3.7. Let A be a normal compact operator and U be a unitary ope-
rator on the same Hilbert space H. The following assertions are equivalent:
(i) AU is normal.
(ii) UA is normal.
(iii) There exists an at most countable family of mutually orthogonal subspaces
{Hi}i∈J of H such that H =
⊕
i∈J Hi, for all i ∈ J the subspace Hi
reduces both A and U and, in addition, A|Hi is a homogeneously normal
operator.
Proof: Let us assume that C = AU is normal. Then C∗C = CC∗ and taking
into account that U is unitary, it follows that U∗A∗AU = AUU∗A∗ = AA∗,
equivalently, A∗AU = UAA∗ = UA∗A (since A is normal as well). Let {Hn}
N
n=0
(where N is either a nonnegative integer number or the symbol +∞) be the
spectral subspaces corresponding to A∗A and the singular numbers (sn(A))
N
n=0.
Each Hn reduces both A and U (the latter because U commutes with A
∗A). For
all admissible n = 0, 1, . . . the operator An = A|Hn in B(Hn) has the property
σ(An) ⊆ {λ | |λ| = sn(A)}, equivalently, A
∗
nAn = sn(A)
2In (here In denotes
the identity operator on Hn) and hence An is homogeneously normal. Since
ker(A) = ker(A∗A) is reducing both A and U , the conclusion follows.
If UA is normal then we apply the above procedure to A∗.
The reason we prove Proposition 3.7 is because it indicates one way of ap-
proaching the proof of the general theorem from below: we look at the four
operators |A|, |B|, U , and V and try to apply a “spectral surgery” by decom-
posing and then synthesizing back the operators A and B. This idea is used in
all articles [6], [19], and [20]. Our approach uses instead a shortcut taken by
“glueing” together |A| and |B| in a single normal operator, and then using the
power of the spectral theory for normal operators, in order to obtain the required
representations of A and B.
Theorem 3.8 (N.A. Wiegmann [20]). Let A and B be normal compact operators
on a Hilbert space H. The following assertions are equivalent:
(i) AB is normal.
(ii) BA is normal.
(iii) There exists an at most countable family of mutually orthogonal subspaces
{Hi}i∈J of H such that H =
⊕
i∈J Hi, the subspace Hi reduces both A and B
and, in addition, A|Hi and B|Hi are homogeneously normal operators, for all
i ∈ J .
Proof: (i)⇔(ii) This is a consequence of Theorem 3.5.
(i)⇒(iii) Assume that A and B are normal and compact operators such that
AB is normal, hence BA is the same. As recalled at the beginning of Section 2,
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we have A = U |A| where U ∈ B(H) is unitary and commutes with |A| = (A∗A)1/2
and, similarly, B = V |B| where V ∈ B(H) is unitary and commutes with |B|. If
AB and BA are normal then, by Lemma 2.4, it follows that |A| commutes with
|B|, hence the operator
N = |A| + i|B|
is normal and compact. By the Spectral Theorem for compact and normal oper-







n=1 is a mutually orthogonal family of orthogonal projections in H.
Let Rn be the range of Pn and R0 = H⊖
⊕N
j=1 Rj . Then
|A| = Re(N) =
∞∑
n=1




On the other hand, since both AB and BA are normal, by Lemma 2.4 it
follows that A commutes with |B|, hence |A| commutes with |B|, and therefore
the unitary operator U commutes with |B|. Thus, U commutes with N , hence it
commutes with all the orthogonal projections Pn, equivalently, U leaves invariant





where Un is a unitary operator in the space Rn, for all n = 0, 1, 2, . . .. Similarly,





where Vn is a unitary operator in the space Rn, for all n = 0, 1, 2, . . ..








which clearly is equivalent with the assertion (iii).
(iii)⇒(i) This is clear.
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4 Non-Compact Normal Operators
In this section we present a generalization of the Gantmaher-Krein-Wiegmann
Theorem for the case when at least one, or both, of the normal operators A and
B are not compact. As a consequence of the example of I. Kaplansky, see Exam-
ple 3.6, in this general case we assume that both AB and BA are normal. On
the other hand, in this general case, the Spectral Theorem for normal operators
alone is not enough and we had to use the theory of decomposable operators with
respect to direct integral Hilbert spaces. This theory is actually a by-product of
the monumental work of von Neumann on the reduction of von Neumann algebras
to factors [12]. In order to get the generalization of Gantmaher-Krein-Wiegmann
Theorem, we need to have available the basic terminology and facts in the von
Neumann’s direct integral representation of the spectral multiplicity theory for
normal operators. Details can be found in [4], [1], and [8]. To simplify things, the
direct integrals are considered only on compact sets in the complex plane, even
though the general theory works for Polish spaces (complete, separable, metric
spaces) as well.
4.1 Direct Integrals of Hilbert Spaces
Throughout this section X will be a compact set in the complex plane and all
the Hilbert spaces will be separable. A field of Hilbert spaces on X is a family of
(separable) Hilbert spaces indexed by X, more precisely, for all x ∈ X, (Hx, 〈·, ·〉x)
is a separable Hilbert space. Let F be the set of all fields of vectors, that is,
functions f : X →
⋃
x∈X
Hx subject to the property that for all x ∈ X we have
f(x) ∈ Hx. F has a natural structure of vector space. Let µ be a probability
(Borel) measure on X and let
N = {f ∈ F | f = 0 µ-a.e.}. (4.12)
N is a subspace of F and in the following we consider the quotient space F/N .
The elements in F/N can also be considered as elements in F , defined µ-a.e.
The field of Hilbert spaces {Hx}x∈X is called measurable if there exists a
distinguished subspace S ⊆ F such that
(i) For every f ∈ S the function X ∋ x 7→ ‖f(x)‖ is µ-measurable.
(ii) If g ∈ F has the property that for all f ∈ S the function X ∋ x 7→
〈f(x), g(x)〉 is µ-measurable, then g ∈ S.
(iii) There exists a countable set P ⊂ S such that for all x ∈ X, the set {f(x) |
f ∈ P} spans H(x).
The elements in S are called measurable fields of vectors.
A field f ∈ S is called square integrable if
∫
X
‖f(x)‖2dµ < ∞. The set of all
µ-equivalence classes (in F/N ) of square integrable measurable fields of vectors,
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endowed with the usual algebraic operations of addition and multiplication with





forms a Hilbert space H denoted by
∫ ⊕
X
Hxdµ and called a direct integral of the
field {Hx}x∈X . The construction depends to a certain extent upon the subspace
S of measurable fields of vectors, see e.g. [4] for a detailed discussion of this fact,
but, traditionally, the notation does not reflect it.
We also recall that, as a consequence of these definitions, we have:
(iv) For any f, g ∈ H, the scalar function X ∋ x 7→ 〈f(x), g(x)〉 is in L1(µ).
(v) The space H is an L∞(µ)-module, that is, for all ψ ∈ L∞(µ) and all f ∈ H
the function ψf is in H.
4.2 Decomposable Operators
Let X be a compact set in the complex plane, µ a probability measure on X,
{Hx}x∈X and {H̃x}x∈X two µ-measurable fields of Hilbert spaces with respect to
the subspaces S and, respectively, S̃ of µ-measurable vectors. A field {Tx}x∈X of
operators, such that for all x ∈ X we have Tx ∈ B(Hx, H̃x), is called measurable
if for any f = (fx)x∈X ∈ S we have (Txfx)x∈X ∈ S̃.










with respect to a subspaces of measurable vectors S and, respectively, S̃. The
fields of spaces {Hx}x∈X and {H̃x}x∈X are isomorphic if there exists a measurable
field of unitary operators Ux ∈ B(Hx, H̃x), x ∈ X, such that S̃ = {(Uxf(x))x∈X |
f ∈ S}.
A bounded linear operator A : H → H̃ is called decomposable if there exists a
field of operators {Ax}x∈X subject to the following conditions:
(i) For all x ∈ X, Ax : Hx → H̃x is a bounded linear operator.
(ii) For any measurable field f = {fx}x∈X ∈ S we have {Axfx}x∈X ∈ S̃.
(iii) µ-ess supx∈X ‖Ax‖ < +∞.
(iv) For all f =∈ {fx}x∈XH, we have Af = [{Axfx}x∈X ]µ ∈ H̃, that is, Af
coincides with {Axfx}x∈X µ-a.e.
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is used and we also have ‖A‖ = µ-ess supx∈X ‖Ax‖.
Note that decomposable operators are defined up to µ-negligible sets, that is,









then A = A′ if and only the corresponding fields of operators {Ax}x∈X and
{A′x}x∈X coincide µ-a.e.









then A + B, λA, and A∗ are also decomposable and












where λ is an arbitrary complex number. Moreover, if another direct integral
Hilbert space K =
∫ ⊕
X
Kxdµ(x) is defined and C =
∫ ⊕
X
Cxdµ(x) ∈ B(H̃,K) is





In particular, the collection of all decomposable operators A ∈ B(H) is a ∗-
subalgebra of B(H).
4.3 Diagonalizable Operators
Assume that X is a compact subset in the complex plane and let µ be a probability
measure on X. We consider the W ∗-algebra L∞(X;µ) of µ-essentially bounded
measurable complex valued functions f defined on X, and the C∗-algebra C(X)
of continuous complex valued functions f defined on X. As before, we consider
a direct integral Hilbert space H =
∫ ⊕
X
Hxdµ(x), with respect to a space S of
µ-measurable fields of vectors.
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An operator T ∈ B(H) is called (continuously) diagonalizable if there exists





where Ix denotes the identity operator on Hx for all x ∈ X. It is clear that
any diagonalizable operator is decomposable. The collection of all diagonalizable
operators is an Abelian von Neumann subalgebra of B(H), while the collection
of all continuously diagonalizable operators is a unital C∗-subalgebra of B(H))
which is weakly dense in the von Neumann algebra of all diagonalizable operators.
These operators provide an algebraic characterization of decomposable operators.








over the space X with respect to a probability measure µ on X and let A ∈
B(H, H̃). The following assertions are equivalent:
(i) A is decomposable.








where Ĩx denotes the identity operator on H̃x for all x ∈ X.
(iii) The formula (4.13) holds for all f ∈ L∞(X;µ).
4.4 The Spectral Multiplicity Theorem in Direct Integral Represen-
tation
Let H be a separable Hilbert space and N ∈ B(H) be normal. Then, by the
Spectral Theorem for Normal Operators there exists the spectral measure E with
compact support σ(N), as in Spectral Theorem for Normal Operators. Let µ be
a scalar spectral measure of N , that is, a probability measure on the compact
space σ(N) such that for arbitrary Borel set B in σ(N) we have E(B) = 0 if
and only if µ(B) = 0. The existence of a scalar spectral measure for any normal
operator N is guaranteed by the existence of separating vectors e for the von
Neumann algebra W ∗(N) = {φ(N) | φ : σ(N) → C bounded and Borel}; the
measure µe(·) = 〈E(·)e, e〉 is a scalar spectral measure for N .
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Theorem 4.2 (First Part of The Spectral Multiplicity Theorem). Let N ∈ B(H)
be a normal operator on the separable Hilbert space H and µ a scalar spectral mea-
sure of N . Then, there exists a µ-measurable field of Hilbert spaces {Hλ}λ∈σ(N)




(Nf)(λ) = λf(λ), for all f ∈
∫ ⊕
σ(N)
Hλdµ(λ), and all λ ∈ σ(N),




Recall also that the function m : σ(N) → N∪{∞} defined by m(λ) = dimHλ
is called the multiplicity of the normal operator N . A second part of The Spectral
Multiplicity Theorem for Normal Operators says that the triple (σ(N); [µ]; [m]µ)
is a complete set of unitary invariants for normal operators, where [µ] denotes
the class of absolute continuity of µ and [m]µ denotes the class of functions that
coincide µ-a.e. with the function m. We will not use this second part.
4.5 A Generalization of the Gantmaher-Krein-Wiegmann Theorem
Recall that a bounded linear operator A on the Hilbert space H is called homo-
geneously normal if there exists ρ ≥ 0 such that A∗A = AA∗ = ρ2I, equivalently,
for some unitary operator V ∈ B(H) we have A = ρV .
Theorem 4.3. Let A,B ∈ B(H) be two normal operators on a separable Hilbert
space H. The following assertions are equivalent:
(i) The operators AB and BA are normal.
(ii) There exists a probability measure µ on a compact subset X in the complex





with respect to which both A and B are direct integrals of µ-measurable









where f, g ∈ L∞(X;µ) and the operator fields Uλ and Vλ are unitary µ-a.e.
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The proof follows the same trick with the normal operator N as in (4.12),
but then the machinary of the spectral multiplicity theory of normal operators,
described in previous subsections, is used.
Proof of Theorem 4.3. (ii)⇒(i). This implication is a consequence of the mul-
tiplication property for decomposable operators as explained in Subsection 4.2.
(i)⇒(ii). Let A and B be normal operators. As recalled in Proposition 2.1, we
have A = U |A| where U ∈ B(H) is unitary and commutes with |A| = (A∗A)1/2
and, similarly, B = V |B| where V ∈ B(H) is unitary and commutes with |B|. If
AB and BA are normal then, by Lemma 2.4, it follows that |A| commutes with
|B|, hence the operator
N = |A| + i|B|
is normal. Thus, by Theorem 4.2, there exist a Borel measure µ on the compact
set X = σ(N) in the complex plane, a µ-measurable field {Hλ} of Hilbert spaces
such that H =
∫ ⊕
X













for some functions f, g ∈ L∞(X;µ).
On the other hand, since both AB and BA are normal, by Lemma 2.4 it
follows that A commutes with |B|, hence |A| commutes with |B|, and therefore
the unitary operator U commutes with |B|. Thus, U commutes with N and hence
it commutes with the whole von Neumann algebra generated by N . Consequently,
by Theorem 4.1, U is decomposable and hence, there exists a µ-measurable field










The representations (4.15) follow now from (4.16), (4.17), (4.18), and the mul-
tiplication property of decomposable operators as explained in Subsection 4.2.
Remarks: (a) In Theorem 4.3.(ii) one can choose X = [0, 1] without loss of
generality, as follows from [13].
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(b) It follows from the proof of the implication (i)⇒(ii) of Theorem 4.3 that |A|
and |B| are continuously diagonalizable and hence, in the representation formulas
(4.15), one can always choose f, g ∈ C(X).
(c) There are some particular cases, other than compactness assumptions,
when the normality of AB is equivalent with that of BA, e.g. when at least one
of the operators A and B are unitary. For example, assuming that B is unitary,
this follows from Lemma 2.4, but a simple argument can be used as well: since B
is unitary we have BA = B(AB)B∗, that is, AB and BA are unitary equivalent,
hence they are normal in the same time.
(d) The symmetry of the normality of AB and BA, as seen in Theorem 3.5,
holds in the more general case when only AB (equivalently, BA) is supposed to be
compact, but the explicit description of the operators A and B as in Theorem 4.3
still requires the direct integral Hilbert space representation, if at least one of A
and B is not compact. Otherwise, this description is as in Theorem 3.8, because
when both A and B are compact then the probability measure µ is discrete, in
this case.
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