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0. Introduction and statement of results
In this article we prove the global existence of the small data solutions of the Cauchy problem for the semilinear
Klein–Gordon equation in the de Sitter spacetime. Unlike the same problem in the Minkowski spacetime, we have no
restriction on the order of nonlinearity and structure of the nonlinear term, provided that a physical mass of the field is
outside of some interval.
A large amount of work has been devoted to the Cauchy problem for the semilinear Klein–Gordon equations in the
Minkowski spacetime. The existence of global weak solutions has been obtained by Jörgens [1], Segal [2,3], Pecher [4],
Brenner [5], Strauss [6], Ginibre and Velo [7,8] for the equation
utt −1u+m2u = |u|αu.
For global solvability, the exact relation between n and α > 0 was finally established. More precisely, consider the Cauchy
problem for the nonlinear Klein–Gordon equation
utt −1u = −V ′(u),
where ∆ is the Laplace operator in Rn and V ′ = V ′(u) is a nonlinear function, a typical form of which is the sum of two
powers
V ′(u) = λ0u+ λ|u|αu
with α ≥ 0 and λ ≥ 0. For this equation, a conservation of energy is valid. For finite energy solutions the scaling arguments
suggest the assumption α < 4/(n − 1). In [7], by a contraction method, the existence and the uniqueness of strong global
solutions in energy space H(1) ⊕ L2 are proved for arbitrary space dimension n under assumptions on V ′ that cover the case
of sum of powers λ|u|αuwith 0 ≤ α < 4/(n− 1), n ≥ 2, and λ > 0 for the highest α. Some of the results can be extended
to the critical case α = 4/(n− 1) (see, e.g. [7, Section 4]).
The Klein–Gordon equation arising in relativistic physics and, in particular, general relativity and cosmology, as well
as, in more recent quantum field theories, is a covariant equation that is considered in the curved pseudo-Riemannian
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manifolds. (See, e.g., [9–12].) Moreover, the latest astronomical observational discovery that the expansion of the universe
is speeding supports the model of the expanding universe that is mathematically described by the manifold with metric
tensor depending on time and spatial variables. In this paper we restrict ourselves to themanifold arising in the so-called de
Sitter model of the universe, which is the curved manifold due to the cosmological constant. Thus, there is a need to study
partial differential equations related to suchmodels and, in particular, to investigate the question of the global solvability of
the semilinear hyperbolic equationswith variable coefficients. The lack of results for the global solvability of such semilinear
hyperbolic equations can be explained, among other reasons, by the fact that there are only very few known examples of
linearized equations with explicit formulas for the fundamental solutions.
The line element in the de Sitter spacetime has the form
ds2 = −

1− r
2
R2

c2 dt2 +

1− r
2
R2
−1
dr2 + r2(dθ2 + sin2 θ dφ2).
The Lamaître–Robertson transformation leads to the following form for the line element [13, Section 134], [14, Section 142]:
ds2 = −c2 dt ′2 + e2ct ′/R(dx′2 + dy′2 + dz ′2).
Here R is the ‘‘radius’’ of the universe. In fact, the de Sitter model belongs to the family of the Fried-
mann–Lemaître–Robertson–Walker spacetimes (FLRW spacetimes). In the FLRW spacetime [15], one can choose coordi-
nates so that the metric has the form ds2 = −dt2 + S2(t)dσ 2. In particular, the metric in the de Sitter spacetime in the
Lamaître–Robertson coordinates [13] has this form with the cosmic scale factor S(t) = et .
The homogeneous and isotropic cosmological models possess the highest degree of symmetry that makes them more
amenable to rigorous study. Among them we mention FLRW models. The simplest class of cosmological models can be
obtained if we assume, additionally, that the metric of the slices of constant time is flat and that the spacetime metric can
be written in the form ds2 = −dt2 + a2(t)(dx2 + dy2 + dz2)with an appropriate scale factor a(t). The assumption that the
universe is expanding leads to the positivity of the time derivative ddt a(t). A further assumption that the universe obeys the
accelerated expansion suggests that the second derivative d
2
dt2
a(t) is positive. Under the assumption of FLRW symmetry the
equation of motion in the case of positive cosmological constantΛ leads to the solution
a(t) = a(0)e

Λ
3 t ,
which produces models with exponentially accelerated expansion, which is referred to as the de Sitter model.
In general the matter fields described by the function φ must satisfy equations of motion and, in the case of the massive
scalar field, the equation of motion is that φ should satisfy the Klein–Gordon equation generated by the metric g ,
1√|g|
∂
∂xi
|g|g ik ∂ψ
∂xk

= m2ψ + V ′(ψ).
In physical terms this equation describes a local self-interaction for a scalar particle. In the de Sitter universe the equation
for the scalar field with mass m and potential function V written out explicitly in coordinates is (See, e.g., [16, Section 5.4]
and [17].)
φtt + nHφt − e−2Ht1φ +m2φ = −V ′(φ). (0.1)
Here x ∈ Rn, t ∈ R, and∆ is the Laplace operator on the flatmetric,∆ :=nj=1 ∂2∂x2j , whileH = √Λ/3 is theHubble constant.
For the sake of simplicity, from now on, we set H = 1. A typical example of a potential function would be V (φ) = φ4. If we
introduce a new unknown function u = e n2 tφ, then the semilinear Klein–Gordon equation for u in the de Sitter spacetime
takes the form
utt − e−2t1u+

m2 − n
2
4

u = −e n2 tV ′

e−
n
2 tu

. (0.2)
The quantityM, with nonnegative real partℜM ≥ 0, defined by
M2 := m2 − n
2
4
,
will be called the ‘‘curved mass’’ of the particle, which is also sometimes referred to as the ‘‘effective mass’’. It is convenient
to use M = |M|. We distinguish the following three cases: the case of large mass m2 > n24 , the case of dimensional mass
m2 = n24 , and the case of small mass m2 < n
2
4 . They lead to three different equations: the Klein–Gordon equation with the
‘‘real curved mass’’M,
utt − e−2t1u+M2u = −e n2 tV ′

e−
n
2 tu

,
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the wave equation with the ‘‘zero curved mass’’
utt − e−2t1u = −e n2 tV ′

e−
n
2 tu

,
and the Klein–Gordon equation with the ‘‘imaginary curved mass’’M,
utt − e−2t1u−M2u = −e n2 tV ′

e−
n
2 tu

, (0.3)
respectively.
Let W l,p(Rn) be the Sobolev space and H(s)(Rn) = W s,2(Rn). To estimate the nonlinear term V = V (u) we use the
following Lipschitz condition.
Condition (L). The function F is said to be Lipschitz continuous in the space H(s)(Rn) with the norm ∥ · ∥H(s)(Rn) if
∥F(u)− F(v)∥H(s)(Rn) ≤ C∥u− v∥H(s)(Rn)

∥u∥αH(s)(Rn) + ∥v∥αH(s)(Rn)

for all u, v ∈ H(s)(Rn), (0.4)
where α ≥ 0.
Define the complete metric space
X(R, s, γ ) := {Φ ∈ C([0,∞);H(s)(Rn)) | ∥Φ∥X := sup
t∈[0,∞)
eγ t∥Φ(t)∥H(s)(Rn) ≤ R}
with the metric
d(Φ1,Φ2) := sup
t∈[0,∞)
eγ t∥Φ1(t)− Φ2(t)∥H(s)(R).
The main result of this paper is the following theorem.
Theorem 0.1. Assume that the nonlinear term F(u) is Lipschitz continuous in the space H(s)(Rn), s > n/2 ≥ 1, F(0) = 0,
and α > 0. Assume also that m ∈ (0,√n2 − 1/2) ∪ [n/2,∞). Then, there exists ε0 > 0 such that, for every given functions
ϕ0, ϕ1 ∈ H(s)(Rn), such that
∥ϕ0∥H(s)(Rn) + ∥ϕ1∥H(s)(Rn) ≤ ε, ε < ε0,
there exists a global solutionΦ ∈ C1([0,∞);H(s)(Rn)) of the Cauchy problem
Φtt + nΦt − e−2t1Φ +m2Φ = F(Φ), (0.5)
Φ(x, 0) = ϕ0(x), Φt(x, 0) = ϕ1(x). (0.6)
That solutionΦ(x, t) belongs to the space X(2ε, s, γ ), that is,
sup
t∈[0,∞)
eγ t∥Φ(·, t)∥H(s)(Rn) < 2ε,
with γ such that either 0 < γ < ( n2 −

n2
4 −m2)/(α + 1) if
√
n2 − 1/2 > m > 0, or γ = 0 if n2 ≤ m.
In particular, if
F(Φ) = ±|Φ|αΦ or F(Φ) = ±|Φ|α+1,
and (L), then the small data Cauchy problem is globally solvable for every α ∈ (0,∞) if m ∈ (0,√n2 − 1/2) ∪ [n/2,∞).
We can only conjecture that (
√
n2 − 1/2, n/2) is a forbiddenmass interval for the small data global solvability of the Cauchy
problem for all α ∈ (0,∞)with (L). The case ofm = √n2 − 1/2 will be considered in a forthcoming paper.
We note here that, due to the time dependence of the coefficient, there is no conservation of energy, and that, for the
general nonlinearity F(Φ), the decay of the energy cannot be established even though the equation contains a dissipative
term.
Baskin [18] discussed the small data global solutions for the scalar Klein–Gordon equation on asymptotically de Sitter
spaces, which is a compact manifold with a boundary. More precisely, in [18] the Cauchy problem is considered for the
semilinear equation
gu+m2u = f (u), u(x, t0) = ϕ0(x) ∈ H(1)(Rn), ut(x, t0) = ϕ1(x) ∈ L2(Rn),
where mass is large,m2 > n2/4, F is a smooth function and satisfies conditions
|f (u)| ≤ c|u|α+1, |u| · |f ′(u)| ∼ |f (u)|, f (u)− f ′(u) · u ≤ 0,
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0 f (v)dv ≥ 0, and
 u
0 f (v)dv ∼ |u|α+2 for large |u|. It is also assumed that α = 4n−1 . In Theorem 1.3 [18] the existence
of the global solution for small energy data is stated. (For more references on the asymptotically de Sitter spaces, see the
bibliography in [19,20].)
D’Ancona [21] considered the Cauchy problem for the equation
utt − a(t)1u = −V ′(u), t ∈ [0, T ], x ∈ R3,
with the nonnegative real-analytic function a(t), which has a locally finite number of zeros and those zeros are of finite
order only. It was supposed in [21] that the nonlinear term obeys conditions V ′(u)u ≥ 0, V (0) = 0,
|V ′(s)|1+1/p ≤ c(1+ V (s)), |V (2)(s)| ≤ c(1+ |s|)p−1, V (4)(s)V (2)(s)+ β(V (3)(s))2 ≥ 0,
with some p ≥ 1 and β < 1. Then, assuming that the possible zeros of a(t) are of order not greater than 2λ, λ = 1, 2, . . . ,
the existence of solution u ∈ C∞([0, T ] × R3) without restriction on the size of the initial data is proved, provided that
p < (3λ+ 5)/(3λ+ 1). In [22] this result was extended to the case of 1 and 2 space dimensions.
The remaining part of this paper is organized as follows. In Section 1 we give integral representations for the solutions
of the Cauchy problem for the linear equation with large physical mass. Then, we quote from [23], the Lp − Lq estimate for
the solutions of that equation with and without a source term. In Section 2 we introduce similar representations for the
case of small real mass and of the imaginary mass. These representations are used for the derivation in Sections 2.1 and 2.2
the Lp − Lq estimate for the linear equation with and without a source term. The last section, Section 3, is devoted to the
solvability of the associated integral equation and to the proof of Theorem 0.1.
1. The case of large mass,m ≥ n/2
The nonlinear equations (0.1) and (0.2) are those we would like to solve, but the linear problem is a natural first step. An
exceptionally efficient tool for studying nonlinear equations is the fundamental solution of the associated linear operator.
We extract a linear part of Eq. (0.2) as an initial model that must be treated first:
utt − e−2t1u+M2u = f . (1.1)
In this section we list the explicit formulas for the solution to the Cauchy problem for Eq. (1.1).
Eq. (1.1) is strictly hyperbolic. That implies the well-posedness of the Cauchy problem for (1.1) in the different function
spaces. The coefficient of the equation is an analytic function and, consequently, the Holmgren theorem implies local
uniqueness in the space of distributions. Moreover, the speed of propagation is finite, namely, it is equal to e−t for every
t ∈ R. The second-order strictly hyperbolic equation (1.1) possesses two fundamental solutions resolving the Cauchy
problem. They can be writtenmicrolocally in terms of the Fourier integral operators [24], which give a complete description
of the wave front sets of the solutions. The distance between two characteristic roots λ1(t, ξ) and λ2(t, ξ) of Eq. (1.1) is
|λ1(t, ξ)−λ2(t, ξ)| = e−t |ξ |, t ∈ R, ξ ∈ Rn. It tends to zero as t approaches∞. Thus, the operator is not uniformly strictly
hyperbolic. Moreover, the finite integrability of the characteristic roots,
∞
0 |λi(t, ξ)|dt < ∞, leads to the existence of so-
called ‘‘horizon’’ for that equation. More precisely, any signal emitted from the spatial point x0 ∈ Rn at time t0 ∈ R remains
inside the ball |x − x0| < e−t0 for all time t ∈ (t0,∞). Eq. (1.1) is neither Lorentz invariant nor invariant with respect to
usual scaling and that brings additional difficulties.
In this section we introduce some necessary notations, definitions, formulas, and results from [23], where the case of
the large mass, that is, m2 ≥ n2/4, is discussed. First, we define ‘‘forward light cone’’ D+(x0, t0), x0 ∈ Rn, t0 ∈ R, and the
‘‘backward light cone’’ D−(x0, t0), x0 ∈ Rn, t0 ∈ R, as follows:
D±(x0, t0) :=

(x, t) ∈ Rn+1; |x− x0| ≤ ±(e−t0 − e−t)

. (1.2)
In fact, any intersection of D−(x0, t0) with the hyperplane t = const < t0 determines the so-called dependence domain
for the point (x0, t0), while the intersection of D+(x0, t0) with the hyperplane t = const > t0 is the so-called domain of
influence of the point (x0, t0). Eq. (1.1) is non-invariant with respect to time inversion. Moreover, the dependence domain
is wider than any given ball if time const > t0 is sufficiently large, while the domain of influence is permanently, for all time
const < t0, in the ball of the radius et0 .
Define for t0 ∈ R in the domain D+(x0, t0) ∪ D−(x0, t0) the function
E(x, t; x0, t0) = (4e−t0−t)iM

(e−t + e−t0)2 − (x− x0)2
− 12−iM F
×

1
2
+ iM, 1
2
+ iM; 1; (e
−t0 − e−t)2 − (x− x0)2
(e−t0 + e−t)2 − (x− x0)2

, (1.3)
where F (a, b; c; ζ ) is the hypergeometric function. (For the definition of F (a, b; c; ζ ) see, e.g., [25].) Here the notation
(x− x0)2 = (x− x0) · (x− x0) for the points x, x0 ∈ Rn has been used. The kernels K0(z, t) and K1(z, t) are defined by
K0(z, t) := −

∂
∂b
E(z, t; 0, b)

b=0
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= (4e−t)iM (1+ e−t)2 − z2−iM 1[(1− e−t)2 − z2](1+ e−t)2 − z2
×

e−t − 1− iM(e−2t − 1− z2) F 1
2
+ iM, 1
2
+ iM; 1; (1− e
−t)2 − z2
(1+ e−t)2 − z2

+ 1− e−2t + z2 1
2
− iM

F

−1
2
+ iM, 1
2
+ iM; 1; (1− e
−t)2 − z2
(1+ e−t)2 − z2

and K1(z, t) := E(z, t; 0, 0), that is,
K1(z, t) = (4e−t)iM

(1+ e−t)2 − z2− 12−iM F 1
2
+ iM, 1
2
+ iM; 1; (1− e
−t)2 − z2
(1+ e−t)2 − z2

, 0 ≤ z ≤ 1− e−t ,
respectively. The kernels K0(z, t) and K1(z, t) play leading roles in the derivation of Lp− Lq estimates. Their main properties
of K0(z, t) and K1(z, t) are listed and proved in Section 3 [23].
We consider the equation with n ≥ 2. The solution u = u(x, t) to the Cauchy problem
utt − e−2t1u+M2u = f , u(x, 0) = 0, ut(x, 0) = 0, (1.4)
with f ∈ C∞(Rn+1) and with vanishing initial data is given by the next expression
u(x, t) = 2
 t
0
db
 e−b−e−t
0
dr v(x, r; b)E(r, t; 0, b),
where the function v(x, t; b) is a solution to the Cauchy problem for the wave equation
vtt −1v = 0, v(x, 0; b) = f (x, b), vt(x, 0; b) = 0. (1.5)
Thus, for the solutionΦ of the equation
Φtt + nΦt − e−2t1Φ +m2Φ = f , (1.6)
due to the relation u = e n2 tΦ , we obtain
Φ(x, t) = 2e− n2 t
 t
0
db
 e−b−e−t
0
dr e
n
2 bv(x, r; b)E(r, t; 0, b), (1.7)
where the function v(x, t; b) is defined by (1.5).
The solution u = u(x, t) to the Cauchy problem
utt − e−2t1u+M2u = 0, u(x, 0) = ϕ0(x), ut(x, 0) = ϕ1(x), (1.8)
with ϕ0, ϕ1 ∈ C∞0 (Rn), n ≥ 2, can be represented as follows:
u(x, t) = e t2 vϕ0(x, φ(t))+ 2
 1
0
vϕ0(x, φ(t)s)K0(φ(t)s, t)φ(t) ds
+ 2
 1
0
vϕ1(x, φ(t)s)K1(φ(t)s, t)φ(t) ds, x ∈ Rn, t > 0,
where φ(t) := 1− e−t . Here, for ϕ ∈ C∞0 (Rn) and for x ∈ Rn, the function vϕ(x, φ(t)s) coincides with the value v(x, φ(t)s)
of the solution v(x, t) of the Cauchy problem
vtt −1v = 0, v(x, 0) = ϕ(x), vt(x, 0) = 0. (1.9)
Thus, for the solutionΦ of the Cauchy problem
Φtt + nΦt − e−2t1Φ +m2Φ = 0, Φ(x, 0) = ϕ0(x), Φt(x, 0) = ϕ1(x), (1.10)
due to the relation u = e n2 tΦ , we obtain
Φ(x, t) = e− n−12 tvϕ0(x, φ(t))+ e−
n
2 t
 1
0
vϕ0(x, φ(t)s) (2K0(φ(t)s, t)+ nK1(φ(t)s, t)) φ(t) ds
+ 2e− n2 t
 1
0
vϕ1(x, φ(t)s)K1(φ(t)s, t)φ(t) ds, x ∈ Rn, t > 0.
328 K. Yagdjian / J. Math. Anal. Appl. 396 (2012) 323–344
1.1. Lp − Lq estimates for equation with source, n ≥ 2
The Cauchy problem
vtt −1v = 0, v(x, 0) = ψ0(x), vt(x, 0) = ψ1(x),
with ψ0, ψ1 ∈ C∞0 (Rn) for the linear wave equation has a unique solution that can be written as follows:
u0(x, t) = V1(t,Dx)ψ0(x)+ V2(t,Dx)ψ1(x).
The operators V1(t,Dx) and V2(t,Dx) are chosen in accordance with
V1(0,Dx) = I (identity operator), ∂tV1(0,Dx) = 0,
V2(0,Dx) = 0, ∂tV2(0,Dx) = I (identity operator).
The microlocal description of those operators by means of the Fourier integral operators is known (see, e.g. [26]). Let
W l,p(Rn), Bl,p(Rn), and B˙l,p(Rn) be Sobolev, Besov, and homogeneous Besov spaces, respectively. In what follows the space
Ms,q can be each of the next spaces Lq(Rn),W s,q(Rn), W˙ s,q(Rn), Bs,q(Rn), or B˙s,q(Rn). The following decay estimates for the
linear operators V1(t,Dx) and V2(t,Dx) can be found, e.g., in [5,4].
For all ψ ∈ C∞0 (Rn), n > 1, one has the estimates
∥(−∆)−sV1(t,Dx)ψ(x)∥Ml,q ≤ C t2s−n

1
p− 1q

∥ψ∥Ml,p , t ∈ (0,∞),
under the conditions s ≥ 0, 1 < p ≤ 2, 1p + 1q = 1, and 12 (n + 1)( 1p − 1q ) ≤ 2s ≤ n( 1p − 1q ). Then, for all g ∈ C∞0 (Rn) one
has the estimate
∥(−∆)−sV2(t,Dx)g(x)∥Ml,q ≤ C t1+2s−n

1
p− 1q

∥g∥Ml,p , t ∈ (0,∞),
under the conditions s ≥ 0, 1 < p ≤ 2, 1p + 1q = 1, k ≥ 0, and 12 (n+ 1)( 1p − 1q )− 1 ≤ 2s ≤ n( 1p − 1q ). Moreover, a standard
interpolation implies that these estimates hold for s and r in some range (see for details [27]). The scaling arguments show
that the time dependent factors are exact. The Duhamel principle gives corresponding estimate for the equation with the
source term.
Let u = u(x, t) be a solution of the Cauchy problem (1.4). Then according to Corollary 9.3 [23]1 for n ≥ 2 one has the
following estimate
∥(−∆)−su(x, t)∥Lq(Rn) ≤ CM
 t
0
∥f (x, b)∥Lp(Rn)eb

e−b − e−t1+2s−n 1p− 1q  (1+ t − b)1−sgnM db,
provided that 1 < p ≤ 2, 1p + 1q = 1, 12 (n+ 1)

1
p − 1q

≤ 2s ≤ n

1
p − 1q

< 2s+ 1. Thus, for the solution Φ of Eq. (1.6),
due to the relation u = e n2 tΦ , we obtain
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe− n2 t
 t
0
e
n
2 b∥f (x, b)∥Lp(Rn)eb

e−b − e−t1+2s−n 1p− 1q  (1+ t − b)1−sgnM db.
ForM > 0 we obtain
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe− n2 t
 t
0
e
n
2 b∥f (x, b)∥Lp(Rn)eb

e−b − e−t1+2s−n 1p− 1q  db.
ForM = 0 we obtain
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe− n2 t
 t
0
e
n
2 b∥f (x, b)∥Lp(Rn)eb

e−b − e−t1+2s−n 1p− 1q  (1+ t − b) db.
In particular, for s = 0 and p = q = 2, we have
∥Φ(x, t)∥L2(Rn) ≤ CMe−
n
2 t
 t
0
e
n
2 b∥f (x, b)∥L2(Rn) (1+ t − b)1−sgnM db.
Here the rates of exponential factors are independent of the curved massM and, consequently, of the massm.
1 There is a misprint in [23].
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1.2. Lp − Lq estimates for equation without source, n ≥ 2
According to Theorem 10.1 [23] the solution u = u(x, t) of the Cauchy problem (1.8) satisfies the following Lp − Lq
estimate
∥(−∆)−su(x, t)∥Lq(Rn) ≤ CM(1+ t)1−sgnM(1− e−t)2s−n

1
p− 1q

e
t
2 ∥ϕ0(x)∥Lp(Rn) + (1− e−t)∥ϕ1∥Lp(Rn)

for all t ∈ (0,∞), provided that 1 < p ≤ 2, 1p + 1q = 1, 12 (n+ 1)

1
p − 1q

≤ 2s ≤ n

1
p − 1q

< 2s+ 1.
In particular, for large t we obtain ‘‘no decay’’ estimate
∥(−∆)−su(x, t)∥Lq(Rn) ≤ CM(1+ t)1−sgnM

e
t
2 ∥ϕ0(x)∥Lp(Rn) + ∥ϕ1∥Lp(Rn)

.
Thus, for the solutionΦ of the Cauchy problem (1.10), due to the relation u = e n2 tΦ , we obtain the decay estimate
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe− n2 t(1+ t)1−sgnM(1− e−t)2s−n

1
p− 1q

e
t
2 ∥ϕ0(x)∥Lp(Rn) + (1− e−t)∥ϕ1∥Lp(Rn)

(1.11)
for all t > 0, while
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe− n2 t(1+ t)1−sgnM

e
t
2 ∥ϕ0(x)∥Lp(Rn) + ∥ϕ1∥Lp(Rn)

for large t . Here the rate of decay is independent of the curved massM and, consequently, of the massm.
2. The equation with the imaginary curved mass
In this section we consider the linear part of the equation
utt − e−2t1u−M2u = −e n2 tV ′

e−
n
2 tu

, (2.1)
with M ≥ 0. Eq. (2.1) covers two important cases. The first one is the Higgs boson equation, which has V ′(φ) = λφ3 and
M2 = µm2 + n2/4 with λ > 0 and µ > 0, while n = 3. The second case is the case of the small physical mass, that is
0 ≤ m ≤ n2 . For the last caseM2 = n
2
4 −m2.
We introduce new functions E(x, t; x0, t0;M), K0(z, t;M), and K1(z, t;M), which can be obtained by continuation in
complex domain, the ones introduced in [23] and which have been used in Section 1. First we define the function
E(x, t; x0, t0;M) = 4−MeM(t0+t)

(e−t + e−t0)2 − (x− x0)2
− 12+M
× F

1
2
−M, 1
2
−M; 1; (e
−t0 − e−t)2 − (x− x0)2
(e−t0 + e−t)2 − (x− x0)2

.
Hence, it is related to the function E(x, t; x0, t0) of (1.3) as follows:
E(x, t; x0, t0) = E(x, t; x0, t0;−iM).
Next we define also new kernels K0(z, t;M) and K1(z, t;M) by
K0(z, t;M) := −

∂
∂b
E(z, t; 0, b;M)

b=0
= 4−MetM (1+ e−t)2 − z2M 1[(1− e−t)2 − z2](1+ e−t)2 − z2
×

e−t − 1+M(e−2t − 1− z2) F 1
2
−M, 1
2
−M; 1; (1− e
−t)2 − z2
(1+ e−t)2 − z2

+ 1− e−2t + z2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (1− e
−t)2 − z2
(1+ e−t)2 − z2

and K1(z, t;M) := E(z, t; 0, 0;M), that is,
K1(z, t;M) = 4−MeMt

(1+ e−t)2 − z2− 12+M F 1
2
−M, 1
2
−M; 1; (1− e
−t)2 − z2
(1+ e−t)2 − z2

, 0 ≤ z ≤ 1− e−t ,
respectively. These kernels will be used in the representation of the solutions of the Cauchy problem.
The solution u = u(x, t) to the Cauchy problem
utt − e−2t1u−M2u = f , u(x, 0) = 0, ut(x, 0) = 0,
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with f ∈ C∞(Rn+1) and with vanishing initial data is given [28] by the next expression
u(x, t) = 2
 t
0
db
 e−b−e−t
0
dr v(x, r; b)E(r, t; 0, b;M), (2.2)
where the function v(x, t; b) is a solution to the Cauchy problem for the wave equation (1.5).
The solution u = u(x, t) to the Cauchy problem
utt − e−2t1u−M2u = 0, u(x, 0) = ϕ0(x), ut(x, 0) = ϕ1(x),
with ϕ0, ϕ1 ∈ C∞0 (Rn), n ≥ 2, can be represented [28] as follows:
u(x, t) = e t2 vϕ0(x, φ(t))+ 2
 1
0
vϕ0(x, φ(t)s)K0(φ(t)s, t;M)φ(t) ds
+ 2
 1
0
vϕ1(x, φ(t)s)K1(φ(t)s, t;M)φ(t) ds, x ∈ Rn, t > 0,
where φ(t) := 1− e−t . Here, for ϕ ∈ C∞0 (Rn) and for x ∈ Rn, the function vϕ(x, φ(t)s) coincides with the value v(x, φ(t)s)
of the solution v(x, t) of the Cauchy problem (1.9).
Thus, for the solutionΦ of the Cauchy problem
Φtt + nΦt − e−2t1Φ +m2Φ = f , Φ(x, 0) = 0, Φt(x, 0) = 0,
due to the relation u = e n2 tΦ , we obtain with f ∈ C∞(Rn+1) and with vanishing initial data the next expression
Φ(x, t) = 2e− n2 t
 t
0
db
 e−b−e−t
0
dr e
n
2 bv(x, r; b)E(r, t; 0, b;M),
where the function v(x, t; b) is a solution to the Cauchy problem for the wave equation (1.5).
Thus, for the solutionΦ of the Cauchy problem (1.10), due to the relation u = e n2 tΦ , we obtain
Φ(x, t) = e− n−12 tvϕ0(x, φ(t))+ e−
n
2 t
 1
0
vϕ0(x, φ(t)s) (2K0(φ(t)s, t;M)+ nK1(φ(t)s, t;M)) φ(t) ds
+ 2e− n2 t
 1
0
vϕ1(x, φ(t)s)K1(φ(t)s, t;M)φ(t) ds, x ∈ Rn, t > 0.
Here for ϕ ∈ C∞0 (Rn) and for x ∈ Rn, the function vϕ(x, φ(t)s) coincides with the value v(x, φ(t)s) of the solution v(x, t) of
the Cauchy problem (1.9).
In fact, the representation formulas of this section have been used to establish in [29] some qualitative properties of the
solutions of the Higgs boson equation.
2.1. Lp − Lq estimates for equation without source, n ≥ 2
Consider the solution Φ of the problem (1.10), which is generated by the smooth initial functions ϕ0(x) and ϕ1(x) with
compact supports, ϕ0, ϕ1 ∈ C∞0 (Rn). Then Φ ∈ C∞([0,∞) × Rn) and the support of Φ is contained in some cylinder
BR × [0,∞), where BR ⊂ Rn is a ball of radius R centered at the origin and is depending on the supports of ϕ0 and ϕ1. We
may say that the support of the solution is permanently bounded. That is a consequence of the finite propagation speed
property of the hyperbolic equation and due to the existence of horizon for the de Sitter spacetime. Next, we integrate the
equation of (1.10) with respect to x and obtain the following initial value problem for the second-order ordinary differential
equation,
Itt + nIt +m2I = 0, I(0) = C0, It(x, 0) = C1,
with the solution I(t) := Rn Φ(x, t) dx, where C0 = Rn ϕ0(x) dx and C1 = Rn ϕ1(x) dx. For the case of small mass
m,m ∈ (0, n/2), the last problem implies
I(t) = C0λ2 − C1
λ2 − λ1 e
−( n2−M)t + C1 − C0λ1
λ2 − λ1 e
−( n2+M)t ,
whereM = n2/4−m2, λ1 := − n2 +M < 0, and λ2 := − n2 −M < 0 since 0 < M < n2 . Hence, we have
Rn
Φ(x, t) dx
 ≤ C(ϕ0, ϕ1)e−( n2−M)t for all t > 0.
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The last estimate is optimal in the sense that there are ϕ0, ϕ1 ∈ C∞0 (Rn) and C(ϕ0, ϕ1) > 0 such that
Rn
Φ(x, t) dx
 ≥ C(ϕ0, ϕ1)e−( n2−M)t .
Moreover, since the support ofΦ is permanently bounded, we have
Rn
Φ(x, t) dx
 ≤ C(ϕ0, ϕ1, q)∥Φ(·, t)∥Lq(Rn), q ∈ [1,∞].
In the case of the dimensional mass, n2/4 = m2, the curved mass vanishes,M = 0, and we have
I(t) = C0e− n2 t +

C0
n
2
+ C1

te−
n
2 t .
Hence, there exist ϕ0, ϕ1 ∈ C∞0 (Rn) and C(ϕ0, ϕ1) > 0 such that
C(ϕ0, ϕ1, q)∥Φ(·, t)∥Lq(Rn) ≥

Rn
Φ(x, t) dx
 ≥ C(ϕ0, ϕ1)te− n2 t , q ∈ [1,∞].
In the case of the imaginary mass the corresponding equation is
Itt + nIt −m2I = 0, I(0) = C0, It(x, 0) = C1,
where M =

n2
4 +m2 > 0 and λ1 := − n2 + M > 0 while λ2 := − n2 − M < 0. Consequently, there are ϕ0, ϕ1 ∈ C∞0 (Rn)
and C(ϕ0, ϕ1) > 0 such that
Rn
Φ(x, t) dx
 ≥ C(ϕ0, ϕ1) exp

n2
4
+m2 − n
2

t,
as well as,
∥Φ(·, t)∥Lq(Rn) ≥ δ exp

n2
4
+m2 − n
2

t,
and the norms of the solution are increasing in time. Thus, we have proven the following statement.
Lemma 2.1. If q ∈ [1,∞], then for both equations, with the real small mass (M =

n2
4 −m2 ≥ 0, 0 ≤ m ≤ n2 ) and with the
imaginary mass (M =

n2
4 +m2 > n2 ,m > 0), there exist ϕ0, ϕ1 ∈ C∞0 (Rn) and δ > 0 such that
∥Φ(·, t)∥Lq(Rn) ≥ δt1−sgnMe−( n2−M)t for all t ∈ (0,∞).
The lemma shows that the estimate of the next theorem is optimal.
Theorem 2.2. The solutionΦ = Φ(x, t) of the Cauchy problem
Φtt + nΦt − e−2t1Φ ±m2Φ = 0, Φ(x, 0) = ϕ0(x), Φt(x, 0) = ϕ1(x),
with either M =

n2
4 −m2 and m <
√
n2 − 1/2 for the case of ‘‘plus’’, or M =

n2
4 +m2 for the case of ‘‘minus’’, satisfies the
following Lp − Lq estimate
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CM,n,p,q,s(1− e−t)2s−n

1
p− 1q

e(M−
n
2 )t

∥ϕ0∥Lp(Rn) + (1− e−t)∥ϕ1∥Lp(Rn)

for all t ∈ (0,∞), provided that 1 < p ≤ 2, 1p + 1q = 1, 12 (n+ 1)

1
p − 1q

≤ 2s ≤ n

1
p − 1q

< 2s+ 1.
Proof. First we consider the case of ϕ1 = 0. Then
Φ(x, t) = e− n−12 tvϕ0(x, φ(t))+ e−
n
2 t
 1
0
vϕ0(x, φ(t)s) (2K0(φ(t)s, t;M)+ nK1(φ(t)s, t;M)) φ(t) ds
and, consequently,
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ e− n−12 t∥(−∆)−svϕ0(x, φ(t))∥Lq(Rn) + e−
n
2 t
 1
0
∥(−∆)−svϕ0(x, φ(t)s)∥Lq(Rn)
× 2K0(φ(t)s, t;M)+ nK1(φ(t)s, t;M)φ(t) ds. (2.3)
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If n ≥ 2, then for the solution v = v(x, t) of the Cauchy problem (1.9) for the wave equation in the Minkowski spacetime
with ϕ(x) ∈ C∞0 (Rn) one has (see, e.g., [5,4]) the following so-called Lp − Lq decay estimate
∥(−∆)−sv(·, t)∥Lq(Rn) ≤ Ct2s−n

1
p− 1q

∥ϕ∥Lp(Rn) for all t > 0, (2.4)
provided that s ≥ 0, 1 < p ≤ 2, 1p + 1q = 1, and 12 (n+ 1)( 1p − 1q ) ≤ 2s ≤ n( 1p − 1q ). Hence,
∥(−∆)−svϕ0(x, φ(t))∥Lq(Rn) ≤ Cφ(t)2s−n

1
p− 1q

∥ϕ0∥Lp(Rn) for all t > 0,
where φ(t) = 1− e−t . Consequently, for the first term of the right-hand side of (2.3) we have
e−
n−1
2 t∥(−∆)−svϕ0(x, φ(t))∥Lq(Rn) ≤ Ce−
n−1
2 t(1− e−t)2s−n

1
p− 1q

∥ϕ0∥Lp(Rn) for all t > 0,
while for the second term we obtain
e−
n
2 t
 1
0
∥(−∆)−svϕ0(x, φ(t)s)∥Lq(Rn)
2K0(φ(t)s, t;M)+ nK1(φ(t)s, t;M)φ(t) ds
≤ ∥ϕ0∥Lp(Rn)e− n2 t
 1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
 2K0(φ(t)s, t;M)+ nK1(φ(t)s, t;M)φ(t) ds.
We have to estimate the following two integrals of the last inequality: 1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K0(φ(t)s, t;M)φ(t) ds
and  1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K1(φ(t)s, t;M)φ(t) ds,
where φ(t) = 1− e−t and t > 0. We are going to apply the next two lemmas in the case of a = 2s− n( 1p − 1q ) and to prove
the following estimates 1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K0(φ(t)s, t;M)φ(t) ds
≤ CM,n,p,q,se−Mt−

2s−n

1
p− 1q

t
(et − 1)1+2s−n

1
p− 1q

(et + 1)2M−1 for all t > 0,
and  1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K1(φ(t)s, t;M)φ(t) ds
≤ CM,n,p,q,se−Mt−t

2s−n

1
p− 1q

(et − 1)1+2s−n

1
p− 1q

(et + 1)2M−1 for all t > 0.
In particular, 1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K0(φ(t)s, t;M)φ(t) ds ≤ CM,n,p,q,st1+2s−n 1p− 1q  for small t > 0, 1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K0(φ(t)s, t;M)φ(t) ds ≤ CM,n,p,q,seMt for large t,
and  1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K1(φ(t)s, t;M)φ(t) ds ≤ CM,n,p,q,st1+2s−n 1p− 1q  for small t, 1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K1(φ(t)s, t;M)φ(t) ds ≤ CM,n,p,q,seMt for large t. 
Lemma 2.3. Let a > −1 and φ(t) = 1− e−t . Then 1
0
φ(t)asa
K1(φ(t)s, t;M)φ(t) ds ≤ CMe−Mt−at(et − 1)a+1(et + 1)2M−1 for all t > 0.
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In particular, 1
0
φ(t)asa
K1(φ(t)s, t;M)φ(t) ds ≤ CM,at1+a for small t, 1
0
φ(t)asa
K1(φ(t)s, t;M)φ(t) ds ≤ CM,aeMt for large t.
Proof. By the definition of the kernel K1, we obtain 1
0
φ(t)asa
K1(φ(t)s, t;M)φ(t) ds =  1−e−t
0
ra
K1(r, t;M) dr
≤ 4−MeMt
 1−e−t
0
ra

(1+ e−t)2 − r2− 12+M
× F

1
2
−M, 1
2
−M; 1; (1− e
−t)2 − r2
(1+ e−t)2 − r2

dr
≤ 4−MeMt
 et−1
0
et−2Mte−atya

(et + 1)2 − y2− 12+M
× F

1
2
−M, 1
2
−M; 1; (e
t − 1)2 − y2
(et + 1)2 − y2

e−tdy,
where the substitution et r = y has been used. Thus, 1
0
φ(t)asa
K1(φ(t)s, t;M)φ(t) ds ≤ 4−Me−Mt−at  et−1
0
ya

(et + 1)2 − y2− 12+M
× F

1
2
−M, 1
2
−M; 1; (e
t − 1)2 − y2
(et + 1)2 − y2

dy.
On the other hand, forM > 0 we have
F

1
2
−M, 1
2
−M; 1; z

≤ CM for all z ∈ [0, 1],
where
z := (e
t − 1)2 − y2
(et + 1)2 − y2 ∈ [0, 1) for all y ∈ [0, e
t − 1] and all t > 0.
Hence, 1
0
φ(t)asa
K1(φ(t)s, t;M)φ(t) ds ≤ CMe−Mt−at  et−1
0
ya

(et + 1)2 − y2− 12+M dy.
On the other hand, forM > 0 we have et−1
0
ya

(et + 1)2 − y2− 12+M dy = 1
1+ a (z − 1)
1+a(z + 1)2M−1F

1+ a
2
,
1
2
−M; 3+ a
2
; (z − 1)
2
(z + 1)2

,
where a > −1. Hence, forM > 0 we have 1
0
φ(t)asa
K1(φ(t)s, t;M)φ(t) ds ≤ CMe−Mt−at(et − 1)a+1(et + 1)2M−1 for all t > 0.
Thus the lemma is proven. 
Lemma 2.4. Let a > −1,M > 1/2, and φ(t) = 1− e−t . Then 1
0
φ(t)asa
K0(φ(t)s, t;M)φ(t) ds ≤ CM,ae−Mt−at(et − 1)a+1(et + 1)2M−1 for all t > 0.
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In particular, 1
0
φ(t)asa
K0(φ(t)s, t;M)φ(t) ds ≤ CM,ata+1 for small t > 0, 1
0
φ(t)asa
K0(φ(t)s, t;M)φ(t) ds ≤ CM,aeMt for large t.
Proof. By substituting K0 into integral, we obtain 1
0
φ(t)asa
K0(φ(t)s, t;M)φ(t) ds
= 4−MetM
 1−e−t
0
ra

(1+ e−t)2 − r2M 1[(1− e−t)2 − r2](1+ e−t)2 − r2
×


e−t − 1+M(e−2t − 1− r2) F 1
2
−M, 1
2
−M; 1; (1− e
−t)2 − r2
(1+ e−t)2 − r2

+ 1− e−2t + r2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (1− e
−t)2 − r2
(1+ e−t)2 − r2
 dr.
Now we make the change r = e−ty in the last integral and obtain the following estimate: 1−e−t
0
ra

(1+ e−t)2 − r2M 1[(1− e−t)2 − r2](1+ e−t)2 − r2
×


e−t − 1+M(e−2t − 1− r2) F 1
2
−M, 1
2
−M; 1; (1− e
−t)2 − r2
(1+ e−t)2 − r2

+ 1− e−2t + r2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (1− e
−t)2 − r2
(1+ e−t)2 − r2
 dr
≤ e−2Mte−at
 et−1
0
ya

(et + 1)2 − y2M 1
(et − 1)2 − y2(et + 1)2 − y2
×


et − e2t +M(1− e2t − y2) F 1
2
−M, 1
2
−M; 1; (e
t − 1)2 − y2
(et + 1)2 − y2

+ e2t − 1+ y2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (e
t − 1)2 − y2
(et + 1)2 − y2
 dy.
Then we denote z = et and obtain 1
0
φ(t)2s−n

1
p− 1q

s2s−n

1
p− 1q
K0(φ(t)s, t;M)φ(t) ds
≤ z−[2M+a]
 z−1
0
ya

(z + 1)2 − y2M 1
(z − 1)2 − y2(z + 1)2 − y2
×


z − z2 +M(1− z2 − y2) F 1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2

+ z2 − 1+ y2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2
 dy.
To complete the proof of lemma we need the estimate given by the following proposition. 
Proposition 2.5. If a > −1 and M > 1/2, then z−1
0
ya

(z + 1)2 − y2M 1
(z − 1)2 − y2(z + 1)2 − y2
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×
z − z2 +M(1− z2 − y2) F

1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2

+ z2 − 1+ y2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2
 dy
≤ CM,n,p,q,s(z − 1)1+a(1+ z)2M−1.
Proof. We follow the arguments have been used in the proof of Lemma 4.7 [23]. If M > 0, then the both involved
hypergeometric functions are bounded and the integral can be estimated as follows. We divide the domain of integration
into two zones:
Z1(ε, z) :=

(z, r) | (z − 1)
2 − r2
(z + 1)2 − r2 ≤ ε, 0 ≤ r ≤ z − 1

,
Z2(ε, z) :=

(z, r) | ε ≤ (z − 1)
2 − r2
(z + 1)2 − r2 , 0 ≤ r ≤ z − 1

,
and then split the integral into two parts, z−1
0
⋆ dr =

(z,r)∈Z1(ε,z)
⋆ dr +

(z,r)∈Z2(ε,z)
⋆ dr.
In the first zone Z1(ε, z)we have
F

1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2

= 1+

1
2
−M
2
(z − 1)2 − y2
(z + 1)2 − y2 + O

(z − 1)2 − y2
(z + 1)2 − y2
2
,
F

−1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2

= 1−

1
4
−M2

(z − 1)2 − y2
(z + 1)2 − y2 + O

(z − 1)2 − y2
(z + 1)2 − y2
2
.
We use the last formulas to estimate the term containing the hypergeometric functions:z − z2 +M(1− z2 − y2) F

1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2

+ z2 − 1+ y2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2

≤ 1
2

(z − 1)2 − y2+ 1
8
|2M − 1| y2 + 2z(z − 1)+ z2 − 1+ 2M 3y2 + 2z(z − 1)+ z2 − 1
× (z − 1)
2 − y2
(z + 1)2 − y2 +
1
2

(z − 1)2 − y2O (z − 1)2 − y2
(z + 1)2 − y2
2
.
Hence, we have to consider the following two integrals, which can be easily estimated,
A1 :=

(z,y)∈Z1(ε,z)
ya

(z + 1)2 − y2M− 12 dy,
A2 := z2

(z,y)∈Z1(ε,z)
ya

(z + 1)2 − y2M− 32 dy,
for all z ∈ [1,∞). Indeed, for A1 we obtain
A1 ≤
 z−1
0
ya

(z + 1)2 − y2M− 12 dy
= 1
1+ a (z − 1)
1+a(z + 1)2M−1F

1+ a
2
,
1
2
−M; 3+ a
2
; (z − 1)
2
(z + 1)2

≤ CM,n,p,q,s(z − 1)1+a(z + 1)2M−1.
Similarly, ifM > 0, then
A2 ≤ z2
 z−1
0
ya

(z + 1)2 − y2M− 32 dy
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= z2 1
1+ a (z − 1)
1+a(z + 1)2M−3F

1+ a
2
,
3
2
−M; 3+ a
2
; (z − 1)
2
(z + 1)2

.
On the other hand, forM > 1/2, and a > −1, the inequalityF 1+ a2 , 32 −M; 3+ a2 ; ζ
 ≤ C for all ζ ∈ [0, 1),
implies
A2 ≤ CM,n,p,q,s(z − 1)1+a(z + 1)2M−1.
Finally, for the integral over the first zone Z1(ε, z)we have obtained
(z,r)∈Z1(ε,z)
⋆ dr ≤ CM,n,p,q,s(z − 1)1+a(z + 1)2M−1.
In the second zone we have
0 < ε ≤ (z − 1)
2 − r2
(z + 1)2 − r2 < 1 and
1
(z − 1)2 − r2 ≤
1
ε[(z + 1)2 − r2] .
Then, the hypergeometric functions obey the estimatesF −12 −M, 12 −M; 1; ζ
 ≤ C and F 12 −M, 12 −M; 1; ζ
 ≤ CM for all ζ ∈ [ε, 1).
This allows us to estimate the integral over the second zone:
(z,y)∈Z2(ε,z)
ya

(z + 1)2 − y2M 1
(z − 1)2 − y2(z + 1)2 − y2
×
z − z2 +M(1− z2 − y2) F

1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2

+ z2 − 1+ y2 1
2
+M

F

−1
2
−M, 1
2
−M; 1; (z − 1)
2 − y2
(z + 1)2 − y2
 dy
≤ CM,n,p,q,sz2

(z,y)∈Z2(ε,z)
ya

(z + 1)2 − y2M− 32 dy
≤ CM,n,p,q,sz2
 z−1
0
ya

(z + 1)2 − y2M− 32 dy
≤ CM,n,p,q,s(z − 1)1+a(z + 1)2M−1 for all z ∈ [1,∞).
The rest of the proof is a repetition of the above used arguments. Thus, the proposition is proven. 
2.2. Lp − Lq estimates for equation with source, n ≥ 2
Theorem 2.6. Let Φ = Φ(x, t) be a solution of the Cauchy problem
Φtt + nΦt − e−2t1Φ ±m2Φ = f , Φ(x, 0) = 0, Φt(x, 0) = 0, (2.5)
with either M =

n2
4 −m2 and m <
√
n2 − 1/2 for the case of ‘‘plus’’, or M =

n2
4 +m2 for the case of ‘‘minus’’. Then
Φ = Φ(x, t) satisfies the following Lp − Lq estimate:
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe−Mte− n2 te−t

2s−n

1
p− 1q
  t
0
e
n
2 beMb
× (et−b − 1)1+2s−n

1
p− 1q

(et−b + 1)2M−1∥f (x, b)∥Lp(Rn) db,
for all t > 0, provided that 1 < p ≤ 2, 1p + 1q = 1, 12 (n+ 1)

1
p − 1q

≤ 2s ≤ n

1
p − 1q

< 2s+ 1.
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Proof. From (2.2) we have
Φ(x, t) = 2e− n2 t
 t
0
db
 e−b−e−t
0
dr e
n
2 bv(x, r; b)4−MeM(b+t) (e−t + e−b)2 − r2− 12+M
× F

1
2
−M, 1
2
−M; 1; (e
−b − e−t)2 − r2
(e−b + e−t)2 − r2

,
where according to (2.4) we can write
∥(−∆)−sv(x, r; b)∥Lq(Rn) ≤ Cr2s−n

1
p− 1q

∥f (x, b)∥Lp(Rn) for all r > 0.
Hence,
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ 2e− n2 t
 t
0
db
 e−b−e−t
0
dr e
n
2 b∥(−∆)−sv(x, r; b)∥Lq(Rn)4−M
× eM(b+t) (e−t + e−b)2 − r2− 12+M
×
F 12 −M, 12 −M; 1; (e−b − e−t)2 − r2(e−b + e−t)2 − r2

≤ CMeMte− n2 t
 t
0
e
n
2 beMb∥f (x, b)∥Lp(Rn) db
×
 e−b−e−t
0
r2s−n

1
p− 1q
 
(e−t + e−b)2 − r2− 12+M
×
F 12 −M, 12 −M; 1; (e−b − e−t)2 − r2(e−b + e−t)2 − r2
 dr.
Following the outline of the proof of Lemma 2.3 we set r = ye−t and obtain
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe−Mte− n2 te−t

2s−n

1
p− 1q
  t
0
e
n
2 beMb∥f (x, b)∥Lp(Rn) db
 et−b−1
0
y2s−n

1
p− 1q

× (et−b + 1)2 − y2− 12+M F 12 −M, 12 −M; 1; (et−b − 1)2 − y2(et−b + 1)2 − y2
 dy.
Hence, we have to estimate the integral z−1
0
ya

(z + 1)2 − y2− 12+M F 12 −M, 12 −M; 1; (z − 1)2 − y2(z + 1)2 − y2
 dy,
where z = et−b > 1 and a = 2s− n( 1p − 1q ) > −1. On the other hand, ifM > 1/2, then we have z−1
0
ya

(z + 1)2 − y2− 12+M F 12 −M, 12 −M; 1; (z − 1)2 − y2(z + 1)2 − y2
 dy
≤ CM
 z−1
0
ya

(z + 1)2 − y2− 12+M dy
= CM 11+ a (e
t−b − 1)1+a(et−b + 1)−1+2MF

1+ a
2
,
1
2
−M; 3+ a
2
; (e
t−b − 1)2
(et−b + 1)2

≤ CM 11+ a (e
t−b − 1)1+a(et−b + 1)−1+2M .
Thus,
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe−Mte− n2 te−t

2s−n

1
p− 1q
  t
0
e
n
2 beMb(et−b − 1)1+2s−n

1
p− 1q

× (et−b + 1)2M−1∥f (x, b)∥Lp(Rn) db.
The theorem is proven. 
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Corollary 2.7. Let Φ = Φ(x, t) be a solution of the Cauchy problem considered in Theorem 2.6. Then for n ≥ 2 and M > 1/2
one has the following estimate
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe−( n2−M)t
 t
0
e(
n
2−M)be−b

2s−n

1
p− 1q

∥f (x, b)∥Lp(Rn) db,
provided that 1 < p ≤ 2, 1p + 1q = 1, 12 (n+ 1)

1
p − 1q

≤ 2s ≤ n

1
p − 1q

< 2s+ 1.
Proof. SinceM > 1/2 and 1+ 2s− n( 1p − 1q ) ≥ 0 we have
∥(−∆)−sΦ(x, t)∥Lq(Rn) ≤ CMe−Mte− n2 te−t

2s−n

1
p− 1q
  t
0
e
n
2 beMb(et−b − 1)1+2s−n

1
p− 1q

× (et−b + 1)2M−1∥f (x, b)∥Lp(Rn) db
≤ CMeMte− n2 t
 t
0
e
n
2 beMb(e−b − e−t)1+2s−n

1
p− 1q

e−b(2M−1)∥f (x, b)∥Lp(Rn) db
≤ CMeMte− n2 t
 t
0
e
n
2 be−Mbe−b

2s−n

1
p− 1q

∥f (x, b)∥Lp(Rn) db.
The corollary is proven. 
3. Global existence. Small data solutions
The Cauchy problem for Eq. (0.3) was studied in [28]. For the case of nonlinearity F(Φ) = c|Φ|α+1, c ≠ 0, Theorem
1.1 [28], implies the nonexistence of the global solution even for arbitrary small initial functions ϕ0(x) and ϕ1(x) under
some conditions on n, α, andM . By means of the evident transformation one can apply the conclusion of Theorem 1.1 [28]
to the equation with imaginary physical mass (see (3.1)) and derive the following blowup result.
Theorem 3.1. Suppose that F(Φ) = c|Φ|α+1, c ≠ 0, and α > 0. Then, for every α > 0,N, and ε, there exist ϕ0, ϕ1 ∈ C∞0 (Rn)
such that
∥ϕ0∥CN (Rn) + ∥ϕ1∥CN (Rn) < ε
but a global in time solutionΦ ∈ C2([0,∞); Lq(Rn)) of the equation
Φtt + nΦt − e−2t1Φ −m2Φ = c|Φ|α+1, (3.1)
with permanently bounded support does not exist for all q ∈ [2,∞). More precisely, there is T > 0 such that
lim
t↗T

Rn
Φ(x, t)dx = ∞.
This theorem shows that instability of the trivial solution occurs in a very strong sense, that is, an arbitrarily small
perturbation of the initial data can make the perturbed solution blowing up in finite time.
Ifwe allow large initial data, then, according to Theorem1.2 [28], the concentration of themass, due to the non-dispersion
property of the de Sitter spacetime, leads to the nonexistence of the global solution, which cannot be recovered even by
adding an exponentially decaying factor in the nonlinear term. More precisely, the next theorem states that the solution
blows up in finite time.
Theorem 3.2. Suppose that F(Φ) = ceγ t |Φ|α+1, c ≠ 0, α > 0, and γ ∈ R. Then, for every α > 0 and n there exist
ϕ0, ϕ1 ∈ C∞0 (Rn) such that a global in time solution Φ ∈ C2([0,∞); Lq(Rn)) of Eq. (3.1) with permanently bounded support
does not exist for all q ∈ [2,∞). More precisely, there is T > 0 such that
lim
t↗T

Rn
Φ(x, t) dx = ∞.
Thus, for every α > 0 the large energy classical solution of the Cauchy for Eq. (3.1) blows up.
It is evident that, if solution is real-valued and either α is odd or the nonlinear term isΦα+1 with an integer nonnegative
α, then the support of the solution with such initial data is permanently bounded.
In fact, the results of the previous sections are valid also in more general spaces of functions. In what follows, the space
Ms,q can be each of the following spaces Lq(Rn), Sobolev spacesW s,q(Rn), W˙ s,q(Rn), or Besov spaces Bs,q(Rn), B˙s,q(Rn).
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Lemma 3.3. Let Φ = Φ(x, t) be a solution of the Cauchy problem (2.5) with either M =

n2
4 −m2 and m <
√
n2 − 1/2 for
the case of ‘‘plus’’, or M =

n2
4 +m2 for the case of ‘‘minus’’. Then for n ≥ 2 one has the following estimate
∥(−∆)l−sΦ(x, t)∥Lq(Rn) ≤ CMe−( n2−M)t
 t
0
e(
n
2−M)be−b

2s−n

1
p− 1q

∥(−∆)lf (x, b)∥Lp(Rn) db,
for all t > 0, provided that 1 < p ≤ 2, 1p + 1q = 1, 12 (n+ 1)

1
p − 1q

≤ 2s ≤ n

1
p − 1q

< 2s+ 1. Moreover,
∥(−∆)−sΦ(x, t)∥Ml,q ≤ CMe−(
n
2−M)t
 t
0
e(
n
2−M)be−b

2s−n

1
p− 1q

∥f (x, b)∥Ml,p db.
In particular,
∥Φ(x, t)∥H(l)(Rn) ≤ CMe−(
n
2−M)t
 t
0
e(
n
2−M)b∥f (x, b)∥H(l)(Rn) db.
For the equation with ‘‘plus’’ and large mass, m ≥ n/2, and with the curved mass M = m2 − n2/4, one has the following
estimate
∥(−∆)l−sΦ(x, t)∥Lq(Rn) ≤ CMe− n2 t
 t
0
e
n
2 beb

e−b − e−t1+2s−n 1p− 1q  (1+ t − b)1−sgnM∥(−∆)lf (x, b)∥Lp(Rn) db.
Moreover,
∥(−∆)−sΦ(x, t)∥Ml,q ≤ CMe−
n
2 t
 t
0
e
n
2 beb

e−b − e−t1+2s−n 1p− 1q  (1+ t − b)1−sgnM∥f (x, b)∥Ml,p db.
In particular,
∥Φ(x, t)∥H(l)(Rn) ≤ CMe−
n
2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM∥f (x, b)∥H(l)(Rn) db.
Here the rate of exponential factors is independent of the curved massM and, consequently, of the mass m.
Proof. The statements of this lemma follow immediately from Corollary 2.7 and Section 1. 
The last lemma and the fixed point theorem allow us to prove global existence in the Cauchy problem for semilinear
equations. For the simplicity we consider the potential function
V ′(φ) = m2φ − F(Φ). (3.2)
For instance, it can be
V ′(φ) = m2φ − λ|φ|αφ, α > 0,
wherem > 0 and λ ≠ 0. In the de Sitter universe the equation for the scalar field with potential function V is the covariant
wave equation
gφ = V ′(φ) or 1√|g|
∂
∂xi
|g|g ik ∂φ
∂xk

= V ′(φ),
with the usual summation convention. Written explicitly in coordinates in the de Sitter spacetime it, in particular, for (3.2),
has the form (0.5):
Φtt + nΦt − e−2t1Φ +m2Φ = F(Φ).
Scalar fields play a fundamental role in the standard model of particle physics, as well as, its possible extensions. In
particular, scalar fields generate spontaneous symmetry breaking and provide masses to gauge bosons and chiral fermions
by the Brout–Englert–Higgs mechanism [30] using a Higgs-type potential [31].
We study the Cauchy problem (0.5), (0.6) through the integral equation. To determine that integral equation we appeal
to the operator
G := K ◦WE,
where
WE[f ](x, t; b) = v(x, t; b)
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and the function v(x, t; b) is a solution to the Cauchy problem for the wave equation (1.5), while K is introduced either
by (1.7),
K[v](x, t) := 2e− n2 t
 t
0
db
 e−b−e−t
0
dr e
n
2 bv(x, r; b)E(r, t; 0, b),
for the large massm, or by (2.2),
K[v](x, t) := 2e− n2 t
 t
0
db
 e−b−e−t
0
dr e
n
2 bv(x, r; b)E(r, t; 0, b;M), (3.3)
for the small massm. Hence,
G[f ](x, t) = 2e− n2 t
 t
0
db
 e−b−e−t
0
dr e
n
2 bWE[f ](x, r; b)E(r, t; 0, b;M).
Thus, the Cauchy problem (0.5), (0.6) leads to the following integral equation
Φ(x, t) = Φ0(x, t)+ G[F(Φ)](x, t). (3.4)
Every solution to Eq. (0.5) solves also the last integral equation with some function Φ0(x, t), which, in fact, is a solution of
the Cauchy problem (1.10).
3.1. Solvability of the integral equation associated with Klein–Gordon equation
Consider the integral equation (3.4) where Φ0 = Φ0(x, t) is a given function. Every solution to Eq. (0.5) solves also the
last integral equationwith some functionΦ0 = Φ0(x, t). We are going to apply the Banach fixed-point theorem. To estimate
nonlinear term we use the Lipschitz Condition (L). Evidently, the Condition (L) imposes some restrictions on n, α, s. Now
we consider the integral equation (3.4), where the functionΦ0 ∈ C([0,∞); Lq(Rn)) is given.We note here that any classical
solution to Eq. (0.5) solves also the integral equation (3.4) with some function Φ0(t, x), which is classical solution to the
Cauchy problem for the linear equation (1.10).
Solvability of the integral equation (3.4) depends on the operator G. For the operator G generated by the linear part
of Eq. (3.1) the global solvability of the integral equation (3.4) was studied in [28]. For the case of nonlinearity F(Φ) =
c|Φ|α+1, c ≠ 0, the results of [28] imply the nonexistence of the global solution even for arbitrary small function Φ0(x, 0)
under some conditions on n, α, andM .
We start with the case of Sobolev space H(s)(Rn) with s > n/2, which is an algebra. In the next theorem operatorK is
generated by linear part of Eq. (0.5).
Theorem 3.4. Assume that F(u) is Lipschitz continuous in the space H(s)(Rn), s > n/2, F(0) = 0, and also that α > 0. Then for
every given functionΦ0(x, t) ∈ X(R, s, γ0) such that
sup
t∈[0,∞)
eγ0t∥Φ0(·, t)∥H(s)(Rn) < ε,
γ0 ≤ n2 −

n2
4
−m2 if 0 < m <

n2 − 1/2, while γ0 = 0 if n2 ≤ m,
and for sufficiently small ε the integral equation (3.4) has a unique solution Φ(x, t) ∈ X(R, s, γ ) with 0 < γ < γ0/(α + 1) if
0 < m <
√
n2 − 1/2 and γ0 ≤ n2 −

n2
4 −m2, while γ = 0 if n2 ≤ m. For the solution one has
sup
t∈[0,∞)
eγ t∥Φ(·, t)∥H(s)(Rn) < 2ε.
Proof. Consider the mapping
S[Φ](x, t) := Φ0(x, t)+ G[F(Φ)](x, t).
We are going to prove that S maps X(R, s, γ ) into itself and is a contraction provided that ε and R are sufficiently small.
The case of the small physical mass 0 < m <
√
n2 − 1/2. In this case the operatorK is given by (2.2) and M =

n2
4 −m2.
Lemma 3.3 with γ = 1
α+1 (
n
2 −M − δ) > 0 and δ > 0 implies
∥S[Φ](·, t)∥H(s)(Rn) ≤ ∥Φ0(·, t)∥H(s)(Rn) + ∥G[F(Φ)](·, t)∥H(s)(Rn)
≤ ∥Φ0(·, t)∥H(s)(Rn) + CMe−(
n
2−M)t
 t
0
e(
n
2−M)b∥F(Φ)(·, b)∥H(s)(Rn) db
≤ ∥Φ0(·, t)∥H(s)(Rn) + CMe−γ (α+1)t−δt
 t
0
eγ (α+1)b+δb∥F(Φ)(·, b)∥H(s)(Rn) db.
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Taking into account the Condition (L)we arrive at
∥S[Φ](·, t)∥H(s)(Rn) ≤ ∥Φ0(·, t)∥H(s)(Rn) + CMe−γ (α+1)t−δt
 t
0
eγ (α+1)b+δb∥Φ(·, b)∥α+1H(s)(Rn) db
≤ ∥Φ0(·, t)∥H(s)(Rn) + CMe−γ (α+1)t−δt
 t
0
eδb

eγ b∥Φ(·, b)∥H(s)(Rn)
α+1
db.
Then
eγ t∥S[Φ](x, t)∥H(s)(Rn) ≤ eγ (α+1)t∥S[Φ](x, t)∥H(s)(Rn)
≤ eγ (α+1)t∥Φ0(·, t)∥H(s)(Rn) + CM

sup
τ∈[0,∞)
eγ τ∥Φ(·, τ )∥H(s)(Rn)
α+1
e−δt
 t
0
eδb db
≤ eγ0t∥Φ0(·, t)∥H(s)(Rn) + CMδ−1

sup
τ∈[0,∞)
eγ τ∥Φ(·, τ )∥H(s)(Rn)
α+1
,
and
sup
t∈[0,∞)
eγ t∥S[Φ](x, t)∥H(s)(Rn) ≤ sup
t∈[0,∞)
eγ0t∥Φ0(·, t)∥H(s)(Rn) + CMδ−1
×

sup
t∈[0,∞)
eγ t∥Φ(·, τ )∥H(s)(Rn)
α+1
. (3.5)
In particular, if γ0 = n2 −M > 0, then, with δ > 0 such that γ (α + 1) = n2 −M − δ < γ0, we have
sup
t∈[0,∞)
eγ t∥S[Φ](·, t)∥H(s)(Rn) ≤ sup
t∈[0,∞)
e(
n
2−M)t∥Φ0(·, t)∥H(s)(Rn) + C

sup
t∈[0,∞)
eγ t∥Φ(·, t)∥H(s)(Rn)
α+1
.
Thus, the last inequality proves that the operator S maps X(R, s, γ ) into itself if ε and R are sufficiently small, namely, if
ε + CRα+1 < R.
It remains to prove that S is a contraction mapping. As a matter of fact, we just need to apply estimate (0.4) and get the
contraction property from
eγ t∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) ≤ CR(t)αd(Φ,Ψ ),
where R(t) := max{sup0≤τ≤t eγ τ∥Φ(·, τ )∥H(s)(Rn), sup0≤τ≤t eγ τ∥Ψ (·, τ )∥H(s)(Rn)} ≤ R. Indeed, we have
∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) = ∥G[ (F(Φ)− F(Ψ ))](·, t)∥H(s)(Rn)
≤ CMe−( n2−M)t
 t
0
e(
n
2−M)b∥(F(Φ)− F(Ψ ))(·, b)∥H(s)(Rn) db
≤ CMe−γ (α+1)t−δt
 t
0
eγ (α+1)b+δb∥(F(Φ)− F(Ψ ))(·, b)∥H(s)(Rn) db
≤ CMe−γ (α+1)t−δt
 t
0
eγ (α+1)b+δb∥Φ(·, b)− Ψ (·, b)∥H(s)(Rn)
×

∥Φ(·, b)∥αH(s)(Rn) + ∥Ψ (·, b)∥αH(s)(Rn)

db.
Thus, taking into account the last estimate and the definition of the metric d(Φ,Ψ ), we obtain
eγ (α+1)t∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) ≤ CMe−δt
 t
0
eγ (α+1)b+δb∥Φ(·, b)− Ψ (·, b)∥H(s)(Rn)
×

∥Φ(·, b)∥αH(s)(Rn) + ∥Ψ (·, b)∥αH(s)(Rn)

db
≤ CMe−δt
 t
0
eδb

max
0≤τ≤b
eγ τ∥Φ(·, τ )− Ψ (·, τ )∥H(s)(Rn)

×

max
0≤τ≤b
eγ τ∥Φ(·, τ )∥H(s)(Rn)
α
+

max
0≤τ≤b
eγ τ∥Ψ (·, τ )∥H(s)(Rn)
α
db
≤ CM,αd(Φ,Ψ )R(t)αe−δt
 t
0
eδb db
≤ CM,αδ−1d(Φ,Ψ )R(t)α.
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Consequently,
eγ t∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) ≤ CM,αδ−1R(t)αd(Φ,Ψ ).
Then we choose ε and R such that CM,αδ−1Rα < 1. The Banach fixed point theorem completes the proof for the case of small
physical mass.
The case of the large physical mass m ≥ n/2. In this case the operatorK is given by (1.7). We set γ = 0 in the definition of
metric of the space X(R, s, γ ). Then we have
∥S[Φ](·, t)∥H(s)(Rn) ≤ ∥Φ0(·, t)∥H(s)(Rn) + ∥G[F(Φ)](·, t)∥H(s)(Rn)
≤ ∥Φ0(·, t)∥H(s)(Rn) + CMe−
n
2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM∥F(Φ)(·, b)∥H(s)(Rn) db
≤ ∥Φ0(·, t)∥H(s)(Rn) + CM,αe−
n
2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM∥Φ(·, b)∥α+1H(s)(Rn) db.
Hence
∥S[Φ](·, t)∥H(s)(Rn) ≤ ∥Φ0(·, t)∥H(s)(Rn) + CM,α

sup
τ∈[0,∞)
∥Φ(·, τ )∥H(s)(Rn)
α+1
e−
n
2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM db
≤ ∥Φ0(·, t)∥H(s)(Rn) + CM,α
4
n

sup
τ∈[0,∞)
∥Φ(·, τ )∥H(s)(Rn)
α+1
.
Then we choose ε and R such that ε + 4CM,αRα+1/n < R.
To prove that S is a contraction mapping, we just need to apply estimate (3.5) and get the contraction property from
∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) ≤ CR(t)αd(Φ,Ψ ),
where R(t) := max{sup0≤τ≤t ∥Φ(·, τ )∥H(s)(Rn), sup0≤τ≤t ∥Ψ (·, τ )∥H(s)(Rn)} ≤ R. Indeed, we have
∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) = ∥G[ (F(Φ)− F(Ψ ))](·, t)∥H(s)(Rn)
≤ CMe− n2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM∥(F(Φ)− F(Ψ ))(·, b)∥H(s)(Rn) db
≤ CM,αe− n2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM∥Φ(·, b)− Ψ (·, b)∥H(s)(Rn)
×

∥Φ(·, b)∥αH(s)(Rn) + ∥Ψ (·, b)∥αH(s)(Rn)

db.
Thus, taking into account the last estimate and a definition of the metric, we obtain
∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) ≤ CM,αe−
n
2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM∥Φ(·, b)− Ψ (·, b)∥H(s)(Rn)
×

∥Φ(·, b)∥αH(s)(Rn) + ∥Ψ (·, b)∥αH(s)(Rn)

db
≤ CM,αe− n2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM

max
0≤τ≤b
∥Φ(·, τ )− Ψ (·, τ )∥H(s)(Rn)

×

max
0≤τ≤b
∥Φ(·, τ )∥H(s)(Rn)
α
+

max
0≤τ≤b
∥Ψ (·, τ )∥H(s)(Rn)
α
db
≤ CM,αd(Φ,Ψ )R(t)αe− n2 t
 t
0
e
n
2 b(1+ t − b)1−sgnM db
≤ CM,α 4nd(Φ,Ψ )R(t)
α,
and, consequently,
∥S[Φ](·, t)− S[Ψ ](·, t)∥H(s)(Rn) ≤ CM,α
4
n
δ−1R(t)αd(Φ,Ψ ).
Then we choose ε and R such that 4CM,αδ−1Rα/n < 1. The Banach fixed point theorem completes the proof of theorem. 
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3.2. Proof of Theorem 0.1
The case of the small physical mass m <
√
n2 − 1/2. In this case the operatorK is given by (2.2) andM =

n2
4 −m2. Then
for the function Φ0, that is, for the solution of the Cauchy problem (1.10) and for s > n2 , p = q = 2, n ≥ 2, according to
Theorem 2.2 we have the estimate
∥Φ0(x, t)∥H(s)(Rn) ≤ CM,n,p,q,se(M−
n
2 )t

∥ϕ0∥H(s)(Rn) + ∥ϕ1∥H(s)(Rn)

.
According to Theorem 3.4, for every initial functions ϕ0 and ϕ1 the function Φ0 belongs to the space X(R, s, γ ), where the
operator S is a contraction. In the case of n = 3 that meansm2 < 2, that is, the physical mass must be inside of the Higuchi
bound [32]. The consideration done in Section 3.1 completes the proof of the existence of the global solution.
The case of the large physical mass m ≥ n/2. In this case the operator K is given by (1.7). We set γ = 0 in the definition
of metric of the space X(R, s, γ ). Then for the function Φ0, that is for the solution of the Cauchy problem (1.10) and for
s > n2 , p = q = 2, n ≥ 2 we have the estimate (1.11),
∥Φ0(x, t)∥H(s)(Rn) ≤ CMe−
n
2 t(1+ t)1−sgnM

e
t
2 ∥ϕ0∥H(s)(Rn) + ∥ϕ1∥H(s)(Rn)

≤ CM

∥ϕ0∥H(s)(Rn) + ∥ϕ1∥H(s)(Rn)

.
Thus, Φ0 ∈ X(R, s, 0). According to Section 3.1, the Banach fixed point theorem implies the existence of the solution
Φ ∈ X(R, s, 0) of the integral equation (3.5) provided that R is sufficiently small. The theorem is proven. 
One can consider the problemwith the initial functions ϕ0, ϕ1 in the Sobolev spaces with a higher index and in the Besov
spaces. The necessary modifications we leave to the reader.
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