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SHARP CONNECTIONS BETWEEN BERRY-ESSEEN
CHARACTERISTICS AND EDGEWORTH EXPANSIONS
FOR STATIONARY PROCESSES
MORITZ JIRAK, WEI BIAO WU, AND OU ZHAO
Abstract. Given a weakly dependent stationary process, we describe
the transition between a Berry-Esseen bound and a second order Edge-
worth expansion in terms of the Berry-Esseen characteristic. This char-
acteristic is sharp: We show that Edgeworth expansions are valid if and
only if the Berry-Esseen characteristic is of a certain magnitude. If this
is not the case, we still get an optimal Berry-Esseen bound, thus describ-
ing the exact transition. We also obtain (fractional) expansions given
3 < p ≤ 4 moments, where a similar transition occurs. Correspond-
ing results also hold for the Wasserstein metric W1, where a related,
integrated characteristic turns out to be optimal. As an application,
we establish novel weak Edgeworth expansion and CLTs in Lp and the
metric W1. As another application, we show that a large class of high
dimensional linear statistics admit Edgeworth expansions without any
smoothness constraints, that is, no non-lattice condition or related is
necessary. In all results, the necessary weak-dependence assumptions
are very mild. In particular, we show that many prominent dynamical
systems and models from time series analysis are within our framework,
giving rise to many new results in these areas.
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1. Introduction
Consider a strictly stationary sequence (Xk)k∈Z of real-valued random
variables with EXk = 0 and EX
2
k < ∞. If the sequence exhibits weak
dependence in a certain sense, then the distribution of
n−1/2Sn, where Sn = X1 +X2 + . . .+Xn,
is asymptotically normal, see for instance [46] and the references therein.
This fact has made the central limit theorem one of the most important
tools in probability theory and statistics. On the other hand, it was already
noticed by Chebyshev [11] and Edgeworth [20] that normal approximations
can be improved in terms of (Edgeworth) expansions Ψn (see (2.4) below),
implying the approximation
sup
x∈R
∣∣P(Sn ≤ x√n)−Ψn(x)∣∣ = O(n− 12 ) (or even better).(1.1)
Motivated by applications in actuarial science, Crame´r gave rigorous
proofs in [14], and ever since, Edgeworth expansions have been an indispens-
able tool in actuarial science and finance, see for instance [1], [26] among
others for applications regarding option and derivative pricing. Edgeworth
expansions and local limit theorems also play a fundamental role in dynam-
ical system theory, we refer to [19] and [30] for more contemporary results
and accounts. On the other hand, in a very influential work, Efron [21]
broadened the view on resampling techniques (e.g. bootstrapping) and
3demonstrated their significant superior performance compared to normal
approximations, see [22], [32], [43] for an overview. Not surprisingly, the key
tools for analysing, and, in particular, showing superiority of resampling
methods, are again Edgeworth expansions.
As is well-known, approximation (1.1) is not for free and requires ad-
ditional assumptions compared to a Berry-Esseen bound of order n−1/2.
If (Xk)k∈Z are independent, a well developed theory is given in [5], [53].
However, if (weak) dependence is present, the theory becomes much more
complicated. In a Markovian (and dynamical systems) context, based on
the spectral method initiated by [50], the validity of Edgeworth expansions
has been shown by many authors subject to various additional assumptions,
e.g. [30], [35], [19] and [40] to name a few, but this list is by no means ex-
haustive. Results without relying on a Markovian structure are less common
and were obtained, among others, in [27], [34], [41]. Particularly the work
of [27] is considered as a breakthrough. A key assumption in all those results
is a conditional Crame´r type condition, a version of which can be stated as
sup
|u|≥c
E
∣∣∣E[eiuS2m∣∣Gm]∣∣∣ ≤ e−c, c−1 < m < n,(1.2)
where c > 0 is a constant and Gm are special σ-algebras. On one hand,
(1.2) allows for a modification of the Tikhomirov-Stein method, established
in [56], to obtain Edgeworth expansions of any order s ∈ N. On the
other hand, (1.2) is known to be suboptimal for truly dependent sequences
(cf. [28]). For i.i.d. sequences, (1.2) is equivalent to the classical Crame´r
condition, which is also suboptimal, see e.g. [2] for more recent advances.
Despite its significance, when and how Edgeworth expansions are valid for
weakly dependent sequences has been an open problem for decades. The
only exception appears to be [28], where a transition is described in the
case of m-dependent (m fixed) potential functions. Note that the method
of proof in [28] crucially hinges on the fact that m is fixed and finite.
In this paper, we provide a neat solution to this open problem in the
context of general, weakly dependent Bernoulli-shift sequences1. In partic-
ular, we describe the exact transition between a Berry-Esseen bound and a
second-order Edgeworth expansion. Our novel approach is fundamentally
different from previous attempts (see Section 1.6 for a brief overview), and
works in a very general setup. Among other things, we show that
sup
x∈R
∣∣P(Sn ≤ x√n)−Ψn(x)∣∣ = O(n− 12 ) iff CTn = O(n− 12 ),
1The results can be extended to more general K-automorphisms subject to a related
weak-dependence condition, see Section 4 for details.
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where CTn is the Berry-Esseen characteristic, defined in (2.6) below. More-
over, we only require the very mild algebraic decay assumption
∞∑
k=1
k2λk,p <∞, p ≥ 3,(1.3)
where λk,p are well-established dependence coefficients in the literature, see
Section 2 for details. Typically, even if a conditional Crame´r condition is
assumed to be valid, a geometric decay of the dependence coefficients is re-
quired in the literature (as is the case in the works mentioned above), ruling
out many important processes, for instance linear processes with dependent
innovations, functions of linear processes or Volterra processes. Algebraic
results we are aware of, in this context, are [36], [42], which, apart from a
conditional Crame´r condition, require higher moment assumptions depend-
ing on the rate of decay, leading to rather strong conditions. A geometric
decay typically allows for simpler arguments, as the additional loss is only
of logarithmic order. In contrast, algebraic bounds require more refined ar-
guments, in particular, we find that relying only on (1.3) is a rather difficult
problem. In the following, we describe additional features of our results.
1.1. Fractional expansions. Given 3 < p < 4 non-integer moments, our
results appear to be the first fractional expansions for weakly-dependent
sequences with almost optimal error terms, even in the case of m-dependent
(m fixed) Bernoulli-shift sequences. Here, ’fraction’ refers to the fact that p
is not an integer. Note that even for i.i.d. sequences, fractional expansions
are not so easy to obtain, see [7], [53]. The additional difficulty arises from
the fact that the improvement can no longer solely be gained by ’matching
moments’, as is the case if p is an integer.
1.2. The Wasserstein metric W1. More recently, the Wasserstein dis-
tance Wp, p ≥ 1 has attracted considerable attention, often in connection
with Stein’s method. Central limit theorems, alongside convergence rates,
are given in [12], [16], [64] to name a few. For independent sequences, Edge-
worth expansions are considered in [8]. For the special case W1, we are able
to transfer our results and show that second-order Edgeworth expansions
are valid if and only if the integrated characteristic ITn , defined in (3.4),
satisfies ITn = O(n−1/2).
1.3. High dimensional linear statistics. Given a separable Hilbert space
H, many important statistics and tests in a (broad) high dimensional context
are based on
〈θ, Sn〉, θ, Sn ∈ H,
see Section 5 for some key examples. We show that under some natural
conditions, statistics of this type admit Edgeworth expansions without any
smoothness condition. In particular, no (conditional) Crame´r condition is
necessary.
51.4. Smooth functions and weak Edgeworth expansions. In a series
of papers [47], [48], [49], Mykland (see also [59]) derived Edgeworth ex-
pansions for Ef(n−1/2Sn) in a test function topology (o2) for martingales
subject to some regularity conditions, and gave many examples for their
usefulness. For a function f : R→ R, this means, among other things, that
the second derivative exists and is uniformly bounded.
Being able to describe the exact transition allows us to considerably
strengthen this result and recover the phenomenon from the i.i.d. case:
If f : R → R possesses a continuous and uniformly bounded derivative,
then Ef(n−1/2Sn) can be approximated by an Edgeworth-corrected expec-
tation without any additional conditions, a so-called weak Edgeworth ex-
pansion (cf. [59]). In particular, no Crame´r condition is necessary, see for
instance [5]. Based on the characteristic CTn , we can show an analogous
result for weakly dependent Bernoulli-shift sequences satisfying (1.3).
1.5. Examples. We discuss a number of prominent examples from the lit-
erature in Section 7, where our results apply. Apart from the novel, sharp
characterization of the transition, the CLTs in Lp and W1 with optimal rate
appear to be new as well. As examples, we discuss well-known dynamical
systems, random walks and time series models.
1.6. The approach. For the proof, we develop recursive arguments, link-
ing Edgeworth expansions either to Berry-Esseen type bounds (p = 3), or
appropriately smoothed Edgeworth expansions (3 < p ≤ 4), allowing for
iterations. A number of delicate problems need, however, to be solved along
this path, since very precise bounds need to be established subject to the
mild weak dependence condition (1.3). For the fractional case 3 < p < 4,
recall that an additional difficulty arises from the fact that ’matching mo-
ments only’ is not sufficient for optimality, as is the case if p is an integer.
Key results in the context of our recursive arguments are, among others,
Lemma 9.2, Lemma 9.11, Lemma 11.3, Lemma 12.1 and Lemma 12.3.
1.7. Structure and outline. This paper is structured as follows. In Sec-
tion 2, all results with respect to the Kolmogorov (uniform) metric are pre-
sented. In particular, the characteristic CTn is introduced. Section 3 is
devoted to analogous results with respect to the Wasserstein metric W1.
Applications and Examples are given in Sections 5, 6 and 7. The proofs are
structured into several sections. The core technical results and notations
are given in Section 8, whereas the proofs are relegated to Sections 10, 11
and 12. Some more technical key lemmas are stated and proven in Section
9. Finally, the proofs of the main results are given in Sections 13, 15, 16
and 14.
1.8. Notation. To improve the readability, all the relevant notations are
gathered in Table 11.
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2. Main Results: Kolmogorov Metric
For a random variableX, we write EX for expectation, ‖X‖p for
(
E|X|p)1/p,
p ≥ 1 and sometimes EHX = E[X|H] for the conditional expectation. In ad-
dition, ., &, (∼) denote (two-sided) inequalities involving an absolute mul-
tiplicative constant. For a, b ∈ R we put a∨b = max{a, b}, a∧b = min{a, b}.
Finally, for two random variables X,Y we write X
d
= Y for equality in dis-
tribution.
We assume that (Xk)k∈Z is a real valued Bernoulli-shift process, that is,
it can be written as
Xk = f(εk, εk−1, . . .), k ∈ Z, f : SN → R,(2.1)
where k ∈ S are i.i.d. random variables in some measurable space S, and
f is measurable. We adopt the functional dependence measure (cf. [60]),
present in the literature also in many variants (e.g. [3], [6], [29], [54]). To
this end, let (ε′k)k∈Z be an independent copy of (εk)k∈Z. We denote by
X∗k = f
(
εk, . . . , ε1, ε
′
0, ε
′
−1, . . .
)
, k ∈ Z,(2.2)
the coupled version, and measure the corresponding distance with
λk,p =
∥∥Xk −X∗k∥∥p, Λq,p = ∥∥X0∥∥p + ∞∑
k=1
kqλk,p, q ≥ 0.
For an extension of our setup to more general K-automorphisms, we refer
to Section 4.
We work under the following conditions.
Assumption 2.1. For p ≥ 3, a > 2, (Xk)k∈Z satisfies
(A1) E|Xk|p log(1 + |Xk|)a <∞, EXk = 0,
(A2) Λ2,p = ‖X0‖p +
∑∞
k=0 k
2‖Xk −X∗k‖p <∞,
(A3) s2 > 0, where s2 =
∑
k∈ZEX0Xk.
Here and elsewhere s is to be understood as s = |s|, that is, we only con-
sider the positive root, and the same goes for the sample variance s2n defined
below. Existence of s2 is guaranteed by (A2) (cf. Lemma 9.20). A lot
of dynamical systems and popular time series models are within our frame-
work, such as iterated random functions, Volterra processes or (augmented)-
GARCH models, see, for instance [3], [37], [54], [62] and Section 4 and Sec-
tion 7 for further discussion and examples. Define the second and third
moment (or cumulant) as
s2n = n
−1ES2n, κ
3
n = n
− 3
2ES3n,(2.3)
and the formal second-order Edgeworth expansion as
Ψn
(
x
)
= Φ
( x
sn
)
+
1
6
κ3n
(
1− x
2
s2n
)
φ
( x
sn
)
, x ∈ R,(2.4)
7where Φ is the distribution function of a standard normal random variable
and φ its density. For 0 ≤ a ≤ b, define the Berry-Esseen tail
Tba(x) =
∫
a≤|ξ|≤b
e−iξxE
[
eiξSn/
√
n
](
1− |ξ|
b
)1
ξ
d ξ,(2.5)
which arises naturally in Berry’s smoothing inequality. Similarly, for a > 0,
we consider the Berry-Esseen characteristic
Ca = inf
b≥a
(
sup
x∈R
∣∣Tba(x)∣∣+ 1/b).(2.6)
Observe that by selecting a = b, we have the trivial upper bound
Ca ≤ a−1.
In order to define Ca, we used the classical smoothing kernels, others could
be taken here as well (cf. [5]). In addition, as will be apparent from the
results, we only define Ca up to a multiplicative absolute constant for the
sake of simplicity. In the sequel, we mainly consider Ca with a = Tn, where
Tn = cT
√
n(2.7)
with cT > 0 being a constant sufficiently small. The central object of our
study is the difference
∆n(x) = P
(
Sn ≤ x
√
n
)−Ψn(x),
which we will consider under both the Kolmogorov and Wasserstein dis-
tances. We say that Sn admits a non degenerate Edgeworth expansion if
sup
x∈R
∣∣∆n(x)∣∣ = o(n−1/2), s2 > 0.(2.8)
In the sequel, we are only interested in the non degenerate case.
Theorem 2.2. Grant Assumption 2.1. Then for 2b + 2 < a, we have
sup
x∈R
∣∣∆n(x)∣∣ . O(n− 12 )(log n)−b + CTn ,
where Tn is as in (2.7). Moreover, the following statements are equivalent:
(i): supx∈R
∣∣∆n(x)∣∣ = O(n− 12 ).
(ii): CTn = O
(
n−
1
2
)
.
All involved constants only depend on a, s and Λ2,3.
Remark 2.3. Lemma 9.20 shows that one may replace sn with s as nor-
malization. Similarly, one can replace κ3n with n
− 1
2κ3, where
κ3 =
∑
i,j∈Z
EX0XiXj ,
see Lemma 9.1. This is true for all results in Sections 2 and 3.
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Remark 2.4. Edgeworth expansions are also an important tool for deriving
local limit theorems, see e.g. [55]. We refrain from developing this any
further, just mentioning that by adopting the proof of Theorem 2 in [55],
Theorem 2.2 yields a local limit theorem if CTn = O
(
n−
1
2
)
.
Due to the trivial bound CTn . n−1/2, Theorem 2.2 immediately yields
the following corollary.
Corollary 2.5. Subject to the assumptions in Theorem 2.2, CTn with Tn as
in (2.7) describes the exact transition between the Berry-Esseen bound n−1/2
and a second-order Edgeworth expansion with error rate O(n−
1
2 ).
Apart from the special case of m-dependent Bernoulli-shift sequences han-
dled in [28], this appears to be the first such result for general, weakly depen-
dent processes. Moreover, the moment condition (A1) with a > 2 is almost
optimal. Previous results (cf. [27], [41]) require stronger moment conditions,
even though they utilize a conditional Crame´r condition and assume a geo-
metric decay of the dependence coefficients. It should be mentioned though
that [27], [41] also give expansion of any order s ∈ N. On the other hand, for
most (statistical) applications such as resampling, second-order Edgeworth
expansions with an error term of magnitude O(n−1+δ), δ > 0 are the rele-
vant ones (cf. [33], [43] and the references mentioned in the introduction),
particularly in the presence of weak dependence. In Theorems 2.7 and 2.8
below, we provide such expansions.
Although the characteristic CTn appears quite naturally, we do not find
it in the literature. At least for the i.i.d. case, one reason might be that
more explicit results are desirable, and in some sense also available. Indeed,
a somewhat related result is Theorem 19.1 in [5]. In [2], the notion of a weak
Crame´r condition is introduced, leading to CTn = o(n
−1/2).
Verifying the conditional Crame´r condition is not an easy task, see e.g. [33]
for a comment on this matter. It has been achieved though for special classes
of (weakly-dependent) Bernoulli processes, e.g. [29]. In this context, it is
worth mentioning that the conditional Crame´r condition (basically) implies
CTn . n−q for any q > 0. The following example, essentially taken from [28],
shows that it can fail even in very simple cases where CTn = 0.
Example 2.6. Let (Uk)k∈Z be i.i.d. with P(U0 = −1) = P(U0 = 1) =
1/2, and (Hk)k∈Z be i.i.d., independent of (Uk)k∈Z with ‖Hk‖4 < ∞ and
characteristic function ϕH(t) satisfying
ϕH(t) = 0 for |t| > cT ,
where cT is the constant in (2.7). An example of such a distribution is
given in Section 11. Set Xk = Uk−1 + Hk − Hk−1. In [28], failure of the
conditional Crame´r condition is demonstrated. On the other hand, since
Sn = U0 + . . .+ Un−1 +Hn −H0, we have, with Tn as in (2.7),
sup
x∈R
∣∣TNTn(x)∣∣ = 0(2.9)
9for any N ≥ Tn. We conclude CTn = 0, and thus Theorem 2.2 implies a
second order Edgeworth expansion.
Our next result provides fractional expansions for 3 < p < 4.
Theorem 2.7. Grant Assumption 2.1 with 3 < p < 4. Then, for δ > 0
arbitrarily small, we have
sup
x∈R
∣∣∆n(x)∣∣ . n1− p2+δ + CTn ,
where Tn is as in (2.7). Moreover, the following statements are equivalent:
(i): supx∈R
∣∣∆n(x)∣∣ . n1− p2+δ.
(ii): CTn . n1−
p
2
+δ.
All involved constants only depend on δ > 0, p, a, s and Λ2,p.
Unlike Theorem 2.2, we require the additional loss nδ in the rate. The
proof is delicate, and requires, among other things, a precise control of
truncated partial sums. If p = 4, we again only obtain a logarithmic loss.
Theorem 2.8. Grant Assumption 2.1 with p ≥ 4. Then
sup
x∈R
∣∣∆n(x)∣∣ . n−1(log n)5 + CTn ,
where Tn is as in (2.7). Moreover, the following statements are equivalent:
(i): supx∈R
∣∣∆n(x)∣∣ = O(n−1)(log n)5.
(ii): CTn = O
(
n−1
)
(log n)5.
All involved constants only depend on a, s and Λ2,4.
3. Main Results: Wasserstein Metric
For two probability measures P1,P2, let L(P1,P2) be the set of probability
measures on R2 with marginals P1,P2. The Wasserstein metric (of order
one) is defined as the minimal coupling L1-distance, that is,
W1(P1,P2) = inf
{∫
R
|x− y|P(dx, dy) : P ∈ L(P1,P2)
}
.(3.1)
By the Kantorovich-Rubinstein Theorem, this is equivalent to
W1(P1,P2) = sup
{∣∣∣∫
R
f(x)(P1 − P2)(dx)
∣∣∣ : f ∈ H11}.(3.2)
LetVn be the (signed) measure induced by Ψn. Then a priori, the distance
W1(P1,Vn) is not defined in general. In [8], generalized transport distances
are introduced that also allow for signed measures. In order to maintain the
original definition in terms of couplings, we replace Ψn with a probability
measure that is induced by a sequence of i.i.d. random variables. There are
many possible choices, and a simple one is the following. Let Z be a Gauss-
ian zero mean random variable with variance s2n, and G follow a Gamma
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distribution with shape α = n2(2s2nκ
6
n)
−1 and rate β = ns2n(
√
2κ3n)
−1, inde-
pendent of Z. Recall κ3 =
∑
i,j∈ZEX0XiXj . Then for 1 ≤ k ≤ n, let
Mk
d
=

(
Z +G− EG)/√2 if κ3 > 0,(
Z −G+ EG)/√2 if κ3 < 0,
Z if κ3 = 0
(3.3)
be i.i.d., and denote by Mn the probability measure induced by Ln =
n−1/2
∑n
k=1Mk. Observe that E[L
2
n] = s
2
n and EL
3
n = κ
3
n. Moreover,
(Mk)k≥1 is well defined for large enough n: Due to Lemma 9.1 (ii) we
have |κ3n − n−1/2κ3| . n−3/2, and Lemma 9.1 (iv) implies that κ3 exists,
that is, |κ3| <∞.
Next, we introduce the Wasserstein counterpart of the Berry-Esseen char-
acteristic. Denote by τn = cτ
√
log n for cτ > 0 large enough (corresponding
to Theorem 3.1 below). We then define the integrated characteristic
Ia = inf
b≥a
∫ τn
−τn
(∣∣Tba(x)∣∣+ 1b)dx.(3.4)
Note that we have the trivial bounds Ia ≤ 2τnCa ≤ 2τna−1.
Theorem 3.1. Grant Assumption 2.1 with a > 2. Then, for 2b + 2 < a,
we have
W1
(
PSn/√n,Mn
)
. O
(
n−
1
2
)
(log n)
1
2
−b + n−
1
2 ∧ ITn ,
where Tn is as in (2.7). If a > 3, the following statements are equivalent:
(i): W1
(
PSn/√n,Mn
)
= O
(
n−
1
2
)
.
(ii): ITn = O
(
n−
1
2
)
.
All involved constants only depend on a, s and Λ2,p.
Remark 3.2. The proof of Theorem 3.1 reveals that τn can be replaced
by any larger value in the definition of Ia in (3.4). Whether τn is of the
minimal order remains an open question.
We are not aware of an analogous result for i.i.d. sequences in the liter-
ature. However, we conjecture that Theorem 3.1 can be extended to Wp,
p > 1, at least for i.i.d. sequences.
Corollary 3.3. Grant Assumption 2.1 with a > 3. Then
W1
(
PSn/√n,Gn
)
. n− 12 ,
where Gn denotes the Gaussian measure induced by Φ(·/sn).
Remark 3.4. The argument, used in the proof of Theorem 3.1, yields ITn .
n−
1
2 in conjunction with Corollary 3.3.
Corresponding results to Corollary 3.3 have been derived in [16], [52] using
different dependence measures and higher moment conditions.
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Corollary 3.5. Grant Assumption 2.1 with a > 3. Then for any q ≥ 1∫
R
∣∣P(Sn ≤ x√n)− Φ(x/sn)∣∣qdx . n− q2 .
A related result was established in [37] under the additional assumption
that (Xk)k∈Z are martingale differences.
Finally, we have the analogous result if 3 < p ≤ 4 moments exist.
Theorem 3.6. Grant Assumption 2.1 with 3 < p < 4. Then for any δ > 0
W1
(
PSn/√n,Mn
)
. n1−
p
2
+δ + n−
1
2 ∧ ITn ,
where Tn is as in (2.7). In addition, the following statements are equivalent:
(i): W1
(
PSn/√n,Mn
)
. n1− p2+δ.
(ii): ITn . n1−
p
2
+δ.
All involved constants only depend on δ > 0, p, a, s and Λ2,p. If p = 4, then
we may replace nδ with (log n)5 in all statements.
4. More general K-automorphisms
We demanded the Bernoulli-shift representation (2.1) and stationarity
largely for notational reasons. In fact, what we really need is that
Xk = fk(εk, εk−1, . . .), k ∈ Z, fk : SN → R,(4.1)
where k ∈ S are i.i.d. random variables in some measurable space S, fk
is measurable for all k ∈ Z, and a non-degeneracy condition (essentially)
ensuring lim infn→∞ s2n > 0. The crucial difference here is the dependence
of the function fk on k. While it is well-known in the literature that rep-
resentation (2.1) does not hold in general for any K-automorphism (e.g.
[51]), representation (4.1) is always valid, a consequence of Vershik’s famous
theorem on lacunary isomorphism, see for instance [23], [57]. A concrete ex-
ample marking the difference is given in [24]. While (2.1) and (4.1) are very
different from a dynamical system point of view, it makes little difference
for our approach. In fact, defining ξ
(l,∗)
k as
ξ
(l,∗)
k =
(
εk, εk−1, . . . , ε′k−l, ε
′
k−l−1, ε
′
k−l−2, . . .
)
(4.2)
for an independent copy (ε′k)k∈Z of (εk)k∈Z and putting X
(l,∗)
k = fk(ξ
(l,∗)
k ),
we can modify the weak dependence measure by setting
λl,p = sup
k∈Z
∥∥Xk −X(l,∗)k ∥∥p.
It is then an easy (but tedious) task to see that all of our results are equally
valid. Since the proofs already require a notation based on multiple indices,
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we want to spare the reader any further complication. Similarly, a quenched
version is possible. That is, instead of Xk we have
Xkx = fk
(
k, k−1, . . . , 0, x
)
,
where x is some initial value. Again, the modifications are straightforward.
5. Application I: High dimensional linear statistics
Throughout this section, we are given a separable Hilbert space H with
scalar product 〈·, ·〉 and induced norm ‖ · ‖H. For an orthonormal basis
u1, u2, . . . and x ∈ H, we write xi for the coordinates xi = 〈x, ui〉ui. For
example, Xki for Xk ∈ H and likewise Sni for Sn ∈ H. Except for constants,
all random variables, sets and so on may depend on n, which is particularly
important in a high dimensional context, where the dimension (if not already
infinite) is typically allowed to grow in n. To keep the notation simple, we
do not express this in any particular way.
Many important statistics and tests appearing in a high dimensional con-
text2 are based on the linear map
θ 7→ 〈θ, Sn〉, θ, Sn ∈ H.(5.1)
Let us list a few prominent examples:
(i) Aggregation of estimators, weighted estimators, distributed estima-
tion and parallel computation, e.g. [10], [18].
(ii) Aggregation of processes, super linear processes, e.g. [31], [38], [58].
(iii) Chi-square statistics and tests in high dimension, e.g. [18].
(iv) (Random) Projections in high dimension, e.g. [44].
The above examples typically have the following features: In (i), (ii),
(Xki)k∈Z, (Xkj)k∈Z are assumed to be independent for i 6= j (subject to a
specific basis). If θ is random in (i), (ii), (iv), then it is assumed to be
independent of (Xk)k∈Z. Moreover, θ satisfies a tail condition of the type
(possibly after reordering θi)∑
i≥m
θ2i → 0, as m→∞.(5.2)
Below, we discuss (iii) a little more detailed as it is not immediately obvious
how this fits into the linear framework.
In light of these features, we make the following assumptions.
Assumption 5.1 (Global Assumptions). Given θ ∈ H, the process (〈θ,Xk〉)k∈Z
satisfies Assumption 2.1 for p ≥ 4.
This assumption is quite general and can easily be verified in many cases.
Assumption 5.2 (Tail Assumptions). Subject to a given orthonormal basis
u1, u2, . . ., there exists an index set I ⊆ N (with complement Ic) such that
2More precisely, this refers to the information theoretic complexity. Random variables
may take values in a finite dimensional space, but the statistical complexity can nonetheless
be high dimensional.
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(T1) (Xki)k∈Z,i∈I and (Xki)k∈Z,i∈Ic are independent, and (Xki)i∈I form
a martingale difference sequence (with respect to some filtration) for
any k ∈ Z.
(T2) (Xki)k∈Z,i∈I uniformly satisfies Assumption 2.1.
(T3) Given θ ∈ H, there exist α > 0, β > 1 and constants c, C > 0 such
that
cn−1 logβ n ≤
∑
i∈I
θ2i ≤ Cn−α.
Remark 5.3. In (T2), uniformly means that there exist absolute constants
c, C > 0 such that
sup
i∈I
{∑
k∈Z
E|Xki|p log(1 + |Xki|)a, ‖X0i‖p +
∞∑
k=0
k2‖Xki −X∗ki‖p
} ≤ C,
inf
i∈I
∑
k∈Z
EX0iXki ≥ c > 0.
In view of the above examples and their features, the Tail Assumptions
5.2 are quite natural and fairly general. Let us specifically mention here
that the set I in (T3) may depend on n. Subject to these assumptions, the
following result shows that high dimensional linear statistics always admit
Edgeworth expansions.
Theorem 5.4. Given θ ∈ H, assume that Assumptions 5.1 and 5.2 hold.
Then
sup
x∈R
∣∣P(〈Sn, θ〉 ≤ x√n)−Ψn(x)∣∣ . n−1 log5 n+ n−(1+α)/2.
An analogous result holds for the metric W1.
Remark 5.5. If θ is random and independent of (Xk)k∈Z, observe that
Theorem 5.4 also applies by conditioning with respect to θ. In particular, if
θ ∈ Θ and the constants in Assumptions 5.1 and 5.2 remain bounded from
above (and below) uniformly for θ ∈ Θ, the bound in Theorem 5.4 holds
uniformly over Θ.
Note that no additional smoothness like a non-lattice or a (conditional)
Crame´r condition or even a density is necessary for this result. As the proof
shows, the Tail Assumptions 5.2 are enough to control the characteristic
CTn .
Let us now briefly discuss (iii) (Chi Square statistics and tests), where
we recall that we assume H to be separable. For X ∈ H with EXk = 0 and
E‖X‖2H <∞, we have the Karhunen-Loe`ve expansion
Xk =
∑
i≥1
√
λiuiηki,
where λi, ui denote the eigenvalues and eigenfunctions of the covariance
operator Σ = EX ⊗X, and ηki are the (normalised) scores. The scores are
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uncorrelated and have unit variance. In this context, it is often assumed
in the literature that the sequences (ηki)k∈Z are independent for different
i ∈ N, we refer to [39] for a discussion. Since∥∥Xk∥∥2H − E∥∥Xk∥∥2H = ∑
i≥1
λi
(
η2ki − 1
)
,
where the latter can obviously be written as a scalar product with θi = λi,
we see how this fits into the above framework.
6. Application II: Smooth functions and weak Edgeworth
expansions
Consider a function f : R→ R, whose first derivative f (1) satisfies
f (1) is continuous and Df = sup
x∈R
∣∣f (1)(x)∣∣ <∞.(6.1)
Theorem 6.1. Grant Assumption 2.1 for a > 3. Then for any function f
satisfying (6.1), we have∣∣∣ ∫
R
f(x)d
(
PSn/√n(x)−Ψn(x)
)∣∣∣ = O(n− 12 ).
Such expansions are sometimes referred to as weak Edgeworth expansions,
see e.g. [59].
Theorem 6.1 requires the same minimal smoothness and moment condi-
tions (except for a > 3) as in the i.i.d. case, see [5]. For weakly depen-
dent sequences, stronger assumptions are needed in the literature, see for
instance [27] [41] and in particular [47], [48], [49].
Let s > 0, then we can represent s as s = m+ α, where [s] = m denotes
the integer part, and 0 < α ≤ 1. Denote by HsL the Ho¨lder-class, that is, all
real-valued functions f such that the m-th derivative exists and satisfies∣∣f (m)(x)− f (m)(y)∣∣ ≤ L∣∣x− y∣∣α, L > 0.
Theorem 6.2. Grant Assumption 2.1 with 3 < p < 4. Then for any fixed
f ∈ HsL with s ∈ (1, 2), we have∣∣∣ ∫
R
f(x)d
(
PSn/√n(x)−Ψn(x)
)∣∣∣ . (L + |f (1)(0)|)n− p2+1+δ + n− s2 ,
where δ > 0 is arbitrarily small. If p = 4, then we may replace nδ with
(log n)6
1
2 .
7. Examples
In this section, we discuss how some prominent examples from the liter-
ature fit into our framework. Let us point out that in all these examples,
not only the characterization by Theorems 2.2 and 3.1 (and higher moment
versions) and the weak expansions in Theorems 6.1, 6.2 are new, but also the
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CLTs in Lp and W1. Particularly in Example 7.2, which has been heavily
investigated, all of our results appear to be new.
7.1. Functions of Banach space valued linear processes. Suppose
that S = B is a Banach space with norm ‖ · ‖B. Let (Ai)i∈N be a sequence
of linear operators Ai : B → B, and denote with ‖Ai‖op the correspond-
ing operator norm. For an i.i.d. sequence (εk)k∈Z ∈ B, consider the linear
process
Lk =
∞∑
i=0
Aiεk−i, k ∈ Z,
which exists if E‖ε0‖B <∞ and
∑
i∈N ‖Ai‖op <∞, which we assume from
now on. Note that autoregressive processes (even of infinite order) can be
expressed as linear processes, but also the famous dynamical system 2x mod
1 (Bernoulli convolution, doubling map). For the latter, we refer to Example
3.2 in [37] and the references therein for more details. For any finite d, let
Bd = B ⊕ . . . ⊕ B be the direct sum, and we equip Bd with any of the
equivalent norms, which we denote with ‖ · ‖Bd . Let g : Bd → R be a
function satisfying∣∣g(x)− g(y)∣∣ ≤ C∥∥x− y∥∥α
Bd
(
1 + ‖x‖Bd + ‖y‖Bd
)β
, C, α > 0, β ≥ 0,
and define Xk by
Xk = g
(
Lk, Lk−1, . . . , Lk−d+1
)− Eg(Lk, Lk−1, . . . , Lk−d+1).(7.1)
Note that for B = R, this setup includes empirical autocovariance functions
and other important statistics. Suppose that
E‖ε‖qB <∞,
∞∑
k=0
k2
(∑
i≥k
∥∥Ai∥∥op)α <∞,(7.2)
for q > βp(α/β+ 1) if β > 0, and q > pα otherwise. The triangle inequality,
Ho¨lder’s inequality and some computations then yield∥∥Xk −X∗k∥∥p . (∑
i≥k
∥∥Ai∥∥op)α.
If B admits a Burkholder inequality, this bound can be further improved,
see [60]. By the above, we can now state the following result.
Proposition 7.1. Given the above conditions, if (7.2) holds and s2 > 0,
then the process Xk defined in (7.1) satisfies Assumption 2.1.
Extensions to more general processes (bilinear or even Volterra processes)
are possible.
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7.2. Left random walk on GLd(R). Products of random matrices, in
particular the random walk on GLd(R), have been heavily investigated in
the literature, see e.g. [15], [9], [4]. Let (εk)k∈N be independent random
matrices taking values in G = GLd(R), with common distribution µ. Let
A0 = Id, and for every n ∈ N, An =
∏n
i=1 εi. Denote with ‖·‖ the Euclidean
norm on Rd. We adopt the usual convention that µ has a moment of order
q if ∫
G
(
logN(g)
)q
µ(dg) <∞, N(g) = max{‖g‖, ‖g−1‖}.
Let X = Pd−1(Rd) be the projective space of Rd \ {0}, and write x for the
projection from Rd \{0} to X. We assume that µ is strongly irreducible and
proximal, see [15] for details. The left random walk of law µ started at x ∈ X
is the Markov chain given by Y0x = x, Ykx = εkYk−1x for k ∈ N. Following
the usual setup, we consider the associated random variables (Xkx)k∈N,
given by
Xkx = h
(
εk, Yk−1x
)
, h
(
g, z
)
= log
‖gz‖
‖z‖ ,(7.3)
for g ∈ G and z ∈ Rd \ {0}. It follows that, for any x ∈ Sd−1, we have
Snx =
n∑
k=1
(
Xkx − EXkx
)
= log
∥∥Anx∥∥− E log ∥∥Anx∥∥.
Due to Proposition 3 in [15], it follows that if q > 4p+ 1, then
∞∑
k=1
k2 sup
x,y∈X
∥∥Xkx −Xky∥∥p <∞.
In particular, it holds that
lim
n→∞n
−1ES2nx = s
2,
where the latter does not depend on x ∈ X. We are now exactly in the
quenched setup briefly mentioned in Section 4, and can state the following
result.
Proposition 7.2. If q > 4p + 1 and s2 > 0, then for x ∈ X, the process
Xkx defined in (7.3) satisfies Assumption 2.1 (quenched) with p.
As an immediate consequence, we obtain a Berry-Essen bound with op-
timal rate (Kolmogorov, W1 and L
p), weak Edgeworth expansions and the
sharp characterisation of the transition subject to mild moment conditions.
To the best of our knowledge, all of these results are new. Typically, the
literature requires the existence of all moments for similar results. In case
of W1 and L
p, we are not even aware of any other result where the optimal
rate has been obtained.
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7.3. Functions of iterated random maps. Let (X , ρ) be a complete,
separable metric space. An iterated random function system on the state
space X is defined as
Yk = Fk
(
Yk−1
)
, k ∈ N,(7.4)
where k ∈ S are i.i.d. with  d= k. Here, F(·) = F (·, ) is the -section
of a jointly measurable function F : Y × S→ Y. Many dynamical systems,
Markov processes and non-linear time series are within this framework, see
for instance [17]. For y ∈ Y, let Yk(y) = Fk ◦ Fk−1 ◦ . . . ◦ F(y), and, given
y, y′ ∈ Y and γ > 0, we say that the system is γ-moment contracting if
sup
y,y′
Eργ
(
Yk(y), Yk(y
′)
) ≤ Cθk, θ ∈ (0, 1).(7.5)
We note that slight variations exist in the literature. A key quantity for
verifying the moment contraction (7.5) is
L = sup
y 6=y′
ρ
(
F(y), F(Y
′)
)
ρ(y, y′)
.
Essentially (subject to some mild regularity conditions), (7.5) holds if ELγ <
∞ and E logL < 0, see [17], [63]. Let g : Yd → R be a function satisfying
(ρYd is any product metric on Yd, 0 ∈ Yd is some reference point)∣∣g(x)− g(y)∣∣ ≤ CραYd(x, y)(1 + ρYd(x, 0) + ρYd(y, 0))β, C, α > 0, β ≥ 0,
and define Xk(y) by (we use the abbreviation Yk = Yk(y) below)
Xk(y) = g
(
Yk, Yk−1, . . . , Yk−d+1
)− Eg(Yk, Yk−1, . . . , Yk−d+1).(7.6)
For γ ≥ q, where q > βp(α/β + 1) if β > 0, and q > pα otherwise, the
triangle inequality, Ho¨lder’s inequality and some computations then yield
sup
y,y′∈Y
∥∥Xk(y)−X∗k(y′)∥∥p . θk, where 0 < θ < 1,
provided that Eρq(Yk(y), 0) < ∞. As in Example 7.2, we are now in the
quenched setup briefly mentioned in Section 4, and can state the following
result.
Proposition 7.3. Given the above conditions, if s2 > 0, then the process
Xk defined in (7.6) satisfies Assumption 2.1.
As before in Example 7.2, in conjunction with our theory, this provides
many new quantitative limit theorems in various probability metrics and
(weak) Edgeworth expansions.
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7.4. Functions of GARCH(p, q) processes. Let S = R. A very promi-
nent stochastic recursion is the GARCH(p, q) sequence, given through the
relations
Yk = εkLk where (εk)k∈Z is a zero mean i.i.d. sequence and
L2k = µ+ α1L
2
k−1 + ...+ αpL
2
k−p + β1Y
2
k−1 + ...+ βqY
2
k−q,
with µ, α1, .., αp, β1, ..., βq ∈ R. We assume first that
∥∥εk∥∥q < ∞ for some
q ≥ 2. An important quantity is
γC =
r∑
i=1
∥∥αi + βiε2i ∥∥2, with r = max{p, q},
where we replace possible undefined αi, βi with zero. If γC < 1, then (Yk)k∈Z
is stationary. In particular, one can show the representation
Yk =
√
µεk
(
1 +
∞∑
n=1
∑
1≤l1,...,ln≤r
n∏
i=1
(
αli + βliε
2
j−l1−...−li
))1/2
,
we refer to [3] for comments and references. Using this representation and
the fact that |x− y|q ≤ |x2 − y2|q/2 for x, y ≥ 0, one can follow the proof of
Theorem 4.2 in [3] to show that∥∥Yk − Y ∗k ∥∥q ≤ Cθk, where 0 < θ < 1.
Let g : Rd → R be a function satisfying (‖ ·‖Rd denotes the Euclidian norm)∣∣g(x)− g(y)∣∣ ≤ C∥∥x− y∥∥α
Rd
(
1 + ‖x‖Rd + ‖y‖Rd
)β
, C, α > 0, β ≥ 0,
and define Xk by
Xk = g
(
Yk, Yk−1, . . . , Yk−d+1
)− Eg(Yk, Yk−1, . . . , Yk−d+1).(7.7)
Note that this setup includes empirical autocovariance functions and other
important statistics. Given q > βp(α/β+ 1) if β > 0, and q > pα otherwise,
the triangle inequality, Ho¨lder’s inequality and some computations then yield∥∥Xk −X∗k∥∥p . θk, where 0 < θ < 1.
By the above, we can now state the following result.
Proposition 7.4. Given the above conditions, if s2 > 0, then the process
Xk defined in (7.7) satisfies Assumption 2.1.
We note that analogous results can be shown for many more processes of
this kind, such as augmented GARCH(p, q) processes.
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8. Main Technical Results and Notation
A key tool is the m-dependence approximation. To this end, we require
some additional notations and definitions. Throughout the remainder of this
section, let
Xk = fm(εk, . . . , εk−m+1) for m ∈ N, k ∈ Z,
where fm are measurable functions. Unless otherwise stated, m can be
any value, even m = ∞ is allowed. Strictly speaking, we work with (m −
1)-dependent sequences (instead of m) for notational reasons. However,
the difference is irrelevant in the sequel since we are particularly interested
in the case where m = mn → ∞ as n increases, and (m − 1)-dependent
sequences are m-dependent any way. For the sake of reference, we now
restate Assumption 2.1 in this context.
Assumption 8.1. For p ≥ 3, a > 2, the (m − 1)-dependent sequence
(Xk)k∈Z satisfies
(B1) E|Xk|p log(1 + |Xk|)a <∞, EXk = 0,
(B2) Λ2,p =
∑∞
k=1 k
2‖Xk −X∗k‖p <∞,
(B3) s2m > 0, where s
2
m =
∑
k∈ZEX0Xk =
∑m
k=−mEX0Xk.
Assumption 8.1 always indicates that we work with m-dependent se-
quences. In fact, except for Sections 13 and 15, we always work exclusively
with m-dependent sequences.
As starting point, we use a similar conditioning scheme as in [37]. Key
tools employed there are Ideal (Zolotarev) metrics and martingale approxi-
mations. Unfortunately though, these key methods and results break down
and are no longer available in the present context, forcing us to find a new
argument. Fortunately, a recursive argument, briefly mentioned in Section
1.6, turns out to work, but is not easy to implement.
Let n = 2Nm + m′ with 0 ≤ m′ ≤ m, and e1 = {ε−m+1, . . . , ε0}, e2 =
{εm+1, . . . , ε2m} and so on for ej , j ≤ N + 1. Define the following σ-algebra
Fm = σ
(
e1 ∪ e2 ∪ . . . ∪ eN+1
)
.(8.1)
In the sequel, we can assume without loss of generality that m′ = 0, hence
n = 2Nm. We can do so since our viewpoint is asymptotic, that is, whether
m = an or m = 2an for an → ∞ will not matter. If, indeed m′ > 0, we
can simply redefine eN+1 as eN+1 = eN+1 ∪ {ε2Nm+1, . . . , ε2Nm+m′}, and
all arguments remain the same. However, assuming m′ = 0 is notationally
much more convenient.
We write PFm for the conditional law and, sometimes use the abbreviation
EFm · = E[·|Fm] (or EH· for some other σ-algebra H). Introduce
Sn|m =
n∑
k=1
(
Xk − EFmXk
)
and S˜n|m =
n∑
k=1
EFmXk,
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hence
Sn =
n∑
k=1
Xk = Sn|m + S˜n|m.
For 1 ≤ j ≤ N , we construct the block random variables
Uj =
(2j−1)m∑
k=(2j−2)m+1
(
Xk − EFmXk
)
, Rj =
2jm∑
k=(2j−1)m+1
(
Xk − EFmXk
)
,
(8.2)
and put
√
2mV j = Uj + Rj , hence Sn|m =
√
2m
∑N
j=1 V j . Note that by
construction, the blocks V j , j = 1, . . . , N are i.i.d. random variables under
the conditional probability measure PFm . We also put
√
2mV˜0 =
m∑
k=1
EFmXk,
√
2mV˜N =
2Nm∑
k=(2N−1)m+1
EFmXk,
√
2mV˜j =
(2j+1)m∑
k=(2j−1)m+1
EFmXk, for j = 1, . . . , N − 1.
Note that V˜j , j = 0, . . . , N are a sequence of independent random variables
with respect to P, and are i.i.d. for 1 ≤ j ≤ N − 1.
The following partial and conditional variances are relevant for the proofs:
σ2j|m = EFmV
2
j , σ
2
j = EV
2
j , σ˜
2
j = EV˜
2
j .(8.3)
Similarly, put
κ3j|m = EFmV
3
j , κ
3
j = EV
3
j , κ˜
3
j = EV˜
3
j ,
and if p ≥ 4
ν4j|m = EFmV
4
j , ν
4
j = EV
4
j , ν˜
4
j = EV˜
4
j .
We remark that Lemma 9.6 reveals that 2σ2j = s
2
m + O(m−1), and anal-
ogous results (see Section 9.1) hold for κ3j , ν
4
j and σ˜
2
j , κ˜
3
j and ν˜
4
j . Let F
(formally3) be any continuous distribution function and (Zj)1≤j≤N be i.i.d.
and distributed according to F such that
EZj = 0, EZ
2
j = σ
2
j +O
(
m−1
)
,
EZ
3
j = κ
3
j +O
(
m−1
)
, EZ
4
j = ν
4
j +O
(
m−1
)
if p ≥ 4.(8.4)
3A convolution of the normal and (centered) gamma distribution works, see Section 3
and Lemma 9.15.
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Let (Z˜j)1≤j≤N be an independent copy of (Zj)1≤j≤N , and put
Z = N−
1
2
N∑
j=1
Zj , Z˜ = N
− 1
2
N∑
j=1
Z˜j .
Instead of using (Zj)1≤j≤N and (Z˜j)1≤j≤N , we could also work with the
usual signed measures Vn, induced by Ψn. However, the latter are nota-
tionally (much) less convenient for our proofs. Next, we define the counter
part of CTn , namely
ATn =
∫ Tn
−Tn
∣∣∣EeiξSn/√n − Eeiξ(Z+Z˜)∣∣∣ 1|ξ| dξ.
Proposition 8.2. Assume that Assumption 8.1 holds for m = nm with
0 ≤ m < 1. Then for 2b + 2 < a, we have
ATn = O
(
n−
1
2 log(n)−b
)
.
All involved constants only depend on a, m, sm and Λ2,3.
Remark 8.3. Note that without loss of generality, m can be chosen to be
arbitrarily close to one, a fact we shall use repeatedly in the proof.
Proposition 8.4. Assume that Assumption 8.1 holds for m = n(log n)−m
with m > 2. If 3 < p < 4, then
ATn . n1−
p
2
+δ,
where δ > 0 can be arbitrarily small. All involved constants only depend on
p, a,m, sm and Λ2,p.
Proposition 8.5. Assume that Assumption 8.1 holds for m = n(log n)−m
with m ≥ 5. If p ≥ 4, then
ATn . n−1(log n)5.
All involved constants only depend on p, a,m, sm and Λ2,p.
Proving Propositions 8.2, 8.4 and 8.5 is the most involved part. For the
proof of Proposition 8.2, we link Edgeworth expansions to Berry-Esseen type
bounds, see Lemmas 9.11, 9.12 and 9.13. For the proof of Propositions 8.4
and 8.5, we use an iterative argument. Throughout all proofs, we make the
following conventions.
Convention 8.6.
(i): We assume without loss of generality m′ = 0.
(ii): The abbreviations I, II, III, . . ., for expressions (possible with some
additional indices) vary from proof to proof.
(iii): Given a set A, we denote by Ac its complement.
(iv): We write
def
= if we make definitions on the fly.
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(v): We denote by c, c0, . . . generic, absolute constants that may vary
from line to line.
9. Main Lemmas
Throughout this section, we work under Assumption 8.1. For the proof of
the main lemmas, we require some more notation connected to the weak de-
pendence coefficients λk,p. For k ∈ Z, consider the σ-algebra Ek = σ
(
εj , j ≤
k
)
, and recall that the filters ξ
(l,∗)
k are defined in (4.2) as
ξ
(l,∗)
k =
(
εk, εk−1, . . . , ε′k−l, ε
′
k−l−1, ε
′
k−l−2, . . .
)
.(9.1)
Write X
(l,∗)
k = fm(ξ
(l,∗)
k ) and note that X
∗
k = X
(k,∗)
k , where X
∗
k is given in
(2.2). In an analogous manner, let (ε′′k)k∈Z be another independent copy
of (εk)k∈Z. For l ≤ k, we then introduce the quantities X(l,∗∗)k , X∗∗k in
analogy to X
(l,∗)
k , X
∗
k . This means that we replace every ε
′
k with ε
′′
k at all
corresponding places. For k ≥ 0, we also introduce the σ-algebras
E∗k = σ
(
εj , 1 ≤ j ≤ k and ε′i, i ≤ 0
)
,
and E∗∗k in an analogous manner.
9.1. Moments and Conditional Moments. Recall Convention 8.6 (i),
that we heavily use in this section to simplify notation. This has no impact
on the actual results.
Lemma 9.1. Grant Assumption 8.1. Then
(i):
∣∣ES3n∣∣ . n,
(ii):
∣∣ES3n − n∑i,j∈ZEX0XiXj∣∣ = O(1),
(iii):
∣∣ES4n − 3n2s4n∣∣ . n,
(iv):
∣∣∑
i,j∈ZEX0XiXj
∣∣ <∞.
The above results are based on computations connected to cumulants and
the higher-order spectral density. We refer to [65] for more details on this
subject.
Proof of Lemma 9.1. (i): For i ≤ j ≤ k, we have
EXjXk = E
[
(XjXk)
(i−k,∗)∣∣Ei] = E[X(j−k,∗)j X(i−k,∗)k ∣∣Ei].
Then, since EXi = 0, the triangle and Ho¨lder’s inequality yield∣∣EXiXjXk∣∣ = ∣∣E[XiE[XjXk∣∣Ei]]∣∣ = ∣∣E[XiE[XjXk − (XjXk)(i−k,∗)∣∣Ei]]∣∣
≤ ‖Xi‖3
(‖Xj‖3‖Xk −X(i−k,∗)k ‖3 + ‖Xk‖3‖Xj −X(i−j,∗)j ‖3)
= ‖X0‖23
(
λk−i,3 + λj−i,3
)
.
Similarly, one derives that∣∣EXiXjXk∣∣ ≤ ‖Xi‖3‖Xj‖3‖Xk −X(k−j,∗)k ‖3 ≤ ‖X0‖23λk−j,3.
23
Then by the above∣∣ES3n∣∣ . ∑
1≤i≤j≤k≤n
∣∣EXiXjXk∣∣
.
n∑
i=1
n∑
j=i
( 2j−i−1∑
k=j
λj−i,3 +
n∑
k=2j−i
λk−j,3
)
.
n∑
i=1
∞∑
j=1
jλj,3 +
n∑
i=1
∞∑
j=i
∞∑
k=1
λk+j−i,3 . n.
(ii): Using the results of (i), we obtain by stationarity∣∣ES3n − n ∑
i,j∈Z
EX0XiXj
∣∣ . ∑
i,j∈N
(
n ∧ (i ∨ j))∣∣EX0XiXj∣∣
.
∑
1≤i≤j
(
n ∧ j)∣∣EX0XiXj∣∣ . n∑
j=1
j
j/2∑
i=1
λj−i,3 + n
∑
j>n
j/2∑
i=1
λj−i,3
+
n∑
j=1
j
j∑
i=j/2
λi,3 + n
∑
j>n
j∑
i=j/2
λi,3 .
∞∑
i=1
i2λi,3 <∞.
(iii): Expanding ES4n, we obtain by stationarity
ES4n =
n∑
i=1
EX4i + 4
∑
1≤i<j≤n
EX3iXj + 4
∑
1≤i<j≤n
EXiX
3
j
+ 12
∑
1≤i<j<k≤n
EX2iXjXk + 12
∑
1≤i<j<k≤n
EXiX
2
jXk
+ 12
∑
1≤i<j<k≤n
EXiXjX
2
k + 6
∑
1≤i<j≤n
EX2iX
2
j
+ 24
∑
1≤i<j<k<l≤n
EXiXjXkXl
def
= In + IIn + IIIn + IVn + Vn + V In + V IIn + V IIIn.
The most difficult term to deal with is V IIIn, which we handle first. For
i ≤ j < k ≤ l we have
EXiXj(XkXl)
(l−j,∗) = EXiXjEXkXl.(9.2)
Arguing as before in (i), it follows that
∥∥XiXjXkXl −XiXj(XkXl)(l−j,∗)∥∥1 . min{λj−i,4, λl−j,4 + λk−j,4, λl−k,4}.(9.3)
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Next, for 1 ≤ i < j < k < l ≤ n, define the three classes of sets
Slk =
{
i, j : (l − k) ≥ (k − j) ∨ (j − i)},
Skj =
{
i, l : (k − j) ≥ (l − k) ∨ (j − i)},
Sji =
{
k, l : (j − i) ≥ (k − j) ∨ (l − k)}.(9.4)
Note that the cardinalities | · | are bounded by∣∣Slk∣∣ . (l − k)2, ∣∣Skj∣∣ . (k − j)2, ∣∣Sji∣∣ . (j − i)2.(9.5)
With k < lk
4 for 1 ≤ k ≤ n, it follows that∣∣∣ ∑
1≤i<j<k<l≤n
(
EXiXjXkXl − EXiXj(XkXl)(l−j,∗)
)∣∣∣
.
n∑
j=1
j∑
i=1
(j − i)2λj−i,4 +
n∑
k=1
k∑
j=1
(k − j)2(λk−j,4 + λlk−j,4)
+
n∑
l=1
l∑
k=1
(l − k)2λl−k,4 . n+
n∑
k=1
lk∑
j=1
(lk − j)2λlk−j,4 . n.
Next, let vn =
∑n
k=1EXkX0. Then since
∣∣∑
m>j EXmX0
∣∣ . j−2, we obtain
24
∑
1≤i<j<k<l≤n
EXiXjEXkXl = 24
n−2∑
j=2
∑
j<k<l≤n
EXkXl
(
vn +O(j−2)
)
= 24
n−2∑
j=2
∑
j<k≤n
(
vn +O((n− k)−2)
)(
vn +O(j−2)
)
= 24
n2
2
v2n +O
(
n
)
= 12n2v2n +O
(
n
)
.
Similarly, one obtains
In, IIn, IIIn, Vn . n,
and
IVn + V In = 12n
2EX20vn +O
(
n
)
, V IIn = 3n
2E
[
X20
]2
+O(n).
Piecing everything together, the claim follows. Finally, (iv) follows analo-
gous to (i). 
For the next results, we require some more notation. For 1 ≤ j ≤ N ,
denote by
√
2mV
∗
j =
(2j−1)m∑
k=(2j−2)m+1
X
(k−(2j−2)m,∗)
k .(9.6)
4λk,p is not necessarily monotone decreasing in k, which is not a problem though.
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Observe that V
∗
j
d
6= V j , however, this difference is negligible in the sequel.
What is more important is that V
∗
j is independent of Fm for all 1 ≤ j ≤ N
by construction. Similarly, for 1 ≤ j ≤ N (V˜0 is degenerate) we put
√
2mV˜ ∗j =
2jm∑
k=(2j−1)m+1
X
(k−(2j−1)m,∗)
k .(9.7)
Note that Sm/
√
2m
d
= V
∗
j
d
= V˜ ∗j .
Lemma 9.2. Let g(·) be a three times differentiable function with |g(s)| ≤ Cg
for s ∈ {0, 1, 2, 3}. Assume that Assumption 8.1 holds. Then∥∥EFm[g(V j)− g(V ∗j)]∥∥1 . Cgm−1,
where V
∗
j is as in (9.6).
Proof of Lemma 9.2. For notational convenience, assume that j = 1. All
other cases follow exactly in the same manner by stationarity. Define
V
(∗,>l)
1 =
1√
2m
m∑
k=m−l
X∗k , V
(≤l,∗)
1 = V
∗
1 − V (>l,∗)1 ,(9.8)
V
(∗∗,>l)
1 =
1√
2m
m∑
k=m−l
X
(k−m+l,∗∗)
k , V
(≤l,∗)
1 = V
∗
1 − V (>l,∗)1 ,(9.9)
R
(l,∗∗)
1 =
2m∑
k=m+1
(
Xk − EFmXk
)(k−m+l,∗∗)
.(9.10)
Note that V
(∗,>l)
1 and V
(∗∗,>l)
1 are defined differently. By the triangle in-
equality
√
2m
∥∥V (>l,∗)1 − V (>l,∗∗)1 ∥∥p ≤ ∞∑
k=1
∥∥Xk −X∗k∥∥p <∞.(9.11)
For m < k ≤ 2m and l > 0 we have due to Xk = fm(εk, . . . , εk−m)
EFm
[
Xk
](k−m+l,∗∗)
= EFmXk = EFmX
(k−m+l,∗∗)
k .(9.12)
Using (9.12) and the triangle inequality gives∥∥R1 −R(l,∗∗)1 ∥∥p ≤ l−2 ∞∑
k=l
k2
∥∥Xk −X∗k∥∥p . l−2.(9.13)
We are now ready to proceed to the actual proof. By Taylor expansion and
Lemma 9.22 ∥∥EFm[g(V 1)− g(V ∗1)]− EFm[g(1)(V ∗1)(V 1 − V ∗1)]∥∥1
. Cg
∥∥V 1 − V ∗1∥∥22 . Cgm−1.(9.14)
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Next, we further investigate
g(1)
(
V
∗
1
)
(V 1 − V ∗1) = g(1)
(
V
∗
1
)
(2m)−
1
2R1 + g
(1)
(
V
∗
1
)
(V 1 − (2m)− 12R1 − V ∗1).
Case g(1)
(
V
∗
1
)
R1: By another Taylor expansion, Ho¨lder’s inequality and
Lemma 9.22 ∥∥(g(1)(V ∗1)− g(1)(V (≤l,∗)1 )− g(2)(V (≤l,∗)1 )V (>l,∗)1 )R1∥∥1
. Cg
∥∥R1∥∥3∥∥V (>l,∗)1 ∥∥23 . Cgm−1l,(9.15)
where
∥∥V (>l,∗)j ∥∥23 . l follows from Lemma 9.21.
Subcase g(1)
(
V
(≤l,∗)
1
)
R1: We first note that by (9.13)
∥∥g(1)(V (≤l,∗)1 )(R1 −R(l,∗∗)1 )∥∥1 ≤ Cg∥∥R1 −R(l,∗∗)1 ∥∥1 . Cgl−2.
Since V
(≤l,∗)
1 and R
(l,∗∗)
1 are independent with respect to PFm , we have
EFmg
(1)
(
V
(≤l,∗)
1
)
R
(l,∗∗)
1 = EFmg
(1)
(
V
(≤l,∗)
1
)
EFmR
(l,∗∗)
1 = 0.
Hence by the above∥∥EFmg(1)(V (≤l,∗)1 )R1∥∥1 . Cgl−2.(9.16)
Subcase g(2)
(
V
(≤l,∗)
j
)
RjV
(>l,∗)
j : By Cauchy-Schwarz, (9.11), (9.13), Lemma
9.21 and Lemma 9.22∥∥g(2)(V (≤l,∗)1 )R1V (>l,∗)j − g(2)(V (≤l,∗)1 )R(l,∗∗)1 V (>l,∗∗)1 ∥∥1
. Cg
∥∥R1 −R(l,∗∗)1 ∥∥2∥∥V (>l,∗)1 ∥∥2 + Cg∥∥R(l,∗∗)1 ∥∥2∥∥V (>l,∗)1 − V (>l,∗∗)1 ∥∥2
. Cgl−2 + C(2)g m−
1
2 .
Since V
(≤l,∗)
1 and R
(l,∗∗)
1 V
(>l,∗∗)
1 are PFm-independent, we have
EFmg
(2)
(
V
(≤l,∗)
1
)
R
(l,∗∗)
1 V
(>l,∗∗)
1 = EFmg
(2)
(
V
(≤l,∗)
1
)
EFmR
(l,∗∗)
1 V
(>l,∗∗)
1 .
Consequently, we deduce∥∥EFmg(2)(V (≤l,∗)1 )R(l,∗∗)1 V (>l,∗∗)1 ∥∥1 . Cg∥∥EFmR(l,∗∗)1 V (>l,∗∗)1 ∥∥1.
Moreover, by independence of X
(j−m+l,∗∗)
j from Fm for m− l ≤ j ≤ m, we
have
EFmX
(k−m+l,∗∗)
j = EXj = 0,
and hence
√
2m
∥∥EFmR(l,∗∗)j V (>l,∗∗)j ∥∥1 = ∥∥∥ m∑
j=m−l
2m∑
k=m+1
EFmX
(k−m+l,∗∗)
j X
(k−m+l,∗∗)
k
∥∥∥
1
.
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By independence of X
(j−m+l,∗∗)
j and X
(k−j,∗)
k for m − l ≤ j ≤ m, m + 1 ≤
k ≤ 2m
m∑
j=m−l
2m∑
k=m+1
EFmX
(j−m+l,∗∗)
j X
(k−j,∗)
k
=
m∑
j=m−l
2m∑
k=m+1
EFmX
(j−m+l,∗∗)
j EFmX
(k−j,∗)
k = 0,
where we used EFmX
(j−m+l,∗∗)
j = EXj = 0. By Cauchy-Schwarz inequality
and the above
√
2m
∥∥∥EFmR(l,∗∗)j V (>l,∗∗)j ∥∥∥
1
=
∥∥∥ m∑
j=m−l
2m∑
k=m+1
EFm
(
X
(k−m+l,∗∗)
k −X(k−j−1,∗)k
)
X
(k−m+l,∗∗)
j
∥∥∥
1
≤
m∑
j=m−l
2m∑
k=m+1
∥∥X(k−m+l,∗∗)k −X(k−j,∗)k ∥∥2∥∥Xj∥∥2
=
l∑
j=0
m∑
k=1
∥∥Xk −X(k+j,∗)k ∥∥2∥∥Xj∥∥2 . ∞∑
k=1
k
∥∥Xk −X∗k∥∥2.
Piecing everything together, we finally obtain
∥∥EFmg(2)(V (≤l,∗)1 )R1V (>l,∗)1 ∥∥1 . Cgl−2 + Cgm− 12 .
Selecting l = m
1
3 then yields
∥∥EFmg(1)(V ∗1)R1∥∥1 . Cgm− 12 .(9.17)
Case g(1)
(
V
∗
1
)
(V 1 − (2m)− 12R1 − V ∗1): We have
√
2mg(1)
(
V
∗
1
)
(V 1 − (2m)− 12R1 − V ∗1) =
m∑
k=1
g(1)
(
V
∗
1
)(
Xk −X∗k − EFmXk
)
.
28 MORITZ JIRAK, WEI BIAO WU, AND OU ZHAO
Using ‖EFmXk‖p ≤ ‖Xk −X∗k‖p for 1 ≤ k ≤ m, the Lipschitz-continuity of
g(1), Cauchy-Schwarz and Lemma 9.21, we get∥∥∥ m∑
k=1
g(1)
(
V
∗
1
)(
Xk −X∗k − EFmXk
)
−
m∑
k=1
g(1)
(
V
(>m−k−1,∗)
1
)(
Xk −X∗k − EFmXk
)∥∥∥
1
. Cg
m∑
k=1
∥∥V (≤m−k−1,∗)1 ∥∥2∥∥Xk −X∗k − EFmXk∥∥2
. Cgm−
1
2
m∑
k=1
k
1
2
∥∥Xk −X∗k∥∥2 . Cgm− 12 ,
where V
(>−1)
1 = 0. Similarly, we obtain from (9.11)∥∥∥ m∑
k=1
g(1)
(
V
(>m−k−1,∗)
1
)(
Xk −X∗k − EFmXk
)
−
m∑
k=1
g(1)
(
V
(>m−k−1,∗∗)
1
)(
Xk −X∗k − EFmXk
)∥∥∥
1
. Cg
m∑
k=1
∥∥V (>m−k−1,∗)1 − V (>m−k−1,∗∗)1 ∥∥2∥∥Xk −X∗k − EFmXk∥∥2
. Cgm−
1
2
∞∑
k=1
∥∥Xk −X∗k∥∥2 . Cgm− 12 .
Note that V
(>m−k−1,∗∗)
1 and Xk−X∗k −EFmXk are PFm-independent. Since
EFm
[
(Xk −X∗k − EFmXk)
]
= 0− EFmX∗k = 0
for 1 ≤ k ≤ m, it follows that
m∑
k=1
EFm
[
g(1)(V
(>m−k−1,∗∗)
1 )(Xk −X∗k − EFm [Xk])
]
=
m∑
k=1
EFm
[
g(1)(V
(>m−k−1,∗∗)
1 )
]
EFm
[
(Xk −X∗k − EFm [Xk])
]
= 0.
Piecing everything together, we finally obtain∥∥g(1)(V ∗1)(V 1 − (2m)−1/2R1 − V ∗1)∥∥1 . Cgm−1 + Cgm−1.(9.18)
Combining (9.14), (9.17) and (9.18) yields∥∥EFmg(V 1)− g(V ∗1)]∥∥1 . Cgm−1.

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Lemma 9.3. Let g(·) be a third-degree polynomial with coefficients bounded
by Cg. Assume that Assumption 8.1 holds. Then∥∥EFm[g(V j)− g(V ∗j)]∥∥1 . Cgm−1,
where V
∗
j is as in (9.6). This bound is also valid if g(·) is a fourth-degree
polynomial and Assumption 8.1 holds for p ≥ 4.
Proof of Lemma 9.3. The proof is almost identical to the one of Lemma 9.2.
The only difference is that we use Ho¨lder’s inequality and corresponding
moment bounds instead of bounding derivatives with Cg. Moreover, due to
the polynomial structure, no Taylor expansions are necessary. 
Lemma 9.4. Let g(·) be a three times differentiable function with |g(s)| ≤ Cg
for s ∈ {0, 1, 2, 3}. Assume that Assumption 8.1 holds. Then∥∥g(V˜j)− g(V˜ ∗j )∥∥1 . Cgm−1,
where V˜ ∗j is defined in (9.7).
Proof of Lemma 9.4. For simplicity, we set j = 1. Let F∗m = σ
(Fm, ε′1, . . . , ε′m).
Then
2m∑
k=m+1
EFmXk =
2m∑
k=m+1
EF∗m
[
Xk −X(k−m,∗)k
]
+X
(k−m,∗)
k .
We may now proceed exactly as in the proof of Lemma 9.2. This includes
j = N , requiring only a slight adaptation. 
Lemma 9.5. Let g(·) be a third-degree polynomial with coefficients bounded
by Cg. Assume that Assumption 8.1 holds. Then∥∥g(V˜j)− g(V˜ ∗j )∥∥1 . m−1,
where V˜ ∗j is as in (9.7). This bound is also valid if g(·) is a fourth-degree
polynomial and Assumption 8.1 holds for p ≥ 4.
Proof of Lemma 9.5. The proof is almost identical to the one of Lemma 9.4.
The only difference is that we use Ho¨lder’s inequality and corresponding
moment bounds, instead of bounding derivatives with Cg. 
Lemma 9.6. Grant Assumption 8.1. Then
(i):
∥∥σ2j|m − σ2j∥∥ p
2
.
∥∥σ2j|m − 12s2m∥∥ p
2
+m−1 . m−1 for 1 ≤ j ≤ N ,
(ii): 2mσ2j = s
2
m +O(1) for 1 ≤ j ≤ N .
(iii):
∥∥2S2n|m − s2n∥∥p/2 . m−1N 2p∧4 .
Proof of Lemma 9.6. See [37]. Alternatively, one may also use Lemma 9.3
for (i), which implies (ii). 
Lemma 9.7. Grant Assumption 8.1. Then
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(i):
∥∥κ3j|m − (2m)− 32ES3m∥∥1,∥∥κ3j|m − κ3j∥∥1 . m−1 for 1 ≤ j ≤ N ,
(ii): ES3n = ES
3
n|m + ES˜3n|m +O
(
n
1
2N
2
p∧4
)
= (2m)
3
2
∑N
j=1
(
κ3j + κ˜
3
j
)
+O(n 12N 2p∧4 ).
Remark 9.8. Lengthy calculations even reveal the bound m−
3
2 in (i).
Proof of Lemma 9.7. Regarding (i), the first claim follows immediately from
Lemma 9.3. For the second claim, conditioning, the triangle inequality and
the first result give∥∥κ3j|m − κ3j∥∥1 . m−1 + ∥∥κ3j − (2m)− 32ES3m∥∥1
.
∥∥κ3j|m − (2m)− 32ES3m∥∥1 +m−1 . m−1.
For (ii), since EFmSn|m = 0, conditioning gives
ES3n = ES
3
n|m + 3E
[
S˜n|mEFm [S
2
n|m]
]
+ ES˜3n|m.
Hence it suffices to show∣∣E[S˜n|mEFm [S2n|m]]∣∣ . n 12N 2p∧4 .(9.19)
Since ES˜n|m = 0, we have∣∣E[S˜n|mEFm [S2n|m]]∣∣ = ∣∣E[S˜n|m(EFm [S2n|m]− E[S2n|m])]∣∣.
From Lemmas 9.6, 9.22 and Ho¨lder’s inequality, we get the first equality in
(ii). Since (V j)1≤j≤N is PFm-independent and (V˜j)1≤j≤N is P-independent,
we get the second equality. 
Lemma 9.9. Grant Assumption 8.1. Then for 1 ≤ j ≤ N∥∥ν4j|m − (2m)−2ES4m∥∥1,∥∥ν4j|m − ν4j∥∥1 . m−1.
Proof of Lemma 9.9. We may argue as in the proof of Lemma 9.7. 
Lemma 9.10. Grant Assumption 8.1. Then for 1 ≤ j ≤ N
(i): σ˜2j = σ
2
j +O(m−1),
(ii): |κ˜3j − κ3j | . m−1,
(iii): |ν˜4j − ν4j | . m−1 if p ≥ 4.
Proof of Lemma 9.10. All three results follow from Lemma 9.5 and Lemmas
9.6, 9.7 and 9.9. Alternatively, one may also prove it directly.

9.2. Conditional Approximations and Distributions. We require some
additional notation. Recall the definitions of V
∗
j and V˜
∗
j in (9.6) and (9.7).
Since V
∗
j
d
= V
∗
j and
Zj
d
= Z˜j
d
= Z, 1 ≤ j ≤ N(9.20)
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for some random variable Z, we put
∆j,m(x) = ∆j,m(x) = P
(
V
∗
j ≥ x
)− P(Zj ≥ x), 1 ≤ j ≤ N,(9.21)
∆˜j,m = ∆j,m for 1 ≤ j ≤ N . Observe that ∆j,m actually do not depend
on j, but we stick to this notation to distinguish them from ∆m and ∆

m.
Recall that ξN = ξ/
√
N .
Lemma 9.11. Grant Assumption 8.1, and let f be a smooth function such
that supx∈R |f (s)(x)| ≤ 1 for s = 0, . . . , 7. Then for τn ≥ cτ
√
log n, cτ > 0
sufficiently large, 2b + 2 < a and p ≥ 3
max
1≤j≤N
∥∥EFmf(ξNV j)− Ef(ξNZj)∥∥1
. |ξN |3τ3−pn log(n)−bO
(
m1−
p
2
)
+ τ4n(|ξN |4 + |ξN |7)m−1
+ sup
x∈R
∣∣∆j,m(x)∣∣(τ4n|ξN |4 + |τn|5|ξN |5)+ |ξN |3m−1 + |ξN |2m−1.
Proof of Lemma 9.11. The overall proof is lengthy and consists of several
parts. Some key technical results are deferred to subsequent lemmas.
Step 1: Taylor expansion. Recall the following Taylor expansion
f
(
x+ h
)− f(x) = s∑
j=1
f (j)
(
x
)
hj
j!
+
f (s+1)
(
x
)
hs+1
(s+ 1)!
+
hs+1
s!
∫ 1
0
(1− t)s(f (s+1)(th+ x)− f (s+1)(x)) dt,(9.22)
that we use in the sequel. Expanding at x = 0 we have
EFmf
(
ξNV j
)− Ef(ξNZj) = ξ2N
2
(σ2j|m − σ2j )f (2)(0) +
ξ3N
6
(κ3j|m − κ3j )f (3)(0)
+
1
2
∫ 1
0
(1− t)2E|Fm
[
(ξNV j)
3
(
f (3)(tξNV j)− f (3)(0)
)]
dt
− 1
2
∫ 1
0
(1− t)2E
[
(ξNZj)
3
(
f (3)(tξNZj)− f (3)(0)
)]
dt.
(9.23)
By Lemma 9.6 and Lemma 9.7, the first part is bounded by
∥∥ξ2N
2
(σ2j|m − σ2j )f (2)(0) +
ξ3N
6
(κ3j|m − κ3j )f (3)(0)
∥∥
1
. ξ2Nm−1 + |ξN |3m−1.
(9.24)
In the next steps, we deal with the second residual term.
Step 2: Truncation of residual term. Let τn ≥ cτ
√
log n with cτ > 0 to
be specified, and hn(x) be a three times continuously differentiable function
such that
hn(x) =
{
1, if |x| ≤ τn/2,
0, if |x| ≥ τn(9.25)
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and |h(s)n (x)| ≤ c for s ∈ {0, 1, 2, 3}. For a random variable X and q ≥ 1 we
have
E
[|X|q1(|X| ≥ τn)] ≤ qτ qnP(|X| ≥ τn)+ q ∫ ∞
τn
xq−1P
(|X| ≥ x)d x.(9.26)
Lemma 9.18 then yields that for all 1 ≤ j ≤ N
E
[|V j |3(1− hn(V j))] ≤ E|V j |31(|V j | ≥ τn/2)
. m1−p/2τ3−pn O
(
log(τn)
−b)+ O(m1−p/2) ∫ ∞
τn/2
x2−p log(nx)−a/2d x
. m1−p/2τ3−pn O
(
log(τn)
−b),(9.27)
for sufficiently large cτ > 0 (τn ≥ cτ
√
log n). Since |f (3)| ≤ 1, we thus obtain
by Jensen’s inequality∥∥∥EFm[(ξNV j)3(f (3)(tξNV j)− f (3)(0))(1− hn(V j))]∥∥∥
1
. |ξN |3
∥∥∥|V j |3(1− hn(V j))∥∥∥
1
. |ξN |3τ3−pn log(τn)−bO
(
m1−p/2
)
.(9.28)
Step 3: Decomposition and approximation of residual term one. Using
another Taylor expansion we have
EFm
[
(ξNV j)
3
(
f (3)(tξNV j)− f (3)(0)
)
hn(V j)
]
= tξ4N
∫ 1
0
(1− s)EFm
[
V
4
jf
(4)(stξNV j)hn(V j)
]
d s.(9.29)
Let
g(x) = x4f (4)(stξNx)hn(x),(9.30)
and recall that the derivatives of f are uniformly bounded. Then |g(s)| .
τ4n(1 + |ξN |3) for s ∈ {0, 1, 2, 3}, and Lemma 9.2 yields for 1 ≤ j ≤ N∥∥∥EFm[t(ξNV j)4f (4)(stξNV j)hn(V j)]
− EFm
[
t(ξNV
∗
j )
4f (4)
(
stξNV
∗
j
)
hn(V
∗
j )
]∥∥∥
1
. m−1τ4n(|ξN |4 + |ξN |7).(9.31)
Note that in this step, the smoothness and boundedness of hn(·) are essential.
Step 4: Decomposition and approximation of residual term two. Observe
g(0) = 0, and recall that for any random variable Y and differentiable
function f we have
E
[
f(Y )− f(0)] = ∫ ∞
0
f (1)(y)P
(
Y ≥ y)dy − ∫ 0
−∞
f (1)(y)P
(
Y ≤ y)dy.
(9.32)
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Since hn(x), h
(1)
n (x) and g(1)(x) vanish for |x| > τn, we obtain from the
above
EFm(V
∗
j )
4f (4)
(
tξNV
∗
j
)
hn(V
∗
j )
= EFm
[∫ τn
0
g(1)(x)PFm
(
V
∗
j ≥ x
)
d x−
∫ 0
−τn
g(1)(x)PFm
(
V
∗
j ≤ x
)
d x
]
=
∫ τn
0
g(1)(x)P
(
V
∗
j ≥ x
)
d x−
∫ 0
−τn
g(1)(x)P
(
V
∗
j ≤ x
)
d x,
(9.33)
where we used the fact that V
∗
j is independent of Fm. In addition
∥∥∥∫ τn
0
g(1)(x)
(
P
(
V
∗
j ≥ x
)− P(Zj ≥ x))d x∥∥∥
1
. sup
x∈R
∣∣∆j,m(x)∣∣(τ4n + |τN |5|ξN |),
(9.34)
and the same bound applies to the second expression in (9.33). Hence we
deduce from (9.31), (9.33) and (9.34) the bound∥∥∥EFmtξ4Ng(V j)− Etξ4Ng(Zj)∥∥∥
1
. m−1τ4n(|ξN |4 + |ξN |7)
+ sup
x∈R
∣∣∆j,m(x)∣∣(τ4n|ξN |4 + |τN |5|ξN |5).(9.35)
Step 5: Final estimate of residual term. Combining all bounds and
equations (9.28), (9.29) and (9.35) we arrive at∥∥∥EFm(ξNV j)3f (3)(tξNV j)− EFm(ξNV j)3f (3)(0)
−
∫ 1
0
E
[
(ξNZj)
4f (4)
(
stξNZj
)
hn(Zj)
]
d s
∥∥∥
1
. |ξN |3τ3−pn log(n)−bO
(
m1−p/2
)
+ τ4n(|ξN |4 + |ξN |7)m−1
+ sup
x∈R
∣∣∆j,m(x)∣∣(τ4n|ξN |4 + |τN |5|ξN |5).(9.36)
Step 6: Estimate of residual counter part. We now consider the counter
part. Using similar arguments as before, together with Lemma 9.16, one
derives the estimate∣∣∣E(ξNZj)3f (3)(tξNZj)− E(ξNZj)3f (3)(0)
−
∫ 1
0
E
[
(ξNZj)
4f (4)
(
stξNZj
)
hn(Zj)
]
d s
∣∣∣ . |ξN |3m−2,(9.37)
uniformly for 1 ≤ j ≤ N .
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Step 7: Final overall bound for residual terms. In turn, employing the
estimates (9.24), (9.36) and (9.37), we finally obtain from equation (9.23)∥∥EFmf(ξNV j)− Ef(ξNZj)∥∥1
. |ξN |3τ3−pn log(n)−bO
(
m1−p/2
)
+ τ4n(|ξN |4 + |ξN |7)m−1
+ sup
x∈R
∣∣∆j,m(x)∣∣(τ4n|ξN |4 + |τN |5|ξN |5) + |ξN |3m−1 + ξ2Nm−1.(9.38)
This completes the proof. 
Lemma 9.12. Assume that Assumption 8.1 holds, and let f be a smooth
function such that supx∈R |f (s)(x)| ≤ 1 for s = 0, . . . , 7. Then for τn ≥
cτ
√
log n, cτ > 0 sufficiently large, 2b + 2 < a and p ≥ 3
(i) max
1≤j≤N
∥∥Ef(ξN V˜j)− Ef(ξN Z˜j)∥∥1
. |ξN |3τ3−pn log(n)−bO
(
m1−
p
2
)
+ τ4n(|ξN |4 + |ξN |7)m−1
+ sup
x∈R
∣∣∆j,m(x)∣∣(τ4n|ξN |4 + |τn|5|ξN |5)+ (ξ2N + |ξN |3)m−1.
(ii)
∥∥Ef(ξN V˜0)− Ef(0)∥∥1 . ξ2Nm−1.
Proof of Lemma 9.12. For (i), we may argue as in the proof of Lemma 9.11.
For (ii), it suffices to note that ‖V˜0‖p . m− 12 , which follows from Lemma
9.22 (i) together with the triangle inequality. Hence σ˜21 . m−1, and the
claim follows from a second order Taylor expansion at x = 0. 
Lemma 9.13. The quantity supx∈R
∣∣∆j,m(x)∣∣, in the bounds of Lemmas
9.11 and 9.12, can be replaced with m−
1
2 .
Proof of Lemma 9.13. For 1 ≤ j ≤ N , let W j be a zero mean Gaussian
random variable with variance σ2j = ‖V
∗
j‖22. Since V ∗j d= Sm/
√
2m, Lemma
9.6 implies σ2j = σ
2
j + O(m−1), and together with Lemma 9.20 and (B3)
that σ2j is bounded away from zero for m ≥ m0 large enough, uniformly for
1 ≤ j ≤ N . Invoking Theorem 2.2 in [37], it follows that
sup
x∈R
∣∣P(V ∗j ≤ x)− P(W j ≤ x)∣∣ . m− 12 .
Hence by the above and Lemma 9.14, the triangle inequality yields
sup
x∈R
∣∣P(V ∗j ≤ x)− P(Zj ≤ x)∣∣ ≤ sup
x∈R
∣∣P(V ∗j ≤ x)− P(W j ≤ x)∣∣
+ sup
x∈R
∣∣P(W j ≤ x)− P(Zj ≤ x)∣∣ . m− 12 .
Since V
∗
j
d
= V˜ ∗j for 1 ≤ j ≤ N , the above argument remains valid for
(V˜ ∗j )1≤j≤N . 
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For a1 > 0, a2, x ∈ R, let
G(a1, a2, x) = Φ
( x
a1
)
+
1
6
a2
(
1− x
2
a1
)
φ
( x
a1
)
.
Lemma 9.14. Suppose that max1≤i≤2 |ai − bi| ≤ y. Then
sup
x∈R
(x2 + 1)
∣∣G(a1, a2, x)−G(b1, b2, x)∣∣ . y.
Proof of Lemma 9.14. A Taylor expansion yields
sup
x∈R
(x2 + 1)
∣∣G(a1, a2, x)−G(b1, b2, x)∣∣ . ∣∣a1 − b1∣∣+ ∣∣a2 − b2∣∣,
and hence the claim. 
Lemma 9.15. Grant Assumption 8.1. Then F (formally introduced above
(8.4)) exists and can be chosen such that
sup
x∈R
∣∣F (x)−Ψm(√2x)∣∣ = sup
x∈R
∣∣P(Zj ≤ x)−Ψm(√2x)∣∣ . m−1,
where we recall that Zj
d
= Z˜j. Moreover, we have
sup
x∈R
(x2 + 1)
∣∣P(Z + Z˜ ≤ x)−Ψn(x)∣∣ . m−1.
An analogous result holds for the corresponding (·) quantities.
Proof of Lemma 9.15. Let (Ak)1≤k≤m be i.i.d. random variables with con-
tinuous distribution function F such that
EAk = 0, EA
2
k = σ
2
j ,
EA3k = κ
3
j , E|Ak|8 <∞.
It is not hard to find such an F , for instance the linear combination of a
normal and independent (centered) gamma random variable, see Section 3.
It follows that the first three moments of m−
1
2
∑m
k=1Ak coincide with 0, σ
2
j
and κ3j . In addition, we have
m−2
∥∥ m∑
k=1
Ak
∥∥4
4
=
3
4
s4m +O
(
m−1
)
= ν4j +O
(
m−1
)
by Lemmas 9.1, 9.9. Setting Zj
d
= m−
1
2
∑m
k=1Ak, we conclude that (8.4)
holds. Due to Lemma 9.10, we may construct an analogous sequence (Bk)1≤k≤m,
and set Z˜j
d
= m−
1
2
∑m
k=1Bk. Since the first four moments (only three are
necessary here) of Zj (resp. Z˜j) now match those of m
− 1
2Sm up to an error
term of O(m−1) by Lemmas 9.6, 9.7, 9.9 and 9.10, the claim follows from
classic Edgeworth expansions5, e.g. [5], and Lemma 9.14. Likewise, the first
four moments of Z + Z˜ match those of n−
1
2Sn up to an error of O(m−1),
5Existence of E[|Ak|8] is needed in Lemma 9.16
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and the claim follows again from classic Edgeworth expansions and Lemma
9.14. 
Lemma 9.16. Grant Assumption 8.1. Then by construction in Lemma 9.15
(i): supx∈R
∣∣F(x)− Φ(x/σj)∣∣ . m− 12 .
(ii): E|Zj |31(|Zj | ≥ τn) . m−2.
An analogous result holds for Z˜j.
Proof of Lemma 9.16. (i) follows from Lemma 9.15 and Lemma 9.6. For (ii)
we proceed as in step two in the proof of Lemma 9.11, using the classical
Fuk-Nagaev inequality. 
Lemma 9.17. Assume that Assumption 8.1 holds and recall Tn = cT
√
n.
Then there exists an absolute constant cϕ > 0 such that for sufficiently small
cT > 0 ∥∥∥ N∏
j=N/2
ϕj|m
(
ξN
)∥∥∥
1
. e−cϕξ2 + e−
√
N/32 log 8/7, ξ2 ≤ cTn.
Proof of Lemma 9.17. From Equations 4.14 and 4.20 in [37], there exist ab-
solute, positive constants cϕ,1, cϕ,2 and cϕ,3 such that uniformly for cϕ,3 ≤
l ≤ m∥∥∥ N∏
j=N/2
ϕj|m
(
ξN
)∥∥∥
1
. e−
cϕ,1ξ
2(m−l)
32m + e
−
√
N
32
log 8
7 , for ξ2 <
cϕ,2n
m− l .
For employing this bound, we need to appropriately select l = l(ξ). Choosing
l(ξ) = 1
(
ξ2 < Ncϕ,2
)
+
(
m− n
ξ2
∨ cϕ,3
)
1
(
ξ2 ≥ Ncϕ,2
)
and cT
2 < cϕ,2/cϕ,3, it follows that
e−cϕ,1ξ
2(m−l)/32m . e−cϕξ2 + e−
√
N/32 log 8/7
for some absolute constant cϕ > 0, which completes the proof. 
9.3. A generalized Nagaev-type inequalitiy. Similarly to (9.1), denote
by
ξ
(l,′)
k = (εk, εk−1, . . . , ε
′
k−l, εk−l−1, . . .),(9.39)
and X
(l,′)
k = fm(ξ
(l,′)
k ), in particular, we set X
′
k = X
(k,′)
k . Related to λk,p, we
then define the coupling distance
θk,p = ‖Xk −X ′k‖p, Θj,p =
∞∑
k=j
θk,p.(9.40)
Note that θk,p ≤ 2λk,p. For i ≥ j, let Ei,j = σ
(
εi, εi−1, . . . , εj
)
, and
Xk,m = E
[
Xk
∣∣Ek,k−m], k ∈ Z.(9.41)
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Lemma 9.18. Assume E[|Xi|pg(Xi)|] < ∞, where 3 ≤ p ≤ 4, g(x) =
1 + (log(1 + |x|))a, a > 1, and
∞∑
j=1
j2θj,p <∞.(9.42)
Then for all x > C(n log n)
1
2 , where C is a sufficiently large constant, we
have
P
(
Sn ≥ x
)
= O
(
nx−p(log x)−
a
2
)
.(9.43)
Remark 9.19. Since
∑∞
j=1 j
2θj,p . Λ2,p, Lemma 9.18 applies if Assumption
2.1 holds.
Proof of Lemma 9.18. We first require some additional notation and cou-
plings for Xk. In the proof we shall denote by c a constant that is indepen-
dent of n and x and its value may change from place to place, and by cq a
constant only depending on q. Let K = x(log x)−a/q, 2p < q < 2(3p+ 1)/3,
and the truncated process X˙i = max(−K,min(Xi,K)). Then the functional
dependence measure θ˙k,p for the process (X˙i) satisfies
(9.44) θ˙k,q ≤ K1−p/qθp/qk,p .
By (9.42), there exists a constant c > 0 such that
(9.45)
2k∑
n=k+1
θp/qn,p ≤ k1−p/q(
2k∑
n=k+1
θn,p)
p/q ≤ k1−p/q(ck−2)p/q = ck1−3p/q.
Let S˙n =
∑n
i=1 X˙i and S˙n,m =
∑n
i=1E[X˙i|εi−m, . . . , εi]. We shall use the
chaining argument in the proof of Theorem 2 in [45]. Let L = blog n/ log 2c+
1, α0 = 0, αl = 2
l−1, 1 ≤ l ≤ L− 1 and αL = n. Write
S˙i,n − S˙i,0 =
L∑
l=1
M˙i,l, where M˙i,l =
i∑
k=1
(X˙k,αl − X˙k,αl−1)(9.46)
and Xk,m is defined in (9.41). By (2.15) in [45] and (9.45),
(9.47)
P
(
max
i≤n
|S˙i−S˙i,n| ≥ x
) ≤ ‖maxi≤n |S˙i − S˙i,n|‖qq
xq
. (
√
nΘ˙n,q)
q
xq
. n
3q/2−3pKq−p
xq
,
where Θ˙n,q =
∑∞
k=n θ˙k,q. By Burkholder’s inequality, there exists a constant
cq > 0 such that ∥∥∥ i∑
k=1
(X˙k,a − X˙k,a−1)
∥∥∥
q
≤ cq θ˙a,q.
Then
‖M˙i,l‖q√
i
≤ cq
αl∑
a=1+αl−1
θ˙a,q
def
= cq θ˘l,q . K1−p/qα1−3p/ql ,
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and
‖M˙i,l‖2√
i
≤
αl∑
a=1+αl−1
θ˙a,2
def
= θ˘l,2.
Let M˘n,l = maxi≤n |M˙i,l| and υ˘1, . . . υ˘L be a positive sequence for which∑L
l=1 υ˘l ≤ 1. Then
P
(
M˘n,l ≥ 3υ˘lx
) ≤ cq n
xq
α
q/2−1
l θ˘
q
l,q
υ˘ql
+ 2 exp
(
− cq (υ˘lx)
2
nθ˘2l,2
)
.(9.48)
Let µ˘l = (α
q/2−1
l θ˘
q
l,q)
1/(q+1), µL =
∑L
l=1 µ˘l and υ˘l = µ˘l/µL. Since 2p < q <
2(3p+ 1)/3,
L∑
l=1
α
q/2−1
l θ˘
q
l,q
υ˘ql
= µq+1L ≤
( L∑
l=1
(α
q/2−1
l c
qKq−pαq−3pl )
1/(q+1)
)q+1
. Kq−p.
By (9.47) and (9.48) and the classical Nagaev inequality for independent
random variables
P
(
max
i≤n
|S˙i − E[S˙i]| ≥ 5x
) ≤ L∑
l=1
P
(
M˘n,l ≥ 3υ˘lx
)
+ P
(
max
1≤i≤n
|S˙i − S˙i,n| ≥ x
)
+ P
(
max
1≤i≤n
|S˙i,0 − ES˙i,0| ≥ x
)
. n
xq
Kq−p +
L∑
l=1
2 exp
(
− cq (υ˘lx)
2
nθ˘2l,2
)
+
n3q/2−3pKq−p
xq
+ cq
n‖X˙0‖qq
xq
+ 2 exp
(
− cqx
2
n‖X˙0‖2
)
.(9.49)
Note that ‖X˙0‖qq ≤ Kq−p‖X0‖pp. Since υ˘l/θ˘l,2 ≥ µ˘l/(µLθ˘l,q) ≥ c(αq/2−1l )1/(q+1)
for some constant c > 0 and x > C(n log n)1/2 for sufficiently large C, we
have by (9.49) that
P
(
max
i≤n
|S˙i − ES˙i| ≥ 5x
) ≤ c n
xq
Kq−p.(9.50)
Let h(x) = |x|pg(x). Since |ES˙n| ≤ nK1−pE|Xi|p = O(x), we have
P
(|Sn| > 6x) ≤ nP(|X1| ≥ K)+ P(|S˙n| ≥ 6x)
≤ nP(|X1| > K)+ P(max
i≤n
|S˙i − ES˙i| ≥ 5x
)
≤ nEh(Xi)/h(K) + c n
xq
Kq−p.
Since 2p < q < 2(3p+ 1)/3, by elementary manipulations, the claim follows.

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9.4. Technical Auxiliary Results.
Lemma 9.20. Grant Assumption 8.1. Then
(i):
∑∞
k=1 k
∣∣EX0Xk∣∣ <∞,
(ii): ES2n = ns
2
m −
∑
k∈Z(n ∧ |k|)EX0Xk.
Proof of Lemma 9.20. (i) follows from |EX0Xk| ≤ ‖Xk −X∗k‖2‖X0‖2. (ii)
follows from (i) and routine calculations, we omit the details. 
We frequently use the following lemma, which is essentially a restatement
of Theorem 1 in [61], adapted to our setting.
Lemma 9.21. Grant Assumption 8.1, and recall θk,p defined in (9.40), and
put p′ = p ∧ 2. If ∑∞k=1 θk,p <∞, then∥∥X1 + . . .+Xn∥∥p . n 1p′ .
Recall that
√
2mV j = Uj +Rj , where Uj , Rj are defined in (8.2), and
V
∗
j =
1√
2m
(2j−1)m∑
k=(2j−2)m+1
X
(k−(2j−2)m,∗)
k , for 1 ≤ j ≤ N.(9.51)
Lemma 9.22. Grant Assumption 8.1. Then for j = 1, . . . , N
(i):
∥∥Rj∥∥p . m− 12 , ∥∥V˜0∥∥p . m−1/2,
(ii):
∥∥V j − V ∗j∥∥p . m− 12 ,
(iii):
∥∥V j∥∥p, ∥∥V ∗j∥∥p <∞,
(iv):
∥∥V˜j∥∥p,∥∥V˜ ∗j ∥∥p <∞.
Proof of Lemma 9.22. Without loss of generality, we can assume that j = 1
throughout the proof.
(i): Since for m+ 1 ≤ k ≤ 2m
Xk − EFm
[
Xk
] d
= Eσ(Fm,E∗k )
[
X
(k−m,∗)
k −Xk
]
,
we have∥∥∥ 2m∑
k=m+1
(
Xk − EFmXk
)∥∥∥
p
=
∥∥∥ 2m∑
k=m+1
Eσ(Fm,E∗k )
[
X
(k−m,∗)
k −Xk
]∥∥∥
p
≤
2m∑
k=m+1
∥∥X(k−m,∗)k −Xk∥∥p ≤ ∞∑
k=1
λk,p <∞.
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Hence
∥∥Rj∥∥p . m− 12 . Similarly, ∥∥V˜0∥∥p . m−1/2 follows.
(ii): Observe that by the triangle inequality and (i) (recall j = 1),
√
2m
∥∥V ∗j − Vj∥∥p ≤ m∑
k=1
∥∥Xk −X∗k∥∥p + m∑
k=1
∥∥EFmXk∥∥p + ∥∥Rj∥∥p
≤
m∑
k=1
∥∥EFmXk∥∥p +O(1).
We note E
[
X∗k
∣∣Fm] = EXk = 0 for 1 ≤ k ≤ m, and thus by Jensen’s and
the triangle inequality∥∥∥ m∑
k=1
E
[
Xk
∣∣Fm]∥∥∥
p
=
∥∥∥ m∑
k=1
E
[
Xk −X∗k
∣∣Fm]∥∥∥
p
≤
m∑
k=1
∥∥Xk −X∗k∥∥p ≤ ∞∑
k=1
λk,p <∞.
Piecing everything together, we have (ii).
(iii): By (ii), it suffices to show
∥∥V ∗j∥∥p < ∞. However, this immediately
follows from Lemma 9.21.
(iv): This follows by using the same arguments as in (i)-(iii). 
10. Proof of Proposition 8.2
For the proof, key estimates are provided by some lemmas. More pre-
cisely, we use Lemma 9.11 (combined with Lemma 9.13) to bound the dif-
ference between conditional and unconditional characteristic functions. We
also use Lemma 9.17 to show that conditional characteristic functions decay
sufficiently fast.
Proof of Proposition 8.2. By properties of conditional expectations, inde-
pendence, and |eix| = 1, we have∣∣∣EeiξSn/√n − Eeiξ(Z+Z˜)∣∣∣ ≤ ∥∥∥EFmeiξSn|m/√n − EeiξZ∥∥∥
1
+
∣∣∣EeiξS˜n|m/√n − EeiξZ˜∣∣∣ def= Am(ξ) +Bm(ξ).
In the sequel, we treat these two terms separately.
Am(ξ): Let ϕj|m(x) = E
[
eixV j
∣∣Fm], ψj(x) = EeixZj and ξN = ξ/√N .
Due to the independence of (V j)1≤j≤N under P|Fm , it follows that
Am(ξ) =
∥∥∥ N∏
j=1
ϕj|m
(
ξN
)− N∏
j=1
ψj
(
ξN
)∥∥∥
1
.(10.1)
For aj , bj ∈ R we have
N∏
j=1
aj −
N∏
j=1
bj =
N∑
i=1
(i−1∏
j=1
bj
)(
ai − bi
)( N∏
j=i+1
aj
)
,(10.2)
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where we use the convention that
∏i−2
j=1(·) =
∏N
j=i+2(·) = 1 if i − 2 < 1 or
i+ 2 > N .
Note that (ϕj|m)1≤j≤N is a one-dependent sequence. Since |ϕj|m| ≤ 1 and
|ψj | ≤ 1, it then follows from (10.2), the triangle inequality, ’leave one out’
(to obtain independence) and stationarity that
Am(ξ) ≤
N∑
i=1
∥∥∥i−2∏
j=1
ψj
(
ξN
)∥∥∥
1
∥∥∥ϕi|m(ξN)− ψi(ξN)∥∥∥
1
∥∥∥ N∏
j=i+2
ϕj|m
(
ξN
)∥∥∥
1
≤ N
∥∥∥ϕ1|m(ξN)− ψ1(ξN)∥∥∥
1
∥∥∥ N∏
j=N/2
ϕj|m
(
ξN
)∥∥∥
1
+N
∥∥∥N/2−3∏
j=1
ψj
(
ξN
)∥∥∥
1
∥∥∥ϕ1|m(ξN)− ψ1(ξN)∥∥∥
1
def
= IN (ξ) + IIN (ξ).(10.3)
Let us first consider IN (ξ). Since e
ix = cos(x) + i sin(x) for x ∈ R, an
application of Lemma 9.11 (i), in view of Lemma 9.13, yields (with p = 3)∥∥ϕj|m(ξN)− ψj(ξN)∥∥1 . (|ξN |2 + |ξN |3 + τ4n(|ξN |4 + |ξN |7))m−1
+ |ξN |3τ3−pn log(n)−bO
(
m1−
p
2
)
+m−
1
2
(
τ4n|ξN |4 + |τn|5|ξN |5
)
def
= IIIN (ξ),(10.4)
uniformly for 1 ≤ j ≤ N . Here, τn ≥ cτ
√
log n, cτ > 0 sufficiently large.
Further, Lemma 9.17 implies∥∥∥ N∏
j=N/2
ϕj|m
(
ξN
)∥∥∥
1
. e−cϕξ2 + e− log 87
√
N/32, ξ2 ≤ c2Tn,
for cT > 0 sufficiently small. Combining both estimates and plugging in
ξN = ξ/
√
N , we obtain the bound
IN (ξ) . IIIN (ξ)
(
e−cϕξ
2
+ e− log
8
7
√
N/32
)
.
(
|ξ|3N− 12O(m1− p2 ) log(τn)−b + (|ξ|4 ∨ |ξ|5)τ5n(Nn)− 12
+ (|ξ|4 ∨ |ξ|7)τ4nn−1 + |ξ|3m−1n−
1
2 + |ξ|2m−1
)(
e−cϕξ
2
+ e− log
8
7
√
N/32
)
.
Since N ∼ n1−m, we conclude that for m < 1 close enough to one∫ Tn
−Tn
IN (ξ)
|ξ| d ξ . O
(
n−
1
2
)
log(τn)
−b + τ5n(Nn)
− 1
2 .(10.5)
Using a standard argument to bound |ψj(ξN )| (cf. [25], XVI.5), we obtain
the same bound for IIN (ξ) in an analogous manner. Piecing everything
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together yields∫ Tn
−Tn
Am(ξ)
|ξ| d ξ . O
(
n−
1
2
)
log(τn)
−b + τ5n(Nn)
− 1
2 .(10.6)
Bm(ξ): We may proceed in the same way as for Am(ξ). Note that the
present situation is much simpler since (V˜j)1≤j≤N are i.i.d., and not only
conditionally independent as (V j)1≤j≤N . Using Lemma 9.12 this leads to
the same bound∫ Tn
−Tn
Bm(ξ)
|ξ| d ξ . O
(
n−
1
2
)
log(τn)
−b + τ5n(Nn)
− 1
2 .(10.7)
Combining (10.6) and (10.7) we obtain∫ Tn
−Tn
(
Am(ξ) +Bm(ξ)
) 1
|ξ| d ξ . O
(
n−
1
2
)
log(τn)
−b + τ5n(Nn)
− 1
2 .
Recall m = nm, N ∼ n1−m. Setting τn ∼ nτ with τ, 1 − m > 0 sufficiently
small, we arrive at
ATn = O
(
n−
1
2
)
log(n)−b.

11. Proof of Proposition 8.4
The basic idea for the proof is to set up a recursion, subsequently im-
proving the bound. The problem here is the characteristic CTn , which we
cannot control. To bypass CTn , we use an additional smoothing argument
that allows us to set up the recursion for the smoothed distance ∆n (defined
below), where CTn vanishes and thus becomes insignificant. To this end, for
a > 0 and b ∈ N even, let Ga,b be a real valued random variable with density
function
ga,b(x) = cba
∣∣∣sin(ax)
ax
∣∣∣b, x ∈ R,(11.1)
for some constant cb > 0 only depending on b. It is well-known (cf. [5],
Section 10) that for even b the Fourier transform gˆa,b satisfies
gˆa,b(t) =
{
2picbu
∗ b[−a, a](t) if |t| ≤ ab,
0 otherwise,
(11.2)
where u∗ b[−a, a] denotes the b-fold convolution of the density of the uniform
distribution on [−a, a], that is u[−a, a](t) = 12a1[−a,a](t). For b ≥ 6, let
(Hk)k∈Z be i.i.d. with Hk
d
= Ga,b and independent of Sn. Define
Xk = Xk +Hk −Hk−1, Sn =
n∑
k=1
Xk = Sn +Hn −H0,(11.3)
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and in analogy sn, κn and ATn , I

Tn
, (Tyx), Ψn, Z

j , Z˜

j , Z

, Z˜ and the
difference
∆n(x) = P
(
Sn ≤ x
√
n
)−Ψn(x), x ∈ R.(11.4)
Note that since b ≥ 6, exploiting also the independence of (Hk)k∈Z and Sn,
we have by (11.1) and (11.2)
EHk = 0, E|Hk|4 <∞,∣∣∣EeiξSn/√n∣∣∣ = 0 for |ξ| > √n|ab|.(11.5)
Next, recall the definitions of V
∗
j and V˜
∗
j in (9.6) and (9.7). For 1 ≤ j ≤ N ,
denote by √
2mV

j =
√
2mV
∗
j +H(2j−1)m+1 −H(2j−2)m+1.(11.6)
Observe that V

j is independent of Fm for all 1 ≤ j ≤ N by construction.
Similarly, for 1 ≤ j ≤ N (V˜0 is degenerate) we put√
2mV˜ j =
√
2mV˜ ∗j +H2jm+1 −H(2j−1)m+1.(11.7)
Note that Sm/
√
2m
d
= V

j
d
= V˜ j . In analogy to (9.21), we put
∆j,m(x) = ∆

j,m(x) = P
(
V

j ≥ x
)− P(Zj ≥ x), 1 ≤ j ≤ N,(11.8)
∆˜j,m = ∆

j,m for 1 ≤ j ≤ N . Observe that ∆j,m actually do not depend on
j, but we stick to this notation to distinguish them from ∆m.
We now establish modifications of Lemmas 9.11 and 9.12. The proofs are
similar, so we only sketch them.
Lemma 11.1. Grant Assumption 8.1, and let f be a smooth function such
that supx∈R |f (s)(x)| ≤ 1 for s = 0, . . . , 7. Then for τn ≥ cτ
√
log n, cτ > 0
sufficiently large, 2b + 2 < a and p ≥ 3
(i) max
1≤j≤N
∥∥EFmf(ξNV j)− Ef(ξNZj)∥∥1
. |ξN |3τ3−pn log(n)−bO
(
m1−
p
2
)
+ τ4n(|ξN |4 + |ξN |7)m−1
+ sup
x∈R
∣∣∆j,m(x)∣∣(τ4n|ξN |4 + |τn|5|ξN |5)+ |ξN |3m−1 + |ξN |2m−1.
(ii) The above also gives an upper bound for
max
1≤j≤N
∥∥EFmf(ξNV j)− Ef(ξNZj)∥∥1.
Proof of Lemma 11.1. For showing (ii), we may directly apply Lemma 9.11,
setting Xk = X

k . Next, we show (i). Using (11.5), a Taylor expansion and
the triangle inequality, we obtain∥∥EFmf(ξNV j)− Ef(ξNV j)∥∥1 . ξ2Nm−1EH20 . ξ2Nm−1.
The same applies to Z

j . The claim now follows from (ii). 
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Lemma 11.2. Assume that Assumption 8.1 holds, and let f be a smooth
function such that supx∈R |f (s)(x)| ≤ 1 for s = 0, . . . , 7. Then for τn ≥
cτ
√
log n, cτ > 0 sufficiently large, 2b + 2 < a and p ≥ 3
(i) max
1≤j≤N
∥∥Ef(ξN V˜j)− Ef(ξN Z˜j)∥∥1
. |ξN |3τ3−pn log(n)−bO
(
m1−
p
2
)
+ τ4n(|ξN |4 + |ξN |7)m−1
+ sup
x∈R
∣∣∆j,m(x)∣∣(τ4n|ξN |4 + |τn|5|ξN |5)+ (ξ2N + |ξN |3)m−1.
(ii) The above estimate also bounds
max
1≤j≤N
∥∥Ef(ξN V˜ j )− Ef(ξN Z˜j )∥∥1.
(iii)
∥∥Ef(ξN V˜ 0 )− Ef(0)∥∥1 . ξ2Nm−1.
Proof of Lemma 11.2. For (i) and (ii) we may argue almost in the same
manner as in the proof of Lemma 11.1 (resp. Lemma 9.11). Similarly, for
(iii), it suffices to note that ‖V˜ 0 ‖p . m−
1
2 , which follows from Lemma 9.22
(i) and the triangle inequality. Hence σ˜21 . m−1, and the claim follows
from a second order Taylor expansion at x = 0, using the independence of
(Hk)k∈Z and V˜0. 
Having established the preliminary modifications, we are now ready to
establish the desired recursion for ∆n.
Lemma 11.3. Grant Assumption 8.1 for p ∈ [3, 4). Then for N & (log n)m,
m > 2, 2b + 2 < a,
sup
x∈R
∣∣∆n(x)∣∣ . O(n1− p2 )N p−32 (log n)−b + (log n)2N−1 sup
x∈R
∣∣∆m(x)∣∣.
Proof of Lemma 11.3. Routine computations reveal
ES2n = E(S

n)
2 +O(1),
and hence sn ∼ sm by Lemma 9.20. Consequently, the variance (sn)2 is
uniformly bounded away from zero due to (B3) for n ≥ n0, n0 large enough.
We may thus apply Berry’s smoothing inequality (cf. [25, Lemma 2, XVI.3]).
For T+n ≥ Tn we then obtain
sup
x∈R
∣∣∆n(x)∣∣ . ATn + sup
x∈R
(TT
+
n
Tn
)(x) + (T+n )
−1.
However, selecting a > 0 such that cT > ab, we get from (11.5)
sup
x∈R
∣∣TT+nTn (x)∣∣ ≤ ∫
cT
√
n≤|ξ|<T+n
∣∣EeiξH0/√n]∣∣2 1|ξ|dξ = 0.
Setting T+n = ∞ and τn = cτ
√
log n, (cτ > 0 large enough), we may repeat
the proof of Proposition 8.2. The key difference is that we bound the dif-
ference of the (conditional) characteristic functions with the help of ∆m(x),
setting up a recursion. More precisely, we use Lemma 11.1 (ii) instead of
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Lemma 9.11 and Lemma 11.2 (ii), (iii) instead of Lemma 9.12 (i), (ii).
This gives the estimate
sup
x∈R
∣∣∆n(x)∣∣ . O(n1− p2 )N p−32 (log n)−b + (log n)2N−2 N∑
j=1
sup
x∈R
∣∣∆j,m(x)∣∣,
where ∆j,m(x) is defined in (9.21). However, supx∈R |∆j,m(x)| is very close
to supx∈R |∆m(x)|. Indeed, using Lemma 9.15 (an Edgeworth expansion for
Z

j and Z˜

j ), it follows that
sup
x∈R
|∆j,m(x)| . m−1 + sup
x∈R
|∆m(x)|, 1 ≤ j ≤ N.
Hence
(log n)2N−2
N∑
j=1
sup
x∈R
∣∣∆j,m(x)∣∣ . (log n)2n−1 + (log n)2N−2 sup
x∈R
|∆m(x)|,
and the claim follows. 
Lemma 11.4. Grant Assumption 8.1 for p ∈ [3, 4). Then for δ > 0 arbi-
trarily small
sup
x∈R
∣∣∆n(x)∣∣ . n1− p2+δ.
Proof of Lemma 11.4. Let N ∼ n1−m, m < 1 and cm = b(1 − m)−1c. Since
p < 4, iterating Lemma 11.3 yields
sup
x∈R
∣∣∆n(x)∣∣ . (O(n1− p2 )N p−32 cm+1∑
k=0
(
(2c−1)3N
p
2
−2(log n)2
)k)
+
(
N−1(log n)2
)cm
. n1−
p
2N2 +
(
N−1(log n)2
)cm . n1− p2+δ,
selecting m close enough to one. 
Proof of Proposition 8.4. We repeat the proof of Proposition 8.2 verbatim
with τn = cτ
√
log n (cτ > 0 large enough) and N ∼ n1−m, m < 1. As
in the proof of Lemma 11.3, the key difference is that we express bounds
for (conditional) characteristic functions with the help of ∆m(x). We may
then apply Lemma 11.4 to conclude the result. In more detail, compared to
Proposition 8.2, we use Lemma 11.1 (i) instead of Lemma 9.11 and Lemma
11.2 (i) instead of Lemma 9.12 (i). We still require Lemma 9.12 (ii). This
yields the inequality
ATn . O
(
n1−
p
2
)
(log n)−bN
p−3
2 +N−1(log n)2 sup
x∈R
∣∣∆m(x)∣∣.(11.9)
An application of Lemma 11.4 now yields
sup
x∈R
∣∣∆m(x)∣∣ . m1− p2+δ,(11.10)
where δ > 0 is arbitrarily small. Since m = nm for m < 1 arbitrarily close
to one, the claim follows by combining (11.9) and (11.10). 
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12. Proof of Proposition 8.5
The basic idea is again the iterative argument, previously used in the
proof of Proposition 8.4. However, exploiting the fact that p ≥ 4, we can
refine it. As a first step, we show Lemma 12.1 and Lemma 12.2 below.
Lemma 12.1. Grant Assumption 8.1 for p ≥ 4, and let f be a smooth
function such that supx∈R |f (s)(x)| ≤ 1 for s = 0, . . . , 8. Then for τn ≥
cτ
√
log n, cτ > 0 sufficiently large
(i) max
1≤j≤N
∥∥EFmf(ξNV j)− Ef(ξNZj)∥∥1 . (|ξN |2 + |ξN |3 + |ξN |4)m−1
+ τ5n(|ξN |5 + |ξN |8)m−1 + sup
x∈R
∣∣∆j,m(x)∣∣(τ5n|ξN |5 + |τN |6|ξN |6).
(ii) We may replace ∆j,m(x) with ∆

j,m(x) in the above estimate.
(iii) If we replace ∆j,m(x) with ∆

j,m(x), this also bounds
max
1≤j≤N
∥∥EFmf(ξNV j)− Ef(ξNZj)∥∥1.
Proof of Lemma 12.1. The proof goes along the same lines as for Lemma
9.11. The essential difference is a slightly different handling of function g,
defined in (9.30). We first show (i). Using a Taylor expansion, we have
g(x) = hn(x)
(
x4f (4)(0) + stξnx
5f (5)(0)
+ stξnx
5
∫ 1
0
(1− u)(f (5)(stuξnx)− f (5)(0))du).
Let
gˇ(x) = x5
∫ 1
0
(1− u)(f (5)(stuξnx)− f (5)(0))duhn(x).(12.1)
Replacing g with gˇ, we now proceed as in (9.31) plus the remaining steps in
Lemma 9.11. This yields the estimate∥∥∥EFmstξ5N gˇ(V j)− Estξ5N gˇ(Zj)∥∥∥
1
. m−1τ5n(|ξN |5 + |ξN |8) + sup
x∈R
∣∣∆j,m(x)∣∣(τ5n|ξN |5 + |τN |6|ξN |6).(12.2)
Note the additional factor ξN in this estimate, which is crucial. Next,
using (9.26) and arguing as in Step 2 of Lemma 9.11, we obtain∥∥∥EFm(ξNV j)4(1− hn(V j))∥∥∥
1
. ξ4NO
(
m−1
)
(log n)−b,(12.3)
where 2b + 2 < a. By Lemma 9.96∥∥EFmV 4j − EFmZ4j∥∥1 . m−1.
6Recall that Zj is independent of Fm
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Hence piecing everything together, we arrive at∥∥∥EFm(ξNV j)3f (3)(tξNV j)− EFm(ξNV j)3f (3)(0)
−
∫ 1
0
E
[
(ξNZj)
4f (4)
(
stξNZj
)
hn(Zj)
]
d s
∥∥∥
1
. |ξN |3τ−1n log(n)−bO
(
m−1
)
+ τ5n(|ξN |5 + |ξN |8)m−1
+|ξN |4m−1 + sup
x∈R
∣∣∆j,m(x)∣∣(τ5n|ξN |5 + |τN |6|ξN |6).(12.4)
We may now continue as in the proof of Lemma 9.11 to complete the proof.
For (ii) and (iii), we may argue as in Lemma 11.1 (i) and (ii). 
Lemma 12.2. Grant Assumption 8.1 for p ≥ 4, and let f be a smooth
function such that supx∈R |f (s)(x)| ≤ 1 for s = 0, . . . , 8. Then for τn ≥
cτ
√
log n, cτ > 0 sufficiently large
(i) max
1≤j≤N
∥∥Ef(ξN V˜j)− Ef(ξN Z˜j)∥∥1 . (|ξN |2 + |ξN |3 + |ξN |4)m−1
+ τ5n(|ξN |5 + |ξN |8)m−1 + sup
x∈R
∣∣∆j,m(x)∣∣(τ5n|ξN |5 + |τN |6|ξN |6).
(ii) We may replace ∆j,m(x) with ∆

j,m(x) in the estimate above.
(iii) If we replace ∆j,m(x) with ∆

j,m(x), the same bound applies to
max
1≤j≤N
∥∥Ef(ξN V˜ j )− Ef(ξN Z˜j )∥∥1.
Proof of Lemma 12.2. We may proceed as in the proof of Lemma 12.1. 
Lemmas 12.1 and 12.2 allow us to establish the key recursion, given in
the next lemma.
Lemma 12.3. Grant Assumption 8.1 for p ≥ 4. Then for N ∼ (log n)m,
m ≥ 5,
(i): supx∈R
∣∣∆n(x)∣∣ . n−1N + (log n) 52N− 32 supx∈R ∣∣∆m(x)∣∣.
(ii): supx∈R
∣∣∆n(x)∣∣ . n−1N .
Proof of Lemma 12.3. To obtain (i), we argue as in the proof of Lemma
11.3. The key difference is that we use Lemma 12.1 (iii) and Lemma 12.2
(iii) instead of Lemma 11.1 (ii) and Lemma 11.2 (ii) (we still require Lemma
11.2 (iii)) to establish the recursion. For (ii), we may follow Lemma 11.4.
Using (i) repeatedly, we get, with τn ∼
√
log n, cn = b lognlog 2N c, N ≥ cτ10n ,
c > 0 large enough,
sup
x∈R
∣∣∆n(x)∣∣ . n−1N cn+1∑
k=0
(
τ5nN
− 3
2
)k
(2N)k +
(
τ5nN
− 3
2
)cn . n−1N.

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Proof of Proposition 8.5. We argue as in the proof of Proposition 8.4, and
repeat the proof of Proposition 8.2 verbatim with τn = cτ
√
log n (cτ > 0
large enough) and N = c(log n)m, m = 5, c > 0 large enough. The difference
is that we use Lemma 12.1 (ii), Lemma 12.2 (ii) instead of Lemma 11.1 (i),
Lemma 11.2 (i). We still use Lemma 9.12 (ii). This yields the inequality
ATn . n−1N + (log n)5N−
3
2 sup
x∈R
∣∣∆m(x)∣∣.
An application of Lemma 12.3 (ii) then yields the claim. 
13. Proofs of Section 2
Proof of Theorem 2.2. We carry out most of the arguments for general p ≥ 3
so we can recycle the arguments for subsequent proofs. We first show
sup
x∈R
∣∣∆n(x)∣∣ . O(n−1/2 log(n)−b)+ CTn .(13.1)
Recall that for i ≥ j, we have Ei,j = σ
(
εi, εi−1, . . . , εj
)
and let
Xkm = E
[
Xk
∣∣Ek,k−m], k ∈ Z.(13.2)
Obviously, (A1) now implies (B1) for (Xkm)k∈Z due to Jensen’s inequality.
Next, we show that (A2) implies (B2). It suffices to consider the case
1 ≤ k ≤ m since Xkm = X∗km for k > m. Observe that (almost surely)
X∗km = E
[
X∗k
∣∣σ(Ek,1, E∗0,−m)],
and
E
[
X∗∗k
∣∣σ(Ek,1, E∗0,−m)] = E[Xk∣∣Ek,1] = E[X∗k ∣∣Ek,k−m].
Then by the triangle, Jensen’s inequality and the above∥∥Xkm −X∗km∥∥p = ∥∥E[Xk −X∗k +X∗k ∣∣Ek,k−m]
− E[X∗k −X∗∗k +X∗∗k ∣∣σ(Ek,1, E∗0,−m)]∥∥p
≤ 2∥∥Xk −X∗k∥∥p.
Next, using the same argument as in the proof of Theorem 1 in [45], it
follows that (with Snm =
∑n
k=1Xkm)∥∥Sn − Snm∥∥p . √nm−2 ∞∑
k=m
k2
∥∥Xk −X∗k∥∥p . √nm−2.(13.3)
Using Cauchy-Schwarz inequality, (13.3) and Lemma 9.21, we obtain
n−1
∣∣ES2n − ES2nm∣∣ . n−1‖Sn − Snm‖2‖Sn + Snm‖2 . m−2.(13.4)
Similarly, by Ho¨lder’s inequality and Lemma 9.21, we have∣∣ES3n − ES3nm∣∣ . ∥∥Sn − Snm∥∥3(∥∥Sn∥∥23 + ∥∥Sn∥∥3∥∥Snm∥∥3 + ∥∥Snm∥∥23)
.
√
nm−2n .
√
n(13.5)
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for m large enough (e.g. m =
√
n). Relation (13.4) together with Lemma
9.20 and (A3) shows that 0 < c0 ≤ s2m ≤ c1 < ∞ for all m ≥ m0, m0
large enough, and hence (B3) holds. We have thus established the validity
of Assumption 8.1 for (Xk,m)k∈Z, m sufficiently large. To continue with the
proof, we note
sup
x∈R
∣∣P(Sn ≤ x√n)−Ψn(x)∣∣ ≤ sup
x∈R
∣∣P(Sn ≤ x√n)− P(Z + Z˜ ≤ x)∣∣
+ sup
x∈R
∣∣P(Z + Z˜ ≤ x)−Ψn(x)∣∣,(13.6)
where Z, Z˜ are defined with respect to (Xk,m)k∈Z. We first show
sup
x∈R
∣∣P(Sn ≤ x√n)− P(Z + Z˜ ≤ x)∣∣ . O(n−1/2 log(n)−b)+ CTn .(13.7)
To this end, we observe that by Lipschitz continuity and (13.3), we have∣∣EeiξSn/√n − EeiξSnm/√n∣∣ . |ξ|m−2.(13.8)
From Berry’s classical smoothing inequality (cf. [25, Lemma 1, XVI.3]) we
derive, using (13.8),
sup
x∈R
∣∣P(Sn ≤ x√n)− P(Z + Z˜ ≤ x)∣∣
.
∫ Tn
−Tn
∣∣∣EeiξSn/√n − Eeiξ(Z+Z˜)∣∣∣ 1|ξ| dξ + CTn
. ATn +
Tn
m2
+ CTn .(13.9)
Here, ATn , Z, Z˜ are defined with respect to (Xk,m)k∈Z, while CTn is defined
with respect to (Xk)k∈Z. Proposition 8.2 then yields (13.7), selecting m
large enough (e.g. m = n
7
8 ). Having in mind (13.6), it remains to show
sup
x∈R
∣∣Ψn(x)− P(Z + Z˜ ≤ x)∣∣ = O(n−1/2 log(n)−b).(13.10)
To this end, we define Ψn,m(x) in analogy to (2.4) with respect to Sn,m.
Then
sup
x∈R
∣∣P(Z + Z˜ ≤ x)−Ψn(x)∣∣ ≤ sup
x∈R
∣∣P(Z + Z˜ ≤ x)−Ψn,m(x)∣∣
+ sup
x∈R
∣∣Ψn,m(x)−Ψn(x)∣∣.
By Lemma 9.157, the first term on the RHS is bounded by m−1. For the
second term, it suffices to show that the second and third moments differ
by at most m−1 due to Lemma 9.14. However, we have already shown this
in (13.4) and (13.5), and obtained the even stronger result
sup
x∈R
∣∣Ψn,m(x)−Ψn(x)∣∣ . n−1,(13.11)
7Note: Ψn in Lemma 9.15 becomes Ψn,m
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and hence (13.10) holds. But (13.10) with (13.7) yields (13.1) via (13.6),
which completes the first part of the proof. Since (ii) ⇒ (i) is obvious, it
remains to show (i)⇒ (ii). To this end, denote by vT the smoothing density
vT (t) =
1
pi
1− cos(Tt)
1 + t2T
, x ∈ R, T ∈ N.(13.12)
Recall ∆n(x) = P
(
Sn ≤ x
√
n
)−Ψn(x), and put
∆Tn (x) =
∫
R
∆n(x− t)vT (t)dt.(13.13)
Since vT (x) is the density of a probability measure, we obtain
sup
x∈R
|∆Tn (x)| ≤ sup
x∈R
|∆n(x)|.(13.14)
Moreover, by Fourier inversion
∆Tn (x) =
1
2pi
∫ T
−T
e−iξx
EeiξSn/
√
n − Eeiξ(Z+Z˜)
−iξ
(
1− |ξ|
T
)
dξ.(13.15)
Setting T = n, Tn ∼
√
n and using (13.8) together with Proposition 8.2, the
reverse triangle inequality gives
|∆Tn (x)| &
∣∣∣∫
Tn≤|ξ|≤n
e−iξxE
[
eiξSn/
√
n
](
1− |ξ|
n
)1
ξ
d ξ
∣∣∣− O(n− 12 log(n)−b)
= |TnTn(x)| − O
(
n−
1
2 log(n)−b
)
.(13.16)
Combining this with inequality (13.14), we arrive at
O
(
n−
1
2
)
= sup
x∈R
|∆n(x)| ≥ sup
x∈R
|∆Tn (x)| & sup
x∈R
|TnTn(x)| − O
(
n−
1
2 log(n)−b
)
.
This implies
CTn . O
(
n−
1
2
)
+ n−1 = O
(
n−
1
2
)
,
which completes the proof. 
Proof of Theorem 2.7. We can argue as in the proof of Theorem 2.2. The
main difference is that we use Proposition 8.4 instead of Proposition 8.2. 
14. Proofs of Section 6
The method of proof for the results of Section 6 is of relevance for those
of Section 3, hence we supply the corresponding arguments first.
Lemma 14.1. Assume that Assumption 2.1 holds for 0 ≤ q < a− 2. Then
there exists a constant c > 0 such that for any x ∈ R∣∣∆n(x)∣∣ ≤ c
1 + |x|q
(
O(n−
1
2 ) + (log n)
q
2CTn
)
,
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where Tn = cTn
1/2 with cT > 0 sufficiently small. If 3 < p < 4, then for
any q > 0 there exists δ > 0 (arbitrarily small) such that∣∣∆n(x)∣∣ ≤ c
1 + |x|q
(
n−
p
2
+1+δ + (log n)
q
2CTn
)
.
Proof of Lemma 14.1. By Lemma 9.18
P
(|Sn| ≥ x√s2n) . n− p2+1x− p2
for x ≥ c√log n and c > 0 sufficiently large. One readily verifies an analo-
gous bound for Ψn(x) using standard Gaussian tail bounds. On the other
hand, Theorem 2.2 implies∣∣∆n(x)∣∣ . (log n) q2
1 + |x|q
(
O
(
n−
1
2 log(n)−b
)
+ CTn
)
, |x| ≤ c
√
log n,
hence the first claim. The second follows in the same manner, using Theorem
2.7 instead of Theorem 2.2. 
Proof of Theorem 6.1. To lighten the notation, we assume without loss of
generality that s2n = 1 in the sequel. Note first that due to (6.1) and |f(0)| <
∞ by continuity ∣∣f(x)∣∣ ≤ ∣∣f(0)∣∣+ |x| sup
y∈R
∣∣f (1)(y)∣∣.(14.1)
It follows that E
[|f(Sn/√n)|] <∞ is well-defined. For a > 0, b ≥ 6 even, let
Hk
d
= Ga,b be a sequence of i.i.d. random variables, independent of (Xk)k∈Z,
where Ga,b is defined in (11.1). Put fn
(
x
)
= f
(
x/
√
n
)
. A Taylor expansion
yields
fn
(
Sn +Hn −H0
)− fn(Sn) = (Hn −H0)f (1)n (Sn)
+ (Hn −H0)
∫ 1
0
(
f (1)n
(
Sn + t(Hn −H0)
)− f (1)n (Sn)) dt.
Fix K > 1 and consider the interval IK = [−K,K]. Since f (1) restricted
to IK is uniformly continuous, for any η > 0 there exists δK > 0 such that
|f (1)(x)− f (1)(y)| < η for |x− y| < δK and x, y ∈ IK . Let
AK =
{
Sn ∈
√
nIK−1,
}
, BδK =
{|Hn −H0| < √nδK}.
By Lemma 9.21, it follows that
P
(
(AK ∪ BδK )c
) ≤ P(|Sn| ≥ (K − 1)√n)+ P(|Hn −H0| ≥ √nδK)
. K−p + n−b+22 δ−b+2K .
Since supx∈R |f (1)n (x)| ≤ n−1/2Df , the above yields
√
n
∥∥∥∫ 1
0
(
f (1)n
(
Sn + t(Hn −H0)
)− f (1)n (Sn)) dt∥∥∥
2
.
√
P
(
(AK ∪ BδK )c
)
+ η .
√
K−p + n
−b+2
2 δ−b+2K + η.
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In particular, by appropriate choices of η,K, δK , we get∥∥∥∫ 1
0
(
f (1)n
(
Sn + t(Hn −H0)
)− f (1)n (Sn)) dt∥∥∥
2
= O
(
n−1/2
)
as n→∞. Since E[H0] = 0 and ‖Hn −H0‖2 <∞, the above and Cauchy-
Schwarz inequality give∣∣E[fn(Sn +Hn −H0)− fn(Sn)]∣∣ = O(n− 12 ).(14.2)
Recall Xk = Xk + Hk − Hk−1, Sn =
∑n
k=1X

k = Sn + Hn − H0, and that
for a real valued random variable Y
E
[
f(Y )− f(0)] = ∫ ∞
0
f (1)(y)P
(
Y ≥ y)dy − ∫ 0
−∞
f (1)(y)P
(
Y ≤ y)dy.
(14.3)
Next, we note that straightforward computations give
(sn)
2 = s2n +O
(
n−1
)
, (κn)
3 = κ3n +O
(
n−1
)
.
Hence Lemma 9.14 yields
sup
x∈R
(x2 + 1)
∣∣Ψn(x)−Ψn(x)∣∣ . n−1.(14.4)
Since supx∈R |f (1)(x)| ≤ Df , (14.4) and Lemma 14.1 yield∣∣∣ ∫ ∞
0
f (1)(y)
(
P
(
Sn ≥ y
√
n
)− (1−Ψn(y)))dy∣∣∣
.
∣∣∣ ∫ ∞
0
f (1)(y)
(
P
(
Sn ≥ y
√
n
)− (1−Ψn(y)))dy∣∣∣+ 1n
. O
(
n−
1
2
)
+
(
log n
) q
2CTn , q > 1,
where Tn = cT
√
n. Selecting a > 0 such that cT > ab, we get from (11.2)
sup
x∈R
∣∣TnTn(x)∣∣ ≤ ∫
cT
√
n≤|ξ|≤n
∣∣Eeiξn− 12H0∣∣2 1|ξ|dξ = 0.(14.5)
Hence ∣∣∣ ∫ ∞
0
f (1)(y)
(
P
(
Sn ≥ y
√
n
)− (1−Ψn(y)))dy∣∣∣ = O(n− 12 ).
In an analogous manner, one establishes∣∣∣ ∫ 0
−∞
f (1)(y)
(
P
(
Sn ≤ y
√
n
)− (1−Ψn(y)))dy∣∣∣ = O(n− 12 ).
Piecing everything together, the claim follows. 
Proof of Theorem 6.2. We proceed as in the proof of Theorem 6.1. A Taylor
expansion yields∣∣E[fn(Sn +Hn −H0)− fn(Sn)]∣∣ . Ln−s/2E|Hn −H0|s.
Using Lemma 14.1, the claim now follows as in Theorem 6.1. 
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15. Proofs of Section 3
Proof of Theorem 3.1. In broad brushes, the proof is very similar to the one
of Theorem 2.2. The main difference is that we replace ’sup’s with integrals.
Recall the well-known representation
W1
(
F,G
)
=
∫
R
∣∣F (x)−G(x)∣∣dx(15.1)
for distribution functions F , G and let τn = cτ
√
log n, cτ > 0 large enough.
Then by Lemma 9.18∫
|x|>τn
∣∣P(Sn ≤ x√n)− P(Ln ≤ x√n)∣∣dx
≤
∫
x>τn
(
P
(|Sn| > x√n)+ P(|Ln| > x√n))dx . n− p2+1.(15.2)
On the other hand, proceeding similarly as in (13.9) (we integrate, instead
of taking the supremum), we get∫ τn
−τn
∣∣P(Sn ≤ x√n)−Ψn(x)∣∣dx . τnATn + τnTnm−2 + ITn
. O
(
n−
1
2
)
(log n)−b+
1
2 + ITn(15.3)
for m large enough (e.g. m = n
7
8 ). In addition, since EL2n = s
2
n, EL
3
n =
κ3n, Ln admits the Edgeworth expansion (c.f. [53])
sup
x∈R
(|x|3 + 1)∣∣P(Ln ≤ x√n)−Ψn(x)∣∣ . n−1.(15.4)
It follows that ∫ τn
−τn
∣∣Ψn(x)− P(Ln ≤ x√n)∣∣dx . n−1.(15.5)
Combining (15.2), (15.3) and (15.5), the triangle inequality gives
W1
(
PSn/√n,Mn
) ≤ O(n− 12 )(log n) 12−b + ITn .(15.6)
Next, we establish the bound
W1
(
PSn/√n,Mn
)
. n− 12 .(15.7)
To this end, we use Representation 3.2. As in the proof of Theorem 6.1,
let (Hk)k∈Z be an i.i.d. sequence with Hk
d
= Ga,b, b = 6, a > 0, S

n =
Sn +Hn −H0. Applying (15.6), we get
W1
(
PSn/
√
n,M

n
)
. O
(
n−
1
2
)
(log n)
1
2
−b + ITn ,(15.8)
where Mn is defined in the obvious way. Using (14.5), we deduce ITn = 0
for a > 0 small enough. On the other hand, by Representation 3.2 and
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Lipschitz-continuity
W1
(
PSn/
√
n,PSn/
√
n
)
= sup
f∈H11
∣∣Ef(Sn/√n)]− Ef(Sn/√n)]∣∣
. n− 12
∥∥Hn −H0∥∥1 . n− 12 ,
and the same argument also gives W1
(
Mn,M

n
)
. n−1/2. The triangle
inequality, in view of the above estimates, then yields
W1
(
PSn/
√
n,Mn
) ≤W1(PSn/√n,PSn/√n)+W1(PSn/√n,Mn)+W1(Mn,Mn)
. n−1/2.
Together with (15.6), we have thus established
W1
(
P
Sn/
√
s2n
,Ψn
)
. O
(
n−
1
2
)
(log n)
1
2
−b + n−
1
2 ∧ ITn .
Since (ii)⇒ (i) is obvious, it remains to show (i)⇒ (ii). To this end, recall
the smoothing density vT and ∆
T
n , given in (13.12) and (13.13). Note that
particularly due to (15.4), we have
W1
(
PSn/√n ∗ vT ,Mn ∗ vT
) ≥ ∫
R
∣∣∆Tn (x)∣∣dx−O(n−1).
Since W1 is an ideal metric (or by Representation (15.1) and Tonelli), we
have
W1
(
PSn/√n ∗ vT ,Mn ∗ vT
) ≤W1(PSn/√n,Mn).(15.9)
Together with relation (13.15) and T = n this implies
O
(
n−
1
2
)
= W1
(
PSn/√n,Mn
) ≥W1(PSn/√n ∗ vn,Mn ∗ vn)
≥
∫ τn
−τn
∣∣∆nn(x)∣∣dx−O(n−1) & ∫ τn
−τn
∣∣TnTn(x)∣∣dx− O(n− 12 ) log(n) 12−b.
Since a > 3 by assumption we may select b > 1/2 and conclude
ITn ≤ O
(
n−
1
2
)
+ 2τnn
−1 = O
(
n−
1
2
)
.

Proof of Theorem 3.6. We can argue as in the proof of Theorem 3.1, based
on Propositions 8.2 and 8.5. 
Proof of Corollary 3.3. Lemma 9.1 implies |κ3n| . n−1/2. Using the Edge-
worth expansion (15.4), we obtain the bound∫
R
∣∣Φ(x/sn)− P(Ln ≤ x√n)∣∣dx . n−1/2,
and hence from Representation (15.1), it follows that W1(Φ,Mn) . n−1/2.
The triangle inequality and Theorem 3.1 then yield the claim. 
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Proof of Corollary 3.5. Due to Theorem 2.2 (|κ3n| . n−1/2 by Lemma 9.1)
we have
sup
x∈R
∣∣P(Sn ≤ x√n)− Φ(x/sn)∣∣ . n−1/2.
Using representation (15.1), we thus obtain∫
R
∣∣P(Sn ≤ x√n)− Φ(x/sn)∣∣qdx
≤ sup
x∈R
∣∣P(Sn ≤ x√n)− Φ(x)∣∣q−1 ∫
R
∣∣P(Sn ≤ x√n)− Φ(x)∣∣dx
. n−
q−1
2 W1
(
PSn/√n,Φ
)
.
Corollary 3.3 now yields the result. 
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Notation Table XI Page References
Sn 2, 22, 23 Ψn(x) 2, 3, 6, 14
Ca 7 Λq,p 6, 19
Gm 3 λk,p 4, 6, 23
ITn 4, 10 ‖ · ‖p 6
Ac 21 κ˜j 20, 30
s2n 6, 22 κ
3
n 6, 10
Tba(x) 7 Tn 7
Ek 22 ν˜j 20, 30
σ¯j 20, 30 s
2 6
∆n(x) 7 κ
3 7
Hk 8 b 7
E∗k 22 ν¯j 20, 30
V˜ ∗j 25 R
(l,∗∗)
1 25
Df 14 φ(·) 7
W1(·, ·) 9 Ia 10
F∗m 29 Fm 19
EH[·] 19 σ˜j 20, 30
ATn 21 X
∗
k 6, 22
Skj 24 V ∗j 24, 29, 30, 39
V
(∗,>l)
1 25 V
(∗∗,>l)
1 25
ξ
(l,′)
k 36 X
′
k 36
Mk 10 E∗∗k 22
∆j,m(x) 31, 33, 34 Ei,j 36
Xk,m 36 θk,p 36, 39
S˙n 37 M˘n,l 38
Θj,p 36 M˙i,l 37
µ˘l 38 X

k 42
Sn 42 Rj 20
∆j,m 43 X
∗
k,m 48
Ψn,m(x) 49 ∆
T
n (x) 50
ϕj|m(x) 40 σ¯j|m 20
Φ(·) 7 HsL 14
s2m 19 Mn 10
Gn 10 ej 19
Sn|m 19 S˜n|m 19
Uj 20 ∆

n(x) 43, 44, 45, 47
κ¯j|m 20 ν¯j|m 20
Z 21 Z˜ 21
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α 10 β 10
λl,p 11 m 21
vn 24 g(x) 32
a 6, 7 Uk 8
W j 34 F (x) 35
Zj 35 X
(l,′)
k 36
Ln 10 τn 10
X˙i 37 gˆa,b(t) 42
Ga,b 42 v˘l 38
Θ˙n,q 37 S˙n,m 37
[s] 14 ϕH(t) 8
Xk 6 Vn 9
ξ
(l,∗)
k 11, 22 X
(l,∗)
k 22
hn(x) 31 Ak 35
16. Proofs of Section 5
Proof of Theorem 5.4. Due to Theorem 2.8, it suffices to establish
CTn . n−(α+1)/2.(16.1)
Observe that as in the proof of Theorem 2.8, we may assume that (Xk)k∈Z
is m-dependent with m = nm, m < 1. By independence and |eix| = 1, we
have ∣∣∣EeiξSn/√n∣∣∣ ≤ ∣∣∣Eeiξ∑i∈I Sni/√n∣∣∣.
By Burkholder’s inequality and Assumption 5.2, we have∥∥∑
i∈I
θi(Xki −X∗ki)
∥∥2
p
.
∑
i∈I
θ2i
∥∥Xki −X∗ki∥∥2p.
Consider now the sum SnI =
∑n
k=1
∑
i∈I θiXki/ΘI , where Θ
2
I =
∑
i∈I θ
2
i .
By the above, we may apply Lemma 9.17, which yields∣∣∣Eeiξ∑i∈I Sni/√n∣∣∣ = ∣∣∣EeiξΘISnI/√n∣∣∣
. e−cϕξ2 + e−
√
N/32 log 8/7, ξ2Θ2I ≤ cTn
for constants cϕ, cT > 0. Due to (T3), this in turn yields that for some
constant c > 0
CTn . e−c log
β n + e−
√
N/32 log 8/7 log n+ n−(α+1)/2 . n−(α+1)/2,
and hence the validity of (16.1). 
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