Begining with divergence, rewrite (A.1) as,
where M = x x and m = x u .. Also, for each i, 
Since B and B are correlated, both B dB and Λ contribute to the bias. As N → ∞, 
B. Proofs of Propositions
The propositions generalize from the case in which the cointegrating regression contains no Þxed effects α = 0, no time trends λ = 0 and no common time effects θ = 0 for all i = 1, . . . , N and i i t t = 1, . . . , T . To prove the propositions, it is useful to begin with the asymptotic distribution theory for this case as contained in lemmas 1 and 2.
Lemma 1 (Fixed N , T → ∞.) Consider the model (1) and (2) with α = 0, λ = 0, θ = 0 for i i t all i = 1, . . . , N and t = 1, . . . , T . The error-dynamics obey assumption 1. Then, for Þxed N , as T → ∞, √â . T (γ − γ) and T (δ − δ ) are independent for each i. 
and Ω is a consistent estimator of Ω .
2
N T uu,i uu,i uu,i it it i=1 t=1 N T Proof. We know from single equation dynamic OLS that the estimators for γ and δ converge at i different rates of T . To allow for these different convergence rates, we follow Hamilton (1994) and Sims, Stock, and Watson (1990) and deÞne the scaling matrix
Part (b). We Þrst prove part (b). To begin, we show that
.
ii. since z u is a k−dimensional random vector of stationary zero mean variates and u is
Combining (A.3) and (A.4) gives
follows because that m and v are Gaussian random vectors. for all i = 1, . . . , N and t = 1, . . . , T . The error-dynamics obey assumption 1. Then, as
To lighten the notation, let U ≡ B B and e ≡ Ω B dW .
Part a (Asymptotic normality). We Þrst show that {e } obeys a central limit theorem for inde-
pendent but heterogeneously distributed observations. Working with the double indexed sequences
where we use the law of iterated expectations to obtain ii) and iv). Since Ω is positive deÞnite for vv,N i all i, V is O(1) and uniformly positive deÞnite. It follows that (cf. Theorem 5.11 of White (1984) ),
Part b (Convergence in probability). Now we show that U ≡ B B obeys a law of large numbers i vi vi ∞ for independent but heterogeneously distributed observations. For the independent sequence {U }
we have Corollary 3.29 of White (1984) ). This result, along with 
where C = M V M , which establishes proves part (a) of the proposition. estimator (10), for Þxed N as T → ∞, √â . T (γ − γ) and T (δ − δ ) are independent for each i.
Proof of proposition 1. In the Þxed-effects model, the observations for the regression under consideration are deviations from their time-series averages and we need only small modiÞcations to the asymptotic theory of lemmas 1 and 2.
Þxed N is established along the lines of the proof of proposition ??.a and is omitted. 
Proof of proposition 2.
Establishing the sequential limit distribution follows the proof of proposition 1 with
A.7
Proof of proposition 3
N is established along the lines of the proof of proposition ??.a and is omitted.
Part (b). We show that for Þxed N as T → ∞,
where M and m are deÞned in proposition 3 and
iii. for the i−th diagonal block of M ,
ii. The i-th element in the vector m is
which establishes (A.7). k Proposition 4 (Sequential limits, Þxed effects and trends.) For the panel DOLS estimator of (16),
t=1 NT Proof of proposition 4 √ Part (a). First, we establish that as T → ∞ then N → ∞, N T (γ − γ) and
, and observe that
iii. conditional on B ,
A.10 where
Now it can be seen that as N → ∞, V → 0, and M → 0. It follows that as T → ∞ then (17) gives
Taking the time-series average of (A.9) gives
and subtracting (A.10) from (A.9) to eliminate the Þxed-effects gives
A.11
Now take the cross-sectional average of (A.11) to get
Subtracting (A.12) from (A.11) eliminates the common time effect and gives ‡ * ‡ * 0 * ỹ
where a 'star' denotes the deviation of an observation from both the time-series and cross-sectional average added to the grand mean. That is,
Let the grand coefficient vector be β = (γ, λ ) , and deÞne
Then the compact form of the regression is y = γ q + u and the panel DOLS estimator of β is
which we rewrite as
Recall that a ' ‡' is used to denote a projection error, a '*' denotes the deviation of an observation plus its grand sample average from its time-series and cross-section average, and a 'tilde' denotes the deviation of an observation from its time-series average.
The proof of proposition 5 makes use of the following lemmas.
Lemma 3 For each i as T → ∞,
Lemma 3 is useful because it gives us asymptotic justiÞcation for ignoring the fact that we are using projection errors instead of the original observations. Proof. First, observe that by direct calculation,
ii. and
Part (a). The i-th term in the sum is x x By lemma 3.a, we need only examine
A.14
where as T → ∞, R P
A.15
Now observing that as N → ∞,
Part (b). By lemma 3.b, we examine
column of the matrix M , , and
21,N i
Part (c). is obvious.
Lemma 5
(c) As T → ∞ and N → ∞, m and m are independent.
√ Summing over i and dividing the result by N gives,
which establishes part (a).
Part (b). Is established along the lines of the proof to lemma 2 and is omitted.
Part (c). We Þrst show for the i-th element of m , for Þxed N as T → ∞,
For Þxed N , as T → ∞,
which we obtain since u = 0. It follows that
The asymptotic independence between m and m as T → ∞ then N → ∞ is established . N T (γ − γ) and T (λ − λ ) are independent. N 11,N 11,N 
C. Money demand study data
Our data consists of annual time series observations from 1957 through 1996 for the following 19 countries: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Great Britain, Iceland, Ireland, Japan, Netherlands, New Zealand, Norway, Portugal, Spain, Switzerland, and The United States. The composition of the sample was determined by data availability. Our measure of money is from the IFS (line code 34) for all countries except for Great Britain where we used M0. The deÞnition of money from the IFS is the sum of transferable deposits and currency outside banks. Price levels for all countries are measured using the CPI from the IFS (line code 64).
IFS annual real GDP data (line code 99B) are used for all countries with the following exceptions: The June 1998 IFS CD-ROM reports only nominal GDP for Austria from 1957 -1963 , for Finland and Iceland from 1957 -1959 , and Portugal from 1957 -1964 . For these countries we generated our own measure of real GDP for the early part of the sample by deßating nominal GDP with the CPI. The June 1998 IFS CD-ROM reports real GDP for Germany only from 1979-1996. To obtain a complete series, we spliced this series to real GDP from 1960 to 1978 reported in the 1992 OECD Main Economic Indicators. For the period 1957 to 1959, we deßated nominal GDP by the CPI. 
