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l 
ALGUNS ASPECTOS 'l'E0RICOS S.QBRE DEG_OJ'I'WOSICÃO E:r:1_PROGRAMAÇÃO MA 
J:E~JÂTICA_[)E GRAN_pE J'OLT~ 
l. IN TROD UÇÃ O 
Dentro da Programação Matemática, vem se desenvolvendo nas du 
a.s últimas décu.das, estudos dirigidos para a resolução de pr~ 
blemas de grande porte. Um problema de grande porte pode ser 
caracterizado, não só pelo número de variáveis que contém, c~ 
mo também pelo n(unero e complexidade das rest.r1çÕes envolvi 
das por ele, o que quase sempre acarreta dificuldades (ou mes 
mo impossibi lidado) de resolução. Assim, as novas técnicas ~ 
senvolvidas, que deram início a Programação Matemática de Cran 
de Porte, buscam aproveitar as estruturas particulares prese!_!. 
tes nestes problemas no sentido de facilitar ou mes,no possib.!_ 
li tar suas resoluções computacionais. Essas técnicasr chama-
das de decomposição, visam transformar o problema original 
num problema equivalente, isto é, em um problema coordenador 
e em subproblemas com dimensão e complexidade menores. Com 
isso é criada uma hierarquia de resolução onde no nível infe-
rior os subproblemas s,3:o tratados independentemente e no ni 
2 
vel superior o problema mestre (problema coordenador) é encar 
regado de coordenar tais subproblcmas, até que se obt_enha a 
solução do problema original. 
O objetivo deste capítulo é j_ntroduzir a ·teoria de decomposi-
ção que será usada no nosso problema especifico de transporte 
e armazenagem dinâmico. 
Na tentativa de unificar as técnicas de otimização para Pro 
grarnação Matemática de Grande Porte, Gcoffrion [1J, define do 
is conceitos fundamentais: Manipulação de Problemas e Estraté 
gia de Resolução. 
A man.ipulação de problemas, fonte geradora de programas mes-
·tres 1 tem como objetivo a transformação do problema original 
numa forma alternativa mais adequada para solução. Na maio 
ria das vezes a estrutura particular do problemu original e 
aproveitada e obtém-se um problema totalmente equivalente, de 
resolução mais simples. As manipulações apresentadas neste c~ 
pitulo são: Projeção, Linearizaç5.o externa e Dualização. 
A estratégia de resolução é a fonte geradora de subproblemas, 
que a partir das simplificações induzidas pela manipulação for 
3 
ncce um procedimento i Lcrd tl vo para a res oluçõ.o do programa 
mestre. A E'str.J.tCgia de rcsoluçiio ubordada neste capítulo 6 
a Rc laxaç2í.o. 
2. ~ffiNIPULAÇÃO DE PROBLEMAS 
2.1. Projeção 
Projeção é uma excelente manipulação, quando fixando-se temp~ 
rariamente o valor de algumas variáveis do problema, a sua re 
solução é sentidamente simplificada. 
Seja o problema 
min f(x,y) I li 
xcX 
ycY 
s.a Glx,y) 
"' 
o 
que envolve otimização no Gspaço conjnnto das variáveis x e y. 
Vamos definir sua projeção no espaço das variáveis y como sen 
do 
onde 
min 
yt:V 
vlyl 
vlyl 
inf f(x,y), s.a G(x,y) ~ O 
Xl:X 
I 2 I 
4 
e V = {y) y c Y e G(x,y) -§::- O para algum xcX} 
A vantagem desta técnica de manipulação, reside no fato de que 
sendo {1) e (2) equivalentes [1 ], a resolução de (2) e mais 
simples do que a resolução de (1.). Faz-se necessária a deft-
nição de V para que seja garantida a existência de v(y), como 
pode ser visto na Figura I.l. 
X 
1 
G(x,y) ~. O 
' 
-------1---, ~-------- :-/--
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F'i gura. I , 1 
2. 2. Linear i zaçã0 Ex ter na 
A linearização externa é uma aproximação que pode ser aplica-
da tanto a funções concavas ou convexas como a conjuntos con 
vexo::;. 
Pode ser visto na Figura 1.2, um exemplo de aplicação de line 
ari zação ex ter: na a uma função convexa de uma variável, onde 
f (x) é aproximada oor uma função linear por partes que o o m5. 
ximo ponto a ponto, das funções suporte lineares R.l (x) , ... , ' I x) 
n ' 
a.ssociadas aos pontos ... , X • 
n 
Um suporte linear p~ 
ra a função f num dado ponto x pode ser definido como sendo 
uma função linear que satisfaça as segu].ntes propriedades: nl!!.l 
ca exceda em valor a função f e que tenha exatamente o mesmo 
valor que f no ponto x. 
Na utilização de lj.neari zação externa pode ocorrer· que o núrne 
ro de linearizações necessárias para que se obtenha uma boa 
aproximação da função seja excessivamente grande, mas este 
problema pode ser contornado através de uma estriltégia de re 
solução chamada Relaxação que será vista posteriormente. 
f (x) 
Figurai.2 
2.3. Dualizaçâ.o 
t;eja a problcmet primal 
min f (x) 
xt:X 
s.a g{x) ~ O 
(3) 
9 r (x) 
J 
X 
onde x c Rn, X c Rn, f e uma função definida em X 0 g(x) --
= e um vetor de funções definidas em X. 
6 
O problema dual associado a {3) pode ser escrito como 
max 
li) o 
( 4) 
7 
m -
onde 11 1: R c o vetor das variáveis duais ou vetor multiplic-ª 
dor de Langrange, f(x) + ug(x) = L(x,~) 6 a funç~o Langrange~ 
no definida em Rn+m e 1nfimo (f(x) + 1-1g(x)} = h(JJ) e a função 
xcx 
dual, que é concava pois e o ínfimo ponto a ponto de uma cole 
ção d8 funções (uma para cada XI' X) lincélres em 11 ~2 ,4 _l. Medi-
ante esta caract.erística da função dual, tem-se uma propried~! 
de mui-to interessante que é utilizada em métodos de otimiza-
ç2io (como será vü;to no Capítulo II), ou seja a avaliação da 
função dual num vonto v* gera um hiperplano suporte a ela da 
do por 
onde x* s X ( w *) 
Graficamen t.e 
h ( '") 
f(x*) + pg(x*), 
(x*t:X(x* minimiza L(x,p*) sobre X} 
L(x* ,p) f(x*) + pg{x*) 
Figura I.3 v* 
8 
Pode-se prl>v.:tr r2,4]quc se a minj.m-ização de L(x,w*) sobre X o 
corre num úni.co ponto x*, isto é, se X(p*) tem um único ele-
men to x*, então a função dual h { J!) é diferenciável em ;1 * e 
g(x*} e o . ,,h I gracil_cntc -.-·--- * = g{x*). 1 (Í )l ]I Agora se X(Ji*) tiver 
mais de um elemento, a função dual h(Jl) ainda sera diferenci 
ãvel em 1-i* se e somente se g(x*) for constante para todo x* E 
X(JJ*) 1 caso isso não ocorra, g(x*) para x*c:X(l-l*), será um ::;ub 
gradiente de h(\,*). 
Para se resolver (4) pode-se então trabalhar com uma seguen-
cia de problemas de otimização ditos problemas Lagrangeanos: 
min f(x) + \J*g(x) 
X:sX 
( 5 I 
onde IJ* > O e fixado e o conjunto solução de (5) e dado por 
X ( l-l *) . 
Por outro lado, cada resolução do problema Lagrangcano está 
associada a solução de um problema mut·to semelhante ao probl~ 
ma prlmal ( l) , que ê o problema perturbado 
min f (xl 
xcX 
s.a g ( xl c:- y ( 6 I 
onde yi g. (x*) se u:'"70 l ]_ 
yi > g. (x*) se p"!" = o l l 
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1\e lucionado com esse problema de .fine-se uma função v (y) , cha 
mada função de pertubação ( *) 
v(y) =ínfimo f(x) 
XEX 
s.a g(x) L y ( 7) 
a qual associ.J. a cada vetor de pertubação y o valor ótimo do 
problema perturbado. O domínio efetivo de v(y) é dado pela 
condição de fact.ibilidade do problema perturbado, ou seja 
t: provado [l,S]gue se x* resolve o problema Lagrangeano (5) 
para v* > O tem-se que 
v(y) >- v(y*) - )J* (y- y*), V yc-V, y*"" y(x*), v(y*) 
= f {x*) 
Agora, seja y .o..: y* + o:s, a > O (escalar) e s uma direção fac-
tive 1 em V a partir de y * então 
v(y* + o:s) ) v{y*) - 1-l* as 
v(y* + as) - v(y*) 
------------.)-- IJ *s 
(*) O conceito de função de perturbação tem sido muito utili-
zado no estudo da teoria da dualidade 
Tomando-se o limite para a __ , O 
D v(y* 1 s) > - J-:*s 
Para s -- e. 
J 
T (00 ... o 1 o ... 0) 
i 
D v(y*, e.)> - p*. 
J J 
10 
assim tem-se que -p *. é um limitante da taxa marginal de vari 
J 
ação no valor ótimo do problema perturbado (6) para um acres-
cimo no j-ésimo elemento do vetor de recursos y. 
Geometricamente, resolver o problema Lagrangeano para )J *f o 
é determinar o hiperplano suporte à função de perturbação com 
inclinação -1-1*. A equação do hiperplano é dada por 
w(y) f(x*)- Jl* (y- g{x*)) = L(x*, p*)- 11*y 
e sua intersecção com o eixo y - O fornece o valor da função 
dual para 1-1*. 
w I o J L(x*, 1-1*) = h(1.1*) 
Portanto, o problema dual pode ser visualizado geometricamen-
te corno achar u inclinação -p0 do hiperplano suporte à função 
11 
de perturbação que maximiza a intersecção com o eixo Y""Ü. Pa 
r a essa inc.linação a solução do problema Lagrungeano x 0 e a 
I I solução do problema prima! ._2,4 1. 
Nu. Figura I.4 tem-se uma intcqnct.ução gcométrici.l que relacio 
na a função de pertu:cbação, a função dual, o problema Lagran-
geano e os problemas primal e dual. 
y*=g(x*) 
Figura I.4 
v(y) 
v(g(x*)) f ( x*) 
o h(p I 
tg a. )1,1/ 
---L(x*,p*)=h(p*T------_ v(y) 
o 
y 
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Para que a função de perturbação v(y) ·admita sempre um Único 
hiperplano suporte com inclinação -w * a cada ponto y* é neces 
s.:lrio e suficicntL' que seja estritamente convexa e que o hi 
perplano suporte no ponto y-=0 t_enha inclinação finita [lt4,5]. 
J. ES TRA'I':g GIA DE RESOLUÇÃO 
3.1. Relaxação 
A estratégia de Relaxação é geralmente utilizada em problemas 
com um grande número de restrições de desigua.ldnde, onde po!: 
tanto se sabe a priori que na solução ót.Lma muitas delas nao 
ser ao ativas, ou em problemas onde as restriçÕE~s só 
disponíveis implicitamente, como por exemplo, problemas resul 
tantes do uso da Linearização Externa. 
Esta estratégia consiste basicamente em ignorar (relaxar) um 
subconjunto de restrições de desigualdade, resolver então o 
problema relaxado, se a solução satisfizer todas as restrições 
ignoradas, essa solução e ótima, senao gerar ou incorporar 
uma ou mais restrições que foram violadas e assim iterativa-
mente até satisfazer as condições de factibilidade do proble-
ma original. 
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Seja f, g 1 , ... , gm funções convexas em um conjunto convexo 
X. c Rn. o programa convexo 
min f(x) 
s. a g. ( x) L O, 
l 
X!· X 
L M "" ! 1, ... , m} (8) 
é resolvido pela solução de uma sequência de problemas relaxa 
dos da forma: 
min f(x) 
s.a gi (x) .:;;. O, 
xsX 
üS I 9 I 
Al9orltmo 
I li 
(i i) 
Faça f "" -·" e S igual a qualquer s ubcon junto de M, tal 
que o problema reluxado tenha solução l.i.mi tada. 
Resolva o problema r(C;1axado. s Seja x umu fjOluçõ.o Õtima 
(se o problema relaxado é infactivel, o problema origi-
nal também o é) . s - s Se g. (x) ~ O para i~M-S, entao x e 
.l 
solução ótima do problemu original, senão va para {iii). 
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(iii) Seja V qualquer subconjunto de 1'1-S, que inclua ao menos 
uma da,s restriçÕes violadas. Se f(x 5 ) ;. I, faça !""~f(xl 
e S = EUV, onde E= tijg. (x5 ) = OL Caso con-trário fa 
1 
ça S :;;;:; SUV e va para (ii). 
4. ALOCAÇÃO DE RECURSOS 
Seja o problema de programação ma"tc:;mática: 
n 
f. (X. I 
1 l 
s.a ;· gi (xi) :f b 
i==l 
X. EX, , i;l, ... , n 
l l 
1101 
onde a função objet.i v a e separável, as restrições 
n 
i 
i=l 
g.(X.)fb 
.l 1 
sao de acoplumento e as restriçÕes x. eX. são separáveis. 
l l 
O método de Alocação de Recursos para resolução de ( 10) pede 
ser classificado, frente aos conceitos de manipulação e estra 
tégia de resolução, como uma combinação Projeç~o, Lineariza-
<;,:ão Externa/Re laxaçã~. 
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hssim, introduzindo-se variáveis auxiliares y i, i"'l, ... , n o 
problema (10) torna-se 
n 
min ) ~ f. (x.) 
i=l 1 1 
(ll) 
n 
s.a l: yi ~ b 
i=l 
g i { xi) L. yi i=l, ... , n 
X. eX . 
1 . l 
i=l, ... , n 
y. rY. ~ (yi cR0 1 l f: Y 4 para algum x. eX.} 
" 1 1 
e fazendo-se a projeção de (11) no espaço definido pelas va 
riáveis y tem-se 
onde 
n 
min L vi (fi) 
i=l 
n 
s.a L 
i=l 
y. ~ b 
1. 
min1f.(x.) 1 1 1 1 
(12) 
s.a r:J.(x.l""-Y-, x.cX., yJY_I\ l _l_ l l 1 - 1_ ], I 13) 
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A função v. (y.) pode ser vista como uma 
l l 
onde ~~ é o vetor multiplicador associado a 
função de perturbação, 
-k 
v i (y i) , o qual for 
nece uma medida da taxa mar9inal de redução em v. (y.) para um 
l l 
acréscimo a partir de Desta maneira o direcionamento 
nova alocação é feito atraVes da comparação entre os 
-k y. de cada uma das v. (y.). 
1 l 1 
-k 
IL 
l 
da 
e 
Assim, pode-se escrever vi (yi) por sua linearização externa(*) 
supremo 
J 
O problema (12) torna-se 
n 
min ;:; 
i=l 
n 
s. a x: 
i:;;l 
supremo 
i 
Y . ("' b 
.l 
y, c.Y. 
l l 
-j 
- "· l 
(y. -
l 
v. 
J 
I 141 
e como o supremo e o menor dos l.imi tantes superiores tem-se 
( *I Para que 
" 
linearização externa de vi (y i) seja válida 
necessário que as funç.õcs f. (X. I 
l l 
e ?i (x. I l sejam convexas 
sobre Xi convexo (' compacto 3, 4, 5. 
e 
n 
min r. 
Í""'} 
y' t: y. 
:L l 
o. 
l 
( 15) 
i = 1, ... , n 
v. 
J 
e finalmente aplicando~se relaxação nas restrições 
oi ~ 
n 
min E 
i=l 
n 
s.a lC 
i=l 
a. 
l 
yi 
"' 
b 
-j 
v. (y. I 
l l 
y. EY. 
l l 
Y~) , tem-se 
l 
(16) 
i=l, ••. , n 
j:::;l, .•• , k 
17 
O método de alocação de recursos consiste resumidamente nos 
seguintes passos 
li) Escolha uma alocação de recursos factível inicial 
I ii) Resolva ... , n. St?ju -l I " l 
·"i' 
18 
a solução e 
-1 {:ti) os vetores mult_iplicudores Ótimos associados. Fa-
ça k=l. 
(i.ii) Resolva (16) püra j=l, 
i 
n os valores ótimos. 
••• 1 k • Seja u solução e 
(i v) 
(V) 
Resolva (13) para i=l, ... , n, para a alocação 
-k+l Sejam { x. } 
l 
as soluções ótimas e 
tiplicadores ótimos. 
Se 
r -k+ll -x. e 
l 
ai ' i=l, ••• 1 n pare: 
solução Ótima de ( 10) . 
os vetores rnu 1 
Caso contrário introduza em (16) as restrições adiciona 
is. 
a (ii.i) 
-k+l + )I. 
l 
(y. -
l 
,, i 
, i=l, ... , n e volte 
Uma outra forma de resolução de (lO) seria ductlizar em rcla-
ção às restrições de acoplamento, onde as variáveis duais as 
saciadas à essas restrições direcionariam a utilização dos re 
cursos no sentido de viabilizar o problema. Uma das desvanta 
19 
gens dessa dualização c que a solução, a cada iteração e in 
factivel, o que nao ocorre no mét:odo de ulocação de recursos, 
onde a cada passo obtém-se uma solução factivel e os preços 
(variáveis duais) avaliam a melhoria proveniente de novas alo 
-caçoes. 
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CAPlTULO II 
O PROBLEMA DE TRANSPORTE E ARMAZENAGEM DINÂMICO: SOLUÇÃO_PO..I:_ 
!)ECOMPOSIÇÃO 
l. INTRODUÇÃO 
Neste capitulo é analisado o problema de transporte e armaze-
nagem dinâmico, que visa otimizar o escoamento de matéria en 
tre centros fornecedores, armazenadores e consumidores, no 
tempo. Este tipo de problema tratado dinamicamente é pertJ.:. 
nente principalmente quando as ofertas e demandas de matéria 
sofrem considerável oscilação no tempo, como ocorre, por exem 
plo, no escoamento de safras agrícolas. 
A manipulação normalmente usada na resolução deste problema é 
a sua transformação em um equivalente estático através do au 
mento do número de nós e arcos para a represen-tação dos dive~ 
sos períodos de tempo. No caso de probJemas de grande porte, 
este tratamento hubitual se torna inviável devido às dimen-
sões proibitivas que atinge o equivalente estático. 
Por outro lado, caso os cus tos de transporte e es tocagem na o 
sejam lineares, a manipulação usual perde seu atrativo tendo 
UNICAMP 
BIBLIOTEC!I C r. 'I T !'Al ~ '. J ,\ 
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em vista nao se poder então empregar as eficientes 
da programação linear em sua resolução. 
técnicas 
Corno foi vl.sto no Capitulo I, novas técnicas de otimização fo 
ram desenvolv.idas especialmente para problemas de grande po:E_ 
te. 
Nosso objetivo é então, a aplicação de técnicas de de campos~ 
çao ao problema de transporte e armazenagem dinâmico, perm1:_ 
tindo o tratamento de problemas de grande porte na presençade 
funções custo de transpor-te e armazenagem convexas. 
2. FORMULAÇÃO DO PROBLEMl\ 
Será usada a seguinte notação: 
I === {1, 2, 
• • • I i, ••• I N i } 
J={l,2, • • • I 
K { l 1 2 1 ••• 1 k 1 • • • , Nk} 
T-{1,2, ... , t 
' 
conjunto de Índices dos centros 
de produção 
conjunto de índices dos centros 
de consumo 
conjunto de Índices dos centros 
de armazenagem 
conjunto de lndices dos 
dos de tempo 
perío-
22 
t 
X, 
,m fluxo de matéria do cc,ntro Q. para o cen t.ro rn no 
ríodo t 
quantidade de matériu est.ocada no armazem k no perí_Q. 
do t 
Yk capacidade do armazem k 
fl'.m(,) : função custo de transporte do .centro 9" para o centram 
gk (.) função custo de armazenagem do armazem k 
t 
matéria produzida centro i período t a. no no 
" 
bt matéria consumida no centro j no período t 
J 
O problema de transporte com armazenagem dinâmico pode ser fo.E 
mulado da seguin·te maneira: sendo o cus to de transpor-te num 
dado período de tempo igual a 
e sendo o custo de armazenagem j_gual a ~~ 
kcK 
ma pode ser escrito como em (PTD). 
( 1) 
probl~ 
t; necessário ressaltar que em (PTD) não existem ligações di-
retas entre centros de produção e consumo (Figura II.l). Além 
disso, somente os centros de armazenagem estão autorizados a 
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estocar matéria (cqs. (3) e (4)). Entretanto esta formulação 
é cornpletamente geral, uma vez que é possível se considerar 
armazéns fictícios (sem capacidade) ou rotas de transporte de 
custo nulo, de modo a se poder rep:r:;esentar, a rigor, qualquer 
problema redl. 
IPTD) 
nün {F,_ (x) + 
c --
sujei to a 
' kf:K 
r 
k r 1\ 
t 
yk ~ 
t 
x.k 
.l 
t 
xk. J 
t-1 
yk 
--
bt 
J 
r t + xik 
i1=:I 
o 
Y conhecido, kcK 
·k 
t o ici, xik 
-?-
t o kcK, xkj ?-
y k {.- t o kt::K, yk -i' 
I 2) 
, ici, tcT I 3 l 
, jt_J-, tvT (4) 
I s l 
I 6) 
kcK, tcT 
j EJ I tt:'r I 7 l 
tcT 
Por outro lado, a consistência de {PTD) pode ser verificada a 
través da res triçâo 
t 
o L ,- i ' 
t~l L· I 
t 
a. 
l 
y -
k 
) 
ki_ K 
v" k I s l 
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Figura II. 2 
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Figura II.l 
As restrições (3) - {5) do problemu (P'l'D) configuram uma es 
trutura tipo "escada", onde o acoplamento no tempo é dado p~ 
la conservação de matéria nos centros de armazenagem. A Fig.!:!. 
ra II.2 esquematiza um exemplo com Nt == 3, Ni == 3, Nj = 3 
Nk = 2 e 
l o 
i := 
o l 
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Esta estrutura dual-angular, onde as variáveis y constituem as 
variáveis de acoplamento, pode ser aproveitada na resolução de 
(PTD) • Fixando as trajetórias de armazenagem {y~} tc'r' o prQ_ 
blema se separ(i no tempo, .simplificando seu trcrtamento. 
3. DECOrvrPOSIÇi\.0 
A técnica de decomposiçáo proposta e "Alocação de Recursos" 
vista no Capitulo I. A principal vantagem desta abordagem é 
manter a factibilidade das soluções obtidas durante o proces-
so iterativo, o que permite dispor de urna solução, mesmo in 
b::rrompendo o processo a qualquer momento. 
Projetando-se (PTD) sobre o espaço das var-iáveis y, obtem-se o 
problema projetado (PP) 
(PP) 
min 
ycv 
onde 
( ' 
ktK 
min 
XJ;Ü 
Ft (~), s.a (3) - (7) I I 9 I 
V = {O;;: y k :JJ X }· 0 satisfazendo (3) - (7)} (10) 
O m_inimizando in-terior de: (9) e um problema parametrizado em 
t t t-1 . 1 -,. vt( 2_t 1 , zk = yk - yk CUJO va or o-elmo 
z~k T), pode ser obtido pela resolução do subproblema (SP) t 
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min F lxl t -- 111 I 
.t t ici I 12 I s.a xlk - a. 
k-·K l 
) t b~ i , ,J I l3 I xk j -
k·-K ] 
ISPI t c t 
' 
t t kt::K I 14 I xik - xkj - zk ' ir:: I jcJ 
t o j_sl, kcK xik)/ 
t 1151 
xkj//0 
' 
jcJ, kcK 
O conjunto V definido por (10) pode ser explicitado como o 
conjunto dos O { y 1~ ~ Y k satisfazendo 
t t-l t l )_: yk -
' 
yk + t: a. - I: b. 
kf_:K k.cK ici l j~-J J 
(161 
' 
o dada yk 
k~::K 
(171 
isto é, estabelecendo-se o volume total estocado em cada per .f 
odo de tempo, I y:. compatível com as entradas e saídas o 
kf-K 
corridas no período, sempre é possível encontrar um fluxo x 
factível, desde que todos os centros de produção e consumo se 
l.i.guem com todos os centros de armazenagem e que a capacidade 
de transporte nos arcos seja suficiente. Esta hipótese será 
mantida durante o desenvolvimento deste trabalho. 
Assim o problema projetado (PP) pode ser esc ri to como 
rnin 
s.a 
(PP I) 
' 
( 
b-T 
t 
zk -
kcK 
[ 
kt:K 
t 
yk -
t 
gk(yk) 
t-1 
yk 
): 
k'K 
y~ dado , K:K 
+ 
t t 
v (z I } 
kd\, b:T 
t 
a. ·-
i.'- I 
l 
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( 18) 
I 19 I 
I 2ü I 
( 21) 
I 22 I 
A funç-ao vtl.c.tl - t - l't· nao em expressao ana l lCa. 
mos aproximá-la por linearizações externas. 
Entretanto pods:_ 
Seja~~' .I',= 1,2, 
... ,L uma sequência 
( I . tI ti SP t e seJa v ~ 2 
. . d t SeJa aln a 1:!:, 
de vetores zt fornecidas ao subproblema-
o valor ótimo correspondente a cada vetor 
i~ 1,2, ... ,L os vetores duais associados 
às restrições (14). Pela teoria da dualidade em programaçao 
matemática [ 2, 4] podemos aproximar v t (~ t) pela sua lineariza-
ção externa 
s upx:emo 
l ~ t ~ L 
t t 
- v (~9.) 
corno está ilustrado na Figura II.3. 
t t t 
+ ~2 (~ --~-?.) ( 2 3) 
t t 
v < z I 
't 
___ r! ____ _ 
' ' 
---.,-------- -~--
' 
Figura II.3 
------------- ~ ~~ t w L 
t 
__,.z 
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- t ( ti - - -A linearizaçao externa de v ~ e uma aproximaçao valida des 
t t de que v (~ ) seja uma função convexa. Isto sempre ocorre 
desde que (SP) t seja um problema convexo [2], o que e verdade 
para funções cus t.o de transporte convexas. 
Assim, finalment0, lembrando que o supremo é o menor dos lirni 
trmtes superiores, o problema (PP 1 ) pode ser aproximado por 
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I t t min ): ,, gklyk) + Cl } 
·tf'T LK 
I 24 I 
t t t-l k' I<, b s.u. zk yk - yk 
' 
'r (2.5) 
í: t l t-l .\ t l b ~-Y1, yk + a, -1 J , tcT (26) kr:K ,, kl.K I ji'J 1< 
(PM) 
tI t 1 v ~~: t) - z _, , _c=l,2, ... ,r, , tt:'r (27) 
o 
yk dado, kc:K 
y 
k , ksK 
O problema mestre {PM) constitui o nível superior do 
I 28 I 
I 29 I 
método 
proposto. .f: um problema nas variáveis u, y (as variáveis z 
são decorrentes) e sua solução corresponde a trajetórias de 
armazenagem no tempo 
I k,~K 
Em função destas trajetórias, obtidas as sequências t ~~L+ll tc:T' 
os subproblemCls (SP) t procuram distribuir o fluxo na rede mi 
nimizando os cus tos de transporte. O valor obtido da solução 
ótima vt{~~+l) e o multiplicador .tZ+l são E:~ntiio devolvidas ao 
programa mestre (Pr.-1) C[Ht' melhorando a lincarizaçã.o externa de 
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t t 
v (_~ } encontra uma melhor trajetória de u.rmazenagcm c assim 
por diante (Figura II. 4). 
(SP) l 
Figura II.4 
t 
z 
(PM) 
v t.J:!_ t 
t t 
(stJ 
O processo iterativo termina quando um cri tér .i.. o de conveL-gen-
c i a é s a tis feito 
Local 
Global 
onde 
-t - t 
a e z 
;: I v'lztl 
tc-T 
-t 
- o 
corrcspondem a solução de (PM) 
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4. RESOLUÇÃO DE (S.P)tE (PM) 
4.1. Subproblernas (SP)t 
A estrutura de .rest.riçÕes dos subproblcmas (SP) t é angular. 
Sua resolução portanto poderia st~r simplificada se fosse pü_§_ 
sí.vel SUSJX"nc_kr ,, rcstrj_~~Cto de acoplamento (14). 
No caso das funções cust.o d0 transporte serem estri lamente oon 
vexas pode-se dualizar (SP) t em relação a (14). Assim r o La-
grangeano associado será: 
F (X) + t - ' À kcK 
I: 
ici 
e a sua minimização em x sujeito à {12), (13) e (15) corres -
ponde a uma avaliação da função dual 
ht(:\) -- min Lt(~, /1) 
X 
s.a (12), (13) c (15) 
Como o Lagran~lE-'<-lnO t é adi·tivarnente separável para _0_ fixado 
sua minimizaçâo pode ser feitu separadamente em subproblernas, 
um para cada centro de produção e consumo. 
min 
ICSP) 
I'-' i s.a 
min 
!: 
kcK 
t 
xik 
t L.= 
J 
(SSP). s.a I: 
J kcl< 
t 
:c k 1 
) o 
o 
= 
t 
f. 1 lx k I }_ ( l ' 
t 
a. 
l 
' 
kr::K 
, kF:K 
+ 't k 
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I 32 I 
I 3 3 I 
134 I 
I 3 5 I 
136) 
1371 
A solução dos (SSP) é muito simples 1 bastando procurar a i 
gualdade dos custos margtnais para os vários f luxos. Isto PQ. 
de ser feito através de processo iterativo. 
Observe que os (SSP) têm uma interpretação econômica imediata 
O multiplicador representa o preço unitário de compra e 
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venda de matéria pelo armazem k. Assim o (SSP). constitui o 
l 
problema gerencial de um centro de produção i que procura ven 
der sua produção a~ minimizando os custos de transporte e ao 
1 
mesmo tempo maximizando o valor das suas vendas (32). Para o 
(SSP)., o prob]ema gerencial de um centro do consumo j, o ob-
J 
jc ti vo é comprar a t quantidade bj - -minimizando nao so os custos 
de transporte doo:; centros de arm.:1zcnagem como também o valor 
total das compras ( 35) . 
!1. solução de (SP)t poderá finalmente ser obtida pela maximiza 
ção da fnnção dual h t (A) 
max 
' 
usando para isso o conhecimento gradiente dado pelas compone~ 
tes 
t 
z -k 
t 
x.k + ] ' jcJ 
Chega-se assim, através deste procedimento, nurna estrutura hi 
erárquica com t.rês níveis. 
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No caso em que ,-_J.:.-3 funçOes cus lo de txansporte forem lineu.res, 
a resolução de (SP) t pode ser obtLda usando-se a decomposição 
de Dantizg-\'Jolfe, o método de Ru:-:;en~ ou o algoritmo GUB (gen~ 
ralizcd Uppcr Bound). Estt.' ú:llimo é altamente atrat.ivo por 
aproveitur muito bem a estrutura angular do problema (Figura 
I. 2) • 
4. 2. Problema Mest.re (PM) 
o problema mestre (PM) e um problema cujas restrições são li 
neares. 
No caso das funções cus to de armazenagem serem lineares 1 (PM) 
torna-se um problema linear e pode ser resolvido por um méto-
do simplex. Como a ç,:~_da i ter ação de (PM) são ucidionadas em 
~Jeral 'r restrições do tipo (27), o que. acarreta infactibJ.lid-ª. 
de, é interessante usar o método dual simplex para .sua resolu 
Se as funções custo de armazenagem forem funções não lineares 
convexas, pode-se usar para a resolução de (PM) qualquer méto 
do de direções factíveis, como por exemplo um método de gradl 
ente projetado ou o método de Frank-Wolfe, o qual foi utiliza 
do neste trabalho. 
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CAPÍ'l'ULO III 
~O LOÇÃO COMP ll1'ACIONAL 
l. INTRODUÇÃO 
Para se resolver o problema de transporte e armazenagem dinâ-
mico, com funções custo de transporte e armazo2nagern estrita 
mente convexas, desenvolveu-se um p.rogra..11a escrito na li.ngu~ 
I* I gem Fortran Estruturado , o qual encontra-se inlplementado 
no computador PDP-10 da UNICAW). Este programa está baseado 
no Método de Alocação de Recursos, que quando aplicado a um 
problema o decompÕe através da manipulação matemática de pr~ 
jetar tal problema sobre o espaço das variáveis 11 complicantes" 
y, como já foi visto no Capitulo II. 
Para a resolução do problema mestre optou-se pelo método de 
Frank-Wolfe (vide Apêndice) . Es·te método mostrou-se adequado, 
-~ primeiro porque as restrições de (PM) sao lineares e segundo 
porque sua função objetiva so -apresenta nao linearidade 
custos de armo.zenugem. Os subproblemas sao resolvidos 
método dual cl.ãssico lSI 
---------
(*)Linguagem desenvolvida por D~lton Issao Seki. ~ uma 
guagem estruturada, para o Fortran IV. 
nos 
pelo 
;lin 
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O critério de convergência u.tiJ i.zcJ.dO foi em hmção dos valo 
r:es Ótimos do subproblemet e do problema mestre, onde o prime_:h 
ro gera um limitante superior (LS) e o segundo um limitante in 
feri.or (LI) do valor ótimo do problema. 
Outros métodos poderiam ter sido usados tanto na resolução do 
~ 
problema mestre, como na dos subproblemas, entretanto nao se 
buscou neste trabalho uma grande sofisticação a nível de efi 
ciência computactonal, mas sim mostrar a viabilidade de reso 
lução de problemas, usando-se decomposição. 
2. DIAGRAMA DE BLOCOS 
O seguinte diagrama de blocos mostra uma sequência sintetiza-
da, dos passos seguidos na claboraçao do programa 
r 
! ' c 
' 
,, solução inici<ll f.:~ctlvol y 
' 
' 
c ,, 
o' ~L·-0, !. -<-0 
-L 
L • L + l 
' ;lL 
' i L 
j r.têtodo [.lu;_, I C'lâ~;sico: 
) ~~~~ t 
1 ~ t --t i .::!: !.'_L' 
I , 
t -l --
v (1 ) ' 
' tcT 
r.1i n 
' :"-r,-1 
' te T 
_lL-l' 
tr.:tnsport"' (SP)t' 
t 
~L' 
- -- ···---, 
tr. T 1 pelo i 
I 
_! 
Resolver o prvble= mestre IPMJ pelo mêtodo-de-F~;;-~k.::·--~ 
wolfo 
I 
NÀO 
mLn 
I_ r <:i_ 
s . .) 
hT 
~,t = 
' 
,, t _l; Vt(!tJ 
f),_ y:.,. '{k 
ici keK 
- -;;~ («t - ztJ, t,_T, .t=l, 
-< -- -
o yk =nhecido, kcK, b:1' 
yt., ~t soluçZ:o 
( 
LT kd< 
5Hl 
l' 
T 
... ' 
I 
LI 
J 
(l) 
(2i 
(3) 
(4) 
(5) 
(6) 
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O bloco (5) que resolve o problema mestre pelo método de Frank-
Wolfe pode ser maü~ detalhado como segue: 
·----i ---------- --···--------------·--
função objetiva em yt \ 
_I r----- -------
___________ L _______ - -- --- -- ---- -- --
r--;esolver o P.L. canalizado resultante \ 
I -t -t - I l ~ , E. tE.T soluçao j 
L--------~- r-----------------------------
( 5) 
-------
BLOCO (6) 
kc:K, te. '1' 
NÃO 
I r-------------------- --------
Fazer busca unidimensional 
-entre y e w 
f solução 
y_ _,_E.. I 
------~----- ---------- ____ I 
~-------.1 
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3. EXEMPLO 
Para ilustração do método proposto resolveu-se um exemplo com 
dois centros produtores, dois centros consumidores, dois arma 
zens e dois períodos de tempo, com funções custo de transpo!:. 
te e armazenagem estritamente convexas. 
As funções custo de transporte dos centros produtores i para 
os armazéns k são: 
f 11 I x) = 0.3x 
2 
+ 0.7x 
f 12 (x) = O.Sx 2 + O.Sx 
f21 (x) = 0.35x 2 + 0.6x 
f22 (x) O.Sx 2 + 0.6x = 
e as funções custo de transporte dos armazéns k para os cen 
tros consumidores j são: 
f ll I X) = 0.3x 2 + 0.7x 
f 12 lx) = 0.5x 
2 
+ 0.8x 
f 21 I x) 
2 
= X + X 
f 22 lx) = O.Sx 
2 
+ 0.8x 
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A produção e a demanda em cada centro a cada período de tempo, 
as funções custo do armazenagem e a capacidade dos 
são dadas pelas seguintes tabelas: 
-------
CEWfRO 
PRODUTOR 
PRODUÇÃO 
PERlODO l PER!ODO 2 
--------------
l 70 90 
2 100 80 
DEMANDA CENTRO 
CONSUMIDOR PERÍODO l PERÍODO 2 
l 
2 
ARMAZÉM 
l 
2 
100 
lO 
FUNÇÃO CUSTO 
DE ARMAZENAGEM 
2 y + 2y 
2 y + lOy 
20 
120 
CAPACIDADE 
M.li.XIMA 
100 
100 
armazens 
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U estc:x:rue inicial foi considerudo nulo. 
O problema convergiu em seis iterações e a tabela abalxo mos 
tra o comportamento, iteração por iteração, do método propos-
to. 
VALOR DO VALOR DO 
ITERAÇÃO SUBPROBLEMA PROBLEMA MESTRE 
(LS) (LI) 
1 17501.89 16546.69 
2 16882.63 16834.97 
3 16824.14 16821.60 
4 16822.14 16921.60 
5 16821.82 16821.73 
6 16821.77 16821.75 
A coluna do mei_o da tabela acima apont.a os valores Ótimos do 
subproblema que sao limitantes superiores (LS) do problema glS 
bal e a última coluna os valores õttmos do problema mestre re 
solvido em seguida. 
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4. COMENTÁRIOS E CONCLUSÕES 
Na formulação aqui apresentada do problema de transporte e ar 
mazenagern dinâmico foram consideradas capacidades finitas de 
armazenamento, enquanto os fluxos de transporte na rede nao 
foram limitados. Entretanto é possível considerar-se também 
capacidades finitas de transporte. A dificuldade que essa li 
mitação acarreta é de que fixando-se um~ política de armazena 
gero factível, não seja encontrada urna solução factível para o 
problema de transporte. Porém é possível desenvolver uma he~ 
ristica no sentido de factibi lizar a poli tica de armazenamen-
to mediante a política de transporte. 
Out:ra extensão possivel para o problema é a de considerar mul 
tiprodutos, o que pode ser feito sem grandes dificuldades adi 
cionais. -Nesse caso os armazens passariam a ser concorridos 
pelos diversos produtos no tempo e a restrição de capacidade 
em cada armazém seria uma somatória das quantidades armazena-
das de cada produto, em cada período de tempo, e a política 
de armazenagem a cada iteração do problema seria determina:.. 
da também em função dos mul tip li c adores associados à essas res 
trições. 
o problema de transporte e armazenagem dinâ.rnico foi analisado 
neste trabalho. Este tipo de formulação têm aplicações em 
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problemas onde a oferta e demanda de matéria apresenta oscila 
ções acentua das no tempo. É o que ocorre em problemas de es 
coamento de safras agrícolas. 
A manipulação tradicional de converter o problema num equiv~ 
lente estático encontra dificuldades quando a dimensão do sis 
tema é grande ou quando os custos de transporte e 
não são lineares. 
estocagem 
Através do uso das técnicas de decomposição (primal e dual) 
conseguiu-se um método que permite resolver problemas de gra~ 
de porte mesmo na presença de funções de custo não lineares -
(convexas). 
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AP~NDICE 
AüGORÍTP-10 DE FR/\0/K -WOL L"E 
Seja o problema 
min f (x} (li 
s.a Ax = b 
X .9' Ú 
onde f (x) e uma função de classe c1 . 
O método de Frank-Wolfe, a partir de um ponto factivel k X ' a 
proxima f(.) por 'Taylor até la. ordem sobre esse ponto, obten 
do o seguinte problema de programaçao linear 
min f(xk) + Vf(xk) (y k xk) -
Ay k b s.a - I 2 I 
k o y 
"' 
onde V f (xk) é o vetor gradiente calculado em xk e os termos 
. k) k) k ~ -i: ( x e 'J f ( x x ó_;ao cons i::a_n i:: E; O:~, en ta o o problema I 2 I fica: 
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k k 
min H lx ) y 
s.a Ayk b I 3) 
k y >; o 
Seja yk uma solução ótima de (3), define-se então uma direção 
d b dk .k k . d l l l e use a = y - x , a partlr a qua se ca cu a um novo po_E 
to factível k+l X k k := x + ad , onde é determinado pela resolu 
ção do problema de busca unidimensional 
min f (xk + adk) 
Ü<ct<l 
I 4) 
A sequência de pontos [x 0 , x 1 , ... , xk' ... ] gerada pelo al-
goritmo, converge para x*, que é a solução Ótima de (l) [6l 
A eficiência de um método desse tipo está ligada Uiretamente 
com a qualidade das aproximações lineares da função objetiva 
não-linear, ou seja a convergência do algoritmo deverá ser m~ 
lhor tanto quanto a função objetiva seja próxima da linear. ~ 
lém disso, existem as restrições, assim a linearidade que se 
pretende é função da posição relativa que ocupa o subconjunto 
de soluções factíveis definido pelo conjunto de restrições, as 
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Sim como e função do "tamanho" desse subconjunto. Na FiguraA 
estão representados quutro conjuntos de restriçÕes e as cur 
vas de nível de uma função convexa, que tentam elucidar os as 
pectos levantados. 
/ 
I 
I / ( \ \ 
' 
Figuru A 
Fica claro que uma aproximaçao linear da função objetiva e 
Muito melhor sobre o conjunt.o l do que sobre o 2, mostrandoque 
u proximidade do centro piora a aproximação. O mesmo ocorre em 
1·elação à 3 o 4. O último, por ser mais restr1to, dá uma ctpr~ 
ximação mais realista do que o primeiro. 
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