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Chapter 1
Introduction
For a long time, graphite and diamond have been the only known crystalline struc-
tures of carbon. But in 1985 the fullerenes were discovered, which led to a Nobel
prize. Professor Sumio Ilijima by chance observed multi-walled carbon nanotubes
in an electron microscope for the first time in 1991. Two years later single-walled
nanotubes could be detected. Since that time, carbon nanotubes represent a popular
and interesting field of research.
The structure of a single-walled carbon nanotube can be described as a rectangle
cut out of a single graphite layer (graphene), which is rolled up to form a cylinder.
The structure, i.e. the diameter and the chirality, is then uniquely defined by the
so called chiral indices (n,m).
Carbon nanotubes possess many interesting characteristics. For instance their ten-
sile strength is extremely high in relation to their weight [1]. However the probably
most amazing features are their electrical properties. There exist semiconducting
tubes and metallic-conducting tubes. Which kind of conductivity a tube possesses,
depends on its chiral indices [1]. Furthermore the band gab depends on the diameter.
After the growing of a carbon nanotube in the experiment its chiral indices are not
known. However it would be desirable to know, which structure the tube possesses,
before measurements (for example a measurement of the conductivity) are done.
The analysis in a Transmission Electron Microscope (TEM) proofed to be a good
choice to estimate the structure.
In high resolution images in real space usually only the diameter can be determined.
Since the properties depend strongly on the chirality, it is necessary to estimate the
helical angle too. Therefore electron diffraction in a TEM is a suited method.
The analysis of these diffraction patterns by hand is nontrivial and needs expertise.
Additionally the recording of a diffraction pattern of a nanotube is quite hard, so
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the quality of the images is often not perfect. The analysis is challenging especially
of images of low quality. By that the result of the analysis might be different, in
case of different persons performing it. An analysis, which is done by an algorithm,
is objective and always leads to the same result.
Therefore the goal of this work is to develop an algorithm, which analyzes diffrac-
tion patterns autonomously. For user-friendliness a graphical user interface was
programmed, which gives the user the possibility to follow the individual steps of
the analysis and even correct steps, if necessary.
The thesis is arranged as follows: First of all in chapter 2 the atomic structure of
carbon nanotubes and the chiral indices (n,m) are described. From this structure the
corresponding diffraction pattern is derived. Afterwards possibilities are presented,
how the chiral indices may be obtained from the diffraction pattern.
Chapter 3 describes two methods, which are used for the analysis respectively the
preprocessing. The presented General Linear Least Squares (GLLS) algorithm is
useful to approximate measured data by functions. The other method, that is de-
scribed, is the snake algorithm, which is able to automatically detect objects in
images by following their edges.
The actual analysis algorithm is explained step by step in chapter 4 using the ex-
ample of a simulated image, which was adapted to the features of experimental
images. First of all the steps of the preprocessing are described, like the delineation
of the beamstopper and the normalization of the intensity. Afterwards a set of pos-
sible tubes, called candidates, is obtained by the evaluation of the distances of the
diffraction spots. Afterwards the measured intensity distributions are compared to
simulated curves to reduce the number of candidates.
The algorithm is applied to several different simulated images, which possess special
properties, in chapter 5. It is tested how the algorithm can deal with strongly
widened diffraction spots and low intensity and how the special cases of nanotubes
(“zigzag” and “armchair”) and bundles of tubes are treated.
Chapter 6 explains the behavior of the algorithm analyzing two experimental diffrac-
tion patterns. At first the analysis of an image of a single-walled tube is described,
which was taken at the University of Regensburg by Christian Huber. The second
part of that chapter deals with the analysis of a diffraction pattern of a bundle of
tubes or a multi-walled tube.
Chapter 2
Carbon nanotubes
The structure of a carbon nanotube can be illustrated by rolling up a single graphite
layer (graphene). The atomic structure of a nanotube is uniquely characterized by
two indices n and m. These indices also determine the electric conductance of
the nanotube: If the difference n − m is a multiple of three, the tube is metallic-
conducting, else it is semiconducting. The theory in this chapter is mainly based on
a paper of Lu-Chang Qin [4].
2.1 Atomic structure of carbon nanotubes
The basis vectors ~a1 and ~a2 (a1 = a2 = a0 = 0.246 nm), which include an angle of
60◦, are defined to describe the graphene lattice (cf. figure 2.1). The plane grid is
also referred as the radial projection of the nanotube. Using the crystallographic
basis vectors defined in real space, the basis vectors ~a∗1 and ~a
∗
2 in the reciprocal space
can be written as [2]:
~a∗1 = 2pi
2
3a20
(2~a1 − ~a2) (2.1)
~a∗2 = 2pi
2
3a20
(−~a1 + 2~a2)
On the graphene lattice, the tube can be described by a vector (n,m), which deter-
mines the perimeter (cf. figure 2.1). These two positive integers n and m are called
the chiral indices. For given indices (n,m) the perimeter vector is [4]:
~A = (n,m) = n~a1 +m~a2 (2.2)
9
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a1
a2
c
A = (n,m)
Figure 2.1: Schematic structure of graphene with basis vectors ~a1 and ~a2. The gray
rectangle is the radial projection of a carbon nanotube (7, 1) with perimeter ~A and
helical angle α. Vector ~c describes the tube axis (image adapted from [4]).
The perimeter is given by A = | ~A| = a0(n2 + m2 + nm)1/2 and the diameter of the
tube by d = A/pi. The tube axis ~c = (nc,mc), which is perpendicular to the chiral
vector ~A, can be calculated using the orthogonality between the perimeter and the
axis:
(n,m) · (nc,mc) = nnc +mmc + nmc + ncm
2
= 0 (2.3)
=⇒ nc
mc
= −n+ 2m
2n+m
(2.4)
The indices of the tube axis (nc,mc) are chosen such, that the only common divisor
is 1. With the greatest common divisor M of (2n+m) and (n+ 2m), one gets the
axial lattice vector (nc,mc):
nc = −n+ 2m
M
(2.5)
mc =
2n+m
M
The periodicity along the tube axis can be written as:
c = a0
√
n2c +m
2
c + ncmc =
√
3a0
M
√
n2 +m2 + nm =
√
3A
M
(2.6)
If one cuts a rectangle with side length A and c out of graphene and rolls this
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rectangle up along an axis perpendicular to the perimeter vector ~A, one gets a
cylindrical nanotube. The helical angle α, which is defined as angle between the
perimeter vector ~A = (n,m) and the basis vector ~a1, is given by:
α = cos−1
(
2n+m
2
√
(n2 +m2 + nm)
)
(2.7)
= sin−1
( √
3m
2
√
n2 +m2 + nm
)
= tan−1
( √
3m
2n+m
)
The positions of the atoms can be described in two different ways. First Cartesian
coordinates (xj, zj) in the radial projection of the tube onto a rectangle with side
length A and c can be used. Second it is possible to depict the positions of the atoms
in cylindrical coordinates (φj, zj). The atomic structure of a carbon nanotube can
be described by pairs of parallel helices of carbon atoms. There are three equiva-
lent helices, which are aligned to the crystallographic directions ~a1, ~a2 respectively
~a3 = ~a2 − ~a1. Each helix again consists of two atomic helices, which are shifted by
a vector. Each unit cell contains m pairs of helices parallel to ~a1, n pairs of helices
parallel to ~a2 or n+m pairs of helices parallel to ~a3.
Relative to a carbon atom, which is located at the origin φ00 = 0 and z
0
0 = 0, the
positions of the n+m atoms of the primary helix parallel to ~a1 can be written as:
φ
(1,0)
j = −2pija0 cos(α)/A
z
(1,0)
j = ja0 sin(α) (2.8)
with j = 0, 1, 2, ..., n+m
The positions of the secondary helix are:
φ
(1,1)
j = φ
(1,0)
j +
2pia0√
3A
cos(30◦ + α)
z
(1,1)
j = z
(1,0)
j +
a0√
3
sin(30◦ + α) (2.9)
with j = 0, 1, 2, ..., n+m
The helices parallel to ~a2 and ~a3 could be given analogously.
Due to the hexagonal rotational symmetry of the graphene lattice, the non-degenerated
interval for the helical angle is between 0◦ and 60◦. Values between 30◦ and 60◦ are
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assigned to left-handed tubes, whereas the interval between 0◦ and 30◦ is assigned
to right-handed tubes.
If the handedness of the tube is ignored, the chiral angle is limited to the interval
[0◦, 30◦], which yields the following conditions for the chiral indices:
n > 0
n ≥ m ≥ 0 (2.10)
The rotational symmetry of a nanotube can be determined by looking at the chiral
indices. A tube with indices (n,m) possesses an M -fold rotational symmetry, where
M is the greatest common divisor of n and m. If m = 0, it possesses an n-fold
rotational symmetry, for even n it is also centrosymmetric. There are two special
cases with non-helical structure which should be mentioned. First the so called
“zigzag” structure, which has indices of the form (n, 0) and an helical angle of 0◦.
The second case describes the “armchair” structure with indices of the form (n, n)
and an helical angle of 30◦. For the “zigzag” structure the tube axis is given by
(nc,mc) = (−1, 2), for the “armchair” structure by (nc,mc) = (−1, 1) [4].
2.2 Electron diffraction from carbon nanotubes
Diffraction is an effective method to determine periodic structures. Evaluable diffrac-
tion effects only occur, if the wave length of the used radiation is similar to the size
of the period of the examined material. Electrons fulfill this condition for atomic
dimensions, so a Transmission Electron Microscope (TEM) is suitable for the deter-
mination of the structure of carbon nanotubes.
2.2.1 Atomic scattering amplitude
If fast electrons hit an atom, the atomic scattering amplitude can approximatively
be described by the first Born approximation [4]:
f(~q) =
2pime
h2
∫
v(~r) exp
[
2pi i ~q · ~r]d~r (2.11)
where v(~r) is the Coulomb-potential of the scattering atom, e the elementary charge,
m the relativistic mass of the electron, h the Planck constant and ~q the scattering
vector of the length
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q =
2sin(Θ/2)
λ
(2.12)
where Θ is the total scattering angle and λ is the wave length of the incoming
electron beam. The values of the scattering amplitudes can be looked up in tables
[14].
2.2.2 Diffraction from a continuous helix
The electron scattering amplitude can be expressed by the structure factor
F (~q) =
∫
V (~r) exp
[
2pi i ~q · ~r]d~r (2.13)
where
V (~r) =
(
(2pime)/h2
)
U(~r) (2.14)
is the modified scattering potential with the Coulomb potential U(~r) of the scattering
object. The measured intensity I(~q) of the diffracted beam in reciprocal space is
given by:
I(~q) = |F (~q)|2 (2.15)
In the general case, where Friedel’s Law is valid [3], the intensity distribution is
always centrosymmetric independent of the scattering potential, i.e.:
I(−~q) = I(~q) (2.16)
Because the nanotube is a cylindrical object, it is more convenient to describe the
scattering amplitude in polar coordinates (r, φ, z), which are related to Cartesian
coordinates in the following way:
x = r cos(φ) (2.17)
y = r sin(φ)
z = z
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In reciprocal space we get:
X = R cos(Φ) (2.18)
Y = R sin(Φ)
Z = Z
With use of the addition theorem
cos(α) cos(β) + sin(α) sin(β) = cos(α− β) (2.19)
we can rewrite the structure factor in polar coordinates:
F (R,Φ, Z) =
∫
V (~r) exp
[
2pii~q · ~r]d~r (2.20)
=
∫ +∞
−∞
∫ 2pi
0
∫ ∞
0
V (r, φ, z) exp
[
2pii(rR cos(Φ) cos(φ)
+rR sin(Φ) sin(φ) + Zz)
]
rdr dφ dz
=
∫ +∞
−∞
∫ 2pi
0
∫ ∞
0
V (r, φ, z) exp
[
2pi i rR cos(Φ− φ)]
× exp [2pi i zZ]rdr dφ dz
Using the Bessel function Jν of order ν
2piiνJν(u) =
∫ 2pi
0
exp
[
i u cos(φ) + i νφ
]
dφ (2.21)
and the relation
exp
[
iu cos(φ)
]
=
+∞∑
ν=−∞
Jν(u) exp
[
i ν
(
φ+
pi
2
)]
(2.22)
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we get:
F (R,Φ, Z) =
+∞∑
ν=−∞
∫ +∞
−∞
∫ 2pi
0
∫ ∞
0
V (r, φ, z)Jν(2pirR) exp
[
i ν
(
Φ− φ+ pi
2
)]
× exp [2pi i zZ]rdr dφ dz (2.23)
=
ν=+∞∑
ν=−∞
exp
[
iν
(
Φ +
pi
2
)] ∫ +∞
−∞
∫ 2pi
0
∫ ∞
0
V (r, φ, z)Jν(2pirR)
× exp [− iνφ+ 2pi i zZ]rdr dφ dz
If the potential V (r, φ, z) possesses N -fold rotational symmetry relative to the z-axis,
i.e.:
V (r, φ, z) = V
(
r, φ+
2pi
N
, z
)
(2.24)
the Fourier expansion can be written as:
V (r, φ, z) =
+∞∑
ν=−∞
VνN(r, z) exp[i νNφ] (2.25)
with
VνN(r, z) =
N
2pi
∫ 2pi/ν
0
V (r, φ, z) exp[−i νNφ] dφ (2.26)
The structure factor is then given by
F (R,Φ, Z) = N
+∞∑
ν=−∞
exp
[
i νN
(
Φ +
pi
2
)] ∫ +∞
−∞
∫ 2pi
0
∫ ∞
0
V (r, φ, z) (2.27)
×JνN(2pirR) exp[2pi i zZ] exp[−i νNφ]rdr dφ dz
For an object with an iterating structure with period c in direction of the z-axis,
the Fourier expansion can be written as:
V (r, φ, z) =
+∞∑
ν=−∞
+∞∑
l=−∞
Vνl exp
[
−i νφ+ 2pi i lz
c
]
(2.28)
This yields the structure factor:
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F (R,Φ, l) =
1
c
∞∑
ν=−∞
exp
[
i ν
(
φ+
pi
2
)] ∫ c
0
∫ 2pi
0
∫ ∞
0
V (r, φ, z)Jν(2pirR) (2.29)
× exp
[
i
(
−νφ+ 2pilz
c
)]
rdr dφ dz
with Jν the Bessel function of order ν. In a continuous helix the scattering potential
is given by:
V (r, φ, z) = V0 δ(r − r0) δ
(
2piz
C
− φ
)
(2.30)
where r0 represents the radius of the helix and C the pitch length. In this potential
we only get a non-zero contribution, if l = ν. Now we have the following scattering
amplitude:
F (R,Φ, l) = r0V0Jl(2pir0R) exp
[
i
(
Φ +
pi
2
)
l
]
(2.31)
The associated scattering intensity is:
I(R,Φ, l) =| F (R,Φ, l) |2= r20V 20 [Jl(2pir0R)]2 (2.32)
Two characteristics of the diffraction pattern of a helix should be considered partic-
ularly:
• The intensity is limited to discrete lines (layer lines), which are indexed by
l ∈ Z.
• The intensity on layer line l is proportional to the square of the Bessel function
of order l.
With a second helix, formed by a rotation by pi, the potential is
V (r, φ, z) = V0 δ(r − r0)
[
δ
(
2piz
C
− φ
)
+ δ
(
2piz
C
− φ+ pi
)]
(2.33)
and the scattering amplitude
F (R,Φ, l) = r0V0Jl(2pir0R)
(
exp
[
i
(
Φ +
pi
2
)
l
]
+ exp
[
i
(
Φ− pi
2
)
l
])
= r0V0Jl(2pir0R)
(
1 + exp[−ipil]) exp [i(Φ + pi
2
)
l
]
(2.34)
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The intensity distribution becomes
I(R,Φ, l) = |F (R,Φ, l)|2 =
4r20V 20 (Jl(2pir0R))2 , l = even0 , l = odd (2.35)
All layer lines with odd index l disappear.
For an object with N -fold rotational symmetry, all layer lines disappear except those,
whose index is a multiple of N .
2.2.3 Electron diffraction from a nanotube
The structure factor of a nanotube with radius r0, whose atoms are located on
discrete points on a helix with radius r0, is given by:
F (R,Φ, l) =
∑
ν
exp
[
iν
(
Φ +
pi
2
)]
Jν(2pir0R)
∑
j
fj exp
[
i
(
−νφj + 2pilzj
c
)]
(2.36)
where the summation over j passes through all atoms of a unit cell and ν through
all integers, which are allowed by the selection rule (see section 2.2.4).
The structure factor can also be written as:
F (R,Φ, l) =
∑
ν
Bν(R,Φ) Tνl (2.37)
with
Bν(R,Φ) = exp
[
i ν
(
Φ +
pi
2
)]
Jν(2pir0R) (2.38)
and
Tνl =
∑
j
fj exp
[
2pi i
(
νxj
A
+
lzj
c
)]
(2.39)
Here A describes the perimeter of the tube and (xj, zj) the coordinates of the atoms
in the radial projection in horizontal and axial direction. The diffraction effects of
a nanotube can be seen more clearly by looking at the physical meaning of the two
terms in equation 2.37:
• The structure factor in radial projection is given by Tνl. This term generates
the typical hexagonal diffraction pattern of graphene.
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• The function Bν(R,Φ) takes the cylindrical curvature into account. The
modifying Bessel function shifts the diffraction peaks in the diffraction im-
age, whereas the shift depends on the order of the Bessel function.
2.2.4 Selection rule
For a discrete distribution of scatterers, which are located on a helix, the scattering
potential can be written as the product of a continuous helix and a set of equally
spaced planes with distance ∆. The Fraunhofer diffraction can be calculated by
convolution of the structure factor of the continuous helix and the equally spaced
planes [4]. Since the structure factor of the planes consists of points located along
the tube axis with equal spacing 1/∆, the result is a set of diffraction patterns of
single continuous helices, whose particular origin lies in the points along the axis.
With c characterizing the new structural period along the axis of a single helix and
C describing the pitch length of a continuous helix, an allowed reflection on layer
line l has to fulfill the following relation:
l
c
=
ν
C
+
µ
∆
(2.40)
with ν, µ ∈ Z. For a given layer line l, the allowed orders of the Bessel function
Jν(2pir0R) are determined by the combinations of ν and all possible integers µ,
which fulfill equation 2.40. The selection rule can also be written as
l = νt+ µp (2.41)
where t = c/C describes the number of turns per unit periodicity and p = c/∆ the
number of scattering objects per complete periodicity of the helix.
Also from the geometry in radial projection follows:
C = A tan(α) = a0
m
√
3(n2 +m2 + nm)
2n+m
(2.42)
∆ = a0 sin(α) = a0
3m
2
√
3(n2 +m2 + nm)
Expressed by (n,m) the parameter t is given by
t =
c
C
=
2n+m
Mm
(2.43)
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where M is the greatest common divisor of (2n+m) and (n+ 2m). The parameter
p is given by:
p =
c
∆
=
2(n2 +m2 + nm)
Mm
(2.44)
The selection rule for a nanotube (n,m) can then be written as
l = ν
2n+m
Mm
+ µ
2(n2 +m2 + nm)
Mm
(2.45)
The same selection rule holds for a tube, which possesses rotational symmetry, if c
is defined as the periodicity of a special helix. The additional rotational symmetry
leads to erasure of layer lines. For a nanotube with N -fold rotational symmetry only
layer lines with index l = kN are valid (k ∈ Z). This supplemental condition can
be added to the selection rule. Using the structural periodicity, the new periodicity
is divided by N and is given by c/N . The selection rule l = νt + µp permits only
multiples of N for ν and µ, whereas l may assume all possible integers.
2.2.5 Structure factor of a carbon nanotube
To calculate the scattering amplitude of a carbon nanotube (n,m), it is practicable
to describe the atomic structure by m pairs of atomic helices located at (x
(1,0)
j , z
(1,0)
j )
and (x
(1,1)
j , z
(1,1)
j ). These positions are
x
(1,0)
j = −ja0 cos(30◦ − α) (2.46)
z
(1,0)
j = ja0 sin(30
◦ − α)
with j = 0, 1, 2, ...,m− 1
respectively
x
(1,1)
j = x
(1,0)
j +
a0√
3
cos(30◦ + α) (2.47)
z
(1,1)
j = z
(1,0)
j −
a0√
3
sin(30◦ + α)
with j = 0, 1, 2, ...,m− 1 (2.48)
The scattering amplitude of m pairs of helices is then
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Tνl =
atoms∑
k
f exp
[
2pii
(
νxk
A
+
lzk
c
)]
(2.49)
= f
m−1∑
j=0
exp
[
2pi i
(
νx
(1,0)
j
A
+
lz
(1,0)
j
c
)]
×
(
1 + exp
[
2pi i a0√
3
(
ν cos(30◦ + α)
A
− l sin(30
◦ + α)
c
)])
Setting
cos(30◦ − α) =
√
3(n+m)
2
√
n2 +m2 + nm
(2.50)
sin(30◦ − α) = n−m
2
√
n2 +m2 + nm
cos(30◦ + α) =
√
3n
2
√
n2 +m2 + nm
(2.51)
sin(30◦ + α) =
2n+m
2
√
n2 +m2 + nm
and the selection rule
l
c
=
ν
C
+
µ
∆
=
1
a0
(
ν√
n2 +m2 + nm
2n+m√
3m
+ µ
2
√
n2 +m2 + nm√
3m
)
(2.52)
into equation 2.49, we get:
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Tνl = f
m−1∑
j=0
exp
[
2pi i
(
νx
(1,0)
j
A
+
lz
(1,0)
j
c
)]
(2.53)
×
(
1 + exp
[
2pi i
(
−ν + (n+ 2m)µ
3m
)])
= f
m−1∑
j=0
exp
[
2pi ij
ν + (n+m)µ
m
](
1 + exp
[
2pi i
(
−ν + (n+ 2m)µ
3m
)])
= f
1− exp[2pi i(ν + (n+m)µ)]
1− exp[2pi i(ν + (n+m)µ)/m]
(
1 + exp
[
2pi i
(
−ν + (n+ 2m)µ
3m
)])
=
mf
(
1 + exp
[
2pi i
(
−ν+(n+2m)µ
3m
)])
, if (ν + (n+m)µ)/m = N
0 , else
The structure factor can be written as
Fnm(R,Φ, l) =
∑
ν,µ
fχnm(ν, µ)ψnm(ν, µ)Jν(pidR) exp
[
iν
(
Φ +
pi
2
)]
(2.54)
whereas
χnm(ν, µ) = 1 + exp
[
2pii
(
−ν + (n+ 2m)µ
3m
)]
(2.55)
and
ψnm(ν, µ) =
m, if (ν + (n+m)µ)/m = N0, else (2.56)
holds. The parameters ν, µ, l ∈ Z are determined by the selection rule for the
carbon nanotube (n,m):
l =
(2n+m)ν + 2(n2 +m2 + nm)µ
Mm
(2.57)
Equations 2.56 and 2.57 confine the possible values of the parameter ν, which defines
the orders of the Bessel functions of layer line l.
Above equations are valid for X-ray radiation as well, if V (~r) is substituted by the
electron density function ρ(~r) and f by the atomic scattering amplitude for X-ray
radiation fx [4].
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2.2.6 Cylindrical correction
Tube axis
Figure 2.2: Comparison of the measured angle Θ in the diffraction pattern and the
actual helical angle α. The cylindrical curvature causes an increase of the aperture
angle Θ (image adapted from [4]).
As can be seen in equation 2.37, the diffraction of a cylindrical tube differs from the
one of the plane radial projection, which is the graphene lattice, due to the presence
of the Bessel function. As a result of the cylindrical curvature and the small diameter
of the nanotube the graphene reflections become lines in the direction perpendicular
to the tube axis. Measuring the angle Θ between the graphene (01)-reflections and
the tube axis, the angle is larger than the true tilt angle of the helix (cf. figure 2.2).
To understand the effect of the geometry of a cylindrical nanotube, here, without
loss of generality, a single helix of scattering objects is assumed. In this case, the
diffraction intensity on layer line ν is proportional to |Jν(2pir0R)|2. In radial projec-
tion the helix is the diagonal of a rectangle with width A and height C. The relation
between the angle Θ, measured in the experimental diffraction image, and the true
helical angle α is given by [5]:
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tan(Θ) =
Rν
ν/C
(2.58)
Using
Rν
ν/C
= 2pir0Rν
C
2pir0ν
=
uν
ν
tan(α) (2.59)
one gets the relation between the experimental angle Θ and the true angle α:
tan(Θ) =
uν
ν
tan(α) (2.60)
where uν denominates the first maximum of the Bessel function Jν(m) for m 6= 0.
The shift for ν = 1 is about 80% and for ν = 2 about 50%. The size of the correction
factor shows, that the cylindrical correction may not be omitted.
2.2.7 Multi-walled nanotubes
Figure 2.3: Simulated diffraction pattern of a double-walled carbon nanotube. The
helical indices of the shells are (30, 3) and (15, 11).
An ideal multi-walled carbon nanotube consists of multiple concentric shells, whereas
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the distance between the tubes is roughly the distance between graphite layers (≈
0, 335 nm). The structure factor of a multi-walled nanotube with N shells can be
written as the coherent sum of the scattering amplitudes of each single shell of the
multi-walled nanotube [6]:
F (R,Φ, Z) =
N∑
j=1
f δ
(
Z − lj
cj
)∑
ν,µ
χj(ν, µ)ψj(ν, µ)Jν(pidjR) (2.61)
× exp
[
i ν
(
Φ +
pi
2
)]
exp [i ϕj]
where j describes the jth nanotube (nj,mj) with axial periodicity cj and diameter
dj. The angle ϕj denotes the phase shift of the jth tube with respect to the reference
shell in real space. The parameters χj(ν, µ) and ψj(ν, µ) are given by the following
relation:
χj(ν, µ) = 1 + exp
[
−2piiν + (nj + 2mj)µ
3mj
]
(2.62)
ψj(ν, µ) =
1− exp [− 2pi i (ν + (nj +mj)µ)]
1− exp
[
−2pi i (nj+mj)µ
mj
] =
mj , if
ν+(nj+mj)µ
mj
∈ Z
0 , else
(2.63)
where ν, µ and lj take all values, which are allowed by the selection rule of the jth
shell of the nanotube:
lj =
(2nj +mj) ν + 2
(
n2j +m
2
j + njmj
)
µ
Mjmj
(2.64)
The greatest common divisor of (nj + 2mj) and (2nj + mj) is called Mj. The
intensity distribution of the electron diffraction is I(R,Φ, Z) = |F (R,Φ, Z)|2. A
simulated diffraction pattern of a double-walled carbon nanotube is shown in figure
2.3. The electron diffraction of a single-walled nanotube is simply a special case of
these equations.
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2.3 Determination of the chiral indices of carbon
nanotubes
The chiral indices of a nanotube can be determined by measuring the diameter d in
a real space image of the tube and reading out the chiral angle α from a diffraction
pattern. Since this method has some drawbacks, a technique is described here, which
uses the distances of the layer lines to the equatorial line [9] to evaluate the chiral
indices.
2.3.1 Principal layer lines
For given chiral indices (n,m), which determine the diameter and the helicity, the
atomic structure of the carbon nanotube is also known. If a Transmission Electron
Microscope (TEM) is used, the diameter is usually measured directly in the real
space image. The helicity is derived from the diffraction pattern. As described
above, the primary graphene reflections are the brightest intensity peaks (see figure
2.4). These reflections form three pairs of layer lines, called l1 (generated by the
graphene-(01)-reflections), l2 (generated by the (1¯0)-reflections) and l3 (generated
by the (11)-reflections). The distances between these layer lines and the equatorial
line are denominated D1, D2 and D3. These are used to characterize the structure
of the nanotube.
2.3.2 Direct method
It is important to notice that the diffraction intensity on a specific layer line is dom-
inated by only one order of the Bessel function, although the scattering amplitude
is described by summation of multiple orders of Bessel functions. All other orders
contribute insignificantly to the intensity. This can be deduced from the selection
rule. With respect to the constraints, which arise from the selection rule, all possible
values for ν of a layer line l have to fulfill [8]:
ν = ν0 +
2P (n2 +m2 + nm)
M
(2.65)
with P ∈ Z. The smallest positive value ν of a layer line l is called ν0. Mostly
(n2 +m2 + nm)/M  1 (2.66)
is valid [4]. Due to the fact that the magnitude of the maxima of the Bessel function
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Tube axis
Figure 2.4: Schematic illustration of a diffraction pattern of a nanotube with helical
angle α. The graphene reflections are broadened perpendicular to the tube axis and
form the layer lines li. The distances between the layer lines and the equatorial line
are denominated Di. They are independent of the cylindrical curvature.
decreases significantly with increasing order, the diffraction intensity of a specific
layer line is mainly dominated by a Bessel function of the lowest order ν0. For
example for a (14, 9) nanotube (diameter d = 1.572 nm and helicity α = 22.85◦)
the lowest possible order is ν0 = 9 for layer line l1 (l = 37). The next allowed order
is ν = −797. With x(1)ν denoting the first maximum of the Bessel function Jν(x),
following inequation is valid: |J9(x(1)9 )|2 ≥ 20|J−797(x(1)−797)|2 and x(1)9 ≈ 75x(1)−797.
Therefore the diffraction intensity in the region where significant experimental data
can be measured for a (14, 9) nanotube on layer line l = 37 is only given by |J9(x)|2.
The orders of the dominating Bessel functions for a given nanotube (n,m) can be
determined by considering the crystallographic indices of the graphene reflections
using the extended cell of the nanotube in radial projection which is related to the
index ν. In the Fraunhofer diffraction pattern the allowed Bragg reflections are
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described by
~g = h~a∗1 + k~a
∗
2 (2.67)
with h, k ∈ Z. For a given nanotube with chiral indices (n,m) the reflections can
be indexed by the crystallographic indices (ν, l), which are related to the radial
projection lattice. Therefore the selection rule should be formed in such a way that
the reflection
~G = ν ~A∗ + l ~B∗ (2.68)
indexed by the radial projection lattice, coincidences with the reciprocal lattice
vector ~g, indexed by the graphene lattice. The vectors ~A∗ and ~B∗ denote the basis
vectors of the reciprocal lattice on the radial projection net (a rectangle with sides
~A and ~B):
~A∗ =
1
n2 +m2 + nm
(n~a1 +m~a2) (2.69)
~B∗ =
1
n2c +m
2
c + ncmc
(nc~a1 +mc~a2)
The selection rule can be expressed as
~G = ~g (2.70)
or
ν ~A∗ + l ~B∗ = h~a∗1 + k~a
∗
2 (2.71)
Multiplying both sides of equation 2.71 with ~a1, we get
ν ~A∗ · ~a1 + l ~B∗ · ~a1 = h (2.72)
or equivalent
νa cos(α)
A
− lB∗ sin(α) = h (2.73)
Using (figure 2.5)
lB∗ = g sin(β − α) (2.74)
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Figure 2.5: Schematic illustration of the radial projection of a carbon nanotube. ~a1
describes the basis vector and ~g the vector of the observed reflection. The vector
~A denotes the perimeter, ~B the axis. The helical angle is called α and the angle
between the basis vector ~a1 and ~g is called β (image adapted from [4]).
with β denoting the angle between the basis vector ~a1 and the examined graphene
reflection (hk), we get the following relation [7]:
ν = hn+ km (2.75)
As shown in figure 2.4, the principal layer lines l1, l2 and l3 are formed by the
graphene reflections (01), (1¯0) and (11). Choosing the graphene reflection (01), i.e.
h = 0 and k = 1, the order of the dominating Bessel function is
ν = m (2.76)
For the reflection (1¯0) the order is
ν = −n (2.77)
and for the (11) reflection
ν = n+m (2.78)
Therefore the orders of the dominating Bessel functions of the three principal layer
lines are m, −n and n+m.
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Using the chiral indices (n,m) the intensities on the three principal layer lines,
denoted l1, l2 and l3, are given by
Il1(R) ∝ |Jm(pidR)|2 (2.79)
Il2(R) ∝ |Jn(pidR)|2 (2.80)
and
Il3(R) ∝ |Jn+m(pidR)|2 (2.81)
The order ν of a Bessel function can also be determined by the positions of the
maxima, which are unique for each Bessel function. An efficient method to obtain
the order of a Bessel function JN(X) is to measure the ratio X2/X1 of the first two
maxima at positions X1 and X2 or an arbitrary pair of maxima. With known orders
of the Bessel functions the chiral indices n and m can be identified directly. There-
fore the chiral indices (n,m) can be obtained by the distribution of the diffraction
intensity on layer lines l1 and l2, whose intensities are proportional to |Jm(pidR)|2
respectively |Jn(pidR)|2. The ratio of the peak positions R1/R2 = X1/X2 is inde-
pendent of the settings of the used electron microscope. However the peak positions
change with the angle between the incidence electron beam and the tube axis.
For non-helical nanotubes, i.e. “zigzag” and “armchair” nanotubes with chiral in-
dices (n, 0) respectively (n, n), the layer lines overlap. For a “zigzag” nanotube with
indices (n, 0) the layer lines l2 and l3 coincide. The intensity distribution of the
first layer line l1 is proportional to |J0(pidR)|2, whereas the second layer line l2 is
proportional to |Jn(pidR)|2. For an “armchair” nanotube (n, n) the first layer line
l1 and the second layer line l2 overlap with an intensity proportional to |Jn(pidR)|2.
The third layer line l3 coincides with the equatorial line.
2.3.3 Ratio of indices m/n
Due to the periodicity of the atomic structure of a carbon nanotube (n,m) in axial
direction, the layer lines are sharp, so that the distances D1, D2 and D3 between
the layer lines and the equatorial line can be measured easily and exactly in the
diffraction image. Even though the cylindrical curvature causes a significant defor-
mation of the hexagonal diffraction pattern, the distances of the layer lines do not
change. The axial distances between the reflections and the equatorial line, which
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are equal to the distances of the layer lines, are obtained by the use of trigonometrical
relations:
D1 = a
∗ sin(90◦ − α) = a∗ cos(α) (2.82)
D2 = a
∗ sin(30◦ + α) (2.83)
D3 = a
∗ cos(30◦ − α) (2.84)
Then the helical angle α can be deduced from the ratios of the layer line distances
[9]:
α = tan−1
(
2D2 −D1√
3D1
)
(2.85)
The ratio of the chiral indices m and n is given by:
m
n
=
2D2 −D1
2D1 −D2 (2.86)
This method has advantages over the method described above:
• The ratio is independent of the angle between the incident electron beam and
the nanotube axis.
• Even for a low signal to noise ratio, the distances can often be measured.
• The method is independent of the tube length of the electron microscope.
The disadvantage of this technique is its ambiguity, because nanotubes with different
indices can possess the same ratio.
2.4 Symmetry of the electron diffraction from single-
walled carbon nanotubes
When the tube axis is perpendicular to the incident electron beam, the axis is
located in the diffraction plane, which intersects the reciprocal space of the nanotube.
Under normal incidence the cutting edge (figure 2.6 right) passes through the center
of concentric corona, which depict the diffraction intensities. Along this line the
contributing Bessel functions ν are either even or odd [8]. The intensity distribution
(cf. equation 2.54) depends on the angle Φ and fulfills the following equation [8]:
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H
R
Tube axis
Incoming electron beam
Figure 2.6: Top left : The tilt angle between the tube axis and the incoming electron
beam is named γ. Bottom left : The corresponding relation in the reciprocal space,
where the diffraction intensities, caused by the nanotube, are described by equidis-
tant concentric rings around the tube axis. Right : View on a set of rings: The
horizontal line is the intersection line with the diffraction plane. With decreasing
angle γ the distance R of the intensity peaks to the tube axis increases. The vertical
distance of the intersection line to the diffraction rings is called H (image adapted
from [8]).
I(R,Φ + pi, l) = I(R,Φ, l) (2.87)
This holds for all layer lines of the diffraction pattern. This equation shows that
the electron diffraction of a carbon nanotube is mirror symmetric due to the tube
axis. Together with Friedel’s Law this shows, that the electron diffraction pattern
of a single-walled carbon nanotube under perpendicular incidence has always 2mm
symmetry [8].
When the incoming beam is not normal on the tube axis, i.e. γ 6= 90◦, the tube
axis in the reciprocal space does not lie in the diffraction plane of the nanotube,
even though it passes trough the center of the central diffraction corona. The inter-
section points with the diffused corona, which represent the diffraction intensities,
are related to the incidence angle γ and the positions of the layer line planes in
reciprocal space. For inclined incidence the diffraction intensities on the layer line
l are modulated by the same Bessel functions as for perpendicular incidence. The
measured scattering amplitude in the diffraction plane is [8]:
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Fnm(R,Φ, l) =
∑
ν,µ
fχnm(ν, µ)ψnm(ν, µ)Jν
pid
√
R2 +
(
l tan(90◦ − γ
c
)2
× exp
[
in
(
Φ +
pi
2
)]
(2.88)
Since the intensity of the electron diffraction also fulfills equation 2.87, the complete
electron diffraction image of a single-walled carbon nanotube under incline incidence
possesses 2mm symmetry.
Figure 2.7 shows a simulated electron diffraction pattern of a single-walled carbon
nanotube (14, 9) under various tilt angles. When the tilt angle γ is decreased from
90◦ to 80◦, the layer line peaks shift towards the tube axis. Simultaneously the layer
line distances to the equatorial line increase by a factor 1/ sin 80◦. When the tilt
angle γ is decreased to 70◦, the distance between the first peaks on the layer lines de-
crease further until they overlap at a critical angle γc = 90
◦−tan−1((mν/ν)tan(α)) =
73.2◦, where mν = 10.7 describes the position of the first maximum of the Bessel
function J9(m). When γ < γc the diffraction plane does not cross the first ring of
the corona. The 2mm of the diffraction image is preserved throughout the whole
tilting process.
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60°
90° 80°
70°
Figure 2.7: Simulated electron diffraction pattern of a single-walled carbon nanotube
(14, 9) under various incidence angles: a) γ = 90◦, b) γ = 80◦, c) γ = 70◦ and
d) γ = 60◦. The diffraction image changes under various angles, but the 2mm
symmetry is preserved.
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Chapter 3
Auxiliary algorithms for the
(pre)processing
3.1 Generalized Linear Least Squares
In order to estimate values at arbitrary points between a discrete set of points
(xi, yi), if the generating function of that discrete set is not known, it is often useful
to approximate the underlying function globally or at least locally. This could be
done by interpolation with a polynomial. This method however tends to develop
strong unwanted oscillations between the data points. The reason for this behavior
origins from a too tight binding of the interpolating function to the data points.
Since every data point has to be matched by the function, noise, which is existent
in all experimental data, leads to overfitting. For real, noisy data it is often more
useful to minimize the quadratic error of the interpolating function with respect to
the measured data. So one gets a function, which has the closest course to the data
points in the sense of the mean square deviation. The Generalized Linear Least
Squares (GLLS) algorithm offers a solution to this problem.
There are N data points (xi, yi) with their standard deviation σi given with re-
spect to the y-axis. If M is the number of used basis functions and Φk and ak are
the parameters to be estimated, we get the following ansatz for the approximating
function:
y(x; a1, . . . , aM) =
M∑
k=1
akΦk(x) (3.1)
Usually for the basis functions an orthonormal system is used (for example polyno-
mials with Φ1 = 1, Φ2 = x, Φ3 = x
2, . . . ).
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To find the wanted coefficients ak, the following cost function is introduced [11]:
Ξ2 =
N∑
i=1
(
yi −
∑M
k=1 akΦk(xi)
σi
)2
(3.2)
This equation complies with the quadratic error weighted with the standard de-
viations. One gets the wanted minimum of the cost function (cf. equation 3.2)
by setting the partial derivatives to zero with respect to the ak. This yields an
under-determined system of equations M < N with M equations:
0 =
∂Ξ2
∂ak
= −
N∑
i=1
2
σ2i
(
yi −
M∑
j=1
ajΦj(xi)
)
Φk(xi) , k = 1, . . . ,M (3.3)
After algebraic transformation of the equation one gets:
M∑
j=1
N∑
i=1
aj
σ2i
Φj(xi)Φk(xi) =
N∑
i=1
yi
σ2i
Φk(xi) , k = 1, . . . ,M (3.4)
With
A =

Φ1(x1)
σ1
· · · ΦM (x1)
σ1
...
. . .
...
Φ1(xN )
σN
· · · ΦM (xN )
σN
 , b˜ =

y1
σ1
...
yN
σN
 , a˜ =
 a1...
aM
 (3.5)
equation 3.4 can be written as a matrix equation [11]:
(
ATA
)
~a = ATb˜ (3.6)
⇒ ~a = (ATA)−1 ATb˜
To yield an optimal parameter vector ~a, in the sense of the mean quadratic er-
ror, a matrix inversion of
(
ATA
)
has to be performed. The matrix A is called
“design-matrix” and
(
ATA
)−1
AT is the pseudo inverse, which is needed to solve
the undetermined system of equations.
A manipulation of the shape of the approximating function is additionally possible
by the standard deviations σi. Points with a relatively small standard deviation are
approximated better, since they deliver a larger contribution to the error function.
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Regression of exponential function
However there are functions which cannot be described elegantly by a finite set of
polynomials. An exponential decline represents such a case. The parameters b and
c in function
y = b exp(cx) (3.7)
do not contribute linearly. To linearize the equation we can take the logarithm
ln y = ln b+ cx (3.8)
For this equation the ansatz (3.1) with Φ1 = 1, Φ2 = x and a1 = ln b, a2 = c can be
used. The parameters a1 and a2 then contribute linearly to the equation.
Looking at a non-squared summand of equation 3.2 with standard deviation σi = 1
we get:
ξi = ln yi − (a1 + a2x) (3.9)
Now we want to have a look on the consequences of a disturbance i on yi, which
may be caused by noise. The disturbed value is y˜i(i) = yi + i. Using linear
approximation for the error ξi at the point yi leads to:
T1(y˜i(i)) = (ln(yi)− (a1 +a2x)) + 1
yi
(yi− y˜i) = (ln(yi)− (a1 +a2x)) + 1
yi
(i) (3.10)
This means, that the effect of the disturbance i in the error function ξi depends on
the value of yi. In the linear approximation this dependency is 1/yi.
For additive noise the probability distribution for the intensity of the disturbance i
is independent of the intensity of the measured value yi. But in case of the factor
1/yi a disturbance is weighted more heavily for small measured values than for large
ones. This leads to unwanted strong weighting of small values.
This effect can approximately be compensated by multiplying the error terms with
the measured value, so that the factor 1/yi is neutralized:
ξi = yi(ln yi − (a1 + a2x)) (3.11)
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3.2 Snake algorithm
The active contour, also called “Snakes”, is a method in image processing to deter-
mine the contour of an object. It is called snakes, since the way it is fitting itself
to the contour is similar to the movement of a snake. If the shape of an object is
approximately known to initialize the algorithm, the active contour could be used
to determine the exact borders of the object. This is realized by minimization of
the sum of the so called “inner and outer energy”. The algorithm presented here is
based on the work of Blair Mackiewich [12].
Neighborhood matrix
Figure 3.1: An example for the movement of a point ~ci of an active contour. At the
point ~c′i an energy minimum is located in cause of the high contrast (image adapted
from [12]).
3.2.1 Overview
An active contour consists of an ordered set of n points in the image plane:
C = {~c1, . . . ,~cn} (3.12)
~ci = (xi, yi), i = 1, . . . , n
The points ~ci of the contour approach iteratively the border of the object by mini-
mization of an energy function (cf. figure 3.1). For each point of the neighborhood
of ~ci the following energy term is calculated [12]:
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Ei = αEint(~ci) + βEext(~ci) (3.13)
The inner energy Eint(~ci) only depends on the shape of the contour, whereas the
outer energy Eext(~ci) depends only on the properties of the image in the environment
of ~ci. The constants α and β weigh the energy terms relatively to each other.
The value in the center of the matrices Ei, Eint and Eext indicates the energy of
the contour at the point ~ci. The other entries of the matrices correspond to the
contour-energies of the points in the neighborhood of ~ci (cf. figure 3.1).
In each learning step a point of the contour is moved to the point ~ci, where the
energy Ei has its minimum. The more appropriate the parameters of the energy
function are chosen, the exacter the contour follows the object.
3.2.2 Inner energy
The assignment of the inner energy is to give a shape to the active contour and
assure that the distances between points are similar. The used function for the
inner energy is defined as follows [12]:
αEint(~ci) = ωcEcon(~ci) + ωbEbal(~ci) (3.14)
The continuity energy Econ(~ci) forces the contour to assume an ordered shape. The
balloon energy Ebal(~ci) takes a balloon force into account, which expands or shrinks
the contour. The parameters ωc and ωb cause a relative weighting of the energy
terms.
Continuity energy
Without other influences, the continuity energy forces an open contour to form a
straight line. A closed contour is forced to take the shape of a circle. The energy of
each element ejk(~ci) of the matrix Econ(~ci) is defined by [12]
ejk(~ci) =
1
l(C)
|pjk(~ci)− ωγ(~ci−1 + ~ci+1)|2 (3.15)
where pjk(~ci) denotes the point in the image, which corresponds spatially to the
matrix entry ejk(~ci) and l(C) is the average distance of the nodes of C. For an open
contour ωγ = 0.5. So the point with the lowest energy is located precisely in the
center of ~ci−1 and ~ci+1. In a closed contour C has a period of n, so that ~ci+n = ~ci is
valid. In this case ωγ is given by
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ωγ =
1
2 cos
(
2pi
n
) (3.16)
Thereby the minimum of the energy Econ(~ci) is pushed outwards, so that C becomes
a circle (cf. figure 3.2).
Figure 3.2: Influence of the continuity energy on the active contour: The energy
minimum is located on a circle through ~ci−1 and ~ci+1 (image adapted from [12]).
The normalization factor l(C) in equation 3.15 is the average Euclidean distance
between neighboring points of C:
l(C) =
1
n
n∑
i=1
|~ci+1 − ~ci| (3.17)
The normalization is needed to get an energy Econ(~ci), which is independent of the
size of the contour, the position and the orientation.
Balloon energy
To let the contour grow (or shrink) independently of external influences, a balloon
force is used. If a contour is initialized inside a homogeneous region of an image, the
balloon force causes a growing of the active contour until the borders of the region
are reached. There the external forces start to influence the contour (cf. figure 3.3).
A variable balloon force is used, which is indirectly proportional to the magnitude
of the image gradient. Therefore the force is strong in homogeneous regions and
weak in areas where edges or object boundaries are located.
The energy term of each element ejk(~ci) of the matrix Ebal(~ci) is described by the
following inner product:
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Balloon force
Initial contour
Final contour
Object of 
homogeneous intensity
Figure 3.3: Movement of the active contour due to the balloon force: Inside an
object with homogeneous intensity the balloon force pushes the contour towards the
object boundaries (image adapted from [12]).
ejk(~ci) = ~ni ·
(
~ci − pjk(~ci)
)
(3.18)
Here ~ni denotes the outwards faced normal vector of C at the point ~ci and pjk(~ci)
is the point in the environment of ~ci, which corresponds to the entry ejk(~ci) of the
energy matrix. The balloon energy has its minimum at those points, which have the
largest distances to ~ci in the direction of ~ni.
We get the normal vector ~ni by rotating the tangential vector by 90
◦, which is
defined by:
ti =
~ci − ~ci−1
|~ci − ~ci−1| +
~ci+1 − ~ci
|~ci+1 − ~ci| (3.19)
So ~ni is the unit vector which is perpendicular to ~ti.
The balloon force can also be influenced by the gradient of the image (cf. section
3.2.4).
3.2.3 Outer energy
The outer energy function pushes the active contour towards the interesting features
of an image like object boundaries. Each energy expression, which possesses this
property, can be used.
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The intensity and the gradient are characteristics, which can be observed easily.
Therefore the energy function can be written as follows [12]:
βEext(~ci) = ωmEmag(~ci) + ωgEgrad(~ci) (3.20)
The energy Emag(~ci) moves the contour to regions of higher or lower intensities and
the energy Egrad(~ci) to edges in the image. The parameters ωm and ωg weigh the
energy terms relatively to each other.
Intensity energy
Each point of the intensity matrix Emag(~ci) is set to the value of the intensity at the
corresponding image point in the environment of ~ci:
ejk(~ci) = I(pjk(~ci)) (3.21)
For a positive ωm the contour moves towards regions of high intensity, for negative
ωm towards regions of low intensity.
Gradient energy
The gradient energy pulls the contour to edges in the image. An energy term, which
is proportional to the absolute value, shifts the contour towards an arbitrary edge:
ejk(~ci) = −
∣∣∇I(pjk(~ci))∣∣ (3.22)
When an active contour is used to find object boundaries, an energy function is
wanted, which can distinguish between edges of neighboring objects. A function,
which regards the different directions of the gradients of the objects, offers this
feature. Therefore the direction of the gradient of the object boundary should be
similar to the direction of the normal vector of the contour (cf. figure 3.4).
The value of each element of the directed energy matrix of the gradient Egrad(~ci)
can therefore be written as the inner product of the normal vector of the contour
and the image gradient:
ejk(~ci) = −~ni · ∇I(pjk(~ci)) (3.23)
where ni denotes the normal vector of the contour at ~ci as defined above.
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Neighborhood matrix
Active contour C
Figure 3.4: Movement of the contour due to the gradient energy: Since the direction
of the gradient at the edge of the interesting object is similar to the direction of the
normal vector of the contour, the algorithm moves the contour from ~ci to ~c′i, though
the absolute value of the gradient at both points is the same (image adapted from
[12]).
3.2.4 Normalizations
The energy functions introduced in the previous section are scaled, so that the
neighborhood matrices contain comparable values.
The balloon energy is adjusted to the image gradient. To improve the robustness
of the algorithm, furthermore normalization parameters are added to the intensity
and gradient energy terms. This leads to the following changes for the energies [12]:
Continuity energy
At each point of the contour the elements of the neighborhood matrix of the conti-
nuity energy are scaled to the range [0, 1].
e′jk(~ci) =
ejk(~ci)− emin(~ci)
emax(~ci)− emin(~ci) (3.24)
Here emin(~ci) respectively emax(~ci) denote the smallest respectively largest entry of
the matrix Econ(~ci).
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Balloon energy
The balloon energy is scaled to the range [0, 1] and adjusted to the image gradient,
whereupon |∇I|max denotes the maximum absolute value of the gradient in the
whole image:
e′jk(~ci) =
ejk(~ci)− emin(~ci)
emax(~ci)− emin(~ci)
(
1− |∇I(~ci)||∇I|max
)
(3.25)
Intensity energy
To regularize the intensity energy term, the parameter ωδI is added:
e′jk(~ci) =
ejk(~ci)− emin(~ci)
max
{(
emax(~ci)− emin(~ci)
)
, ωδI · Imax
} (3.26)
where Imax is the maximum intensity in the whole image and ωδI is in the range
[0,∞]. The sensitivity of the active contour to local fluctuations in the intensity is
determined by ωδI .
Gradient energy
The gradient energy is regularized analogously to the intensity energy:
e′jk(~ci) =
ejk(~ci)− emin(~ci)
max
{(
emax(~ci)− emin(~ci)
)
, ωδG ·Gmax
} (3.27)
The parameter ωδG is in the range [0,∞]. A large ωδG results in an active contour,
which is insensitive to smooth edges.
Chapter 4
The analysis algorithm
The goal of this work was to develop an algorithm which is able to analyze electron
diffraction patterns of carbon nanotubes automatically and to estimate the chiral
indices. To evaluate the results such an algorithm achieves, it is necessary to compare
the estimated chiral indices to the real chiral indices during the testing phase of the
algorithm.
This can of course only be done, if the chiral indices are known. For the diffraction
patterns available for this thesis, that is not the case (except for one pattern, which
was also analyzed by hand cf. section 6.1).
Since the theory of electron diffraction from carbon nanotubes is well known (cf.
chapter 2 and [4]) a program to simulate diffraction patterns was written. If a
simulated image is analyzed, the results can be evaluated, since naturally the chiral
indices of the simulated image are known.
Another advantage of simulated images is the fact, that the limitations of the algo-
rithm can be tested. For example the influence of the noise amplitude, the distance
between layer lines, the broadening of the lines, etc. can be reviewed. Special cases
of the chiral indices (for example “armchair” and “zigzag” tubes) can be simulated
as well as multi-walled tubes and bundles of tubes. The effort for such a simulation
is less than the effort of taking a real image. And, of course, the number of tubes
and the chiral indices cannot be chosen freely for real nanotubes.
In this chapter, the preprocessing steps and the actual analysis of a diffraction
pattern are shown exemplified with a simulated image of a (15, 8) carbon nanotube.
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4.1 Simulation of diffraction patterns
The simulation used is based on the theory in chapter 2 and the work of Phillipe
Lambin and Luc Henrard [13].
Since the simulation is an idealized diffraction pattern it strongly differs from an
experimentally taken diffraction image. Software, which is supposed to be able to
analyze realistic images, should be tested with simulations, which are similar to
experimental data. The steps which are necessary to adapt the simulation to the
real situation are described in the following paragraphs.
Layer line broadening
In theory the layer lines and the equatorial line are sharp in the direction of the
tube axis, which is perpendicular to the equatorial line. In a real image this is not
the case.
To adjust the simulation to real patterns, the simulated reflections are convoluted
with a Gaussian function. The FWHM (full-width-half-maximum) of the used Gaus-
sian function for the image in figure 4.1 amounts to 10 pixels.
Intensity
The values of the intensities in the simulation have to be scaled to the range of the
brightness of the image format. To scale the intensities in a way, that the maximum
intensity corresponds to the maximum brightness is not practicable, because the
highest intensity appears at the center of the equatorial line. But this point of the
image is not interesting, because it is covered with the undiffracted electron beam
or the beam stopper.
The intensity on the layer lines is of much more interest, hence the scale is calculated
by setting the point of the highest intensity on the layer lines to a tunable fractional
amount of the maximum brightness of the image.
Undiffracted electrons
The theory only covers the diffracted electrons, but in reality the electrons pass
the scattering object undiffracted for the most part. This causes an area of very
high intensity in the center of the diffraction image. The intensity decreases with
increasing distance to the center. This intensity caused by the undiffracted electrons
is emulated in the simulation by a two-dimensional Gaussian function. The peak
intensity and the standard deviation of this Gaussian function are tunable.
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Figure 4.1: Top left : Simulated diffraction pattern of a (15, 8) carbon nanotube
under incidence angle γ = 85◦. Top right : The simulation with broadened layer
lines (FWHM 10 pixels). Middle left : Undiffracted electron beam added. Middle
right : The simulation with a beamstopper. Bottom left : Noise with σ = 20 % of
maximum intensity and ground 10 % added. Bottom right : The image after shifting
and rotating. The maximum intensity on the layer lines is reduced to 50 % of the
maximum image intensity.
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Beamstopper
The intensity in the center of the diffraction plane is very high, thus a TEM usually
possesses a beamstopper, which blocks the central beam to beware the camera of
damage.
To enhance the realism of the simulated image, a beamstopper is added. The shape
varies in different TEMs. In the simulation a shape is used which is similar to the
shape in some of the available experimental diffraction patterns.
The angle of the beamstopper can be adjusted, so different cases can be studied,
where the beamstopper covers various parts of the layer lines.
In order to obtain a more realistic image, the boundaries of the beamstopper are
blurred slightly.
Center of diffraction pattern
The center of the diffraction pattern and the center of the image generally do not
match in experimental data. In the simulation the diffraction center can also be
shifted.
Also the tube axis is not parallel to the y-axis of the image in general. In the
simulation the tube axis (and therefore the equatorial line and the layer lines) can
be rotated.
Noise
In all experimental data, and thus also in diffraction patterns, noise occurs. The
noise added to the simulation is Gaussian distributed. The peak position (which can
be interpreted as background intensity of the image) and the standard deviation σ
of the noise can be adjusted.
For pixels which are covered by the beamstopper, the noise level is reduced which
affects the peak as well as the standard deviation.
Since the level of the noise is not independent of that of the neighboring pixels, the
noise is smoothed with a 3× 3 rectangular filter.
4.2 Approximate determination of the diffraction
pattern center
To analyze a diffraction image, the center of the diffraction pattern, which in general
does not match the center of the image, has to be estimated. This is done by an
4.2. APPROXIMATE DETERMINATION OF CENTER 49
algorithm which works as follows.
First the row and the column with the highest average intensity are located. Since
some images have increased brightness near the borders, the index i of the brightest
row respectively column additionally has to fulfill the following condition:
κw ≤ i ≤ (1− κ)w (4.1)
Here w denotes the image size in x- respectively y-direction. The factor κ ∈ [0, 0.5]
determines, which fractional part of the image at the borders is ignored. If κ is
chosen too large, it is possible that the center cannot be found, because it lies in
the border area. A too small chosen κ may lead to evaluation of incorrect boundary
values. For κ = 0.25 good results were found. Since the beamstopper reduces the
intensity, a row respectively column is found, which includes the central undiffracted
electron beam but not the beamstopper.
Figure 4.2: Left: The red lines (row respectively column) denote the highest average
intensity in x- respectively y-direction. The crosses on these lines mark the points,
where 80 % of the maximum intensity is exceeded for the first time. The blue crosses
label the middle between these points. The cyan cross marks the estimated center
for β = 0◦. Right: Centers estimated for various angles are shown in red and blue.
Outliers are blue, used points are red. The cyan cross marks the average of the used
centers.
The intensity distribution on this line is processed with a Gaussian filter (σ = 2)
to reduce the influence of noise. In this distribution the points with the lowest and
highest index are searched for, whose intensity value exceed 80 % of the maximum
intensity on this line. The center of the interval between these two points is defined
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as the center of the diffraction pattern in x-direction. The center in the y-direction
is estimated analogously (cf. figure 4.2 on the left).
This estimation is not only done for lines which are parallel to the x-axis but also for
lines tilted by an angle β relatively to the x-axis. The column is always perpendicular
to this line. The estimate for 20 different angles are shown in figure 4.2 in the right
image.
Taking the mean of all calculated centers would be a problematic approach, as the
estimation might be falsified for example when a line crosses the equatorial line or
a reflection of high intensity. The mean is sensitive to such outliers. In this work,
the median is used to detect, which centers may be outliers. Just estimations which
have a maximum distance of 5 pixels in x- as well as in y-direction to the median
are used to calculate the mean (cf. figure 4.2 on the right).
This method yields results of sufficient quality for the simulations and most of the
available real patterns. If this step fails, the user has the opportunity to easily set
the estimation of the center by hand.
In the following sections, “center” always means the center of the diffraction pattern
not the center of the image.
4.3 Delineation of the beamstopper
In the available experimental diffraction images the central electron beam is partly
covered by a beamstopper. Since that changes the image significantly (for example
reflections may be covered) the modified pixels have to be known. Simply marking
the darkest part of the image is not sufficient, because near the image borders the
intensity of the rest of the image may also be low and even on the beamstopper may
be bright artifacts.
So in this work the delineation of the beamstopper is realized by the use of the snake
algorithm, which was described in section 3.2.
4.3.1 Initialization of the snake algorithm
Before the active contour can start to learn the shape of an object it has to be
initialized. This could be done by a rough delineation of the user. Since the program
should work as autonomously as possible the initialization is done automatically.
The starting point for the initialization is the center determined in the previous
section, because the center of the diffraction pattern is always supposed to be covered
by the beamstopper. Also the direction of the beamstopper should be known. This
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can be estimated by calculating the average intensity on lines of various angles
relative to the x-axis starting at the center. The angle with the lowest average
intensity should be the angle of the beamstopper.
A rectangle is a good approach for the shape of the initialization. The length of the
rectangle in the direction of the beamstopper is limited by the image borders. In the
opposite direction the intensity distribution is measured depending on the distance
to the center. The lowest value of this distribution is subtracted from all values to
remove the baseline and a Gaussian filter with σ = 3 is applied for smoothing (cf.
figure 4.3). The point where the intensity exceeds 50 % of the maximum intensity
of this distribution for the first time determines the length of the rectangle in the
opposite direction of the beamstopper. The width of the rectangle is set to 40 pixels.
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Figure 4.3: Intensity distribution versus distance to the center measured in the
opposite direction of the beamstopper: The point where the intensity exceeds 50 %
of the maximum intensity of this distribution for the first time determines the length
of the rectangle in the opposite direction of the beamstopper.
Another parameter which has to be chosen is the distance between the nodes of the
snake. This parameter is set to 6 pixels. The initialization for the simulated image
is shown in figure 4.4.
4.3.2 Application of the snake algorithm
To apply the snake algorithm the intensity gradient in the image has to be known.
The horizontal gradient at the point ~p = (x, y) is calculated by the following formula:
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Figure 4.4: The initialization of the snake-algorithm for the beamstopper detection
is realized by a rectangle. The red points show the nodes of the active contour.
∇phor =
N∑
n=1
M∑
m=1
F horn,m I
(
x+m− (M + 1)/2
y + n− (N + 1)/2
)
(4.2)
The function I(x, y) denotes the intensity at the point ~p = (x, y). The N × M
matrix F hor is called filter. The number of rows and columns in this filter is always
odd. Because the diffraction image contains no information at the borders and the
filter cannot be applied there, the gradient in this area is set to zero. The vertical
component of the gradient is calculated analogously.
Using the simple form of the filter in the horizontal direction
F hor = (−1, 0, 1) (4.3)
may yield reasonable results for some images. But in many cases the gradient is
dominated by noise and not by the edge of the beamstopper. To reduce the noise
influence for the calculation of the horizontal component of the gradient a filter of
the following form is used [10]:
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F hor =

0 0 −1 0 1 0 0
0 −1 −2 0 2 1 0
−1 −2 −4 0 4 2 1
−2 −4 −8 0 8 4 2
−1 −2 −4 0 4 2 1
0 −1 −2 0 2 1 0
0 0 −1 0 1 0 0

(4.4)
The filter for the vertical component is given by:
F vert =

0 0 −1 −2 −1 0 0
0 −1 −2 −4 −2 −1 0
−1 −2 −4 −8 −4 −2 −1
0 0 0 0 0 0 0
1 2 4 8 4 2 1
0 1 2 4 2 1 0
0 0 1 0 1 0 0

(4.5)
Figure 4.5: The red points show the active contour after learning. The used param-
eters are given in table 4.1.
Using these filters and the values in table 4.1 for the parameters defined in section
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3.2 leads to the shape of the snake shown in figure 4.5.
ωm ωδI ωg ωδG ωc ωb size
1.85 0.001 7.0 0.0 10.0 6.5 10
Table 4.1: Parameters of the snake algorithm for the beamstopper detection. The
parameter size denotes the size of the neighborhood.
In the next step the nodes of the snake are connected and the enclosed pixels are
marked as corrupted, which means that they will be disregarded in the following
analysis steps. Also points which are closer than 3 pixels to the active contour are
marked as invalid. This is necessary because due to the blurring of the beamstopper
the active contour might not move exactly to the outer object boundaries.
The beamstopper is in general not circular in the center. In the subsequent analysis
steps average intensities dependent on the distance to the center are calculated.
Hence in some directions the beamstopper makes the pixels invalid and in other
directions not. This leads to a very small number of valid values for some distances.
A small number of valid pixels also means, that the average in this interval is very
sensitive to noise.
Here the used solution to this problem is to add a circle around the center to the
beamstopper. The radius of the circle is calculated by measuring the largest distance
from the center to the pixels, which are identified to belong to the beamstopper in
the directions which differ at least 75◦ from the beamstopper direction.
The layer lines are not affected by this circle since the radius of the circle is smaller
than the distances of the center to the reflections.
4.4 Normalization of the intensity
The determination of the diffraction spots positions is complicated by the un-
diffracted electron beam which has a by far higher intensity than the features in
the image and therefore prohibits the identification on the basis of the intensity.
In a first step the average intensity of the image dependent on the distance to the
center is calculated. Pixels, which are identified to be covered by the beamstopper,
do not contribute to this calculation.
There are two possibilities for the normalization of the brightness: On the one hand
the intensity of each pixel is divided by the corresponding value in the radial intensity
distribution. On the other hand the new brightness can be obtained by subtraction
of the corresponding intensity. The subtraction yields slightly better results, so it is
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used here.
An unwanted feature of this method is, that a group of bright points, which are
located on a circle around the center, cause a maximum in the radial intensity
distribution and therefore are unduly strongly diminished. The brightest maxima
on the layer lines form such a group of points and are consequently darkened. This
effect is small for a diffraction pattern with few reflections, which are sharp and of
low intensity. But it becomes significant when there are many layer lines or the
reflections are broad. Then this causes a dark circle through the reflection maxima
(cf. figure 4.6).
Figure 4.6: A simulated diffraction pattern of a bundle of a (15, 8), a (10, 2) and a
(9, 7) nanotube: Since the highest intensities on the layer lines are located nearly
on a circle, a black circle through these reflections appears after the normalization.
To get rid of the maximum in the intensity distribution, the curve is approximated
with an exponential function of the form:
y = a exp(bx) + c (4.6)
Keeping c constant and using y′ = y − c we obtain the equation
y′ = a+ exp(bx) (4.7)
The parameters a and b can be determined as described in section 3.1.
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The quadratic error between the fit and the measured curve is also used to optimize
the parameter c numerically.
To reduce the effect of the maxima on the fitted curve, only points i are used, whose
intensity I(i) is lower than the intensity of all points with smaller distance to the
center:
I(i) < I(j) ∀ j < i (4.8)
If this condition is not fulfilled, the point i is not used for the approximation. Points
with intensity zero are ignored. Figure 4.7 shows the measured curve, the used
points and the fitted curve.
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Figure 4.7: The red points show the measured intensity distribution, cyan are the
points used for the fit. The blue curve marks the fitted curve. The analyzed pattern
is the same as in figure 4.6.
If the fitted curve is used for the subtraction of the radial intensity, no dark circle
is noticeable as can be seen in figure 4.8. This means, that the intensities of the
interesting diffraction maxima are not diminished above average.
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Figure 4.8: Image after subtracting the fitted radial intensity distribution: The black
circle of figure 4.6 vanishes. The analyzed pattern is the same as in figure 4.6.
4.5 Determination of the layer line distances to
the equatorial line
To determine the ratio of the chiral indices n and m (and therefore the helical
angle α) it is sufficient (cf. section 2.3.3) to know the distances of the layer lines to
the equatorial line. These distances can be measured relatively exact even in images
of low quality.
Additionally, to use this method for the determination of the helical angle, the angle
γ between the nanotube axis and the incoming electron beam is not needed.
4.5.1 Determination of the equatorial line
To determine the distances of the layer lines to the equatorial line, the course of
the equatorial line has to be located first. Since it always crosses the center of the
diffraction pattern, which was already identified in section 4.2, only its direction has
to be detected.
For that purpose the average intensity on a straight line through the center is cal-
culated for various angles. Pixels, which are corrupted by the beamstopper, are
ignored. Since the equatorial line possesses a high intensity, the angle with the
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highest average intensity is considered the angle of the equatorial line.
4.5.2 Radius of the first reflection spots
The distance of the layer lines to the equatorial line is obtained by the distribution,
which measures the average intensity with respect to the distance to the equatorial
line. If all pixels of the image are taken into account, a disadvantage is, that the ratio
between the number of pixels which actually contain information and the number
of pixels evaluated is small.
Since the wanted reflections are located near a circle around the center, it is more
convenient to take only the intensities of pixels near this circle into account.
For this purpose the radius of this circle has to be detected first. The reflections
are supposed to cause a maximum in the radial intensity distribution of the image
obtained in section 4.4. But due to the fact that the equatorial line and also artifacts
might produce maxima, it would be hard to identify the maximum corresponding
to the diffraction reflections. So further preprocessing is needed.
First, the intensity I10 % is estimated, which only 10 % of all pixels exceed. Analo-
gously the intensity I20 % is obtained. All pixels in the image are set to zero, whose
intensity is lower than I10 %. All eight neighbors of those points, whose intensity
is still not zero, are checked, if their original intensity exceeds I20 %. If this is the
case for a neighbor, its intensity is set back to its original intensity and the eight
neighbors of this point are checked as well.
This method, which is also known as region growing [10], leads to connected areas
of high intensity. This favors diffraction spots over noise, since the diffraction spots
form connected areas.
In the next step, the 2mm symmetry of the pattern is used (cf. section 2.4). For
pixels, which possess non-vanishing intensity values, the intensity at the three cor-
responding symmetry positions is checked. If at one of the corresponding positions
the intensity value is zero everywhere in a small neighborhood, the initial pixel is
also set to zero. Pixels which are identified as being corrupted by the beamstopper
are not evaluated (cf. figure 4.9).
The radial intensity distribution of this image is calculated (cf. figure 4.10), whereby
pixels are omitted which have a distance of less than 10 pixels to the equatorial
line. Otherwise the equatorial line would cause disturbing maxima in the intensity
distribution. The curve is smoothed with a Gaussian filter with σ = 10.
In this simulated image it would be sufficient to determine the position of the highest
maximum, which roughly represents the distance of the primary diffraction spots to
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Figure 4.9: Image after the region growing: Pixels, which have non-zero intensity
after the region growing but do not pass the symmetry check, are red. The symmetry
check reduces the noise significantly.
the center and therefore the radius of the circle, in this plot.
In real patterns that often is not sufficient (for example for the image in section
6.1), since the removal of the undiffracted electron beam works not perfect. So the
algorithm uses a different measure to determine the height of a maximum. The latter
is calculated with respect to the lowest intensity that occurs in the distribution for
smaller distances to the center. Distances which are dominated by pixels corrupted
by the beamstopper are not evaluated. The position of the maximum which has the
highest amplitude in this sense is taken as the radius of the circle.
Now the average intensity is calculated only with the use of pixels, which have a
distance of at most 10 pixels to this circle in the direction parallel to the equatorial
line. The amplitude of the maxima, which corresponds to the distances of the layer
lines to the equatorial line, is much higher than in the curve calculated for the whole
image (cf. figure 4.11).
4.5.3 Correction of center and angle
If the center of the diffraction pattern or the angle of the equatorial line is not
located exactly, this has severe consequences for the determination of the layer line
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Figure 4.10: The radial intensity distribution of the image in figure 4.9: The position
of the maximum indicates the radius of the circle through the primary diffraction
spots. The curve is smoothed with a Gaussian filter with σ = 10.
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Figure 4.11: Average intensity with respect to the distance to the equatorial line:
The red curve is measured with the use of the whole image. For the blue curve just
pixels near a circle through the reflections are used. The advantage gets clearer for
images of low quality.
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Figure 4.12: Pixels which are used for the calculation of figure 4.11 are highlighted.
The blue lines and numbers denote the numbering of the quadrants.
distances to the equatorial line. Even if the center of the undiffracted electron beam
is identified correctly by the algorithm described in section 4.2, that is not necessarily
the center of the diffraction pattern (cf. section 6.2).
In the following the “quadrants” of the diffraction pattern are used. These are
defined analogously as in a coordinate system, where the equatorial line represents
the x-axis. The first quadrant is above the equatorial line and on the right side of
the tube axis. The others are numerated counter clockwise (cf. figure 4.12).
For an estimated angle, which is smaller than the real angle of the equatorial line,
the layer line distances in the individual quadrants do not match. The distances in
quadrants one and three are too large and in quadrants two and four too small. If
the center is above the real equatorial line, the distances in quadrants one and two
are too small, in quadrants three and four too large.
The differences might be compensated by averaging over the quadrants, but still
the maxima would be broadened. This could also cause that layer lines with similar
distances to the equatorial line cannot be distinguished in the averaged intensity
distribution.
Therefore a correction of the center and the angle of the equatorial line is necessary.
Figure 4.13 shows the intensity distribution with respect to the distance to the
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equatorial line measured in the four quadrants for an image, where the estimation
of the center was set 5 pixels away from the real center to demonstrate the effect.
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Figure 4.13: Intensity distribution measured separately in the four quadrants: The
center was manually moved 5 pixels away from the real center for demonstration
purposes. The undefined values in the third quadrant are caused by the beamstop-
per.
Due to the symmetry of the diffraction pattern, the intensity distribution in all
quadrants is supposed to be the same. This can be used to correct the position of
the center and the angle of the equatorial line.
To detect a more suitable center respectively angle, the position of the center respec-
tively the angle is changed in small steps with the goal to maximize the congruence
of the intensity distributions in the quadrants.
The measure of congruency is defined in the following:
For all pairs of quadrants the correlation Cij for various offsets o of the x-axis relative
to each other is calculated (cf. figure 4.14):
Cij(o) =
N∑
n
Ii(n) · Ij(n+ o) (4.9)
where N denotes the number of values of the intensity distributions and Ii(n) is the
value in the intensity distribution of the ith quadrant at point n.
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Figure 4.14: The correlation between the intensity distributions of pairs of quadrants
related to the offset o by which the curve was shifted: For the calculation the baseline
of the distributions was removed. The center and angle would be found well, if the
maximum of each curve was located near zero.
For the calculation of the correlations the baseline is removed from the intensity
distributions in each quadrant. The intensity of the baseline is given by the lowest
intensity value, which was not labeled to belong to the beamstopper. By the removal
of the baseline the influence of the higher intensities, which represent the layer lines,
is increased relatively to the noise.
The exact maximum of the curves is interpolated by fitting a parabola to the curves
in figure 4.14. This maximum corresponds to an optimal offset pij for each combi-
nation of the quadrants.
The measure of congruency Mcor is the square of the optimal offsets of all combina-
tions of the quadrants:
Mcor =
3∑
i=1
4∑
j=i+1
p2ij (4.10)
The correction of the center position and the angle of the equatorial line is done by
the following algorithm:
1. Calculate Mcor for the current center and for a center moved by dx respectively
−dx along the tube axis. Take the point with minimum Mcor as the new center.
2. Calculate Mcor for the current center and for a center moved by dy respectively
−dy along the equatorial line. Take the point with minimum Mcor as the new
center.
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3. Calculate Mcor for the current angle of the equatorial line and for an angle
tilted by dα respectively −dα. Take the angle with minimum Mcor as the new
angle.
4. If in any of the steps 1-3 the new value was not equal to the old value, go back
to step 1.
5. Decrease dx, dy and dα by multiplying with a predefined factor β ∈ [0, 1].
6. If dx > dxmin respectively dy > dymin, whereas dxmin and dymin are predefined,
go back to step 1, else stop.
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Figure 4.15: Intensity distribution measured separately in the four quadrants after
the correction of the center and the angle of the equatorial line: The positions of the
maxima in the four quadrants are very similar. The undefined values in the third
quadrant are caused by the beamstopper.
Figure 4.15 shows the intensity distributions related to the distance to the center
in each quadrant after the correction of the center position and the angle of the
equatorial line. The positions of the maxima in the four quadrants are very sim-
ilar. The parameters were set to: dx = dy = 1 pixel, dα = 0.1◦, β = 0.1 and
dxmin = dymin = 0.09.
The simple approach to move the center along the tube axis corresponding to the
offset in the correlation would be insufficient, because the intensity is measured on
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a circle. This leads to a nonlinear dependency of the offset on the center position.
The same holds for the angle.
4.5.4 Determination of the ellipse parameters
However the diffraction spots are not located on an exact circle, particularly when
the incidence of the electron beam is not 90◦. Especially in that part of the circle,
which is far from the equatorial line, it is possible, that the diffraction spots are
not crossed perfectly. This leads to a deviation in the measurement of the layer line
distances.
A more proper approximation of the positions of the diffraction spots is given by an
ellipse. The parameters ea respectively ee here denote the major axis respectively
the eccentricity of the ellipse. These parameters are optimized such, that the wanted
diffraction spots are matched as well as possible. The measure of the quality of the
match is the average intensity of the curve measured near the ellipse, as described
in the last section. This means all pixels are used, whose distance to the ellipse is
less or equal than 10 pixels in the direction parallel to the equatorial line.
In this example the values ea = 308 and ee = 0.22 were estimated, which leads to a
minor axis of size 300.5 pixels. By the usage of the ellipse especially in case of the
real image in section 6.2 the diffraction spots are matched better.
Afterwards again a correction of the center and the angle is performed as described
in the previous section, but now with the usage of the curves measured near the
ellipse.
4.5.5 Determination of the layer line distances
To get the distances of the layer lines to the equatorial line from the obtained curve,
the maxima have to be determined as exactly as possible. This is done by a method
described by Harald Broll [11]. According to this technique, a point i is a maximum
if it fulfills three criteria:
• Change of the sign of the local slope:
y(i)− y(i+ 1) > 0 ∧ y(i)− y(i− 1) > 0 (4.11)
• Maximum value in an environment d:
y(i)− y(i+ j) > 0 ∧ y(i)− y(i− j) > 0 ∀ j = 1, . . . , d (4.12)
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• Average slope s¯ fulfills s¯ > smin with
s¯ =
1
2d
(
|y(i)− y(i+ d)|+ |y(i)− y(i− d)|
)
(4.13)
• Additionally the value has to be larger than the mean:
y(i) > y¯ (4.14)
Equation (4.11) describes a change in the sign of the first derivative, at which the
first positive and then negative slope defines a local maximum. This condition alone
is not sufficient, since due to local fluctuations many points fulfill it.
The second criterion excludes the points, which are not extremal in a neighborhood
d. Here d is set to 4 pixels which also means, that the distance between layer lines
has to be at least 4 pixels.
For the third criterion the average slope in the neighborhood d of a potential max-
imum is calculated. With the parameter smin the number of maxima found can be
regulated.
The forth criterion avoids that points with low intensities are identified as maxima.
The shape of the maxima may be deformed, so that the point with the highest
intensity does not represent the real maximum. Furthermore a higher accuracy than
1 pixel is desirable for the determination of the distances. Therefore the environment
of a maximum is approximated by a GLLS-method of second order (cf. section
3.1). It is problematic, that approximating functions, which are calculated with
constant standard deviations, average the error uniformly over the environment.
Therefore the approximating function is influenced by the standard deviation σj
which is calculated as follows:
σj = b+ a(j − i)2 (4.15)
Here i denotes the coordinate of the found maximum, j the position of the points in
the neighborhood and a is an appropriate slope parameter. The minimum standard
deviation in the center i is denoted by b.
In this thesis b = 1 and a = 0.1 is used. With this method the maxima can be
estimated fast and accurately. It is used in the following, wherever a maximum has
to be determined.
Initially it is not known, how many tubes and therefore layer lines, which again
correspond to the number of maxima in the intensity distribution, have to be found.
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Figure 4.16: Schematic diffraction pattern of a bundle of three nanotubes: The
principal diffraction spots lie near the edges of hexagons. With increasing helical
angle α, the distances of layer line 1 and 3 to the equatorial line decrease, for layer
line 2 the distance grows.
The program now tries to find maxima for all possible numbers N of tubes with
1 ≤ N ≤ Nmax, which can be combined to layer lines of N tubes.
The algorithm to detect the layer lines for a given number of tubes N works as
follows:
0. Initialize smin with a high value (here smin = 1000).
1. If smin <  stop.
2. Search for maxima which fulfill equations 4.11 - 4.14. The set M of the posi-
tions of the maxima is sorted in descendant order.
Mi > Mi+1 ∀ i < K (4.16)
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where K is the number of located maxima.
3. If K < 2N decrease smin and go back to 1.
4. If K > 3N stop.
5. Assume that the positions of the N maxima with the largest distance to the
equatorial line represent the distances of the first layer lines of the tubes.
di1 = Mi (4.17)
where di1 denotes the distance of the first layer line of the ith tube to the
equatorial line.
6. The distances of the second layer lines are in reversed order in relation to
the distances of the first layer lines (cf. figure 4.16). Therefore the following
distances can be assigned:
di2 = M2N+1−i (4.18)
where di2 denotes the distance of the second layer line of the ith tube to the
equatorial line.
7. Check if
2di2 − di1
2di1 − di2
≥ 0 ∀ i (4.19)
is valid. If not, decrease smin and go back to step 1.
8. Calculate theoretical positions of third layer lines:
di3 = d
i
1 − di2 (4.20)
Try to assign the remaining maxima in M to the theoretical positions. The
theoretical and measured positions may differ at most by 10 pixels. To each
tube only one measured position may be assigned as third layer line. If any
of the remaining maxima could not be assigned, decrease smin and go back to
step 1.
9. Set of layer lines for N tubes found.
Step 1 is necessary to avoid an infinite loop, because it is possible that a too small
number of maxima is found even for very small smin. Here  = 0.1 is used.
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Step 3 takes into account that for a given number N of tubes, at least 2N maxima
have to be found, since for the calculation of the ratio m/n of the chiral indices the
distances of the first and second layer line of a tube have to be known. At most 3N
maxima may be found (cf. step 4), because the circle, on which the analysis takes
place, only contains the first maxima of the three principal layer lines of each tube.
In step 5 the fact is used, that the distances of the first layer lines of all combinations
of chiral indices are greater or equal than the distances of the second layer lines (cf.
figure 4.16). The case, where the distance is the same for the layer lines, is the
“armchair” tube. The distances of the first and second layer line of an armchair
tube cannot be detected automatically by this algorithm (cf. section 5.3.2).
The distance of the first layer line decreases with a growing helical angle α.
The second layer line adopts the opposite behavior. With a growing helical angle α
the distance to the equatorial line increases. Therefore the second layer lines have to
be assigned to the tubes in reverse order relatively to the first layer lines (cf. figure
4.16). This is done in step 6.
Step 7 checks, if the found layer line positions yield chiral indices (n,m) which fulfill
the conditions described in section 2.10. These conditions only allow m/n ∈ [0, 1].
Since values higher than 1 cannot appear, because Di1 > D
i
2 always holds, only the
negative case has to be eliminated.
After the analysis that was described in this section the number of tubes is still not
known. It is possible that appropriate combinations of layer lines are found for a
smaller number of tubes and not all existent tubes are recognized. That happens
for example when the layer lines of a certain tube are less distinct than those of
the other tube(s). If noise is wrongly considered a maximum, a too high number of
tubes would be indicated. To avoid that the steps 7 and 8 are applied, but this case
cannot be completely obviated.
The correct number can therefore not be determined entirely automatically. Sup-
posed layer lines that in fact consist of noise will perform badly in the following
evaluation steps. Hence the true number is mostly the highest that still yields sen-
sible results during the analysis. The ultimate decision however the user has to
make.
For every possible quantity of tubes, the distances of the first two layer lines are
known at any rate. The third layer line does not have to be detected, as it is not
necessary to obtain the ratio of m/n. Since layer line three exhibits the smallest
intensity, it is often not detected.
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4.5.6 Improvement of the accuracy
To determine the measured ratio rmeas = m/n of the chiral indices, which already
determines the helical angle α, as accurately as possible, the distances of the layer
lines to the equatorial line should be determined precisely.
The measurement of the intensity distribution relative to the equatorial line near an
ellipse has advantages like reducing undesired effects of artifacts. Another positive
effect is that the probability to distinguish maxima which overlap in their extent in
the direction of the tube axis, is increased (cf. section 5.1 and section 6.2.7).
These advantages make the measurement near the ellipse a good choice for the
estimation of the layer line distances and therefore the number of tubes.
The advantage that the intensity distribution is depending on the distance to the
tube axis is also a disadvantage. The diffraction spots are not crossed perpendicu-
larly by the ellipse and therefore the intensity distribution is not only dependent on
the distance to the equatorial line but also on the distance to the tube axis.
To get rid of that dependency, for each layer line which was identified in the previous
section an intensity distribution related to the distance to the equatorial line is
calculated, which is independent of the distance to the tube axis. The measurement
takes place in a small rectangle around the position of the spot, which is the point
of intersection of the ellipse with a line parallel to the equatorial line in the distance
determined before.
Figure 4.17 shows where the different measurement methods take place.
Figure 4.17: The right side shows a zoomed in view of the red rectangle in the
left image. The measurement near the ellipse uses just the pixels between the
blue lines. Which pixels are used depends on the distance to the tube axis. The
measurement for the precise determination uses the pixels within the pink rectangles.
This measurement is independent of the distance to the tube axis, which yields a
more precise determination.
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Figure 4.18: Average intensity related to the distance to the equatorial line measured
in different ways: The blue points show the intensity measured between the blue
lines in figure 4.17. The red and green points show the intensity measured in the
pink rectangles in figure 4.17. The positions of the maxima differs slightly, however
the effect is stronger in the images in section 5.1 and section 6.2. The lines show
the fitted parabolas.
The intensity distributions are always averaged over the four quadrants. Pixels
which are identified to be corrupted by the beamstopper are ignored.
Comparing the positions of the maxima in both measurement methods (cf. figure
4.18) show no significant deviations for this image. However in section 5.1 and sec-
tion 6.2 images are presented, where the improvement of the accuracy is important.
4.6 Selection of the possible tubes
With the use of the distances of the layer lines to the equatorial line only the helical
angle α and therefore the ratio r = m/n of the chiral indices can be determined.
Even for arbitrary precision of the distance determination, which is impossible for
experimental data, the tube is not uniquely identified since different tubes may have
the same helical angle (for example the (15, 8) and the (30, 16) tube possess the same
helical angle).
The further analysis compares the diffraction pattern to simulation. But it is not
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practical to simulate patterns for all tubes and parameters. Therefore the com-
parison is done only for tubes, which possess a ratio rtheo similar to the measured
one.
4.6.1 Estimation of the error of the measured m/n
To determine, which tubes have a “sufficiently similar” ratio rtheo to be simulated
and compared to the experimental data, the error ∆r in the measurement of the
ratio rmeas has to be estimated. If the error is large, more tubes should be taken
into account than for a ratio rmeas which could be determined very precisely.
At first the error in the determination of the layer line distances needs to be esti-
mated to determine the uncertainty in the ratio. To obtain this error, the distances
are determined for each quadrant separately. Therefore the intensity distribution
for each spot using a rectangle (cf. figure 4.17) is calculated in each quadrant. The
obtained intensity distributions for the spot of the first layer line are shown in figure
4.19.
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Figure 4.19: The intensities related to the distance to the equatorial line measured
in rectangles at the spot of the first layer line of the image in figure 4.17 in the
four quadrants and the mean of the quadrants are shown. The maxima of the fitted
parabolas are not at the exact same position.
Now we have the distance measured in the averaged distribution and four values
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from the quadrants. These are too few values for a statistical error estimation.
Therefore the maximum deviation of the positions in the quadrants related to the
position measured in the mean curve is taken as the error:
∆di = max{|di − dqi |} with q = 1, 2, 3, 4 (4.21)
where di denotes the distance of layer line i measured in the mean and d
q
i denotes
the distance of layer line i measured in the qth quadrant.
Then error propagation is applied which yields the following formula for the error
∆r in the ratio rmeas:
∆r =
∆d2 + ∆d1
2d2 − d1 ·
∆d1 + ∆d2
2d1 − d2 · rmeas (4.22)
For the example discussed here the values in table 4.2 were obtained.
d1 ∆d1 d2 ∆d2 rmeas ∆r
278.02 0.26 226.76 0.17 0.5330 0.0020
Table 4.2: Measured values and their errors for the example of the simulated image.
4.6.2 Score for the ratio
From table A.1 all combinations of chiral indices (n,m) are selected, whose ratio
rtheo = m/n fulfills
|rtheo − rmeas| ≤ 3∆r (4.23)
The selected tubes are called “candidates” in the following.
Since the deviations between the theoretical ratio rtheo and the measured ratio rmeas
vary for the candidates, it would be helpful to have a number, which takes these
differences into account. This number is called “score” Sr and is defined for the
ratio as follows:
Sr = exp
(
−0.5(rtheo − rmeas)
2
(2∆r)2
)
(4.24)
The possible range for Sr is therefore [0, 1]. The value is higher for small deviations
between the measurement and the theory. If the measured ratio could be determined
quite accurately (small ∆r), the deviation is punished stronger than for imprecise
measurements.
74 CHAPTER 4. THE ANALYSIS ALGORITHM
n m d[nm] α[◦] m/n |rtheo − rmeas| Sr
15 8 1.584 20.03 0.53333 0.00031 0.997
30 16 3.167 20.03 0.53333 0.00031 0.997
28 15 2.960 20.10 0.53571 0.00269 0.798
17 9 1.791 19.93 0.52941 0.00362 0.664
13 7 1.376 20.17 0.53846 0.00543 0.397
26 14 2.753 20.17 0.53846 0.00543 0.397
Table 4.3: Possible combinations for the chiral indices n and m.
Table 4.3 shows the candidates for the simulated example. Index combinations
whose ratio is closest to the measured one have the highest score. The (15, 8) and
the (30, 16) tube have the same ratio and therefore cannot be distinguished by
measuring the layer line distances.
4.7 Comparison of the candidates to the simula-
tion
In the following the set of possible tubes should be reduced further. This goal could
be reached by analyzing the equatorial line as described by Hua Jiang et al. [15].
However that method is only valid for separate single-walled nanotubes, but not for
bundles or multi-walled tubes, due to the fact that in these cases the equatorial lines
interfere with each other. The herein introduced evaluation method is supposed to
accomplish the analysis of bundles and multi-walled tubes though.
That is implemented by comparison of the intensity distribution of the measured
layer lines and theoretically expected intensity distributions.
4.7.1 Correction of the center using the layer lines
The correction of the center of the diffraction pattern in section 4.5.3 works quite
exactly in the direction of the tube axis. The precision in the direction of the
equatorial line is lower, because the intensity distribution dependent on the distance
to the equatorial line is changed only slightly by movement of the center along the
equatorial line. That there is a change at all is caused by the measurement near the
circle.
To improve the accuracy in the determination of the center along the direction of
the equatorial line, here the intensity distribution on the layer lines is utilized. This
cannot be done previously since the positions of the layer lines have to be known first.
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Because for various tube numbers different layer lines are located, the correction of
the center varies for differing numbers of tubes.
To obtain the optimal correction of the center, the intensity on the layer lines depen-
dent on the distance to the tube axis is measured in all four quadrants separately.
Now the correlations between the curves in the quadrants are calculated for various
offsets of the x-axis to obtain the optimal offset. Thereby the curves of the quad-
rants “right” of the tube axis are compared to the “left” ones. This means, that the
first quadrant is compared to the second and third and the forth to the second and
third as well.
Therefore one gets four estimations for the correction for each layer line. Since the
estimations may vary strongly and contain outliers, for the optimum correction the
median of all found estimates is chosen.
With this newly determined center the intensity on the layer lines is measured again.
These intensity distributions are used for the following analysis steps.
4.7.2 Determination of the scale and the incidence angle
In order to be able to simulate the layer lines several parameters have to be known.
On the one hand the chiral indices (n,m) for the candidates which are given by all
means. On the other hand the scale, that connects the units in the simulation to
sizes in pixels, and the angle γ between the tube axis and the incoming electron
beam. These two parameters cannot be determined, respectively not with sufficient
precision, by the experimenter in the TEM and therefore have to be obtained in the
diffraction image.
As the distances of the layer lines to the equatorial line are already known, it is
favorable to use them to determine the scale. Following the underlying theory the
distance D in the reciprocal space of the first layer line and perpendicular incident
is given by (cf. equation 2.82):
D1 = a
∗ cosα (4.25)
where a∗ denotes the length of the reciprocal basis vector and α the helical angle.
The distance for the second layer line is (cf. equation 2.83)
D2 = a
∗ sin(30◦ + α) (4.26)
and for the third (cf. equation 2.84)
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D3 = a
∗ cos(30◦ − α) (4.27)
The distances increase for non-perpendicular incidence (cf. section 2.4):
Dγi = D
90◦
i
1
sin γ
(4.28)
where γ denotes the angle between the incoming electron beam and the tube axis
and D90
◦
i the distance of the ith layer line to the equatorial line for perpendicular
incidence (i.e. γ = 90◦).
The scale s of the image is therefore related to the incidence angle γ by the following
formula:
s =
D90
◦
i
sin(γ)di
(4.29)
where di is the distance of the ith layer line to the equatorial line in the image in
pixels, which was measured in the previous section.
However the angle is not known yet. But a second quantity is apparent in the images,
which can be measured. The distance of the first maximum of a layer line to the
tube axis can be obtained easily. Figure 4.20 pictures the intensity distribution in
relation to the distance to the tube axis for the examined example, whereas it is
averaged over the four quadrants, for all three layer lines.
Contrary to the measurement of the distances of the layer lines in this case a smooth-
ing with a Gaussian filter is applicable to reduce noise. It can be done because the
risk of maxima disappearing is only small, because the interval between the max-
ima on the layer lines is generally quite large. The filtering was accomplished by a
Gaussian filter with σ = 7.
The distances of the said maxima to the tube axis moreover are dependent on the
angle between the incident electron beam and the tube axis (cf. section 2.4). Figure
4.21 shows a simulated layer line for various angles.
For every given candidate one has two wanted parameters s and γ and for every
layer line two measured parameters di and ki, while ki denotes the distance of the
first maximum to the tube axis of the ith layer line, whereas the first maximum also
constitutes the point of the highest intensity of the distribution.
For every layer line i the values for si and γi are numerically sought after in the
following with the constraint, that the distances of the layer lines and the positions
of the first maxima in the simulation have to concur with the measurement.
To be able to estimate the error of ki one proceeds analogously to the error of di.
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Figure 4.20: The intensities related to the distance to the tube axis on the layer
lines measured in the preprocessed image averaged over the four quadrants. The
curves were smoothened with a Gaussian filter with σ = 7.
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Figure 4.21: Simulated intensities on the first layer line of a (15, 8) nanotube for
various angles γ between the incoming electron beam and the tube axis.
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The intensity distributions are measured separately in the four quadrants and the
distances are determined in every quadrant. The error ∆ki equals then the largest
discrepancy of one quadrant to the obtained position with the help of the averaged
distribution. Figure 4.22 pictures the intensity curve of the second layer line in all
four quadrants and the averaged graph.
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Figure 4.22: Intensity related to the distance to the tube axis on the second layer
line measured in the four quadrants and the averaged curve. The curves were filtered
with a Gaussian filter with σ = 7. The zero values in the second quadrant are caused
by the beamstopper.
A parabola is fitted into the neighborhood of the highest point, to determine the
maxima as precisely as possible. Table 4.4 shows the measured values for the dis-
tances of the diffraction spots on the layer lines to the tube axis with their errors.
k1 ∆k1 k2 ∆k2 k3 ∆k3
117.0 1.1 211.5 0.9 315.9 2.1
Table 4.4: Measured distances to the tube axis and their errors for the simulated
example image.
For every layer line the errors ∆si and ∆γi are estimated by calculating the angle
γ and the scale s for di + ∆di and ki −∆ki and di −∆di and ki + ∆ki. The error
is the largest divergence to the values calculated for di and ki. One has to take into
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account, that the scale s, the angle γ and also their errors are different for every
candidate.
In order to evaluate the incidence angle for a candidate, the mean value is computed
with the help of a weighting function. With the weights
wγi =
1
(∆γi)2
(4.30)
one obtains the angle
γ =
∑
i γiw
γ
i∑
iw
γ
i
(4.31)
where i runs through all located layer lines. The error is then given by
∆γ =
√
1∑
iw
γ
i
(4.32)
Analogously the weights for the scale are defined:
wsi =
1
(∆si)2
(4.33)
The scale is given by
s =
∑
i siw
s
i∑
iw
s
i
(4.34)
and the error
∆s =
√
1∑
iw
s
i
(4.35)
Table 4.5 shows the estimated incidence angles and the scales and their errors for
the candidates.
The specification of the error of the averaged angle and scale is only given to provide
the user with information. It is not used in the following analysis.
4.7.3 Comparison of the maxima distances on the layer lines
All parameters to calculate simulated layer lines for the candidates are known now.
The measured intensity distributions of the layer lines are to be compared to these
in the following. For the comparison it is not the correlation that is utilized, as the
intensity distributions of the real patterns are quite noisy very often (cf. section
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Candidate γ1[
◦] ∆γ1[◦] s1 ∆s1 γ2[◦] ∆γ2[◦] s2 ∆s2
(13, 7) 82.1 0.7 0.1005 0.0001 82.9 1.1 0.1006 0.0002
(15, 8) 83.8 0.9 0.1003 0.0001 84.2 1.4 0.1002 0.0002
(17, 9) 85.5 1.4 0.1000 0.0001 85.5 2.2 0.0998 0.0002
(26, 14) 90.0 1.9 0.0996 0.0001 n.a. n.a. n.a. n.a.
(28, 15) 90.0 1.0 0.0996 0.0001 n.a. n.a. n.a. n.a.
(30, 16) 90.0 1.0 0.0997 0.0001 n.a. n.a. n.a. n.a.
Candidate γ3[
◦] ∆γ3[◦] s3 ∆s3 γ[◦] ∆γ[◦] s ∆s
(13, 7) 78.1 5.5 0.1008 0.0006 82.3 0.6 0.1005 0.0001
(15, 8) 87.2 7.6 0.1002 0.0008 83.9 0.8 0.1002 0.0001
(17, 9) 90.0 3.4 0.1011 0.0017 85.5 1.2 0.1000 0.0001
(26, 14) 90.0 14.4 0.0987 0.0002 90.0 1.9 0.0996 0.0001
(28, 15) n.a. n.a. n.a. n.a. 90.0 1.0 0.0996 0.0001
(30, 16) n.a. n.a. n.a. n.a. 90.0 1.0 0.0997 0.0001
Table 4.5: The estimated angles between the electron beam and the tube axis and
the corresponding scales for the candidates and their errors.
6.1). Instead of that the distance between the first maximum – which is the highest
at the same time – and the second maximum is evaluated.
The first maximum has been identified already in the last section. The second
maximum oi in the intensity distribution dependent on the distance to the tube axis
has to fulfill the following conditions: First a change in the slope:
Ii(oi)− Ii(oi + 1) > 0 ∧ Ii(oi)− Ii(oi − 1) > 0 (4.36)
where Ii(oi) denotes the intensity with a distance of oi to the tube axis. Moreover
the distance to the tube axis has to be larger than for the first maximum:
oi > ki (4.37)
The smallest possible value for oi is the position of the second maximum on the ith
layer line.
The probability remains small to find a maximum that in fact consists of noise by
filtering with the broad Gaussian filter σ = 7.
The comparison between the simulation and the measurement is done between the
distances of the second maxima to the first maxima not to the tube axis. Hereby
the advantage is that this distance is less dependent on the incidence angle γ (cf.
figure 4.21), therefore the error ∆γ has less influence on this diagnose.
The interval pi between the first and the second maximum on the ith layer line is
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computed with use of the maxima, which were measured in the averaged graph:
pi = ki − oi (4.38)
To be able to evaluate the error, the gap between the maxima is also defined in the
four quadrants individually.
pqi = k
q
i − oqi (4.39)
The error ∆pi is the largest deviation between the distances, which were measured
in the quadrants, and the distance, which was obtained in the averaged curve.
Analogously to the analysis of the distances of the layer lines also in this case a score
is calculated for every candidate:
Sil = exp
(
−0.5(pi,theo − pi,meas)
2
(2∆pi)2
)
(4.40)
whereby Sil stands for the score for the ith layer line with reference to the analysis
on the layer line.
The overall score of a candidate is computed via multiplication of the score for the
layer line distances with the square root of the scores for the analysis on the layer
lines:
S = Sr
∏
i
√
Sil (4.41)
where i processes every layer line, for which the evaluation is supposed to be em-
ployed. The third layer line is not used by default, because the error is often very
large in that case. The user however is able to decide which layer lines are to be
utilized for the processing.
Candidate S1l S
2
l S
3
l Sr S
(15, 8) 0.9747 0.9802 0.9997 0.9971 0.9746
(17, 9) 0.0388 0.3313 0.6125 0.6646 0.0753
(13, 7) 0.0211 0.3456 0.4865 0.3971 0.0339
(26, 14) 0.0000 0.0000 0.0009 0.3971 0.0000
(28, 15) 0.0000 0.0000 0.0002 0.7978 0.0000
(30, 16) 0.0000 0.0000 0.0000 0.9971 0.0000
Table 4.6: The scores of the candidates. The (15, 8) tube, which was used for the
simulation, has the highest score. The score of the third layer line was not used for
the calculation of the overall score.
82 CHAPTER 4. THE ANALYSIS ALGORITHM
Table 4.6 shows the scores for the candidates for the example. The (15, 8) tube gains
the highest score, which is a good result since this tube was used for the simulation.
The (30, 16) tube, which has a very high ratio score Sr, reaches a very low score
in the comparison of the layer lines. This is caused by the fact, that Sr only takes
the helical angle α into account. This is equal for the (30, 6) and the (15, 8) tube.
For the evaluation of the layer lines the diameter of the tube is important. Since
the tubes differ strongly concerning this parameter, large differences in the score
appear.
The example presented in this chapter was a diffraction pattern of quite high quality
which could be analyzed easily for demonstration purposes.
Chapter 5
Test of the algorithm with various
simulated images
In the previous chapter the functionality of the algorithm was presented with the
help of a simple example. In this chapter it will be explained how the program
behaves when images have low intensity layer lines, many tubes are present, the
layer lines are broad and in special cases like “armchair” and “zig-zag” tubes.
5.1 Broad layer lines
In the following section a diffraction pattern is analyzed, in which the layer lines
are relatively broad. Broad layer lines may cause problems, because they might
overlap. In section 6.2 an experimental image with broad layer lines is shown. Table
5.1 shows the parameters utilized for the simulation.
Tube 1 Tube 2 γ Noise σ Noise ground FWHM Imax
(18, 12) (21, 9) 85◦ 25 % 10 % 13.5 pixels 65 %
Table 5.1: Simulation parameters of the image in figure 5.1.
Figure 5.1 shows at the top a diffraction image of a bundle of two nanotubes with
broad layer lines which could be challenging the algorithm.
The preprocessing described in the previous chapter works without any problems.
The center is found well and also the radius of the circle, near which the intensity
related to the distance to the equatorial line is measured, is found.
Due to the fact that for the normalization of the intensity, i.e. the removal of the
undiffracted electron beam, the fitted curve of the intensity distribution is used
(c.f. section 4.4), the diffraction spots are not diminished higher-than-average. This
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Figure 5.1: Top: Simulated image of a bundle of two carbon nanotubes (18, 12) and
(21, 9) with broad layer lines. Bottom: The image after preprocessing: The pink
line shows the position of the equatorial line found by the algorithm. The pink circle
indicates where the measurement for the distances of the layer lines takes place.
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would be the case for bright and broad spots, which are present in this example.
Like in figure 4.6 a dark circle would appear.
The algorithm was able to delineate the beamstopper well. The angle of the equato-
rial line is found with an error of 0.23◦ with the rough method. After the correction
the error amounts to 0.1◦.
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Figure 5.2: Red: The intensity related to the distance to the equatorial line measured
in the whole image. The first layer lines of the two tubes cannot be distinguished.
Green: Intensity measured near the circle in figure 5.1 (bottom). The first layer
lines can be distinguished. Blue: The intensity of the maxima further increases
using the measurement near an ellipse.
The red curve in figure 5.2 shows the intensity related to the distance to the equa-
torial line measured in the whole image. The second layer lines and the third layer
lines of the tubes can be identified easily and are distinguishable. But the first layer
lines are merged to one maximum due to their small difference in the distance and
their width.
In the measurement near the circle in figure 5.1 (green curve in figure 5.2), the first
layer lines generate two maxima and can be distinguished in the intensity distribu-
tion. With the measurement near the ellipse (blue curve) the maxima reach higher
intensities.
Figure 5.3 shows, why the layer lines can be separated. Since the first maxima on
the layer lines, which possess the highest intensity within the layer line, are located
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Figure 5.3: The right side shows a zoomed in view of the red rectangle in the
left image. The diffraction spots overlap in the direction of the tube axis. The
measurement near the circle uses just the pixels between the blue lines. Which pixels
are used depends on the distance to the tube axis, which is helpful to distinguish
the diffraction spots. The measurement for the precise determination uses the pixels
within the red rectangles. This measurement is independent from the distance to
the tube axis, which leads to a more precise determination.
at different distances to the tube axis, an intensity minimum between the spots
occurs, when the measurement takes place along the circle respectively the ellipse.
This example proofs, that it is a big advantage to measure the intensity related to
the distance to the equatorial line only near a circle respectively an ellipse through
the diffraction spots.
The algorithm identifies six maxima in this curve. These can be combined to two
tubes referring to the conditions in section 4.5.5. Table 5.2 shows the positions of
the located maxima and their assignment to the layer lines.
Maximum M1 M2 M3 M4 M5 M6
Distance 284.44 272.31 237.13 215.79 66.59 33.53
Layer line D11 D
2
1 D
2
2 D
1
2 D
1
3 D
2
3
Table 5.2: Positions of the maxima measured in the blue curve in figure 5.2 and
their assignment to the tubes. Dji denotes the ith layer line of the jth tube.
To obtain the distances to the equatorial line more precisely, the intensity distribu-
tion related to the distance to the equatorial line is calculated in rectangles around
the diffraction spots determined on the ellipse as shown in section 4.5.6. It can
be seen in figure 5.3, that the areas of the rectangles for the determination of the
distances of the first layer lines do not overlap, though the diffraction spots overlap
in the direction of the tube axis.
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Figure 5.4: The intensity measured near the ellipse (red) and measured in the rect-
angles. Especially for the maximum with the largest distance (green), the aberration
is big and cannot be omitted.
Figure 5.4 shows the intensity distribution measured with the use of the pixels
near the ellipse and measured in rectangles. Especially for the maximum with the
highest distance to the equatorial line a large discrepancy between the measurements
appears, which cannot be omitted. Table 5.3 shows the values measured in the
rectangles, the corresponding errors, which were determined by the distributions in
each quadrant, and the obtained ratio rmeas = m/n.
Tube D1 ∆D1 D2 ∆D2 D3 ∆D3 rmeas ∆r
1 282.69 0.28 216.09 0.65 66.75 0.73 0.4280 0.0038
2 272.24 0.85 237.50 0.72 33.51 0.63 0.6606 0.0085
Table 5.3: Distances of the layer lines to the equatorial line with their errors and
the measured ratios rmeas = m/n and their errors.
The possible tubes can be looked up in table A.1.
By comparison of the measured intensity distributions on the layer lines and simu-
lated layer lines the scores for the tubes in table 5.4 and table 5.5 are obtained.
In spite of the large width of the layer line the (21, 9) and the (18, 12) tube, which
were simulated, achieve by far the highest score compared to the other candidates.
For these tubes an incidence angle of the incoming electron beam of 84.7◦ ± 1.1◦
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Candidate S1l S
2
l S
3
l Sr S
(21, 9) 0.9647 0.9025 0.9903 0.9974 0.9306
(23, 10) 0.4120 0.4661 0.9298 0.6736 0.2952
(19, 8) 0.0606 0.8938 0.9896 0.6574 0.1529
(24, 10) 0.1145 0.3538 0.9020 0.3283 0.0661
(26, 11) 0.0028 0.1149 0.8075 0.8097 0.0144
(28, 12) 0.0000 0.0327 0.7126 0.9974 0.0009
(30, 13) 0.0000 0.0085 0.6256 0.7836 0.0000
...
...
...
...
...
...
Table 5.4: Candidates and their scores for the first tube.
Candidate S1l S
2
l S
3
l Sr S
(18, 12) 0.9583 0.9676 0.9990 0.9368 0.9021
(17, 11) 0.3947 0.9450 0.9554 0.7278 0.4445
(20, 13) 0.4319 0.6021 0.9549 0.8234 0.4199
(19, 13) 0.9146 0.7433 0.9810 0.3765 0.3105
(21, 14) 0.1435 0.3637 0.8848 0.9368 0.2140
(22, 15) 0.0411 0.1918 0.7905 0.4542 0.0403
(22, 14) 0.0372 0.2608 0.8297 0.3602 0.0355
...
...
...
...
...
...
Table 5.5: Candidates and their scores for the second tube.
respectively 84.7◦ ± 1.5◦ is obtained, which also matches the simulated angle of 85◦
well.
All in all one can say, that the algorithm is able to deal with diffraction patterns
with broad layer lines, even in some cases where the layer lines overlap to some
extent.
5.2 Low intensity of the reflections
In this section a diffraction pattern with layer lines of low intensity is analyzed.
The used parameters are given in table 5.6. The diffraction spots in the diffraction
pattern in figure 5.5 are barely visible to the naked eye.
Tube 1 γ Noise σ Noise ground FWHM Imax
(13, 7) 80◦ 25 % 10 % 6 pixels 15 %
Table 5.6: Parameters of the simulation for the image in figure 5.5.
It is still no problem for the algorithm to find the radius of the circle for the distances
measurement in this image.
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Figure 5.5: Top: Simulated image of a (13, 7) carbon nanotube with low inten-
sity. Bottom: The image after preprocessing. The pink line shows the position
of the equatorial line found by the algorithm. The pink circle indicates where the
measurement for the distances of the layer lines takes place.
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The helical angle α respectively the ratio m/n can be determined quite accurately,
even though the main spot of the second layer line in the third quadrant is covered
by the beamstopper. The measurement in the other quadrants is sufficient for the
analysis.
The measurement of the distances of the maxima on the layer lines to the tube axis
causes more problems than the detection of the distances of the layer lines to the
equatorial line. Especially the measurement on the second layer line is imprecise
since the intensity on this line is lower than on the first layer line.
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Figure 5.6: The intensity related to the distance to the tube axis measured on the
second layer line in the four quadrants and the mean of the quadrants.
The first and second maxima can be identified in figure 5.6 at around 200 pixels
respectively 280 pixels, but the positions vary strongly in the quadrants. This leads
to a large error in the determination of the distances and therefore uncertainty in the
comparison between simulation and measurement. Table 5.7 shows the candidates
with the highest scores for the example. The (13, 7) tube, which was simulated, still
has the highest score, but the gap to the other tubes is small.
For the chosen intensity and noise level the algorithm does not yield the correct
result for all simulated images. Simulated images with the same parameters differ
because the noise is generated randomly each time. Out of 20 simulated images the
right tube reached the highest score 15 times. Even in the cases, where it did not
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Candidate S1l S
2
l S
3
l Sr S
(13, 7) 0.9451 0.6783 n.a. 0.9995 0.8003
(11, 6) 0.7361 0.9917 n.a. 0.8821 0.7537
(15, 8) 1.0000 0.2559 n.a. 0.9515 0.4813
(17, 9) 0.9687 0.0830 n.a. 0.8455 0.2397
(9, 5) 0.3720 0.3203 n.a. 0.4978 0.1718
(19, 10) 0.9033 0.0260 n.a. 0.7332 0.1124
(18, 10) 0.9318 0.0376 n.a. 0.4978 0.0932
(20, 11) 0.8520 0.0118 n.a. 0.7221 0.0723
...
...
...
...
...
...
Table 5.7: Candidates and their scores for the image in figure 5.5.
have the highest score, the right tube was in the top ten. In two of the five cases
where the analysis failed, it gained the highest score, when only the first layer line
was taken into account for the comparison between simulation and measurement.
Additionally it should be noticed that the helical angle α could be determined quite
accurately each time for these parameters.
This example shows, that the algorithm is able to analyze images correctly, even
when the layer lines are barely visible to the naked eye.
5.3 Special cases of nanotubes
This section describes the behavior of the algorithm for the special cases of a “zigzag”
and an “armchair” nanotube. As mentioned in section 2.3.2 their diffraction patterns
possess special features, therefore they are examined separately.
5.3.1 “Zigzag” nanotube
The simulated diffraction image shown in figure 5.7 can be analyzed by the algorithm
completely automatically. Table 5.8 denotes the parameters used for the simulation.
Tube γ Noise σ Noise ground FWHM Imax
(14, 0) 83.5◦ 20 % 10 % 10 pixels 50 %
Table 5.8: Parameters for the simulation of the image in figure 5.7.
The special characteristic is the overlapping of the second and third layer line. This
can lead to extinction of these lines in some cases [4]. But the extinction can only
occur in the case of perpendicular incidence of the electron beam. For example
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Figure 5.7: Simulated image of a (14, 0) “zigzag” tube: The second and the third
layer line overlap but are observable. The first layer line possesses a maximum on the
tube axis, whose intensity is decreased caused by the non perpendicular (γ = 83.5◦)
incidence angle.
for a (15, 0) tube the second layer line can easily be observed at an deviation of
4◦ from the perpendicular incidence. Therefore in practice an extinction is quite
unlikely. For example the deviation from the perpendicular incidence amounts to
23◦ respectively 10◦ for the experimental images presented in chapter 6.
If the layer lines are not extincted, the overlapping will cause no problem, since
the third layer line is not needed for the analysis. Table 5.9 shows the measured
distances of the layer lines to the equatorial line and the following ratio rmeas.
D1 ∆D1 D2 ∆D2 D3 ∆D3 rmeas ∆r
296.79 0.45 148.15 0.24 n.a. n.a. −0.0011 0.0016
Table 5.9: Distances of the layer lines to the equatorial line with their errors and
the measured ratio rmeas = m/n and its error.
It should be noted, that after this step of the analysis it is already evident, that the
tube is a “zigzag” tube. Assuming a maximum chiral index nmax = 50, the tube
(50, 1) has the closest ratio r = 0.02 to the measured one, except for the “zigzag”
tubes. Even this tube is far beyond the error limits. The determination whether it
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is a “zigzag” tube can therefore be done quite unambiguously.
To decide which “zigzag” tube is observed, the intensity distribution on the layer
lines is analyzed. Also here the “zigzag” tube is a special case, since the first layer
line is dominated by a Bessel function of order zero, this means at perpendicular
incidence (γ = 90◦) the highest maximum has zero distance to the tube axis. When
the incidence angle is reduced, the intensity of the maximum decreases until it
completely vanishes but its position stays at the tube axis.
At the used incidence angle γ = 83.5◦ the maximum is still visible, but the intensity
of the second maximum is already higher. Since the position of the first maximum
does not change for various incidence angles, the second maximum is used for the
determination of the angle. The algorithm recognizes this case by the position of
the first maximum (very close to the tube axis) and automatically uses the second
maximum.
With that the angle can be detected well and a comparison between the simulation
and the measurement can be done. This yields the results shown in table 5.10.
Candidate S1l S
2
l S
3
l Sr S
(14, 0) 0.9943 0.9976 n.a. 0.9899 0.9859
(18, 0) 0.1157 0.8552 n.a. 0.9899 0.3114
(15, 0) 0.0453 0.9959 n.a. 0.9899 0.2104
(13, 0) 0.0339 0.9682 n.a. 0.9899 0.1793
(19, 0) 0.0010 0.8069 n.a. 0.9899 0.0280
...
...
...
...
...
...
Table 5.10: Candidates and their scores for the image in figure 5.7.
The simulated (14, 0) tube reaches the highest score with a large gap to the second
best, therefore the analysis works well.
5.3.2 “Armchair” nanotube
In the case of a nanotube with “armchair” structure, the first and the second layer
line overlap, the third layer line overlaps with the equatorial line. This means, that
only one layer line can be detected.
The algorithm cannot deal with this case, since it always needs two layer lines for
the analysis, because no ratio m/n can be calculated with the use of one layer line.
Additionally the diffraction pattern depends on the orientation φ of the nanotube in
this case [4]. Therefore an additional degree of freedom appears. For these reasons
the algorithm is not able to analyze diffraction patterns of “armchair” tubes.
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Nevertheless the simulation, which is integrated in the program, might be useful to
apply a manual comparison between an experimental diffraction pattern and the
theoretical image.
5.4 Bundle of tubes
In this section it will be shown, that the algorithm is able to analyze diffraction
patterns of bundles of many tubes, if the quality of the image is high. Figure 5.8
shows such an image. The used parameters are given in table 5.11.
Tube 1 Tube 2 Tube 3 Tube 4 Tube 5
(13, 7) (17, 15) (15, 11) (26, 11) (21, 3)
γ Noise σ Noise ground FWHM Imax
87◦ 10 % 10 % 4 pixels 200 %
Table 5.11: Parameters of the simulation for the image in figure 5.5.
Figure 5.9 shows the intensity distribution related to the distance to the equato-
rial line measured near an ellipse. Since the layer lines differ significantly in their
intensity and not every diffraction spot is matched equally well by the ellipse, the
height of the maxima in the intensity distribution varies strongly. This example
shows, why it is reasonable to select the maxima not only by their absolute height
but primarily by their slope.
In this example all tubes are detected correctly. Except for the (13/7) tube the gaps
in the scores between the candidates with the highest respectively second highest
scores are huge.
In [4] real pictures are presented, which possess similar quality.
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Figure 5.8: Simulated image of a bundle of (13, 7), (17, 15), (15, 11), (26, 11) and
(21, 3) nanotubes of high quality.
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Figure 5.9: Intensity related to the distance to the equatorial line measured near an
ellipse through the diffraction spots. The maxima vary strongly in their intensity.
96 CHAPTER 5. ALGORITHM TESTING WITH SIMULATED PATTERNS
Chapter 6
Analysis of experimental
diffraction patterns
In this chapter the algorithm is applied to two experimental diffraction patterns.
Experimental patterns may differ significantly depending on which electron micro-
scope and parameters where used. The algorithm has to be able to analyze patterns
with different properties, which is a main challenge for the algorithm design.
Though the simulation is similar to real images, there are still preprocessing steps,
which have to be added for real images, since some features, which are treated, are
not implemented in the simulation.
6.1 Single-walled tube
The image presented in this section (cf. figure 6.1) was taken at the University of
Regensburg in the group of Professor Josef Zweck by Christian Huber. It is special
because it was also analyzed by hand by Christian Huber in his diploma thesis [16]
and the results can therefore be compared.
The size of the image is 1024× 1024 pixels. It was taken by a digital camera in the
TEM.
6.1.1 Noise reduction
In this image single points or small regions exist, which possess significantly higher
or lower energy than their environment. These do not appear in the simulation since
the noise is smoothed there with a Gaussian filter. These corrupted points and areas
have to be detected to avoid perturbation of the further analysis steps.
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Figure 6.1: Experimental diffraction pattern of a single-walled carbon nanotube
taken at the University of Regensburg: The contrast and intensity are strongly
enhanced, otherwise the diffraction spots are not visible.
To decide whether a pixel is corrupted, the number of neighbors nbdif , which possess
an intensity which differs from the intensity of the looked at pixel by at least a factor
fmin, is estimated.
To detect single corrupted pixels, the four direct neighbors are evaluated. If the
intensity of all of these neighbors differs at least by a factor fmin = 1.1 from the
intensity of the examined pixel, the intensity of the pixel is set to the average
intensity of the neighbors.
To detect not just single pixels but also small areas, additionally the eight closest
neighbors are taken into account. The number of nbdif has to be at least five for
a factor fmin = 1.3 to detect the pixel as corrupted. Here the condition for the
neighbors is relatively weak, but the difference in the intensity has to be huge.
To find also defects with a size of two pixels, again the neighborhood containing
eight pixels is observed with a minimum nbdif of seven using the factor fmin = 1.15.
Since the image changes after a pixel was corrected, the search has to be done after
the correction again, unless no more corrupted samples are found. Figure 6.2 shows
6.1. SINGLE-WALLED TUBE 99
a detail of the image before and after the noise reduction. Many of the obviously
corrupted points are removed.
Figure 6.2: Enlarged part of figure 6.1: Left: The original image with corrupted
pixels. Right: The image after the noise reduction.
6.1.2 Rough detection of the center
The automatic determination of the rough center of the diffraction pattern does not
work correctly for this image. As described in section 4.2 the algorithm uses the
undiffracted electron beam for the center estimation.
However the undiffracted electron beam almost disappears in this image at one side,
because it is covered asymmetrically by the beamstopper. Moreover its shape is not
uniform but star-shaped.
The failure of the automatic determination does not represent an unresolvable prob-
lem since the program allows the user to determine the rough center manually. For
the estimation by hand the star-shape can be utilized since the rays should all direct
to the center.
It is alright, if the determination is not absolutely exact since the correction of the
center (cf. section 4.5.3) is done afterwards.
6.1.3 Parasitic stripe of high intensity
As can be seen in figure 6.1 the diffraction pattern contains a bright stripe. This
stripe does not represent the equatorial line but is a consequence of parasitic diffracted
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electrons. This stripe is not part of the simulation.
This stripe needs to be detected and removed otherwise it would be considered
the equatorial line or a diffraction spot. For the detection of the stripe the snake
algorithm (cf. section 3.2) is used.
For the initialization the rough position of the stripe has to be known. For this the
extraordinary high intensity of the stripe near the image borders is utilized. The
algorithm for the initialization works as follows.
0. Set q = 1, which describes the distance to the border of the image.
1. Calculate average intensity I¯(q) of all pixels with distance q to the image
borders.
2. Search for pixels (x, y) with distance q to the border, with intensity I(x, y) >
1.5 I¯(q).
3. Check for all found pixels (x, y) if two pixels in all four directions also exceed
1.5 I¯(q). If not, reject pixel.
4. Search for direction of stripe by calculation of average intensity in all directions.
The stripe direction is the angle with the highest average intensity measured
on a line of length 150 pixels.
5. If average intensity on this line is smaller than 1.5 I¯(q), reject pixel.
6. If no pixel was found, which fulfills all conditions, increase q by one and go
back to step 1.
Step 3 should prevent the algorithm from assuming a noisy pixel as part of the
bright stripe.
Then the active contour is initialized as a rectangle with the determined angle
reaching from the image border to 20 pixels before the previously estimated image
center. The distance between the nodes of the active contour is 5 pixels. The gradient
is calculated as described in section 4.3.2.
ωm ωδI ωg ωδG ωc ωb size
−5.0 0.1 −8.0 3.0 1.0 1.0 10
Table 6.1: Parameters of the snake algorithm for the delineation of the bright stripe.
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Figure 6.3: The image of figure 6.1 after the removal of the bright stripe using the
snake algorithm.
The used parameters for learning are shown in table 6.1. Due to the negative sign
of ωm a region of high intensity is delineated. Figure 6.3 shows that the shape of
the stripe is found well.
In the following steps of the analysis, pixels, which are assigned to the bright stripe,
are handled like pixels corrupted by the beamstopper and are therefore ignored.
6.1.4 Detection of the beamstopper
The detection of the beamstopper works as described in section 4.3.2. The pa-
rameters of table 4.1 also yield satisfying results for this experimental diffraction
pattern.
The initialization of the active contour and its shape after the learning process is
shown in figure 6.4. The shape is not found perfectly but sufficiently well for the
purpose.
6.1.5 Normalization of the intensity
The intensity dependent on the distance to the center of the diffraction pattern can
be approximated by the exponential function quite well as can be seen in figure 6.5.
The curve contains no visible maxima since the intensity of the diffraction spots is
too low.
The effect of the undiffracted electrons cannot be eliminated completely since the
intensity is not radial-symmetrically distributed. Nevertheless the rough trend can
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Figure 6.4: The light-green crosses mark the initialization of the active contour for
the beamstopper detection. The pink crosses show the positions after learning. The
intensity and the contrast of the image were increased manually otherwise the shape
of the beamstopper would not be visible.
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Figure 6.5: The red points show the intensity distribution depending on the distance
to the center. The blue curve is the fitted exponential curve.
6.1. SINGLE-WALLED TUBE 103
be removed.
6.1.6 Determination of the radius
The detection of the radius for this real image is harder than for the simulated image
in chapter 4.
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Figure 6.6: The radial intensity distribution measured as described in section 4.5.2:
The maximum near 300 pixels does not have the highest intensity but the highest
amplitude related to the lowest minimum with smaller distance to the center.
The curve in figure 6.6 shows the intensity depending on the distance to the center
measured as described in section 4.5.2. The maximum, which is caused by the
diffraction spots, is the one near 300 pixels. It is not the maximum with the highest
intensity since the brightness of the spots is low and the noise level is high. However
for the radius detection the value of interest is the height with respect to the lowest
minimum with a smaller distance to the center. For the maximum near 200 pixels the
lowest minimum with smaller distance to the center (zero values are ignored) is the
one near 100 pixels. For the maximum near 300 pixels it is the one near 260 pixels.
In the sense of this measurement the maximum near 300 pixels possesses a higher
amplitude and therefore the radius is found correctly for this manual choice of the
center.
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Influence of the manual choice of the center
However this curve changes even with small shifting of the center. The optimal
center is located approximately at (xc, yc) = (621, 460). To test the robustness
of the algorithm, the automatic radius detection was applied for all integer val-
ues for x and y, which differ at most by ∆c pixels from the optimal center, i.e.
|(x, y)− (xc, yc)| ≤ ∆c. For ∆c = 2.5 pixels 21 possible starting points exist. For 20
initial conditions a radius was detected automatically, with which reasonable results
were obtained.
In the following a result is defined as reasonable, if the distances of the located
layer lines differ at most by 10 pixels from the distances obtained with the optimal
center. This condition might also be checked easily by a non-experienced user, since
the positions of the located layer lines are marked in the graphical user interface.
The user just has to assure, that the positions match with the visible layer lines.
In cases when the automatic detection fails, the radius can still be determined by
hand. Therefore in the one case that is not working for a maximum deviation of
∆c = 2.5 pixels a reasonable result was obtained when the radius was given by hand.
No further manual intervention was necessary.
With larger deviation from the optimal center, the probability for a too imprecise
determination of the radius increases. For a manually identified center, which differs
at most by ∆c = 5 pixels from the optimal center, the algorithm works well in 55
cases out of the 81 cases tested. The manual radius determination fixed the problems
in 12 cases.
The reason for the failure of the analysis in the cases when the radius was given by
hand might be found in the normalization of the intensity and in the initialization of
the snake algorithm for the beamstopper detection. These two preprocessing steps
also depend on the position of the chosen center. If one of these preprocessing steps
fails completely, the further analysis could be impossible.
6.1.7 Correction of the center
If the center of the image is identified by hand, the correction of the center is
important, since one goal of the automation of the analysis is the enhancement of
objectivity. Therefore the analysis should depend as little as possible on subjective
decisions of the analyzing person. In this section the influence of the manual center
choice on the center position after the correction of the center is described.
As well as in the section above various values for the rough determination of the
center with a maximum deviation ∆c of 2.5 and 5 pixels around the optimal center
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are tested. Only cases are examined, which yield reasonable results in the end. The
correction of the center depends on the radius of the circle through the diffraction
spots (cf. section 4.5.3), therefore the correction only makes sense for appropriate
values of the radius.
As reference to decide how much the obtained corrected centers differ, the median
of the corrected centers is determined. The deviation from the median position is
calculated in the direction parallel and perpendicular to the equatorial line. In the
perpendicular direction the deviation for ∆c = 5 pixels is in 52 =̂ 78 % of the cases,
which yield a reasonable result, smaller than 1 pixel. For ∆c = 2.5 pixels even in all
cases the deviation is below 1 pixel.
For the direction parallel to the equatorial line the deviation is smaller than 1 pixel
in only 52 % (∆c = 2.5 pixels) respectively 39 % (∆c = 5 pixels) of the cases. This
is not astonishing, since the correction of the center parallel to the tube axis works
significantly more precisely than parallel to the equatorial line.
As it was shown here, the correction of the center reduces the impact of the manual
choice of the center by the analyzing person significantly.
6.1.8 Determination of the layer line distances
The intensity dependent on the distance to the equatorial line measured near a circle
is shown in figure 6.7.
In this curve it stands out, that the maximum near 265 pixels, which belongs to the
second layer line, consists of two peaks. This splitting is not an artifact generated
by the measurement near the circle since it is actually visible in the image, as can
be seen in figure 6.8 on the left side.
One could assume, that two tubes with very similar chiral angle α are observed and
therefore there are two second layer lines. However the splitting of the line does not
only occur on the second layer line but also on the equatorial line, as can be seen in
figure 6.8 on the right side.
Christian Huber, who took the image, assumes in his thesis [16], that the tube is
broken at the position where the image was taken and therefore the direction of the
tube axis changes in the relevant area. Also the image taken in real space indicates
that.
That means for the automatic analysis, that the determination of the distances of the
second layer line to the equatorial line contains a large error, since in one quadrant
the nearer and in another quadrant the farther maximum may be detected. Table
6.2 shows the distances, the corresponding errors and the obtained ratio rmeas with
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Figure 6.7: Intensity dependent on the distance to the equatorial line measured near
a circle: The maximum near 265 pixels consists of two peaks.
its error.
D1 ∆D1 D2 ∆D2 D3 ∆D3 rmeas ∆r
304.70 0.58 266.46 2.31 n.a. n.a. 0.666 0.014
Table 6.2: Distances of the layer lines to the equatorial line with their errors and
the measured ratio rmeas = m/n and its error.
The third layer line should be located near 38 pixels, however it is not observable in
the curve in figure 6.7.
Since the error ∆r is quite large, the number of possible candidates is high. These
candidates are further analyzed in the following.
6.1.9 Center correction using the layer lines
The correction of the center with the use of the intensity distributions on the layer
lines in the individual quadrants (cf. section 4.7.1) further increases the indepen-
dence of the choice of the manual center.
Since the correction only has an effect on the direction parallel to the equatorial
line, just that direction is taken into account here. For ∆c = 5 pixels now 66 %
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Figure 6.8: An enlarged detail around the second layer line in the third quadrant of
the preprocessed image with enhanced contrast and brightness is shown on the left.
It looks like two separate layer lines. The right side shows an enlarged part of the
equatorial line, the brightness and the contrast were not enhanced. The equatorial
line seems to consist even of three lines.
differ from the median at most by 1 pixel. For ∆c = 2.5 pixels even 91 % fulfill this
condition.
This shows, that after the corrections the located center is mostly independent of
the manual choice of the center, as far as it is a good approximation of the real
center. This enhances the objectivity of the analysis.
6.1.10 Determination of the maxima positions on the layer
lines
The following steps of the analysis are presented using the best manual choice of
the center (621, 460) and its automatic corrections. The large number of candidates
should now be decreased by the comparison between simulated layer lines and the
measured ones. Figure 6.9 shows the averaged intensity distribution and the in-
tensity distribution in each quadrant dependent on the distance to the tube axis
measured on the first layer line.
The first maximum k1 is the highest peak in all quadrants and clearly visible. The
second maximum p1, which is located approximately at 110 pixels, is not observable
in the third quadrant. In the other three quadrants and in the averaged curve
it is clearly visible. Because of the third quadrant there is a large error in the
measurement of the distance between the first and second maximum.
In the intensity distribution on the second layer line similar behavior appears (cf.
figure 6.10).
Also here the first maximum k2 is the highest peak in the averaged curve and easily
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Figure 6.9: Intensity distribution dependent on the distance to the tube axis on
the first layer line in the quadrants: The first maxima all match well, the second
maximum is not visible in the third quadrant.
identifiable in all quadrants. However in the third quadrant no maximum is located
at the position, where the maximum appears in the second and forth quadrant (near
220 pixels). The first quadrant yields no information at this point, since in the area
of the image, where the second maximum should appear, the bright stripe is located
and hence the pixels there are marked as corrupted. Therefore in the measurement
of the distance between the first and the second maximum p2 on the second layer
line a large error is obtained.
The disruption of the tube could be the reason for the deformed curve of the layer
lines in the third quadrant. This defect might cause additional interferences in the
diffraction pattern.
Table 6.3 shows the measured values and their errors.
k1 ∆k1 p1 ∆p1 k2 ∆k2 p2 ∆p2
56.6 2.0 49.9 7.3 169.6 2.9 42.9 5.6
Table 6.3: Measured distances to the tube axis and their errors for the experimental
single-walled pattern.
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Figure 6.10: Intensity distribution dependent on the distance to the tube axis on
the second layer line in the quadrants: Again the first maxima all match well, but
the position of the second maximum in the third quadrant differs. The zero values
in the first quadrant are caused by pixels, which are corrupted by the bright stripe.
6.1.11 Comparison between measurement and simulation
Since the errors in each individual measurement are large, the number of tubes,
which reach a similar and high score, is high. Table 6.4 shows the candidates, which
reach the highest scores for the manual set center (621, 460).
First of all it is noticeable, that the three candidates with the highest score all
possess identical score Sr for the ratio of the chiral indices. These candidates have
the same ratio m/n = 2/3, which also means, that they possess the same chiral
angle α. In contrast the analysis of the intensity distributions on the layer lines
takes more care of the diameter of the candidates. Here the table shows, that the
first layer line points to larger tubes than the second layer line, since the candidates
with a larger diameter reach higher scores for the first layer line. The tube, which
reaches high values for both layer lines, is the (33, 22) tube. Overall it therefore
reaches the highest score, which can be seen as a reasonable result.
For the (33, 22) tube the angle between the electron beam and the tube axis tube is
estimated to be γ = 67.8◦± 1.1◦ using the first layer line and γ = 66.6◦± 0.2◦ using
the second layer line. This quite precise determination of the angle is an effect of the
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Candidate S1l S
2
l S
3
l Sr S
(33, 22) 0.9566 0.9651 n.a. 0.9992 0.9600
(36, 24) 0.9957 0.8949 n.a. 0.9992 0.9432
(30, 20) 0.8655 0.9998 n.a. 0.9992 0.9294
(35, 23) 0.9882 0.9198 n.a. 0.9564 0.9118
(32, 21) 0.9351 0.9828 n.a. 0.9469 0.9077
(39, 26) 0.9963 0.8006 n.a. 0.9992 0.8924
(34, 23) 0.9709 0.9446 n.a. 0.9265 0.8872
(38, 25) 0.9995 0.8330 n.a. 0.9638 0.8794
(37, 25) 0.9990 0.8632 n.a. 0.9364 0.8696
(31, 21) 0.8987 0.9953 n.a. 0.9138 0.8642
(29, 19) 0.8253 0.9968 n.a. 0.9343 0.8473
(42, 28) 0.9724 0.7103 n.a. 0.9992 0.8304
...
...
...
...
...
...
Table 6.4: Candidates and their scores for the experimental image in figure 6.1.
large deviation from perpendicular incidence. In this area the diffraction pattern
varies strongly with a change of the angle γ.
The (33, 22) tube possesses a diameter of 3.75 nm. Christian Huber suggests in his
thesis a diameter of 3.28 nm measured in real space. Professor Zweck estimates the
uncertainty in the determination to be 20 %. This yields a possible range for the
diameter of [2.62, 3.94] nm. The (33, 22) tube therefore is in the range of allowed
diameters.
In the estimation of the ratio m/n a small discrepancy between the manual and the
automatic analysis appears. The manual by Christian Huber determined ratio is
0.656 ± 0.01. The automatically obtained result is 0.666 ± 0.014. With respect to
the error limits, these values match well.
Overall the manual and the automatic analysis yield very similar results. A final
conclusion, which analysis determined the tube more precisely, cannot be done.
However a large advantage of the automatic analysis is its objectivity.
Influence of the manual choice of the center
The manual choice of the center effects the final result as follows. In the 21 pos-
sibilities for the center, which differ at most by 2.5 pixels from the optimal center
(∆c = 2.5 pixels), the (33, 22) reaches the highest score 20 times. This as well
suggests, that the (33, 22) tube is indeed the right choice.
With a maximum deviation ∆c = 5 pixels the final result is not that clear. Now in
67 out of 81 cases the positions of the layer lines are detected tolerably exact. For
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these 67 cases the (33, 22) tube reaches the highest score 44 =̂ 66 % times.
This shows, that the algorithm can deal with small variations of the manual deter-
mination of the center. Even for many not optimal starting points reasonable and
similar results are obtained. The dependence on the analyzing person is therefore
significantly reduced and the objectivity is increased.
Except for the manual detection of the center the analysis is done completely au-
tonomously. Deeper knowledge of the analyzing person about the theory of electron
diffraction from carbon nanotubes is therefore not necessary.
6.2 Analysis of multi-walled tube respectively bun-
dle of tubes
The diffraction pattern (cf. figure 6.11) presented in this section was kindly provided
by Elsa Thune.
The diffraction spots in this image possess high intensity, so it is observable by the
naked eye, that it has to be a multi-walled tube or a bundle of tubes. Even the
second ring of diffraction spots is visible, but it is not used for the analysis.
The image was taken analogously and afterwards digitalized with a scanner. The
size amounts to 1493× 1558 pixels. It is a gray-scale image with a color-depth of 16
bits, in which only 12 bits are used.
There is no available image in real space for this pattern, therefore it cannot be used
to decide, whether it is a bundle of tubes or a multi-walled tube. An analysis of this
pattern with another technique than the one presented here is not known.
6.2.1 Noise Reduction
Like the other experimental image presented before this image contains noise, which
should be reduced. However the noise in this image is of a slightly different kind. It
consists not of single pixels which are corrupted, but of small areas of several pixels,
which are disturbed. The reason for this is, that the image was taken analogously.
The noise reduction described in section 6.1.1 also works in this case as can be
seen in figure 6.12. Many of the too bright patches in the original image (left side)
disappear after the processing (right side). Even though not all defects are found, a
significant improvement is reached.
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Figure 6.11: Diffraction pattern of a multi-walled tube or a bundle of tubes kindly
provided by Elsa Thune. The diffraction spots possess high intensity.
6.2.2 Rough determination of the center
The rough determination of the center, as described in section 4.2, works well for this
diffraction pattern, since the undiffracted electron beam is very distinctive in this
case. Therefore the image contains a uniformly shaped circle, where the intensity
reaches its saturation. This is the shape of the undiffracted electron beam which is
optimal for the used algorithm.
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Figure 6.12: The left side shows an enlarged part of the image in figure 6.11. The
right side shows the same part after the noise reduction. Many of the small bright
areas disappear, but the diffraction spots are not affected.
6.2.3 Delineation of the beamstopper
The beamstopper in this image contains slightly different properties than the one
that is used in the TEM of the University of Regensburg. Its width is not growing
further in the area near the border and the contrast is higher.
Since the program should deal with both kinds of images, the parameters of the snake
algorithm are kept constant for all images. This leads to an imperfect delineation
of the beamstopper in this image, however the accuracy is still sufficient, since the
identification in the important area works well (cf. figure 6.13).
The detection would work significantly better, if the set of parameters was adjusted.
But this would also lead to an incorrect detection of the beamstopper of the image
taken in Regensburg. The parameters used here represent a compromise, so that all
kinds of images are treated sufficiently well.
If a large number of similar images is available, it will be advisable to adjust the
parameters for these images. This could be done without any change of the source
code of the program, since the parameters are stored in a configuration file, which
can be edited without any knowledge of programming.
6.2.4 Normalization of the intensity
Also in this image the undiffracted electron beam adds intensity to the image, which
is dependent on the distance to the center. In the intensity distribution with respect
to the distance to the center (cf. figure 6.14 red) two significant maxima appear,
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Figure 6.13: The initialization for the snake algorithm is shown in green. The pink
points mark the active contour after learning. The shape of the beamstopper is not
determined exactly but sufficiently precise in the important area. The performance
could be improved with a different set of parameters.
which are caused by the two visible rings in the image, where the diffraction spots
are located. The strong appearance of these maxima is also a consequence of the
high intensity of the diffraction spots.
If this distribution was subtracted from the image, two dark circles would appear
similar to the simulated image in figure 4.6. By the approximation of the curve with
an exponential function this effect is avoided (cf. section 4.4).
To reduce the influence of the maxima on the approximated curve, only points are
used, whose intensity is smaller than the intensity of all points with smaller distance
to the center. The used points are marked cyan in figure 6.14, the approximated
exponential is the blue curve.
Figure 6.15 shows the image after the subtraction of the fitted curve. The intensity is
independent of the distance to the center and the diffraction spots are not diminished
above average.
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Figure 6.14: The red points show the intensity distribution measured in figure 6.11,
cyan are the points used for the fit. The blue curve marks the fitted curve. The
rings of the diffraction spots cause high maxima. These maxima are not used for
the fit.
Figure 6.15: After the subtraction of the approximated exponential curve, the in-
tensity is not dependent on the distance to the center. No black circle through the
diffraction spots occurs.
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6.2.5 Determination of the radius
The radius of the circle through the main diffraction spots can be well determined
by the method described in section 4.5.2, since the main diffraction spots possess
high intensity. They cause a high maximum in the intensity distribution depending
on the distance to the center (cf. figure 6.16). The second highest maximum belongs
to the second ring of diffraction spots.
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Figure 6.16: Intensity depending on the distance to the center measured as described
in section 4.5.2. The main diffraction spots cause a high maximum near 330 pixels.
6.2.6 Correction of the center
Although in this image the rough detection of the center works very well, also here
the correction of the center is very important. This is caused by the fact, that the
center of the undiffracted electron beam does not match the center of the diffraction
pattern exactly.
This behavior is observable in figure 6.17. The blue and the pink circle have the same
center, which is marked cyan. The blue circle follows the shape of the undiffracted
electron beam very well, whereas the pink circle does not match the first diffraction
spots perfectly. In the bottom left corner the spots are matched well, but in the top
right corner the spots are only touched. This means, that this center of the circle
through the diffraction spots is not the perfect one, although it is the center of the
undiffracted electron beam.
Since the correction of the center, which was described in section 4.5.3, uses the
diffraction spots for the correction, it is able to compensate this. Without the
correction the intensity distribution measured near the circle in the quadrants looks
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Figure 6.17: The blue and the pink circle have the same center, which is marked
cyan. The blue circle follows the shape of the undiffracted electron beam very well,
whereas the pink circle does not match the first diffraction spots perfectly. Especially
in the bottom left and top right corner the spots are crossed differently.
like shown in figure 6.18. The positions of the diffraction spots, which cause maxima
in this distribution, differ significantly in the various quadrants. This of course has
a negative influence on the averaged intensity distribution.
The intensity distribution measured in the quadrants after the correction of the
center is shown in figure 6.19. The curves of the individual quadrants match much
better.
The correction moves the center by 9.5 pixels. This shows, that the correction of
the center is very important for this image.
6.2.7 Determination of the layer line distances
Like the example in section 5.1 the image possesses very broad layer lines. Therefore
also here the first layer lines overlap in the direction perpendicular to the equatorial
line.
The red curve in figure 6.20 shows the intensity distribution dependent on the dis-
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Figure 6.18: The intensity measured near a circle with the uncorrected center differs
significantly in the quadrants.
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Figure 6.19: After the correction of the center and the angle the curves in the
quadrants possess significantly higher correlation.
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Figure 6.20: The intensity distribution depending on the distance to the equatorial
line measured in four different ways: Red: All pixels of the image are used. The
intensities of the maxima are low, near 300 pixels only one broad maximum can be
observed. Green: The measurement took place near the circle around the uncor-
rected center. The maxima are higher, but still just one maximum appears near
300 pixels, where the first layer lines are located. Blue: In the measurement near
the circle around the corrected center the layer lines can be distinguished. Pink:
In the measurement near the ellipse the maxima corresponding to the first layer
lines can be distinguished well, especially the one with the largest distance to the
equatorial line.
tance to the equatorial line measured with the use of all pixels of the image. Here
the layer lines cause only small maxima. Near 300 pixels only one broad maximum
appears. The fact, that there are three different layer lines in this area, cannot be
observed.
The green curve shows the measurement near the circle, but without the correction
of the center and the angle. The layer lines generate significantly higher maxima,
however the layer lines near 300 pixels still cannot be distinguished.
The blue curve shows the measurement near the circle after the correction of the
center. Here near 300 pixels three maxima are observable, therefore the layer lines
could be resolved. However the maximum with the largest distance to the equatorial
line is still less distinctive.
This is improved by the measurement near the ellipse, which the pink curve shows.
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The maximum is clearly distinguishable there and can be recognized by the algo-
rithm easily. Overall nine maxima, which correspond to the layer lines, can be
identified. All of them are detected by the algorithm and can be assigned to three
nanotubes.
Not only the measurement near the ellipse is important for the correct analysis,
but also the improvement of the accuracy in the determination of the distances
of the layer lines by the measurement in a rectangle as described in section 4.5.6
is important. For the layer line with the largest distance to the equatorial line
the correction amounts to six pixels. This deviation would falsify the ratio m/n
significantly.
Table 6.5 shows the distances of the layer lines of the three tubes with their errors
and the corresponding ratios m/n = rmeas with their errors.
Tube D1 ∆D1 D2 ∆D2 D3 ∆D3 rmeas ∆r
1 313.57 1.53 195.70 2.61 118.91 1.96 0.1804 0.0113
2 308.53 1.24 225.17 2.25 83.32 2.00 0.3618 0.0121
3 294.59 1.97 253.05 1.92 37.90 2.06 0.6293 0.0188
Table 6.5: Distances to the equatorial line of the layer lines with their errors and
the measured ratios rmeas = m/n and their errors.
Due to the very broad layer lines relatively large errors in the determination of the
distances to the equatorial line occur. This also leads to large errors in the ratio
rmeas.
Further should be mentioned, that the first layer lines of the first two tubes only
possess a distance of five pixels to each other and are additionally very broad. Nev-
ertheless they can be distinguished due to the measurement near the ellipse.
6.2.8 Analysis of the layer lines
The analysis of the intensity distributions on the layer lines raises problems in this
case. Due to the small distance between the layer lines in combination with their
large width they overlap. The first layer lines of each of the three tubes is shown in
figure 6.21.
Especially the first layer lines of the first (red) and the second (green) tube possess
high correlation. This is a strong indication for the overlap of the lines. But also
the line of the third tube (blue) is disturbed, as can be seen in the flat slope of the
first maximum. The slope would be steeper there for non-overlapping lines.
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Figure 6.21: The intensity distribution on the first layer lines of the first (red),
second (green) and third (blue) tube depending on the distance to the tube axis:
Especially the ones of the first and second tube possess high correlation, which is an
indication for the overlap. Also the line of the third tube is disturbed, whereupon
the flat slope of the first maximum is an indication.
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Figure 6.22: The intensity distribution on the second layer lines of the first (red),
second (green) and third (blue) tube depending on the distance to the tube axis:
All are of very nice shape, even the third maxima are observable.
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Figure 6.23: The intensity distribution on the third layer lines of the first (red),
second (green) and third (blue) tube depending on the distance to the tube axis:
All are of very nice shape, even the third maxima are slightly observable. The
zero-values near the tube axis are caused by the beamstopper.
The second (cf. figure 6.22) respectively third (cf. figure 6.23) layer lines possess the
typical shape, which is similar to Bessel functions. They are of high quality, which
means that the second maximum is very clearly observable. Almost everywhere even
further maxima can be identified, but these are not used for the analysis.
Due to their nice shape, these lines are suitable for the analysis. But by default only
the first two layer lines of each tube are used for the analysis. However the user has
the possibility to select in the graphical user interface, which layer lines should be
used. In this case the second and third layer lines of each tube were selected as they
possess high quality and are not overlapping.
The tables 6.6, 6.7 and 6.8 show the candidates for the three tubes with their scores.
It should be noted, that the score for the first layer line does not contribute to the
calculation of the overall score.
In the case of the first tube (cf. table 6.6), the (33, 6) tube reaches a very high score
of 0.9977, especially since the highest possible score is 1. This means, that in all
relevant measurements a high accordance with the simulation is reached. The score
of the (34, 6) is high as well, but in all relevant parts the (33, 6) tube is superior,
therefore one can assume, that it really is the tube of choice.
It should further be mentioned that the score of the first layer line is vanishingly
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Candidate S1l S
2
l S
3
l Sr S
(33, 6) 0.0000 0.9992 1.0000 0.9980 0.9977
(34, 6) 0.0025 0.9676 0.9444 0.9850 0.9689
(32, 6) 0.0158 0.9634 0.9264 0.9520 0.9344
(35, 6) 0.7132 0.8941 0.8091 0.9244 0.8740
(31, 6) 0.6363 0.8422 0.7416 0.8448 0.7753
(36, 6) 0.2288 0.8263 0.6497 0.8317 0.7561
(37, 7) 0.1012 0.6630 0.4045 0.9274 0.7552
(36, 7) 0.8981 0.8012 0.5656 0.8249 0.7384
(38, 7) 0.6198 0.5321 0.2530 0.9859 0.7192
...
...
...
...
...
...
Table 6.6: Candidates and their scores for the first tube.
low. Therefore a sensible result is only possible if this layer line is ignored.
Candidate S1l S
2
l S
3
l Sr S
(16, 6) 0.0000 0.8987 0.9869 0.8634 0.8185
(17, 6) 0.0024 0.4797 0.9937 0.9343 0.6471
(14, 5) 0.0000 0.2948 0.5601 0.9811 0.5327
(15, 5) 0.0000 0.6139 0.7767 0.4997 0.3915
(18, 7) 0.0028 0.2727 0.8353 0.5369 0.2804
(18, 6) 0.0001 0.2838 0.9316 0.4997 0.2662
(19, 7) 0.0499 0.0206 0.7361 0.9641 0.1383
(13, 5) 0.0000 0.0124 0.3329 0.6436 0.0717
...
...
...
...
...
...
Table 6.7: Candidates and their scores for the second tube.
The score of the candidates of the second tube (cf. table 6.7) is not that high.
However in this case the gap between the scores of the first and the second tube is
higher. The reason for the relatively low scores is the small error in the determination
of the maxima of the second layer line. In all quadrants the values are almost
identical, so the error in the determination of the distance between the first and
second maximum is ∆pi = 2, which is quite small. Therefore even small deviations
from the simulation are punished hard on this layer line.
For this tube the probability is high, that it is indeed a (16, 6) tube. However the
(17, 6) cannot be omitted completely since it might be possible that the precision
of the measurement on the second layer line is overestimated and the score for the
third layer line and the ratio is slightly larger. The other tubes are improbable,
because they possess lower scores in both layer lines.
Also here it is very important to ignore the first layer line, since it yields senseless
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results due to the overlap.
Candidate S1l S
2
l S
3
l Sr S
(21, 13) 0.5484 0.9925 0.8960 0.9639 0.9603
(19, 12) 0.9997 0.8483 0.7605 0.9981 0.9193
(22, 14) 0.0996 0.8147 0.5451 0.9824 0.8867
(20, 13) 0.4066 0.9899 0.9838 0.8594 0.8551
(23, 14) 0.1333 0.7828 0.3366 0.8617 0.7623
(24, 15) 0.0115 0.4999 0.1220 0.9936 0.7026
(20, 12) 0.9639 0.8937 0.9617 0.7397 0.6993
(17, 11) 0.5597 0.4577 0.1498 0.8944 0.6051
...
...
...
...
...
...
Table 6.8: Candidates and their scores for the third tube.
In the case of the third tube (cf. table 6.8) the (21, 13) reaches a high score. On both
relevant layer lines a significantly higher score than for the (19, 12) tube is reached.
The low score for the ratio may be caused by the broad layer lines. However this
is already taken into account for the calculation of the score, since the error in this
determination is large and therefore the deviation is not punished that hard.
The first layer line was ignored again. The high score of the second best candidate
on this layer line should not be overestimated, since here an overlap with the other
tubes occurs.
Looking at the estimated angles γ between the incoming electron beam and the tube
axis for the tubes with the highest scores (cf. table 6.9), accordance in the error
limits is observed. The large errors, compared to the image in the last section, are
a consequence of the incidence angle, which only differs a little from perpendicular
incidence. In this range a change in the angle leads only to small changes in the
diffraction pattern. Therefore the estimation of the angle is more imprecise than for
a large deviation from perpendicular incidence.
Tube γ ∆γ s ∆s
1 80.2◦ 4.4◦ 0.0944 0.0006
2 77.4◦ 9.8◦ 0.0932 0.0010
3 80.3◦ 4.1◦ 0.0935 0.0011
Table 6.9: The estimated incidence angles γ and the scales s for the three candidates
with the highest scores.
Almost the whole process is done automatically in this image, the user just has
to recognize that there is an overlap of the first layer lines and deselect them in a
graphical user interface. For this no deeper understanding of electron diffraction
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from carbon nanotubes is necessary for the analysis using the program. Overall the
analysis of this image yields very satisfying results.
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Chapter 7
Conclusions
In this PhD-thesis a method was developed, which offers the possibility to analyze
electron diffraction patterns from carbon nanotubes automatically with a computer
program to determine the chiral indices n and m. Diffraction patterns of single-
walled nanotubes can be evaluated as well as images of multi-walled tubes or bundles
of tubes. To be able to verify the results of the algorithm, a simulation program
was written, which produces diffraction patterns, that are similar to real ones, i.e.
they contain noise, a beamstopper and an undiffracted electron beam.
The analyzing algorithm was described with the help of such a simulated image.
The center of the diffraction pattern is estimated with the use of the undiffracted
electron beam. The snake algorithm proofed to be a useful tool to delineate the
position of the beamstopper. This is necessary to recognize in the later analysis,
which pixels are corrupted by it.
The intensity, which is added to the image by the undiffracted electron beam, de-
pends on the distance to the center. This intensity distribution is approximated
by an exponential function, to get a smooth curve. Afterwards the intensity, which
has been estimated to be caused by undiffracted electrons, is subtracted from each
pixel. It was shown, that the influence of the undiffracted electron beam is reduced
without diminishing the diffraction spots.
The distances of the diffraction spots to the center are measured using the symmetry
properties of the diffraction pattern. Near a circle with a radius, which corresponds
to this distance, intensity distributions dependent on the distance to the equatorial
line in the individual quadrants are measured. The correlation between the curves
in the quadrants are used to improve the accuracy of the detection of the center and
the angle of the equatorial line. Since the diffraction spots are not perfectly located
on a circle, parameters for an ellipse were estimated.
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From the measurement of the intensity distribution dependent on the distance to
the equatorial line near an ellipse, the distances of the layer lines are obtained,
since these cause maxima in that curve. From the number of these maxima and
their distances to the equatorial line additionally the number of observed tubes is
estimated. With the use of the distances of the layer lines the ratio of the chiral
indices n and m and therefore the helical angle α is calculated.
Thereby a set of possible tubes, which possess a similar ratio of the chiral indices,
is obtained. These possible tubes, called candidates, are compared to simulations
of diffraction patterns. For that the angle between the incoming electron beam
and the tube axis γ and the scale of the image has to be known. It was shown
that it is possible to estimate these parameters using the positions of the main
diffraction spots on the layer lines. With the knowledge of these parameters the
intensity distributions on the layer lines are compared to simulated curves. Thereby
the positions of the second maxima on the layer lines are evaluated.
For an easy comparison of the match between the measurement and the theory of
the individual candidates, scores for the various parameters are assigned. Hereby a
deviation in a measurement, which could be performed precisely, leads to a stronger
deduction of the score than for an estimation of high uncertainty.
To test the abilities of the algorithm, it was applied to various simulated images.
Hereby it was shown that the algorithm yields the right chiral indices, even though
the layer lines are that broad, that they slightly overlap. Applied to an image of
very low signal to noise ratio, the correct result was obtained as well. Also the
analysis of the diffraction pattern of a “zigzag” tube functions well. Only the image
of an “armchair” tube could not be evaluated, since here the layer lines, which are
necessary for the analysis, overlap. In the case of a simulated image of a bundle of
five tubes the chiral indices of all tubes were estimated correctly by the algorithm.
For images of very high quality there is no theoretical limit for the number of tubes,
as long as the layer lines do not overlap.
The experimental diffraction pattern of a single-walled carbon nanotube, which was
taken at the University of Regensburg by Christian Huber, was also analyzed by
hand. In the analysis accordance between the manual and the automatic analysis
was obtained in all measurements respecting the error limits. Estimating, which
result is most possibly the right one, small deviations occurred. The reason might
be a disruption of the tube, which is observable in the image in real space, because it
influences the quality of the diffraction pattern. In any case the automatic analysis
possesses the big advantage of being objective.
In the case of this image, the center could not be determined by the algorithm.
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However it is possible, to estimate the center by hand. It was shown, that small
deviations from the optimal center can be compensated by the automatic correction
of the center. Therefore in most of the cases for manually chosen centers the same
final result was obtained.
The analysis of an experimental diffraction pattern of a bundle of tubes or a multi-
walled tube showed that the measurement near the ellipse allows the distinction of
layer lines, which overlap to some extent. For this image, the number of possible
chiral indices for all of the three tubes is very low. The analysis is performed
completely autonomously, except that the user has to deselect the first layer lines
for the analysis, since they overlap. For this no deeper understanding of electron
diffraction from carbon nanotubes is necessary.
Overall the algorithm yields satisfying results for the analysis of the experimen-
tal patterns. The graphical user interface makes the usage easy and improves the
traceability of the individual steps.
For the testing of the algorithm only a few experimental images were available, which
differ strongly in their properties. Therefore the parameters of the program were
chosen so that for all images reasonable, even though in some cases imperfect, results
were obtained. If many images were available, which possess similar properties, it
would be advisable to optimize the parameters for these images. This can be done
in a configuration file, therefore no knowledge about programming is needed.
All in all the program is a very useful tool to analyze electron diffraction patterns
from carbon nanotubes. It provides the user with an objective and fast method to
estimate the structural parameters of the observed tubes.
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Appendix A
Table of carbon nanotubes
The following table contains the diameter d and the helical angle α of all carbon
nanotubes with n ≤ 40 sorted by their ratio m/n.
Table A.1: Ratio m/n
m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.0000 n 0 n.a. 0.000 0.0250 40 1 3.1720 1.225
0.0256 39 1 3.0938 1.256 0.0263 38 1 3.0155 1.289
0.0270 37 1 2.9372 1.323 0.0278 36 1 2.8589 1.359
0.0286 35 1 2.7806 1.397 0.0294 34 1 2.7023 1.438
0.0303 33 1 2.6241 1.481 0.0312 32 1 2.5458 1.526
0.0323 31 1 2.4675 1.575 0.0333 30 1 2.3892 1.626
0.0345 29 1 2.3110 1.682 0.0357 28 1 2.2327 1.741
0.0370 27 1 2.1544 1.804 0.0385 26 1 2.0762 1.872
0.0400 25 1 1.9979 1.945 0.0417 24 1 1.9197 2.024
0.0435 23 1 1.8414 2.111 0.0455 22 1 1.7631 2.204
0.0476 21 1 1.6849 2.307 0.0500 20 1 1.6067 2.419
0.0500 40 2 3.2133 2.419 0.0513 39 2 3.1351 2.479
0.0526 19 1 1.5284 2.543 0.0526 38 2 3.0569 2.543
0.0541 37 2 2.9787 2.610 0.0556 18 1 1.4502 2.680
0.0556 36 2 2.9004 2.680 0.0571 35 2 2.8222 2.755
0.0588 17 1 1.3720 2.833 0.0588 34 2 2.7440 2.833
0.0606 33 2 2.6658 2.916 0.0625 16 1 1.2938 3.004
0.0625 32 2 2.5876 3.004 0.0645 31 2 2.5094 3.098
0.0667 15 1 1.2156 3.198 0.0667 30 2 2.4312 3.198
0.0690 29 2 2.3530 3.304 0.0714 14 1 1.1374 3.418
0.0714 28 2 2.2749 3.418 0.0741 27 2 2.1967 3.540
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m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.0750 40 3 3.2560 3.582 0.0769 13 1 1.0593 3.670
0.0769 26 2 2.1186 3.670 0.0769 39 3 3.1778 3.670
0.0789 38 3 3.0997 3.763 0.0800 25 2 2.0404 3.811
0.0811 37 3 3.0216 3.861 0.0833 12 1 0.9811 3.963
0.0833 24 2 1.9623 3.963 0.0833 36 3 2.9434 3.963
0.0857 35 3 2.8653 4.071 0.0870 23 2 1.8842 4.128
0.0882 34 3 2.7872 4.186 0.0909 11 1 0.9030 4.307
0.0909 22 2 1.8061 4.307 0.0909 33 3 2.7091 4.307
0.0938 32 3 2.6311 4.435 0.0952 21 2 1.7280 4.502
0.0968 31 3 2.5530 4.571 0.1000 10 1 0.8250 4.715
0.1000 20 2 1.6500 4.715 0.1000 30 3 2.4750 4.715
0.1000 40 4 3.2999 4.715 0.1026 39 4 3.2219 4.829
0.1034 29 3 2.3969 4.869 0.1053 19 2 1.5719 4.950
0.1053 38 4 3.1439 4.950 0.1071 28 3 2.3189 5.033
0.1081 37 4 3.0659 5.076 0.1111 9 1 0.7470 5.209
0.1111 18 2 1.4939 5.209 0.1111 27 3 2.2409 5.209
0.1111 36 4 2.9879 5.209 0.1143 35 4 2.9099 5.349
0.1154 26 3 2.1630 5.397 0.1176 17 2 1.4160 5.496
0.1176 34 4 2.8320 5.496 0.1200 25 3 2.0850 5.599
0.1212 33 4 2.7540 5.652 0.1250 8 1 0.6690 5.818
0.1250 16 2 1.3381 5.818 0.1250 24 3 2.0071 5.818
0.1250 32 4 2.6761 5.818 0.1250 40 5 3.3452 5.818
0.1282 39 5 3.2673 5.957 0.1290 31 4 2.5982 5.993
0.1304 23 3 1.9292 6.053 0.1316 38 5 3.1894 6.103
0.1333 15 2 1.2602 6.178 0.1333 30 4 2.5204 6.178
0.1351 37 5 3.1115 6.256 0.1364 22 3 1.8514 6.309
0.1379 29 4 2.4425 6.376 0.1389 36 5 3.0337 6.417
0.1429 7 1 0.5912 6.587 0.1429 14 2 1.1824 6.587
0.1429 21 3 1.7736 6.587 0.1429 28 4 2.3647 6.587
0.1429 35 5 2.9559 6.587 0.1471 34 5 2.8781 6.766
0.1481 27 4 2.2870 6.812 0.1500 20 3 1.6958 6.890
0.1500 40 6 3.3916 6.890 0.1515 33 5 2.8004 6.954
0.1538 13 2 1.1046 7.053 0.1538 26 4 2.2092 7.053
0.1538 39 6 3.3139 7.053 0.1562 32 5 2.7227 7.154
0.1579 19 3 1.6181 7.223 0.1579 38 6 3.2362 7.223
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m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.1600 25 4 2.1315 7.311 0.1613 31 5 2.6450 7.365
0.1622 37 6 3.1585 7.401 0.1667 6 1 0.5135 7.589
0.1667 12 2 1.0270 7.589 0.1667 18 3 1.5404 7.589
0.1667 24 4 2.0539 7.589 0.1667 30 5 2.5674 7.589
0.1667 36 6 3.0809 7.589 0.1714 35 6 3.0033 7.786
0.1724 29 5 2.4898 7.827 0.1739 23 4 1.9763 7.889
0.1750 40 7 3.4392 7.934 0.1765 17 3 1.4628 7.994
0.1765 34 6 2.9257 7.994 0.1786 28 5 2.4122 8.080
0.1795 39 7 3.3616 8.118 0.1818 11 2 0.9494 8.213
0.1818 22 4 1.8988 8.213 0.1818 33 6 2.8482 8.213
0.1842 38 7 3.2841 8.311 0.1852 27 5 2.3347 8.350
0.1875 16 3 1.3853 8.445 0.1875 32 6 2.7707 8.445
0.1892 37 7 3.2067 8.513 0.1905 21 4 1.8213 8.565
0.1923 26 5 2.2573 8.639 0.1935 31 6 2.6933 8.689
0.1944 36 7 3.1292 8.725 0.2000 5 1 0.4360 8.948
0.2000 10 2 0.8720 8.948 0.2000 15 3 1.3079 8.948
0.2000 20 4 1.7439 8.948 0.2000 25 5 2.1799 8.948
0.2000 30 6 2.6159 8.948 0.2000 35 7 3.0519 8.948
0.2000 40 8 3.4878 8.948 0.2051 39 8 3.4105 9.153
0.2059 34 7 2.9745 9.183 0.2069 29 6 2.5386 9.223
0.2083 24 5 2.1026 9.280 0.2105 19 4 1.6666 9.367
0.2105 38 8 3.3332 9.367 0.2121 33 7 2.8973 9.430
0.2143 14 3 1.2306 9.515 0.2143 28 6 2.4613 9.515
0.2162 37 8 3.2560 9.591 0.2174 23 5 2.0253 9.637
0.2188 32 7 2.8200 9.691 0.2222 9 2 0.7947 9.826
0.2222 18 4 1.5894 9.826 0.2222 27 6 2.3841 9.826
0.2222 36 8 3.1788 9.826 0.2250 40 9 3.5376 9.935
0.2258 31 7 2.7429 9.966 0.2273 22 5 1.9482 10.023
0.2286 35 8 3.1017 10.073 0.2308 13 3 1.1535 10.158
0.2308 26 6 2.3070 10.158 0.2308 39 9 3.4605 10.158
0.2333 30 7 2.6658 10.257 0.2353 17 4 1.5123 10.333
0.2353 34 8 3.0246 10.333 0.2368 38 9 3.3834 10.392
0.2381 21 5 1.8711 10.440 0.2400 25 6 2.2300 10.513
0.2414 29 7 2.5888 10.566 0.2424 33 8 2.9476 10.606
0.2432 37 9 3.3064 10.637 0.2500 4 1 0.3588 10.893
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m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.2500 8 2 0.7177 10.893 0.2500 12 3 1.0765 10.893
0.2500 16 4 1.4353 10.893 0.2500 20 5 1.7942 10.893
0.2500 24 6 2.1530 10.893 0.2500 28 7 2.5118 10.893
0.2500 32 8 2.8707 10.893 0.2500 36 9 3.2295 10.893
0.2500 40 10 3.5884 10.893 0.2564 39 10 3.5115 11.135
0.2571 35 9 3.1527 11.162 0.2581 31 8 2.7938 11.197
0.2593 27 7 2.4350 11.242 0.2609 23 6 2.0762 11.302
0.2632 19 5 1.7173 11.387 0.2632 38 10 3.4347 11.387
0.2647 34 9 3.0759 11.445 0.2667 15 4 1.3585 11.518
0.2667 30 8 2.7171 11.518 0.2692 26 7 2.3582 11.612
0.2703 37 10 3.3580 11.651 0.2727 11 3 0.9997 11.742
0.2727 22 6 1.9994 11.742 0.2727 33 9 2.9992 11.742
0.2750 40 11 3.6401 11.825 0.2759 29 8 2.6404 11.857
0.2778 18 5 1.6407 11.927 0.2778 36 10 3.2813 11.927
0.2800 25 7 2.2816 12.008 0.2812 32 9 2.9225 12.054
0.2821 39 11 3.5635 12.083 0.2857 7 2 0.6409 12.216
0.2857 14 4 1.2819 12.216 0.2857 21 6 1.9228 12.216
0.2857 28 8 2.5638 12.216 0.2857 35 10 3.2047 12.216
0.2895 38 11 3.4870 12.352 0.2903 31 9 2.8460 12.383
0.2917 24 7 2.2051 12.432 0.2941 17 5 1.5641 12.520
0.2941 34 10 3.1283 12.520 0.2963 27 8 2.4873 12.598
0.2973 37 11 3.4105 12.634 0.3000 10 3 0.9232 12.731
0.3000 20 6 1.8464 12.731 0.3000 30 9 2.7696 12.731
0.3000 40 12 3.6928 12.731 0.3030 33 10 3.0519 12.839
0.3043 23 7 2.1287 12.885 0.3056 36 11 3.3341 12.928
0.3077 13 4 1.2055 13.004 0.3077 26 8 2.4110 13.004
0.3077 39 12 3.6164 13.004 0.3103 29 9 2.6933 13.098
0.3125 16 5 1.4878 13.174 0.3125 32 10 2.9756 13.174
0.3143 35 11 3.2579 13.236 0.3158 19 6 1.7701 13.289
0.3158 38 12 3.5402 13.289 0.3182 22 7 2.0524 13.373
0.3200 25 8 2.3347 13.436 0.3214 28 9 2.6170 13.486
0.3226 31 10 2.8994 13.526 0.3235 34 11 3.1817 13.559
0.3243 37 12 3.4640 13.587 0.3250 40 13 3.7463 13.610
0.3333 3 1 0.2823 13.898 0.3333 6 2 0.5647 13.898
0.3333 9 3 0.8470 13.898 0.3333 12 4 1.1293 13.898
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0.3333 15 5 1.4116 13.898 0.3333 18 6 1.6940 13.898
0.3333 21 7 1.9763 13.898 0.3333 24 8 2.2586 13.898
0.3333 27 9 2.5410 13.898 0.3333 30 10 2.8233 13.898
0.3333 33 11 3.1056 13.898 0.3333 36 12 3.3880 13.898
0.3333 39 13 3.6703 13.898 0.3421 38 13 3.5943 14.198
0.3429 35 12 3.3120 14.223 0.3438 32 11 3.0297 14.254
0.3448 29 10 2.7474 14.290 0.3462 26 9 2.4650 14.335
0.3478 23 8 2.1827 14.392 0.3500 20 7 1.9004 14.465
0.3500 40 14 3.8008 14.465 0.3514 37 13 3.5185 14.510
0.3529 17 6 1.6181 14.564 0.3529 34 12 3.2362 14.564
0.3548 31 11 2.9538 14.628 0.3571 14 5 1.3358 14.705
0.3571 28 10 2.6715 14.705 0.3590 39 14 3.7250 14.766
0.3600 25 9 2.3892 14.800 0.3611 36 13 3.4427 14.837
0.3636 11 4 1.0535 14.921 0.3636 22 8 2.1070 14.921
0.3636 33 12 3.1604 14.921 0.3667 30 11 2.8781 15.021
0.3684 19 7 1.8247 15.079 0.3684 38 14 3.6493 15.079
0.3704 27 10 2.5959 15.143 0.3714 35 13 3.3671 15.178
0.3750 8 3 0.7712 15.295 0.3750 16 6 1.5424 15.295
0.3750 24 9 2.3136 15.295 0.3750 32 12 3.0848 15.295
0.3750 40 15 3.8560 15.295 0.3784 37 14 3.5738 15.406
0.3793 29 11 2.8026 15.436 0.3810 21 8 2.0314 15.490
0.3824 34 13 3.2916 15.535 0.3846 13 5 1.2602 15.608
0.3846 26 10 2.5204 15.608 0.3846 39 15 3.7806 15.608
0.3871 31 12 3.0094 15.689 0.3889 18 7 1.7492 15.746
0.3889 36 14 3.4984 15.746 0.3913 23 9 2.2382 15.824
0.3929 28 11 2.7272 15.874 0.3939 33 13 3.2162 15.909
0.3947 38 15 3.7052 15.934 0.4000 5 2 0.4890 16.102
0.4000 10 4 0.9780 16.102 0.4000 15 6 1.4670 16.102
0.4000 20 8 1.9560 16.102 0.4000 25 10 2.4450 16.102
0.4000 30 12 2.9341 16.102 0.4000 35 14 3.4231 16.102
0.4000 40 16 3.9121 16.102 0.4054 37 15 3.6300 16.274
0.4062 32 13 3.1410 16.300 0.4074 27 11 2.6520 16.337
0.4091 22 9 2.1630 16.390 0.4103 39 16 3.8369 16.426
0.4118 17 7 1.6740 16.474 0.4118 34 14 3.3479 16.474
0.4138 29 12 2.8589 16.537 0.4167 12 5 1.1850 16.627
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m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.4167 24 10 2.3699 16.627 0.4167 36 15 3.5549 16.627
0.4194 31 13 3.0659 16.711 0.4211 19 8 1.8809 16.764
0.4211 38 16 3.7619 16.764 0.4231 26 11 2.5769 16.826
0.4242 33 14 3.2729 16.863 0.4250 40 17 3.9689 16.886
0.4286 7 3 0.6960 16.996 0.4286 14 6 1.3920 16.996
0.4286 21 9 2.0879 16.996 0.4286 28 12 2.7839 16.996
0.4286 35 15 3.4799 16.996 0.4324 37 16 3.6870 17.115
0.4333 30 13 2.9910 17.142 0.4348 23 10 2.2950 17.187
0.4359 39 17 3.8940 17.221 0.4375 16 7 1.5990 17.269
0.4375 32 14 3.1980 17.269 0.4400 25 11 2.5021 17.346
0.4412 34 15 3.4051 17.381 0.4444 9 4 0.9030 17.480
0.4444 18 8 1.8061 17.480 0.4444 27 12 2.7091 17.480
0.4444 36 16 3.6122 17.480 0.4474 38 17 3.8193 17.568
0.4483 29 13 2.9162 17.596 0.4500 20 9 2.0132 17.648
0.4500 40 18 4.0264 17.648 0.4516 31 14 3.1233 17.696
0.4545 11 5 1.1102 17.784 0.4545 22 10 2.2203 17.784
0.4545 33 15 3.3305 17.784 0.4571 35 16 3.5376 17.861
0.4583 24 11 2.4274 17.897 0.4595 37 17 3.7447 17.930
0.4615 13 6 1.3173 17.992 0.4615 26 12 2.6346 17.992
0.4615 39 18 3.9518 17.992 0.4643 28 13 2.8417 18.073
0.4667 15 7 1.5244 18.143 0.4667 30 14 3.0488 18.143
0.4688 32 15 3.2560 18.205 0.4706 17 8 1.7316 18.258
0.4706 34 16 3.4631 18.258 0.4722 36 17 3.6703 18.306
0.4737 19 9 1.9387 18.349 0.4737 38 18 3.8774 18.349
0.4750 40 19 4.0846 18.388 0.4762 21 10 2.1459 18.422
0.4783 23 11 2.3530 18.482 0.4800 25 12 2.5602 18.533
0.4815 27 13 2.7674 18.576 0.4828 29 14 2.9745 18.613
0.4839 31 15 3.1817 18.645 0.4848 33 16 3.3889 18.673
0.4857 35 17 3.5960 18.698 0.4865 37 18 3.8032 18.720
0.4872 39 19 4.0104 18.740 0.5000 2 1 0.2072 19.107
0.5000 4 2 0.4143 19.107 0.5000 6 3 0.6215 19.107
0.5000 8 4 0.8287 19.107 0.5000 10 5 1.0359 19.107
0.5000 12 6 1.2430 19.107 0.5000 14 7 1.4502 19.107
0.5000 16 8 1.6574 19.107 0.5000 18 9 1.8646 19.107
0.5000 20 10 2.0717 19.107 0.5000 22 11 2.2789 19.107
137
m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.5000 24 12 2.4861 19.107 0.5000 26 13 2.6933 19.107
0.5000 28 14 2.9004 19.107 0.5000 30 15 3.1076 19.107
0.5000 32 16 3.3148 19.107 0.5000 34 17 3.5219 19.107
0.5000 36 18 3.7291 19.107 0.5000 38 19 3.9363 19.107
0.5000 40 20 4.1435 19.107 0.5128 39 20 4.0696 19.467
0.5135 37 19 3.8624 19.487 0.5143 35 18 3.6552 19.508
0.5152 33 17 3.4481 19.533 0.5161 31 16 3.2409 19.560
0.5172 29 15 3.0337 19.591 0.5185 27 14 2.8266 19.626
0.5200 25 13 2.6194 19.667 0.5217 23 12 2.4122 19.715
0.5238 21 11 2.2051 19.773 0.5250 40 21 4.2030 19.805
0.5263 19 10 1.9979 19.842 0.5263 38 20 3.9958 19.842
0.5278 36 19 3.7887 19.882 0.5294 17 9 1.7908 19.927
0.5294 34 18 3.5815 19.927 0.5312 32 17 3.3744 19.977
0.5333 15 8 1.5836 20.034 0.5333 30 16 3.1672 20.034
0.5357 28 15 2.9601 20.099 0.5385 13 7 1.3765 20.174
0.5385 26 14 2.7529 20.174 0.5385 39 21 4.1294 20.174
0.5405 37 20 3.9223 20.230 0.5417 24 13 2.5458 20.260
0.5429 35 19 3.7151 20.293 0.5455 11 6 1.1693 20.363
0.5455 22 12 2.3387 20.363 0.5455 33 18 3.5080 20.363
0.5484 31 17 3.3009 20.441 0.5500 20 11 2.1315 20.485
0.5500 40 22 4.2631 20.485 0.5517 29 16 3.0938 20.531
0.5526 38 21 4.0560 20.555 0.5556 9 5 0.9622 20.633
0.5556 18 10 1.9244 20.633 0.5556 27 15 2.8867 20.633
0.5556 36 20 3.8489 20.633 0.5588 34 19 3.6418 20.720
0.5600 25 14 2.6796 20.751 0.5625 16 9 1.7173 20.817
0.5625 32 18 3.4347 20.817 0.5641 39 22 4.1898 20.859
0.5652 23 13 2.4725 20.889 0.5667 30 17 3.2276 20.927
0.5676 37 21 3.9828 20.951 0.5714 7 4 0.7551 21.052
0.5714 14 8 1.5103 21.052 0.5714 21 12 2.2654 21.052
0.5714 28 16 3.0206 21.052 0.5714 35 20 3.7757 21.052
0.5750 40 23 4.3238 21.145 0.5758 33 19 3.5686 21.165
0.5769 26 15 2.8135 21.195 0.5789 19 11 2.0584 21.247
0.5789 38 22 4.1167 21.247 0.5806 31 18 3.3616 21.291
0.5833 12 7 1.3032 21.361 0.5833 24 14 2.6065 21.361
0.5833 36 21 3.9097 21.361 0.5862 29 17 3.1546 21.435
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m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.5882 17 10 1.8514 21.487 0.5882 34 20 3.7027 21.487
0.5897 39 23 4.2508 21.526 0.5909 22 13 2.3995 21.555
0.5926 27 16 2.9476 21.598 0.5938 32 19 3.4957 21.628
0.5946 37 22 4.0439 21.650 0.6000 5 3 0.5481 21.787
0.6000 10 6 1.0963 21.787 0.6000 15 9 1.6444 21.787
0.6000 20 12 2.1925 21.787 0.6000 25 15 2.7406 21.787
0.6000 30 18 3.2888 21.787 0.6000 35 21 3.8369 21.787
0.6000 40 24 4.3850 21.787 0.6053 38 23 4.1781 21.920
0.6061 33 20 3.6300 21.940 0.6071 28 17 3.0818 21.967
0.6087 23 14 2.5337 22.006 0.6111 18 11 1.9856 22.066
0.6111 36 22 3.9712 22.066 0.6129 31 19 3.4231 22.111
0.6154 13 8 1.4375 22.173 0.6154 26 16 2.8749 22.173
0.6154 39 24 4.3124 22.173 0.6176 34 21 3.7643 22.229
0.6190 21 13 2.3268 22.264 0.6207 29 18 3.2162 22.305
0.6216 37 23 4.1056 22.328 0.6250 8 5 0.8894 22.411
0.6250 16 10 1.7787 22.411 0.6250 24 15 2.6681 22.411
0.6250 32 20 3.5575 22.411 0.6250 40 25 4.4468 22.411
0.6286 35 22 3.8987 22.499 0.6296 27 17 3.0094 22.525
0.6316 19 12 2.1200 22.572 0.6316 38 24 4.2400 22.572
0.6333 30 19 3.3507 22.615 0.6364 11 7 1.2306 22.689
0.6364 22 14 2.4613 22.689 0.6364 33 21 3.6919 22.689
0.6389 36 23 4.0332 22.750 0.6400 25 16 2.8026 22.777
0.6410 39 25 4.3745 22.802 0.6429 14 9 1.5719 22.846
0.6429 28 18 3.1439 22.846 0.6452 31 20 3.4852 22.902
0.6471 17 11 1.9133 22.947 0.6471 34 22 3.8265 22.947
0.6486 37 24 4.1678 22.985 0.6500 20 13 2.2546 23.018
0.6500 40 26 4.5091 23.018 0.6522 23 15 2.5959 23.070
0.6538 26 17 2.9372 23.110 0.6552 29 19 3.2785 23.141
0.6562 32 21 3.6198 23.167 0.6571 35 23 3.9611 23.188
0.6579 38 25 4.3025 23.206 0.6667 3 2 0.3413 23.413
0.6667 6 4 0.6826 23.413 0.6667 9 6 1.0240 23.413
0.6667 12 8 1.3653 23.413 0.6667 15 10 1.7066 23.413
0.6667 18 12 2.0479 23.413 0.6667 21 14 2.3892 23.413
0.6667 24 16 2.7306 23.413 0.6667 27 18 3.0719 23.413
0.6667 30 20 3.4132 23.413 0.6667 33 22 3.7545 23.413
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0.6667 36 24 4.0958 23.413 0.6667 39 26 4.4372 23.413
0.6750 40 27 4.5719 23.608 0.6757 37 25 4.2306 23.624
0.6765 34 23 3.8893 23.642 0.6774 31 21 3.5480 23.664
0.6786 28 19 3.2067 23.691 0.6800 25 17 2.8653 23.724
0.6818 22 15 2.5240 23.766 0.6842 19 13 2.1827 23.822
0.6842 38 26 4.3654 23.822 0.6857 35 24 4.0241 23.856
0.6875 16 11 1.8414 23.897 0.6875 32 22 3.6828 23.897
0.6897 29 20 3.3415 23.947 0.6923 13 9 1.5001 24.007
0.6923 26 18 3.0002 24.007 0.6923 39 27 4.5003 24.007
0.6944 36 25 4.1590 24.056 0.6957 23 16 2.6589 24.084
0.6970 33 23 3.8177 24.114 0.7000 10 7 1.1588 24.182
0.7000 20 14 2.3176 24.182 0.7000 30 21 3.4764 24.182
0.7000 40 28 4.6352 24.182 0.7027 37 26 4.2939 24.244
0.7037 27 19 3.1351 24.266 0.7059 17 12 1.9763 24.315
0.7059 34 24 3.9526 24.315 0.7083 24 17 2.7938 24.370
0.7097 31 22 3.6113 24.401 0.7105 38 27 4.4289 24.420
0.7143 7 5 0.8175 24.504 0.7143 14 10 1.6350 24.504
0.7143 21 15 2.4526 24.504 0.7143 28 20 3.2701 24.504
0.7143 35 25 4.0876 24.504 0.7179 39 28 4.5639 24.585
0.7188 32 23 3.7463 24.603 0.7200 25 18 2.9288 24.631
0.7222 18 13 2.1113 24.680 0.7222 36 26 4.2226 24.680
0.7241 29 21 3.4051 24.722 0.7250 40 29 4.6989 24.741
0.7273 11 8 1.2938 24.791 0.7273 22 16 2.5876 24.791
0.7273 33 24 3.8814 24.791 0.7297 37 27 4.3577 24.845
0.7308 26 19 3.0639 24.868 0.7333 15 11 1.7701 24.924
0.7333 30 22 3.5402 24.924 0.7353 34 25 4.0165 24.967
0.7368 19 14 2.2464 25.001 0.7368 38 28 4.4928 25.001
0.7391 23 17 2.7227 25.050 0.7407 27 20 3.1990 25.085
0.7419 31 23 3.6753 25.111 0.7429 35 26 4.1516 25.131
0.7436 39 29 4.6279 25.147 0.7500 4 3 0.4763 25.285
0.7500 8 6 0.9526 25.285 0.7500 12 9 1.4289 25.285
0.7500 16 12 1.9052 25.285 0.7500 20 15 2.3815 25.285
0.7500 24 18 2.8578 25.285 0.7500 28 21 3.3341 25.285
0.7500 32 24 3.8104 25.285 0.7500 36 27 4.2868 25.285
0.7500 40 30 4.7631 25.285 0.7568 37 28 4.4219 25.429
140 APPENDIX A. TABLE OF CARBON NANOTUBES
m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.7576 33 25 3.9456 25.447 0.7586 29 22 3.4693 25.469
0.7600 25 19 2.9930 25.498 0.7619 21 16 2.5167 25.539
0.7632 38 29 4.5571 25.565 0.7647 17 13 2.0404 25.598
0.7647 34 26 4.0808 25.598 0.7667 30 23 3.6045 25.639
0.7692 13 10 1.5641 25.693 0.7692 26 20 3.1283 25.693
0.7692 39 30 4.6924 25.693 0.7714 35 27 4.2161 25.740
0.7727 22 17 2.6520 25.767 0.7742 31 24 3.7398 25.797
0.7750 40 31 4.8276 25.814 0.7778 9 7 1.0878 25.872
0.7778 18 14 2.1757 25.872 0.7778 27 21 3.2635 25.872
0.7778 36 28 4.3513 25.872 0.7812 32 25 3.8751 25.944
0.7826 23 18 2.7872 25.973 0.7838 37 29 4.4866 25.997
0.7857 14 11 1.6994 26.037 0.7857 28 22 3.3988 26.037
0.7879 33 26 4.0104 26.081 0.7895 19 15 2.3110 26.114
0.7895 38 30 4.6219 26.114 0.7917 24 19 2.9225 26.159
0.7931 29 23 3.5341 26.189 0.7941 34 27 4.1457 26.210
0.7949 39 31 4.7573 26.225 0.8000 5 4 0.6116 26.330
0.8000 10 8 1.2232 26.330 0.8000 15 12 1.8347 26.330
0.8000 20 16 2.4463 26.330 0.8000 25 20 3.0579 26.330
0.8000 30 24 3.6695 26.330 0.8000 35 28 4.2810 26.330
0.8000 40 32 4.8926 26.330 0.8056 36 29 4.4164 26.442
0.8065 31 25 3.8048 26.460 0.8077 26 21 3.1932 26.485
0.8095 21 17 2.5817 26.522 0.8108 37 30 4.5518 26.548
0.8125 16 13 1.9701 26.582 0.8125 32 26 3.9402 26.582
0.8148 27 22 3.3286 26.628 0.8158 38 31 4.6871 26.648
0.8182 11 9 1.3585 26.696 0.8182 22 18 2.7171 26.696
0.8182 33 27 4.0756 26.696 0.8205 39 32 4.8225 26.742
0.8214 28 23 3.4640 26.760 0.8235 17 14 2.1055 26.802
0.8235 34 28 4.2110 26.802 0.8250 40 33 4.9580 26.831
0.8261 23 19 2.8525 26.853 0.8276 29 24 3.5994 26.882
0.8286 35 29 4.3464 26.902 0.8333 6 5 0.7470 26.996
0.8333 12 10 1.4939 26.996 0.8333 18 15 2.2409 26.996
0.8333 24 20 2.9879 26.996 0.8333 30 25 3.7349 26.996
0.8333 36 30 4.4818 26.996 0.8378 37 31 4.6173 27.084
0.8387 31 26 3.8703 27.101 0.8400 25 21 3.1233 27.126
0.8421 19 16 2.3764 27.167 0.8421 38 32 4.7528 27.167
141
m/n n m d [nm] α[◦] m/n n m d [nm] α[◦]
0.8438 32 27 4.0058 27.199 0.8462 13 11 1.6294 27.245
0.8462 26 22 3.2588 27.245 0.8462 39 33 4.8882 27.245
0.8485 33 28 4.1413 27.291 0.8500 20 17 2.5118 27.320
0.8500 40 34 5.0237 27.320 0.8519 27 23 3.3943 27.356
0.8529 34 29 4.2767 27.376 0.8571 7 6 0.8824 27.457
0.8571 14 12 1.7649 27.457 0.8571 21 18 2.6473 27.457
0.8571 28 24 3.5298 27.457 0.8571 35 30 4.4122 27.457
0.8611 36 31 4.5477 27.533 0.8621 29 25 3.6653 27.551
0.8636 22 19 2.7828 27.581 0.8649 37 32 4.6832 27.604
0.8667 15 13 1.9004 27.638 0.8667 30 26 3.8008 27.638
0.8684 38 33 4.8187 27.672 0.8696 23 20 2.9183 27.693
0.8710 31 27 3.9363 27.720 0.8718 39 34 4.9543 27.735
0.8750 8 7 1.0180 27.796 0.8750 16 14 2.0359 27.796
0.8750 24 21 3.0539 27.796 0.8750 32 28 4.0718 27.796
0.8750 40 35 5.0898 27.796 0.8788 33 29 4.2073 27.867
0.8800 25 22 3.1894 27.889 0.8824 17 15 2.1714 27.933
0.8824 34 30 4.3429 27.933 0.8846 26 23 3.3249 27.976
0.8857 35 31 4.4784 27.996 0.8889 9 8 1.1535 28.055
0.8889 18 16 2.3070 28.055 0.8889 27 24 3.4605 28.055
0.8889 36 32 4.6140 28.055 0.8919 37 33 4.7495 28.110
0.8929 28 25 3.5960 28.128 0.8947 19 17 2.4425 28.163
0.8947 38 34 4.8851 28.163 0.8966 29 26 3.7316 28.196
0.8974 39 35 5.0206 28.212 0.9000 10 9 1.2891 28.259
0.9000 20 18 2.5781 28.259 0.9000 30 27 3.8672 28.259
0.9000 40 36 5.1562 28.259 0.9032 31 28 4.0027 28.318
0.9048 21 19 2.7137 28.346 0.9062 32 29 4.1383 28.374
0.9091 11 10 1.4246 28.425 0.9091 22 20 2.8492 28.425
0.9091 33 30 4.2739 28.425 0.9118 34 31 4.4094 28.474
0.9130 23 21 2.9848 28.497 0.9143 35 32 4.5450 28.519
0.9167 12 11 1.5602 28.562 0.9167 24 22 3.1204 28.562
0.9167 36 33 4.6806 28.562 0.9189 37 34 4.8162 28.603
0.9200 25 23 3.2560 28.622 0.9211 38 35 4.9518 28.641
0.9231 13 12 1.6958 28.677 0.9231 26 24 3.3916 28.677
0.9231 39 36 5.0874 28.677 0.9250 40 37 5.2230 28.711
0.9259 27 25 3.5272 28.728 0.9286 14 13 1.8314 28.775
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0.9286 28 26 3.6628 28.775 0.9310 29 27 3.7984 28.819
0.9333 15 14 1.9670 28.859 0.9333 30 28 3.9340 28.859
0.9355 31 29 4.0696 28.897 0.9375 16 15 2.1026 28.933
0.9375 32 30 4.2052 28.933 0.9394 33 31 4.3408 28.966
0.9412 17 16 2.2382 28.998 0.9412 34 32 4.4764 28.998
0.9429 35 33 4.6120 29.027 0.9444 18 17 2.3738 29.055
0.9444 36 34 4.7476 29.055 0.9459 37 35 4.8832 29.081
0.9474 19 18 2.5094 29.106 0.9474 38 36 5.0188 29.106
0.9487 39 37 5.1544 29.130 0.9500 20 19 2.6450 29.152
0.9500 40 38 5.2900 29.152 0.9524 21 20 2.7806 29.193
0.9545 22 21 2.9162 29.231 0.9565 23 22 3.0519 29.265
0.9583 24 23 3.1875 29.296 0.9600 25 24 3.3231 29.325
0.9615 26 25 3.4587 29.351 0.9630 27 26 3.5943 29.376
0.9643 28 27 3.7299 29.399 0.9655 29 28 3.8656 29.420
0.9667 30 29 4.0012 29.439 0.9677 31 30 4.1368 29.458
0.9688 32 31 4.2724 29.475 0.9697 33 32 4.4080 29.491
0.9706 34 33 4.5437 29.506 0.9714 35 34 4.6793 29.521
0.9722 36 35 4.8149 29.534 0.9730 37 36 4.9505 29.547
0.9737 38 37 5.0862 29.559 0.9744 39 38 5.2218 29.570
0.9750 40 39 5.3574 29.581
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