Introduction
Suppose that ( ) = ( , ) + V( , ), = + is a four times continuously differentiable complex-valued function in a domain ⊂ C. If satisfies the biharmonic equation Δ(Δ ) = 0, then we call that is biharmonic, where Δ represents the Laplacian operator:
Biharmonic functions arise in many physical situations, particularly in fluid dynamics and elasticity problems, and have many important applications in engineering (see [1] for details). It is known that a mapping is biharmonic in a simply connected domain if and only if has the following representation:
where ( ) and ℎ( ) are complex-valued harmonic functions in [1] . Also, it is known that ( ) and ℎ( ) can be expressed as ( ) = 1 ( ) + 2 ( ) , ∈ , ℎ ( ) = ℎ 1 ( ) + ℎ 2 ( ) , ∈ ,
where 1 , 2 , 1 , and 2 are analytic in [2, 3] .
For a continuously differentiable mapping in , we define Λ ( ) = max 
We use to denote the Jacobian of
Then = Λ if ⩾ 0.
In [4] , the authors considered the following differential operator defined on the class of complex-valued 1 functions:
Evidently, is a complex linear operator and satisfies the usual product rule:
where and are complex constants; and are . Recently, many authors considered the Landau-type theorems for harmonic mappings [5] [6] [7] [8] [9] and biharmonic mappings [1, 4, [10] [11] [12] [13] . Chen et al. [10] obtained the Landau-type theorems for biharmonic mappings of the form ( ) as follows.
Theorem A (see [10] ). Let ( ) = | | 2 ( ) + ℎ( ) be a biharmonic mapping of the unit disk D = { ∈ C : | | < 1} such that (0) = ℎ(0) = 0 and ℎ (0) = 1, where ( ) and ℎ( ) are harmonic in D. Assume that both | ( )| and |ℎ( )| are bounded by . Then there is a constant 1 
, where 1 satisfies the following equation:
where 1 ≈ 6.059 is the minimum value of the function
for 0 < < 1. The minimum is attained at ≈ 0.588. Moreover, the range ( )(D
1
) contains a schlicht disk D
, where
Theorem B (see [10] ).
, where 2 satisfies the following equation: 
However, these results are not sharp. The main object of this paper is to improve Theorems A and B. We get three versions of Landau-type theorems for biharmonic mappings of the form ( ), where belongs to the class of biharmonic mappings, and Theorems 11 and 14 improve Theorems A and B. In order to establish our main results, we need to recall the following lemmas.
Lemma 1 (see [6, 14] 
The inequality is sharp.
Lemma 2 (see [9, 12, 15] ).
. Then | 0 | ⩽ and for any ⩾ 1
These estimates are sharp.
Lemma 3 (see [8, 11] ). Suppose that is a harmonic mapping
These estimates are sharp. 
Lemma 4 (see [11]). Suppose that ( ) = ℎ( ) + ( ) is a harmonic mapping of the unit disk
Lemma 5 (see [13] ).
Lemma 6. Suppose that > 0, Λ ⩾ 1. Then the equation
has a unique root in (0, 1).
Proof . It is easy to prove that the function is continuous and strictly decreasing on [0, 1), (0) = 1 > 0, and lim → 1 − ( ) = −∞. Hence, the assertion follows from the mean value theorem. This completes the proof.
Lemma 7.
Suppose that 1 > 0, 2 ⩾ 1, and 0 ( 2 ) is defined by (16). Then the equation
Lemma 8. Let ⩾ 1. Then the equation
, we have
Main Results
We first establish a new version of the Landau-type theorem for biharmonic mappings on the unit disk D as follows. 
and
Proof . Let ( ) = | | 2 ( ) + ℎ( ) satisfy the hypothesis of Theorem 10, where
are harmonic in D. As is linear and (| | 2 ) = 0, we may set
Then we have
Note that (0) = || 1 | − | 1 || = ℎ (0) = 1; by Lemma 3, we have
Thus, for 1 ̸ = 2 in D (0 < < 0 ), we have
4 Abstract and Applied Analysis By Lemmas 1, 2, and 3, elementary calculations yield that
Using these estimates and Lemma 6, we obtain
which implies ( 1 ) ̸ = ( 2 ).
For any such that ∈ D

0
, by Lemmas 2, 4, and 5, we obtain
This completes the proof.
Next we improve Theorem A as follows. (1 − )
, where 0 ( 2 ) is defined by (16) and
Proof.
by Lemma 4, we have
We adopt the same method in Theorem 10, for 1 ̸ = 2 in D (0 < < 3 ); by Lemmas 1, 2, and 5, we get
Using these estimates and Lemma 7, by (35), we obtain
which implies
, by (35) and Lemmas 2 and 5, we obtain
Setting 1 = 2 = in Theorem 11, we have the following corollary. , where 1 is the minimum root of the equation
and ( )(D
1
In order to show Corollary 12 improves Theorem A, we use Mathematica to compute the approximate values for various choices of as in Table 1 .
Remark 13. From Table 1 we can see, for the same ,
Finally we improve Theorems B as follows. 
where 0 ( ) is defined by (16).
Proof. Let
Let ( ) := ( ) = | | 2 ( ); then we have
, by Lemmas 4, 5, 8, and 9, we get 
This completes the proof of Theorem 14.
In order to show Theorem 14 improves Theorem B, we use Mathematica to compute the approximate values for various choices of as in Table 2 . Table 2 we can see, for the same , 
Remark 15. From
