Analytical results beyond the mean field limit approximation for several observables of the twodimensional limit of the vibron model are presented. Finite-size scaling exponent values are also analytically derived. The computed corrections and scaling exponents are compared to numerical calculations for this algebraic model, based on a bosonic U (3) spectrum generating algebra, obtaining a good agreement.
I. INTRODUCTION
Researchers from widely different fields of Physics, from Condensed Matter to HighEnergy Particle Physics, show significant interest in the study of quantum phase transitions (QPT) as zero-temperature phase transitions between different phases of a system. In particular, special attention has been drawn to the transitions between different geometrical limits of algebraic models. The pioneer work in this field was carried out by Gilmore [1] , who coined the term "ground state transitions" to refer to the qualitative changes that a system's ground state wave function undergoes upon small changes of the Hamiltonian parameters in the vicinity of their critical value.
The algebraic approach, based on the concept of Spectrum Generating Algebra, has given rise to simple and insightful approximations to the study of different physical systems.
Nuclear structure is one of the branches of Physics where this approach has gained more momentum, and the Interacting Boson Model [2] has become a standard tool in this field, offering a simple model that fits well a wide range of nuclei. A very similar formalism, the vibron model, has also proved useful in the modelling of molecular structure [3] . A particularity of the algebraic approach is the existence of "dynamical symmetries", that are situations associated with a particular chain of algebras that terminates in the system's symmetry algebra. Dynamical symmetries provide easy-to-handle limiting cases, usually with a clear physical interpretation and an analytical energy formula [2] [3] [4] [5] . Each dynamical symmetry can be mapped to a geometrical configuration of the system. The system's Hamiltonian can be defined in such a way that, according to the values of one or several control parameters, it can be made of Casimir or invariant operators belonging exclusively to one of the available dynamical symmetries. In this way, varying the control parameter values, the Hamiltonian encompasses the full gamut of intermediate situations. This is the main reason why algebraic models provide handle on the study of precursors of quantum phase transitions in mesoscopic systems [6] .
The QPTs, also called in this context ground state transitions and "shape phase transitions", take place when small changes in the control parameters around a critical value enforce qualitative changes in the nature of the system's ground state. Recent reviews of quantum phase transitions in algebraic models can be found in Refs. [7] [8] [9] .
In this article we deal with the two-dimensional limit of the vibron model. The vibron model, originally presented in Ref. [10] , is an algebraic model based on the spectrum generating algebra U (4). This approach is appropriate for the modelling of three-dimensional systems and has been mostly employed to model rotational and vibrational molecular spectra of diatomic [10, 11] and polyatomic [12, 13] molecular species, treating molecular degrees of freedom as collective excitations in a bosonic space (vibrons) [3] . The one-dimensional (1D) limit of the model [14] has been used to decouple vibrations from rotations, permitting to take full advantage of the discrete molecular symmetry [15] .
The 1D limit of the vibron model is specially suited to deal with stretching vibrations.
However, the study of the bending dynamics of linear and quasilinear molecules implies the simultaneous consideration of rotational and vibrational degrees of freedom. This is a two-dimensional (2D) problem, for which the 2D limit of the vibron model constitutes an appropriate framework, using the U (3) Lie algebra as a spectrum generating algebra.
Originally presented in Ref. [16] , this model has proved useful for modelling the vibrational bending excitation spectrum [17] and line intensities [18] of quasilinear and non-rigid molecular species. A recent reference [19] presents a detailed account of this algebraic model, both from a quantal and classical perspective. Hereafter we will refer to the 2D limit of the vibron model as the U (3) model.
Apart from the application to the modelling of vibrational bending dynamics, the U (3) model has been applied to other systems. On one hand, it has been proposed in the realm of high-T c superconductors based on s − d wave pairing in 2D systems [20] [21] [22] . On the other hand, the U (3) based algebraic model is a convenient playground to study excited state quantum phase transitions (ESQPT) [23] [24] [25] [26] [27] . In this latter case the transition does not take place on the system's ground state upon a change of a control parameter, but on excited states of the system as the excitation energy increases. With regard to the ESQPT topic, the U (3) model permits the access to an interesting aspect of molecular systems: the appearance of monodromy in vibrational bending spectroscopy [19, 27] . The possibility of finding experimental realizations of such transitions in the field of molecular spectroscopy, on account of the experimental access to highly excited molecular species, has further bolstered up this line of research. The vibrational bending spectrum of water in its electronic ground state is one of the systems where monodromy effects have been recorded experimentally [28, 29] .
The study of the phase diagram associated with the different dynamical symmetries of an algebraic model Hamiltonian takes place in the mean field limit, also called the thermodynamic or large N limit. This limit is obtained using a variational approach, valid up to 1/N order, where N is related to the system's size, and becomes exact when N → ∞.
An important advantage of algebraic models is that they allow the study of scaling laws and finite-size effects [6] . However, in order to compare numerically-obtained results with analytical finite-size corrections it is necessary to go beyond the mean field limit.
The main motivation of the present work is to explore the finite-size corrections induced in several observables of interest for the two-dimensional limit of the vibron model. In order to do so, we combine a Holstein-Primakoff expansion with a Bogoliubov transformation in the different geometrical phases of the system. The phases are defined according to the analysis of the system in the thermodynamic limit. This approach has proved useful for two-level boson systems with a spectrum generating algebra U (2L + 2), with L = 0, 1, 2, . . . [30, 31] . The present case is the simplest case with a half-integer value of L, L = 1/2: a two-level model with a scalar boson as a ground state and a doubly-degenerate upper level, which in our case is represented by two Cartesian bosons. The generators of the U (3) dynamical algebra are the bilinear products of a creation times an annihilation boson. The analytical finite-size corrections obtained in the present work should match the numerical calculations presented in Ref. [19] . We also present in App. A a connection between this work and the results presented by Dusuel et al. in Ref. [30] .
The outline of the present paper is the following. The prefatory remarks in this section are followed, in section II, by an abridged explanation of the basic facts about the U (3) model, the definition of a model Hamiltonian and several observables of interest, and the results obtained in the mean field limit. Section III is devoted to the derivation of the analytical finite-size corrections to the mean field limit. This section is followed by Section IV, where the analytical results derived in the previous section are compared to numerical results. The analytical derivation of the scaling properties of the model with system's size is presented in section V. Finally, section VI includes a brief summary of the main results presented as well as our concluding remarks. The system's symmetry algebra is SO(2), that corresponds to rotations on a plane, and the associated quantum number is l. Due to the 2D nature of the system l is not an angular momentum but a component of it, and can take both positive and negative (or zero) values.
Each dynamical symmetry conveys a basis and an analytical energy formula. Numerical calculations in the present article have been carried out using the triat u3 package [32] that makes use of the cylindrical oscillator basis, associated with dynamical symmetry I. A detailed discussion of both dynamical symmetries can be found in [19] .
The definition of a simple Hamiltonian that contains the main physical ingredients of the model implies the consideration of Casimir or invariant operators of the chains under study.
We consider the first order Casimir operator of U (2), and the second order Casimir operator
The SO(3) Casimir operatorŴ 2 can be replaced by the pairing operator
where the total number operator,N =n s +n, has been replaced by its value, N , due to the fact that we consider systems with a fixed number of bosons.
B. Model Hamiltonian
Phase transitions in algebraic models can be studied by considering a general Hamiltonian written in terms of Casimir operators of all chains [1, 33, 34] . However, for the sake of simplicity, invariant operators in subalgebras common to all the dynamical symmetries under study are not included, and an "essential" Hamiltonian is built considering one operator for each dynamical symmetry. Ground state phase transitions in the U (3) approach can therefore be studied by considering the model Hamiltonian
We have made use of Eqs. (5) and (6) , put the overall energy scale ε in front, and introduced the dimensionless control parameter ξ ∈ [0, 1]. At ξ = 0 the system is in phase I -i.e. the eigenvalues and eigenstates ofĤ are those of the dynamical symmetry I-while at ξ = 1 the system is in phase II -i.e. the eigenvalues and eigenstates are those of dynamical symmetry II. The factor 1/(N − 1) is a normalization factor, introduced to obtain a well behaved Hamiltonian in the large N limit, taking into account that the pairing operator,P , is a two-body operator, whilen is a one-body operator. One-body operators scale as N and two-body operators scale as N (N − 1) [33] . This model Hamiltonian has proved useful in the modelling of the bending dynamics of several molecular species [17, 18] , while the quantal and classical properties of its associated phase diagram can be found in Ref. [19] .
This Hamiltonian is similar to the generalization of the Interacting Boson Model (IBM) consistent-Q Hamiltonian proposed in [30] . As shown in App. A we can link our model
Hamiltonian and the general boson pairing Hamiltonian in [30] . 3. Quasi-bent case: 0.2 < ξ < 1. This situation is characterized by the appearance of an anharmonicity that is negative for the low-lying states and becomes positive at high energy. As in the previous case, the l degeneracy is broken. In molecular physics this situation has been long since known as the Dixon dip [35] .
4. Rigidly-bent case: ξ = 1. The spectrum is that of a two-dimensional truncated rovibrator (dynamical symmetry II). The l quantum number corresponds to the angular momentum projection on the figure axis, usually labelled K, with rotational bands on top of a vibrational head.
C. Mean Field Limit
In order to understand whether or not the variations seen numerically in some quantities as a function of the control parameter are indeed related to phase transitions, it is convenient to make use of an algorithm introduced by Gilmore [1, 33, 34] . This formalism provides the limit N → ∞ (called classical, thermodynamic, or mean field limit) of the model in terms of geometrical or shape variables. Such variables are used to define the system's phase diagram.
The limit is called classical because the algorithm produces a classical Hamiltonian in terms of coordinates (and momenta), upon which a Landau analysis of the phase transition can be performed. The mean field name stems from a fact shown long ago by Gilmore and Feng [33] : by minimizing the ground state expectation value of a Hamiltonian that is regular in the large N limit one obtains an upper limit to the ground state energy per particle, E 0 /N , which converges to the exact energy when N → ∞. A detailed discussion of the application of this algorithm to the U (3) algebra can be found in Ref. [19] .
In making use of the algorithm, we use projective coherent states that define a normalized intrinsic ground state
where r and θ are the polar coordinates associated to the Cartesian coordinates x and y, and b † c is the boson condensate
The coherent state (8) [42] [43] [44] . The boson condensate definition (9) is not unique; a different alternative, for the same bosonic U (3) algebra, can be found in Ref. [44] .
The intrinsic state allows the expression in terms of classical coordinates and momenta of any operator built with the elements of the spectrum generating algebra. It should be noted that the parameters in the coherent state are in general complex and represent both coordinates and momenta [41] . For the applications in this article we consider only the dependence on coordinates, and thus put all momenta (p r , p θ ) equal to zero.
The ground state energy functional is the expectation value of the Hamiltonian in the 
By minimizing E(r, θ) with respect to r and θ, one obtains an approximation to the exact ground state energy which is valid to order N [33] .
The energy functional for the essential Hamiltonian (7) is trivially obtained from Eq. (10) [17, 19 ]. The energy per particle E = E/N is
This energy functional does not depend on the polar angle θ, since the Hamiltonian is a scalar operator.
The minimization of the energy functional (11) reveals that there are two different geometric limits: symmetric (or linear) limit and deformed (or bent) limit. In the first case the energy minimum is at the equilibrium value r e = 0, while the second case implies that the minimum energy is attained for r e = (5ξ − 1)/(3ξ + 1) = 0. The symmetric phase takes place for control parameter values ξ ≤ ξ c = 0.2, while for values of ξ > ξ c = 0.2, the deformed phase has a lower energy. When evaluated at r = r e , the energy functional is
By evaluating the derivatives of E ξ (r e ) with respect to ξ, one finds that the second derivative is discontinuous at ξ = ξ c , and r e can be taken as a classical order parameter [19] . According to Ehrenfest's classification scheme, the phase transition is of second order.
Several observables can be selected to study the phase transition, both at the large-N limit and for finite systems. In the present case, we select four observables that are of interest in the study of QPTs, and whose behavior beyond the mean field limit has been studied for U (2L + 2) bosonic two-level systems in [30] . Numerical results for most of these observables in the U (3) boson model under study can be found in Ref. [19] . For the sake of completeness, we proceed to briefly review mean field results. In section III we analytically derive the next order correction in N for the selected observables.
The four observables under study are the ground state energy per particle (E 0 ), the expectation value in the ground state of the number of Cartesian bosons per particle ( n /N ), the first excited state energy gap (∆ 1ph ), and the transition probability between the ground state and the first excited state (T /N ). The calculation in the mean field limit of E 0 and n /N is immediate and the results can be found in Ref. [19] . The ground state energy per boson is given in Eq. (12) 
The mean field limit calculation of the other two observables implies an excited state and it is slightly more involved. We proceed to briefly resume the results obtained for these two observables in the mean field limit.
In order to calculate the mean field limit of one-quantum excitations, we consider the possible bosonic excitations orthonormal to (9) . There are, up to a phase, two possibilities
The possible one particle-hole (1ph) excitations can be obtained replacing in Eq. (8) a condensate boson by an excited boson
with i = 1, 2. This procedure is known as Tamm-Dancoff approximation (TDA) [42, 43] . 
with i = 1, 2. The energy gap obtained in the symmetric and deformed phases, for the two possible excitations (14) , is
It is worth to emphasize that these results, at the TDA level, are not fully self-consistent mean field results. The result (17b), obtained using the excited boson (14b), implies that this excitation becomes a spurious Goldstone boson in the deformed phase (ξ > ξ c ), associated with a rotation in the plane. This point is in good accordance with the well known fact that there exists two degenerate vibrational degrees of freedom in the symmetric (linear) configuration that correlate to a vibrational plus a rotational degree of freedom in the deformed (non-linear or bent) case. Note that for ξ < ξ c the gap is the same in both cases and the excitations are degenerate.
Therefore it is important a careful definition of this observable ∆ 1ph . The appearance of a Goldstone boson in the distorted or broken phase (ξ > ξ c ) implies that the first excited state in the broken symmetry phase corresponds to a state with two quanta of excitation in the symmetric phase. This can already be appreciated in the correlation energy diagrams in [19] , and it is a general feature of the U (2L + 1) − SO(2L + 2) QPT, as explained in
Ref. [30] . In particular, when comparing to the numerical results presented in Ref. [19] , the energy gap ∆ 1ph does not correspond all the way neither to the first vibrational energy gap, nor to the first rotational energy gap, denoted as Γ u=1,vib and Γ l=1,rot in Ref. [19] . In order to compare present work results and calculations published in Ref. [19] , the ∆ 1ph gap corresponds to Γ l=1,rot for ξ < ξ c , and Γ u=1,vib for ξ > ξ c .
The fourth observable considered is the transition probability between the ground state and the first excited state. We begin defining a transition operator in terms of the generators of the U (3) algebra. We select as a candidate the dipole transition operator [16, 18, 19, 30 ]
and calculate the transition probability or transition intensity between states |ψ 1 and |ψ 2 as
where g 2 is an statistical factor that takes into account the initial state degeneracy.
Following the notation in [30] , we denote as T the transition intensity between the ground state (0 1 ) and the first excited state with angular momentum one (1 1 ), and we normalize this observable by a factor of N . We assume that we cannot distinguish between negative
and positive values of the vibrational angular momentum l. Therefore, if any of the involved states has a vibrational angular momentum different from zero we add up the positive and negative l contributions.
As in the energy gap case, there is a fundamental difference in the treatment of the symmetric and deformed regions [30] . To further clarify this point we express the intrinsic bosons (9) and (14) in circular coordinates
In the symmetric phase the equilibrium value of r is r e = 0, and the intrinsic bosons are simplified to
In this case b † c has zero angular momentum, while b † 1 and b † 2 are a mixture of τ † + and τ † − . However, it is trivial to recombine the bosons defined in Eqs. (21b) and (21c) to obtain bosons with well defined 2D angular momentum. If we do so, in the symmetric phase
where we denote by |0 1 the intrinsic ground state and by | ± 1 1 the l = ±1 first excited state.
Thus, the transition intensity between the first excited state and the ground state in the symmetric phase is calculated as
where the 1 2 factor takes into account the first excited state degeneracy.
The calculation of the transition intensity in the deformed region in the mean field limit is hampered by the appearance of an infinitely-degenerate band of states in the large N limit (Goldstone modes). In particular, as the model Hamiltonian correlation energy diagram shows [19] , the first excited state collapses with the ground state in the deformed phase for ξ = 1. As we have explained in the calculation of the ∆ 1ph energy gap, the excitation (20c) becomes a spurious rotational degree of freedom in the deformed region. Thus, in order to correctly compute the vibrational transition intensity in this region, the excitation (20c) has to be excluded, and we only consider the physical boson b † 2 (20b). Therefore, in the broken symmetry phase,
If we substitute the equilibrium value of r, r e = (5ξ − 1)/(3ξ + 1), in Eq. (24) we obtain
As noted below, when comparing with numerical results the appearance of the Goldstone modes in the broken symmetry phase implies that in the calculation of T /N the initial excited state will be the second l = 1 state, |1 2 , because the first state is a Goldstone mode.
Note that Eqs. (23, 25) are derived in the TDA approximation and thus they are not fully self-consistent.
Following Ref. [30] , the transition to the first excited state (Goldstone boson) can be taken into consideration defining T ′ , a new observable in the deformed region
If we again substitute the radial coordinate equilibrium value we obtain
Note that this result is only valid for the broken symmetry region where this observable is defined. As noticed in Ref. [30] , T scales as N while T ′ scales as N 2 .
We proceed to compare the obtained mean field results with numerical calculations for a number of bosons N that is large enough to minimize finite-size effects (N = 1000). The numerical calculations included in the present work have been performed using the programs in the FORTRAN package triat u3 [32] .
In panels (a) and (b) of Fig. 1 we depict the ground state energy per particle and the normalized expectation value of the U (2) number operator in the system's ground state, n /N , respectively. In both cases the agreement between the numerical calculation and the mean field result is remarkable. The second observable is considered as a quantal order parameter for the ground state QPT: it is zero in the symmetric phase and nonzero once the critical point is crossed.
In Fig. 1b we also include the schematic phase diagram associated with model Hamiltonian (7). Having only one control parameter, the phase diagram is one-dimensional, with two possible phases, symmetric (orange) and deformed (blue), also denoted as linear and bent, separated by a continuous (second order) phase transition at the critical point ξ = ξ c = 0.2 (green dot) [19] .
The next observable considered is ∆ 1ph , the energy gap between the ground state and the first excited state, that is depicted in Fig. 2 . In this case, as explained above, the comparison between mean field and numerical results takes place for different states in the two phases.
In the symmetric region the comparison is done with the numerical energy gap for first excited state with l = 1 (orange squares in Fig. 2) , while in the broken symmetry region the energy gap is computed for the second l = 1 excited state (red circles in Fig. 2 ). In both cases there is a good agreement between the analytical results close to the dynamical symmetries (ξ = 0 and ξ = 1) but, as expected, the agreement is far worse in the region around the critical point, ξ c = 0.2.
It is important to emphasize that, on the one hand, the 1 1 excited state corresponds to This observable is defined in the deformed region, and it is compared with the numerical result for the transition of the ±1 1 to 0 1 transition. In Fig. 3b we compare the mean field approximation to T , normalized by N , with numerical results. In this case the numerical calculation is performed for the ±1 1 to 0 1 transition in the symmetric region. The ±1 1 states belong to the Goldstone band in the broken symmetry region, therefore we compare with numerical results for the ±1 2 to 0 1 transition in this region. We obtain a good agreement between the numerical and mean field results that again, as expected, worsens in the vicinity of the critical region.
III. FINITE-SIZE CORRECTIONS TO THE MEAN FIELD LIMIT
The intrinsic state analysis performed in the preceding section is exact only in the mean only valid up to order N . If further corrections are sought, e.g. order N 0 effects, it is necessary to go beyond the mean field approximation. The calculations of such analytical corrections to the mean field limit sensitively improves the observables description in the region around the critical value of the control parameter, where mean field approximation results badly fail. To accomplish this task, we adapt the approach used in [30] to this particular bosonic U (3) algebra model under consideration. In this way we first perform a Holstein-Primakoff expansion [45] and a shift transformation, followed by a Bogoliubov transform. We first show the results for the Holstein-Primakoff expansion and the shift. In the following two subsections we carry out the Bogoliubov transformation and extract the finite-size corrections for each geometrical phase.
The Holstein-Primakoff expansion [45] offers an expansion in powers of 1/N that keeps the operator hermiticity and preserves boson commutation relations (for a review on bosonic expansion methods see [46] ). We recover the mean field limit result as the leading order of the expansion.
In the Holstein-Primakoff expansion the scalar σ boson is removed by a transformation to a new set of Cartesian bosons b i , i = x, y; with the usual bosonic commutation relations,
where
where i = x, y. The λ shift parameter is zero in the spherical phase and different from zero in the deformed phase.
Prior to the application of the Holstein-Primakoff expansion to the model Hamiltonian we expand the 1/(N − 1) factor in Eq. (7) as a series 1/(
In the Holstein-Primakoff expansion the quotientn b /N is assumed to be small to expand the square root in a power series. When this transformation is carried out on Hamiltonian (7), the result is an expansion in powers of N with termŝ
whereĤ i incorporates the terms with a N i dependence.
The first term isĤ
Setting λ = r/ √ 1 + r 2 , after some trivial algebra,Ĥ 1 reduces to the mean field result (11) .
Equilibrium values of the order parameter and the resulting system's phase diagram are computed from the minimization of this term. In the U (3) model we recover the phase diagram included in Fig. 1b .
The next order in the expansion of the model Hamiltonian,Ĥ 1/2 , iŝ
This term goes to zero once the equilibrium values of r (or λ) are substituted. This stems from the relationĤ 1/2 = 2 √ N dĤ 1 dλ . Thus, the first finite-size correction to the mean field limit is theĤ 0 term, that is quadratic in the c boson operators
We proceed detailing how this contribution is brought to diagonal form by a Bogoliubov transformation in the symmetric and deformed phases. The obtained analytical results are compared to the results of numerical diagonalization of the model Hamiltonian for finite N values in the next section.
A. Symmetric Phase
The symmetric case, which is also known as the linear configuration in molecular structure, is obtained for control parameter values 0 ≤ ξ ≤ 0.2. The associated order parameter is r e = 0 and, consequently, λ e = 0. The resulting H 0 has the same dependence for x and y
with Θ = 1 − 3ξ and ∆ = −ξ. The Hamiltonian (34) can be diagonalized with a Bogoliubov transformation
where i = x, y. If we impose that the transformation is canonical and that non-diagonal terms in the a bosons vanish after the transformation, we obtain the set of equations
where we have removed the subindex i because the transformation is common to the x and y degrees of freedom. The solution of Eqs. (36) is
Once the Bogoliubov transformation is performed, the Hamiltonian (34) is brought to diagonal form
wheren a is the number operator for a bosons and Ξ sym = (1 − 5ξ)(1 − ξ).
When we consider the mean field result (12) and the computed N 0 correction (38), the resulting ground state energy per particle and first excited state energy gap are
We can also easily calculate the correction to the expected value of the number of τ bosons , applying the Hellman-Feynman theorem and taking into account that the mean field component for this observable vanishes, we obtain
The last observable considered is T , the transition probability between the ground state and the first excited state. The starting point to obtain beyond mean field results for the matrix elements of the transition intensity operator (18) is its expression in terms of Cartesian bosons and the application of the Holstein-Primakoff expansion (28) and the shift transformation (29) . The obtained expression forT ± , fixing λ = 0, iŝ
If we substitute the c bosons by the a bosons via the Bogoliubov transformation defined in Eqs. (35, 36) , and we take into account that the first excited state is doubly degenerate:
|0 we obtain the following result
In this case the observable T is
This result coincides with the first order term in the expansion of the observable T in Ref.
[30] and it permits the calculation of the scaling exponent associated to this observable.
However, it does not coincide with the TDA result (23) . The next correction (order zero in N ) cannot be computed at this level and imply a more elaborate Bogoliubov transformation, including terms of a higher order than linear in the creation and annihilation operators [47] .
B. Deformed Phase
The deformed phase, which is known as the bent phase in molecular structure, is obtained for the control parameter interval 0.2 < ξ ≤ 1. The associated order parameter is r e = 5ξ−1 3ξ+1
and, consequently, λ . In this case the resulting H 0 has a different dependence in x and y
with
We apply a Bogoliubov transform to (44) , and follow the procedure defined in the symmetric case. In this case the solution (37) is valid, although the x and y components have to be treated separately. We obtain
wheren a i is the number operator for the a i bosons, with i = x, y, and
The ground state energy per boson and the first excited state energy gap are computed considering this correction with λ , and the zero energy mean field result from Eq.
where Ξ def (ξ) = Ξ x (ξ) = (5ξ − 1)(1 + 3ξ). The y coordinate contribution is a spurious Goldstone boson, associated with a ground state rotation.
As in the symmetric case, we calculate the correction to the expected value of the number of τ bosons in the ground state making use of the Hellman-Feynman theorem and the change
The last observable considered is the transition probability between the ground state and the first excited state. In this case, as explained in the mean field case, we distinguish between the T and T ′ observables.
Taking into account that the y degree of freedom is spurious, the beyond mean field expansion in the deformed phase of the transition operator iŝ
with Bogoliubov coefficients
We substitute the c bosons by the a bosons via the Bogoliubov transformation defined in Eq. (35), and we take into account that in this case the first excited state is |1 1 = a † x |0 1 . Doing so, we obtain that the matrix element of the transition operator in the broken symmetry phase is
As in the symmetric phase, the corrections that have a lower order in N cannot be extracted without applying a more general Bogoliubov approach. Up to the present order, the observable T is
In the T ′ case the relevant expectation value of the transition operators (51) is
where we recover the result calculated in the mean field limit. As in the previous case, we cannot go beyond this result with the Bogoliubov transformation (35) .
IV. COMPARISON WITH NUMERICAL RESULTS
The algebraic Hamiltonian (7) can be diagonalized numerically once an appropriate basis is defined. In the present section we compare the numerical, mean field, and beyond mean field analytical corrections. To carry out the numerical diagonalization we use the basis associated to dynamical symmetry I [16, 19] . The results obtained for the four observables under study are the following.
A. Ground State Energy per Particle
We depict in Fig. 4 the results obtained for this observable using the above mentioned different approaches. The thin dashed black line is the (N -independent) mean field result given in Eq. (12) than the pure mean field approach as the control parameter takes values closer to the critical value, ξ c = 0.2. At the precise critical value, ξ = 0.2, the corrections display a kink that is characteristic of this approach.
It is difficult to discern the difference between the numerical and beyond mean field results at this scale. To clarify the improvement obtained including the beyond mean field correction we depict in Fig. 5 the difference between numerical results and mean field and corrected mean field results for N = 40 and 400. As expected, both analytical approximations improve as N increases and, also in both cases, the derived beyond mean field correction is much closer (to order 1/N ) to the numerical diagonalization. These differences between numerical and analytical approximations follow a similar pattern to the results presented in Ref. [30] .
As shown in Fig. 5 , the computed analytical correction to the ground state energy per particle clearly improves mean field results. The difference between numerical and analytical approaches is far smaller in the beyond mean field case (full orange line) and it only gets appreciable in a very small region around the critical point. 
B. First Excited State Energy Gap
The numerical results for this observable are depicted in The analytical corrections to the mean field approach in the symmetric (39b) and deformed (49b) phases are depicted using thick orange and blue lines, respectively.
As it has been previously stated, when the critical point is crossed, the first intrinsic excitation in the symmetric region (1 1 state, green squares in Fig. 6 ) becomes a Goldstone boson in the broken phase, where the first intrinsic excitation corresponds to a two-quanta state in the symmetric region (0 2 state, orange circles in Fig. 6 ). This is in good agreement to the results published in Ref. [30] for U (2L + 1) − SO(2L + 2) transitions.
As in the previous case, the new analytical expression for the energy gap clearly improves TDA results, and adequately describes numerical results up to values of the control parameter closer to the critical point. 
C. Expectation Value of the Number Operator
Numerical and analytical results for the expectation value in the system's ground state of the U (2) number operator,n, are depicted in Fig. 7 . In Fig. 7a we show the behavior for the full range of values of the control parameter. A zoom of the region around the critical value is presented in panel (b) of this figure. In both panels, numerical results for N = 40 are represented with red circles, the thin dashed black line is the normalized mean field result (13) , and the analytical correction to the mean field approach in the symmetric (40) and deformed (50) phases is depicted using thick orange and blue lines, respectively.
As expected, the accordance between analytical and numerical results is remarkably better in the case of the beyond mean field approximation for both phases, symmetric and deformed. As for the previous observables, the discrepancy with numerical results diminishes for increasing values of N . In the vicinity of the critical point, the computed corrections (40) and (50) become singular. This divergence can be corrected by computing more terms in the 1/N expansion (30) . This has already been done for other bosonic two-level systems using the continuous unitary transformations (CUTS) approach [30, [48] [49] [50] [51] . The divergent behavior is useful in the calculation of finite-size critical exponents, as it is shown in next section. The mean field result for T ′ in the deformed region (56) is depicted in Fig. 9 , comparing the analytical results with a numerical calculation for N = 40.
The analytical result for T in the symmetric region (43) greatly improves the agreement obtained with the TDA calculation. In the case of T ′ , the beyond mean field correction cannot be calculated with the levels of theory used in the present work and its inclusion demands a non-linear Bogoliubov transformation.
V. SCALING PROPERTIES OF THE BOSONIC U (3) APPROACH
Finite-size scaling in condensed matter systems is a topic of major interest and has solid foundations since the formulation of a general theory [52] (for a review, see [53] ). More recently, in the field of nuclear and molecular structure, driven by the suggestion of a simple scale-invariant behavior for the excitation energies of nuclei at the critical point of shapephase transitions [54] [55] [56] [57] , several groups of research initiated a study of finite-size scaling behavior within the context of algebraic models, paying special attention to the second order quantum phase transition between the spherical and deformed phases of the IBM U (6) Hamiltonian [30, 31, 48, 58] .
We now proceed to derive analytically finite-size scaling exponents for the observables under study in the two-dimensional limit of the vibron model. The obtained exponent values are compared to the numerical results published in Ref. [19] . Up to our knowledge, this is the first time that finite-size scaling exponents for a U (2L) − SO(2L + 1) transition with semi-integer values of L (L = 1/2) are calculated analytically.
We obtain the scaling exponents from the derived corrections to the mean field limit of the U (3) algebraic model making use of an algorithm that takes profit of the singular behavior of the observable under study in the QPT critical point [30, [48] [49] [50] [51] . The critical behavior may not be apparent at the obtained correction order (e.g. ground state energy) and emerge only once sub-leading corrections are taken into consideration.
The starting point are the works by Botet et al [59, 60] where they closely follow the seminal paper by Fisher and Barber [52] . The system under consideration is a classical (not quantum) system of N elements, where every part of the system is coupled to the other parts, being this coupling independent of the position and nature of the interacting elements. This is call infinitely coordinated system and is somehow the classical version a N interacting boson (or fermion) system. For such a system, in the vecinity of the critical point (T c ), it is conjectured that any observable in the thermodynamical limit behaves as:
This scaling hypothesis can be extended for large, but finite, values of N , resulting in,
where F A (x) goes to a constant as x goes to infinity and behaves as
This function guaranties the appropriated behavior in the thermodinamical limit as well as a regular conduct near the critical point for finite values of N , just imposing ω a = −a/ν.
The value of ν is related with the critical dimensionality of the system.
In the case of a quantum system the scaling hypothesis is applied very much in the same way and one should assume that the critical behavior of any observable should be regular for finite N . In general one can find that the 1/N expansion of a physical quantity Φ N (ξ), near the critical point, that depends on the control parameter ξ, can be decomposed in a regular and a singular part as follows
where Φ sing N (ξ) or its derivatives diverge when ξ tends to ξ c while Φ reg N (ξ) and its derivatives stay regular. The extension of the classical ansatz (58) to quantum system, for Φ sing
where To obtain the value of ν it is necessary to make a 1/N expansion of the singular part of the observables and simply identify the variable in which the expansion is done, i.e. 1/(N Ξ(ξ) ν ).
This has been performed for different systems (U (2L + 1) models) and different observables (ground state energy, gap, spin components, etc) [30, 48, 50, 51] and in all of them it is obtained ν = 3/2, therefore the system size dependence results in Φ
Note that in the present work the value of ν cannot be deduced because only one singular term is obtained and therefore ν = 3/2 should be explicitly assumed.
If we consider, for example, the ground state energy in the symmetric phase (39a), the regular and singular components are E ), expected number of τ bosons ( n ), and the transition probability T /N .
a The difference in this case is explained by the inclusion of the regular part in the computation of the scaling exponent in Ref. [19] . See discussion in text. b This scaling exponent was not computed in Ref. [19] . See discussion in text.
with integer L values, something expected from the relation between both works pointed out in App. A.
The obtained scaling exponents for ∆ 1ph and n agree with the numerically-computed exponents from Ref. [19] , as shown in the last column of Table I , and also coincide with the asymptotic values suggested in this reference. In the cases where it has been possible to estimate the asymptotic scaling exponent to the right and to the left of the critical point, both values coincide.
Because the observables definition in the present article and in [19] is not fully equivalent, the mapping between exponents is not always direct. To facilitate the comparison we have included in the last column of Table I not only the numerical value but also the notation for the exponent used in [19] .
The difference between our result and Ref. [19] result in the case of the ground state scaling exponent stems from the lack of distinction between regular and singular components of this physical observable in the latter case. It can be easily seen from Eq. (39a) that, if the singular component of the ground state energy is not isolated, the expected finite-size scaling exponent is −1 as reported in Ref. [19] . We have performed numerical ground state energy calculations, leaving aside the regular part. The obtained results are plotted in a log-log scale in Fig. 10a , where it can be clearly noticed that the expected dependence is well reproduced.
The transition intensity scaling exponent was not numerically estimated in Ref. [19] . We have thus carried out the necessary numerical calculations to check the predicted value of 1/3. Results are depicted in the log-log plot of Fig. 10b , that makes apparent that the numerical results follow the predicted dependence with the system's size. The fit of the numerical results for N > 1000 give as a result the scaling exponent estimation in Table I, which reasonably agrees with the theoretically-predicted value.
VI. SUMMARY AND CONCLUDING REMARKS
In this paper we have investigated the U (2)-SO(3) phase transition that occurs in the U (3) algebraic approach to 2D systems. In a previous paper [19] this transition was investigated numerically and the scaling behavior with the system size of several relevant quantities was extracted. However, obtaining the finite size corrections from numerical studies is always a difficult task. In this paper we have combined the Holstein-Primakoff expansion with a Bogoliubov transformation in order to analyze both phases, symmetric and nonsymmetric, of the system so as to obtain analytically the finite size corrections for the selected observables. The analytical results obtained are valid in an interval much closer to the critical point than mean field results and improve largely the model description.
Similar studies for cases described by a spectrum generating algebra U (2L + 2) with L = 0, 1, 2, . . . were already presented in Ref. [30] . However, the present case which is the simplest with a half-integer value of L (U (3) corresponds to L = 1/2) is studied here for the first time. The analytical results for the observables discussed (the ground state energy, the gap, the expectation value of the boson number in the upper level that is considered the quantal order parameter for the transition, and the reduced transition probability between the first excited and the ground states) provide specific finite size corrections for all the observables studied. The results for the finite size corrections numerically obtained in Ref.
[19] are consistent, after reinterpretation of the calculations in some cases, with the analytical results presented here.
Hamiltonian was used
whereP ′ is the pairing operator used, which is related to the SO(2L + 2) Casimir operator, defined asP
L † µ creates a boson in the excited L level with projection µ, while L µ destroys it. The total number of bosons N = n s + n L is a conserved quantity. All systems cited and worked out in that paper had L integer values: L = 0 corresponds to the Lipkin model, L = 1 is the molecular vibron model, L = 2 is the nuclear interacting boson model, etc. One can realize that the finite-size corrections obtained for the present U (3) model are identical to those obtained with the formalism presented in Ref. [30] if a half integer L = 1/2 angular momentum for the upper level is selected and an appropriate change in the control parameter is made. In this appendix, we would like to show that the Hamiltonian (A1) can be rewritten as the U (3) Hamiltonian (7) and that the results presented in Ref. [30] can also be used for L half-integer.
In our case the Hamiltonian readŝ
With the definitions ofP , Eqs. (6, 5) , and defining
after some algebra the SO(3) pairing operatorP (6) can be written aŝ
so asĤ isĤ = ε (1 − ξ)n + ξ N − 1 P † τ P τ + P † σ P σ + P † τ P σ + P † σ P τ .
It is straightforward to see that (A1) and (A12) are similar. In fact it can be shown that H ′ can be written as
with the change
Comparing (A12) and (A13) it is evident that, apart from a global scale 1 3ξ+1
, they are identical except for a couple of signs that correspond to the selection of different pairing operators: in Ref. [30] the pairing (A2) is used, while here we use the pairing (A11). Apart from a global numerical factor absorbed in the change of the control parameter, both selections correspond to different SO(3) realizations, usually called SO(3) and SO(3) in the literature [19] . These two algebras are isomorphic and a consistent treatment provides the same results for all matrix elements in the model and, consequently, leads to the same spectra and relevant observables. Thus, the U (3) Hamiltonian used in this paper is a particular case of the boson pairing Hamiltonian used in Ref. [30] and we have demonstrated here by an alternative method that finite N effects calculated in Ref. [30] are also applied to the case of L half integer, L = 1/2, with the change (A14), and describe properly the shape phase transition in the two-dimensional limit of the molecular vibron model. 
