A many-body system with co-existing attractive and repulsive interactions is considered on a ring. The competing interactions generate a frustration similar with the one existing in Correlation Clustering (CC). The optimal mechanical equilibrium is searched by molecular dynamics simulations. As a function of the disorder quenched in the interactions, the system exhibits the same phase-transition, as the one recently reported in correlation clustering. The considered system can be viewed as a continuous approach to the otherwise discrete CC problem. The molecular dynamics approach to the characteristic phase-transition is computationally much more efficient than the classical optimization methods used for the NP hard CC problem.
Introduction
Correlation clustering (CC) 1,2,3 is an NP hard optimization problem, interesting for many social, economic and computer science applications. At a first glance the problem looks quite simple: given a fully connected network (graph) where the links between the vertices can be either positive or negative the goal is to find an optimal number of clusters and than to produce a clustering of the vertices that maximizes the number of positive edges within clusters and also the number of negative edges between clusters. In laymen terms, given a society where the actors have positive or negative propensities relative to each other, find an optimal grouping of them, so that the fixed propensities are satisfied in the best possible manner. It is easy to realize that finding the optimal cluster structure is a difficult task, since in general the system is frustrated and there is no perfect solution where all links are satisfied. Given for example three actors interconnected with two positive and one negative link there is no cluster structure that would satisfy all propensities. The problem is similar in some sense with the well-known Sherrington-Kirkpattrick spin-glass problem 4 , where randomly, positive and negative exchange interactions are considered between the globally interconnected spins, and one looks for the global energy minima of the system. Computationally, CC is even harder, since in the spin glass system the number of possible spin orientations (which corresponds to the number of considered clusters) is fixed from the beginning. In contrast with this in the CC problem the number of clusters is not known in advance and it is a variable that has to be also optimized.
The reason for which the CC problem is interesting for the physics community is that the problem resembles the infinite-range p-state Potts glass 5, 6, 7, 8, 9, 10, 11, 12, 13 and exhibits an interesting phase-transition like phenomena 14 . To prove this one can formulate the problem mathematically, defining a cost-function, K, (a kind of energy of the system) that increases with +1 whenever two conflicting actors are in the same cluster or two actors which have a tendency towards collaboration are in different clusters. The cost function writes as
where σ(i) denote the cluster to which actor i belongs, and J ij = ±1 represents the link between actor i and j. In the following let us denote the density (probability) of positive links by q (q ∈ [0, 1]). One immediately realizes that for a given distribution of the links the second sum in Eq. (1) is constant and the cost function writes in a form rather similar with the Hamiltonian of the infinite-range p-state Potts glass:
Solving the CC problem in the most general case is equivalent with minimizing the cost-function given in Eq. (2) . In a recent work 14 it has been shown that although the cost-function resembles the Hamiltonian of the infinite-range p-state Potts glass, the two problem does not have the same thermodynamic limit, and in the thermodynamic limit (when the number of actors is infinitely large) the CC problem defined by Eq. (2) has a quite simple solution. Whenever the number of positive links exceeds the number of negative links (q > 0.5), statistically the optimal solution is to make one big cluster, and when the number of positive links exceeds the number of negative links (q < 0.5) statistically the optimal solution is to put each actor in a separate cluster. One can define the order parameter for this problem, r, as the relative size of the largest cluster for the optimal cluster structure 14 . The r(q) curves (averaged over all possible quenched disorder in the J ij values), shows a clear topological phase-transition like behavior. In the thermodynamic limit one gets r = 0 for q < 0.5 and r = 1 for q > 0.5. Although the thermodynamic limit seems simple, the practically interesting case for a finite number of actors is rather complicated. In such cases the nontrivial shape of the r(q) curves can be approximated by using numerical optimization techniques like: numerical renormalization, simulating annealing 15 or extremal optimization 16 . All these methods are computationally rather costly ones, and thus only systems with relatively small number of actors (usually less than 100) can be studied with a good statistics in a reasonable computational time.
Here we consider a mechanical approach to this interesting phase-transition like phenomenon. A simple dynamical system closely related to CC is defined. Performing simple molecular dynamics simulations 17, 18 we prove the existence of two distinct phases in the thermodynamic limit. By this approach we study a continuum limit of the original CC problem, which seemingly does not alter the shape of the r(q) curves for infinite system sizes. In contrast with CC, this method has the advantage that on PC type computers large ensembles can be studied in reasonable computational time. The method is also useful for studying finite-size effects in the shape of the r(q) curves. It does not offer however a solution to the original CC problem, since the particles are not divided in separate clusters.
The Molecular Dynamics approach
The Molecular Dynamics (MD) approach to CC is straightforward. Let us consider N particles placed on a ring with unit radius, and interacting globally through forces that decay exponentially as a function of the inter-particle separation distance. The force acting between two agents i and j is considered as
where k and C are fixed constants, x ij is the separation distance measured along the ring (considering the shortest section), and J ij = ±1 is the link between them. In each time moment the resultant force, F i acting on each agent is computed:
Agents will follow an over-damped motion, assuming in each dt time step a dx i = F i dt displacement in the direction of the resultant force. Particles are consid-ered point-like and transparent, they can freely pierce through each other and an arbitrary number of them can occupy the same position in space. Due to the presence of the attractive and repulsive forces the system is in general strongly frustrated and the energy landscape is complex with several deep local minima. As a result of the simple molecular dynamics approach the system relaxes to one of its local equilibrium, which of course might not be the optimal one. By applying randomly distributed and oriented F rand i forces (uniformly distributed in a F rand i ∈ [0, F rand max ] interval) from time-to-time we shake up the system and relax it again. After several shakes we hope to reach a deeper equilibrium and finally relax the system to the global minima. At this point the order parameter is calculated.
The order parameter, w, characterizes the degree of alignment in the system. When the agents are uniformly distributed on the circle its value is 0 and when all of them are in the same point, its value is 1. The order parameter is computed in the following manner:
• for each agent, i, we define a unit length phase-vector r i , which has its origin in the center of the ring and the end-point is positioned at agent i.
• a kind of projection of all phase-vectors on the other ones is defined. The projection of r j on r i , p ji is defined as: p ji = r j r i , if the angle, φ ji , between them is smaller than π/2 (φ ij < π/2), otherwise p ji = 0.
• the sum of all projections, p i = N j=1 p ji , on all phase-vectors are calculated.
• the maximal p max = max i {p i } value is selected and the order parameter is defined than as
where the smallest possible value of p i , corresponding to the situation when all agents are equally distant from their neighbors was denoted by p M IN .
It is immediate to realize that this order parameter has the right behavior. When the agents are uniformly distributed on the ring p max = p M IN and consecutively w = 0. When all agents are at the same coordinate, p max = N , leading to w = 1.
By repeating the same relaxation procedure several hundred times and by considering also several hundred different distributions of the J ij links (with the same q density of the + links) we determine an average order parameter r =< w > for each q value, constructing numerically point-by-point the r(q) curve.
One can view the presented method as a continuum approach to some features of the CC problem. The allowed continuous coordinates of the agents is helpful for partially lifting the frustration level in the original discrete cluster restriction, and thus to obtain a better equilibrium configuration in less computing time. As emphasized already, by this method one does not solve the CC problem, since the agents are not grouped in discrete clusters. The method allows only a simple estimation of the degree of ordering in the system by defining a proper order parameter. As it will be shown in the next section the method is helpful for proving once again the interesting geometrical phase-transition like phenomenon predicted for CC 14 .
Optimal model parameters
The adjustable parameters of the model are the C and k constants in Eq. (3), the dt time-step, the rate at which random shaking was applied and the maximal possible value, F rand max , of the random shaking force. The time-step for MD was fixed to dt = 0.01 units and we also fixed F rand max = 20. The value of C is considered as unity in the beginning and can be globally adjusted (reduced) during simulation, so that the largest value of the F i forces should not exceed 5 units and should not be smaller than 1 unit (displacements of the agents during one steps should not be too large or too small). Parallel update of the positions of the agents is considered. Initially 10 3 transient time-steps are simulated to heat-up the system and after this in each 100-th time-step we apply a random shaking. In total 10
4 time-steps are considered, after which the order-parameter is computed. For a given J ij bond distribution the whole process is repeated at least one hundred of time. A second average on the disorder is performed by generating hundreds of different J ij bond distributions with the same q density of the positive bonds. The estimated order-parameter r(q) is an average over both the different relaxation procedures and different J ij bond distributions. Estimating the optimal values of k in Eq. (3) is also not a trivial task. Choosing the value of k too large will result in rapidly decaying forces and localized interactions. In such manner the problem gets widely different from the original one, since the interactions between far-away agents is neglected and the complexity of the problem is much reduced. This is nicely illustrated in Fig. 1 , where for large k values one will totally miss the characteristic phase-transition in r(q). Choosing the value of k too small is again not appropriate since in this case the energy landscape of the system gets very complex with many local and deep energetic minima. The complexity of the problem becomes similar with the original CC problem, and the proposed algorithm is less efficient. Too many simulation steps are needed to reproduce the characteristic shape of the r(q) curves. Our simulations suggest (Fig. 1) that the characteristic phase-transition is nicely observable for k < 0.01.
Results
After choosing the MD simulation parameters as suggested in the previous section one can reproduce the phase-transition observed in CC 14 . A visual simulation exercise (the applet can be found at Ref. 19) will convince us that the MD method is appropriate to reproduce the expected clustering (Fig. 2) . Choosing q = 0 (all interaction parameters J ij = −1) will result in an equilibrium configuration where the agents are uniformly distributed on the ring (Fig. 2a) . By increasing the density of the positive links clusters of agents will begin to form (Fig. 2b, q = 0. 2), and these clusters will become larger as q is further increased (Fig. 2c , q = 0.8). Simulation results for the averaged order parameter, r, as a function of the q density of the positive links and various system sizes, N , are plotted in Fig. 3 . The curves show the same trend as the ones obtained by simulated annealing and extremal optimization techniques for the CC problem 14 . Finite size effects are clear and predict for the N → ∞ limit a phase-transition at the q c = 0.5 critical point. As it is observable on Fig. 3 , the r(q) curves for different system sizes intersect each-other at q = 0.5, suggesting thus a trivial finite-size scaling for the critical point.
As Fig. 3 suggests, by the considered MD approach quite large systems can be investigated. Simulation results presented here were obtained on PC type computers in less then one week of simulation time. For the original CC problem we could study only systems up to 100 agents. The simulated annealing and extreme optimization techniques needed months of computing on a cluster formed by 10 PC type computers. Fig. 3 . The order parameter, r, as a function of the q, density of positive links for various system sizes, N . The inset in the graph is a magnification of the area in the box.
Conclusions
The results obtained in our MD approximation are in excellent agreement with the ones previously reported for the phase-transition like behavior in correlation clustering 14 . Finite size-effects are clear and from these we predict two distinct phases in the thermodynamic limit, separated by the q c = 0.5 critical point. The present approximation is computationally more efficient for computing the shape of the r(q) curves in CC than the previously used simulating annealing or extremal optimizations methods. As a result of this, quite big systems can be studied in reasonable computational time. The studied problem can be considered as a continuum approach to the otherwise discrete cluster optimization. It does not solve the NP hard correlation clustering problem since the optimal cluster structure is not determined. Apart of the obvious connections with correlation clustering, the considered MD problem is interesting by itself for the physics community. One can imagine real physical systems with complicated inter-particle interactions, where
