The article is concerned if the cultural background of nonnative raters could lead to substantial differences in the assessment of students' oral performances during the national examination in the English language in Estonia. The discussion involves the analysis of the ratings of twenty video-recordings of oral proficiency interviews by two rater groups of the Estonian and Russian origin, and a questionnaire study investigating rater perceptions of the national examination. Despite the lack of any marked cultural bias being displayed in the raters' behaviour, the results of the study reveal a number of significant differences in their perceptions of various aspects of the national examination as well as their own behaviour during the rating process.*
Introduction
The assessment of oral proficiency interviews can rarely be error-free as scores assigned to test takers are based on a reflection, not only of the quality of a candidate's performance, but also of the qualities of the rater (McNamara 2000: 37) . Extensive research into rater behaviour indicates different factors affecting the variability in raters' judgements, such as severity, i.e., how severe or lenient a rater is (Lumley, McNamara 1995 : 56, Bachman et al. 1995 , consistency in assessment (Wigglesworth 1993 : 308-309, Luoma 2004 , variety of perceptions of what constitutes speaking proficiency (Pollitt, Murray 1996 , Fulcher 2003 , educational level, i.e., whether the rater is a teacher or a professional rater (Brown 1995 , Fulcher 2003 : 142, Pajupuu 2007 and linguistic background, i.e., whether the rater is a native or a non-native speaker (Brown 1995 , Winke et al. 2012 .
While most of the studies on raters' behaviour concentrate either on their linguistic background or professional experience, little attention has been paid to non-native rater variation, although some cultural variability has been detected in interlocutors' handling of oral proficiency interviews in E. Alas' doctoral thesis (2010) . In addition, cultural variation may be observed in the diversity of communication styles, talk distribution, or turn-taking patterns (Tannen 1984 , Trompenaars 1994 . In other words, communication styles reflect cultural values and the different ways in which interpersonal relations are believed to be achieved best (FitzGerald 2003: 79) . Hence, the concept of cultural validity, as a form of test validity, has recently been introduced to link cultural and linguistic factors to test takers' assessment outcomes (Abedi 2011) . Based on the differences in value dimensions as well as communication styles between the two cultures, where Estonian culture is characterised as an individualist, small power distance and low uncertainty avoidance culture, as contrasted to Russian culture with its collectivist, large power distance and high uncertainty avoidance orientations (Hofstede 1997 , Pajupuu 2001 , it is possible to assume that the raters' ways of thinking that permeate their culture and predisposed notions of what good language proficiency constitutes may also influence their rating behaviour, thus calling into question the reliability of test results. Moreover, serious doubts have lately been raised by INNOVE, the former National Examinations and Qualification Centre of Estonia, as to rater validity and reliability in oral proficiency interview results of Russian-based school learners, as compared to their much lower scores in the other parts of the national examination in English (Kriisa 2012: 27) .
In view of the absence of relevant studies conducted in Estonia the following research hypothesis was formulated: the conduct of the two non-native groups of Estonian and Russian raters in the oral part of the national examination in English in Estonia will display culture-related differences in their rating process that may in turn affect the candidates' scores.
Method and participants
As a rule, raters involved in the speaking test of the national English language examination in Estonia are practising teachers who have undergone standardised assessor training. The speaking test to be marked comprises an introduction (not rated), a monologue and follow-up questions (task 1) and a role play (task 2). The marking scale for speaking consists of four categories (communication, vocabulary, grammar, and fluency & pronunciation) in terms of which the language produced by a candidate is described (REKK 2008) . The marking scale has six levels of language proficiency with the descriptors of what the candidate is supposed to be able to express under each of the abovementioned four categories. The minimum score for each of the criteria is 0, and the maximum score is 5 points. The maximum total score that can be assigned is 20 points. The candidate's final mark represents a sum total of all the aforementioned categories. However, for the sake of the current study the raters were required to evaluate both speaking tasks -a monologue and a role play -separately, although only one grade is usually assigned for the speaking test. 18 raters were randomly selected from Estonian and Russian-based schools to mark 20 video-recordings of oral proficiency interviews produced during the national English language examination of 2012 within the framework of the Estonian Science Foundation Grant No 9037. Most of the teachers participating in the study had an assessment experience in the national examination, the length of service ranging from 2 to 18 years. Out of 18 assessors, only 4 (2 Estonians and 2 Russians) were short of relevant experience. As to their teaching experience, the length of service of the Estonian teachers ranged from less than 5 years to more than 15 years, while the Russian teachers had mostly more than 15 years of service.
Although 7105 students participated in the national English language examination in the spring of 2012 (Kriisa 2012: 3) , the choice of the material for the study was limited as the video-recordings were made only with the written consent of all the parties: a candidate, an interviewer and a rater. Thus the permission for recording was obtained only from 20 Estonian 12th-formers studying in one Tallinn and two Harju county secondary schools. In spite of the absence of Russian test-takers, which is a drawback of the present study, the recorded performances represented all levels of oral proficiency in English with the students' scores ranging from the highest to the lowest ones. The database of 20 video-recordings comprises 300 minutes of interview time in total. The recordings as well as the raters were assigned letter-codes and numbers in a random order: Clip1 to Clip20 for the recordings, E1 to E9 for the raters from Estonian-based schools and R1 to R9 for the Russian-based ones. All the participants were female and non-native speakers of English.
In order to elicit more data about the raters' attitudes to and their behaviour during the assessment procedure, a questionnaire study was implemented among the same participants. The data obtained from the Estonian and Russian raters' assessment sheets and questionnaire forms were analysed with the aim of establishing any distinctive differences in the assessment of the aforementioned cultural groups. This was further analysed by statistical methods (ANOVA, the 95% Confidence Interval for Mean, Chi-Square Tests) to ascertain if the collected variations were statistically relevant.
Discussion and results
The section presents the findings of the two research instruments obtained from the assessment of the oral performance of 20 test-takers by the two rater groups, and a questionnaire study conducted among the same assessors.
Assessment of oral proficiency interviews
The results of the assessment of each task of the speaking test are analysed by means of juxtaposition of the ratings of the two cultural groups to discover any differences in the respective assessment procedures.
3.1.1. Monologue and follow-up questions (task 1)
The analysis of the marks assigned for the first task is based upon the four criteria of the marking scale (REKK 2008) . Table 1 below reflects the mean scores assigned for each aspect of the monologue, these slightly exceeding 4 points. Although no statistically significant differences were revealed in the distribution of the scores afforded for the candidates' communication skills and fluency & pronunciation, since more than 55% of the 20 performances received the highest scores for these aspects, there is slight variation in the raters' opinions as regards the candidates' grammar and vocabulary usage, this demonstrating the respective raters' different perceptions of what constitutes good knowledge of grammar or vocabulary. The Estonian raters were more reluctant to award either the lowest or the highest scores for these aspects. Only 29% of the test-takers received the highest score for their grammar by the Estonian rater group, whereas with the Russian group the number of such candidates rose to 41%. The scores for vocabulary usage were 32% and 47% respectively. More controversy emerged in connection to three recordings (Clip2, Clip9, and Clip11) where the highest scores assigned by the Russian rater group were in marked contrast to those of the Estonian group, the latter evaluating the same students as hesitant speakers with a limited choice of vocabulary and grammar (mark 3).
Despite having different perceptions of the proficiency level of some of the candidates (these being statistically irrelevant), both rater groups emphasized in their notes the importance of a logical structure and varied vocabulary choice in a monologue.
Role play (task 2)
Similarly to the rating of monologues, the mean scores for the second task do not reveal any statistically significant differences, these being even between the two groups while assessing communication skills and fluency & pronunciation, and slightly higher for lexis and grammar usage with the Russian raters (see table 2 ). The same divergence of opinions exists in the assessment of grammar and lexis here: a smaller number of candidates received the highest scores from the Estonian raters. In comparison to the Russian assessors who awarded 56% of the students with the highest score for their vocabulary, the Estonian raters considered 41% worthy of this mark. With grammar assessment, the percentages were 36% and 26% respectively. Yet the frequency of awarding the lowest score for the candidates' role playing was higher with the Russian raters, as up to 8 % of the candidates received only 1 point for any of the criteria in the marking scale, whereas with the Estonian assessors it was only 3%.
To sum it up, both rater groups share similar perceptions about the candidates' good role playing performance in their notes, emphasizing the presence of both the introduction and conclusion to the role play, natural turn-taking patterns and question formation skills.
The total scores for oral proficiency interviews
After the points for both tasks had been awarded, the raters were to decide upon the final scores. As can be seen in table 3, there are no obvious differences in the mean scores of the two rater groups. Although no apparent severity or leniency is exposed in their behaviour, the results still show that the Russian assessors tended to give slightly higher points for each category, hence their total mean score (17.27) is slightly higher than that of the Estonian raters (16.96). The 95% Confidence Interval for Mean does not, however, show any notable discrepancies between the groups. As to the frequency of awarding minimum and maximum points, the Russian raters were more critical of the candidates' communication skills and vocabulary usage by giving the lowest mark for these, whereas the minimum score assigned by the Estonian raters for the same categories was 2 points. In case of fluency & pronunciation, the score distribution was the reverse: 1 point received from the Estonian raters and 2 points from the Russian ones (see table 4 ). The score distribution between the rater groups was also analysed with respect to their work experience as a national examination assessor and the length of service (see table 5 ). The analysis of the variance does not reveal any significant differences between the awarded scores and the rating experience. However, there is statistically relevant correlation (according to the 95% Confidence Interval for Mean) between the rater's teaching experience and the score awarding for fluency & pronunciation. The mean score (4.23) assigned by less experienced raters with less than five years of service was the lowest in comparison to that of the more experienced teachers. The scores assigned by the most experienced raters with more than 15 years of service was higher (4.44) than the previous group's but lower than that of the participants with 6-10 and 11-15 years of teaching (4.55). Less experienced raters (with 6-10 years of service) tended to give higher scores (3 points) for what the most experienced teachers (with more than 15 years of experience) afforded only the minimum amount of points (1 point), which resulted thus in the confusion, on the part of the former group, while distinguishing between a hesitant speaker and a very laconic speaker, (see REKK 2008) and unfair grading of such learners.
Questionnaire study results
The aim of the questionnaire study was to elicit data about the assessors' opinions of the quality of the existing marking scale (i.e., whether it needed any further improvement), of the assessment of various aspects of a candidate's oral performance (i.e., the effect of a candidate's accent on the rating, the importance of content, pronunciation, lexis, fluency and grammar use in a candidate's output) as well as of their own rating behaviour (i.e., the existence of any distracting factors affecting the rating, interference of a rater's cultural identity with the assessment, effect of a test taker's self-confidence, willingness for cooperation with the interlocutor, display of interest in the topic, etc.). In addition, the participants were required to provide background information about themselves, as to the length of service as a teacher and national examination assessor, and whether they experienced any need for further improvement of their rating skills.
The raters' impressions of the marking scale
When asked about the raters' perceptions of the existing marking scale for speaking, a notable variance between the two rater groups is exposed in their need for further improvements.There are statistically relevant differences between the groups: 89% of the Estonian raters and only 11% of the Russian ones were in favour of further improvements (see table 6 ). Unlike their Russian colleagues, the majority of the Estonian raters criticized the existing marking scale for lack of proper criteria in assessing speaking and of appropriate levels for each category. The most controversial aspects in the rating scale referred to the ambiguity in the terms like occasional mistakes, an independent speaker versus a good speaker, and communication versus fluency (see REKK 2008) . In other words, the raters felt that some assessment criteria seemed to overlap. The participants also complained of the difficulties while applying the same criteria to assess both the monologue and role playing. Finally, both groups were also highly critical of the existing marking scale -67% of all the participants doubted its validity.
Factors affecting the raters' behaviour
The research reveals that even after having passed standardised assessor training 78% of the interviewed raters admitted the presence of a number of factors disturbing the assessment process, in terms of either tasks or procedural matters.
The first objection raised concerns an obligation to record oral proficiency interviews. According to rater R6, this distracts not only a candidate but also an assessor/interviewer who has to worry about the quality of the recording.
In connection with the tasks, the raters opted for more variability in the question and answer section, as sometimes student cue cards contain prompts that are difficult to match with the answers in the interviewer script, this resulting in awkward interaction between the candidate and the interviewer, which is difficult to assess.
The participants were further asked whether their cultural identity may interfere with the assessment process. 94% of all the respondents denied this.
Based on the research by Winke et al. (2012) , the raters were also inquired of a possible effect of a candidate's accent on the rating. Strangely enough, neither the Russian (89%) nor the Estonian (67%) rater group had ever experienced such an influence, which may be accounted for by the respondents' insufficient experience with various learner accents. However, both rater groups claimed to lower their marks in case of serious miscomprehension occasioned by a test taker's strong accent.
Next, it was hypothesized in the study that both rater groups may be affected by factors outside the marking scale, such as their preconceived impressions of what constitutes good speaking proficiency. assessment process. 94% of all the respondents denied this.
Next, it was hypothesized in the study that both rater groups may be affected by factors outside the marking scale, such as their preconceived impressions of what constitutes good speaking proficiency.
The influence of preconconceived understanding of language proficiency levels on the candidates' assessment (x-axis: nationality, y-axis: percentage of raters) Figure 1 demonstrates slight balance in the opinions of the Estonian rater group where 56% denied and 44% admitted of their rating behaviour being affected by some preconceived understanding of different speaking proficiency levels. The majority of the Russian group denied (78%) such an influence, as only 22% admitted its effect. Some raters were concerned in their notes about their tendency to compare candidates against each other, rather than checking a candidate's skills against the marking scale criteria.
This part of the questionnaire contained closed-ended questions as to which features of the test takers' ability (content, pronunciation, lexis, fluency, grammar) may affect the scoring process. Figure 1 demonstrates slight balance in the opinions of the Estonian rater group where 56% denied and 44% admitted of their rating behaviour being affected by some preconceived understanding of different speaking proficiency levels. The majority of the Russian group denied (78%) such an influence, as only 22% admitted its effect. Some raters were concerned in their notes about their tendency to compare candidates against each other, rather than checking a candidate's skills against the marking scale criteria.
Features of the candidate's language and the rater's behaviour
This part of the questionnaire contained closed-ended questions as to which features of the test takers' ability (content, pronunciation, lexis, fluency, grammar) may affect the scoring process.
Both rater groups (66% of the Estonians and 44% of the Russians) regarded the content to be the most essential aspect in assessing students' oral performances. Next, a wide range of vocabulary was appreciated by 56% of the Estonian raters and 33% of the Russian ones. Strangely enough, the presence of a candidate's proper pronunciation skills was ignored by both group. As to the importance of fluency and grammar, the variance analysis ANOVA demonstrates statistically significant differences between the two groups (see table 7 ). The mean degrees of the importance of fluency and grammar are 4.000 and 2.56 respectively within the Russian group, thus grammar being emphasized over fluency by them. This means that if a candidate is not able to maintain the flow of speech but nevertheless uses correct grammar structures, this will have no effect on the rater's judgements. In the Estonian group, the figures are 2.833 for fluency and 3.78 for grammar, with fluency being stressed over grammar (see table 7 ). Furthemore, none of the respondents within this group considered fluency to be the least essential aspect in assessing the speaking skill, whereas 33% thought of grammar as the least important in a candidate's output. Thus the rating of fluency and grammar knowledge in oral proficiency tests is affected by the assessors' cultural background. The raters were further inquired about the most distracting factors in a candidate's speech, such as mispronunciation, hesitation, self-repetition, limited vocabulary choice and grammatical inaccuracy. Contrary to the similarities in the attitude of both groups towards mispronunciation, hesitation and repetition, statistically relevant differences between the groups emerge only with respect to a candidate's vocabulary choice. In contrast to the Russian raters (22%), the Estonian ones (66%) are highly distracted by a candidate's limited wordstock (see table 8 ). Obviously those candidates whose vocabulary usage is restricted will not obtain high scores from the latter group, notwithstanding a high level of proficiency in the other aspects of their speech (e.g., pronunciation, grammatical accuracy).
Although the data about the last category of the distracting factors, i.e., ungrammatical forms, show no statistically relevant differences between the two cultural groups, the Russian participants admitted this distraction in 56% of all cases. Conversely, the Estonian raters with the same response were represented by 78%. Such a high percentage of the raters admitting the distraction of grammatical inaccuracy seems inconsistent since most of the raters had claimed earlier of the prevalence of content over grammar in assessing the speaking skills. Finally, the study aimed at analysing whether the raters' impressions may be affected by the following aspects in a candidate's performance, such as the candidate's self-confidence, display of interest in the topic, willingness to interact with the interlocutor, elaboration on one's ideas, and personal response. There were no statistically relevant differences between the groups, apart from the candidate's willingness to interact with the interlocutor. Contrary to the Russian raters (56%), all the Estonians (100%) regarded the test taker's lack of communication strategies as detrimental to his or her positive assessment (see table 9 ). This may refer to Russian assessors' willingness to overrate test takers in spite of a lower level of their communication skills. The statistical analysis confirms the significance of this discrepancy between the two cultural groups. 
Conclusion
The present research is a first attempt to compare the behaviour of the two cultural groups of non-native raters within the context of rating oral proficiency interviews of the national examination in English. The analysis of the assessment of 20 video recordings by 18 Estonian and Russian raters as well as the questionnaire study confirmed the hypothesis to some extent. In spite of the absence of statistically significant differences in the scores awarded by both groups, the Russian raters tended to assign the highest as well as the lowest points for the four criteria (communication, vocabulary, grammar, and fluency & pronunciation) of the candidates' performance more frequently than their Estonian colleagues. The research revealed significant correlation between the raters' teaching experience and their severity of rating: the assessors with less than 5 years of experience were the strictest in assessing a candidate's fluency & pronunciation while the raters with 6-10 and 11-15 years of service were the most lenient, awarding the highest points for the same criteria.
The data obtained from the questionnaire study refers to the following statistically relevant differences in the perceptions and behaviour of the two rater groups: a) attitude towards the existing rating scale, since the Estonian group was in favour of some improvements to make the rating process more reliable, whereas the Russian one exposed no need for that; b) perception of the degree of relevance of fluency or grammar in the assessment, as the Russians emphasised grammar knowledge over fluency, and the Estonians attached more importance to fluency rather than to grammatical accuracy; c) perception of the most distracting factors in rating oral proficiency interviews, since most of the Estonians (66%) were disturbed by the candidates' limited vocabulary choice, whereas only 22% of the Russians found this distracting; d) attitude towards the candidate's interaction skills where all the Estonians (100%) admitted that their perception of a test taker's fluency and communication skills is affected by his or her ease of interaction with the interlocutor, and the proportion of the Russian raters sharing the same view comprised only 56%.
In view of a number of statistically insignificant differences in the raters' behaviour that emerged in the course of the research, it is difficult to claim whether the elicited differences between the two rater groups may be attributed to their cultural background, or whether they are the result of a limited number of the participants.
Nevertheless, the findings of the study provide valuable insight into rater behaviour which is imperative for developing valid testing tools, training raters and generating sound test results.
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