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ABSTRACT
The increasing penetration of wind turbines, photovoltaics (PV), fuel cells,
microturbines, cogeneration, energy storage systems, and other Distributed Energy
Resources (DER) presents both challenges and opportunities for distribution systems. A
deep understanding of the characteristics of those devices, as well as accurate modeling,
are essential to plan, design, and control modern distribution grids.
The objective of this research is to define data-driven modeling techniques that
allow capitalizing on the results of Hardware In the Loop (HIL) and Power Hardware In
the Loop (PHIL) testing by creating models of the devices under test (DUT) –also for
closed-source, proprietary systems– using the collected data. For the development of datadriven models, we used Artificial Neural Networks (ANN) and Fast Fourier Transform
(FFT) to parameterize pre-defined model structures. We demonstrated the proposed
approach using three PV micro-inverters, the proposed approach handles the nonlinearity
of a full range grid voltage (0.88-1.10 p.u), not just under the normal grid voltage, including
burst mode. No prior knowledge of internal components, structure, and control algorithm
is assumed in developing the model. Results show the effectiveness of the approach, which
is particularly suitable to model DERs.
As a part of this research, we also would develop an approach to model DERs
during abnormal grid conditions. The model will be parameterized by a set of automated
PHIL tests. We verified the viability of our approach characterizing micro-inverters from
three different manufacturers. It was found that it is possible to develop an approach to
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mimic the behavior of the internal protection system of microinverter during abnormal grid
voltage, without prior knowledge of intimate control algorithms or hardware configuration.
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CHAPTER 1
INTRODUCTION

1.1 Background
In the year 2050, about 86% of the electricity produced globally will come from
renewable power generation. Solar and wind, as renewable energy resources, are expected
to share 60% of electricity generated globally [1]. The remaining generation will be based
on coal, oil, gas, and nuclear power. This signifies a sharp increase in the total energy
production of renewable power from 25% in 2017 to 86% in 2050. The projected increase
has attracted the attention and concerns of industries, utilities, and academia. There are
many challenges which may be considered as shortcomings in the production of renewable
power. Several concerns are the possible adverse effects on power quality (harmonics,
power factor, dc injection, and voltage flicker), reliability, protection, control, and the
stability of distribution grids [2]. Therefore, the scope of research in the field of renewables
today need to concentrate on these aspects.
Distributed Energy Resources (DER’s) are a source of renewable power generation.
Sources such as solar photovoltaic (PV) and small-scale wind turbines can be installed at
the distribution power level for households or buildings. The explosive growth in DER’s
across the U.S in the next five years will have the same challenges as mentioned above.
Grid code IEEE 1547 has been modified to clarify the role of DER’s in the network.
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In the future, DER’s will dominate the generation of power as a source of renewable
energy. Therefore, the question of the impact DER’s will have on the grid continues to be
a much-debated topic in academic and utility communities.
1.2 Motivation
The need for testing, characterizing, and modeling DERs is essential to serve the
study of the impact on the electrical grid. Detailed models of these devices based on internal
components, structure, control algorithm, and protection are rarely available to use. The
need for modeling DERs - commercial photovoltaic microinverters in our case - without
knowing the designs is an essential issue for grid integration studies in a safe and flexible
environment.
Building a laboratory power system to characterize and test the effect of these
devices is not only prohibitive due to space, safety, and reliability concerns but would also
be significantly limited and not enable to support the wide range of necessary grid testing
scenarios. Power hardware in the loop (PHIL) provides the needed flexibility to safely and
reliably test electrical power systems in a time convenient way. The cost, space, and time
are reduced by using and implementing PHIL in the broad scope of testing and
characterizing DERs.
As mentioned before, models of DERs provided by the manufacturer are rare, and
the inaccuracy of user-generated behavioral models limits the validity of the performed
simulation-based system-level studies. By implementing the right setup for PHIL, it is
possible to collect data and develop accurate, device-specific DERs models. The model
will develop from the data (called a data-driven model) that would be valid over the range
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of operating conditions tested. Developing the model will enable more reliable studies on
the impact of the DERs on distribution grids.
1.3 Research Problem
Given the overall goal of developing accurate –unnecessary detailed– models of
DERs, first of all, it is necessary to define methodologies to develop models for
Distributed Energy Resources under the assumption that no prior knowledge of internal
components, structures, and control algorithms. The developed models should support
steady-state and quasi-state analysis, but its range of validity should not be limited to
analysis at the fundamental frequency, but it should also support harmonic studies. In the
case of the Device Under Test (DUT) considered in this work, this means that the model
should also include an operation under burst mode.
The models should also consider the nonlinearity associated with a wide range of
operating grid voltage (0.88-1.10 PU) coherently with the operational requirement
indicated in the IEEE1457 and not just under idealized grid conditions as the majority of
previous works [3]–[10].
Lastly, the models should also emulate the behavior of the DER during abnormal
grid conditions accurately mimicking the behavior of the internal protection systems. This
last point is particularly important to support power system analysis over a wide range of
operating considerations when –for example- the disconnection of a generator due to an
under frequency situation may have a strong impact on the study. In this context, the
standard IEEE1547 can again provide a guideline to develop the model, but an accurate
parametrization using PHIL tests is still necessary to obtain accurate models.
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1.4 Research Objectives
The objectives of the research are as follows:
1. Develop a safe environment –based on Power Hardware-in-the-Loop (PHIL)
methodologies- for analyzing, testing, and characterizing a device under test (low
power grid-connected converters for distributed energy resources) in a laboratory
environment.
2. Develop a purely empirical (data-driven) static approach for modeling a DUT. No
prior knowledge of internal components, structure, and control algorithm behavior
in developing the model. The proposed approach will contribute to filling the gap
that the industry currently lacks in detailed modeling information for distributed
renewable energy sources.
3. Develop a model of DUT that is valid under abnormal grid conditions (abnormal
voltage) to detect and respond to the stated abnormal grid conditions (abnormal
voltage) to mimic the actual inverters.
4. Automate the data collection process and the characterization process by limiting
human involvement in configuring tests with the PHIL, which would evaluate the
DUTs under a wide range of operating conditions.
5. Test the model and the device against manufacturer claims of performance and
IEEE 1547 Standards.
1.5 Thesis Outline
The main body of this dissertation is divided into four chapters. In this section, we
summarize each chapter and highlight the main contributions of the dissertation.
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Chapter 2 provides the literature review and background information on previous
works in the area of PHIL, DER testing, and modeling for electrical system-level analysis.
We focus more on detail on the PV inverter model and on data-driven approaches that can
be applied to black-box modeling approaches.
Chapter 3, Testing and characterizing a PV Micro-inverter Using Power Hardware
in the Loop, describes the PHIL set-up used to test and characterize the device under test
(DUT). Using this set-up, the micro-inverter operation was tested against manufacturer
claims of performance, adherence to IEEE 1547, and additional operating conditions so to
fully characterize the device.
In Chapter 4, modeling distributed energy resource – three commercial PV microinverters – demonstrated that during abnormal grid conditions, the approach defined to
develop models for DER under abnormal grid conditions is described and used to modelize
three different DUTs (three commercial PV micro-inverters).
Finally, in chapter 5, Static Modeling of DUT, we present the data-driven modeling
(DDM) approach developed for static modeling of DUT for harmonic analyses. The
proposed modeling approach handles all possible microinverter operating modes, including
burst mode. No prior knowledge of internal components, structure, and control algorithm
is assumed in developing the model. The comparison between measured and simulated
data validates the performance of the presented approach.
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CHAPTER 2
LITERATURE REVIEW AND BACKGROUND

2.1 Introduction
Renewable power generation could grow – from 25% today – to 86% of global
electricity production by the year 2050 according to renewable energy roadmaps. Most of
the renewable energy will be connected to the distribution grid (about 60% of the global
electricity production in 2050) via DC/AC power electronic converters. The industries,
utilities, and researchers raised concerns about the challenges, which could be considered
shortcomings, of renewable power generation, such as power quality (harmonics, power
factor, DC injection, and voltage flicker), reliability, protection, control, and stability of
distribution grids. Our purpose is to develop an approach for data-driven static modeling
of a device under test (DUT) –as a test case, we used a PV microinverter. The operating
space of the DUT was explored by the Power Hardware-in-the-Loop (PHIL). No prior
knowledge of internal components, structures, and control algorithms was assumed in
developing the model. The specific focus of the literature review is organized into two
sections. First, we will review the capability of power hardware in the loop, also in relation
to the DUT modeling. Second, we will look at the approaches that were used to model
DERs that focuses on the empirical data-driven model (Black box model).
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In the first part, the application of power hardware in the loop will discuss and focus
on previous works of the researchers in PHIL. In the second part, the literature review is
concerned with the state of the art modeling in the electrical system, specifically on a PV
inverter as a device under test. Additionally, we focus more on current data-driven
approaches that can be applied to the modeling.
2.2 The Hardware in the loop
The need for testing, characterizing, and modeling purposes is essential in the study,
and analyzing a power system can be differentiated in three ways. The first way to
implement the entire system is in real hardware. Although the quality of the method is
significant, it has many drawbacks, such as the high cost, the requirement of laboratory
space, and a great deal of exertion that is needed to implement the whole system.
Additionally, it is impossible to utilize this method in cases such as the study of a largescale power system.
The second way is a pure software simulation for the whole system using digital
computer simulations (MATLAB, PSCAD, etc.). These programs have been utilized
widely in power system studies for various purposes like planning, designing, controlling,
and testing [11] [12] [13]. One of the limitations of this method is the computer processor
and memory; however, the main drawback of this technique is its dependence on the
accuracy of models and the level of detailed information about the software and the physics
required, which could generally affect the results. Consequently, this method is often not
suitable for testing, characterizing, and modeling real-world devices because accurate
models are mostly not available.
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To overcome the above constraints, the third approach is developed in the form of
real-time digital simulators, which implement high-speed parallel processors such as
Dspace, Opal-RT, RTDS, and others, to simulate a complex power system within
microseconds (simulation time step) [14][15][16][17]. These simulators can run a power
system simulation in real-time with the capability to exchange appropriate signals between
the simulator and a physical output device. This progress in the simulators leads to the
development of an approach known as a Hardware-in-the-Loop (HIL) simulation
[18][19][20][21][22]. In the HIL simulation, the idea is to combine the well-known parts
of the system in a simulation environment with other existing real hardware parts (for
which accurate models are not available) known as the Device Under Test (DUT). This
approach profits the positive outcomes of the physical experiments as well as pure software
simulation.
Furthermore, the HIL has been applied in several fields, as stated in [23]: aircraft,
aerospace, vehicle systems, robotics, and power systems for different purposes such as
control, design, development, verification, and validation. Additionally, HIL provides the
possibility of the execution of several automated experiments while enhancing reliability
and flexibility. The HIL also saves time, diminishes cost, and is a repeatable environment.
HIL simulation can be classified into two types: signal-level or Control-HIL (CHIL), and
Power-HIL (PHIL).
Control-HIL (CHIL) is utilized in the test environment by testing power electronic
controllers, testing relays, and supervisory controllers, which becomes a major part of the
engineering process in a wide range of technical areas. Besides, a clear trend for the
application of CHIL simulation can be seen. However, the capability of CHIL is only valid
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at the signal level, which does not meet the requirements for testing, characterizing, and
modeling for the complexity of the overall system. On the other hand, PHIL is a promising
tool to fill that gap as the second type of HIL[18][19][20][21][22]. In the next section, we
will review the PHIL approach.
2.3 Power Hardware-In-the-Loop (PHIL)
PHIL simulations are a natural extension of classical HIL to transition from signal
level to power level experiments, especially in the field of electric power systems
[24][25][26][27][28]. Figure 2.1 illustrates the general structure of the PHIL setup where
a signal-level interface and a power-level are always implied. The results computed by the
real-time simulator were used as references for the power amplifier. The behavior of the
DUT is captured with appropriate sensors and acquired by the real-time simulation to close
the loop. The specific amplifier used in an experiment, as well as the sensors, need to be
accurately selected according to the characteristic (power level, operating voltages,
currents, isolation schemes…) of the DUT and the dynamic characteristic of the designed
test.

Sensor

DUT
Physical Device

Real Time
Simulation
Amplifier

Figure 2.1 The general structure of the PHIL
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Even though HIL provides many benefits, PHIL has opened many opportunities for
lab testing:


Repeatability: PHIL offers an opportunity to repeatedly investigate the
Device Under Test (DUT)



Rapid prototyping: PHIL provides an opportunity for rapid prototyping of
test DUT.



A wide variety of tests: a wide range of tests can be apple to DUT by using
PHIL, even the difficult and risky test to be practically examined.



Flexibility and safety: PHIL offers flexibility in the real-time simulation,
and also adds safety.

In the following part, a background of PHIL is discussed. The first implementation
of PHIL was presented by connecting parts of the hydraulic system and an electrical
airplane actuation system with a part in the simulation plant in the field aerospace and
automotive industry [29]. While earlier implementations of PHIL focused on the area of
electrical drives, which [30] reviews in more detail. After that, we divided the researchers
who are interested in PHIL into two groups:
In the first group, the researchers focused on performance evaluation and improving
on the PHIL. For instance, different simulation and hardware interfacing approaches for
PHIL experiments are presented in [31]. In [32], the authors stated the most salient features
of PHIL simulation and summarized in the literature the applications related to electrical
power systems. Also, the authors highlighted the technologies, design, and methods
implemented for PHIL real-time simulation in the power system applications. A more
extensive study discusses the intrinsic and integral part of PHIL simulation for three
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different types of power amplification units and their dynamic behavior [33]. While there
are stability issues, many studies reported in the interface algorithm (IA) [34][35].
The second group of researchers has implemented the capabilities of PHIL for
testing, certiﬁcating, investigating, and validating the DUT. An MW full-size wind-turbine
test bench is developed by utilizing PHIL for investigations of the DUT-HybridDrive
generator for different critical test scenarios such as fault ride-through (FRT) tests,
estimated efficiency, and load scenarios [36]. Another work for the same purpose but with
a different implementation of PHIL for testing and investigating wind turbine was
presented in [37]. Another MW level test bench was also developed in the wind turbine
field for functionality and durability tests of grid side inverters [38]. Several PHIL
applications, such as developing a zonal DC distribution system, high-speed generator
testing, and fault current limiter testing, are discussed in [35][39].
We differentiated the PHIL as a promising tool in the area of testing, characterizing,
and modeling DUT, particularly distributed energy resources (DERs), by taking advantage
of its benefits (repeatable, wide various tests, flexibility, and safe). With the right
implementation of PHIL, it is possible to fill the gap of need for testing, characterizing,
and modeling DERs, which is essential to study the impact of DERs on the utility grid.
2.4 Modeling -Device Under Test
The literature review on Distributed Energy Resources (DERs) modeling (i.e., solar
PV system, wind system, microturbines, battery storage, micro-cogeneration, etc.) is a
broad scope of what is covered in this research. However, this literature review is
concerned with a review of the state of the art of modeling PV inverter as a device under
test, and more focused on current data-driven approaches that apply to the modeling.
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Generally, modeling any electrical system can be categorized into three approaches
depending on the level of prior knowledge and physical insights about the system/device
as shown in Figure 2.2: purely physics-based (white box, details or first-principle)
approach, purely empirical (data-driven, behavioral or black box) approach, and those
approaches in between (hybrid or gray box).

Physical laws known
Parameters known
Structures

Measured data
Physical laws known
Parameters known

Model structure unknown
Parameters unknown
Efficient in computation

High computation cost

Figure 2.2 White, grey, black approach requirements
2.4.1 White box /detailed/ first-principle approach
The development of a white-box, detailed, or first-principle model for a Device
Under Test (DUT) requires significant, detailed information about the software and the
physics of the device to be modeled, such as prior knowledge about the structure of the
device and complete insight into the components and parameters. Also, it requires highdemand computations for the model execution. Many researchers have already developed
detailed modeling of PV systems for detailed circuit simulation purposes in an attempt to
understand their behavior. For instance, these developments can lead to the proposal of
new maximum power point tracking (MPPT) mechanisms for improving PV system
utilization efficiency and optimizing system performance [40]; to the integration of
additional functionalities such as voltage regulation in the distribution system [41]; and to
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control the power factor and regulation of the reactive power[42]. The voltage regulation
and reactive compensation studied the impact of the PV system on the LV grid. In general,
white-box models are not only reliable and accurate, but also are very useful in testing new
control algorithms and new circuit topologies, as in the Z-source inverter[43], protection
and fault studies [44], and in estimating frequency/voltage to integrate PV systems with
storage [45]. Again, the detailed models represent more accuracy and reliable behavior in
the PV system or any device under test, but the amount of detail needed to obtain an
accurate model limits its applicability when commercial (control driven) devices are of
interest. At the same time, the detailed models can be used inefficiently in the simulation
of large power networks.
2.4.2 Gray box/ Hybrid approach
The grey box model is a combination of white-box approaches and experimentally
measured data approaches (black box). In general, the structure of the system is prior
knowledge and needs only estimated parameter values from the measured data. One of
the benefits of the grey box approach is that it reduces the uncertainties elevated from
incomplete knowledge of a white-box model by engaging the actual data. The works for
the grey box model focus on modeling a PV cell [46], DC-DC converter [47], and many
others. However, there is a gap in the literature regarding implementing the grey box model
for modeling a large signal DC-AC PV Grid-Tied inverter.
2.4.3 Black box/ empirical/data-driven approach
A black box, empirical, behavioral, or data-driven approach has presented to model
a device under test (converters, PV inverters, DERs) due to a lack of detailed information,
internal components, structure, or control algorithms and is also due to the limited
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computational cost. The approach utilizes identiﬁcation techniques to attain a model of the
devices. Most studies in the literature are focused on DC-DC converters, while for DC-AC
grid-tied inverters, there are only a few works. Moreover, the behavior can be linear,
nonlinear, or dynamic models, depending on the case. For instance, a linear black-box
approach has presented to acquire small-signal models for converters in a time domain
[48]. In the frequency domain [49], a linear black-box model through the linear
transformation of the g-parameter model matrix is proposed. The validation of these
models is only presented in one operation point.
The nonlinear black-box models are presented as Wiener-Hammerstein structures,
which are a series of connections between a linear dynamic box and a nonlinear box, to
model DC-DC converters. Also, a polytopic approach is presented as nonlinear dynamic
models for many local models, which validate different equilibrium points in a nonlinear
structure [50]. For more details about the black box model in DC-DC converters, you
review reference [51]. The focus of the models in [51] is on the small-signal behavior of
the converters, which is out of the scope of this research.
To fill the gap for modeling DC-AC PV converters, a few publications have
proposed which model DC-AC PV converters as a black box with no prior knowledge of
internal components, structures, or control algorithms. However, they do not entirely cover
the range required from IEEE 1547 (0.88-1.10 p.u voltage grid) and can handle harmonic
injected from these devices.
Researchers at Sandia National Laboratories [3] proposed an empirical black box
model for grid-connected inverters for system performance (energy) and monitoring
inverter performances during system operations. The model is based on the manufacturer’s
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specification sheets (parameters) and both field and laboratory measurements. Linear and
nonlinear equations are implemented to estimate the nonlinear relationship between the
power input and output. The object of the model is for use in system analyses and
monitoring the inverter's performance during system operations in real-time. However, the
model is not suitable for handling the harmonic impacts of these inverters and burst mode
operations because the model was based on RMS output. Besides, the work does not
consider the range of voltage grid; therefore, the model is not fully developed in the lab
environment, which requires time to collect data from the field (13 days).
Also, a National Renewable Energy Laboratory implemented a simplified phasor
model to model the PV inverter. The PV model is demonstrated as a controlled current
source that considered a current magnitude and angle of the fundamental frequency [52].
Another simplified model of the PV system, to reduce computational complexity, is
presented as a constant power source (PQ model) [43][4] and a negative load that injected
current into the node [53]. These models are suitable for steady-state studies and limited to
wide grid voltage range and harmonic studies.
In [5],[6], models of a PV inverter are developed at the system level, relying on
system identification techniques. However, these models are valid only in a small range of
operating conditions. Abnormal conditions, harmonic behaviors, and burst mode
operations are not considered. In [7], another data-driven model of a PV inverter for
system-level analysis is reported. In this case, the model uses the DC side current as an
input and the generated power as an output; neither the grid voltage or burst mode operation
is considered in developing the model.
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Recently, a large-signal black-box model is presented to model three-phase DC-AC
commercial converters under limited information concerning the devices and the dynamic
behavior of the devices for a wide range of operating conditions [8]. The approach is
proposed to model the nonlinearity that comes from a wide range of operating conditions
and compromises the accuracy of small-signal models. The model is suitable to catch the
dynamic behavior of operation points (9 points). However, the study did not show what the
behavior could be at other points. Also, another drawback of this method is that it tracks
the static nonlinearity based on weighting functions, which are activated by incomes of
weighting functions according to the operating conditions. The weighting functions are
inefficient for a larger number of operations points. Moreover, the authors neglected the
harmonic and subharmonic in the modeling.
In this research, we present a data-driven modeling (DDM) approach that considers
the device (microinverters) as a black box. No prior knowledge of internal components,
structure, or control algorithm is assumed in developing the model. The proposed approach
models the device in the time-frequency domain to facilitate the modeling of harmonic and
subharmonic behaviors. In this research, the benefit of creating a static time-frequency
domain-based model of a grid-connected converter is not only validated for harmonic
studies, where many studies are interested in the harmonic impact DERs on the grid but
also the model handles the nonlinearity of a full range grid voltage (0.88-1.10 p.u), not just
under the normal grid operating.
Furthermore, the proposed approach shows the ability to include burst mode
operations in the model of the considered PV inverter. Until now, burst mode operations
of a PV microinverter have modeled only in [9], where a simple circuit is tuned to match
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collected experimental results. As mentioned in the research, under high penetration levels,
burst mode operations may result in voltage flickering and unbalanced phase problems. In
this context, the model developed as part of this work can be used to evaluate how a large
number of these devices may affect distribution grids.
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CHAPTER 3
TESTING, CHARACTERIZING THE ABNORMAL BEHAVIOR FOR A PV MICROINVERTER USING POWER HARDWARE IN THE LOOP

3.1 Abstract
In this chapter, the use of Power Hardware-in-the-Loop (PHIL) is presented for
analyzing, testing, and characterizing a commercial single-phase grid-tied PV microinverter in a laboratory environment. The PHIL set-up is composed of a real-time simulator
(RTS), device (micro-inverter) under test (DUT), four-quadrant amplifiers for grid
simulation, solar array simulator (SAS), and data acquisition hardware and software. Using
this set-up, the micro-inverter operation was tested against manufacturer claims of
performance, IEEE 1547, and additional operating conditions so to fully characterize the
device.
3.2 Introduction
Renewables utilizing solar energy have seen incredible growth with more than 98
GW of solar PV being added globally in 2017 (76 GW in 2016) [1]. With this increase,
micro-inverters have expanded in use due to decreasing costs and the ability to maximize
the power output of each individual PV panel. Therefore, it is apparent that micro- inverters
have an ever-increasing penetration into the grid, thus presenting a need to test and model
these devices. The use of PHIL is intended to perform testing while minimizing cost, space,
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and risk while maximizing flexibility [54]. The use of the RTS and power interfaces allows
for extensive tests using a simulation, overcoming the limitation of traditional hardware
configurations. Furthermore, since direct grid connections are rarely used for testing [55],
the ability to generate an identical grid provides safety and ease of control for conditions
that require the grid to exhibit abnormal conditions. PHIL has been used in testing and
characterizing PV inverters in the past. In [56], the authors focus on testing inverters under
the premise of varying load and irradiance conditions as well as conformity to appropriate
standards, namely IEEE 1547. In [55], a model of the micro-inverter is created and
evaluated against testing data. In [54], PHIL is used to characterize an inverter's response
under steady-state and dynamic conditions with an experiment utilizing five simulated
inverters alongside a single inverter under a test. This work uses PHIL to test gridconnected microinverters under normal and abnormal conditions to fully characterize the
device. An explanation of the equipment selected for the PHIL setup is presented along
with an account of various testing scenarios that can be implemented with PHIL.
Experiments are performed in accordance with the IEEE 1547 standards and manufacturer
specifications. The final goal of this work is to create a fully data-driven model of the
micro-inverter that could be used for system-level studies.
3.3 Laboratory Setup
The setup presented in Figure 3.1 is focused on testing micro-inverters - in
particular, an Enphase S280 microinverter. The setup, from one side, implemented a realtime simulator- RTS (OPAL -RT), which controls two power amplifiers to emulate the grid.
The other side utilized a solar array simulator (SAS), which is a high voltage DC power
supply controlled by a host computer running the SAS software. The same host computer
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also performs data acquisition through the National Instruments (NI) data acquisition
(DAQ) device using the LabVIEW platform. Custom circuit boards containing current and
voltage transducers are employed to provide real-time signals of the micro-inverter to the
data acquisition system and as feedback to OPAL.

Figure 3.1 Laboratory setup for PHIL testing of the Enphase S280 micro-inverter
3.3.1 Real-Time System and Feedback
The RTS is based on OPAL-RT (vl1.0.8.13) using MATLAB/Simulink (R2011b),
which provides the IO capabilities and simulation models to be used with the microinverter. The voltage and current signals, the primary signals of interest for feedback and
data acquisition, are acquired through circuit boards utilizing current and voltage
transducers. The voltage transducer (VT) is the LEM LV 25-P, a closed-loop design based
on the hall effect that provides the ability to measure voltages up to 500V at 25kHz with

20

galvanic isolation. The current transducer (CT) is the LEM LA 55-P, also closed-loop and
based on the hall effect, provides the ability to measure up to 50A at 200kHz with galvanic
isolation. The VT utilizes a primary resistor to achieve maximum resolution depending on
the full voltage range of the DUT, and the CT utilizes the number of turns for similar
reasons within the current range of the DUT. Each transducer outputs a voltage that
represents the measured value, and the circuit boards employ an amplification circuit to
ensure the maximum resolution of the analog to digital converters is being used. The circuit
components used are selected for high precision and low noise.
3.3.2 Power Interfaces
PHIL requires that power is passed to the DUT, and therefore, amplifiers and power
supplies are to be used and controlled by the RTS or host computers. With the DUT being
a micro-inverter, two power interfaces are required for the DC (solar) side of the inverter
and the AC (grid) side. For the DC side, a BK Precision PVS60085 is utilized. The
PVS60085 is a high voltage (600Vdc) power supply that is designed to be used with SAS
software. The SAS software is based on various standards (i.e., EN50530, Sandia,
NB/T32004) or custom I-V curves to emulate various PV panels based on power capability
and maximum power points (Vmaxpower and Imaxpower). The software also allows
custom irradiation and temperature profiles to vary output power with a controlled timestep or rate. This power supply should be capable of the voltage and current capabilities of
the micro-inverter, depending on testing conditions. For the AC side, two industrial AE
Techron 7548 four-quadrant amplifiers are used. Two are required since the micro-inverter
is connected as a two-phase delta connection. The control is through an analog signal via
a BNC connector. This amplifier must be within the power (voltage, current) and frequency
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range required, maintain high accuracy, good slew rate, and low latency between the
control and output [54]. The amplifier is also required to be four-quadrant in order to sink
generated power from the micro-inverter. Typically, these types of amplifiers sink 25-35%
of their rated output power. If the sinking capability is presumed to be exceeded, an external
resistive load will be needed to supplement the excess power.
3.3.3 Data Acquisition System
The data from current and voltage measurements are collected for characterizing
and modeling the micro-inverter. The data is acquired through the National Instruments
PCIe-6363 x- Series device. A data acquisition program is built on NI's platform using Lab
VIEW giving access to 32 analog inputs with a collective sampling rate of 2MS/s. This
program can also be event-based (triggered) to provide a synchronous operation with other
devices or programs.
3.4 Characterizing the PV Microinverter
The test scenarios implemented follow the IEEE 1547 standard ([57][58][59]) as a
basis for most of the tests (Table 3.1). These tests allow observations of the micro-inverter
under normal and abnormal conditions that the microinverter could face during operation.
Additional tests will look at fault conditions and the micro-inverters operation under low
power conditions: burst mode. It should be noted that the IEEE 1547 based tests are not
the actual standardized testing procedures but are only used as testing points to utilize PHIL
with a micro-inverter. It should also be noted that the use of IEEE 1547 may refer to IEEE
1547, l547a, l547.l, and or l547.la. In the event of an abnormal grid condition occurs,
which causes the micro-inverter to cease operation, the micro-inverter must not reconnect
during the fault. Therefore, reconnect time is also examined to ensure the micro-inverter
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remains off for the correct amount of time. Abnormal voltage and frequency environments
are also examined. Abnormal is defined as voltage and frequency values that are either
over or under the specified values by IEEE 1547 and the microinverter's specifications.
Therefore, this test examines overvoltage, under-voltage, over frequency, and under
frequency conditions. Within each of these four tests, a ramp and step test are used to
determine the trip level magnitude and trip time, respectively. Significant DC injection to
the grid may cause improper operation or failure of other equipment in the grid. The amount
of DC injection from the micro-inverter is therefore verified at different operating points.
Situations in which the area electric power system (EPS) ceases power but connected DERs
continue to supply power (such as a micro-inverter in this case), creates a potentially
hazardous situation. It is required for microinverters to operate to avoid this type of
situation (islanding). This scenario is tested under worse-case conditions, that is, a load
resonant with the nominal frequency.

Table 3.1 IEEE 1547.1 type tests
IEEE 1547.1 Test

Description

Section 5.2

Response to abnormal voltage conditions; ride-through

Section 5.3

Response to abnormal frequency conditions; ride-through; reactive
power response

Section 5.4 (M.2) Synchronization; in-rush current and rate
Section 5.6

DC injection

Section 5.7

Unintentional islanding

Section 5.8

Reverse power; characterization of protection

Section 5.10

Reconnect time

Section 5.11

Harmonics

Section 5.12

Flicker

Section 5.13

Voltage regulation by changing real and reactive power
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3.5. Simulation Results
3.5.1 Reconnected Time
Once a fault occurs that causes power to cease in the micro-inverter, it should only
reconnect after five minutes, under normal conditions (IEEE 1547 standard). A program is
designed to cause a fault after the normal operation and then monitor and record the output
current, as shown in Figure 3.2. Reconnect times are listed in Table 3.2, which meet the
requirement of IEEE 1547.

Table 3.2 Reconnected time
Test Iteration
1
2
3
4

Reconnection Time [s]
307.3
307.6
307.5
307.4

Figure 3.2 Output current of microinverter under reconnected time test

24

3.5.2 Abnormal Voltage
Overvoltage and under-voltage conditions may be caused by faults or changes in
loads, which may exceed safe operating values. The micro-inverter should be able to detect
these conditions and cease power. Therefore, overvoltage and under voltage tests are
performed with a ramp and step test to determine the trip voltage and clearing time,
respectively.
3.5.2.1 Trip Magnitude Voltage– Ramp Test
This test reveals the voltage level that the micro-inverter trips at and allows
comparison with the manufacturer specification. The simulated grid voltage is ramped
down for under-voltage and up for overvoltage at a slope of 100mV/s per IEEE 1547
standards.
3.5.2.1.1 Overvoltage Magnitude – Ramp Test
The simulated Electric Power System (EPS) is ramped up 100mV/s after the microinverter starts injected power, as shown in Figure 3.3. Table 3.3 reveals the overvoltage
magnitude the micro-inverter trips at, which is compared with the manufacturer specified
maximum voltage: 229Vrms [60]. The error between test results and manufacturer is 0.5%,
which is within the IEEE 1547 overvoltage magnitude requirements.

Table 3.3 Overvoltage trip voltage
Test Iteration
1
2
3
4

Trip Voltage [V rms]
228.3
228.1
227.7
227.7
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Figure 3.3 Overvoltage ramp test at a constant frequency. Light blue: control signal,
green: simulated grid voltage (V), yellow: inverter output current (A)
3.5.2.1.2 Under-voltage Magnitude – Ramp Test
The simulated EPS is ramped down 100mV/s after the micro-inverter starts
operation, as shown in Figure 3.4. Table 3.4 reveals the under-voltage magnitude the
micro-inverter trips at, which is compared with the manufacturer specified minimum
voltage: 183Vrms [60]. The error between test results and manufacturer is 0.8%, which is
within the IEEE 1547 overvoltage magnitude requirements.

Table 3.4 Undervoltage trip voltage
Test Iteration
1
2
3
4

Trip Voltage (Vrms)
183.7
184.3
183.9
184.5
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Figure 3.4 Undervoltage ramp test at a constant frequency. Light blue: control signal,
green: simulated grid voltage (V), yellow: inverter output current (A).
3.5.2.2 Clearing Time Voltage – Step Test:
This test reveals the amount of time (clearing time) between the abnormal voltage
condition and the shutdown of the micro-inverter. After the inverter is normally operating,
a voltage step is introduced at a magnitude above or below normal operating condition at
the zero-crossing point, and the micro-inverter current is monitored for the shutdown time.
3.5.2.2.1Overvoltage Clearing Time – Step Test:
The simulated EPS is stepped up from 208Vrms to 230Vrms at the zero-crossing
point of the waveform, as shown in Figure 3.5. The test results are shown in Table 3.5,
which agrees with IEEE 1547 requirements: the disconnection must occur within one
second.
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Table 3.5 Overvoltage clearing time
Test Iteration
1
2
3
4

Clearing Time (seconds)
0.925 (55.5 Period)
0.925 (55.5 Period)
0.925 (55.5 Period)
0.925 (55.5 Period)

Figure 3.5 Overvoltage step test at a constant frequency. (Blue: Simulated grid voltage,
Red: Inverter output current)
3.5.2.2.2Undervoltage Clearing Time – Step Test:
The simulated EPS is stepped down from 208Vrms to 183Vrms at the zero-crossing
point of the waveform, as shown in Figure 3.6. The test results are shown in Table 3.6,
which agrees with IEEE 1547 requirements: the disconnect must occur within two seconds.

Table 3.6 Undervoltage clearing time
Test Iteration
1
2
3
4

Clearing Time [s]
1.841 (110.5 Period)
1.841 (110.5 Period)
1.841 (110.5 Period)
1.841 (110.5 Period)
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Figure 3.6 Undervoltage step test at a constant frequency. (Blue: Simulated grid voltage I
Red: Inverter output current)
3.5.3 Abnormal Frequency
Changes of either load or generation may cause deviations in grid frequency. A
frequency change greater than 0.5Hz may indicate an issue with the grid. Likewise, as in
the Abnormal Voltage section, the micro-inverter should detect these conditions and cease
power. Therefore, over frequency and under frequency tests are performed with a ramp and
step test to determine the trip frequency and clearing time, respectively.
3.5.3.1 Trip Magnitude Frequency – Ramp Test
This test reveals the frequency that the micro-inverter ceases power at and allows
comparison with manufacturer specifications. The simulated grid frequency is ramped
down for under frequency and up for over frequency per IEEE 1547 standards. The rate of
frequency change used is 0.005Hz/s.
3.5.3.1.1 Over-frequency Magnitude – Ramp Test
The simulated EPS is ramped up 0.005Hz/s after the micro-inverter starts operation.
Table 3.7 reveals the over frequency magnitude the micro-inverter trips at, which is
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compared with the manufacturer specified maximum frequency: 60.5Hz [60]. It is observed,
once the maximum frequency is exceeded, the micro-inverter ceases power, thus being
within IEEE 1547 requirements.

Table 3.7 Overfrequency trip value
Test Iteration
1
2
3
4

Trip Value [Hz]
60.505
60.505
60.505
60.505

3.5.3.1.2 Underfrequency Magnitude – Ramp Test
The simulated EPS is ramped down 0.005Hz/s after the micro-inverter starts
operation. Table 3.8 reveals the under frequency magnitude the micro-inverter trips at,
which is compared with the manufacturer specified minimum frequency: 59.3Hz [60]. It is
observed that the micro-inverter ceases power at the minimum specified frequency, thus
being within IEEE 1547 requirements.

Table 3.8 Overfrequency trip value
Test Iteration
1
2
3
4

Trip Value [Hz]
59.300
59.300
59.300
59.300

3.5.3.2 Clearing Time-frequency -Step Test
This test reveals the clearing time between the abnormal frequency condition and
the shutdown of the micro-inverter. After the inverter is normally operating, a frequency
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step test is introduced at a magnitude above or below normal operating condition at the
zero-crossing point, and the micro-inverter current is monitored for the shutdown.
3.5.3.2.1 Overfrequency Clearing Time – Step Test
The simulated EPS is stepped up from 60Hz to 60.5Hz at the zero-crossing point of
the waveform. The test results are shown in Table 3.9, which agrees with IEEE 1547
requirements: the disconnection must occur within two seconds.

Table 3.9 Overfrequency clearing time
Test Iteration
1
2
3
4

Clearing Time [s]
0.12397 (7.5 Period of 60.5 Hz)
0.12397 (7.5 Period of 60.5 Hz)
0.12397 (7.5 Period of 60.5 Hz)
0.12397 (7.5 Period of 60.5 Hz)

3.5.3.2.2 Underfrequency Clearing Time – Step Test
The simulated EPS is stepped down from 60Hz to 59.3Hz at the zero-crossing point
of the waveform. The test results are shown in Table 3.10, which agrees with IEEE 1547a
requirements: the disconnection must occur within two seconds.

Table 3.10 Underfrequency clearing time
Test Iteration
1
2
3
4

Clearing Time (seconds)
0.1264 (7.5 Period of 59.3 Hz)
0.117 (10.5 Period of 59.3 Hz)
0.2613 (15.5 Period of 59.3 Hz)
0.2782 (16.5 Period of 59.3 Hz)

3.5.4 DC Injection
DC injection into the grid can be harmful to components subject to that injection.
IEEE 1547, therefore, has standardized that the highest DC injection can be no greater than
0.5% of the full rated output current. The Fast Fourier Transform (FFT) is implemented to
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evaluate the magnitude of the DC component in the current waveform of the micro-inverter
at full rated output. The test results are shown in Table 3.11.

Table 3.11 DC injection
Test Iteration
1
2
3
4

Fundamental (DC) Current at Rated Output
0.06%
0.09%
0.12%
0.04%

3.5.5 Fault Test
This fault test is simulated double lines to ground failure that the micro-inverter
may experience. The fault is simulated in OPAL-RT, and the data is collected at a time
resolution of 100us. The test results in Table 3.12 show the clearing time for the fault
occurring at 0° and 90° of the voltage across the inverter, and the current and voltage
waveforms during the fault condition are shown in Figure 3.7.

Table 3.12 Fault clearing time (millisecond)
Test Iteration
1
2
3
4

Clearing time when fault at 0° Clearing time when fault at 90°
6
1
6.1
0.9
6.1
1.1
6.2
1.1
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Figure 3.7 Current (red) and voltage (blue) signal at the fault condition.
3.5.6 Anti-Island Test
This test requires that an RLC load (each R, L, and C component in parallel) be
placed in parallel with the EPS and the micro-inverter. The parameters are calculated from
equations in IEEE 1547 so that the resonant frequency of the circuit is within the trip limits
of the micro-inverter, and the Q factor is as close to one as possible. This RLC load is
realized in software with OPAL-RT. The micro-inverter is placed under normal operating
conditions, and once the EPS is disconnected, the RLC load and micro-inverter interact
through a closed-loop PHIL setup. The test also monitors the voltage and current at the
microinverter's grid connection for analysis. The tests are performed to where the RLC
load is simulated at rated, ten times rated, and one hundred times rated power of the microinverter. The tests are shown in Figure 3.8, and clearing time results in Table 3.13. The
clearing time is shown to be within the two-second clearing time specified by IEEE 1547.
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Figure 3.8 Voltage and current of microinverter at different RLC- load power levels (1,
10, and 100 times rated power)
Table 3.13 Anti-islanding clearing time
Test
Iteration
1
2
3
4

RLC – 1x
Power
9.16 ms
9.16 ms
9.16 ms
9.16 ms

RLC – 10x
Power
14.16 ms
14.16 ms
13.33 ms
14.16 ms

RLC -100x
Power
20.83 ms
20.83 ms
20.83 ms
20.83 ms

3.5.7 Burst-Mode Test
This test focus on the operation of the micro-inverter at low power levels. Some
micro-inverters will cease power below a certain power threshold. However, this microinverter will enter an operation mode named burst-mode. This mode of operation employs
a charging and release (burst) cycle to maintain good efficiency. The charging cycle is
dependent on the input power level but seems to vary between 1-5 periods, and the burst
cycle is typically one period. The grid is generated at nominal levels, and the PV input is
adjusted using the SAS to achieve controllable and varying power levels. This is done by
setting the maximum power point by its corresponding voltage and current values
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(Vmaxpower and Imaxpower). The power level is changed essentially by varying the
current points. With this control, analysis and observation of the output current can ensue.
The power level was decreased until burst-mode started, which was at 33% of the
microinverter's continuous rated power. The power level was further decreased to find the
power levels at which the charging cycles changed (seen in Table 3.14). The micro-inverter
current output waveforms are shown in Figure 3.9 at corresponding power levels that show
different charging cycles.

Table 3.14 Charging cycles by power level
Power Level Percentage
26-33
17-25
14-16
12-13
Less than 11

Charging Cycles
1
2
3
4
5

Figure 3.9 Micro-inverter output current waveforms during burst-mode. (Topdown: 26%, 17%, 14%, 12%, and 10%)
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3.6 Conclusion
PHIL is utilized for testing, analyzing, and characterizing a commercial, singlephase grid-tied PV micro-inverter. A real-time system (OPAL-RT), a SAS power supply,
and two four-quadrant amplifiers as power interfaces and data acquisition systems are used
to place the micro-inverter in normal and abnormal grid conditions defined by IEEE 1547
and at low power operation (burst-mode) and acquire voltage and current data. The use of
PHIL not only allows for device validation but also opens up the possibility to model these
devices and apply their response to larger scaled models. This can be used, for example, to
investigate the impact of thousands of micro-inverters operating in burst mode on the grid
or the impact of a grid failure in an environment that contains a high quantity of microinverters. The use of PHIL for testing the micro-inverter allows for cost-effective tests in a
lab environment with full control and no need for direct grid connections. This is proven
with the Enphase S280 micro-inverter used in the tests presented in the chapter.

36

CHAPTER 4
DATA-DRIVEN MODELING FOR DER INTERFACE CONVERTER DURING
ABNORMAL GRID CONDITIONS: A PV MICRO-INVERTER EXAMPLE

4.1 Abstract
There is an increasing interest in the performance of distributed energy resources
(DERs) as PV microinverters in cases of abnormal grid conditions. In this chapter, first,
the behavior of the considered DUT under abnormal grid conditions is analyzed. The tests
presented in the previous chapter are used as a base, but the tests are extended to three
micro-inverters. A model structure for DDM of those types of devices is proposed hereon.
The structure can be parameterized through a set of automated PHIL tests. To evaluate the
model, various ramp and step tests are considered first with various amplitudes and slow
rates. Further, a more articulated scenario is considered with the addition of frequency
oscillations in the grid voltage and a slow voltage. The proposed model is based on a novel
Peak Hold if a Neural Network (PHif-ANN) approach.
4.2 Introduction
Distributed energy resources (DERs) have numerous benefits related to the
environment as well as technical and economic benefits. However, issues have been raised
in relation to their impact on distribution network operations and protection system
reliability [61]. There is an increasing interest in modeling the undefined behavior of
distributed energy resources during abnormal grid conditions. Furthermore, the need for
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DER–PV inverter models as black-box models for use in abnormal grid conditions are
essential not only for protection and reliably studies but also for stability studies.
According to the literature, most of the recent research has been focused on
islanding conditions, faults, and the transients affected by fluctuation in solar output due to
cloud movement. For instance, in 2017, the National Renewable Energy Laboratory
(NREL) studied the response of four commercial inverters in the case of an abnormal grid.
The results of laboratory testing are observed and evaluated for anti-islanding and fault
scenarios [62]. Another work for NREL focuses on the experimental testing of load
rejection over-voltage (LRO)-as an abnormal grid condition, which happens when a
breaker opens and the power output of the distributed energy resource (DER) exceeds the
load [63]. Also, in [10], the authors proposed a black-box model containing a three-phase
voltage source inverter (VSI) based on transient response analysis, but which was not
considered an abnormal grid condition for the purposes of the model. Other research was
interested in the transients affected by the fluctuation in solar output due to cloud
movements [64].
This chapter is organized as follows. Section 4.3 describes the modeling constraint.
Sections 4.4 and 4.5 describe the proposed method used to collect data and data analysis.
Section 4.6 presents the approach being proposed for the modeling, and the results of the
abnormal conditions are in section 4.7.
4.3 Modeling Constraint
Many protection systems could be embedded in the DUTs, such as under-over
voltage protection, under-over frequency protection, fault protection, and anti-island
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protection. In this research, the focus is on the most important part of the protection system,
which is voltage protection, and covers:
•

Step up-down voltage tests.

•

Ramp-up-down voltage tests.

•

Voltage transient tests.

•

Grid oscillation tests.

4.4 Automation data collection
One of the biggest challenges to developing a data-driven model for a device under
test (DUT) is how data is collected from the device (DUT). For instance, in [44], 13 days
were required to collect data from the field with which to develop a model for an inverter.
The quality of data was not suitable for handling the harmonic impacts of the inverters and
burst-mode operations. Also, collecting data from the field is not feasible for a wide range
of grid voltages (0.88-1.1 p.u) and abnormal grid conditions such as step, ramp, fault tests,
etc.
To overcome constraints, the PHIL environment is proposed as a safe and fast
environment in the laboratory with which to collect data from the DUT. PHIL provides the
ability to implement different types of tests under abnormal grid conditions with higher
resolution than RMS and with a wider range of grid voltages. However, it requires four
manual requirement processes to run the setup (DUTs): 1) build the model, 2) load the
model, 3) execute the model, and 4) stop the simulation. The processes enable the RT-LAB
to convert the model into a full, real-time simulation. Whenever the model is modified or
changes parameters, the building process must be repeated, which leads to the other three
processes being repeated as well. Usually, these processes are implemented manually.
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Considering that hundreds of samples must be collected and the amount of time required
for each of the four processes, the manual process is extremely labor-intensive. Therefore,
automated data collection using PHIL will overcome the requirement of four manual
processes and be more organized for analysis of the data. In this section, two methods are
presented for automating the collection of data in PHIL.
4.4.1 Internally automated data collection:
The internally automated data collection is a method to change a variable in PHIL
without requiring the rebuilding of the model and the other three processes whenever the
parameters inside the model are changed. However, this method requires prior knowledge
of how to change the variables. For instance, two variables are considered in the testing of
the micro-inverters: the PV input level and the grid voltage. The first variable, the voltage
grid, is represented with up and down ramps. The second variable is the PV power level,
which is changed through a set of steps. As a result, more than six hundred samples are
collected for each of the three different types of micro inverters (Enphase, Siemens,
Replus) in one run. This method saves time, which could potentially shave weeks off of
the process. In Figure 4.1, more than six hundred samples are collected for each device in
one run. The grid voltage is a full range change (0.88-1.1 p.u). There are changes as well
to the input power of the micro-inverters.
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Figure 4.1 Internal automated data collection
4.4.2 Externally automated data collection:
The external method of automated data collection is implemented whenever a
variable change, requiring the model to be rebuilt. In this case, whenever the variable
changes, the four processes need to be implemented manually. Due to the amount of data
that needs to be collected for sampling, the manual method will consume a great deal of
time and effort.
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Moreover, the automation process is more beneficial for organized data because the
logging data can be controlled. Different ramps up and down (0.1 to 0.9, 1 to 9, 10 to 100
volt/second), as well as various step up-down tests (60%-130% p.u), are used to analyze in
this study to determine the behavior of three different DUTs. Each of these tests considers
one sample in order to check the response of the DUTs. The building, loading, and
execution took two to three minutes. Start-up for the DUTs was approximately five minutes
with an additional seven minutes for the tests and stopping the simulation. Therefore, an

Python

Change
Slope ramp 0.1-10 [V/s] or Step test
Building
Loading
Executing
Start up for DUT
(360-400 second)
Test period
(10-700 second)
Logging Data
Data acquisition And Reset

Figure 4.2 External automated data collection
average of fifteen minutes is needed to collect one sample in the ramp-up-down test. By
implementing an external automated data collection, human interaction is removed from
the loop, and the data is automatically collected. In Figure 4.2 below, the general structure
of the external automated data collection is shown and implemented by using Python.
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Figure 4.3 and Figure 4.4 show samples of the data collected using external automated data
collection.

(A)

(B)
Figure 4.3 Enphase microinverter A) Ramp up tests B) Ramp down tests
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(A)

(B)
Figure 4.4 Siemens microinverter A) Ramp up tests A) Ramp down tests
4.5 Analysis Tests for DUTs
The DDM approach is based on two parts. The first part is to analyze the data in
order to get information or to undertake the behavior of DUTs under different tests. The
second part is the conversion of the data to a model in order to mimic the DUTs’ behavior
under the same tests. In this section, the data is analyzed for ramp and step tests.
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4.5.1 Various ramp up/down tests
The various ramp up/down tests are implemented to reveal the behavior of DUTs
and to analyze their behavior in order to develop a model to mimic it. In previous studies
[55] [65], a ramp test is executed to reveal the voltage level at which the DUT trips and
compare it with the manufacturer specification where a simulated grid voltage is ramped
for under or up at a slope of 100mV/s per IEEE 1547 standard.
However, previous works have only focused on applying a particular slope of the
ramp test, which does not reveal how the DUTs respond at different slopes of the ramp
tests or in other scenarios. To pursue curiosity and to fill the gap in the increasing pursuit
to understand and model the undefined behavior of DERs (commercial PV microinverter)
during abnormal voltage grid conditions, various rate ramps are applied to the DUTs. Then
the behavior is observed and analyzed in order to propose a model.
As shown in Figure 4.3 and Figure 4.4, the various rate ramp tests are applied to
the DUTs, which reveal different levels of trip voltages. Where this happens, the DUTs
stop injecting power into the grid. Each point is an average of three sample points at the
same conditions because there is a variation of approximately 0.1 Volt. For instance, when
the rate ramp is (0.1V/s), the voltage trip for the Enphase microinverter is (182.24V) while
applying the rate ramp (50V/s) causes the same device to disconnect at (115V). However,
for rate ramps between (0.1-0.9), the trip points are almost the same, as shown in Table
4.1.
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Table 4.1 Trip voltages when various ramp tests for DUTs
Rate Ramp
(V/s)
0.1
1
2
3
4
5

Enphase
Down
Up
182.24 228.03
180.61 228.83
179.62 229.24
178.66 229.84
177.68 229.98
176.81 230.64

Siemens
Down
Up
182.26
226.25
180.58
226.35
179.58
226.46
178.68
226.5
177.5
226.64
176.7
226.77

Replus
Down
Up
206.9
264.49
206.64
264.78
206.62
264.8
206.68
26.77
206.63
264.79
206.44
264.87

These tests exposed that DUTs have different trip voltages when subjected to
different rate ramp tests. The goal of this study is to estimate and mimic the embedded
protection system that causes different trip voltages. It may be concluded that the
embedded protection system depends on two factors: threshold voltage and clearing time.
Estimated clearing time:
Based on the assumption that the embedded protection system depends on threshold
voltage and clearing time, various discrete ramp tests are proposed to estimate the clearing
time for DUTs. The reason for the use of discrete, rather than continuous, ramp tests is that
continuous ramp tests could not reveal a clearing time if it was there. On the other hand,
various continuous ramp tests are proposed to estimate the threshold voltage for DUTs.
Figure 4.5 shows that the various discrete ramp tests reveal a particular clearing
time embedded in the protection system of DUTs, which allows the estimation of the
clearing time. The clearing time is extracted from three different DUTs, as shown in Table
4.2 at the rate ramp tests of 1, 2, 3, 4, and 5 [V/s], respectively. Each discrete ramp test was
repeated five times to confirm the particular clearing time.
It is worth noting that the clearing time varies for some slow ramp tests less than 1
V/s. For instance, in Enphase, twenty-time tests are collected for 0.1 V/s, and the clearing
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time varies from 10 to 103 cycles while the average drop voltage is 182.25 V with a
maximum variation of 0.1 V( see Table 4.3). The variation in the clearing time could come
from measurement issues (for example, Enphase voltage measurement error may be 1.0
%), grid (+-0.03 V), and noise. That behavior misleads some researchers who tried to study
and extract the characterization of DUTs [64] [65]. Finally, the benefit of the various
discrete ramp tests is to determine the clearing time for the DUTs, if there were any.

Figure 4.5 Enphase microinverter discrete ramp down tests
Table 4.2 Clearing time [in Cycle-60Hz] when various discrete ramp tests for DUTs
Rate
Ramp
(V/s)
1
2
3
4
5

Enphase
Down
80
80
80
80
80

Siemens
Up
13
13
13
13
13

Down
80
80
80
80
80

Up
13
13
13
13
13
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Replus
Down
1
1
1
1
1

Up
1
1
1
1
1

Table 4.3 Clearing time for 0.1 V/S ramp test
for DUT-ENPHASE
Test
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Voltage (V)
182.25
182.19
182.24
182.12
182.35
182.32
182.18
182.3
182.13
182.35
182.27
182.2
182.26
182.18
182.31
182.35
182.38
182.11
182.24
182.28

Time (cycles)
10
106
45
19
118
55
27
38
26
20
3
85
77
9
56
89
66
33
49
103

Estimate threshold voltage:
By combining the benefit of various discrete ramp tests (which allows for the
estimation of the clearing time) with the various continuous ramp tests (trip voltages), the
threshold voltage can be estimated, as shown in
Figure 4.6 (A). Assume that two different continuous ramp tests with slopes of m1 and m2
are applied to DUTs, and the trip voltages and trip times would be VTrip1, VTrip2, TTrip1, and
TTrip2, respectively. The slope of the tests (m1, m2) can be calculated using Equation 1 with
known starting ramp test parameters (VStart, TStart). Now, implementing the benefit of the
discrete ramp tests, which is the clearing time (TClearing) of both ramp tests in
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Figure 4.6 (B), will lead to calculating the threshold voltage for each ramp test by applying
Equation 2. Therefore, the threshold voltage can be calculated by using the equations
below.
VGrid

TStart

VStart

TTrip1

TTrip2

m2

m1

TCleari

VThresh

TCleari

VTrip
VTrip
(A)
TClearing

VThreshold

TClearing

m1

VTrip2

m2

VTrip1
(B)

Figure 4.6 Analysis two different ramp tests
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Tim
e

𝑺𝒍𝒐𝒑 = 𝒎 =

𝑽𝑻𝒓𝒊𝒑 −𝑽𝑺𝒕𝒂𝒓𝒕

Equation 1

𝑻𝑻𝒓𝒊𝒑 −𝑻𝑺𝒕𝒂𝒓𝒕

𝑽𝑻𝒉𝒆𝒔𝒉𝒐𝒍𝒅 = 𝑽𝑻𝒓𝒊𝒑 − 𝒎 ∗ 𝑻𝑪𝒍𝒆𝒂𝒓𝒊𝒏𝒈

Equation 2

Before estimating the threshold voltage, Figure 4.7 shows unknown trip voltage
behavior for different ramp tests. Now, for each ramp down test, the threshold voltage is
calculated according to previous equations. A nonlinear relationship between the different
ramp slope (V/s) and the threshold voltage is found. Figure 4.8, 4.9, and 4.10 show the
threshold voltage for different ramp tests for Siemens, Enphase, and Replus. Varying the
voltages over time has an impact on the threshold voltage that is clearly apparent in the
first two devices (Siemens and Enphase). In this case, we will consider the impact of
varying voltage in our modeling approach.

Figure 4.7 Siemens microinverter ramp down tests
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(A) Up threshold voltage

(B) Down threshold voltage
Figure 4.8 Threshold voltage for a wide range of up and down ramp test-Siemens
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(A) Up threshold voltage

(B)Down threshold voltage
Figure 4.9 Threshold voltage for a wide range of up and down ramp tests-Enphase
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(A) Up threshold voltage

(B)Down threshold voltage

Figure 4.10 Threshold voltage for a wide range of up and down ramp test-Replus
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4.5.2 Various step-up/down tests
To mimic the behavior of the DUTs during step-up/down grid voltage conditions,
the various step-up/down tests are applied to the DUTs, and the clearing time is observed
along with the grid voltage that causes each device to disconnect. Step up-down protection
is embedded in DUTs to protect the devices when the voltage exceeds a specific limit, and
it is also required according to IEEE 1547. The IEEE requires the devices to stop injecting
power when the grid voltage passes particular limits.
In Figure 4.11, different step-up tests are applied to DUT- Siemens, and the clearing
time is observed at different grid voltage levels. The DUT-Replus, in Figure 4.12, takes
1.5 cycles (60z) as clearing time after applied step-up tests when the step-up voltage is in
the range of 111-120% of the base voltage while the clearing time is 0.25 cycle when the
step voltage is higher than 120%.
On the other hand, Figure 4.13 displays the clearing time in the abnormal behavior
of the device during various step-down tests. The clearing time is 1.5 cycles in the range
of 69-85% of the base voltage and 0.5 cycles for less. The same processes are applied for
the two other DUTs (Enphase, Siemens); the observations are summarized in Table 4.4.
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Figure 4.11 Step Up/Down tests -Siemens

Figure 4.12 Step up tests results-Replus
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Figure 4.13 Step down tests results-Replus

Table 4.4 Clearing time [in cycle-60Hz] for various step tests for DUTs
number of cycles (base voltage Per-Units%)
Test
Number
1
2
3
4
5
6
7
8
9
10

Enphase
Down
Up
81 (0.858) 13 (1.13)
81 (0.838) 13 (1.15)
81 (0.818) 13 (1.17)
81 (0.798) 7 (1.19)
81 (0.778) 7 (1.21)
81.(0.759) 7 (1.23)
81(0.738) 7 (1.237)
81(0.758) 7 (1.256)
81(0.718)
7 (1.27)
81(0.698)
7 (1.28)

Siemens
Down
Up
81 (0.854) 13 (1.13)
81 (0.854) 13 (1.15)
81 (0.85) 13 (1.17)
81 (0.83)
7 (1.19)
81 (0.819) 7 (1.21)
81.(0.798) 7 (1.23)
81(0.778)
7 (1.25)
81(0.758)
7 (1.27)
81(0.738)
7 (1.28)
81(0.69)
7 (1.29)

Replus
Down
Up
1.5 (84.3) 1.5 (1.11)
1.5 (80.5) 1.5 (1.13)
1.5 (75.7) 1.5 (1.16)
1.5 (70.9) 1.5 (1.18)
1.5 (69)
1.5 (1.245)
0.5 (66)
0.25(1.246)
0.5 (61.3) 0.25 (1.25)
0.5 (56.5) 0.25(1.253)
0.5 (51.8) 0.25(1.255)
0.5 (42.1) 0.25(1.266)

4.5.3 Voltage Transients Test
Implemented ramp and step tests are used to determine the behavior of DUTs
during abnormal grid conditions. However, the behavior of each DUT during voltage sags,
voltage swells, or voltage transients is needed for a better understanding of this response
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and must be considered during the building and validation of the modeling approach. This
test provides a side view of the embedded protection, which will be profitable for modeling
purposes. In other words, this test will reveal whether the DUT will continue to provide
power to the grid during transient grid voltage or not. The transient grid voltage can be
caused by faults, blown fuses, a significant change in the loads, or by a significant change
in generation, as well as other issues.
The test is implemented by switching the grid voltage from the rated voltage to a
value more than the limited voltage (1.15, and 1.2 p.u for up and 0.75 p.u for under-voltage)
and back as quickly as possible. The duration of voltage sags, voltage swells, or voltage
transient is implemented in two durations (t=1, clearing time (80, 13, 7 cycles)-1 cycles),
as shown in Figure 4.14.

Figure 4.14 Over/Under-voltage transient test
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(A)

(B)

(C)
Figure 4.15 Over/Under-voltage transient tests- Siemens
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Figure 4.15 shows the application of the over-under voltage tests to the DUT for
the duration of one cycle; it continues to inject power. The DUT continues to supply the
power to the grid until the clearing time minus one cycle. For instance, in Figure 4.15 C,
the device provides power when the duration is between one to six cycles; however, the
device stops injecting power to the grid when the duration of a transient overvoltage is
seven cycles or more.
This behavior needs to be considered in the modeling approach by adding a new
function to check whether the device is in the voltage transient, and whether the duration
is transient or not.
4.5.4 Grid Oscillation Test
A grid oscillation test is presented to explore the behavior of DUT-DERs during
grid voltage oscillations. The voltage oscillation is due to changes in residential and
commercial activities, changes in the load or generation of the voltage, and also variations
in the system load. Therefore, the test is developed to study the impact of these disturbances
on the DERs, which could lead to instability in the system and also to consider the behavior
of the DUT in the modeling processes.
The amplitude of grid voltage is modulated at 100% (+-10%) for overvoltage and
at 90 % (+-10%) to cover the operating range (1.1 to 0.88 p.u) for grid voltage at different
envelope frequencies (frequency swing) between 0.2 to 1 Hz. Figure 4.16 shows that the
DUT is disconnected at some oscillations and not at others.
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Figure 4.16 Voltage oscillation tests - Siemens
4.6 Peak Hold if-Neural Network Approach (PHif-ANN)
A peak hold if-neural network approach (PHif-ANN) is a data-driven approach that
is developed to model the behavior of DUTs, particularly micro inverters, during abnormal
grid conditions. The PHif-ANN can mimic the behavior of three different commercial
micro inverters (Enphase, Siemens, Replus) during different ramp tests, different step tests,
voltage transient tests, and in more complicated scenarios where no prior knowledge of
protection algorithms is assumed in developing the model.
The PHif-ANN approach is needed to meet the essential requirements, which are a
fast response (detect step test in 0.25 cycle). PHif-ANN is also able to handle the detection
of abnormal grid conditions along with the nonlinearity between varying voltage and
threshold voltage. Furthermore, the nonlinearity in the clearing time is considered in the
PHif-ANN. The step-up/down tests show that the Replus micro inverter responds in 0.25
cycle, which indicates that the embedded protection handles abnormal behavior of
commercial DUTs that are not dependent on the root mean squares (RMS) of the grid
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voltage because the time for getting RMS value for the step test required is one cycle. On
the other hand, PHif-ANN is capable of handling the nonlinearity between grid voltage and
the clearing time.
In Figure 4.17, the PHif-ANN is proposed in three stages. The first stage is preprocessing data in two parts: the first part is to detect the maximum abnormal grid voltage
condition in the 0.25 cycle, and the second part is a sample and hold stage. The first stage
is considered a preparation stage for the core stage of the PHif-ANN, to provide constant
value to the second stage, which is a neural network, if-condition, and variable delay. The
second stage is the core of the PHif-ANN to handle the nonlinearity between variables
(varying voltage, threshold voltage, voltage, and clearing time), which is combined
between ANN and variable delay. Finally, the third stage is a transient stage to verify the
behavior of the DUT during transient voltages.
Vgrid (t)

Sample Pre-process data
&
Hold

Max
Detection

Δ𝑉
Δ𝑇

ANN

If-ANN Algorithm

VThreshold

Threshold

If V> VThreshold

1
0

V

ANN
V

Trip

Trip1 Variable
Delay
&
Trip

Tclearing

Tclearing

Transient Stage

If Trip && Trip1== 1 Then Trip Signal =1

Figure 4.17 Structure of PHif-ANN approach
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Trip Signal
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4.6.1 Maximum detection stage
The main risk for electrical devices is inflicted by high voltage. In order to reduce
the risk of the voltage, faster detection of an abnormal grid voltage is essential to protect
the electrical devices. In some micro-inverter commercial devices, the embedded
protection is capable of detecting abnormal grid voltage conditions for the up/down step
tests in a 0.25 cycle (Replus). To catch the maximum or minimum value of the grid voltage
tests in the 0.25 cycle, the maximum detection stage is presented, which is based on two
derivatives of the instantaneous value of grid voltage. In flowchart-Figure 4.18, the first
derivative of the input-grid voltage is implemented with its one sample delay. Then it
passes to if-condition to determine whether it is the maximum or minimum value.

Figure 4.18 Flowchart of maximum detection stage
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4.6.2 Sample and Hold stage
The sample and hold stage is an essential stage in the PHif-ANN approach to
convert its instantaneous input variable to an output that provides a reasonable variable to
the core of the PHif-ANN approach, which is the Artificial Neural Network (ANN), so the
ANN can handle the variable. This stage is implemented in Matlab Simulink by using
Sample and Hold. The Sample and Hold have two inputs and one output. The output
follows the first input as long as the second input is true (1); otherwise, it is false (0). Figure
4.19 shows the block and the input and output signals.

Figure 4.19 Sample and hold stage
4.6.3 Artificial Neural Network/if condition Stage
The core stage for the PHif-ANN approach is the Artificial Neural Network (ANN),
and if-condition. The main contribution of the artificial neural network is their capability
to do non-linear curve fitting from the collected data. As mentioned before, the general
structure of ANNs is an input layer, hidden layers, and an output layer. In the step-up/down
tests, a single hidden layer is employed to mimic the behavior of the tests with several
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nodes in it and a hyperbolic tangent (tanh) as a transfer function. Moreover, the fast and
best accuracy for ANN is assured by utilizing the Levenberg–Marquardt (LM) algorithm
as the fastest and most stable learning algorithm. Choosing a training algorithm is a critical
step in the ANNs. In this case, as small- and medium-sized problems, LM is the most
suitable for training. On the other hand, if-condition can be an excellent solution to
implement, but it still depends on the data.
Two ANNs are utilized in the PHif-ANN approach for each DUT; the first one is
to handle variations in the threshold voltage, as shown in Figure 4.20, Figure 4.21, and
Figure 4.22. The second ANN is implemented to handle the relation between the clearing
time with the threshold voltage. For instance, Figure 4.23 shows the fitting between the
real data and the second ANN for the Replus device.
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Figure 4.20 Fitting the threshold voltage and rate ramp of the grid by implemented ANNSiemens
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Figure 4.21 Fitting the threshold voltage and rate ramp of the grid by implemented ANNEnphase
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Figure 4.22 Fitting the threshold voltage and rate ramp of the grid by implemented ANNReplus

4.6.4 Variable Delay and Trip Stage
The variable time delay block is used to control the delay of one input by another
input. The integration variable delay block with ANNs provides a powerful and more
beneficial method than using ANNs that have particular delays in input or output or a
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combination of the two. After this stage, the trip signal will be sent to indicate whether
there are any abnormal conditions.
4.7 Comparison of the results
4.7.1 Step Up- Down Test Results
In most of the previous studies, the devices are modeled during abnormal grid
conditions depending on the clearing time and RMS voltage to determine when they are
tripped. This process yields inaccurate results. Calculating the RMS voltage obliges a
certain amount of time (one cycle) that needs to be subtracted out of the output of the
clearing time in the look-up table before determining the trip. That error becomes more
significant when the device trips in less than one cycle, as in the cases presented here (0.25
cycle).
Also, all step up-down events happen instantaneously, which causes time variations
for the RMS voltage to pass the threshold. To compensate for that error, another look-up
table must be attuned to give an accurate value. Moreover, another slight error is presented
from the look-up table through interpolation and extrapolation techniques that are utilized
to estimate the output.
On the other hand, the proposed approach is faster and more accurate than the lookup table method because it depends on instantaneous value, not on the RMS. Besides, it is
more accurate and powerful than the look-up table in the handling of nonlinear cases by
utilizing the maximum detection stage and the ANNs as part of the approach.
In Figure 4.23, the measurement data and the output of the PHif-ANN model are
shown to have good accuracy and are a suitable match for the under-voltage and overvoltage step responses. The maximum error for more than 80 experimental tests is less than
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two milliseconds (approximately 0.12 cycle). For the two other DUTs (Siemens, Enphase),
the same processes are applied as long as the data is a variable.
Figure 4.24 shows that the developed model performs similarly to the physical
device under test-Replus. The model trips at similar voltage levels with similar clearing
times to those of the actual DUT under the same conditions. For instance, in Figure 4.24(A), the model trips at 0.25 cycle, which is precisely the real response of the device and is
a match with Table 4.4. The accuracy of the model is better than depending on a look-up
table because the developed model does not depend on RMS and interoperates between
data points.

Figure 4.23 Overvoltage and under-voltage Step test for measurement data and
PHif- ANN model- Replus
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(A)

(B)
Figure 4.24 Overvoltage and under-voltage Step tests for PHif-ANN model- Replus
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Figure 4.25 shows the abnormal behavior of the Siemens DUT during abnormal
grid conditions. By implementing an if-condition in the PHif-ANN, the results show that
the developed model for Siemens DUT identically mimics the physical device under test.
The model trips at similar voltage levels with similar clearing times to those of the actual
DUT under the same conditions. For instance, in Figure 4.26, the model trips in the 7th and
13th cycles as clearing time, which is precisely the real response of the Siemens device and
is a match with Table 4.4. The accuracy of the model is better than using a look-up table
because the model does not depend on RMS and interoperates between data points and also
the error that could come from ANN.

Figure 4.25 Overvoltage, undervoltage and operation region for DUT -Siemens
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Figure 4.26 Overvoltage step test for PHif-ANN model- Siemens

4.7.2 Various Ramp Rates Tests Results
The PHif-ANN, specifically the ANN part, demonstrates the ability to handle
nonlinearity between the input and output (Step function-Replus-DUT). This is very
important for modeling DUTs during abnormal grid conditions because the abnormal
behavior may not be just a step function but is likely to be an exponential function
(overcurrent protection) or a combination of different functions. However, an if-condition
function is another simple option for modeling abnormal behavior in DUTs, instead of in
the ANN, when the behavior is a step form function. Both Siemens and Enphase DUTs
behave as step form functions for abnormal grid conditions.
Figure 4.27 summarizes the accuracy of the proposed model and compares the result
with real data by applying different ramp tests using one model that assumes fix voltage
and another model that assumes fix voltage but with a delay embedded in the DUT. The
results show the best accuracy happens in the proposed model (PHif-ANN), where ANN
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is implemented to handle the nonlinearity between the threshold voltage and variation in
voltages over time and also by utilizing the finding delay. Conversely, the worst result
occurs by assuming that the device only has a fix trip voltage. Another model that has been
developed assumes that the threshold voltage is a fixpoint, and there is a delay.
Nonetheless, the best accuracy continues to occur in the proposed model (PHif-ANN) by
considering the nonlinearity of the threshold voltage and variations in the grid voltage over
time, as shown in Figure 4.27 (B), while (C) is for ramp-up tests.
Figure 4.28 shows the error between trip voltage real data and the other two models
where the error could reach more than 35 volts, while our approach is always the error less
than 1 volt over all the ramp tests for Siemens. For the other two devices (Enphase and
Replus), Figure 4.29-4.32 show the trip voltage and error between the modes and the real
data where the error could reach more than 65 volts for Enphase.

(A) Down ramp tests
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(B)-Zoom

(C)Up Ramp tests
Figure 4.27 Trip voltage for real data, fix threshold voltage, proposed model- Siemens
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(A) Ramp down Error

(B)Ramp down Error
Figure 4.28 Error of the real data trip voltage, fix-threshold voltage, and the error of the
proposed model- Siemens
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(A)Up ramp tests

(B)Down ramp tests
Figure 4.29 The trip voltage for real data, fix threshold voltage, proposed model- Enphase
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(A)Up ramp tests

(B)Down ramp tests
Figure 4.30 Error of the real data trip voltage, Fix-threshold voltage, and the error of the
proposed model- Enphase
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(A)Up ramp tests

(B)Down ramp tests
Figure 4.31 Trip voltage for real data, fix threshold voltage, proposed model- Replus
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(A)Up Ramp tests

(B)Down Ramp tests
Figure 4.32 Error of the real data trip voltage, fix-threshold voltage, and the error of the
proposed model- Replus
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4.8 Conclusion
In this chapter, the Peak Hold if Neural Network (PHif-ANN) approach is presented
as a model that mimics the embedded protection system. The PHif-ANN is tested for three
different commercial microinverters, particularly in abnormal grid voltage conditions, that
handle the interface between the DR and the EPS. The model detects the abnormal
conditions not only in the 0.25 cycle but also instantaneously. Additionally, it is capable of
handling the nonlinearity between grid voltage and the clearing time. The PHif-ANN can
also handle the nonlinearity between the varying grid voltage over time with the threshold
voltage.
The results of the model are within a reasonable degree of accuracy to the actual
inverter behavior. For step voltage tests, the accuracy of clearing times is on the amount of
measurement data points and generally less than two milliseconds as a maximum error.
Developing such a model for commercial micro inverters without any knowledge
about the embedded software protection provides the ability to study and investigate the
impact of integrating multiple DERs onto an EPS in the protection and reliability studies
of a modern power system. Future versions of EPS will be different from current models
due to the higher penetration of renewable resources at the distribution level, which causes
many unanticipated interactions between DERs and EPS. This model can be a powerful
and secure tool to decrease the amount of unanticipated interactions in a safe and flexible
software environment.
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CHAPTER 5
STATIC MODELING OF DUT

In this chapter, we present a data-driven modeling (DDM) approach for static
modeling of commercial photovoltaic (PV) microinverters. The proposed modeling
approach handles the nonlinearity of a full range grid voltage (0.88-1.10 p.u), not just under
the normal grid operating, including burst mode. No prior knowledge of internal
components, structure, and control algorithm is assumed in developing the model. The
approach is based on Artificial Neural Network (ANN) and Fast Fourier Transform (FFT).
To generate the data used to train the model, a Power Hardware in the Loop (PHIL)
approach is applied. Instantaneous inputs-outputs data is collected from the terminals of a
commercial PV microinverter at the time domain. Then, the collected data is converted to
the frequency domain using a Fast Fourier Transform (FFT). The ANNs that are the core
of the DDM are developed in the frequency domain. The outputs of the ANNs are then
converted back to time domain for validation and use in system-level simulation. The
comparison between measured and simulated data validates the performance of the
presented approach.
5.1 Introduction
The worldwide installed capacity of solar photovoltaic energy surpassed 303 GW
at the end of 2016 [1]. Such a sharp increase—about 90 GW added in two years (20142015) and 75 GW only in 2016 —attracted the attention and concerns of industries, utilities,
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and academia. The increasing penetration of photovoltaic generation imposes significant
challenges related to power quality (harmonics, power factor, DC injection, and voltage
flicker), reliability, protection, control, and stability of distribution grids [2]. In this context,
it is crucial to be able to accurately simulate the effects that photovoltaic generation has on
grid operation and the interactions that may occur between interfacing converters and
traditional grid regulating devices (e.g., on-load tap-changer, capacitor banks).
Considering the complexity of the energy system, there is no doubt that modeling
and simulation are fundamental tools to perform design and analysis safely and effectively
[66][67][68]. Modeling, validation, and verification of interfacing converters are critical
steps to perform a system-level analysis of future power systems. However, developing a
reliable model of a grid-connected converter requires significant background in modeling
approaches (e.g., first principles versus empirical), system characteristics, and levels of
model detail required. Moreover, modeling these converters is particularly critical due to
the major role played by the control algorithm, especially in abnormal grid conditions. It
would be unacceptably inaccurate to develop an equation-based model constructed
uniquely on the hardware characteristics of those devices—if the producer of the device
itself does not generate it. In the field of power electronic converters modeling, three levels
of detail are generally considered depending on the analysis goals: component level,
converter level, and system-level [69].
Detailed component models have been developed for detailed circuit simulation
purposes, for example, Insulated Gate Bipolar Transistors (IGBT), power diodes [70],
inductors, and capacitors [71], but component-level modeling requires significant details
about the physics of the device to be modeled, and the model execution is computationally
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demanding. This kind of modeling is considered a first principle model (white-box) based
on fundamental physic laws. White-box models are reliable and accurate, but the amount
of detail needed to obtain an accurate model limits its applicability when commercial—
control driven—devices are of interest. At the same time, this approach is widely applied
in commercial simulators when mainly generic models—non-vendor-specific—are used.
For converter level modeling, both white- and black-box approaches have been
used. White-box models (first principle models), which require significant knowledge of
converter structure and parameters, have been developed both to capture the switching
operation [72] of the converter and to represent the averaged behavior of the converter
[73][74]. At the same time, black-box experimental models (data-driven models) have been
developed [75][76][77] using system identification approaches. Black-box models are
typically also less computationally demanding.
For system-level modeling, behavioral, or experimental models are typically used.
The limited computational cost and amount of information required are often the main
factors that drive the use of the behavioral model. In this context—since our goal is to
model PV microinverter for system-level studies—considering the device to be modeled
as a black box and using a data-driven approach seems a viable alternative to an equationbased model.
In [5][6], models of a PV inverter are developed at the system level relying on
system identification techniques. However, these models are valid only in a small range of
operating conditions but are invalid in abnormal grid conditions, as well as in burst mode
operation. In [7], another data-driven model of a PV inverter for system-level analysis is
reported. In this case, the model uses the DC side current as an input and the generated
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power as an output; neither the grid voltage or burst mode operation is considered in
developing the model. In [78][79][80][81], detailed models of PV systems have been
developed, but those models focus only on the PV panel/array stage without considering
the power electronics conversion stage.
In this chapter, we present a data-driven modeling (DDM) approach that considers
the device (microinverter) as a black box. No prior knowledge of internal components,
structure, nor control algorithm is assumed in developing the model. The proposed
approach models the device in the frequency domain to facilitate the modeling of
harmonics and subharmonics behaviors. The benefit of creating a static time-frequency
domain-based model of a grid-connected converter is not only validated for harmonic
studies, where many studies are interested in the harmonic impact DERs on the grid but
also the model handles the nonlinearity of a full range grid voltage (0.88-1.10 p.u), not just
under the normal grid operating.
Furthermore, the proposed approach shows the ability to include burst mode
operation in the model of the considered PV inverter. Until now, burst mode operation of
PV microinverter has been modeled only in [9], where a simple circuit is tuned to match
collected experimental results. As mentioned in [9]—under high penetration levels—burst
mode operation may result in voltage flickering and phases unbalancing problems. In this
context, the model developed as part of this chapter will be used to evaluate how a large
number of these devices may affect distribution grids.
5.2 PV Microinverter Operation and Analysis
There are three main types of PV inverter architectures: central inverters, string
inverters, and module integrated type inverters (referred to as microinverters) [82]. Central
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inverters are widely used in utility-scale PV farms and are used to connect a large number
of parallel strings of PV panels to the grid. Each string consists of a series of PV panels
that produce high DC voltage. Although the use of a central inverter is considered a simple,
reliable, efficient, and cheap option for large-scale PV plants, the central inverter approach
suffers from high DC voltage and current (and so power losses), inflexible design, and poor
maximum power point tracker (MPPT) performance for individual PV panels, especially
under cloudy situations.
Dedicated string inverters connect a series string of PV panels directly to the grid.
This approach is generally used for residential rooftop PV panels and small to medium
scale PV systems. The main advantages of using string inverters are reduced DC wiring
(and so power losses) and improved MPPT performance.
As the third option, microinverters are directly connected to each panel and inject
the generated power into an AC or DC grid. Using microinverters, each PV panel operates
independently regardless of the conditions of the other panels. Therefore, microinverters
have some significant advantages over the other mentioned solutions. Using microinverters,
the operating point of each PV panel can be individually optimized with significant
efficiency benefits. Moreover, using microinverters increases flexibility, and safer
installation (no high voltage connection) is achieved. The use of microinverters also
facilitates panel health monitoring and maintenance operations. However, the use of
microinverter increases the overall cost of solar installation.
In this chapter, we focus on the modeling of PV microinverters due to their
increasing use over the last few years. Before describing the used modeling approach (next
section), we want to discuss the operation of a microinverter for readers that are not familiar
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with microinverters. In particular, we want to describe what burst mode operation indicates.
To provide some quantitative value and to make the discussion more concrete, we will
often refer to the particular microinverter used for this work (Enphase S280); however, the
main points in the description are valid for a generic microinverter.
The behavior of a commercial grid-connected line to line PV microinverter is, as
previously mentioned, largely determined by the control software that is used to comply
with the IEEE 1547 standard [57]. Therefore, following the IEEE 1547 standard, many
initial tests have been applied to the microinverter under normal and abnormal conditions
which it may face during its operation [83].
We executed abnormal voltage tests—both for overvoltage and under-voltage—to
verify the maximum and minimum voltage at which the microinverter could operate.
Results from the tests are reported in Figure 3.3 and Figure 3.4 and summarized in Table
5.1. The table also shows the clearing time for the microinverter to cease power. Underfrequency and over-frequency tests were also executed for the microinverter to confirm the
operating frequency range. Other tests, such as a DC injection test, reconnection time test
(Figure 3.2), and anti-island test (Figure 3.8), were also implemented, and the results are
reported in Table 5.1.

Table 5.1 IEEE 1547 and microinverter response
Test
Abnormal Voltage
Frequency (Hz)
DC injection
Reconnected Time
Anti-Island

IEEE 1547.1 Standard
V > 110 % (tc=1 sec)
V < 88% (tc=2sec)
f > 60.5 (tc= 0.16 sec)
f < 59.3 (tc= 0.16 sec)
<0.5 % of rated current
300 sec
< 2 sec
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Response
V > 109 % (tc=0.92 sec)
V < 88.5% (tc=1.8 sec)
f > 60.505 (tc= 0.126 sec)
f < 59.3 (tc= 0.123 sec)
<0.1% of rated current
307 sec
< 0.02 sec

On the AC side, the microinverter can operate at voltage grid levels between 184
Vrms and 228 Vrms [83]. These levels are determined according to the IEEE 1547 standard.
Minimum and maximum operating voltages have been verified using an increasing ramp
(100 mV/s) and decreasing r (100 mV/s) to determine the trip voltage levels (abnormal
voltage tests) [57][83]. On the DC side, the power generated by the PV panel may vary
between 0 and 270 W.
The PV inverter (Enphase280) injects a perfectly sinusoidal current in phase with
the grid voltage if the injected power is more than 34% of the nominal one. If the PV panel
generates less than 34% of the PV rated power, the inverter operates in what is called “burst
mode.” During burst-mode operation, the microinverter utilizes a charging and release
cycle approach. It is worth noticing that this approach can significantly increase efficiency
when operating at low light conditions, as, for example, during morning and evening hours.
To better analyze the operation in burst mode, we analyze how the number of
charging cycles changes with the power generated by the PV panel, as shown in Table 3.14.
Figure 3.9 shows the real current waveforms of the microinverter operating under burst
mode at different PV input power levels. The microinverter charges from 1 to 5 periods
and injects current for one period depending on the input power. Figure 5.1 shows the
harmonic components of the injected grid current in correspondence to the number of
charging cycles; frequency domain data are obtained performing a Fast Fourier Transform
(FFT). Only frequency components with an amplitude larger than 0.1% of the rated current
are considered in analyzing the microinverter operation and in developing the DDM. For
one charging cycle, the output has frequency components integer multiples of 30 Hz.
However, for two charging cycles, the frequency components are integer multiples of 20
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Hz. For the operation consisting of three, four, and five charging cycles the frequency
components are integer multiples of 15 Hz, 12 Hz, and 10 Hz, respectively. Within the
power ranges identified in Table 3.14, the microinverter injected current changes in
amplitude, but the ratio between on and off cycles is constant; as a consequence, the
harmonic components involved a change in amplitude but not in frequency. For one
charging cycle, Figure 5.2 shows the AC grid injected current magnitudes for different
values of the input power (between 26% and 33% of the inverter rating). It is also worth
observing that the output current bursts at nonzero-crossing points of the current waveform,
as shown at points B in Figure 5.2. The FFT analysis for one charging cycle at various
power levels (26–33% of the rated power) is shown in Figure 5.3. The same behavior was
observed for the other charging cycles.

Figure 5.1 FFT Magnitude for output current waveforms of micro-inverter during burstmode. (Top-down: 26%, 17%, 14%, 12%, and 10%)
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Figure 5.2 Output current waveforms of Micro-inverter during burst mode (1 charging
Cycle) at different inputs

Figure 5.3 FFT magnitude for output current waveforms of micro-inverter during burst
mode (1 charging Cycle) at different inputs
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5.3 Linear Model
The first data-driven model has developed a simple linear model for comparison
purposes and review data. Basically, the linear model is described in Equation 1, where
variables are just multiplied by constants and offset in the equation. The reason for
developing the linear model is to show the impact of a wide range of grid -voltage (0.881.10 p.u) that is regulated by IEEE.1457 leads to nonlinear behavior for DUTs. The other
reason for the linear model is to compare it with the DDM.
𝑓(𝑥) = 𝑎0 + 𝑏𝑥

(1)

Many researchers address the nonlinearity of a wide range of grid operations;
however, they do not show it clearly to the society [50,51]. The collected data is automated
at each DC input power, where the grid voltage changes 1 Volt. Figure 5.4 provides a big
picture of DUT-Seimins’ behavior at wide operation grid points. As a result, the
nonlinearity of the grid can be found in Figure 5.5, where the slope of the data is different
in the linear model, and the error in this steady-state reaches more than 10%.

Figure 5.4 Comparison of real collected data and linear model –Siemens Microinverter
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Figure 5.5 Comparison of real collected data and linear model (Zoom) –Siemens
microinverter

5.4 Modeling Approach
Data-driven modeling approaches are typically classified as direct or indirect.
Direct methods use the raw collected data to create the input-output mapping, while
indirect methods need to extract features from data to build the model.
Concentrating on operating conditions for which the generated power is different
from zero, the output current (AC side) of the microinverter is a sinusoid waveform—as
long as the inverter is not operating in burst mode—and depends on the grid voltage (184
Vrms to 228 Vrms) and the output current of the PV panel (2.54–7.17 A) depending on the
microinverters because two types of microinverters are used in this research (Enphase and
Seimins). On the contrary, as discussed in the previous section, Figure 3.9 and Figure 5.1
show how the current injected by the microinverter is characterized by strong subharmonic
components when operating in burst mode. Given this broad variation, the creation of a
time-domain steady-state model is very challenging. For this reason, we decide to use an
indirect approach to the creation of the data-driven model. The model is developed by
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extracting RMS data from the PV side current and the grid voltage (𝐼DC, 𝑉grid) as features
of the input side and extracting frequency components (magnitude, phase) of the output
current (𝐼AC) as a feature on the output side. The workflow for the proposed creation of the
DDM is shown in Figure 5.6. It illustrates the two preprocess steps for preparing the data,
the DDM creation using an ANN algorithm, and the conversion of the DDM outputs back
to the time domain.
The collected data are modified through two steps before proceeding with the
training. We refer to these two steps as post input and pre-output. In the post input stage,
the input time-domain instantaneous value data are converted to RMS values. In the pre
output stage, the output data are converted to the frequency domain (amplitude, phase).
FFT is used to calculate the amplitude and phase of each frequency component; only
frequency components with an amplitude higher than 0.1% of the rated current are
considered in the modeling of DDM. Once the data is prepared, the DDM is created using
an Artificial Neural Network. The outputs of the DDM are then converted back from the
frequency domain to the time domain.
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Figure 5.6 Workflow for proposed DDM approach
5.4.1. Data-Driven Model Development.
In machine learning and computational intelligence, the most common algorithms
for the development of data-driven models are Artificial Neural Networks (ANN), Fuzzy
Rule-Based Systems (FRBS), and Genetic Algorithms (GA). To develop the model of the
microinverter of interest, we used an ANN algorithm based on a two-layer feedforward
network with nonlinear activating nodes (sigmoid hidden neurons) in the hidden layer and
a linear activating output node in the output layer. We decided to use ANN due to their
capability of handling nonlinear relations and due to the parallel and straightforward
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execution structure that facilitates the implementation of the derived DDM into traditional
power system simulation software, in addition to real-time execution. Three ANNs were
created to cover the whole operating range of the microinverter. The inputs of the ANNs
were the grid voltage (RMS) and the PV current; the outputs were the amplitude and phase
of the frequency components of the output current. The ANN used to model non-burst
mode operation is based on five sigmoid neurons in the single hidden layer used and on
two linear neurons in the linear output layer. For burst mode operation, two ANN were
used—one for the phase and one for the amplitude. Both ANNs were based on six sigmoid
neurons in the hidden layer, and 42 linear neurons are used in the linear output layer. As
described in more detail in Section 5.4, more than 600 samples were used for training the
ANN used for non-burst mode, and 93 samples were used for validation. For burst mode
operation, the ANNs were trained using 30 samples, and they were validated using 24
samples.
5.4.2. Overall Model Structure.
In this section, we describe how the model has been created to cover all possible
operating conditions so that it could be used in the system-level simulation. As mentioned
in the previous sections, three different ANNs have been created, one for non-burst mode
operation and two for burst mode operation; a block diagram description of the model is
presented in Figure 5.7. The model is composed of the three ANNs, an output selector, and
a conversion module. All three ANNs are constantly operated in parallel under all grid and
irradiance conditions, and they all receive the same inputs (𝐼DC and 𝑉grid). The output
selector receives the value of 𝐼DC and 𝑉grid and determines which ANN outputs should be
used, distinguishing between non-burst mode and burst mode operations.
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Finally, the conversion module converts the data—amplitude(s) and phase(s)—
received by the output selector back to the time domain. It is worth mentioning once more
that the outputs of the model are the instantaneous values of the grid current (𝐼AC).

Figure 5.7 Simplified structure of the DDM network
5.5 Model Validation and Experimental Results
The DDM was developed using MATLAB/Simulink R2011b. The collected data,
as described in Section 5.4, was divided into two groups: one used for training the ANN
and the other for validating the ANN. However, to better appreciate the performance of the
model, the DDM was also executed in real-time using OPAL-RT. The results obtained
from the model operating in real-time were compared with the results obtained from the
actual operation of the microinverter. To evaluate the accuracy of the developed model, the
error between the DDM and the real microinverter was calculated using (1). The model is
tested at training and nontraining operating points:
𝐸𝑟𝑟𝑜𝑟% =

Measurement value − Model value
∗ 100%
Rated Value
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(1)

5.5.1 Data Collection and Preparation
For non-burst mode, data were collected at power levels that vary between 35%
and 100% of the rated power at 5% increments for different AC grid voltage levels (1-volt
increments); more than 600 samples for the model and 70% of samples were utilized as
training samples. For validation and testing purposes, 15% of the total samples are used.
To be able to train an ANN able to reproduce the behavior of the microinverter also in burst
mode, more power levels were tested in the range 0–33%; in this case, the size of training
and validation data is 30 samples and 24 samples, respectively. The collected data are the
AC grid voltage, the DC current, and the AC current.
5.5.2. Response of the DDM at 35–100% of Rated Power.
In this section, we discuss the accuracy of the obtained model for non-burst mode
operation. We developed a linear model as a case to compare our DDM with it. Figure 5.8
and Figure 5.9 show the error between the output current of the real microinverter
(Siemens- Microinverter), linear model, and the output of DDM at the different operating
conditions (0.88-1.1 p.u) of grid voltage. For the Linear model, the error reaches more than
10 %. However, DDM shows more accuracy than the linear model, where the error does
not exceed 2%. The points on the blue/red line indicate the average error computed for
various grid voltage levels and power levels.
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Figure 5.8 Error between the linear model and DDM with the real data measurement

Considering the results of Figure 5.9, the error was evaluated by setting the grid
voltage at (0.88 to 1.1 p.u) and by changing the input power levels. The error of the linear
model reaches to more than 10% over the input power levels and grid voltage levels

(A) Enphase
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(B)-Siemens
Figure 5.9 Output of DDM, linear model, and real measurement (grid voltage: 0.88 to 1.1
p.u; power: 35–100%).
As shown in Figure 5.9, the DDM shows a significant match with measurement
data over all the range of inputs. For instance, by looking at the black points (DC input
100%), we can see how the outputs of DDM close to the real measurement data. Also, for
low power (DC 35%), the result of DDM is better than the linear model overall range of
grid voltage. On the other hand, the linear model in some level of inputs intersects with the
other level of input current, which leads to the misrepresentation in the output.
5.5.3. Response of the DDM during Burst Mode: 0–34% of Rated Power.
In this section, we discuss the accuracy of the obtained model for burst mode
operation. Figure 5.10 and Figure 5.11 show the average error—of the magnitude and
phase components—between the current measured on the inverter and the data obtained
from the model. The tests were performed at different operating conditions, both under the
same conditions used for ANN training and under nontraining conditions. The average is

98

obtained considering the different harmonics components. For training points, the
maximum average error of the magnitude is equal to 0.6% (0.008 A), and the phase angle
is equal to 0.66 degrees. For nontraining points, the maximum average error of the
magnitude is less than 1.2% (0.015 A), and the average error of the phase angle is less than
0.9 degrees except that for 2.2% of the PV rated power; in this case, the error is equal to
3.5 degrees. This high value is due to the low power level; at this power level measurements,
accuracy and noise became more significant and degraded the model performance. To
evaluate the model accuracy once the time domain signal is reconstructed, the outputs of
the ANN, which were amplitudes and phases, are converted to the time domain by
reconstructing the original current signals. In Figure 5.12, the AC current waveform
obtained by the model is com1pared to the waveform obtained by the real device purposes
nontraining point is used for this comparison.

Figure 5.10 Average error magnitudes of output current components between the real
microinverter and the DDM during burst mode at training and nontraining points.
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Figure 5.11 Average phase angles error of output current components between the real
microinverter and the DDM during burst mode at training and nontraining points.

Figure 5.12 Output current waveforms of the microinverter and DDM during burst mode
at the nontraining point.
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5.5 Conclusion
In this chapter, a DDM approach is proposed for modeling a commercial PV
microinverter without any prior knowledge of internal components, structure, or control
algorithms.
In general, there are two major challenges in developing a data-driven model of a
PV microinverter. First of all, including the effect of grid voltage variations in the model
requires the development of a multi-input model; this significantly increases the
complexity of the model, if compared to SISO models developed in the literature, for
example, [7]. Second, the model needs to be able to capture burst mode operation; at the
actual stage, only another approach has been proposed to model this type of operation [9].
Thanks to the approach proposed in this paper, the microinverter has been considered as a
black box, and a DDM has been created based on ANN and FFT; the obtained model covers
both normal-mode and burst mode operation taking also into consideration grid voltage
variations. The model results are validated through a large set of operating conditions and
in general show good accuracy.
The obtained model can be integrated into a commercial tool for power system
simulation. The models obtained with the proposed approach require very little resource
usage, and in fact, we successfully used them for real-time simulation. In further studies,
we will analyze how those devices affect, especially during burst-mode operation, LV
distribution networks power quality.
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CHAPTER 6
CONCLUSION AND SUMMARY

This section summarizes the dissertation by discussing (1) what the research
accomplished, (2) the impact of the research, and (3) the future work and research.
6.1 Summary of what the research accomplished
1. Presented a safe, repeatable environment (Power Hardware-in-the-Loop) for
analyzing, testing, and characterizing a device under test (Distributed energy
resources) in a laboratory environment.
2. Created a purely empirical (data-driven) static approach for DUTs based on
actual laboratory data. The model handles the full range of grid voltages [0.88
to 1.10 p.u], harmonics, and includes a burst mode. No prior knowledge of
internal components, structures, and control algorithms is assumed in developing
the model.
3. Developed a model of DUT that is valid under abnormal grid conditions
(abnormal voltage) to detect and respond to the abnormal grid conditions to
mimic the actual inverters (three different commercial PV micro-inverters).
4. An automated data collection process eliminates the need for human intervention
in tests through the configuration of the PHIL, which would evaluate the DUTs
under a wide variety of conditions, models, and a manufacture’s control.
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5. Validated the models with the DUTs against manufacturer claims of
performance, IEEE 1547 Standards.
6.2 Impact of the research
1. Providing a DDM for DUTs opens the door to study and analyze the impact of
DER-the commercial microinverter devices on the distribution grid by including
the full range of grid voltage [0.88-1.1 p.u].
2. Providing a model under abnormal conditions for DUTs- three commercial
microinverters will contribute to the study and observation of the impact of
integrating multiple DERs onto an EPS in the protection and reliability of a
modern power system.
3. Introducing an opportunity to study the impact of the burst mode for hundreds of
microinverters at different penetration levels for the local grid, large power, or
micro-grid systems from the perspective of a power quality study.
6.3 Suggestions for future work
The suggestions for extending and modifying this research are as follows:
1. Study and analyze the impact of the DERs- commercial microinverter devices on
the distribution grid by including the full range of grid voltage [0.88 1.1 p.u].
2. Developing a DDM for DUTs that mimic the burst mode will provide
opportunities to study the impact of DUTs-particularly microinverters- on a large
system or local load in micro-grid during burst mode because it may cause a
voltage flicker. Therefore, more studies are needed to see the impact of DERs
under burst mode.
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3. Extend the DDM to cover the dynamic behavior of DUTs by adding the effect of
the dynamic behavior to the static DDM as Dynamic Compensation ANN (see in
Figure 6.1 ).
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Figure 6.1 Dynamic compensation of ANN to Static DDM

4. Integrating the Data-Driven Model (DDM) with a Nodal analysis at the system
level to make sure that the DDM can work and integrate with other software.
5. Automating the modeling process, we achieved automation in the data collection
process and the characterization process by eliminating the need for human
intervention through the PHIL and Python code; however, for the modeling stage,
it is possible to implement the Python code to develop DDM.
6. As the model of abnormal conditions for DUTs (three commercial PV microinverters) is presented which mimic controllers in grid-tied DERs, studies are
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needed to reveal what could happen when one DER ceases to energize the grid
which could mean that other DERs disconnect, leading to a reduction in the
amount of energy generated by an Electric Power System.
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