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Abstract
Invertible map equivalences are approximations of graph isomorphism that refine the well-known
Weisfeiler-Leman method. They are parameterized by a number k and a set Q of primes. The
intuition is that two equivalent graphs G ≡IMk,Q H cannot be distinguished by means of partitioning
the set of k-tuples in both graphs with respect to any linear-algebraic operator acting on vector spaces
over fields of characteristic p, for any p ∈ Q. These equivalences have first appeared in the study of
rank logic, but in fact they can be used to delimit the expressive power of any extension of fixed-point
logic with linear-algebraic operators. We define LAk(Q), an infinitary logic with k variables and all
linear-algebraic operators over finite vector spaces of characteristic p ∈ Q and show that ≡IMk,Q is the




a natural upper bound on the expressive power of any extension of fixed-point logics by means of
Q-linear-algebraic operators.
By means of a new and much deeper algebraic analysis of a generalized variant, for any prime p,
of the CFI-structures due to Cai, Fürer, and Immerman, we prove that, as long as Q is not the set
of all primes, there is no k such that ≡IMk,Q is the same as isomorphism. It follows that there are
polynomial-time properties of graphs which are not definable in LAω(Q), which implies that no
extension of fixed-point logic with linear-algebraic operators can capture PTIME, unless it includes
such operators for all prime characteristics. Our analysis requires substantial algebraic machinery,
including a homogeneity property of CFI-structures and Maschke’s Theorem, an important result
from the representation theory of finite groups.
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1 Introduction
The graph isomorphism problem (or more generally, the structure isomorphism problem) is
an important computational problem which is also very interesting from the point of view of
complexity theory. It is not known to be in P nor known to be NP-complete. It is known to
be solvable in quasi-polynomial time by Babai’s algorithm [3].
An important theoretical approach to understanding the nature of the graph isomorphism
problem is the Weisfeiler-Leman method. For each positive integer k, the k-dimensional





© Anuj Dawar, Erich Grädel, and Wied Pakusa;
licensed under Creative Commons License CC-BY
46th International Colloquium on Automata, Languages, and Programming (ICALP 2019).
Editors: Christel Baier, Ioannis Chatzigiannakis, Paola Flocchini, and Stefano Leonardi;
Article No. 112; pp. 112:1–112:14
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
112:2 Approximations of Isomorphism and Logics with Linear-Algebraic Operators
over-approximates isomorphism in the sense that if G ∼= H for a pair of graphs G and H,
then G ≡k H for any k. The relations form a refining family in the sense that if G 6≡k H
then G 6≡k′ H for all k′ > k. Thus, the equivalence relation gets finer with increasing k
and approaches isomorphism in the limit. Moreover, if G and H are n-vertex graphs then
G ≡n H if, and only if, G ∼= H. For each fixed k, the equivalence relation ≡k is decidable in
polynomial time, indeed in time nO(k). Thus, if there were a fixed k such that ≡k were the
same as isomorphism, we would have a polynomial-time algorithm for graph isomorphism.
However, we know this is not the case. Cai, Fürer and Immerman [6] showed that there are
pairs of non-isomorphic graphs G and H with O(k) vertices such that G ≡k H. We call the
construction of such graphs the CFI construction.
The Weisfeiler-Leman equivalences arise naturally in the study of graphs in many different
guises. We have definitions based on combinatorics (such as Babai’s original definition,
see [6]); in logic as the equivalences induced by bounded variable fragments of first-order logic
with counting; linear programming (see [2, 21]); and algebra (as in the original definition of
Weisfeiler and Leman, extended to dimension k in [13]). The equivalences have proved to
be of central importance in the area of descriptive complexity theory. In particular, they
delimit the power of fixed-point logic with counting (FPC), an important logic in the study of
symmetric polynomial-time computation (see [9]). On many important classes of structures,
it turns out that there is a fixed k for which k-WL suffices to distinguish all non-isomorphic
graphs. Most significantly, Grohe [20] has shown that for any proper minor-closed class C of
graphs, there is a k such that ≡k coincides with isomorphism on graphs in C.
Despite its importance in the interplay of graph structure theory and logic, and its
theoretical significance in understanding the graph isomorphism problem, the Weisfeiler-
Leman method does not give the most efficient algorithms for solving the isomorphism problem.
The CFI construction demonstrates that using the WL method to decide isomorphism would
yield an algorithm of complexity nΩ(n) which is asymptotically no better than trying all
permutations and far removed from the quasi-polynomial time algorithms known. This has
inspired the search for other structured families of equivalences (see for example [4, 16]).
One particularly interesting such family are the invertible-map equivalences defined in [14].
This gives, for each k and each set Q of prime numbers, an equivalence relation ≡IMk,Q. The
precise definition is given in Section 2 but the intuition is that if G ≡IMk,Q H, then G and
H are not distinguishable by a refinement of k-tuples given by linear operators acting on
vector spaces over fields of characteristic p, for any p ∈ Q. The reason for considering such
equivalences stems from the realisation that the CFI-construction codes in graph form the
problem of solving equations over F2 – the 2-element field (see [1]). It can then be shown
that the family of equivalences ≡IMk,{2} properly refine the Weisfeiler-Leman equivalences in
that G ≡IMk′,{2} H for sufficiently large k′ implies G ≡k H for all k, yet G 6≡IM3,{2} H for the
pairs G,H obtained in the CFI construction.
Furthermore, for any finite Q, the relation ≡IMk,Q is decidable in time nO(k). We can
also vary Q with n. For instance, we could let Qs be the collection of all primes up to
s(n) for some growing function s. In this case ≡IMk,Qs is decidable in time s(n)n
O(k). It is
therefore an interesting question whether the family of equivalence relations is (like the
Weisfeiler-Leman equivalences) infinitely refining. Do increasing values of k yield ever finer
equivalence relations? The rôle of the parameter Q is also worth investigating. If there were
a fixed polynomial s and constant k for which ≡IMk,Qs was the same as isomorphism, we would
have a polynomial-time test for isomorphism. Even if we could prove this for k growing
poly-logarithmically, and s quasi-polynomial, this would yield a new (and more systematic)
quasi-polynomial algorithm for isomorphism. We have no reason to conjecture that either of
these upper bounds holds, but they have not been ruled out.
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One reason for the interest in the invertible-map equivalences is the connection with logic.
In the long-running quest for a logic for PTIME (see [19]), an important direction is the study
of extensions of fixed-point logic with rank operators (FPR) [12] or other algebraic operators
(see [10]). The relations ≡IMk,Q were introduced first as a tool to study the expressive power of
FPR. It was shown in [14] that for every formula ϕ of FPR (as originally defined in [12])
there is a k and a finite Q such that the class of models of ϕ is closed under ≡IMk,Q. For the
more powerful rank logic FPR∗ defined in [18], we can show that for any formula ϕ, there is
a k and a polynomial s such that ϕ is invariant under ≡IMk,Qs . This implies, in particular that,
if we could show that there is no fixed k such that ≡IMk,Q is the same as isomorphism when Q
is the set of all primes, we could, by means of padding and results from [14], separate FPR∗
from PTIME. In short, any advance in understanding the structure of these equivalence
relations is a significant step for resolving important questions.
The equivalence relations tell us about more than just rank logic. They can be used
to delimit the expressive power of any extension of fixed-point logic with linear-algebraic
operators. In this paper we introduce LAk(Q), an infinitary logic with k variables and
all linear-algebraic operators (which we define formally below) over finite vector spaces of
characteristic p ∈ Q. This is the logic for which ≡IMk,Q is the natural notion of elementary
equivalence. Then, LAω(Q) =
⋃
k∈ω LA
k(Q) is a natural upper bound on the expressive
power of any extension of fixed-point logics by means of Q-linear-algebraic operators.
Our main results can now be stated as follows. As long as Q is not the set of all primes,
there is no k such that ≡IMk,Q is the same as isomorphism. From this, it follows that there are
classes of graphs which are not definable in LAω(Q). Moreover, we can construct polynomial-
time decidable such classes. This implies that any logic with linear-algebraic operators, unless
it includes such operators for all prime characteristics, does not capture PTIME. Note, this
does not separate FPR∗ from PTIME, due to the restriction on Q, but it shows that if FPR∗
is to capture PTIME, we need to use the set of all primes.
Establishing the result requires significant technical innovation. In particular, we develop
novel algebraic machinery that has not previously been deployed in the field of finite model
theory. As noted above, the CFI construction codes, in graph form, the problem of solving
systems of linear equations over F2. We can give a similar construction that codes linear
equations over Fp for any prime p. Such a construction was given in [22], where it was used
to establish that the resulting non-isomorphic graphs were not distinguished by a variant
of ≡IMk,{q} for any q 6= p, where the matrix operations are restricted to a particularly simple
form. A more refined analysis of the construction was used in [18] to separate the expressive
power of FPR from that of FPR∗. To be precise, they showed that the formulas of FPR
that do not use an operator with the prime p are no more expressive than formulas of FPC
over these graphs. Our result uses the same graph construction but brings significant new
algebraic machinery to its analysis.
We are able to show, in this paper, that, on graphs obtained by the CFI construction for
Fp, the distinguishing power of ≡IMk,Q, where p 6∈ Q, is no greater than ≡k
′ for some fixed k′.
Note that the graphs are definitely distinguished in ≡IMk,Q when p ∈ Q. We establish the result
by showing that on these graphs, the equivalence relation ≡IMk,{q} is itself definable in FPC
when q 6= p. This is done by implementing a matrix similarity test in FPC, based on the
module isomorphism algorithm of Chistov et al. [8]. There are two key ingredients by which
this yields an FPC definition. The first is that, on the graphs obtained in the construction,
the equivalence relation ≡k (now understood as an equivalence relation on k-tuples of vertices
rather than on graphs) coincides with the partition into automorphism orbits, for sufficiently
large but constantly bounded k. We say that the graphs are Ck-homogeneous for large
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enough k. The second ingredient is that, because the automorphism groups of the graphs
are Abelian p-groups, this partition induces a matrix algebra over Fq, when q 6= p, which is
semisimple and so admits a nice decomposition by Maschke’s theorem. Maschke’s theorem
is a central result in the representation theory of finite groups, which states conditions
under which a linear-algebraic representation of a finite group admits a decomposition into
irreducible representations. It is a powerful tool and we hope that its use opens the door to
further applications of representation theory in the context of finite model theory. Indeed, we
see a major contribution of the present work as being the introduction of Maschke’s theorem
and related tools into the subject.
Much technical detail is omitted due to space reasons. Full proofs, and more detailed
background on the algebra we use, can be found in the full version of the paper that
is available [11].
2 The Invertible Map Equivalence and Linear-Algebraic Logics
The invertible map equivalence relation was introduced in [14, 22] as a family of approxima-
tions of isomorphism. It was shown that it is at least as fine an approximation as that induced
by the infinitary logic with rank quantifiers, introduced in [12]. Dawar and Holm posed the
question whether there is a logic which corresponds to the invertible map equivalences. Here
we answer the question by showing that these equivalence relations are the right notions of
elementary equivalence for an infinitary logic extended with all linear algebraic operations.
We begin by defining the equivalence relations ≡IMk,Q for k ∈ N and Q a set of prime
numbers. It is worth reviewing the definition of the counting-logic equivalence ≡k first. This
is not only an equivalence relation among finite structures, it also induces an equivalence on
the set of Ak (the set k-tuples over A) inside (any) structure A that yields an approximation
to the partition of Ak into orbits.
On a structure A, the relation ≡k can be obtained by an iterative refinement process.
Suppose we are given a partition P = {Pi}i∈I of Ak indexed by a set I. Now, we say that a
pair of tuples ā1 and ā2 are P-similar if they are in the same part of P and for each i ∈ I
and each j ∈ [k] the sets {b ∈ A | ā1[b/j] ∈ Pi} and {b ∈ A | ā2[b/j] ∈ Pi} have the same
number of elements. The equivalence relation ≡k can then be characterised as the coarsest
partition P of Ak that refines the partition into atomic types, such that any two tuples in
the same part of P are P-similar. This means that we can arrive at this partition by starting
with the partition of Ak into atomic types and repeatedly refine it until we get a partition P
for which the notions of P-equivalence and P-similarity are the same.
We now modify this in two ways to obtain the definition of ≡IMk,Q. First we define similarity
not in terms of the substitution of a single element b into a tuple ā ∈ Ak but of an `-tuple
b̄ ∈ A` for some ` < k. So, for each injective function γ : [`] → [k], let ā[b̄/γ] denote the
tuple in Ak obtained from ā by simultaneously substituting bi in position γ(i) for all i ∈ [`].
If Γ denotes the set of all injective functions from [`] to [k], we say tuples ā1 and ā2 are
P-similar if they are in the same part of P and for each γ ∈ Γ and each i ∈ I, the sets
{b̄ ∈ A` | ā1[b̄/γ] ∈ Pi} and {b̄ ∈ A` | ā2[b̄/γ] ∈ Pi} have the same size. Taking the coarsest
relation that is stable in this sense still gives us ≡k (though see [15] for some nuances when
comparing with the Weisfeiler-Leman equivalences).
For our purposes, we want a different notion of similarity. Assume that ` = 2m for
some m. We can view any set C ⊆ A` as giving us an Am × Am 0-1 matrix, which we
denote M . So the entry in row b̄1 ∈ Am and column b̄2 ∈ Am of M is 1 if, and only if,
the `-tuple b̄1b̄2 is in C. Hence, given, as before, a partition P = {Pi}i∈I of Ak, and an
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injective function γ : [`]→ [k], each tuple ā induces a partition of tuples b̄ in A` according
to which part Pi contains ā[b̄/γ]. We think of this partition as a collection (M āi )i∈I of 0-1
matrices. For a prime number p, we say that two tuples ā1 and ā2 are P-p-m-similar if they
are in the same part of P and for every γ there is an invertible matrix S ∈ FAm×Amp such
that for each i ∈ I we have SM ā1i S−1 = M
ā2
i . In other words, the sequences (M
ā1
i )i∈I and
(M ā2i )i∈I are simultaneously similar, witnessed by S. We say the tuples are P-p-similar if
they are P-p-m-similar for all m ≤ k/2. The equivalence relation ≡IMk,p is then the coarsest
partition P that refines the partition into atomic types and such that any two tuples in
the same part of P are P-p-similar. Finally, for a set Q of prime numbers, ā1 ≡IMk,Q ā2 if,
and only if, ā1 ≡IMk,p ā2 for each p ∈ Q. So, ≡IMk,Q is the coarsest common refinement of the
relations (≡IMk,p)p∈Q.
Given a fixed set Q of primes with |Q| = s, it is possible to compute, for a structure
A with n elements, the partition of Ak into ≡IMk,Q equivalence classes in time snO(k). To
see this, we note that the equivalence relation can be obtained by an iterated refinement
process. First, let P0 be the partition of Ak into atomic types. Then, for each i, let Pi+1 be
the partition which places two tuples in the same class if, and only if, they are Pi-p-similar
for all p ∈ Q. This refinement process converges in at most nk steps to the partition into
≡IMk,Q-equivalence classes. At each stage we compute, for each tuple ā ∈ Ak and each injective
function γ : [2m] → [k], the partition of A2m into types, where m = bk/2c. This suffices
because P-p-m-similarity implies P-p-m′-similarity for all m′ < m. Having computed the
partition, we need to check for each pair of tuples and for each p in Q, whether the induced
partitions are simultaneously similar. For this, we use the simultaneous matrix similarity test
of Chistov et al. [8]. Since this runs in polynomial time, it follows that the whole procedure
can be completed in time snO(k).
Linear-Algebraic Logic. The study of logics with linear-algebraic operators over finite
fields was initiated in [12], where FPR, the fixed-point logic with rank operators, was first
introduced. As with fixed-point logics generally, the expressive power of FPR is naturally
analysed by seeing it as a fragment of an infinitary logic, in this case with rank quantifiers.
The notion of elementary equivalence that corresponds to this logic was given in terms of a
game characterisation in [14], where the invertible map equivalences were also introduced.
Here, we define, for any set Q of primes, an infinitary logic LAω(Q) with quantifiers for all
linear-algebraic operators over finite fields of characteristics in Q. This logic is not really
intended for practical use. Instead it is designed to be strong enough so that inexpressibility
results for LAω(Q) carry over to any well-defined logic that extends first-order or fixed-point
logic by any kind of linear-algebraic operators over Q.
We begin with a definition of linear-algebraic operators. Let F be a field and let B be a
(non-empty, finite) set that serves as a supply of abstract basis elements. We consider the
F-vector space FB. For each subset K ⊆ B we identify the vector space FK with a subspace
of FB in the natural way: since FB = FK ⊕ FB\K we can (implicitly) set FK = FK ⊕ {0}.
Letm ≥ 1. Generally speaking, anm-ary linear-algebraic operator is just a function f that
defines a linear-algebraic property f(M1, . . . ,Mm) of m-tuples of F-linear transformations
Mi on (subspaces of) FB. To make things more precise, let Ki, Li ⊆ B, for i ∈ [m], denote
pairs of (non-empty) subsets of basis elements. We set Vi = FKi and Wi = FLi . We consider
m-tuples (M1, . . . ,Mm) consisting of F-linear mappings Mi : Vi →Wi which are represented
succinctly in terms of m-tuples (M1, . . . ,Mm) of Li×Ki-matrices with entries in F. Then an
m-ary linear-algebraic operator over F is a function f that takes such sequences (M1, . . . ,Mm)
to some kind of linear-algebraic information f(M1, . . . ,Mm) about the sequence.
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Now, to say that f outputs a “linear-algebraic information” means that the output of f
is invariant under F-vector space isomorphisms. Formally, let C be another (abstract) set of
basis elements, where |B| = |C|, let K ′i, L′i ⊆ C where |Ki| = |K ′i| and |Li| = |L′i| for i ∈ [m],
and let (N1, . . . , Nm) be a sequence of matrices Ni : L′i×K ′i → F, i ∈ [m], analogously to the
above. Moreover, let V ′i = FK
′
i and W ′i = FL
′
i for i ∈ [m]. Then we say that (N1, . . . , Nm)
results from (M1, . . . ,Mm) by means of an F-vector space isomorphism if we can find an
invertible F-linear mapping S : FB → FC such that the following holds:
For all i ∈ [m], S maps each of the subspaces Vi and Wi in FB to the respective subspaces
V ′i and W ′i in FC. That is, if we represent S in terms of a C × B-matrix with entries
in F, then we have that for each of the subblocks K ′i × Ki, i ∈ [m], the restriction
S (K′
i
×Ki): K ′i ×Ki → F of the matrix S to this block is invertible and we have that
S(a, b) = 0 for all a ∈ C \ K ′i and b ∈ Ki (and the analogous holds for all subblocks
L′i × Li and the corresponding restrictions S (L′i×Li): L
′
i × Li → F of S to the subblocks
L′i × Li).
For each i ∈ [m], the F-vector space isomorphism S simultaneously transforms all linear
operators Mi : Vi → Wi to the corresponding operators Ni : V ′i → W ′i , that is for all
i ∈ [m] we have: Ni · S = S ·Mi. Note that if we want to read this as a matrix equation,
then we formally have to replace the matrix S by its restrictions to the subblocks K ′i×Ki
and L′i × Li as we described above, that is S (L′i×Li) ·Mi = Ni · S (K′i×Ki).
We require that a linear algebraic operator f outputs the same result for all pairs of matrix
sequences (M1, . . . ,Mm) and (N1, . . . , Nm) that are related via an F-vector space isomorphism
S (as above), that is f(M1, . . . ,Mm) = f(N1, . . . , Nm). This condition guarantees that f is
not able to distinguish between isomorphic objects and here, in the realm of linear algebra,
isomorphisms are F-vector space isomorphisms. Besides this we do not put any kind of
additional restrictions on f . For instance, f may not even be a computable function. Note
that, though in introducing the function f , we considered a fixed set B, really f defines, for
any B, a function on m-tuples of linear operators over subspaces of FB. Without this, the
notion of invariance would not make sense.
Now, we can associate with f a family of Lindström quantifiers. For simplicity, we restrict
our attention to operators of a specific form without loss of generality. For an explanation of
why no generality is lost, we refer the reader to the full paper [11]. Specifically, we assume
that Ki = Li = B for all i in the above definition, and we assume that the matrices are all
0-1 matrices. In other words, f is defined for a tuple of square 0-1 matrices all with the
same index set.
Let τm denote a vocabulary with m distinct binary relations. Given an operator that
defines such an f for each finite B, for each t ∈ N we define a class of structures Ktf in the
vocabulary τm. We can think of an index set B with a collection M1, . . . ,Mm of 0-1 B × B
matrices as a τm-structure (B,M1, . . . ,Mm). The class Ktf is then the collection of those
τm-structures where f(M1, . . . ,Mm) ≥ t. For each ` ≥ 1 we then have a quantifier Qt,`f such
that if I(x̄) is an L[σ, τm]-interpretation of dimension `, then Qt,`f I(x̄) is a formula true in a
σ structure A if I(A) ∈ Ktf .
The infinitary logic LA is defined as the closure of first-order logic under infinitary
disjunction and conjunction, along with quantification Qt,`f for any linear algebraic operator





formulas of LA. And, if f is an m-ary linear algebraic operator over a finite field, and Θ(x̄) is
an `-ary LA-interpretation of σm in τ , then Qt,`f x̄Θ is an LA τ -formula. We are interested in
various fragments of the logic LA for which we introduce notation in the following definition.
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I Definition 1. LAk is the collection of formulas of LA that contain at most k distinct
variables, and LAω =
⋃
k∈ω LA
k. For any set Q of primes, we write LA(Q), LAk(Q) and
LAω(Q) to denote the restrictions of these logics to using only linear-algebraic operators over
fields of characteristic p ∈ Q.
If L is any of the logics LA, LAω, LAk, LA(Q), LAω(Q) or LAk(Q), and ` ∈ N we write
`-L to denote the fragment of L where all algebraic quantifiers are Qt,`f for some t and f . In
other words, interpretations are restricted to be of dimension `.
As pointed out above, the LA-logics are merely interesting from a theoretical point of
view: in a precise sense they form a maximal extension of infinitary logics by linear-algebraic
operators. On the other hand, we do not know of any (non-trivial) property that has a
natural definition in the LA-logic, but not already in (infinitary) rank logic for instance
(and it is open whether such example exists at all). Having introduced the linear-algebraic
logic LAω and the invertible-map equivalences ≡IMk,Q, we are in a position to formulate their
tight relationship.
I Theorem 2. Let k ≥ 2 be a positive integer and Q a set of prime numbers. For any finite
structure A and ā, b̄ ∈ Ak, the following are equivalent:
1. ā ≡IMk,Q b̄; and
2. for every formula ϕ of LAk(Q), A |= ϕ[ā] if, and only if, A |= ϕ[b̄].
3 Cai-Fürer-Immerman Structures and Logic
In this section we describe a generalised variant of the CFI-construction due to Cai, Fürer,
and Immerman [6]. It associates with each
connected, 3-regular, and ordered (undirected) graph G = (V,E,≤),
every prime field Fp, p ∈ P (in this article, P denotes the set of all primes), and
every vector λ ∈ FVp
a structure we call the CFI-structure CFI [G; p;λ]. Its signature is τCFI = {, R, C, I} where
R is a ternary relation symbol and where , I, C are binary relation symbols. The universe
A of CFI [G; p;λ] is A = E × Fp. The linear order ≤ on the vertex set V extends to a linear
order on the edge set E (as the lexicographic order, for example). We use this linear order
on E to define the following total preorder  on A: (e, x)  (f, y) if e ≤ f . Note that 
induces a linear order on the corresponding equivalence classes ep = e× Fp. Clearly, each of
these classes ep is of size p. Since G is undirected every edge e = (v, w) ∈ E comes with its
corresponding dual edge f = (w, v) ∈ E. In what follows, we use the notation e−1 = f to
denote the dual of the edge e ∈ E. The relations I and C are defined as follows.
The cycle relation C defines the cyclic structure of the additive group of Fp on each of




{((e, x), (e, x+ 1 mod p)) : x ∈ Fp}.




{((e, x), (e−1,−x) : x ∈ Fp}.
Note that while the cycle relation C defines a directed graph, the inverse relation I is
symmetric. Furthermore, observe that the relations , C and I are defined independently of
the load vector λ and so only depend on the underlying graph G and the prime field Fp. In
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contrast, the CFI-relation R = Rλ is defined using the load vector λ as follows. For each
v ∈ V , we let vE ⊆ V denote the set of neighbours of v in G, that is E(v) = {v} × vE ⊆ E
is the set of edges outgoing from v. Since G is 3-regular we have that |vE| = 3 for each
v ∈ V . For v ∈ V let vE = {w1, w2, w3} where w1 < w2 < w3. The CFI-relation Rλ(v) at
vertex v is defined as follows:
Rλ(v) = {((w1, x1), (w2, x2), (w3, x3)) : x1 + x2 + x3 = λ(v) mod p}.




I Theorem 3. Two CFI-structures CFI [G; p;λ],CFI [G; p;σ] over the same graph G are










The CFI-construction unfolds its full power when it is based on a family of underlying
graphs that is highly connected. A good choice is to take 3-regular expander graphs with
O(n) vertices, as such graphs have a linear lower bound on the size of their separators (which
means that we cannot disconnect the graphs into components of size ≤ n/2 by removing
fewer than Ω(n) vertices).
I Theorem 4 (see e.g. Example 2.2 in [23]). There exists a family of 3-regular, connected
expander graphs F = {Gn : n ∈ N} such that each graph Gn, n ∈ N, has O(n) vertices.
Of course, we can also assume that the graphs in F are ordered just by adding to each
graph Gn = (Vn, En) ∈ F an arbitrary linear order on Vn. From this family F of 3-regular,
connected, ordered expander graphs Gn with O(n) many vertices we construct, for every
p ∈ P, the CFI-class CFI [F ; p] consisting of all CFI-structures over graphs from F that is




The CFI-problem (over F and p ∈ P) is to decide, given a structure CFI [G; p;λ] ∈ CFI [F ; p]
whether
∑
λ = 0. For the original form of the CFI-construction, it was shown in [6] that
this problem is undefinable in counting logic with sublinearly many variables. Also the
generalization to more powerful variants, and in particular to our class CFI [F ; p] is well-known.
I Theorem 5. For any two structures CFI [Gn; p;λ],CFI [Gn; p;σ] ∈ CFI [F ; p] we have
CFI [Gn; p;λ] ≡Ω(n) CFI [Gn; p;σ].
Thus, from the perspective of counting logic (with Ω(n) many variables) CFI-structures
over the same underlying graph Gn look the same although, for load vectors λ and σ with∑
λ 6=
∑
σ, we know that CFI [Gn; p;λ] and CFI [Gn; p;σ] are not isomorphic.
I Definition 6. Let ` ≥ 1. We say that a structure A with automorphism group Γ is
`-homogeneous if for all k ≥ 1 and all k-tuples ā, b̄ ∈ Ak we have that
(A, ā) ≡`·k (A, b̄) if, and only if, Γ(ā) = Γ(b̄).
In other words, the equivalence relation ≡`·k refines k-tuples in A up to orbits. Moreover, we
say that a class K of structures is homogeneous if for some constant ` ≥ 1 each structure
A ∈ K is `-homogeneous.
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I Theorem 7. For every prime p, the class CFI [F ; p] is homogeneous.
This theorem has been established in [17]. Homogeneity of CFI-structures is very useful
because it implies that counting logic (indeed, FPC) can order k-tuples up to orbits. There
are counting-type formulae ct`·k(x̄, ȳ) ∈ FPC (see [24]) that define a linear preorder on
k-tuples which distinguishes between all pairs of k-tuples in different orbits, and these
formulae use only O(` · k) many variables. One key consequence of homogeneity is that on
the class of CFI structures, the relations ≡k and ≡IMk,Q coincide for k above some constant
threshold. Indeed, ≡IMk,Q is always at least as fine as ≡k and no finer than the equivalence
given by the partition into automorphism orbits. When the former and the latter are the
same, ≡IMk,Q must be the same. In particular, this means that the counting-type formulas
ct`·k(x̄, ȳ) define a pre-order on the ≡IMk,Q equivalence classes.
4 Indistinguishability of CFI-structures using Linear-Algebraic
Operators
In this section, we state our main technical result, that CFI-structures over a prime field
Fp cannot be distinguished by means of any linear-algebraic operator over a field F with
char(F) 6= p if we apply such linear-algebraic operators to CΩ(n)-definable matrices. For
what follows, recall that we consider CFI-structures over a fixed class of expander graphs
F = {Gn : n ∈ N} where each graph Gn has O(n) vertices and is ordered, connected,
and three-regular.
The exact formulation of the results requires some background from associative algebra.
This can be found in the monograph [26], for example. The definitions and results we use
are also summarized in the full version of this paper [11, Sec. 5].
The partition of 2`-tuples in a structure A into ≡k-classes (when k ≥ 3`) induces a
coherent configuration in the sense of [7, Chap. 3]. This implies, in particular, that if we
think of this partition as a collection M1, . . . ,Ms of 0-1 matrices with rows and columns
indexed by A` then, for any field F, they form the basis of an F-algebra. That is to say,
they are the basis of an F-vector space that is also closed under matrix multiplication. We
denote this algebra Alg [A; `;Ck;F] and the ordered collection of matrices that forms its basis
Basis[A; `;Ck]. Note that the latter does not depend on the choice of F.
We say that two structures A and B are (F; `;Ck)-isomorphic if A ≡k B and, if
M = Basis[A; `;Ck] = (M1, . . . ,Ms) and N = Basis[B; `;Ck] = (N1, . . . , Ns), then there
is an invertible map S : FA` → FB` such that for each i ∈ [s], SMiS−1 = Ni. In short,
the two sequences of matrices Basis[A; `;Ck] and Basis[B; `;Ck] are simultaneously sim-
ilar as witnessed by S. In particular, the F-algebras Alg [A; `;Ck;F] and Alg [B; `;Ck;F]
are isomorphic.
For CFI-structures, A = CFI [Gn; p;λ] and B = CFI [Gn; p;σ], by the homogeneity prop-
erty, we know that the partition into ≡k-classes is the same as the partition into automorphism
orbits. This allows us to show that when such structures are (F; `;Ck)-isomorphic, they
cannot be distinguished by any F-linear-algebraic operators. Hence, the key technical theorem
we prove is the following.
I Theorem 8. There is ε > 0 s.t. for large enough n > 0 the following holds. Let A =
CFI [Gn; p;λ] and B = CFI [Gn; p;σ] denote CFI-structures over Gn and let F be a field such
that char(F) 6= p. Then A and B are (F; `;Ck)-isomorphic where ` = bεnc and k = 3`.
Theorem 8 is a consequence of Theorem 9 where we show that, for the above scenario,
the simultaneous similarity of the counting-logic bases is definable in counting logic. To
state Theorem 9, we introduce some terminology. Consider two sequences of matrices
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M = (Mi)i∈[s] and N = (Ni)i∈[s], where each Mi is an I × I matrix over F and each Ni is a
J × J matrix over F. Here I and J are two arbitrary index sets of the same size. We define
the set HM,N of I × J-matrices X over F which satisfy MiX = XNi for all i ∈ [s]. Note
that the two sequencesM = (Mi)i∈[s] and N = (Ni)i∈[s] are simultaneously similar if, and
only if, HM,N contains an invertible matrix.
Note that HM,N is an F-vector space. Next, consider the set CM of I× I-square matrices
Z over F such that MkZ = ZMk for all k ∈ K. The set CM is called the centraliser of the
matrix familyM. It is easy to verify that CM forms an F-algebra. Moreover, by considering
matrix multiplication (from the left) by elements from CM, the F-vector space HM,N turns
into a CM-module. With this, we can state the technical result.
I Theorem 9. Let t ≥ 3 be a constant such that all CFI-structures in CFI [F ; p] are t-
homogeneous for all p ∈ P. Then there exists a constant c ≥ 1 such that the following holds.
Let ` ≥ 1 and let k ≥ t`. Then for each p ∈ P there exists a Cck-sentence ϕ such that for all
pairs of CFI-structures A = CFI [Gn; p;λ] and B = CFI [Gn; p;σ] over the same underlying
graph Gn ∈ F we have that (A,B) |= ϕ if, and only if, over every field F with char(F) 6= p,
the CM-module HM,N contains an invertible matrix S ∈ HM,N where M = Basis[A, `, k]
and N = Basis[B, `, k].
We can derive Theorem 8 from Theorem 9 as follows. First of all, let c ≥ 1 and t ≥ 3
be the constants according to Theorem 9. Let p ∈ P. Then, by Theorem 5, we can find
δ > 0 such that for all large enough n > 1 we have A ≡bδnc B where A = CFI [Gn; p;λ] and
B = CFI [Gn; p;σ] are two CFI-structures over Fp and the same underlying expander graph
Gn ∈ F with O(n) many vertices. Let ε = 1tcδ. Then (A,A) ≡
btcεnc (A,B). Let F be a
field such that char(F) 6= p. Let ` = bεnc and k = btεnc. We considerM = Basis[A, `;Ck]
and N = Basis[B, `;Ck]. Since the formula ϕ according to Theorem 9 contains at most
ck = c · btεnc ≤ bδnc many variables, this formula cannot distinguish between the ordered
pairs of CFI-structures (A,A) and (A,B). On the other hand, by its properties stated
in Theorem 9, ϕ would need to distinguish between (A,A) and (A,B) if no invertible
matrix S ∈ HM,N would exist. Indeed, note that the CM-module HM,M contains an
invertible matrix S ∈ HM,M over every field F for trivial reasons; for instance it contains
the permutation matrix that corresponds to the identity automorphism of A. Hence, we
can conclude that HM,N contains an invertible matrix which shows that A and B are
(F; `;Ck)-isomorphic, and thus Theorem 8 follows, because (F; `;Ck)-isomorphic structures
are also (F; `;C3`)-isomorphic since k ≥ 3`.
We now outline a proof strategy for Theorem 9. The full proof is rather long, and is
presented in detail in the full paper [11]. First, we fix a prime field F with char(F) 6= p. We
construct a sentence ϕF ∈ Cω, with at most c · k many variables, which holds in the ordered
pair (A,B) of CFI-structures A and B if, and only if, HM,N (considered as a CM-module
over the F-algebra CM) contains an invertible matrix S. The desired sentence ϕ according to
Theorem 9 is then the conjunction over all sentences ϕF for prime fields F with char(F) 6= p.
Step (I). As a first step we show that it suffices to restrict our considerations to prime
fields. This is because the matrix familiesM and N we are interested in only contain 0-1
matrices. Such families are simultaneously similar over a field F if, and only if, they are
simultaneously similar over the prime subfield of F. The restriction is important because
we need to use the result (originally proved in [18]) about defining solutions to system of
linear equations. The result is that if a system of linear equations over a prime field F is
represented by a homogeneous structure A with Abelian automorphism group, and such that
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the order of the automorphism group of A is co-prime with char(F), then a solution to the
system can be defined by a formula of counting logic. This is because we can show that in
this case, there must exist a solution that is symmetric, i.e. invariant under the action of
the automorphism group. In fact, we need here a stronger result saying that not only single
solutions, but whole solution spaces are definable in counting logic. This was recently shown
in [17] and our full paper [11] also contains a proof sketch.
Now, the CFI structures in CFI [F ; p] have Abelian automorphism groups of order a power
of p, so systems of linear equations suitably defined from them will have the required property.
Our aim is to reduce the problem of deciding whether HM,N contains an invertible matrix
to solving a system of linear equations over F. The condition MiX = XNi for all i easily
yields a system of such equations with unknowns for the enrtries of X. The question is how
to enforce that X is invertible.
Step (II). To carry out the reduction, we use the result from [8] that if HM,N contains an
invertible matrix, then it is cyclic as a CM-module. This means that HM,N is generated by
a single element: there is a matrix X ∈ HM,N such that CMX = {ZX : Z ∈ CM} = HM,N .
This gives a necessary but not sufficient condition for the existence of an invertible matrix
in HM,N . To obtain a necessary and sufficient condition, we use the particular structure
of the matrix families M and N that follow from the fact that they are generated by
the ≡k-equivalence classes. Roughly speaking, the equivalence relation ≡k partitions the
row-column index sets of these matrices into classes, and we can think of the matrices as
linear combinations of “small” matrices, which are over these individual blocks. This means
that the invertible S we are looking for can also be decomposed into the sum of smaller block
matrices. Our families M and N have the property that they are locally simultaneously
similar, i.e. we can find similarity transformations for each small block. With this, it becomes
possible to prove that the cyclicity of HM,N is both necessary and sufficient for the existence
of an invertible matrix. It also means that we can restrict ourselves to a certain substructure
of this module. To be precise, we let CDM be the subalgebra of CM consisting of those
matrices that are zero outside the relevant blocks. Then, HDM,N is similarly the collection
of matrices in HM,N that are zero outside the relevant blocks and this can be seen as a
CDM-module. For the particular matrix familiesM = Basis[A, `, k] and N = Basis[B, `, k],
we are able to show that they are simultaneously similar if, and only if, HDM,N is cyclic
as a CDM-module.
As a consequence, to check whether HM,N contains an invertible matrix, it suffices to
check whether the CDM-module HDM,N is cyclic.
Step (III). The third step is the core of our whole argument. We combine results on the
FPC-definability of the automorphism groups and orbits of CFI-structures with Maschke’s
Theorem, an important result from the representation theory of finite groups, to show that
the F-algebra CDM is semisimple.
Recall that for a finite group G and a field F, the group algebra F[G] is the F-algebra
whose elements are formal sums of the form
∑
g∈G rgg with coefficients rg ∈ F. Addition and
scalar multiplication are defined component-wise and multiplication is defined by convolution
on the group elements. Maschke’s theorem tells us that F[G] is semisimple if, and only if,
char(F) does not divide the order of G.
For an algebra A, an A-module M is called simple if every submodule of M is trivial
(either 0 or M itself) and semisimple if it is the direct sum of simple modules. From the
semi-simplicity of CDM we are able to show that the CDM-module HDM,N is semisimple.
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Step (IV). The key property of semisimple modules is that they have an essentially canonical
decomposition as the sum of simple modules. So, HDM,N can be decomposed as the sum of
simple modules, and the isomorphism types of modules that occur in that decomposition
and their respective multiplicities completely determine the isomorphism type of HDM,N .
Moreover, we show that we can define generating sets for the respective submodules in
counting logic by using at most c · k many variables. This is because, essentially, these
generating sets can be obtained as the solution sets of a system of linear equations, and we
are able to use the results mentioned in Step (I) above.
Step (V). Finally, we construct the formula ϕF. By (II), the formula ϕF needs to verify
that the semisimple CDM-module HDM,N is cyclic. We approach this problem by expressing a
more general query, namely we determine the full isomorphism type of the module HDM,N by
means of a formula of counting logic. First of all, we start by determining the isomorphism
types of all simple subalgebras of CDM. This we can easily do in counting logic because CDM
has an (FPC-definable) ordered basis. This implies that the isomorphism type of HDM,N is
(uniquely) determined by the multiplicities of the simple subalgebras of CDM as they occur in a
decomposition of HDM,N into a direct sum of simple submodules. By using our decomposition
from Step (IV), we can easily determine those multiplicities componentwise, since we can
linearly order (again in an FPC-definable way) each of the “small” submodules that occur
in the decomposition of HDM,N . In this way we can determine the multiplicities for each
individual component which add up to the total multiplicities for the whole module HDM,N .
Since the isomorphism type determines the cyclicity of the module, we can obtain our desired
formula ϕF by selecting modules with appropriate isomorphism types.
5 Main results
In this section we spell out the consequences of the main technical result, Theorem 8, for
approximations of isomorphism and for logics with linear-algebraic operators.
With regard to the relations ≡IMk,Q as approximations of isomorphism, it follows immedi-
ately that as long as Q 6= P, i.e. Q is not the set of all primes, there is no k for which ≡IMk,Q
coincides with isomorphism on all structures.
I Corollary 10. If Q 6= P, there is no fixed k such that ≡IMk,Q coincides with isomorphism on
all structures.
Proof. Fix a prime p 6∈ Q. Then, for each k, we have, by Theorem 8 a pair of structures
A = CFI [Gn; p;λ] and B = CFI [Gn; p;σ] that are (Fq; `;Ck)-isomorphic, for all q 6= p, though∑
λ 6=
∑
σ. It follows that A ≡IMk,Q B, but A 6∼= B, by Theorem 3. J
The consequences for the expressive power of the logic LAω are also immediate.
I Corollary 11. If Q 6= P, there is a class of structures that is not definable in LAω(Q).
Proof. Fix a prime p 6∈ Q and consider the class C of structures of the form CFI [Gn; p;λ]
where
∑
λ = 0. This is an isomorphism-closed class of structures by Theorem 3. Suppose it
were defined by a sentence ϕ of LAω(Q). Let ` be the maximum dimension of an interpretation
used with any quantifier in ϕ and choose k such that k ≥ 3` and k is greater than the number
of variables in ϕ. Then, by Theorem 8, we have a structure A = CFI [Gn; p;λ] ∈ C which is
(Fq; `;Ck)-isomorphic to every structure CFI [Gn; p;σ]. Letting B be such a structure where
σ 6= 0, we have that B |= ϕ, contradicting the assumption that ϕ defines C. J
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It should be noted that the class of structures C defined in the proof of Corollary 11
is decidable in polynomial time. This is because the class can be decided by solving
systems of linear equations, for example by Gaussian elimination. Thus, we know that there
exists a PTIME property that LAω(Q) cannot express as long as Q 6= P. Since this logic
subsumes any extension of fixed-point logic with Q-linear algebraic operators, we also have
the following conclusion.
I Corollary 12. If Q 6= P, no extension of fixed-point logic with Q-linear algebraic operators
captures PTIME.
We can say more. The class C is not just decidable in PTIME, but also definable in
choiceless polynomial time (CPT) (see [25]). We do not define the class CPT here but details
may be found in [5]. Thus, the following corollary is immediate.
I Corollary 13. If Q 6= P, no extension of fixed-point logic with Q-linear algebraic operators
captures CPT.
On the other hand it remains an intriguing open question whether CPT captures all of rank
logic, for example.
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