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Abstract. From medical charts to national census, healthcare has tra-
ditionally operated under a paper-based paradigm. However, the past
decade has marked a long and arduous transformation bringing health-
care into the digital age. Ranging from electronic health records, to dig-
itized imaging and laboratory reports, to public health datasets, today,
healthcare now generates an incredible amount of digital information.
Such a wealth of data presents an exciting opportunity for integrated
machine learning solutions to address problems across multiple facets
of healthcare practice and administration. Unfortunately, the ability to
derive accurate and informative insights requires more than the ability
to execute machine learning models. Rather, a deeper understanding of
the data on which the models are run is imperative for their success.
While a significant effort has been undertaken to develop models able
to process the volume of data obtained during the analysis of millions
of digitalized patient records, it is important to remember that volume
represents only one aspect of the data. In fact, drawing on data from an
increasingly diverse set of sources, healthcare data presents an incred-
ibly complex set of attributes that must be accounted for throughout
the machine learning pipeline. This chapter focuses on highlighting such
challenges, and is broken down into three distinct components, each rep-
resenting a phase of the pipeline. We begin with attributes of the data
accounted for during preprocessing, then move to considerations during
model building, and end with challenges to the interpretation of model
output. For each component, we present a discussion around data as it
relates to the healthcare domain and offer insight into the challenges
each may impose on the efficiency of machine learning techniques.
Keywords: Healthcare Informatics, Machine Learning, Knowledge Dis-
covery
1 Introduction
Only in its infancy as a digital entity, the healthcare industry has undergone a
significant transition over the past decade from a paper-based domain to one
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operating primarily through a digital medium. Beyond the logistical benefits of
maintaining and organizing patients’ medical records, the ability to quickly iden-
tify and process information from millions of patient records, laboratory reports,
imaging procedures, payment claims, and public health databases has brought
the industry to the precipice of a significant change. Namely, the opportunity
to utilize data science and machine learning methodologies to address problems
across the practice and administration of healthcare.
In fact, utilization of such analytic techniques has provided a foundation
on which models of personalized and predictive care have emerged [1]. These
models represent a myriad of opportunities from improved patient stratification,
to identifying novel disease comorbidities and drug interactions, to the prediction
of clinical outcomes [2]. However, while such applications hold great promise
for the healthcare industry, the application of machine learning methodologies
faces a significant set of obstacles intrinsic to the data being evaluated and the
population from which the data is drawn.
Since its entrance into the digital era, the increasing scale and scope of data
has placed great emphasis on the advent of Big Data in healthcare and the
challenges that come with it. With an estimated 150 exabytes of data generated
by 2011, early work addressed the challenges of processing data at such a scale [3].
However, it is important to remember that Big Data is defined by more than just
size, but rather by what are known as the four V’s (The Volume, or quantity of
data available. The Velocity, or speed at which the data is created. The Variety
of the data elements available. And the Veracity, or inherent truthfulness of
data itself) [4]. With advancements to the theoretical underpinning and practical
implementations of machine learning algorithms providing the ability to consume
and analyze even the largest clinical and biomedical datasets, the challenge now
falls not to the size of the data, but its complexity.
In stark contrast to the idealistic data on which machine learning algorithms
are theoried, healthcare data is inherently fragmented, noisy, high-dimensional,
and heterogeneous. With the influx of data from an increasingly varied set of
sources, it has become clear that effective utilization of these techniques will
require more than accessibility of data or ability to execute Big Data analyt-
ics. As clinical research becomes increasingly intertwined with the statistical
methodologies of data science, effective applications require an awareness to the
mechanisms by which the data is created, processed, and analyzed.
To this end, the following chapter will address the complexities of health-
care data as they impact the machine learning algorithms which consume them.
Broadly, we break such work into three major categories, each representing a
component of the machine learning pipeline, as seen in Figure 1. Beginning with
preprocessing, we will discuss attributes of the data itself through the concepts
of noise, missingness, and variability in language. We will then move to the mod-
eling phase, discussing considerations such as the heterogeneity of data sources,
sparsity and class imbalance. Finally, we will look to the model output, dis-
cussing the concepts of validation and verification. We will conclude with some
general recommendations and a review of the open problems.
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Fig. 1. Fundamental challenges to the machine learning pipeline resulting from the
complexity of healthcare data
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2 Glossary and Key Terms
Preprocessing: A process intended to address the noisy, missing, and inconsistent
properties of real-world data, improving data quality prior to modeling. Prepro-
cessing is often the first step in the machine learning pipeline and is characterized
by techniques such as cleaning, integration, reduction, and transformation [5].
Modeling: The second stage of the machine learning pipeline, modeling focuses
on the construction of statistical, probabilistic models intended to learn repre-
sentations of the vast amounts of data collected. Such models are used to detect
patterns in data and potentially use the patterns to predict future data [6].
Evaluation: Performed on the artifacts produced by modeling, evaluation forms
the final stage of the pipeline, establishing the model’s predictive efficacy, com-
plexity, technical correctness, and ease with which it can be understood [7].
Validation: The process of evaluating a model in its ability to accurately repre-
sent the observed system [8].
Verification: The process of evaluating whether data manipulation and model
construction were accomplished with technical correctness [8].
Medical Coding: The systematic classification of data into alphanumeric codes
for the identification of diagnoses, procedures, medications, laboratory tests, and
other clinical attributes [9].
Sparsity: Occurs when only a small percentage (typically < 1%) of attributes for
an instance are non-zero [10].
Concept Drift: The notion that inputs or outcomes related to a model may
change overtime in unexpected manners reducing the accuracy of models as
the data streams change [11].
3 Preprocessing
Just as clinicians require quick and accurate information to provide care at the
highest level, the need to collect and produce high quality data has become
paramount for applications of machine learning as they continue to integrate
into aspects of care pertaining to health and human behavior. However, while the
goal is clear, the rapid influx of new data, and the evolving nature of healthcare
itself offers a significant set of challenges. In this regard, the following sections
present an overview to the considerations of preprocessing data collected across
the healthcare domain.
3.1 Manifestation in Healthcare
While the challenges to preprocessing are present in many domains, the dynamics
of healthcare necessitate that care be taken to address a number of biological,
computational, and representational aspects of data. These can range from the
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filtration of noise, to the need to navigate a multitude of coding standards.
The following sections will begin by highlighting scenarios from which these
challenges arise.
Noise The presence of incorrect or irrelevant data, otherwise known as noise,
represents a fundamental component of working with any real-world data. Health-
care is no exception, and arising from an imperfect data collection process, com-
mon occurrences of noise can include missing values, misspellings, abbreviations,
misfielded values, word transpositions, and duplicated or conflicting records [12].
The presence of noise stems from more than just data quality issues, it may also
arise from the natural variation among individuals. Given a population of in-
stances, a small sample may appear inconsistent with the rest i.e. “outliers”.
Next, it is important to remember that noise is present not only in the record-
ing of data, but in its measurement as well. Healthcare is currently entering un-
charted territory. While traditionally the generation of health data was confined
within the walls of a clinical setting, advancing technology has allowed for collec-
tion from a variety of sources. These range in complexity from personal health
tools, to clinically focused devices, to total wireless sensor networks, to home
monitoring systems [13–15]. However, with development from a number of man-
ufacturers, utilizing a range of algorithmic techniques for their data collection
and approximation, the quality of this data has been drawn into question [16,17].
A scenario highlighted by Bland and Altman, who note that “several measure-
ments of the same quantity on the same subject will not in general be the same.
This may be because of natural variation in the subject, variation in the mea-
surement process, or both” [18].
Finally, we find that beyond the collection and recording of health data,
there exists a more complex source of noise known as artifacts. Artifacts result
not from data collection or variability in subjects, but from the physiological
processes which generate the data itself, manifesting as what appears to be nor-
mal data. Although, in reality, such feature values are not generated by the
intended source (e.g. electrical signals from the brain collected by an electroen-
cephalogram). Instead, this data is generated by alternative biological mecha-
nisms including cardiac, glossokinetic, muscle, eye movements, respiratory and
pulse variations [19].
Missingness The occurrence of missing data is an almost unavoidable problem
for any domain, including healthcare [20]. Missing data can result from a num-
ber of processes, ranging from fundamental attributes of data collection to the
inherent ambiguity and variability of an individual’s health condition. At the
most basic level, as with all studies that involve the collection of information
from individuals, there exists the possibility of missing data attributes due to a
subjects failure to respond completely, as well as the inability to assess all possi-
ble clinical and social attributes as they pertain to each individual. Additionally,
missing data is not restricted to particular attributes, but can arise on a broader
scale with attrition of an entire instance during longitudinal data collection. In
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addition to the to the lack of data, such a scenario presents difficultly during
processing as the reason for dropping may be linked to attributes of the study
design, a trend which may go unnoticed without closer investigation [21]. The
evolving digital nature of healthcare presents its own set of challenges in regards
to the presence of missing data. From a collection standpoint, monitoring devices
may fail or become disconnected, data may become corrupt, or compatibility is-
sues may result in the inability to collect data, resulting in large gaps of the
recorded data [22].
Moreover, even in the scenario in which data collection occurs as expected,
missingess can take other forms. Looking to the frequency of clinical encounters,
it may occur from a temporal standpoint. With the exception of some critical
care, patients are rarely under continuous observation, instead, many may meet
with their physicians as infrequently as twice a year. These gaps in observation
and records may allow for fluctuations in health to go undocumented, leaving
only brief snapshots of the patients condition.
Further, missingness can occur due to the fragmented nature of the entities
collecting the data. Healthcare data comes not only from hospitals and primary
care centers, but a variety of sources, be that specialists visited, community
programs, or even physical trackers [14, 23]. However, despite the various data
sources collecting data relevant to the overall profile of an individuals health,
data integration and sharing considerations often provide only a small portion
of data to any one source.
Finally, it is important to note a distinction between missing data and neg-
ative values as it relates to a perhaps non-traditional concept of missingness.
Unlike domains such as retail, where the purchase of an item can be represented
in a binary fashion (purchased or not), the lack of affirmation for a particular
entity in healthcare data does not necessitate a negative case. Looking to disease
diagnoses, a patient may in fact have a particular condition, for which they are
never formally diagnosed, or for which the diagnosis code is not recorded, as is
the case with often under-reported diagnoses such as obesity [24].
Variability in Language Another challenge in processing healthcare data
stems not from a function of its quality, but from its representation. In an
effort to quantify and standardize the vast set of possible conditions, proce-
dures, and clinical elements, a myriad of medical coding schemes have been
developed, including the International Classification of Diseases (ICD), System-
atized Nomenclature of Medicine (SNOMED), Current Procedural Terminology
(CPT), Healthcare Common Procedure Coding System (HCPCS), LOINC, Eu-
rope’s Classification of Surgical Operations and Procedures (OPCS), and the
Diagnostic and Statistical Manual of Mental Disorders (DSM) to name a few.
In fact, as the number of standards continues to increase there is a consider-
able amount of overlap between them. As a result, effective processing of such
data must take care to consider the possibility where the same attribute may
be represented in multiple ways. This situation is exacerbated by the nature of
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healthcare systems, where in response to documentation or reporting standards,
multiple coding standards may be used even within the same institution.
Not only does variability arise from the use of different coding standards,
but from emerging diversity as these standards are revised and updated. As an
example, the ICD’s latest revision (ICD-10) brought with it roughly 55,000 new
diagnostic codes and over 68,000 new procedural codes [25]. Although this in-
creased feature space allows for representation of conditions at a much greater
specificity, coalescing codes across revisions during processing presents a signif-
icant challenge. Further, although mappings have been created to assist in the
transition between codes, they are not univeral and often incomplete. The Work-
group for Electronic Data Exchange suggest “healthcare organizations use these
mappings as starting points to develop their own, more precise data crosswalk
applications between ICD-9 and ICD-10 codes” [26].
While variability is clearly a product of the expansive set of coding stan-
dards and their revisions, it also results from the methodology of medical coding
itself. Medical coding is a subjective process, the accuracy of which has been
shown to be dependent on the clinical record of the condition observed, as well
as the interpretation of the diagnostic codes themselves [27]. While it may be
straightforward for simple cases where a patient is assigned a single diagnosis,
inconsistencies from coders and institutions have been found to increase with
the complexity of a patient’s condition, specifically when they receive multiple
diagnoses [28].
3.2 Implications to Machine Learning
Noted by Cortes et. al, “insufficiencies of the data limit the performance of any
learning machine or other statistical tool constructed from and applied to the
data collection - no matter how complex the machine or how much data is used
to train it” [29]. As a result, it is imperative to understand not only the processes
from which preprocessing challenges arise within the healthcare domain, but also
the implications to the preprocessing phase of the machine learning pipeline. A
discussion to each consideration can be found in the sections below.
Noise As applications of machine learning continue to expand into new aspects
of healthcare, the processing of noisy data has become a central component of
many works. From a theoretical perspective, prior work has established funda-
mentals of what defines learning, and concepts of model consistency. Together,
these constructs help illustrate how failure to process noise in data can cause
difficulties in constructing a model that accurately reflects the population from
which the data is drawn, negatively impacting generalizable performance [30–32].
While much of the standard noise can be attributed to data quality issues, it
is important to highlight the need for data understanding in the preprocessing
step. In particular, with relation to outliers. There are over 100 different discor-
dancy/outlier tests whose use can depend on factors such as data distribution,
whether distribution parameters are known, and even the number
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the expected outliers [33]. As such, preprocessing noisy data presents a signif-
icant challenge, as incorrectly applying data cleaning techniques can result in
large variations in the finalized dataset.
Looking to other sources of noise, the nature of potential physiological arti-
facts requires additional considerations during data preprocessing. The presence
of an artifact does not necessitate the value be incorrect, though similarly to
outliers, failure to remove such data has far reaching implications as such data
presents “a milder form of training data error that can cause reduced accu-
racy” [34]. However, unlike outliers, these artifacts are often difficult to broadly
and statistically discern from true signals without clinical insight.
Finally, in addition to the data quality concerns already discussed, noise re-
sulting from the variability of the systems which collect data presents a distinct
concern during processing. Due to the resulting intra-instance variability, there
exists the case in which two instances with identical feature values present two
different classes or outcomes. Whereas such instances are often removed, within
healthcare, such a scenario is quite common and may represent a legitimate
aspect of variability with a patient’s health. This in turn, introduces a consid-
erable amount of uncertainly into the system, representing an inherent problem
to separability.
Missingness Just as the numerous sources of noise present a challenge to the
effective processing of healthcare data, so too do the many forms in which miss-
ing data can manifest across the domain. At an attribute-level, data is typically
classified as missing in one of three forms: completely at random (MCAR), at
random (MAR), and not at random (MNAR). Although all forms of missingess
present a concern, the various forms of missingness can present significantly
different considerations during the processing of a dataset. While data missing
completely at random (MCAR) presents minimal concern to the underlying dis-
tribution, allowing for data to be dropped or imputed without worry of introduc-
ing additional biases, such a scenario is often unrealistic. Rather, data is typically
missing due to an underlying, sometimes unobserved, pattern known as missing
at random (MAR) or missing not at random (MNAR), each of which may re-
quire techniques such as maximum likelihood estimation or multiple imputation
to help address the inherent bias they present to the data collected [35–37]. In
comparison, both methods tend to yield similar results when implemented in the
same way, however, performance gains in efficiency and reduced bias regarding
these methods relate to the inclusion of auxiliary variables [38]. The inclusion of
data to these methods, even that which is irrelevant to the objective at hand,
suggests the amount of data included in these methods is of equal importance
to the methods themselves.
Beyond the type of missingness, the quantity of missing information further
influences the preproccessing of data. With respect to the occurrences of large
temporal gaps, we find that although mathematically we may be able to impute,
model and predict estimations of missing values during processing there is no
guarantee the values computed accurately reflect the true condition of the in-
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dividual during that time period. This consideration is particularly relevant in
light of the common scenario where data is collected during a subjects clinical
encounters, each of which may occur months apart.
Finally, building on the concerns of temporal missingess, commonly associ-
ated with longitudinal studies, missingness by attrition, presents a number of
additional considerations to effective preprocessing of data. Work by Graham
suggests attrition-related missingness focuses on the program (or treatment)
P, the dependent Y, and the interaction between these two: PY [39]. Just as
the MCAR/MAR/MNAR nomenclature provides a roadmap to the appropriate
preprocessing techniques, identifying and assessing which of the possible combi-
nations of these three factors causes missingess to arise presents a critical step
in improving the ability to address bias during the processing of such data.
Variability in Language The variability brought on by the breath of cod-
ing standards presents a fundamental obstacle in the effective preprocessing of
healthcare data. Although an underlying condition may be the same across two
distinct representations, with the multitude of values across each of the different
coding standards, it has become nearly impossible to accurately create a compre-
hensive mapping to translate between each standard. However, such a mapping
is critical for unifying disparate data sources during the processing stage of the
machine learning pipeline.
Further, although data may stay consistent with respect to a single coding
standard, temporal changes in how these codes are assigned can still occur as a
result of changing regulations, or even revisions within the standard [40]. Pre-
senting similar obstacles as with multiple coding standards, these changes, more
formally defined by the notion of concept drift, cause models built on old data
to become inconsistent with new data as the models inputs and target variable
change over time [11].
While such a shift is extremely difficult to identify, it is critically important,
as such discrepancies make it not only difficult to understand values, but have
the potential to add ambiguity during its processing [41]. In particular, changes
in the code frequencies, which are often used during preprocessing and data
exploration, may be attributed to other clinical attributes, rather than the true
shift in language. For example, an individual with a chronic illness may have
a record with multiple representations due to changes in how the illness was
labeled over time. When such changes go unaccounted for, the record may be
perceived as having three distinct illnesses instead of one.
4 Modeling
To this point we have discussed intrinsic characteristics of data, those proper-
ties which influence the statistical foundations guiding machine learning theory.
However, we now look further, not to the properties of the data, but to the mech-
anisms through which the data is consumed and represented to build effective
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machine learning models. Such attributes range from high-level aspects of inte-
grating heterogenous data types, to low-level considerations when representing
an increasingly expansive feature space.
4.1 Manifestation in Healthcare
As before, we will begin with an outline of the processes within the healthcare
domain from which such considerations arise. An overview of each can be found
in the respective sections to follow.
Heterogeneity Drawn frommultiple sources and encompassing multiple modal-
ities, healthcare data represents a remarkably heterogeneous set of data types
and sources. Perhaps the most prominent examples can be found within the
wealth of clinical data now digitalized as a result of EMR integration across
healthcare practices. Typically, such data is broken into structured data includ-
ing diagnosis codes, procedural information, medication data, laboratory test
results, data recorded directly from patient’s bedside monitors, and unstruc-
tured data such as images and clinical text [42]. However, data can also include
patient demographics, financial claims, and more recently, genomic sequencing
and other omics data, each of which may require different considerations as they
are processed during modeling.
Although electronic health records are perhaps the most well-known source of
data, health-related data can be collected, inferred, and analyzed from a number
of indirect sources. These can include common population health and reporting
fields such as the census bureau and the department of labor statistics, as well as
less obvious sources such as the location of fresh food sources in a city. It is also
worth noting the number of external data is only expected to increase, as shifts in
the regulatory landscape of the healthcare industry have advanced the collection
and analysis of population health data though a number of initiatives [43].
Finally, it is important to note that heterogeneity can exist even within data
of the same type. As an example, through prior work our group has established
fundamental differences between clinical notes based on the clinical occupation
of those who write them [44]. While important for the processing of clinical text,
the establishment of such heterogeneity impresses a deeper need for an awareness
of not only the types of data we process, but the varied sources of data from
which models are constructed.
Dimensionality, Sparsity and Imbalance Beyond the variety of sources
generating data, the digitalization of healthcare data has resulted in a signifi-
cant increase in the number of features able to be extracted with respect to an
instance, i.e. its dimentionality. Although the high-dimensional data resulting
from the processing of unstructured images and text has become commonplace,
advancements in clinical and computational technology now allow for improved
analysis of biological processes at their most basic level. As an example, result-
ing from the increasing affordability of genomic sequencing, we have witnessed a
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rise of genome-wide association studies, which aim to represent and identify as-
sociations between the over 10 million common single-nucleotide polymorphisms
(SNPs) in the human genome [45].
However, such expansive feature sets are not only a result of biological mech-
anisms, but of artificial constructs used to structure the data itself. In particu-
lar, we look to the coding standards used to represent attributes of a patient’s
condition and care. As noted prior, there exist a multitude of standards, each
potentially representing tens of thousands of unique codes.
In fact, it is the expansiveness of the resulting feature space that leads us
to the next aspect of healthcare data that has been shown to impact modeling:
sparsity. Although we may be able to capture, code, and quantify an increasingly
large feature set, only a small subset of features are often recorded or relevant for
a particular individual. Such a point can be best illustrated with the understand-
ing that it is highly improbable a patient will record more than a fraction of the
over 100,000 diagnoses and procedures that can now be discretely represented
through the ICD-10 standard [25].
Finally, taking the considerations of dimensionality and sparsity to the next
logical step, we find the concept of imbalance. Building on the notion that for
any single instance, the data captured likely represents only a sparse set of values
with respect to the possible set of data elements, we must acknowledge that these
same features are often used as the response variable for many machine learning
applications. Whether the prediction of a future diagnosis, or the readmission
probability of patient, effective utilization of data in which only a minority of
individuals present the attribute of interest often requires additional processing,
or specialized models.
4.2 Implications to Machine Learning
Having illustrated a number of processes from which data challenges arise within
the healthcare domain, we again address how these challenges, at the modeling
stage, impact machine learning algorithms.
Heterogeneity From a technical perspective, one of the primary considera-
tions in the application of machine learning methodologies to the increasingly
heterogeneous healthcare data space comes with the acknowledgment that the
data captured across each source may span a range of data types. Such data
can represent categorical/discrete (laboratory SRI values), ordinal (pain scales),
or continuous (medication dosages) values. However, as noted by Lewis et al.,
“traditional statistical methods that assume Gaussian distributions, or engineer-
ing methods that assume vector or matrix input do not obviously generalize to
datasets comprised of variable-length strings, vectors of real numbers, trees and
networks” [46].
Further, the heterogeneity of the data sources themselves present a challenge
for learning algorithms. As the extent of available healthcare data continues to
increase, we must also consider the implications of integrating disparate sources.
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There, of course, exist the practical concerns including record matching and
differences in terminology and standards between systems, where a patient may
include their middle name on one form but not another or systems may record
height as meters or feet. However, the modeling of heterogeneous integrated data
sources presents a number of unique concerns, including the ability to reconcile
“dirty” data such as incompatible test results, changes in coded data, and the
need to ensure trust between systems that share sensitive data [47].
Finally, at its core, the siloed data sources present a deeper systemic issue.
The lack of a unique identifier to track an individual throughout the various
components of the healthcare system often present an incomplete view of any
individual’s health data [48]. While the missing data itself can present concern,
the impact of this fragmentation compounds during the integration of multiple
data sources. Incorrectly associating records of one patient from two hospitals,
records between a primary and specialist, or multiple instances of the same record
has serious implications to the machine learning algorithms used to analyze the
data. At a basic level, this provides duplicate data that can bias the underlying
distributions. While at a higher-level, this removes a true independence assump-
tion, potentially biasing performance measures by splitting what appears to be
unique instances amongst the train and test sets during evaluation.
Dimensionality, Sparsity and Imbalance With the considerable advance-
ment of computing systems and hardware over the past few decades, the ability
to store, represent, and manipulate high-dimensional data has become common-
place. However, the appropriate utilization of such data in the machine learn-
ing pipeline warrants additional consideration. In particular, the scenario often
known as the curse of dimensionality, in which the number of features approaches
or exceeds the number of instances, presents a considerable obstacle to funda-
mental machine learning theory. One of the most direct impacts results from the
emergence of spurious correlation, where many uncorrelated random variables
may have high sample correlations [49]. While more indirectly such a scenario has
been shown to breakdown asymptotic theory, preventing the unique estimation
of parameters due to occurrence of singular matrices [50].
Further, the sparsity of feature values presents an additional concern to the
development of generalizable models. The identification of latent interactions
between features is often not complete, as combinations between all features is
rarely captured. While in theory, such an issue can be alleviated with the col-
lection of a large dataset, as feature spaces become ever-larger, the collection of
sufficient data is not often feasible due to logistical and economical considera-
tions. While many newer machine learning techniques have looked to sparsity as
a foundation for techniques that address the increasing dimensionality using var-
ious greedy algorithms, little theoretical support is currently available for such
techniques [51].
Finally, as noted prior, the presence of sparsity often leads to the traditional
class imbalance problem, where the attribute of interest is possessed by only a
subset of instances. The implications of such imbalance on statistical learning-
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tasks have been well established in a number of prior works [52]. However it
is worth noting a few examples of how the presence of imbalance can impact
the modeling of data. From a logistical point of view, a few noisy instances can
degrade the identification of the minority class, restricting it to fewer examples
to train with. Whereas from a more theoretical presumptive the use of global
performance measures that guide the learning process may optimize parameters
and decision boundaries in favor of the majority class. Classification rules that
predict the positive class are often highly specialized resulting in low coverage
of instances across the dataset and may be discarded in favor of providing more
general rules [53].
5 Evaluation
“All models are wrong, some are useful” [54]. The provocative and now-famous
quote by George Box eloquently provides a fundamental premise of machine
learning. The understanding that models may not truly capture the complexity
of a system, but rather provide an effective approximation of its observable
attributes. This concept has since been defined more formally by Oreskes et al,
stating “Model results may or may not be valid, depending on the quality and
quantity of the input parameters and the accuracy of the auxiliary hypotheses”
[55]. In actuality, what these sentiment capture is the need to construct a model
in such a way that it accurately represents the system (validation) and accounts
for the technical correctness of the model itself (verification) [8].
5.1 Manifestation in Healthcare
Together, validation and verification represent a critical aspect of computational
tools such as machine learnings impact on our society. However, accurate assess-
ment of either measure proves a nontrivial task in its own right. Difficulties
associated with validation and verification are grounded by two district ideas
which govern both measures. First, that there exists a ground truth, and second
that any ground truth provided is correct. While both of these assumptions are
difficult to guarantee for any real-world data, they are particularly relevant to
the variability of data across the healthcare domain.
The first concern represents a variant of the partially labeled data problem,
formally defined by Szummer [56]. As noted in the Preprocessing section, al-
though missing values are commonly treated as negative, such an assumption
is dangerous. Diagnoses that are never recorded or identified can present the
scenario in which two individuals may appear the same from a record stand-
point, but in fact present significantly different clinical outcomes. Further, there
is a well-established issue in the ability to record clinical conditions completely
within any particular coding languages [57]. Thus, in an effort to address this
lack of a ground truth for missing diagnoses, many machine learning approaches
utilize only positive entities, in essence, formulating a one-class problem.
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This in turn leads to the second point of concern, where even in the scenario
in which a diagnosis is recorded, such data is not guaranteed to be correct. As
diagnosis information is often obtained though a diagnostic test, it is important
to remember these tests are subjective. Each test is associated with its own
performance range quantified by metrics such as sensitivity and specificity, pre-
dictive values, chance-corrected measures of agreement, or likelihood ratios [58].
Without the ability to identify false positives/negatives, or to link to follow-up
tests or corrections, these results represent a significant source of error which
can propagate through an algorithmic model.
5.2 Implications to Machine Learning
The challenges associated with the validation and verification of healthcare data
impact far more than application-specific performance, reaching to the intermit-
tent steps of the algorithms underlying the solutions themselves. In particular,
the complexities of healthcare data impacts both the internal distance metric
utilized, as well as the generalized optimization problem of parameter tuning.
Although simplistic in definition, the notion of distance represents a funda-
mental attribute in the execution of machine learning algorithms. The ability
to quantify a pair of similar or dissimilar points is a concept utilized in de-
termining decision boundaries, as well as updates for weights. Such a concept
has become increasingly important as a result of the heterogeneity exhibited by
the growing set of healthcare data discussed prior. While work by Brian Kulis
highlights extensions of the metric learning problems to a variety of problems
in computer vision, text analysis, and multimedia, these extensions represent
nontrivial altercations to the concept of what constitutes distance [59].
From an optimization standpoint, in an effort to more accurately model com-
plex real-world systems, an increasingly complex set of learning models have
become available. Although these models have the potential to improve per-
formance, there often exist a number of parameters (regularization strengths,
number of weak learners, slack variables) that must be tuned to fit the data be-
ing modeled [60,61]. While specifics of their implementation can vary greatly, to
prevent the need to sweep the entirety of the parameter space, a model’s param-
eters can be estimated through optimization techniques applied to an objective
function of the users choosing. As there exist a range of possible optimizations,
many stemming from a methodology known as gradient decent, an understand-
ing of the data itself is paramount. Variability in how the specified objective
function accounts for factors such as class imbalance or inter-feature correlation
can result in markedly different results drawn from the same data [62–64].
Finally, it is important to note that validation and verification have often
constituted major components in the assessment of model output, for both its
generalizability and overall correctness. While critical to their real-world utility,
these concerns directly impact the inferences drawn from model output, and as
such, exist outside the scope of this chapter. An excellent survey addressing such
items can be found in the work by Sokolova and Lapalme [65].
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6 Open Problems
This work has served as a foundation highlighting a broad set of considerations
that must be addressed as machine learning works to establish its place in the
healthcare industry. However, as clinical practice, administration, and research
becomes increasingly intertwined with the statistical methodologies of machine
learning, there remains a number of open problems. In the sections to follow, we
discuss a subset of the most pressing and active areas of research.
6.1 Temporal Relations
As healthcare data has undergone the transition from a paper-based entity to
digital records, much of the focus has fallen to the purely technical aspects
of storing, processing, and modeling such a complex set of variables. Amongst
these considerations, however, we often forget to reflect on whether the data we
consume accurately reflects the processes it captures. In particular, we find that
an overwhelming majority of works have recorded and modeled the condition of
an individual as a set of discrete observations.
Although such an approach allows for data to be easily consumed by tra-
ditional machine learning approaches, formalizing the presence of each entity
recorded as a feature, such a representation is incomplete. It is clear observa-
tions such as a diagnosis or procedure must occur at a single point in time,
however, it would be naive to believe that such elements of health occur in iso-
lation. Rather, there exist temporal relations connecting them, representing the
variable nature of an individual’s health. These relations cannot be described by
one feature or a single value, but require longitudinal observations with a series
of values over time [66].
However, this is a nontrivial task from both a computational and clinical
standpoint. Taking the example of a patients diagnosis history, the computa-
tional complexity of tracking the progression of multiple concurrent diagnoses
can quickly become intractable on even the largest of systems, while from a clin-
ical standpoint, many diagnoses have no direct progression, where others may
split amongst a broad set of co-morbid diagnoses.
6.2 Alternative Representations
Building on the notion that continued improvement of machine learning ap-
proaches to problems in the healthcare domain may require a shift in our data
organization, such as the ability to capture temporal relations, there exists a
significant effort to employ varying frameworks to represent the complexity of
healthcare data. Perhaps the most well explored representation can be found in
the application of computational networks. Networks represent an established
field of interdisciplinary research and present an effective method to capture the
direct relation between two arbitrary features, be that a connection between in-
dividuals themselves, links between comorbid diagnoses, or genomic-phenotypic
relations [67, 68]. Such a representation offers many attractive properties, such
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as the ability to alleviate sparsity by connecting only those elements associated
with an instance, and the ability to represent heterogeneous data. However, the
analytic methods applied to networks focus primarily on describing connectivity,
with measures such as centrality, degree, and betweenness, rather than the gen-
erative or discriminative models constructed to describe the relations between
various healthcare features.
In an effort to capture such relations, tensor representations have emerged. A
tensor is a multidimensional array spanning an arbitrary number of dimensions,
each representing a single feature or modality. Such a representation is advan-
tageous to many areas of healthcare including the ability to capture a series of
observations over time or integrate data across multiple experimental conditions
and analyze them simultaneously [69]. Although tensors are only emerging in
their application to healthcare, mathematical operations known as decomposi-
tions have demonstrated their value in discovering latent groups in each modality
and identify group-wise interactions [70].
6.3 Integration with Clinicians and Clinical Workflows
Despite the immense technological advancements in the collection and processing
of health data, it is important to remember that no system can succeed on its
own. We would be remiss in failing to highlight that the impact of machine
learning in healthcare cannot be discussed in isolation. Medical research is itself
an evolving field, and an understanding of the biological processes being modeled
requires a more technical approach. Truly capturing such phenomena will require
close interdisciplinary collaborations with those individuals whose expertise lies
in the exploration and discernment of healthcare.
It is perhaps more appropriate to view the continued development of health-
care informatics as part of the complex system encompassing clinical workflows.
In relation to the collection and aggregation of data, it is important to note that
any increase in data collection poses tangle logistic concerns to those individ-
uals involved in the care of an individual. For example, while it may be more
accurate to assess an individual’s condition every minute, such granularity is
often not feasible. As a result, there must be an increasing focus on developing
innovative ways to utilize data collected as part of existing workflows, rather
than demonstrating value with models requiring additional data elements. On
the other end of the spectrum, in relation to model output, it is important to
remember that regardless of the analytic approach used; a patient’s treatment
ultimately remains in the hands of their clinician. As such, there must be a con-
certed effort to provide appropriate context to the results. Designing approaches
with the capability to quantify factors such as confidence, highlighting a systems
strengths, and its weaknesses, for the individual consuming the information.
7 Conclusion and Future Outlook
Complexity comes in many forms, and beyond the sheer volume of data cre-
ated, the attributes of healthcare data present a vast set of heterogeneous, high-
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dimensional, probabilistic, incomplete, uncertain, and noisy attributes. However,
in conjunction with machine learning methodologies, the increasing availability
of data has the potential to provide novel and actionable insights to the field of
healthcare.
With this in mind, it is important to remember that although we may have
reached a point computationally in which the manipulation of Big Data and
execution of complex modeling techniques are possible, purely possessing such
capability is not sufficient to ensure the realization of informatics true potential
in healthcare. The ability to address such complexities and ensure the effective
consumption of healthcare data into the machine learning pipeline relies on more
than analytic capability: it relies on a deep understanding of the biological and
clinical mechanisms through which the data has been generated.
From preprocessing, to modeling, to the interpretation of model output, this
work has presented a general discussion regarding the fundamental challenges
presented by such data with respect to the informatics pipeline. However, aware-
ness of such an impact is only the first step. It is our hope that others will draw
on these caveats and look to considerations in the design and implementation
of new works, which blend together both technological capability and medical
understanding to better serve those individuals in need.
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