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Abstract 
In a probabilistic graph grammar, each production has a probability attached to it. This induces 
a probability assigned to each derivation tree, and to each derived graph. Conditions for this 
probability fkction to be a probabilistic measure are discussed. The statistical properties of the 
generated language are investigated. We show how to compute the average size of an inductive 
function, and the probability of an inductive graph predicate. A relationship can be established 
between production probabilities and some statistical information of the generated language. 
This way, probabilities can be assigned to productions o that the generated graphs satisfy some 
statistical conditions. 
1. Introduction 
Graph grammars describe sets of graphs in a way that is analogous to the grammatical 
description of strings. There are many families of graph grammars, that vary in such 
things as whether edges or nodes, or handles serve as nonterminals, and how newly 
introduced subgraphs are glued to the current graph. This field has a host of complexity 
results, classifications, algorithms, algebraic formulations, and applications to biology, 
image recognition, programming language semantics, etc (see [9, lo]). 
In order to add a probabilistic use to the ordinary theory of graph grammars, we 
introduce probabilistic graph grammars. Many applications which use graph grammars 
as models require to generate graphs randomly and to analyze the underlying statistical 
structure. Probabilistic string grammars have been applied to the study of programming 
languages [21], pattern recognition [2], and computational biology [18]. In addition, 
recently random graphs have been developed particularly in algorithmic graph theory 
[8]. Probabilistic graph grammars present a simple way to generate random graphs. 
The idea is that during a derivation process, nonterminals are independently rewritten 
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according to some distribution on the productions. Thus a derivation can be thought of 
as a sequence of independent trials. Although the assignment of probabilities to pro- 
ductions can be done by ad hoc methods, it is important to have a precise description 
of the statistical information available in the induced generated graph set. It is pos- 
sible, this way, to have a relationship between production probabilities and statistical 
properties of generated graphs. For example, one can choose production probabilities 
so as to generate a given amount of graphs satisfying a predicate, such as colorability. 
Probabilistic graph grammars allow both random generations of graphs and adjustment 
of a graph grammar to a given statistical model. 
In a probabilistic graph grammar, each production has an associated real number, 
which is the probability of its application among other productions with the same left- 
hand side. Since the graph grammars we consider are context-free, the probability of a 
derivation will be the product of the probabilities of all productions used in this deriva- 
tion. Moreover, the probability of a derived graph is the sum of the probabilities of all 
its distinct derivations. This way, one can assign a probability to each graph generated 
by a probabilistic graph grammar. One can think that no matter how one assigns prob- 
abilities to productions, the generated graph set equipped with the induced probability 
function will be probabilistic, i.e. the sum of the probabilities of all graphs equals one. 
That is, the induced probability function is a measure on the graph language. But this 
is not usually true. Let us imagine a probabilistic graph grammar where productions 
generating nonterminal graphs are more likely to be used than those producing termi- 
nal graphs. In this case, during a derivation, the number of nonterminal edges will be 
likely to grow infinitely. Consequently, the probabilities of derived graphs will be so 
small that they will not add up to one. If the induced probability function is a measure, 
the probabilistic graph grammar is called consistent. 
To compute the probability of a graph, we have to know all its derivations. But this 
is too difficult and even not usually feasible. To avoid this problem, we shall consider 
the probability space of terminal derivation trees. In this paper, we are mainly interested 
in probabilistic graph grammars as generators. Nevertheless, it is possible to investigate 
the probability space of generated graphs through that of terminal derivation trees, as 
both spaces are closely related. Particularly, the consistency of a probabilistic graph 
grammar can be investigated in the space of terminal derivation trees, since the sum of 
the probabilities of derived graphs is the same as that of the probabilities of derivation 
trees. We use generating functions [I l] to describe the consistency of a grammar. These 
functions express in a numerical way the generation of nonterminals with respect to 
production probabilities. The behavior of the grammar can be determined by using its 
mean matrix, whose components are the expected numbers of nonterminals. A prob- 
abilistic graph grammar is consistent if its mean matrix converges, in an appropriate 
sense. 
Classes of computable functions have been defined on derivation trees, relatively 
to a graph grammar [7, 131. In a probabilistic graph grammar, these functions define 
random variables on the sample space of the generated language. Statistical information 
on inductively computable functions can be computed. Furthermore, statistical graph 
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properties of generated graphs can be analyzed. It has been shown in [6] how to 
construct the set of graphs generated by a context free graph grammar and satisfying 
a graph predicate, such as colorability, and planarity. Using this result, we show how 
to compute the probability that a randomly generated graph will satisfy a predicate. 
Further, production probabilities can be chosen so that a given percentage of graphs 
satisfying a predicate are generated. 
This paper is organized as follows. Section 2 gives definitions concerning proba- 
bilistic graph sets and probabilistic graph grammars. Section 3 is devoted to consistent 
graph grammars. We show the use of generating functions to express some consistency 
conditions. Section 4 deals with statistical analysis of generated languages, and particu- 
larly with the expected value of an inductively computable function. Finally, Section 5 
concludes the paper with some open problems. 
2. Probabilistic hyperedge replacement languages 
2.1. Graphs and hypergraphs 
Hypergraphs are directed, labeled, and are equipped with a sequence of distinguished 
vertices called the sources [l, 6,7]. The labels are chosen in a ranked alphabet A, i.e 
an alphabet given with a mapping r : A --f N. The type of a label a is called z(a). The 
type of a label of a hyperedge must be equal to the length of its sequence of vertices. 
Formally a k-hypergraph, also called a hypergraph of type k over A, is a quintuple 
G = ( VG, EG, labG, vertc, SrcG) where 
- V, is the finite set of vertices, 
- EG is the finite set of hyperedges (with VG n EG = 0), 
- labG : EG - A is the hyperedge labelling function, 
- VertG : EG - VG associates with every hyperedge the 
ith element of vertc;(e) will be denoted by vertG(e,i), 
sequence of its vertices; the 
- SrcG is a sequence of k vertices called the sources; we shall consider Srco as a 
mapping [k] ---) VG where [k] denotes { 1,2,. . . , k} (and [0] = 0). 
We denote by G,(A) the set of all finite hypergraphs of type k over A. If z(a) = 2 for 
each a E A, then a hypergraph is just a graph. In order to simplify the terminology, 
we will formulate most of our definitions and results for graphs. The extension to 
hypergraphs is straightforward. The reader may also consider that we use the term 
“graph” as an abbreviation for “hypergraph”, an the term “edge” as an abbreviation 
for “hyperedge”. 
2.2. Probabilistic graph sets 
A probabilistic graph set is a pair (%,,u) where Y is a set of graphs and p : $3 ---) 
[0, l] is a real-valued function. The probability function p must meet the following 
condition 
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The function .U can be extended to graphs not in ‘9 as follows. If G q? 99 then 
p(G) = 0. We shall use this definition in the case where sets of graphs are context free, 
and particularly generated by hyperedge replacement grammars, as detailed below. This 
definition is convenient when a graph should be seen as a whole random object. A wide 
variety of random algorithms have been developed recently [8]. In these algorithms, 
probabilistic spaces are usually related to a given property (colorability, planarity,. . .). 
2.3. HR grammars 
A Hyperedge Replacement grammar [ 1,13,17] (or HR grammar) r is a system 
(A, U, P, Z) where 
l A is a ranked alphabet, 
l U is a finite set of nonterminals, 
l P is a finite set of productions u + G where u E U and G E G,(,)(A U U), 
a Z is a graph labeled in A U U and called the axiom. 
If the axiom consists of one edge labeled u E U, we simply write it as u. The set 
of nonterminals is indexed from 1 to r, where Y is the size of U. Furthermore, the 
set of productions corresponding to a nonterminal ui, 1~ i Q r, is indexed from 1 to 
ni. If 1~ j < ni, then the jth production which rewrites ui is denoted by ui + G+ or 
simply Pii. This two-index numbering is most convenient when choosing a production 
to replace a nonterminal. In this paper, capital letters denote productions, small letters 
denote probabilities. 
A direct derivation H 3; H’ is a substitution of G in H for the edge e labeled 
u, where Q is the production u -+ G. The graph H’ is obtained from H by removing 
e, and gluing instead the graph G. The ith source of G is fused with the ith source of 
e in H. When no confusion arises, we may write H y> H’. Sometimes, it is more 
convenient to use, the expressive form, H’ = H[G/u]. This can be extended as in [l] 
to multiple substitutions in parallel. That is, if ~1,242,. . . , u, are labels of edges in H, 
in some fixed but arbitrary order, then their substitutions in H for Gi, Gz,. . . , G,, is 
denoted by H[Gl/ul, G&42,. . . , G,,/u,]. 
A derivation A from a graph HO to Hk is a sequence of direct derivations 
ff,‘%$f, ‘e,,e,;H2... (a,QkK) -r Hk 
k is called the length of A and is denoted by ) A/. If only the initial graph HO and the 
target graph Hk are of interest, then this derivation is denoted, as usual, HO zr Hk. 
Two derivations Al and A2 from HO to Hk are said to be equivalent. 
The graph language generated by a HR grammar r is the set 
L(T) = {G E G(A)/Z -+- G}. 
As mentioned above, in a derivation process, many substitutions can happen at the same 
time, due to the context-freeness property. Hence, a derivation can be represented by a 
tree called the derivation tree, provided that the initial graph HO is reduced to an edge 
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PI1 = l/4 
PIP = 314 
P2l = i/2 
p22 = If2 
the label of which is a nonterminal. A derivation tree is called terminal if its result is 
a terminal graph, i.e. a graph whose labels are terminal symbols. 
2.4. PHR grammars 
A probabilistic hyperedge replacement grammar (PHR grammar) is a pair (r, n) 
where r is a HR grammar having r nonterminals and II = (nl, 712,. . . , n,) is a distri- 
bution vector satisfying the following properties: 
For each i, 16 i $ r, 
(i) Xi = (pii, pi2,. . . , pin,) where 0 < pij < 1 and pij is the probability of Ui + Gij. 
(ii) Cyz, pij = 1. 
In other words, a constant probability is attached to each production in the grammar 
r. Condition (ii) asserts that the probabilities of the productions which rewrite the 
same nonterminal must add up to one. 
Consider a sentential form, having some nonterminal edge to be rewritten by a 
production rule. The probabilities weight the possible rewriting choices, and since the 
weights total one, one of the rules has to be chosen. 
Example 1. For example, let r be the grammar (A, U,P,Zl) with A = {a, b,c}, U = 
{UI,UZ}, ZI is a graph consisting of one edge labeled ui, and P consists of the pro- 
ductions given in Fig. 1, where the numbers indicate the sources. 
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Fig. 2 shows an example of a derivation. At each derivation step, the used production 
is indicated. Note that in the last part of the derivation, rules are applied in parallel. 
The probability of this derivation is ~11 x ~11 x ~21 x pz2 x ~22. 
2.5. Probabilities of derived graphs 
Now, that each production of the PHR grammar has a constant probability, how 
can probabilities of derivations be obtained? In a HR grammar, each production works 
locally and is chosen independently of all other productions in the derivation process. 
Hence, a sequence of direct derivations is a sequence of independent events. In proba- 
bility theory, the probability of an event that depends on a series of earlier independent 
events is the product of the individual probabilities of those earlier events. So, the prob- 
ability of a derivation is obtained by multiplying the probabilities of all productions 
used in this derivation. 
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Definition 2.1. The probability p(d) of a derivation A, for ) Al > 0 is given by 
P(A) = n pi, 
l<i<[d( 
where pi is the probability of Pi, the ith production in A. 
This definition is closely related to that of a Murkou chain [ 111. In fact, a derivation 
is also a transition system from the initial state (first graph) to the last state (derived 
graph). As most graph grammars are ambiguous, a terminal graph may have multiple 
terminal derivation trees. In this case, its probability will be the sum of all the prob- 
abilities of its distinct derivation trees. This corresponds in probability theory to the 
idea that the probability of an event is the sum of the probabilities of the distinct ways 
to achieve this event. So the probability of a derived graph will be the sum of the 
probabilities of its derivation trees. 
Definition 2.2. Let (F,n) be a PHR grammar. If G is a graph in L(F), then the 
probability p(G) of G is 
p(G) = Cp(t)> 
where the sum is taken over all terminal derivation trees t of G. 
Note that if G @ L(T) then p(G) = 0 since G has no derivation tree. 
2.6. Probability space of derivation trees 
There are two probability spaces that can be considered, either the one of derivation 
trees or that of generated graphs. Although, our work will deal with the former space, 
some results are the same for both. Particularly, the consistency of a PHR grammar, 
discussed in the next section, is either true or not in both spaces. This comes from the 
following equality: 
G&P(G) = c 
GEL(T) 
where A(G) is the set of derivation trees of G, and T(F) is the set of all terminal 
derivation trees of F. Consequently, if the set of derivation trees is probabilistic, then 
so is the set of generated graphs. For simplicity, we may use, in the next sections, 
randomly generated graph to mean a graph which is the value of a randomly generated 
derivation tree. 
3. Consistent PHR grammars 
In this section, we shall establish the relationship between probabilistic graph sets 
(Section 2.2) and PHR languages. Even a probabilistic graph set, the graphs of which 
form a HR language is not necessarily a PHR language. One might think that no 
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matter how probabilities p(G) are assigned to graphs of a HR language, it would be 
possible to assign probabilities to productions in a HR grammar so that p(G) =/J(G). 
But this is not true even for words [3]. For the language L = {a”bn 1 n 3 0}, there is no 
probabilistic grammar which will generate the probability function 
~(a”!?) = &.It is easy to see that (L,p) is a probabilistic language. The condition is, 
However no PHR grammar will generate (L, p) such that ,U = p. Intuitively, the proba- 
bility function of a PHR grammar grows smaller roughly as the reciprocal of a polyno- 
mial in the length of derivations (which is proportional to the size of terminal graphs). 
But the function ~1 defined above grows smaller roughly as the reciprocal of a factorial 
function. Since polynomials cannot keep up with the growth rate of factorials, ~1 cannot 
be constructed by any PHR grammar. 
On the other hand, a PHR grammar can fail to generate a probabilistic graph set. The 
condition that the probabilities of generated graphs must sum up to one will determine 
the consistency of a PHR grammar. 
Definition 3.1. A PHR grammar (r,n) is consistent iff 
C p(G)=l- 
GEL(T) 
In a PHR grammar that is not consistent (inconsistent), some of the production 
probabilities are not distributed to terminal graphs. This can happen in two ways. 
Firstly, if the PHR grammar is not reduced. For instance, if it contains productions 
of the form u + v, v -+ U. This allows to have derivations that loop and never halt. It 
is shown in [13] how to reduce a HR grammar. In the following, we deal only with 
reduced HR grammars. 
Secondly and more importantly, a PHR grammar can fail to distribute production 
probabilities when probabilities are not “fairly” assigned to productions with regard 
to their right-hand sides. For example, consider the string PHR grammar having as 
productions 
(1) 2.4 + U.U 99 ii%, 
(2) u-+a 
1 
ii%‘, 
where u is the unique nonterminal and a is the terminal symbol. Then, in any derivation, 
production 1 is 99 times more likely to be used to rewrite U. Moreover, if ever this 
production is used, two nonterminals u appear, each of which, is likely to be replaced 
by two other u’s and so on. In some sense, the u’s are reproduced without bound. 
Thus, because of the “unfair” distribution of probabilities, some derivations will fail to 
produce terminal graphs and the sum in Definition 3.1 will be too small. One practical 
solution is to reverse the probabilities of both productions and this may work. But, 
how can we ascertain whether a PHR grammar is consistent? For doing so, we use 
generating functions. 
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3.1. Generating functions 
Generating functions will be used to measure the growth of nonterminals during a 
derivation process. These techniques are similar to those used for branching processes 
[14]. In fact, in a probabilistic grammar, a derivation tree corresponds to a branching 
process. That is, the axiom Z which is the root of the tree represents the initial object. 
The ith level in the tree is associated to ith generation of the process. 
Definition 3.2 (Generating Functions). Let (r, II) be a PHR grammar, with axiom 
ur. For each ui E U, we define the r-argument generating function as 
fif;:(Sl,S2 ). . . ,sr) = c pijsyG”). . . syGJj), 
1 $jel, 
where Nk(Gij) is the number of occurrences of the nonterminal & in the graph Gij. 
The dummy variable sk corresponds to the nonterminal uk. Note that h( 1 , 1, . . . , 1) = 1 
for each i. 
The generating functions of Example 1 are 
fl(~l,~Z) = P1&2 + p12, f2(SlJ2) = P214 + p22. 
The consistency of a grammar can be described in terms of its generating function. 
Let us first define the ith level generating function 
~oh,S2,.*.,%) =s1, Fl(Sl,S2,..., 3,) = flh,S2,...,&), 
Fi(Sl, S23. . .2 Sr-1 = Fi-l(fl(sl,S2 ,...,Sr),f2(Sl,S2,...,S~),.. .,fr(SlJ2,...,&)). 
It is obvious that F,,(st , . . . ,sr) is a polynomial, the constant of which is the probability 
associated to graphs that can be generated in n or fewer levels. Moreover, the coefficient 
of the monomial sk’sk2 skr is the probability of producing kt nonterminals ~1, k2 1 2 ... r 
nonterminals ~2, . . ., k, nonterminals u,. 
For the above example, the generating functions of the first three levels are 
FO(Sl,S2) = Sl, Flh,S2) = f l(Sl,S2) = P114S2 + p12, 
J-,2h,s2) = Pllflc%~2~2f2c%~2) + P12 
= P:l P21S~4 + P:l P2244 + 2P:l P12P2&2 + 2P:l P12P22&2 
+PllP:2P214 + PllP:2P22 + P12. 
As far as the consistency of a grammar is concerned, it is related to the generating 
function as follows: 
Lemma 3.1. Let (I’, II) be a PHR grammar, and let F,, be its nth level generating 
function. Then (r, II) is consistent $ and only if 
lim F,(O,O,...,O) = 1 
n---r03 
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Proof. Let T,,(T) be the set of terminal derivation trees of height n. Then the sum of 
the probabilities of the derivation trees the heights of which are less or equal than n 
is P(Um<n Tm(O) = Crn<n PG(O). 
Since the leaves of a terminal derivation tree are labeled by terminal symbols, we 
have 
and hence 
c p(t) =;~~Fnw..,o), 
ET(r) 
where T(T) is the set of all terminal derivation trees, i.e. T(T) = l_l, T,(T). Hence 
CrETCTj p(t) = 1 if and only if lim,,, iJn(O,. . . ,O> = 1. 0 
It is difficult to use this lemma to check the consistency of a grammar since com- 
puting the function F;, is too complicated. In the remaining part, we shall look for 
conditions of consistency that use the production generating functions fi. In order fa- 
cilitates the understanding of these conditions, we first state them for grammars with 
one nonterminal, and then for general grammars. 
3.2. Consistency of one-nonterminal grammars 
For a PHR grammar having one nonterminal 
function has one argument and is of the form 
u and r productions, its generating 
f(s) = 1 <F<, PksN", \. 
where Nk is the number of occurrences of the nonterminal symbol u in the right-hand 
side of the kth production. By induction, its nth level generating function is 
F,(s) = F;1-i(f(s)) = f’“‘(s) 2 (1) 
where f(“) is the nth iterate off. The function f is strictly convex on the interval [0, I], 
since c pk = 1. Furthermore, we noticed that the coefficient of sNk in the function f is 
the probability of producing Nk nonterminal symbols when a nonterminal is rewritten. 
Hence the expected number of nonterminal symbols when u is rewritten exactly once 
is 
where f' is the derivative of f. 
More generally, the expected number of nonterminals at the nth level of a derivation 
tree can be computed similarly. In fact, this expected number is x1 QiGr Nipi where 
pi is the coefficient of SN in the function F,(s). But this number is also FL(l). The 
derivative of F,, can be obtained using (1). Differentiating F,, at s = 1 gives 
F;(l) = F;-t(f(l))f’(l) 
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and since f( 1) = 1, we obtain 
C(l) = (f’(l))“. 
We state now the relationship with consistency. 
Theorem 3.1. Let (r,IZ) be a PHR grammar with a single nonterminal, U = {u}, 
and let f(s) be its generating function. (r, II) is consistent if f’(1) < 1. It is not 
consistent if f ‘(1) > 1. 
Proof. If all right-hand sides are terminal graphs, f(s) = c pk = 1. Hence, f’(s) = 0. 
In this case, F,,(O) = 1, and so (r,17) is consistent. 
Now, consider the case where at least one right-hand side contains an edge labeled 
by the nonterminal. We put u,, = F,(O). Note that by induction 0 -C u,< 1. Further, u,, 
is increasing since 2~2 = f (u,) > ~1, and hence by induction u1 < r.42 < 2.43 < . . -. As 
f is continuous, it follows that there exists a limit u < 1 such that 
u = f(u). (2) 
For 0 <s < 1 the graph of f(s) is convex starting at point (0, f (0)) above the bisector 
and ending at point (l,l). 
f ‘( 1) < 1 yields that 1 - f(s) < 1 - s when s tends to 1. Using the law of the 
mean to express f(s) in terms of f (1 ), we see that f(s) > s for 0 < s < 1. Hence 
u = lim ,,+,F,,(O) = 1. Observe that in this case the graph of f is entirely above 
the bisector. 
if f ‘( 1) > 1 then f(s) < s when s is close to 1. The function f is convex and strictly 
increasing, hence it intersects the bisector in at most two points. Since f (0) > 0, 
there exists a solution ug to (2) where 0 < us < 1. Thus f(s) > s for 0 d s < us 
and f(s) < s for us < s < 1. ug is the smallest solution of equation (2). In fact, 
if 0 <s < us, then s < f(s) < f (ug) and by induction s < Ft(s) < F~(s) < - . . < 
F,(s) < Fn(uo) = uo. 
It follows that lim n_Ds F,(O) = us < 1 and hence r is not consistent. 0 
Remark. It is possible to generalize the previous result as 
lim Fn(s) = 240 
?l--*M 
for 0 < s < 1. This already holds for 0 < s < ug. If ug < s -=c 1, we have 
1 > s k f (s)>Fz(s) * ’ . >,F,(uo) = 240. 
Hence, lirnswm F,(s) = us whatever the value of s in [0, l[. uc is indeed the probability 
of consistency of the grammar. Precisely, it is the probability that a randomly generated 
derivation tree will halt and never grow forever. It is similar to the probability of 
extinction in the theory of branching process. 
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Example. Let us consider the following probabilistic series parallel graph grammar. 
The set of productions is 
u-UOU q 
u-a r 
where p, q and r are probabilities such that p + q + r = 1. The generating function is 
f(s) = (1 - r)s2 + r. 
Since f’( 1) = 2( 1 -r), the grammar is consistent if r > 5 and not consistent otherwise. 
This means that if r > i, any random derivation is likely to generate a terminal finite 
series parallel graph within a finite number of productions. In order to compute the 
probability that a given derivation will terminate, we have to look for the unique 
solution of f(s) = S. The smallest root of this equation is r/( 1 - r). 
3.3. Consistency of general grammars 
In this section, we generalize the previous results to grammars with many nontermi- 
nals. We shall introduce matrices computed using generating functions. 
Definition 3.3. Let (r,ZI) be a probabilistic graph grammar. The first moment matrix 
N associated with (r,n) is defined as 
nij = 
afi(LL...,l) 
as, ’ 1 <i,j<r, 
where (J;:) is the generating function of (r,IZ). 
N is also called the mean matrix of (r,II). The element nq is the expected number 
of nonterminals Uj produced when nonterminal Ui is rewritten using one production. 
The mean matrix of Example 1 is, 
For instance nil = i means that an average of a half of ut is generated per rewrite of 
a ui. 
Now, we use the matrix N to check the consistency of a PI-R grammar. More 
precisely, we shall use the spectral radius of N, denoted p(N), and defined as the 
largest eigenvalue of N. The spectral radius plays a role similar to that of f’( 1) in the 
previous section. 
Theorem 3.2. A PHR grammar is consistent ifp(N) < 1, where N is its mean matrix. 
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Proof. Let us fix some vector notations. ei denotes the vector whose ith component is 
1 and whose all other components are 0. If v is a vector, its kth component is denoted 
by vk. As before, Fn is the nth level generating function of (r, II). Let Xi be the 
average number of nonterminals Uj produced after a derivation of length n beginning 
from the axiom. Let X, be the vector (X,,!,X,‘, . . . J,‘). We have 
Xj = aF”(l,l>...>l) 
n asj 
= 2 aF,-l(fl(l,l,..., l),h(l;;..., l),...,fr(l, l,..., 1)) x ah(l,;h:.., 1) 
r J 
But ft(l,l,..., l)=fz(l,l,..., l)=..-=J.(l,l,..., l)= 1, we thus have 
We obtain in vector form 
X,, =X,,_, x N. 
By iterating this equality, it follows that 
X,, = et x N” 
Hence, if lim,,, N” = 0, then lim,,, X, = 0. 
Suppose that p(N) < 1, from matrix theory [20], this yields that lim,,, N” = 0. 
Hence the grammar is consistent. 
Remark. As before, one can compute the probability of consistency by solving Eq. 
(2) in vector form. 
In general, it is difficult to compute the eigenvalues, especially for large matrices. 
However, there are many techniques to check if the spectral radius of a matrix N is 
less than one without computing its eigenvalues [20]. For example, it suffices to look 
for a nonnegative integer n such that the sum of the elements of each row of N” is 
less than one [20]. 
4. Probabilistic analysis of PHR languages 
In the previous section, we have shown how to compute the probability of a deriva- 
tion tree, and how to know if a PHR grammar is consistent. Other questions arise when 
investigating the statistical structure of the generated graph language. We assume in 
this section that PHR grammars are consistent. 
To avoid ambiguity problems, as we have observed, we shall work with derivation 
trees, rather than with generated graphs. There are at least two advantages. This way, 
we exploit the algebraic formulation of graph grammars, and we use all the established 
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computability results. Hence, we can compute the average values of inductive functions, 
or the probability of graph properties, for generated graphs given by derivation trees. 
4.1. Inductive families of evaluations 
Inductive evaluations are characterized by their recursive computability on derivation 
trees. Many classes of such functions have been defined in the literature. For example, 
MS-evaluations [7, 171, or compatible functions [ 131. An inductive family of evaluations 
computes its values, bottom-up, on a given derivation tree. Let us recall the general 
definition. 
Definition 4.1 (Inductive families of evaluations). Let D be a set of values and let 
~4 = (M,(f&& b e an F-algebra. For simplicity, we assume that A4 is one-sorted, 
an extension to a many-sorted algebra is straightforward. The functions fM stand for 
the operations. A family of evaluations & is F-inductive if for every f in F of arity 
n, for every v in E, there exist an operator 9,~ on D and a sequence of length 
(ml + m2 + .f. + m,) of elements of 8, (ql,..., v~,~,,vzJ,...,vz,~~ ,..., v,,,~)), such 
that, for all dl, . . . , d, E M: 
v(fM(dl, . . . , d,))=Bv,f(vl,l(dl),...,vl,,,(dl),v2,l(d2),...,v2,m~(d2),...,v,,m,(dn)). 
This means that the value of v at fM(dl,. . ., d,) can be computed from the values 
of the mappings vi,~,. . . , ~1,~~ at dl, . . . , v,,~,. . , v,,~” at d,. A set of predicates, where 
D = {true,faZse} is a particular case of a family of evaluations. When there is no 
confusion, we shall say inductive for mean F-inductive. In the sequel, the set of values 
D is the set of reals. 
Definition 4.2 (Linear families of evaluations). A function hd : L@ + R is multi- 
linear (or in short linear), if fop every 14 i <d, for every al,. . . , ai_ 1, af+l, . . . , ad, 
the function x --f hd(ai,. . . ,ai_l,x,ai+l,. . . , ad) is linear. That is, hd is linear if, by 
assigning fixed values to d - 1 variables, one obtains a linear function on the non 
assigned variable [ 121. 
A family of evaluations d is linear if for every f, for every v, 8,, is linear. In this 
paper, we deal with linear families of evaluations. 
When probabilities are assigned to productions, a natural question is, what is the 
average value of an evaluation? In some sense, this value measures the behavior of a 
PHR grammar with respect to a function. Moreover, the production probabilities can 
be adjusted or corrected so that this average is (or tends to) a given value. This may 
modify the grammar itself; when a production has a probability equal (or very close) 
to 0, it has to be taken away from the set of productions. 
4.2. Expected evaluations 
Let (r, ZI) be a PHR grammar and let d = (vi, vz,. . , , VI) be an inductive family of 
evaluations on L(T). As in the definition above, with each production u; --) Hg, one 
can associate a mapping h& , , . . ., ) such that if G = Hq[Gl/ul, GJu2,. .., G,,,/u,], 
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then vit(G) = h~(v~l,(Gt),..., vjl,(G,)). This means that the family I is inductively 
computable with respect to the graph operation Hij( , , . . . , ). For example hij may 
be an arithmetic combination. Let us remark that when Hij does not have any non- 
terminal, then the values of 8 are fixed constants. In fact, in such a case, Hii’s are 
the leaves of derivation trees, and the values of 8 at this level must be determined 
so that the computation of the values of derivation trees can be achieved bottom- 
up. 
Our aim now is to compute the expected values of evaluations for graphs gen- 
erated by a PHR grammar. We construct a system of equations to compute these 
values. 
Theorem 4.1. Let M be an F-algebra, and let 8 be a jinite inductive linear family of 
evaluations. Let r be a PHR grammar, given as a system of equations. Then one can 
construct a system of equations to compute the expected values of the evaluations v, 
v E 8. 
Proof. Let & be a finite inductive linear family of evaluations, and let r be a PHR 
grammar with ut as axiom. Then, every derivation t is of the form ~1 -+ Hlj[Ul,. . . , un] 
A Hlj[Gl,... , G,] where Ui 2 Gi, denoted by tiy 1 <i dn. Let T(T) the set of all 
terminal derivation trees. 
For every nonterminal Uj and every evaluation v, we let ei(v) be the expected value 
of v for graphs G in L(T) derived from Ui (i.e. Ui -% G). Now, the expected value 
of an evaluation v is 
cl(v) = C p(t)v(t), 
ET(r) 
q(u) = ?Plj C P(tl)... PC&) X hlj(vll(tl),...,vl,,(t,)) 
fI,...,&ET(T) 
= C Pljhlj( C P(tl)vll(tl)9.-~ 9 C P(tn)vlrn,(tn)) 
j fl E TV) &ET(O 
(3) 
(6) 
= C Pljhy(el(vll ), . . . , en(vlm, )I. (7) 
Similarly, we construct the remaining equations for ej(a) where 1 < i <r and v E 8. 
0 
Note that in (4) and (5), we use the hypothesis that the evaluations are linear. Hence, 
we obtain a system of the form X = FX which is not necessarily linear. 
Example (Expected number of simple paths in a series-parallel graph). As an exam- 
ple, let us compute the average number of simple paths between both sources of an 
undirected series-parallel graph of type 2. Probabilities are attached to the productions 
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as follows: 
u-UOU q 
24-U 1-p-q 
where p and q are two probabilities of the corresponding productions, 0 < p, q < 1. 
They are parameters, here. We showed in the previous section that this grammar is 
consistent if p + q < i. 
It is easy to see that the function “number of simple paths” is inductively computable 
for a series-parallel graph. Clearly, if we let numPG be the number of simple paths 
between the first and the second sources, then 
(1) if G = Gt (1 G2 then numPG = numPo, + numPo,, 
(2) if G = Gt 0 G2 then nump - numpc, x numpG2, 
(3) if G = a then nump, = 1.’ - 
Note that the mappings hq’s in the theorem are the addition and the multiplication 
here, which are linear w.r.t each variable. 
Now, if we call x the expected number of simple paths (the expected value of 
numpG) in a generated graph, then the desired system of equations (here one equation 
and one variable) is 
X = p(2.x) + 4(x2) + 1 - p - q, 
where x represents e(nump), for p + q < i. 
Then, this equation is equivalent to 
qx2+(2p- 1)x+ 1 -p-q=o. 
It has two solutions 
x,= -(2P-1)+x42P-1)2-4q(l-P-q) 
2q 
and 
$I= -(2P-l)-J(2P-l)2-4q(l-P-q) 
2q 
The right solution depends on the values of p and q. It might be x’ or x”. Note 
that when p = 0, we obtain one solution x = 1, which means that if only the series 
composition is used, there is one path between both sources. Conversely, if q = 0, 
then this equation has a unique solution 
provided that p # i. 
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Note that x is negative for p > i, and positive for p < $. In fact, the grammar is 
not consistent for p > i, and hence there is no solution. 
If p # 0 and q # 0, the solutions depend on the parameters p and q. Note that 
we do not consider infinite derivation trees, as we have restricted ourselves to discrete 
probabilities. 
4.3. Probabilities of graph properties 
We consider here properties of graphs as particular classes of inductive evaluations. 
Many graph problems involve sometimes properties rather than real-valued functions. 
They include colorability, planarity, connectivity. Inductive evaluations w.r.t a context 
free graph grammar have been studied by Courcelle. He proved that if cp is an inductive 
graph property, then the set of graphs generated by a grammar r and satisfying cp, 
L(T), is context free. Besides, testing the validity of a formula on a generated graph 
can be done in linear time on its derivation tree. 
We shall establish similar results for the case of PHR grammars. Graph properties 
shall be handled as predicates. But, instead of testing the validity of a property cp, we 
can measure the degree of such a validity, that we call the probability of cp. More 
precisely, this measure determines the probability that a randomly generated graph 
will satisfy cp. In some sense, it measures the behavior of a graph grammar w.r.t the 
property cp. Again, interesting questions arise as for the relationship between production 
probabilities and graph properties. For instance, it is interesting to know to which extent 
the production probabilities affect the validity of a property. A predicate can be defined 
as an evaluation from M into {0, 1). Formally, the probability of an inductive predicate 
cp, denoted p(q) is defined as the probability of the set of graphs generated by r and 
for which this predicate holds. Since this set can be actually determined, so can its 
probability. 
Corollary 4.1. Let A4 be an F-algebra, and let @ be a finite inductive set of predicates 
on M. Let r be a PHR grammar, given as a system of equations. Then, one can 
compute the probabilities p(p), cp E @. 
Example (2-colorability of series-parallel graphs). Consider again the example of 
series-parallel graphs. 
We recall that L, the set of series-parallel graphs of type 2, is characterized as the 
least solution of the equation 
L={a}ULIILULoL, 
where L )( L stands for {G I( G’, G, G’ E L} and similarly for L l L. 
The set of graphs generated by this grammar and satisfying an inductive predicate is 
context free, and can be actually constructed. We consider the 2-colorability property. 
Let y,6,0 be the following properties: 
yo _ G is 2-colorable 
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bo w G is 2-colorable such that both sources have different colors 
bo w G is 2-colorable such that both sources have the same color 
It is obvious that YG _ 6~ V co for all G. Clearly, the set (6, a} is inductive with 
respect to { ]I,*}. This follows from the following facts. 
(l)IfG=HoKthenac~(a~A~~)v(B~Ab~) 
~G*(@f~&)V(b~~K) 
(2) If G = H )/ K then oo _ OH A OK 
86 _ 8H A & 
Now, we compute the probability of a, i.e. the probability that a randomly generated 
graph is 2-colorable in such a way that its two sources have the same color. Similarly, 
for 6. As a result, the probability that a generated graph is 2-colorable is the sum of 
p(o) and p(d). 
First, we quote from [6] the system generating 2-colorable graphs. Such a system has 
four unknowns L,~,L,s,L~~,L,~, where Lg, stands for the set of graphs that satisfies a 
but not 6, and similarly for the other sets. 
The system of equations which characterizes these sets is 
Los = 0 
By letting, x = p(as), y = p(56), the system becomes 
X = px2 + 4x2 + 4y2, Y=u-P-q)+PY*+qxy+qxy. (8) 
It is equivalent to 
(p+q)x2+qY2-x=0, py2+2qxy+(1-p-q)-y=o. 
It remains to solve this nonlinear system on the interval [0, 11. Specialized computer 
programs to solve nonlinear systems (such as Maple) can provide solutions. Let us 
investigate some particular cases, by fixing the values of the parameters p and q, or 
by tending them at some limit points. 
l q = 0. The solution to the system in this case is x = 0, y = 1. Note that it does 
not depend on p. The grammatical interpretation of such a solution is that when 
the series production is taken away, then all the generated graphs have solely two 
vertices (which are the sources) linked by one or multiple edges. The unique way 
to color these graphs using two colors is by assigning distinct colors to the sources. 
Hence, & is usually true, but never go, for any generated graph G. 
l p = 0. This case is less trivial than the previous one. The solutions to the system 
depend on the value of the parameter q. By summing both equations of system (8) 
and by replacing p by 0, we obtain 
x+y=(l-q)+qx2+qY2+2qxy. 
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Table 1 
Probabilities of 2-colorability for series graphs (p = 0) 
Value of q Probability x Probability y 
0.01 0.009 0.991 
0.1 0.084 0.915 
0.2 0.150 0.850 
0.3 0.202 0.797 
0.4 0.250 0.750 
0.5 0.292 0.708 
Hence 
q(x + y)2 - (x + y) + 1 - q = 0. (9) 
This equation has two roots 
x+y=l (10) 
or 
1-q x+y=- 
4 
(11) 
Remember that the PHR grammar we are dealing with is consistent if 0 bq < i 
(Section 3). In this case, any derivation is likely to terminate within a finite number 
of productions. Since generated graphs are finite words, they are 2-colorable. Con- 
sequently, the probability that a randomly generated graph is 2-colorable (which is 
equal to x + y) is the same as that of the grammar consistency. Hence, if q < $, 
the right solution to Eq. (9) is (10). By Combining (8) and (lo), and by taking the 
positive values, we get for q # 0 
X= 
2q+ 1- J1+4q-4q2 2q-l+J1+4q-4q2 
4q 
Y= 
4q 
Table 1 gives the probabilities x and y for a few values of q. 
Observe that when q is small, x tends to 0 and y tends to 1. It is easy to realize 
that the graph produced by the terminal production (an edge) is 2-colorable using two 
distinct colors for the sources. Note also that y is greater than x. This is because the 
terminal production is more likely to be used than the other ones. Let us mention 
that if the grammar is not consistent (i < q < 1 ), the solution to (9) is (11). In 
fact, (1 - q)/q is the probability that a derivation will terminate (Section 3). As we 
noticed above, whenever a derivation terminates, its resulting graph is 2-colorable. 
We can compute the values of x and y even if the grammar is not consistent. In 
this paper, we shall deal only with consistent PHR grammars. 
l p = 0.22, q = 0.27. The solution corresponding to these values is x = 0.118, y = 
0.641. In this case, 75.9% of the generated graphs are 2-colorable. Moreover, in such 
colorability, sources are more likely to have distinct colors (since y > x). 
For some particular values of p and q, the system has no solutions in the interval 
[0, 11. This may mean that none of the generated graphs is 2-colorable, or that the 
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Table 2 
Computation of production probabilities 
Value of x 
0.06 
0.1 
0.1 
0.15 
0.2 
0.25 
0.2 
Value of y Probability p Probability q 
0.7 0.374 0.118 
0.65 0.267 0.225 
0.7 0.260 0.194 
0.65 0.146 0.329 
0.6 0.035 0.496 
0.7 0.013 0.450 
0.8 0.000 0.294 
grammar is not consistent. Another important question, which should be discussed 
beyond this example, is how to characterize the right solutions in case of multiple 
ones?. 
Production probabilities can also be viewed as variables rather than parameters, and 
the variables x and y as parameters. It may be useful to fix the desired ratio of generated 
graphs satisfying some property and to ask for the suitable production probabilities. 
For the above example, the probabilities of the desired ratio of 2-colorable generated 
graphs is known, and p and q are unknowns. Fortunately, such a system is linear, and 
consequently the values of p and q can be easily found in terms of x and y, 
x*y +x2 - x - y3 + y* x(xy-x+ 1 -y*> 
p= y(2x3-x*y-y3+y)’ q= y(2x3-x*y-y3+yj (12) 
Note that p and q are two-variable functions. They can be studied in terms of x and y. 
Again, there may be no solutions for p and q (in the interval [0, 11, for some particular 
values of x and y). It is possible to express consistency condition in terms of x and y. 
To do so, it suffices to replace p and q by their values. We do not detail the study of 
the functions p and q, it is worth giving some meaningful examples. Table 2 shows 
the values of p and q corresponding to a few values of x and y. As before, x is 
the probability of o and y that of 6. If x is small, observe that q is also small. This 
means that to generate a few graphs 2-colorable such that their sources have the same 
color, the series production must be rarely used. However, in order to produce many 
2-colorable graphs (x + y tends to l), the probability of the parallel production must 
be small. Further, if all generated graphs must be 2-colorable (x + y = 1 ), note that 
in (12), we obtain p = 0. In this case, the parallel production should be taken away 
from the grammar. 
4.4. Probability space of derived graphs 
So far, we have considered the probability space of derivation trees. It would be 
interesting to draw statistical information in the space of derived graphs. We cannot 
do so for general graph grammars and general evaluations. However, it is possible 
to deduce for particular evaluations some statistical results on the space of derived 
graphs from that of derivation trees. This is the case for evaluations which have the 
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same values for equivalent derivation trees. Let us recall that two derivation trees are 
equivalent if they describe the same graph. 
Theorem 4.2. Let r be a PHR grammar, and let I be a jnite inductive linear family 
of evaluations, such that for every equivalent derivation trees tl and t2, for every v 
in 8, v(tl) = v(tZ). Then 
GE%r) AGMG) = & z4tMth 
where T(T) is the set of all derivation trees. 
Proof. Note that the value of v for a graph G is well defined since it is the same for 
all derivation trees generating G. Let d(G) be the set of derivation trees of G. We 
have 
C p(G)v(G) = C 
GEL(~) 
= c c At)v(t) 
GEL(T) P&I(G) 
= tEIIr, P(t)v(tx 17 
This theorem can be used to compute the expected values of d for generated graphs 
by computing the expected values of d for terminal derivation trees. It would be 
interesting to extend this theorem to evaluations that may have different values for 
equivalent derivation trees. The equivalence of derivation trees with respect to a graph 
grammar is discussed in [ 11. 
5. Conclusion 
The probabilistic analysis of a PHR grammar provides useful information on the 
generated graphs. Such information can be exploited either to examine the statisti- 
cal behavior of a PHR grammar (with fixed production probabilities), or to find the 
“right” values of the production probabilities so that the generated graphs fit some 
conditions (graph properties). The latter is an efficient way to control the application 
of productions and to “correct” the grammar in order to generate graphs satisfying 
some statistical conditions. PHR grammars can be used to generate objects that have 
a similar general shape but different details such as plants or fractals. Moreover, the 
authors of [ 181 indicated their need in using stochastic graph grammars as a general 
framework for modeling interaction between molecules. However, some difficult prob- 
lems remain open. The most important is which solution to consider in case of multiple 
ones. Another interesting problem is how can probabilities of production rules for real 
graph grammars be found? For string grammars, one way is to estimate production 
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probabilities from the relative frequencies of productions in a sample of words from 
the language [4]. It would be interesting to have similar results for graph grammars. 
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