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ABSTRACT 
 
 The model selection approach has been proposed as an alternative to the popular tests for 
cointegration such as the residual-based ADF test and the system-based trace test. Using 
information criteria, we conduct cointegration tests on 165 data sets used in published studies. 
The empirical results demonstrate the usefulness of the model selection approach for applied 
researchers.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
JEL Code: C21, C23 
1. INTRODUCTION 
 
The growing literature on cointegration analysis has typically applied single-equation residual-
based tests such as the augmented Dickey-Fuller test (ADF), the Zα
∧
 test of Phillips and Ouliaris 
(1990), and the system-based likelihood ratio test of Johansen (1988, 1991) and Reinsel and Ahn 
(1992). However, from the viewpoint of practitioners, the determination of cointegrating rank is 
essentially a model specification problem, which ultimately involves a trade-off between model 
parsimony (complexity) and fit, given the fact that the true model is rarely, if ever, known. As 
various information criteria take into account both model fit and parsimony, it is thus quite 
natural to consider information criteria in the determination of cointegrating rank.  
From a broader perspective, Granger et al. (1995) recommend the use of model selection 
procedures rather than formal hypothesis testing when deciding on model specification. They 
argue that formal testing favors the model chosen to be the null hypothesis, and the choice of 
significance level is typically arbitrary. These concerns seem applicable in cointegration 
analysis. For example, the choice between the null of no cointegration and the null of 
cointegration may result in quite different results in practice. Another attractive feature of the 
model selection approach is that it makes possible for the joint determination of VAR lag order 
and cointegrating rank. As is well known, the choice of lag order in a VAR has an important 
impact on the cointegration test performance (e.g., Boswijk and Franses, 1992). However, since 
choices of lag order and cointegrating rank are two separate steps in the application of the trace 
test and other probability-based procedures, it is essentially impossible to comment on the 
underlying probability distribution of the final results. In contrast, it is possible to determine the 
lag order and cointegrating rank in one step by minimizing an information criterion over a 
domain of models with different lag orders and cointegrating ranks.  
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The application of the model selection approach in cointegration analysis was first suggested 
and implemented in Phillips and McFarland (1997). Contributions to this line of research also 
include Aznar and Salvador (2002), and Kapetanios (2004), etc. The simulation evidence 
provided by Chao and Philips (1999) and Wang and Bessler (2005) suggests that the 
performance of the model selection approach based on the information criteria SIC and PIC is 
close to, and sometimes better than that of the trace test. Extending these theoretical results, the 
primary purpose of this paper is to show how much of the results on cointegration analysis in 
165 published data sets can be replicated using the alternative model selection approach. If the 
results from the model selection approach correspond well with the results from the traditional 
hypothesis testing, applied researchers would have more confidence in their empirical results. 
This is important given that researchers, such as Gonzalo and Lee (1998) and Brüggemann and 
Lütkepohl (2004), have repeatedly reported the missing robustness of system based tests for 
cointegration. The current paper can also be seen as an extension of Gregory et al. (2004) who 
examine the correspondence between the performance of single-equation residual-based tests and 
that of Johansen’s (1988, 1991) likelihood ratio tests. 
The rest of the paper is organized as follows. Section 2 gives a brief review of the 
information criteria and trace test. Section 3 describes the data sources and the related research 
methodology used in the replications.  Section 4 summarizes our findings based on the 165 
published data sets. A short summary concludes the paper. 
 
2. INFORMATION CRITERIA AND TRACE TEST  
 
Assume the model to be tested for cointegration has the following error correction form: 
ΔYt = Γ1ΔYt-1 + … + Γp-1ΔYt-p+1 + ΠYt-1 + ΨDt + μ + εt,  t = 1,…, T,                (1) 
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where Yt is a m × 1 vector of stochastic variables, Yt-1, …, Yt-p, are 1 up to p lags of Yt, εt are 
independent and identically distributed (i.i.d.) random variates following multivariate N(0, Σ) 
with Σ being positive definite, Dt may contain dummy variables, time trend, or weak exogenous 
stochastic variables, Γi, Π, and Ψ are conformable parameter matrices, and μ is a m × 1 vector of 
parameters (constants).   
The three information criteria that have been widely used are Akaike’s (1974) 
information criterion (AIC), Hannan-Quin’s (1979) criterion (HQ), Schwarz’s (1978) 
information criterion (SIC), They are computed according to the following equations:  
AIC = ln(det(
~Ω )) + 2K/T ,                                               (2)                        
           HQ = ln(det(
~Ω )) + 2K ln(ln(T))/T ,                                  (3)       
                                   SIC = ln(det(
~Ω )) + Kln(T)/T ,                                           (4)        
where  is the maximum likelihood estimator of Σ with given p and cointegrating rank r. Note 
that the penalty terms of AIC, HQ and SIC are a simple function of a parameter count (K), which 
increases with p and r. Wei (1992), Phillips and Ploberger (1996), and Chao and Phillips (1999) 
argue that the coefficients associated with regressors exhibiting a trend should be penalized more 
strongly than regressors without a trend. Phillips and Ploberger (1996) and Chao and Phillips 
(1999) propose the use of the posterior information criterion (PIC):   
~Ω
          
1 1~ ~
'
.
1 1ln ln ( ) [ ]pp yy pPIC S H S H trT T
− − ∧= ⊗Ω + ⊗Ω + Ω
1 ~− Ω ,                    (5) 
where  is the maximum likelihood estimator of Σ when model (1) is estimated with the highest 
lag order and full cointegrating rank.  M
^Ω
W = IT – W(W′W)-1W′, W = [W1, …, WT] ′, 
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, 
in which F(r)′ = [0(m-r)×r, Im – r]. It can be seen from equation (5) that PIC not only takes into 
account the number of regressors, but also the magnitude of the regressors and the sample 
information accumulated in the data about the model parameters (Chao and Phillips, 1999,  
p. 233).   
  
3. DATA SOURCES AND RESEARCH STRATEGY 
The 165 data sets used in this paper are from 43 studies published in the Journal of Applied 
Econometrics from 1994 through the fourth issue of 2004. The first 132 data sets were edited and 
analyzed by Gregory et al. (2004).  
We extend the above data sets by including 33 additional data sets used in nine articles 
published in the Journal of Applied Econometrics from the third issue of 2001 to the fourth issue 
of 2004 (all 165 data sets can be obtained from http://qed.econ.queensu.ca/jae/). The editing and 
selection criteria used in this paper are the same as in Gregory et al. (2004).  Complete details of 
on these data sets and the model specifications can be found at: 
http://www.tamu.edu/perc/publication/0519.xls. 
While some new topics about cointegration have also appeared in the literature (e.g., 
seasonal unit roots, I(2) cointegration and fractionally integration), we limit our exercise to the 
standard cointegration test.  
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One- and Two-step Procedures 
As mentioned earlier, the cointegrating rank and lag order of the VAR can be determined 
jointly with the model selection approach. We call this the one-step procedure. In a two-step 
procedure, first the lag order p is either identified from the original studies or estimated by 
minimizing one of the four information criteria. Conditional on the chosen p, we can apply the 
trace test or the information criterion to select the cointegrating rank in the second step.  
Trend Specification 
It is well known that the assumption about the deterministic components in the model 
may have important effects on cointegration tests. If the original papers explicitly state their 
assumptions, we simply follow the assumptions. Otherwise, we determine the specification based 
on the critical values the authors cited to make their inference, or on the reported test statistics 
and conclusions about the cointegrating ranks. When these test-related signals are not available, 
we draw our conclusion by estimating the data for alternative trend specifications, selecting the 
one that gives the same or closest parameter estimates relative to the original papers. If none of 
these conditions apply, we conduct the two popular specification tests: with and without a trend 
term in the cointegrating relations.  
It is worth noting here that Phillips (1996) has shown how cointegrating rank, lag length, 
and trend degree in a VAR can be jointly determined using the model selection method. 
Nevertheless, as the trend types can be identified from the original papers in most studies, we 
focus on the determination of cointegrating rank in order to make the replication results 
comparable to the original findings. 
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Choice of the Maximum Lag Length  
In setting the maximum lag length k to determine the lag order p in the VARs, we use 
what is stated or implied in the original papers. When such information cannot be found, we set k 
= 12 and 4 for monthly and quarterly observations, respectively. For all other frequencies, we use 
(int( 3 *T )), where T* is the number of observations available. The effective sample size is T = T* 
– k. For each data set, we conduct all tests starting with the (k + 1)th observation so that the 
results on cointegrating ranks from the one-step model selection approach are comparable with 
those from the two-step procedures. This is different than the practice of some of the papers we 
examined where the tests were conducted starting with the (p + 1)th observation after p is 
selected out of a maximum of k lags in the first step (thus the effective sample is (T* – p)).    
For some data sets, it might be restrictive to assume a constant lag length for all variables 
over all equations in a VAR model. However, this is a typical assumption made by the studies 
under replication. For this reason, we follow the practice throughout the exercise. But see 
Maringer and Winker (2004) for discussions on the impact of allowing for more general lag 
structures on the VAR analysis. 
Significance Levels 
While most of the studies chose the 5% significance level in making inferences, 10% and 
1% levels were occasionally used (usually in combination with the 5% level). We compare our 
results with those in the original studies based on the 5% level whenever available.  
Finally, the reviewed studies drew conclusions on cointegrating relationships based on a 
wide range of tests. However, whenever more than one testing procedure is used in the original 
papers and the trace test is one of them, we compare our results with those based on the trace 
test, even if the conclusions based on it do not agree with those of the other methods. Of course, 
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this simplification and the other modeling issues considered in this section are likely to 
complicate the replication efforts.  
 
4. EMPIRICAL RESULTS 
Replications 
As mentioned before, we consider two specifications on deterministic trends for some data sets 
when the trend assumptions are not clear in the original papers. Therefore, we test a total of 187 
relationships with the 165 data sets (161 were explicitly tested for cointegrating relationships in 
the original studies), of which one does not allow for any deterministic component, 26 allow for 
a constant in the cointegration space only, 111 allow for a linear time trend in data and 49 allow 
for a linear trend both in data and in the cointegration space. The (effective) sample sizes vary 
considerably across the studies, ranging from 23 to 7673 with a median size of 84.  
The first row of Table 1 (Case 1) summarizes the basic results that are based on the one-
step model selection procedure. About half of the cointegration test results reported in the 
published studies hold true if either one of the four information criteria is applied. Specifically, 
the performance of AIC, HQ and PIC are similar (around 55%), with SIC coming in with 51.6%. 
These numbers are largely in the same magnitudes as the proportions of agreements between the 
ADF test and the Johansen likelihood ratio test reported by Gregory et al (2004). For example, at 
the 5% significance level, the ADF test and the eigenvalue test and the ADF test and the trace 
test both reject or both fail to reject the null of no cointegration 50% and 45% of the times, 
respectively. Nevertheless, it should be pointed out that Gregory et al.’s (2004, Table III) results 
are not totally comparable to ours. They employ unifying but standard procedures in 
implementing the two competing tests across the data sets while our results are compared against 
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those from the original studies that are featured with enormous heterogeneity in specifying and 
testing models. 
 To investigate what can possibly account for the differences between the test results of 
the model selection approach and the published ones, we also conducted cointegration tests 
conditioning on the lag orders chosen in the original studies. These were available for 64 
relationships. Case 2 of Table 1 summarizes the results. Interestingly, for all four criteria, the 
new strategy leads to lower percentages of agreements with the published results. Nevertheless, 
in comparing Cases 1 and 2, there is a complicating factor. Even though we know what lag 
orders were chosen, we may have not used the same effective number of observations as the 
original studies, see the section entitled “Choice of Maximum Lag Length”. Consequently, it is 
possible that our replication results were affected by the possible use of different effective 
sample size, especially for data sets with small samples. However, not all studies report the 
effective sample size, and we cannot pursue this issue further (if all regressions start from the (p 
+ 1)th observation, we obtain essentially the same results as in Case 2). Having said this, the 
differences between Cases 1 and 2 are relatively small, from which it is fair to conclude that the 
choice of lag order does not explain much of the differences between the published results and 
our replications.  
The replications in Case 3 are limited to those studies that used Johansen’s (1988, 1991) 
likelihood ratio tests, while those in Case 4 are limited to those that use other tests (mainly the 
residuals-based ADF and zα
∧
tests). Clearly, AIC only replicate 28.8% of the results if they are 
based on the Johansen LR test but can replicate a much higher proportion of the results (72.6%) 
that are based on the residual-based tests. A similar pattern is also observed for the other three 
information criteria, although the differences between Case 3 and 4 are much smaller for these 
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criteria. However, the comparisons between Cases 3 and 4 do not necessarily suggest that the 
model selection approach agrees more with the residual-based tests than with the LR test. This is 
because the results from the published studies are characterized by a rejection of the null of no 
cointegration. Among the 112 relationships that were tested for the existence of cointegration—
not the specific rank, the null hypothesis was rejected in 87 cases. For these data sets, we define 
the replication of cointegration test as successful as long as an information criterion concludes 
that the cointegrating rank r > 0. As further evidence, Case 5 summarizes the replication results 
for those studies that use the LR procedure only to test whether or not a set of variables are 
cointegrated (a subset examined in Case 3). The performance of the model selection approach is 
now quite close to that in Case 4 replicating the residual-based test results.    
 Table 2 presents the replication results with the sample divided in other important ways. 
The first two rows of Table 2 show the impact of sample size on the performance of AIC, HQ, 
SIC and PIC. The second two rows show the impact of model dimension, while the last two rows 
show the impact of the inclusion of (weakly) exogenous variables in the system. Focusing on the 
last two rows, PIC can only replicate 26.9% of the reported results when the testing model 
contain one or more exogenous variables, in contrast to 57.8% in models without any exogenous 
variables. This also happens for AIC and HQ but to a lesser extent. SIC seems to be the least 
affected. 
Conflict among the Alternative Tests 
As noted earlier, the published studies employed a variety of methods to test for cointegration. 
Even if a same test was used, empirical implementations might still differ in the choice of lag 
order or window widths. To eliminate the impact of this heterogeneity on our earlier results, we 
apply the two-step trace test on all 187 relationships and compare the results with those from the 
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model selection approach. The first row of Table 3 reports the percentage of times that the trace 
test and AIC, HQ, SIC and PIC select the same cointegrating ranks. The trace test yields the 
highest frequency of agreement with SIC (70.6%), followed by PIC (57.2%) and HQ (52.4%). 
The noticeably low percentage of agreements between the trace test and AIC (23.5%) is in line 
with the finding in the literature that AIC is not consistent and tends to overestimate the 
cointegrating rank (Kapetanios, 2004; Wang and Bessler, 2005). Among the four information 
criteria, the percentage of agreements also varies significantly. SIC and PIC are in agreement 
62.0% of the time, a result consistent with the simulation evidence that finds the two criteria 
having similar performance.  
 
6. CONCLUSION 
This paper reexamines 165 published data sets and uses the model selection approach in testing 
for cointegration. The paper finds that AIC, HQ, SIC and PIC provide similar results on 
cointegrating relationships as the original studies in about 50% of the cases. This relatively low 
percentage of correspondence between different testing procedures suggests that caution should 
be taken in testing and interpreting cointegrating relationships. In particular, more effort should 
be placed on robustness checks in empirical work. Based on the actual data sets, we also find that 
SIC is in agreement with the widely used trace test more than 70% of the times.  Together with 
the simulation results in the literature, the overall empirical evidence presented here indicates 
that the model selection approach (especially SIC and PIC) can be a useful complement to the 
widely used parametric tests in cointegration analysis for applied researchers.  
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Table 1. Replications of the tests for cointegration   
 
 N AIC HQ SIC PIC 
      
Case 1 161 54.7 55.3 51.6 55.9 
      
Case 2 161 53.4 53.4 50.3 52.8 
      
Case 3 66 28.8 40.9 45.5 50.0 
      
Case 4 95 72.6 65.3 55.8 60.0 
      
Case 5 17 82.4 64.7 52.9 58.8 
 
Note: Each entry is the percentage of times where the cointegration test results were replicated 
successfully. In Case 1, we use the one-step model selection procedure to simultaneously 
determine the lag order and cointegrating rank. Case 2 conditions on the lag orders chosen by the 
original studies if they are available. Case 3 is limited to those studies that use Johansen’s (1988, 
1991) likelihood ratio tests, while Case 4 is limited to those that use other tests. Case 5 is the 
same as Case 3 except that replications are further limited to those studies that only test whether 
or not a set of variables are cointegrated (not the specific rank). 
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Table 2. Replications of the tests for cointegration with divided samples 
 
 N AIC HQ SIC PIC 
      
T <= 83 83 59.0 50.6 47.0 55.4 
      
T > 83 78 47.4 56.4 53.8 50.0 
      
m = 2 59 64.4 57.6 57.6 57.6 
      
m > 2 102 47.1 51.0 46.1 50.0 
      
n = 0 135 57.0 55.6 50.4 57.8 
      
n > 0 26 34.6 42.3 50.0 26.9 
 
Note: T is the sample size, while m and n are the number of endogenous and (weakly) exogenous 
variables in the system, respectively. Each entry is the percentage of times where the 
cointegration test results were replicated successfully. The lag orders chosen by the original 
studies are used if available.   
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Table 3. The correspondence between alternative methods in testing for cointegration 
(N = 187) 
 
 AIC HQ SIC PIC 
     
Trace 23.5 52.4 70.6 57.2 
     
AIC  58.3 30.5 19.8 
     
HQ   55.1 40.1 
     
SIC    62.0 
 
Note: Each entry is the percentage of cases where the results of cointegration tests are the same 
from the two competing methods. The two-step trace tests use AIC, HQ, SIC and PIC to select 
lag order in the first step when they are compared to the corresponding one-step information 
criteria. The significance level is 5%. 
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