Stirling numbers of the first kind are used in the derivation of several 7 population genetics statistics, which in turn are useful for testing evolu-8 tionary hypotheses directly from DNA sequences. Here, we explore the 9 cumulative distribution function of these Stirling numbers, which enables 10 a single direct estimate of the sum, using representations in terms of the 11 incomplete beta function. This estimator enables an improved method for 12 calculating an asymptotic estimate for one useful statistic, Fu's Fs. By 13 reducing the calculation from a sum of terms involving Stirling numbers to 14 a single estimate, we simultaneously improve accuracy and dramatically 15 increase speed. 16 Keywords Population genetics statistics; Evolutionary inference from sequence align-17 ments; Stirling numbers of the first kind; Asymptotic analysis; Numerical algorithms; 18 Cumulative distribution function. 19 1 Introduction 20 The dominant paradigm in population genetics is based on a comparison of ob-21 served data with parameters derived from a theoretical model [1, 2]. Specifically 22 for DNA sequences, many techniques have been developed to test for extreme 23 relationships between average sequence diversity (number of DNA differences 24 between individuals) and the number alleles (distinct DNA sequences in the 25 population). In particular, such methods are widely used to predict selective 26 pressures, where certain mutations confer increased or decreased survival to the next generation [2]. Such selective pressures are relevant for understanding and 28 modeling practical problems such as influenza evolution over time [3] and during 29 vaccine production [4]; adaptations in human populations, which may impact 30 disease risk [5, 6]; and the emergence of new infectious diseases and outbreaks 31 [7]. 32 Many population genetics tests are therefore formulated as unidimensional 33 test statistics, where the pattern of DNA mutations in a sample of individuals 34 is reduced to a single number [2, 1, 8]. Such statistics are heavily informed 35 by combinatorial sampling and probability distribution theories, many of which 36 are built upon the foundational Ewens's sampling formula [9]. Ewens's sam-37 pling formula describes the expected distribution of the number of alleles in a 38 sample of individuals, given the nucleotide diversity. Calculation of subsets of 39 this distribution are useful for testing deviations of observed data from a null 40 model; such subsets often require the calculation of Stirling numbers of the first 41 kind (hereafter referred to simply as Stirling numbers). In particular, two pop-42 ulation genetics statistics, the Fu's F s and Strobeck's S statistics, utilize this 43 approach [8, 10]. The former has recently been shown to be potentially useful 44 for detecting genetic loci under selection during population expansions (such as 45 an infectious outbreak) both in theory and in practice [7]. However, Stirling 46 numbers rapidly grow large and overwhelm the standard floating point range of 47 55
(2.1)
We also define a set of unique alleles Du i ∈ {D i } which have the property 67 of (i = j) =⇒ (dist(Du i , Du j ) > 0). The ordinality of {Du i } is denoted m, 68 i.e. the number of distinct alleles in the data set. 69 Building upon on Ewens's sampling formula [8, 9] , it has been shown that 70 the probability that, for given n and θ, at least m alleles would be found, is 71 S n,m (θ) = 1 (θ) n n k=m (−1) n−k S (k) n θ k , θ > 0, (2.2)
where (θ) n is the Pochhammer symbol, defined by 72 (θ) 0 = 1, (θ) n = θ(θ + 1) · · · (θ + n − 1) = Γ(θ + n) Γ(θ) .
(2.3)
n is a Stirling number and is defined by: negative. We have the special values 81 S (n) n = 1 (n ≥ 0), S (0) n = 0 (n ≥ 1), S (1) n = (−1) n−1 (n − 1)! (n ≥ 1). (2.6)
There is a recurrence relation 
84
We introduce a complementary relation values of m ∈ (0, n). It avoids the use of the recursion relation given in (2.7).
89
In the present paper we derive an integral representation of S n,m (θ) and of 90 the complementary function T n,m (θ), for which we can use the same asymptotic 91 approach as for the Stirling numbers without calculating the Stirling numbers 92 themselves. From the integral representation we also obtain a representation in 93 which the incomplete beta function occurs as the main approximant. In this way 94 we have a convenient representation, which is available as well for many classical 95 cumulative distribution functions. We show numerical tests based on a first-96 order asymptotic approximation, which includes the incomplete beta function.
97
In a future paper we give more details on the complete asymptotic expansion 98 of S n,m (θ), and, in addition, we will consider an inversion problem for large n 99 and m: to find θ either from the equation S n,m (θ) = s, when s ∈ (0, 1) is given, = 0.99872, and F s becomes about 6.6561 when using 106 the first relation in (2.9). However, when we calculate T n,m (θ) = 0.002689 and 107 use the second relation, then we obtain the more reliable result F s . = 5.9160.
108
We conclude that, when S n,m (θ) ≥ 0.5, it is better to switch and obtain 109 T n,m (θ) from the sum in (2.8), and by using the second relation of F s in (2.9).
110
A simple criterion to decide about this can be based on using the saddle point 111 z 0 (see Remark 3.1 below).
112
A second point is the overflow in numerical computations when n is large, addition, the Pochhammer term (θ) n in front of the sum in (2.2) will also be 117 large with n; we have (1) n = n!. 118 We can write the sum in (2.2) in the form
Leading to a corresponding modification in the recurrence relation in (2.7) for 120 the scaled Stirling numbers:
For small values of n we can use 123 recursion in the form
For large values of n and all θ > 0 we can use a representation based on asymp-125 totic forms of the gamma function. We use the integral representation of the Stirling numbers that follows from the 135 definition given in (2.4). That is, by using Cauchy's formula,
where C R is a circle around the origin with radius R. We can take R as large as 137 we like. As in [13, §3], it is convenient to proceed with
We derive an integral representation of
We use (3.2) and obtain
We can take R > θ to have |θ/z| < 1 on the circle C R , and we can perform the summation to ∞, because all terms with k > n do not give contributions.
142
In this way we obtain the requested integral representation
To obtain this result we need R > θ, but in the integral representation we 144 can take R < θ when we pick up the residue at z = θ. The result is
(3.7)
For the asymptotic analysis we write (3.5) in the form (3.10)
There is a positive saddle point z 0 when 0 < m < n.
150
Remark 3.1. When θ crosses the value z 0 , S n+1,m+1 (θ) becomes (almost) 1 2 .
151
Especially when the parameters m and n are large, S n+1,m+1 (θ) starts with 152 very small values for small θ, its values is about 1 2 when θ = z 0 and it becomes 153 quickly 1 as θ increases. We call z 0 the transition value for θ.
154
For fixed values of θ there is also a transition value for m, say, m 0 . When 155 n is large, S n+1,m+1 (θ) starts at values near 1 for small m, it becomes about 1 2 156 when m crosses the transition value m 0 , and it becomes quickly small as m → n.
with condition sign(z − z 0 ) = sign(t − t 0 ), where t 0 is the saddle point in the t-domain and also the zero of
(3.12)
With this choice of B, the variables z and t correspond with each other at the 163 respective saddle points.
164
Using the transformation we obtain
The contour C S runs around the origin and includes a pole at t = τ that corre-168 sponds with the pole in the z-plane at z = θ. The integrands of the integral representations of S n+1,m+1 (θ) have a pole at 172 z = θ. For the contour integrals this is not a complication, because by using 173 the theory of analytic functions we can deform the contour to avoid the pole, 174 and we can even cross the pole and pick up the residue as we did to obtain the 175 representation in (3.6).
176
For the integral in the t-domain given in (3.14) the same can be done. The 177 function f (t) has a pole at a point t = τ , say, that follows from the transforma-178 tion given in (3.11). That means, τ is defined by the equation 
In asymptotic analysis the presence of such a pole is of great interest, especial can we use an incomplete beta function.
We split off the pole from f (t) and write
where we assume that g(t) is well defined at t = τ . To find A we use the 188 analytical relation in (3.11) between t and z, in particular at z = θ (or t = τ ).
189
Applying l'Hôpital's rule, we conclude that 
where we have used (see (3.15) and (3.17))
The radius of the circle C S in the first integral is larger than τ , for the second 193 integral we take a circle C around the origin such that the singularities of g(t)
194 are outside the circle.
195
The first integral can be evaluated in terms of the incomplete beta function We will show in the Appendix that
26)
A first-order approximation of this function follows from replacing g(t) by its 202 value at the saddle point t 0 . This gives
.
(3.28)
This expression of f (t 0 ) follows from the definition of f (t) given in (3.16). In a 205 future publication we will give details about the complete asymptotic expansion 206 of the term R n+1,m+1 (θ). we take the one that satisfies the condition sign(θ − z 0 ) = sign(τ − t 0 ). 
224

228
In Table 1 we give the relative errors in the computation of F s defined in 229 (2.5). The values of n, m, and θ correspond with those in Table 1 Relative error for each is calculated against the arbitrary precision implementation described in [11] . In total, 10,000 calculations were performed with n randomly sampled from a uniform distribution between 50 and 500; m between 2 and n; and θ between 1 and 50. A solid diagonal line is drawn at y = x. Dotted lines are drawn at a relative error of 0.001. Numbers within each quadrant defined by the dotted lines indicate the number of points in each quadrant. The red dot indicates the one case where the relative error was > 0.001 and the error of (3.25) was greater than the estimator from [11].
Figure 2: Comparison of run times between the hybrid algorithm from [11] and the single term asymptotic estimator in (3.25). 100 iterations were run, each with 10,000 calculations. The same set of parameters were used for each algorithm. The order of running the algorithms was alternated with each iteration. The dark horizontal line indicates the median, the box indicates the first and third quartiles, the whiskers are drawn at 1.5x the interquartile range, and outliers are represented by open circles. The median for the hybrid algorithm is 62.64 s; the median for the asymptotic algorithm is 1.17 s.
using the main estimator in (3.25). Our plan for a paper about the ability to I x (p, q) = x p (1 − x) q pB(p, q) 2 F 1 (1, p + q; p + 1; x) . where the pole at t = τ is outside the contour. We modify the contour and pick 279 up the residue. In this way we find the relation in (3.17).
