In this paper, genetic programming (GP) is used as an effective model induction tool to solve a classic problem in open channel flow: the free overfall. By applying GP to experimental data of circular channels with a flat bed and employing a model selection procedure, a reliable expression in the form of h c ¼ Ah e e B ffiffi ffi S0 p is found for calculating the critical depth (h c ) and end-depth ratio (EDR). Further effort is made to verify the applicability and superiority of this expression for channels with other cross sections. This global expression not only outperforms other expressions in estimating the critical depth, it is also dimensionally correct (unlike some other applications of GP) and can be used for channels with any cross-section and any flow regime. A Area (m 2 ) b Channel width (m) d Diameter (m)
INTRODUCTION
A free overfall is a situation where the bottom of a channel drops suddenly, causing the flow to separate and form a free nappe. The depth of water at the section where the overfall occurs is known as the end depth (h e ) or brink depth (see Figure 1 ). Aside from its close relation to the broad-crested weir, the free overfall can form the starting point in computations of the surface profile in gradually varied flows and hence has a distinct importance in hydraulic engineering (Chaudhry 1993) . In addition, based on various experiments on prismatic channels, the end depth bears a unique relationship with critical depth (h c ). As there exists a unique stage-discharge relationship at the critical depth, this relation enables the free overfall to be used as a simple flow measuring device (Gupta et al. 1993; Sterling & Knight 2001) .
Van Leer (1922 cited in USBR 2001 was perhaps the first who used the free overfall principle to measure flow in pipes flowing partially full. Ledoux (1924) and Rouse (1936) also realized that the end depth of flow in a rectangular channel could be used as a simple flow measuring device that requires no calibration. Since then, because of its importance and also relatively simple laboratory setup, a large number of theoretical and experimental studies have been carried out to understand the hydraulics of the enddepth problem and to determine the end-depth ratio (EDR ¼ h e /h c ) in a wide range of channels.
The Boussinesq approach ( Jaeger 1957; Dey 2002a,b) ,
Energy approach (Anderson 1967; Hager 1983) , Momentum approach (Delleur et al. 1956; Diskin 1961; Rajaratnam & Muralidhar 1964a ,b, 1970 Keller & Fong 1989; Murty Bhallamudi 1994; Dey 1998 Dey , 2001b Dey , 2003 Dey & Ravi Kumar 2002) , Weir approach (Rouse 1936; Ferro 1999; Dey 2001a Dey ,c, 2002b , Free Vortex approach (Ali & Sykes 1972) , Potential flow approach (Southwell & Vaisey 1946; Marchi 1993 ) and empirical methods (Gupta et al. 1993; Pagliara 1995; Davis et al. 1998; Sterling & Knight 2001) are among the various different classical approaches which have been well practised in dealing with the free overfall phenomena in different channels.
A comprehensive review on these classical studies is available in Dey (2002b) . Pal & Goel (2006 , 2007 applied a support vector machine-based modelling technique to determine the enddepth ratio and discharge of a free overfall occurring over inverted smooth semi-circular channels, circular channels with flat base and also trapezoidal channels with different bed slopes.
This study extends the earlier work, and shows the application of another evolutionary machine learning algorithm called genetic programming (GP) (Koza 1992; Babovic & Abbott 1997a,b ) as an effective model induction tool that is able to develop a conceptual transparent model of the physical process of the free overfall.
However, unlike the previous work, this outlines an expression which appears to have a form independent of cross-sectional shape. The paper is organized as follows:
firstly, a brief background is given on the hydraulic aspects of the free overfall. Then the basics of GP and its elements are explained. In the methodology section, after introducing the experimental data, the process of applying GP to the data and also the procedure of selecting the "best" model is discussed. Finally, the entire procedure is repeated for rectangular and trapezoidal channels and the performance of the "best" fit model is measured for other cross-sections. 
BACKGROUND Free overfall
Figure 1(a) shows a schematic view of the pressure and velocity distributions along a channel with a free overfall.
At the brink section, the pressure above and below the falling nappe is atmospheric and therefore the pressure distribution at this section differs from the hydrostatic pressure distribution and has a mean pressure considerably less than the hydrostatic. In channels with a mild slope, the flow upstream of the brink is subcritical, becoming supercritical just before the brink section. Therefore at a short distance upstream of the brink; there is a section where the pressure distribution is hydrostatic, the specific energy attains a minimum value and the depth of flow is critical. When the slope is steep and the approaching flow is supercritical, a critical section does not exist upstream the end section (Sterling & Knight 2001; Dey 2002b) . Furthermore, in supercritical conditions, every single disturbance creates cross-waves leading to difficulties in determining the depth of flow which makes accurate physical measurements difficult.
Overview of genetic programming
Genetic Programming (GP) (Koza 1990; Koza 1992 ) is a collection of evolutionary computation techniques based on the principle of Darwin's theory of evolution, that allow computers to solve problems automatically by evolving computer programs (Poli et al. 2008) . GP was first introduced by Koza (1990) as a powerful tool for tackling problems in various fields of artificial intelligence. GP follows a similar procedure to genetic algorithm (GA) and is summarized below.
The standard GP starts with an initial population of randomly generated symbolic expressions (also known as (2000), Koza (2003) and Poli et al. (2008) .
In the context of model induction, a distinct advantage of GP over similar techniques such as artificial neural networks is that it can provide answers in the form of a symbolic expression (Keijzer & Babovic 1999; 
PROCEDURE Data set used
The main data set used in this research was the laboratory data sets from the study by Sterling (1998) . Figure 3 shows the geometry of the channels and Table 1 shows a summary of the experimental data.
Data processing
The entire data set consisted of a sub total of 322 individual experiments within the 5 test series. Prior to the application of the GP, the data did not go under any integration, cleaning or discretization process. The only procedure carried out on the data was splitting the total data set into three disjoint subsets: training (66%), testing (23%) and validation data (11%), by means of uniform random sampling. The training data would be used as inputs for the GP modelling process, the testing data for model selection and the validation data for model validation. 
Model training
In this research, the genetic programming lab (GPLAB 2009) v.3 toolbox for Matlab (available from http://gpla b.sourceforge.net) was used with slight modifications to evolve a relationship between the critical depth, and the end depth and other characteristics of the channel. A sensitivity analysis was first performed in order to obtain a robust algorithm parameter set (Table 2) . Then, 50 independent runs of the GP algorithm were performed on the training data to limit the effect of randomness on the results.
An initial evaluation of the "best" expressions of each run revealed that ffiffiffi ffi S 0 p is repeated in a large number of expressions and hence is one of the principal factors.
In order to increase the efficiency of the algorithm, the square root of the bed slope and critical slope were added to the terminal set and the algorithm was run another 50 times.
Model selection
In the GP process, reaching optimum coefficient values for a symbolic expression requires the initial population to evolve through many generations and as such increases Evaluating what is meant by the concept of "best" can be both subjective and controversial. In the present context, the "best" model was evaluated by analyzing the complexity of the model and its goodness of fit. To find this "best" model among the set of selected expressions, a combination of a subjective and an objective selection methodology was applied. In the subjective selection, the best 100 generated models were examined and the top 20 expressions were selected based on two criteria:
1. Complexity level. The number and composition of functions and terminals along with the dimensions of the models were investigated to select simpler and dimensionally more correct models.
2. Performance level. The mean root of sum of squared errors (MRSS) values were compared to select models with higher performance. The issue of dimensional correctness is important and is the subject of significant debate. Indeed in some cases it is desirable to include measurement units in order to aid with the evolving of the equations (see Keijzer & Babovic (2002) for further details). This approach was not adopted below since it was discovered that a standard method (i.e. one which assumes dimensional correctness) worked sufficiently well for the purposes of the current paper.
However, it is acknowledged that the approach outlined in Keijzer & Babovic (2002) may have results in a more efficient regression.
In order to gain a more complete picture of model performance, in the objective selection stage, two other fitness measures that are commonly reported in the literature, namely the root mean square of errors (RMSE) and coefficient of determination (CoD), were calculated for each expression on the training and testing data sets (Table 3 ). The RMSE describes the average difference between experimental data and model predictions, while
CoD is a measure how much of the original uncertainty in the data is explained by the regression model (Weisberg 1980) . It is suggested that a simultaneous assessment of these performance measures can provide a better insight on how thoroughly the model represents the system and hence a three step elimination strategy was followed to find the "best" model:
1. Firstly, the expressions were sorted on the RMSE of the testing data and the 10 worst were detected.
The expressions were ranked then on the CoD of testing data and the 10 worst were found. Any expression placed in any worst set was eliminated.
2. Secondly, the total RMSE and CoD of the remaining expressions were calculated and normalized between 0.0 and 1.0. Then, the normalized RMSE was subtracted from the normalized CoD and the expressions were sorted on this value to find the fittest models (Table 4) .
3. Finally, the computed values of h c from the top 5 remaining expressions were plotted against the measured values for both training and test data and the deviation from the 45 degree line was inspected. The residual distribution of each expression was also plotted to investigate the degree of bias (see Figures 4 and 5) .
With the help of visual inspection and also judgment on the expression structure, a final elimination process was preformed to select the "best" expression. However, it is acknowledged that this approach is somewhat subjective. was discarded. Furthermore, although having the best overall performance, expression 1 was also discarded because of its relative complexity. As a result, expressions 3 and 4
were found as the most suitable models for calculating the critical depth. A closer look to the expressions reveals that equations 3, 4 and 8 have the same structure and are only different in their coefficients.
Model validation
In order to validate the selected model, the fitness of the model was tested on a set of unseen data, namely the validation data. Figure 6 shows the performance of expression 4 on the validation data. The CoD for this expression is 0.996 and the RMSE is 0.0685. This shows that the model is a reliable model and can be used for other cases.
RESULTS AND DISCUSSION
The application of GP to the experimental data of circular channels with a flat bed resulted in finding an equation in the form of h c ¼ Ah e e B ffiffi ffi S 0 p . According to this expression, the critical depth is only a function of the end depth and square root of the bed slope. Now an important question arises: can this equation be used for channels with other cross-sections? In order to investigate the answer to this question and verify the superiority of the found equation for channels with other cross-sections, a broad search was carried out on the literature and all the available and useful data sets were extracted (Table 5) .
Rectangular and trapezoidal channels
The same modelling procedure was repeated for rectangular and trapezoidal channels where sufficient data for 1. The expression appears to be universal and as such can be applied to channels with different geometries and flow regimes (subcritical and supercritical).
2. The expression is dimensionally correct.
3. Its overall performance is better than any other proposed empirical relationship.
Further work is required to find the probable physics behind this equation and also interpret its coefficients.
Examining other channels, with different cross-sections and types of boundary roughness, should give an insight into how to select the appropriate values for A and B.
