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This thesis explores the challenge of robustly handling dynamic obstacle un-
certainty in autonomous driving systems. The path planning performance of
Cornell’s autonomous vehicle platform Skynet in the DARPA Urban Challenge
(DUC) is analyzed and a new contingency planning formulation is presented
that incorporates anticipated obstacle motions for improved collision avoidance
capabilities. A discrete set of trajectory predictions is generated for each dy-
namic obstacle in the environment based on possible maneuvers the obstacle
might make. A set of contingency paths is then optimized in real-time to accu-
rately account for the mutually exclusive nature of these obstacle predictions.
Computational scaling is addressed using a trajectory clustering algorithm that
allows the contingency planner to plan a fixed number of paths regardless of the
number of dynamic obstacles and possible obstacle goals in the environment.
This contingency planning approach is evaluated using a series of human-in-
the-loop experiments and simulations and is found to offer significant improve-
ments in safety compared to the DUC planner and in performance compared to
non-contingency planning approaches.
A method for performing multi-step prediction over a two-stage Gaussian
Process (GP) model is also presented. This prediction method is applied to a
two-stage driver-vehicle obstacle model for the generation of high quality obsta-
cle motion predictions using observed obstacle trajectories. An on-the-fly data
selection technique is used to minimize computation when analytically evalu-
ating higher order moments of the GP output. An adaptive Gaussian mixture
model approach is also presented that allows this prediction technique to accu-
rately predict the motion of highly nonlinear and multimodal systems.
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CHAPTER 1
INTRODUCTION
Autonomous driving systems promise to revolutionize automobile safety
by mitigating user error and by anticipating and proactively responding to im-
pending collisions. Autonomous driving systems must be able to identify obsta-
cles, plan routes, and safely interact with dynamic agents. Current solutions are
adept at performing these tasks in structured environments with well defined
rules, as demonstrated by the 2007 DARPA Urban Challenge (DUC) [10]. Since
the DUC, autonomous systems have advance to the point of extensive live test-
ing on public roads. Google’s driverless car project [29] is testing autonomous
driving on public roads in both California and Nevada. Autonomous Convoy-
ing experiments have traversed large stretches of public roads accross Europe
and Asia [9],[71]. This growing interaction between autonomous driving sys-
tems and human driven vehicles highlights the need for safe, reliable motion
planning and collision avoidance. Reactionary planning systems and brittle de-
terministic obstacle handling logic break down when an autonomous vehicle
encounters complex, unforeseen obstacle behaviors [20]. This thesis is presented
as a series of papers that address the questions of how to codify defensive driv-
ing and how to balance safety, performance, and scalability in highly uncertain
dynamic environments.
Chapter 2 presents an overview of the trajectory planner used by Cornell’s
autonomous vehicle platform Skynet in the DARPA Urban Challenge (DUC).
This work is derived from Hardy et al. [33]. The contributions from Chapter 2
are:
1
• Provides an overview of the trajectory planning system used by Cornell’s
autonomous vehicle platform Skynet during the DUC.
• Presents a sensitivity study analyzing the robot’s planning performance
as a function heuristic weights in the trajectory planner. This study is
conducted using a data driven simulation based on logged data from the
semi-finals of the DUC.
• Presents analysis of key obstacle avoidance events during the semi-finals
and final competition of the DUC.
Chapter 3 presents an optimization based trajectory planner capable of plan-
ning multiple contingency paths to directly account for uncertainties in the fu-
ture trajectories of dynamic obstacles. This work is derived from Hardy and
Campbell [32]. The contributions from Chapter 3 are:
• The simultaneous optimization of partially shared contingency trajectories
over a robot’s continuous planning space in order to accurately handle
mutually exclusive obstacle predictions.
• A computationally efficient and accurate upper bound on point-wise col-
lision probability between two polygonal objects with uncertain relative
position and orientation.
• A spline based trajectory representation and associated cost function and
constraint definitions for expressing the contingency path planning prob-
lem using only a small number of optimization variables.
• An obstacle trajectory clustering algorithm designed to reduce planning
complexity by capturing the most important mutually exclusive obstacle
decisions using a limited number of obstacle trajectory clusters.
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• Simulation results and performance analysis for single obstacle, as well as
congested and less-congested multiple obstacle interactions.
• A sensitivity analysis of the collision probability threshold constraint.
Chapter 4 presents the results for a series of human-in-the-loop experiments
and simulations to evaluate the performance of obstacle anticipation and contin-
gency planning during live two-way interactions with human driven obstacle
vehicles. This work is derived from Hardy et al. [35]. The contributions from
Chapter 4 are:
• A virtual obstacle interface is developed in order to provide a safe frame-
work for testing planning decisions during dangerous collision avoidance
scenarios.
• Experimental results and analysis are presented for a series of live experi-
ments using a human-in-the-loop virtual obstacle vehicle.
• Simulation results and analysis using prerecorded human driven obstacle
data is used to study the effects of timing on the relative planning perfor-
mance of the tested planning approaches.
• Computational scaling analysis is presented for simulation results with
three simultaneous obstacles using prerecorded human driven obstacle
data.
• Simulation results and analysis are presented for a series of human-in-the-
loop simulations for both single obstacle and multiple obstacle scenarios.
Chapter 5 presents techniques for performing multi-step prediction of a two-
stage Gaussian Process (GP) regression model. These techniques are applied to
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a two-stage driver-vehicle model trained using data collected in a driving sim-
ulation environment. This work is derived from Hardy et al. [34]. The contribu-
tions from Chapter 5 are:
• A method for performing multi-step prediction using a two stage model is
presented in which GP regression is used to model complex or unknown
system dynamics such as an intelligent controller and a parametric model
is used to model well understood system dynamics. Analytical moment
evaluations are used to compute the mean and variance of the GP out-
put, as well as the cross covariance between the GP output and the initial
system state distribution used as an input.
• An on-the-fly data selection technique is presented to enable computa-
tionally efficient analytical evaluations of higher order moments of a GP
output using only the most relevant subset of training data for a given
input distribution.
• An adaptive Gaussian mixture model (GMM) formulation is presented
to allow the analytical GP propegation techniques to better model highly
nonlinear and multimodal system behaviors.
• A two-stage driver-vehicle model is presented using a GP regression
model for driver commands and a parametric vehicle model for known
vehicle dynamics.
• Prediction results are presented for the driver-vehicle model using driver
data collected from human volunteers navigating a four-way intersection
in a driving simulation environment. These results compare the analytical
propagation method with alternative extended Kalman filter (EKF) and
sampling based methods.
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• Computational Scaling results are presented as a function of the on-the-fly
reduced data set size.
• Prediction results for multimodal compound driving behaviors are pre-
sented using the adaptive GMM prediction approach.
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CHAPTER 2
OPTIMIZATION-BASED TRAJECTORY PLANNER FOR AUTONOMOUS
VEHICLES IN URBAN ENVIRONMENTS
Abstract
This paper presents the derivation, sensitivity study, and experimental imple-
mentation of a nonlinear optimization based path planner for large scale robots
operating in complex, dynamic, urban environments. The path planner utilizes
a novel mixture of discrete and continuous path planning steps to facilitate a
safe, smooth, and predictable driving behavior. The planner first locates a driv-
able corridor through a robot-centered obstacle map using a discrete grid based
graph search algorithm. An optimal path is then planned through this corri-
dor using a cost based nonlinear optimization routine with both hard and soft
constraints. The behavior of this optimization is influenced by tunable weights
which govern the relative cost contributions assigned to different path charac-
teristics. The path planner was experimentally implemented in Cornell Univer-
sity’s 2007 DARPA Urban Challenge robot Skynet. The sensitivity of the robot’s
performance to the path planner weights is studied using a simulation based
on logged data from the semi-finals of the 2007 DARPA Urban Challenge. The
performance of the path planner in selected areas of both the semi-finals and
the final Urban Challenge is also presented and analyzed.
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2.1 Introduction
Navigation in a complex urban environment requires the ability to sense, track,
and identify obstacles, make decisions, and plan and execute paths both at the
abstract road network level and at the local trajectory planning level. While
robotic planning has received much attention over the years, the urban envi-
ronment problem is more challenging for several reasons. First, the environ-
ment is dynamic, with moving obstacles, which renders many classical plan-
ning methods unworkable. Second, while there are many constraints and rules
(such as driving laws), the ability to plan as uncertainties arise (e.g. during a
road blockage) is critical. Finally, as vehicle speeds increase, these problems, as
well as computational demands, require more innovative solutions to work in
real time.
Numerous classical path planning techniques have been developed using
discrete grid searches [77] and potential field methods [50], which can reliably
find traversable paths through a locally stored obstacle or terrain map. In a dis-
crete grid search, the robot’s obstacle/terrain map is overlaid with a predeter-
mined grid and a discrete search algorithm such as A* or Dijkstra’s algorithm
is performed to identify an optimal path along the grid [77]. Generally, these
methods are unable to cope with the complexities of a full sized mobile robotic
systems in complex environments. They can have difficulty generating smooth
paths, and in handling nonholonomic robot dynamics and large robot dimen-
sions. In potential field methods [46, 83], a continuous potential function is for-
mulated which rewards progress towards the goal state and penalizes closeness
to obstacles. The robot can then follow the gradient of the potential function
to the goal state [50]. These path planning methods are effective for fully actu-
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ated point robots in simple environments, however they are typically difficult to
implement for complex robot dynamics and can suffer from saddle points [50].
To address path planning for robots with nonholonomic dynamics operating
in a complex environment, maneuver libraries were developed where a prede-
termined set of maneuvers is evaluated, and the best maneuver, as evaluated
based on safety and goal completion criterion, is executed. This approach is es-
pecially effective in structured environments such as multi-lane roads and vari-
ations of it were used by Stanford in the 2005 DARPA Grand Challenge [76] and
the 2007 DARPA Urban Challenge (DUC) [64], as well as by Tartan Racing in the
2007 DUC [78]. Despite its success, the maneuver library approach breaks down
in unstructured scenarios such as zone travel (where no road lanes are defined)
or blockage recovery (where road boundaries can be ignored) because there is
no guarantee that an acceptable path lies within the set of predetermined ma-
neuvers. Thus, these approaches typically require a large amount of hand tun-
ing, and, many times, an alternate planner is necessary to handle unstructured
scenarios.
To allow for robots with complex dynamics to track these planned paths, the
pure pursuit [12] and vector pursuit [86] algorithms were developed. A pure
pursuit controller computes the instantaneous curvature required to move the
robot to a point a specified lookahead distance down the path [12]. Similarly,
a vector pursuit controller computes the instantaneous screw motion (rotation
about and translation along a vector centerline) required to move the robot to a
given lookahead point while also matching the point’s orientation [86].
Current successful path planners for full sized robotic systems have evolved
along two main approaches: randomized sampling and optimization based ap-
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proaches. Randomized approaches, such as the rapidly exploring random tree
(RRT) [53, 52] use randomized sampling to quickly explore the search space.
RRTs have been shown to work in real time on complex robotic systems, and
were used by MIT in the 2007 DUC [48]. The drawback to these randomized
sampling approaches is that it can be very difficult to establish an efficient sam-
pling strategy for a wide variety of environments. Proposal distributions must
be tuned rigorously to avoid both undersampling drivable regions and wasting
samples on undrivable or oversampled regions. Additionally, since the search
space is randomly sampled, there are no guarantees of performance or even
convergence within the allotted planning time.
Unlike randomized approaches, optimization based path planners rely on
discrete or continuous optimization strategies to explore the search space. Dis-
crete search techniques are typically applied on the robot’s input space in order
to account for nonlinear and nonholonomic robot dynamics. Stanford’s Hybrid
A* planner [64] and Tartan Racing’s Anytime D* planner [78] both use uncon-
strained discrete search techniques and were both successfully implemented as
auxiliary zone planners in the 2007 DUC. However, these discrete planners can
be computationally expensive, making them not well suited to perform as a
sole, or primary path planner. Continuous optimization based planners use nu-
merical nonlinear optimization techniques to compute an optimal path subject
to vehicle constraints over a short planning horizon. This optimization strat-
egy was implemented by Caltech for a static, desert terrain in the 2005 DARPA
Grand Challenge [13].
This paper details a path planner for large scale, nonholonomic robots op-
erating in dynamic, urban environments, based on a nonlinear optimization
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method. The presented path planner was implemented on Cornell University’s
‘Skynet’ robot (Figure 2.1), one of six autonomous robots to complete the 2007
DUC, executing 56 miles of autonomous driving in a populated urban environ-
ment in under six hours. The formulation of this planning problem for the non-
linear solver is unique for several reasons. First, orthogonal search vectors and
velocities are used to define the path search space, which makes the solver very
fast and easy to implement. Second, physical constraints are easily added to the
problem, such as maximum path curvature and obstacle avoidance. Third, the
cost is formulated as a combination of several penalty functions, such as penal-
ties on acceleration/deceleration and curvature; these were chosen to yield pre-
dictable, human-like driving behaviors. This approach is similar to planning
approaches that have been used to model human driving behavior. For exam-
ple, in [67], human driving is modeled by optimizing a projected path using a
combination of inequality constraints and penalty functions, including similar
penalties on forward and lateral accelerations, speed, and distance from lane
boundaries. While this problem formulation requires a nonlinear solver, the
simplicity of the search vectors enables fast, predictable outputs in real time.
Two additional contributions of this paper are the design details and analysis
of the successful experimental implementation of the planner in the 2007 DUC,
and a sensitivity study of the planner to the cost function weights in order to
yield intuition about how the optimization parameters influence the path plan-
ning performance.
The outline of this paper is as follows. Section 2.2 describes the general archi-
tecture and data flow in Skynet’s low-level planning layer. Section 2.3 summa-
rizes the theoretical elements of the path planner, and the setup of the problem
for the nonlinear optimization routine. Section 2.4 details the performance of
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Figure 2.1: Cornell University’s DARPA Urban Challenge entry: Skynet.
the path planner in Skynet during the DUC, including an analysis of several
scenarios, such as a vehicle traveling the wrong way on a one way road, an ob-
stacle course of closely spaced parked cars, and a reverse maneuver. Section
2.5 analyzes the sensitivity of the robot’s driving style to its designated driving
preferences, formulated as a set of optimization weighs.
2.2 Operational Layer Architecture and Data Flow
Skynet’s hierarchical planner was designed to execute smooth, intelligent, pre-
dictable behaviors in the presence of uncertainties. Trajectory planning through
Skynet’s local environment is performed at the lowest level of this hierarchy,
called the Operational Layer. The Operational Layer utilizes localization infor-
mation and vehicle-relative obstacle information in order to generate actuator
commands which obey driving behaviors dictated by more abstract layers of the
planner (Figure 2.2). The Operational Layer processes each obstacle estimate (a
11
point cloud of laser returns) from Skynet’s probabilistic obstacle tracker [56] into
a convex hull. An obstacle map of these convex hulls is then searched to identify
a drivable corridor, and required spacings from obstacles and lane/road bound-
aries are cast as constraints with respect to the vehicle. A nonlinear trajectory
optimization is then used to plan an optimal path through this corridor, under
constraints, in real time.
The architecture and data flow of the Operational Layer is shown in Figure
2.2. This planning sequence consists of a preprocessing phase, a trajectory opti-
mization phase, and a tracking and actuation phase, which are briefly described
here to provide context before the formulation of the trajectory optimizer.
Figure 2.2: Diagram of the Operational Layer’s Architecture and Data
Flow.
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2.2.1 Operational Layer Inputs
The Operational Layer takes as inputs obstacle information from the Scene Esti-
mator and high level planning information from the Tactical Planner. The Scene
Estimator is a formal Bayesian estimator consisting of two components, a lo-
calization component and an obstacle tracking component, which supply the
Operational Layer with probabilistic estimates of Skynet’s position, velocity, at-
titude, and nearby obstacles [60]. The localization component consists of a boot-
strap particle filter that fuses position information from multiple sensors over
time into a robust and accurate estimate of Skynet’s position and heading on the
road network [57]. This component utilizes multiple sources of available posi-
tioning information: absolute positioning information provided by a tightly-
coupled GPS and inertial navigation system (INS), and in-lane positioning in-
formation provided by lane and stop line detection algorithms implemented
on Skynet’s two forward-facing optical cameras [58, 60]. The final localization
signal is passed to Skynet’s Tactical Planner and Operational Layer at 10 Hz.
The second component of the Scene Estimator, the obstacle tracking com-
ponent, consists of a Rao-Blackwellized particle filter that jointly estimates the
number of nearby obstacles and their states: position, speed, heading, and
shape [56]. This estimator fuses information over time from Skynet’s obstacle
sensors: seven laser rangefinders, eight millimeter-wave radars, and two opti-
cal cameras. The resulting obstacle estimates are also augmented with meta-
data estimated for each obstacle: a unique and persistent identification number,
whether the obstacle is stopped, whether the obstacle is car-like based on size,
and whether all or part of the obstacle is occluded by other objects in the envi-
ronment. Information for each of these tracked obstacles is passed to the Tactical
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Planner and Operational Layer at 10 Hz, along with a list of untracked obstacle
points belonging to objects that are too small or too large to be moving.
The Operational Layer’s other main input source, the Tactical Planner, is re-
sponsible for processing mission goal information from the road map, defined
in a Route Network Definition File (RNDF) and mission objectives, defined in
a Mission Definition File (MDF). The Tactical Planner combines this a priori in-
formation with environment and position information from the Scene Estima-
tor to decide on an appropriate high level behavior mode, and to plan a route
through the RNDF specified road network [60]. These behavior modes include
basic driving modes such as “stay in lane” behavior for normal road travel, or
“change lane” or “U-turn” behaviors for specific vehicle maneuvers. The Oper-
ational Layer is then responsible for finding a local path through nearby obsta-
cles while advancing the robot down the RNDF route specified by the Tactical
Planner.
2.2.2 Operational Layer Data Flow: Preprocessing
The Operational Layer’s preprocessing phase consists of three modules, the Ob-
stacle manager, the Behavior Manager, and the Occupancy Grid, as shown in
Figure 2.2. Obstacle information is received from the Scene Estimator in the
form of laser data point clouds representing sensed obstacles. The obstacle in-
formation is received by the Obstacle Manager in a vehicle-relative coordinate
system to eliminate any coupling between uncertainty in obstacle positions and
uncertainty in the robot’s global position. In the Obstacle Manager, this obstacle
information is converted from a point cloud representation to a polygon repre-
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sentation using a convex hull algorithm [27]. These new obstacle polygons are
assigned a minimum and desired spacing based on their Scene Estimator spec-
ified metadata; for example a small static obstacle is assigned a minimum spac-
ing of 0.2 meters and a desired spacing of 0.4 meters, while a dynamic car-like
obstacle is assigned a minimum spacing of 0.75 meters and a desired spacing of
one meter.
The obstacle polygons generated by the obstacle manager are sent to the
Behavior Manager, which also receives the higher-level planning information
sent by the Tactical Planner. The Behavior Manager is ultimately responsible for
orchestrating the Operational Layer’s execution based on the behavior mode
specified by the Tactical Planner. A zone travel behavior, for example, indicates
that no lane boundary information can be extracted from the RNDF map and
the planning goals should be to advance to the route planned destination while
avoiding sensed obstacles. If problems arise such as a complete road block-
age, the Behavior Manager communicates with the Tactical Planner to find and
implement a solution. These solutions typically consist of either a change in
behavior mode or a route replan. A detailed description of the Tactical Planner
and its different behavior modes is given in Miller et al. [60].
As a preparatory step for the Trajectory Optimizer, the Behavior Manager
sends all of its obstacle polygon information, along with a goal state, to an Oc-
cupancy Grid module. The Occupancy Grid module constructs a discrete binary
obstacle occupancy grid relative to the vehicle and computes a path to the goal
state using a modified version of A* [66]. The rough path produced by this al-
gorithm, is never driven directly; rather it is used to define a drivable corridor
in which the trajectory optimization will be confined. This corridor path is sent
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back to the Behavior Manager, where it is used to group obstacles to the left or
right side of the path.
2.2.3 Operational Layer Data Flow: Trajectory Optimization,
Tracking and Actuation
The Behavior manager sends an initialization path, represented as an (x,y) point
list, an initial velocity profile, represented as a list of point velocities, and lists
of right side and left side obstacle polygons, to the Trajectory Optimizer. The
position portion of this initialization path is constructed by interpolating be-
tween the RNDF or mission waypoints and adjusting the points to fit within the
specified drivable corridor. In the Trajectory Optimizer, this initialization path is
refined into a final, optimal, drivable path. A depiction of how this initialization
path relates to the RNDF and to the final optimized path is shown in Figure 2.3.
Details of the Trajectory Optimizer’s operation are covered in detail in Section
2.3.
The optimized path produced by the Trajectory Optimizer is then sent to
the Tracking module where it is used to calculate actuation commands such as
steering angle, throttle, and brake pressure. The Tracking module’s operation is
covered in more detail in Section 2.3. The actuation commands produced by the
Tracking module are then sent to the Actuation Layer where they are executed
on the vehicle.
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Figure 2.3: A snapshot of the Trajectory Optimizer’s operation from the
NQE depicting the RNDF, the shifted initialization path, and
the final optimized path
2.3 Trajectory Optimizer
The Operational Layer’s smooth, predictable paths are generated by the Tra-
jectory Optimizer, which uses a nonlinear trajectory optimization algorithm to
produce a physically drivable path subject to actuator constraints and obsta-
cle avoidance. Figure 2.4 depicts the important variables used in the Trajectory
Optimizer. The algorithm first resamples the initial path into a set of n equally-
spaced base points pi = (xi, yi), i ∈ [1, n]. This path originates from the robot’s
current location. A set of n unit-length ‘search vectors’ ui, i ∈ [1, n] perpendic-
ular to the initial path are also created, one for each base point. The Trajectory
Optimizer then attempts to find a set of optimized path points zi = pi + wi · ui,
i ∈ [1, n] by adjusting search weights wi, i ∈ [1, n]. Target velocity magnitudes
vi, i ∈ [1, n] are also considered for each point, as well as a set of variables qLi
and qRi , i ∈ [1, n] indicating the distance by which each path point zi violates de-
sired spacings on the left and right of the robot created by the list of polygonal
obstacles sent from the Behavior Manager.
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Figure 2.4: Diagram of the Trajectory Optimizer, with associated parame-
ter definitions.
Search weights, velocities, and final obstacle spacings for all points (1 : n)
are chosen to minimize the cost function J , formulated as a weighted sum of
penalties derived from undesirable driving behaviors:
J
(
w1:n, v1:n, q
L
1:n, q
R
1:n
)
= (2.1)
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n−1∑
i=2
‖ci‖2+αd
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(‖ci+1‖−‖ci‖)2+αw
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i=1
(
wi−wti
)2
+αq
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i=1
(
qLi +q
R
i
)
+αa
n−1∑
i=1
a2i−αv
n∑
i=1
vi
where αc, αd, αw, αq, αa, and αv are tuning weights that specify the relative
importance of driving behaviors, ci is the approximated path curvature, wti is
the path target weight which penalizes deviations from specified target path
points, and ai is the approximated forward vehicle acceleration - all at the ith
path point.
The optimized cost function in Equation 2.1 has six terms, each correspond-
ing to a particular undesirable driving behavior. The parameter αc penalizes
large curvatures, which correspond to undesirably sharp turns; αd penalizes
rapid changes in curvature, which correspond to unstable swerving; αw penal-
izes large deviations from the target path offset wti , which forces the robot to
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move closer to the boundary of its allowed driving region; αq penalizes viola-
tions of desired obstacle spacing; αa penalizes sharp accelerations and braking;
and αv penalizes slow velocities, encouraging faster plan completion time. Ad-
justments made to the relative weighting of these penalty terms determine the
robot’s driving behavior, such as whether it prefers aggressive maneuvers or
smoother driving.
The cost function in Equation 2.1 requires the calculation of path curvature
and acceleration. The curvature ki at each discretized path point is given by:
ki =
2 (zi−1 − zi)× (zi+1 − zi)
‖zi−1 − zi‖ · ‖zi+1 − zi‖ · ‖zi+1 − zi−1‖ (2.2)
To simplify differentiation, the following approximate curvature term is used
instead:
ci = (zi−1 − zi)× (zi+1 − zi) (2.3)
This approximation is made noting that 1) the initial path points pi are equally
spaced, and 2) the search weights wi are constrained to be small, so the de-
nominator of Equation 2.2 is approximately equal for all path points and can be
absorbed into the weight αc. The approximate forward vehicle acceleration ai is
also calculated under a similar approximation:
ai =
v2i+1 − v2i
2 · ‖pi+1 − pi‖ (2.4)
The cost function J
(
w1:n, v1:n, q
L
1:n, q
R
1:n
)
presented in Equation 2.1 is
optimized subject to a set of six rigid path constraints of the form
C1
(
w1:n, v1:n, q
L
1:n, q
R
1:n
)
= 0 or C2
(
w1:n, v1:n, q
L
1:n, q
R
1:n
)
< 0:
1. The path must begin at the robot’s current location and heading:
w1 = 0 (2.5)
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w2 = w
θinit
2 ; (2.6)
where wθinit2 is constrained to lie on the initial heading vector defined by
θinit, the robot’s current orientation.
2. Each search weight wi cannot push the smoothed path outside the bound-
ary polygon supplied by the Tactical Layer:
[wi]min − wi < 0 (2.7)
wi − [wi]max < 0 ∀i ∈ [1, n]
3. Each obstacle spacing variable qLi and qRi cannot exceed any obstacle’s min-
imum spacing requirement:
qLi −
[
qLi
]
max
< 0 (2.8)
qRi −
[
qRi
]
max
< 0 ∀i ∈ [1, n]
4. Each curvature ki, calculated using Equation 2.2, cannot exceed a maxi-
mum turning curvature:
‖ki‖ − [k]max < 0 ∀i ∈ [2, n− 1] (2.9)
5. Total forward and lateral vehicle acceleration at each path point cannot
exceed maximum limits, as defined by the acceleration ellipse:(
ai
[aF]max
)2
+
(‖ki‖ · v2i
[aL]max
)2
− 1 < 0 (2.10)
where
[
aF
]
max
is the maximum allowed forward acceleration and
[
aL
]
max
is the maximum allowed lateral acceleration.
6. The difference between consecutive search weights wi and wi+1 must not
exceed a minimum and maximum:
[∆w]min − (wi+1 − wi) < 0 (2.11)
(wi+1 − wi)− [∆w]max < 0 ∀i ∈ [1, n− 1]
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Additional constraints on the final path heading are also occasionally included
to restrict the smoothed path to a particular end orientation. This is used, for
example, when it is desired that the path end parallel to a lane or parking spot.
The constrained trajectory optimization problem is solved using LOQO [79],
an off-the-shelf nonlinear convex optimization library. Two optimization passes
are made to reach a final optimized path. The second pass uses the output of the
first pass as an initial path which allows for a smoother final path and reduces
the Trajectory Optimizer’s dependency on the shape and discretization of the
initialization path.
The final optimized path is then sent to the Tracking module where it is
tracked by two independent low-level tracking controllers, one for desired
speed and one for desired curvature. The speed controller is a proportional-
integral (PI) controller with feedback linearization to account for engine and
transmission inertia, rolling inertia, wind resistance, and power loss in the
torque converter [24, 26, 87]. The curvature controller uses an Ackermann
steering model with cornering stiffness to convert desired curvature into de-
sired steering wheel angle, which is then passed as a reference signal to a
proportional-integral-derivative (PID) steering wheel angle controller [26, 87].
This controller only feeds back on path curvature: lateral offset is not used as a
feedback signal, because all paths are planned from the robot’s current location
and tracked in a vehicle-centric coordinate frame. The optimization is restarted
from scratch at each planning cycle, and is run at 10 Hz on a dual core 2.0 GHz
Pentium-Mobile processor running Windows Server 2003.
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2.4 Performance in the DARPA Urban Challenge
The DUC semifinal round, known as the National Qualifying Event (NQE), was
held in Victorville, California, USA from October 25, 2007 to October 31, 2007
at the Southern California Logistics Airport. At the NQE, 35 Urban Challenge
robots were tested on three courses, called ‘Area A,’ ‘Area B,’ and ‘Area C.’ Each
area tested one or more specific aspects of autonomous urban driving with fo-
cused and carefully-monitored scenarios. Only one robot was tested at a time,
and any necessary traffic was provided by human-driven vehicles in preset pat-
terns. Safe and sensible driving was paramount in the NQE, with stability and
repeatability emphasized in the structure of the event. Teams that passed the
NQE were invited to the Urban Challenge Event (UCE) which was held in Vic-
torville, California, USA on November 3, 2007. Of the 35 teams originally in-
vited to participate in the NQE, only 11 were invited to continue on to the UCE.
Throughout the course of the NQE and the UCE, there arose several scenar-
ios which tested and exemplified the capabilities of Skynet’s Operational Layer.
Section 2.4.1 evaluates Skynet’s performance on a portion of the NQE Area B
course known as the ‘Guantlet’ where Skynet was forced to navigate a narrow
road lined with parked cars and centerline barrels. Section 2.4.2 evaluates an
incident during one of Skynet’s early missions in the UCE, in which a confused
human driver drove the wrong way up a one way road, forcing Skynet to avoid
an unanticipated obstacle. Section 2.4.3 evaluates an incident that occurred dur-
ing NQE Area A where Skynet found itself stuck against a concrete barrier on
the side of the road and was able to safely plan and execute a reverse maneuver,
backing back into its lane in order to allow it to continue its mission.
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2.4.1 NQE Area B (The Gauntlet)
In the NQE Area B, the competing robots were required to navigate a lengthy
route through the urban environment. The environment was devoid of moving
traffic, but contained an area with parking spaces. One portion of the course,
nicknamed the ‘Gauntlet,’ was also filled with orange barrels in the center of
the street and cars parked at the side of each lane to test obstacle avoidance
capabilities. The course also contained a number of empty intersections, and
the robots were required to remain in the appropriate lane at all times.
Skynet ran through Area B twice, failing at the first attempt and succeeding
at the second. Skynet failed its first attempt at Area B while trying to park. It
successfully aligned itself to the parking space, but refused to pull into the space
because other unoccupied cars parked nearby violated minimum obstacle spac-
ing constraints, [qi]max in Equation 2.8. After sitting for several minutes, Skynet
was manually stopped, positioned inside the parking space, and allowed to con-
tinue. Skynet proceeded as normal, entering the Gauntlet portion of the course.
There, Skynet passed several parked cars and orange barrels, until coming upon
a section of road with a parked car in either lane. Due to Skynet’s conservative
minimum obstacle spacings it believed that both lanes were blocked. Skynet
began a U-turn maneuver, but ran out of time before completing the course. All
behavior until the parking difficulty was normal, and Skynet navigated without
incident.
Behavior in the first attempt at Area B prompted the team to make adjust-
ments to spacing constraints in the optimization problem presented in Section
2.3. In particular, minimum spacing constraints, used to compute [qi]max in
Equation 2.8, were reduced from 0.9 m to 0.3 m for stopped obstacles, and from
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Figure 2.5: Spacing between Skynet and stationary obstacles, and the cen-
terline, during the Gauntlet portion of NQE Area B.
1.4 m to 0.9 m for moving obstacles. These adjustments allowed Skynet to park
in parking spaces closely surrounded by obstacles, and made Skynet less sensi-
tive to concrete barriers and other stationary obstacles at the sides of the lanes.
Figure 2.5 denotes the sensed spacing between Skynet and other obstacles dur-
ing the Gauntlet. The lane width in this portion of the course was marked in
the RNDF as 12 ft (3.6576 m). Changes to spacing constraints after the first at-
tempt at Area B allowed Skynet to navigate this portion of the course without
stopping.
2.4.2 The Wrong Way Vehicle
One event that tested the flexibility of Skynet’s Operational Layer occurred early
in the UCE, where Skynet encountered and properly dealt with a human-driven
Ford Taurus traveling the wrong way on a one-way road. Figure 2.6 (top) shows
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the oncoming Taurus from the point of view of the optical cameras and the Op-
erational Layer. Note the Taurus pulled to the left of the lane as far as possible
upon passing.
Figure 2.6: (top): Skynet encounters a human-driven vehicle traveling the
wrong way on a one-way dirt road. (bottom): The wrong way
vehicle is avoided by the Operational Layer, which adjusts path
constraints as if the vehicle were a stationary obstacle.
As the wrong way vehicle moved closer to Skynet, the Tactical Planner
largely ignored it due to assumptions made in the Tactical Planner. The Tac-
tical Planner assumes all vehicles move in their lanes in the proper direction;
therefore, only the closest vehicle in front of Skynet is monitored. As a result,
the wrong way vehicle was ignored until it was the closest obstacle to Skynet.
At that point the Tactical Planner began to monitor the vehicle, and a fast stop
would have been commanded if the vehicle continued to move. Instead, the
wrong way vehicle pulled to the side of the road and stopped moving. The
Scene Estimator subsequently grouped it with nearby bushes and the dirt berm.
As a result, the Operational Layer avoided the wrong way car as a stationary
obstacle, as shown in Figure 2.6 (bottom). After successfully avoiding the car,
Skynet continued with its mission. This unique incident highlights the Opera-
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tional Layer’s ability to intelligently handle and avoid unknown obstacles.
2.4.3 Reverse Maneuver
Another event which demonstrated the ability of Skynet’s Operational Layer
to handle unforeseen circumstances occurred while Skynet was navigating the
NQE Area A course. As Skynet was passing a vehicle in the opposing lane, the
other vehicle was sensed as being too close, causing Skynet to swerve towards
the side of the road to avoid any potential for a collision. The side of the course
was lined with concrete barriers; Skynet turned with a large enough angle that
when it came to a stop it no longer had enough room between itself and the
concrete barrier to turn back into its lane. Figure 2.7 (top) shows Skynet’s po-
sition when it is stuck against the concrete barrier. Interestingly, this was a sce-
nario very similar to one that caused Cornell’s DARPA Grand Challenge robot
to cease functioning in 2005 [59].
Figure 2.7: (top): Skynet becomes stuck against a concrete barrier on the
side of the road. (bottom): Skynet plans a path in reverse to
reposition itself back in its lane.
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After evaluating the situation, Skynet’s Tactical Planner changed Skynet’s
behavior mode to “reverse” and the Operational Layer planned a smooth, safe
path to reverse Skynet back into it’s lane. This reverse path is shown in Figure
2.7 (bottom). This incident demonstrated the advantage of having a flexible
path planner which could easily be changed to allow for a forward or reverse
maneuver. Without this capability, this incident would likely have required a
manual reset to free the vehicle.
2.5 Trajectory Optimizer Sensitivity Study
As discussed in Section 2.3, the behavior of the Trajectory Optimizer is gov-
erned by two main components: hard constraints as given by Equations 2.5-2.11,
and weighted soft constraints given by each component α(·)[·] in Equation 2.1.
The hard constraints ensure safe driving behavior by limiting the path based on
physical vehicle limitations, safety specifications, and minimum obstacle spac-
ings. The hard constraints do not play a direct role in selecting a best path, but
instead serve to eliminate unsafe or unfeasible paths from consideration. The
soft constraints are cost penalties in the Trajectory Optimizer’s optimization
routine which correspond to undesirable driving behaviors such as excessive
curvature, low speed, forward and lateral acceleration, and obstacle spacing vi-
olation. The Trajectory Optimizer cost function weights, α(·), control the relative
importance of each soft constraint. Together, these weighted cost penalties con-
trol the nuances of the robot’s driving style.
The numerical values of the Trajectory Optimizer weights, α(·), used in the
DUC, were tuned manually using both vehicle simulations in the laboratory
27
and real-time autonomous driving tests in the field [60]. The sensitivity study
discussed in this section explores the individual effects of each weight, α(·), on
Skynet’s overall driving performance using logged data from the DUC semi-
final qualification round, the NQE. The NQE portion chosen for the sensitivity
analysis is a section of the course known as the ‘Gauntlet’ [60], because it ag-
gressively exercised the capabilities of the path planner by forcing Skynet to
maneuver through a constant stream of parked cars and centerline cones, as
seen in Figure 2.8. In Section 2.5.1 the data-driven sensitivity simulation and
testing procedure is explained and in Section 2.5.2 the results of the sensitivity
analysis are evaluated.
Figure 2.8: Skynet’s view of part of the ‘Gauntlet’ course, with parked cars
on both sides of the street and road cones grouped along the
centerline
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2.5.1 Sensitivity Analysis Procedure
To understand the relationship between Skynet’s successful driving behavior
and the weights used in its Trajectory Optimizer, a data-driven simulation has
been developed to allow a simulated vehicle to navigate the Gauntlet course
while experiencing the same sensor data and Tactical Planner instructions that
Skynet experienced during the NQE. During Skynet’s live autonomous run at
the NQE, Scene Estimator data and Tactical Planner instructions were logged
at a rate of 10 Hz. This logged data was then played back offline to the Opera-
tional Layer and all calls to the Trajectory Optimizer were recorded. The result
is a (nominal) 10 Hz log of all the obstacle data flowing into the Trajectory Opti-
mizer, along with the corresponding vehicle position and orientation estimates.
This creates a trail of tightly-spaced, experimental obstacle data, which can be
transformed into the simulated vehicle’s reference frame and used as obstacle
information for the simulated vehicle’s Trajectory Optimizer. This approach iso-
lates all planning variables above the Trajectory Optimizer, allowing for a con-
sistent, data-driven simulation. The simulation setup is shown in Figure 2.9.
Figure 2.9: Diagram of the sensitivity simulation setup.
Each Trajectory Optimizer weight α(·) is scaled over a range of values by a
29
scale factor β(·). For this study, only one weight is varied at a time. For a given
simulation, the weights used are given by:
αj(·) = α
0
(·) · βj(·) (2.12)
where α0(·) is the nominal tuned value used during the NQE and j is the index of
the current simulation. The nominal values for all of the weighting parameters
are given in Table 2.1. The weighting parameter αw is not included in the sen-
sitivity study because it is only used during specific vehicle maneuvers such as
turning at intersections or parking. During these maneuvers, path targets, wti ,
are specified along the base path and the αw parameter is set significantly higher
than the other weighting parameters in order to pull the final path towards the
base path. This prevents Skynet from clipping corners. None of these special
maneuvers occurred during the Gauntlet.
Table 2.1: Nominal values for Trajectory Optimizer weighting parameters.
α0a α
0
c α
0
d α
0
v
[
α0q
]
obstacle
[
α0q
]
lane boundary
10 10 10 10 100 0.1
2.5.2 Sensitivity Analysis Results
All results are presented using two types of figures. The first is a time history
plot that shows both the distance to the nearest obstacle metric and the distance
to road centerline metric as a function of time. The distance to nearest obstacle
metric calculates the Euclidean distance between the closest point on the near-
est obstacle and the closest point on the simulated vehicle. The distance to road
centerline metric calculates the smallest perpendicular distance to the centerline
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of the road, or largest perpendicular distance across the centerline of the road,
by any point on the simulated vehicle. All simulations for a given weighting
parameter, αj(·), are plotted together. The nominal value, α
0
(·), is shown in black.
Variations in αj(·) are colored according to a gradient scheme, where color inten-
sity indicates the magnitude of the scaling parameter. The second figure is a
plot of four performance metrics as a function of simulation scaling factor βj(·).
The first two metrics are the extrema of the time history metrics, representing
the minimum distance to obstacle and the maximum road centerline violation,
respectively, over the entire run. The third metric is the time across centerline,
which shows the total accumulated time that any point on the simulated vehicle
was across the centerline. The fourth metric is the total run time.
The effects of variations in the weight on acceleration/braking, αa, are
shown in Figure 2.10. The distance to nearest obstacle metric shows a roughly
linear relationship, indicating that increasing αa decreases the vehicle’s safety
margins around obstacles. Similarly, decreasing αa increases obstacle safety
margins and, up to a certain point, decreases maximum road centerline viola-
tions. Typically, these two metrics trade off, but with a low acceleration penalty,
the vehicle can slam on its brakes around obstacles in order to improve its per-
formance with respect to both obstacles and the road centerline. Below a scale
factor βa ≈ 0.02, the road centerline performance (largest violation and total
violation time) degrades rapidly, as does the vehicle’s total time through the
course. The total run time plot reveals that this degradation is due to additional
evasive maneuvers at low values of αa (shown in dark colors). These additional
evasive maneuvers are likely caused by fluctuations in the obstacle boundaries
due to sensor blind spots. With low penalties for high acceleration avoidance
maneuvers, minor obstacle variances can cause pronounced vehicle reactions.
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The effects of variations in the weight on large curvatures (sharp turns), αc,
are shown in Figure 2.11. The distance to nearest obstacle and distance to road
centerline metrics show an inverse relationship. Both have extrema at βc ≈ 0.1
and then back off and approach a constant value as βc increases. To the right of
these extrema, curvature weighting becomes more significant, reducing the ve-
hicle’s ability to maneuver around obstacles. This causes an increase in the dis-
tance to road centerline metric and a decrease in the distance to nearest obstacle
metric. The total run time metric reveals a linear relation between αc deviation
and the vehicle’s total run time through the course. The best performance in
terms of obstacle spacing is available at βc ≈ 0.1, while the best performance
in terms of total run time is at high values of βc, a result of the vehicle being
allowed to make shallower turns at the cost of closer obstacle spacing.
The effects of variations in the weight on large changes in curvature (sud-
den turns), αd, are shown in Figure 2.12. The distance to nearest obstacle metric
and the total run time metric show linear relationships to changes in αd, and
for a majority of the tested range, both can be improved by increasing βd. Since
αd penalizes changes in curvature, this proportional relationship is likely due to
αd forcing a smoother path with less oscillations. The trade-offs to this perfor-
mance gain are an increase in the time across road centerline metric and a de-
crease in the distance to road centerline metric for αd values above the nominal
value α0d. The vehicle’s behavior also becomes more erratic in terms of varia-
tions in the metrics at very high values of βd. However, the nominal value α0d is
nearly optimal in selecting the peak performance gains in terms of the distance
to nearest obstacle and completion time metrics, without causing a correspond-
ing degradation in performance for the road centerline metric.
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The effects of variations in the weight on slow speeds, αv, are shown in Fig-
ure 2.13. For a majority of the tested range, the metric response curves are rel-
atively flat. The likely cause for this result is due to the target velocity output
from the Trajectory Optimizer being post processed by the Tracking module.
The Tracking module effectively ignores the target velocities provided by the
Trajectory Optimizer and replaces them with the largest target velocities pos-
sible that still satisfy the vehicle’s forward and lateral acceleration constraints.
This post processing prevents small velocity weightings in the Trajectory Opti-
mizer from significantly effecting the vehicle’s race performance. The velocity
weighting αv is thus limited to primarily affecting the shape of the final path,
pi i ∈ [1, n], since its velocity profile, vi i ∈ [1, n], is recomputed in the Track-
ing module. The effect of the speed penalty weight, αv, is similar to that of
the change in curvature weight, αd, in that both a large βd and a large βv fa-
vor a smoother final path with fewer oscillations. The beneficial performance
influence of αv breaks down at both the high end and low end of the βv range
tested. For high βv, the smoothing effect of αv begins to cause an overdamped
response, resulting in sluggish recovery from turns and significant increases in
completion time. This overdamped behavior can be seen in the lightly-colored
lines in the time history plot of Figure 2.13 (left). For low values of βv, the final
path exhibits significant oscillations which cause a reduction in the distance to
nearest obstacle metric and an increase in the completion time metric. This un-
derdamped behavior can be seen in the darkly-colored lines in the time history
plot of Figure 2.13 (left).
The effects of variations in the weight on desired obstacle spacing violations,
αq, are shown in Figure 2.14. The metric response curves for most of the range
are flat, indicating that αq overpowers the other cost penalties and prevents any
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significant obstacle spacing violations from occurring. As long as the chosen
path remains outside of the obstacle desired spacing constraints, the αq term
contributes no penalty and has little effect. For high values of αq, the metric plots
exhibit an erratic behavior, with large spikes in all four metrics. This behavior is
likely due to the Trajectory Optimizer attempting to obey potentially conflicting
obstacle desired spacing constraints with little regard for the other path perfor-
mance parameters. This results in pronounced oscillations in regions with many
obstacles, as can be seen in the lightly-colored lines in the time history plot of
Figure 2.14 (left), especially in the 20-30 second timespan. At the low end of the
range there is visible relaxation in the desired spacing constraints. This is indi-
cated by a reduction in the distance to nearest obstacle metric accompanied by
a simultaneous improvement in the minimum distance to road centerline and
time across centerline metrics.
2.6 Conclusions
This paper presented the derivation, sensitivity study, and implementation of
a nonlinear optimization based path planner for large scale robots operating
in dynamic urban environments. The path planner was experimentally imple-
mented on Skynet, an autonomous robot built by Cornell University for the 2007
DARPA Urban Challenge. Skynet’s Operational Layer utilizes a novel mixture
of a discrete grid based search algorithm to identify a drivable corridor and a
constrained nonlinear optimization routine to generate a smooth, predictable,
drivable path. The hard constraints used in the optimization guarantee that the
final path never violates minimum obstacle spacings, and that the path obeys
safety and vehicle limitations. The soft constraints used in the optimization are
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cost penalties which correspond to undesirable driving behaviors such as exces-
sive curvature, speed, acceleration, and obstacle spacing violation.
Skynet’s performance in the DUC demonstrated the robustness of this plan-
ning approach and its ability to handle unforeseen circumstances. Skynet’s path
planner enabled it to navigate a narrow, obstacle filled section known as the
“Guantlet,” to avoid a car driving the wrong way down a one way road, and to
seamlessly plan paths in reverse.
The sensitivity study presented in this paper provides intuition about the
behavioral dependence of the Operational Layer’s Trajectory Optimizer on the
optimization weights. The sensitivity study is performed using a data-driven
simulation based on logged data from the DUC. While most of the weights have
predictable influences for a majority of their tested range, it is clear that too
little or too much of any one weight causes an undesirable effect in one or more
performance metrics. There are also several surprises, such as speed weight,
αv, having minimal influence due to post-processing of the speed profile, and
the obstacle spacing weight, αq, having an effect only at the extreme ends of
its range because it is large enough to prevent any significant obstacle spacing
violations from occurring.
2.7 Funding
This work was supported by the DARPA Urban Challenge program (contract
no. HR0011-06-C-0147), with Dr. Norman Whitaker as Program Manager.
35
0 10 20 30 40 50 60 70
−2
0
2
4
6
8
10
Time (s)
D
is
ta
nc
e 
to
 n
ea
re
st
 o
bs
ta
cle
 (b
lue
) o
r c
en
ter
lin
e (
red
) (
m) 9550 9560 9570 9580 9590 9600 9610
Mission Time (s)
 
 
0.5%
100%
20000%
0.5%
100%
20000%
10−3 10−2 10−1 100 101 102 103
0.4
0.6
0.8
D
is
ta
nc
e 
(m
)
 
 
distance to nearest obstacle
10−3 10−2 10−1 100 101 102 103
−1.5
−1
−0.5
D
is
ta
nc
e 
(m
)
 
 
minimum distance to centerline
10−3 10−2 10−1 100 101 102 103
10
15
Ti
m
e 
(s)
 
 
time across centerline
10−3 10−2 10−1 100 101 102 103
62
64
66
Sensitivity weight multiplier β
a
Ti
m
e 
(s)
 
 
total time
Figure 2.10: Sensitivity results for forward acceleration weighting αa.
(Left): A time history plot showing distance to nearest ob-
stacle and distance to road centerline as a function of time.
(Right): Four plots of performance metrics as a function of
simulation weight multiplier βa.
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Figure 2.11: Sensitivity results for curvature weighting αc. (Left): A time
history plot showing distance to nearest obstacle and distance
to road centerline as a function of time. (Right): Four plots of
performance metrics as a function of simulation weight mul-
tiplier βc.
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Figure 2.12: Sensitivity results for differential curvature weighting αd.
(Left): A time history plot showing distance to nearest ob-
stacle and distance to road centerline as a function of time.
(Right): Four plots of performance metrics as a function of
simulation weight multiplier βd.
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Figure 2.13: Sensitivity results for velocity weighting αv. (Left): A time
history plot showing distance to nearest obstacle and distance
to road centerline as a function of time. (Right): Four plots of
performance metrics as a function of simulation weight mul-
tiplier βv.
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Figure 2.14: Sensitivity results for obstacle desired spacing violation
weighting αq. (Left): A time history plot showing distance
to nearest obstacle and distance to road centerline as a func-
tion of time. (Right): Four plots of performance metrics as a
function of simulation weight multiplier βq.
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CHAPTER 3
CONTINGENCY PLANNING OVER PROBABILISTIC OBSTACLE
PREDICTIONS FOR AUTONOMOUS ROAD VEHICLES
Abstract
This paper presents a novel optimization based path planner capable of plan-
ning multiple contingency paths to directly account for uncertainties in the fu-
ture trajectories of dynamic obstacles. This planner addresses the particular
problem of probabilistic collision avoidance for autonomous road vehicles that
are required to safely interact, in close proximity, with other vehicles with un-
known intentions. The presented path planner utilizes an efficient spline based
trajectory representation and fast but accurate collision probability bounds to
simultaneously optimize multiple continuous contingency paths in real-time.
These collision probability bounds are efficient enough for real-time evaluation,
yet accurate enough to allow for practical close-proximity driving behaviors
such as passing an obstacle vehicle in an adjacent lane. An obstacle trajec-
tory clustering algorithm is also presented to enable the path planner to scale
to multiple-obstacle scenarios. Simulation results show that the contingency
planner allows for a more aggressive driving style than non-contingency based
approaches without compromising the overall safety of the robot.
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3.1 Introduction
Current autonomous vehicles are adept at identifying obstacles, planning
routes, and interacting in controlled environments with well defined rules, as
demonstrated in the 2007 DARPA Urban Challenge (DUC) [10]. The DUC also
demonstrated that there remains a large gap in problem solving and decision
making capabilities between autonomous vehicles and human drivers. A major
reason for this gap is the inability of current algorithms to adequately identify,
predict, and utilize obstacle intent [20]. Inferring obstacle intent, such as in-
tended obstacle goals, enables an autonomous vehicle to anticipate the future
motion of dynamic obstacles, which can then be used to improve the safety and
robustness of the robot’s motion planning.
Previous research in this area has contributed potential solutions to two pri-
mary parts of the dynamic obstacle avoidance problem: 1) predicting future ob-
stacle motion and 2) path planning in dynamic environments using predicted
obstacle motions. Predicting future obstacle motion is a problem that has been
explored in a variety of fields and contexts. Kushleyev and Likhachev [47] per-
form predictions of dynamic obstacles using constant velocity and constant cur-
vature dynamics models. This approach is computationally efficient, but ig-
nores potentially useful structural information in the environment. Miura and
Shirai [63] infer the potential paths an obstacle might take using a tangent graph
of the environment and a 1D model of velocity variance along each potential
path. This approach utilizes structural information in the environment, but
oversimplifies obstacle motion and forms overconfident predictions. Hwang
and Seah [37] present an algorithm for inferring the intent of other airplanes
based on likely flight plans, and for probabilistically modeling their future mo-
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tion using bounded process noise and probabilistic models of transitions be-
tween maneuvers. This approach is useful for air vehicles but not readily adapt-
able for road vehicles which have fewer preset maneuvers and much more re-
strictive environmental constraints.
Non-parametric learning methods have also been applied to obstacle predic-
tion. Tay and Laugier [75] use Gaussian Processes to model multiple possible
future trajectories based on observed training data. Joseph et al. [40] and Kim,
Lee, and Essa [44] both use Gaussian Processes to model trajectory derivatives
for road vehicles. Bennewitz et al. [6] cluster observed trajectories of human
participants through an environment into nominal trajectories and develop a
Hidden Markov Model to predict mode transitions. These non-parametric ap-
proaches can produce detailed probabilistic trajectories but they generally re-
quire retraining for each new environment and obstacle type.
A variety of path planning strategies have been developed to incorporate
dynamic obstacle predictions. Dynamic obstacles present a significant planning
challenge because they increase the dimensionality of the planning problem.
Simple dynamic planning approaches involve reducing dimensionality by pro-
jecting the predicted obstacle trajectories onto the static environment or decou-
pling the problem into a static motion planning problem and a one dimensional
dynamic velocity planning problem [18]. Approaches which attempt to solve
the full dimensional dynamic planning problem typically avoid directly opti-
mizing over the continuous search space through the use of probabilistic sam-
pling or through discretization of the search space. Aoude et al. [4] use a pre-
dicted tree of reachable trajectories for each dynamic obstacle to bias a rapidly-
exploring random tree based path planner. Kushleyev and Likhachev [47] use a
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time-dependent variation of A* which searches over a set of predefined motion
primitives to avoid collisions with dynamic obstacles. These discrete and sam-
pling based approaches provide only an approximate optimal path due to dis-
cretization error and limited sample size. Additionally, these algorithms ignore
the fact that multiple motion predictions for a single obstacle, due to uncertain-
ties in the obstacle’s intent, are mutually exclusive events.
Obstacle prediction has also been applied directly to the problem of au-
tonomous vehicle navigation. During the DUC, the Tartan Racing team showed
that it is possible to deduce a small set of short term goal hypotheses for dy-
namic obstacles based on the surrounding road configuration [17]. The possi-
ble goals for another vehicle approaching a four way intersection, for example,
would be to stop, continue straight, turn left, or turn right. These inferred goal
hypotheses are then used to make deterministic predictions about each dynamic
obstacle’s possible future trajectory. The simulations presented in [17] and the
success of Tartan Racing’s BOSS robot in the DUC [78] make a compelling case
for the inclusion of obstacle intent in the planning process. However, the use
of deterministic motion predictions in [17] can make the collision probability
assumptions of the robot overconfident.
To provide better dynamic planning capabilities for autonomous road vehi-
cles, a path planning formulation is presented which incorporates probabilis-
tic obstacle predictions to enable efficient generation of a safe set of contin-
gency paths in dynamic environments. Goal hypotheses are formed for each
dynamic obstacle based on the topology of the road network, and the obsta-
cles’ state distributions are predicted forward in time using a probabilistic mo-
tion model. Path optimization is based on a nonlinear, constrained, numerical
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optimization formulation; extending the work in [60], [33]. Formulating the
path planning problem as a constrained numerical optimization problem is a
well studied path optimization technique. Full nonlinear optimization is used
by Milam, Mushambi, and Murray [55] who generate nonlinear trajectories us-
ing sequential quadratic programming, while linear and quadratic path opti-
mization formulations have been developed and implemented by Blackmore,
Li, and Williams [7] and Bellingham, Richards, and How [5]. A key advantage
of the numerical optimization formulation in this paper is its computational ef-
ficiency, enabling the dynamic planning problem to be solved in real-time. This
efficiency is achieved by 1) adopting an efficient spline based trajectory repre-
sentation, 2) solving the planning problem over a limited planning horizon, and
3) using fast but accurate collision probability bounds. While limiting the plan-
ning horizon prevents true global planning, it has been shown to be an effective
navigation strategy when used in conjunction with a higher level global route
planner [60].
The key novel contributions of this paper include 1) the simultaneous op-
timization of partially shared contingency trajectories over the robot’s contin-
uous planning space in order to accurately handle mutually exclusive obstacle
predictions, 2) a computationally efficient and accurate upper bound on point-
wise collision probability between two polygonal objects with uncertain relative
position and orientation, 3) a spline based trajectory representation and associ-
ated cost function and constraint definitions for expressing the contingency path
planning problem using only a small number of optimization variables, and 4)
an obstacle trajectory clustering algorithm designed to reduce planning com-
plexity by capturing the most important mutually exclusive obstacle decisions
using a limited number of obstacle trajectory clusters. Spline based trajectory
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representations have been used before, such as in [13]; here cubic splines are
employed in a unique way to enable multiple contingency trajectories to be ef-
ficiently optimized in unison. The contingency planning approach presented in
this paper was introduced in [30], and the obstacle trajectory clustering algo-
rithm was introduced in [31]. This paper includes new simulation results and
performance analysis, a sensitivity analysis of the collision probability threshold
constraint, and expanded analysis of the collision probability bound.
This paper is arranged as follows: Section 3.2 introduces the path optimiza-
tion framework and proposes an algorithm for probabilistically predicting the
motion of dynamic obstacles; Section 3.3 presents the spline based path repre-
sentation, the path optimization algorithm, and the collision probability bound
methods; Section 3.4 presents a method for clustering obstacle trajectory predic-
tions to improve scaling; Section 3.5 present simulation results and Section 3.6
provides conclusions.
3.2 Contingency Planning Architecture and Obstacle Predic-
tion
The system architecture for the proposed Contingency Planner is shown in Fig-
ure 3.1. In this architecture, the Contingency Planning procedure consists of an
Obstacle Prediction phase followed by a Path Optimization phase. The Contin-
gency Planning approach presented in this paper assumes that the problems of
identifying unique dynamic obstacles, tracking these obstacles between sensor
measurements, and estimating the state of these obstacles have been resolved
to a sufficient degree using an external tracking algorithm; Ref. [61] is one ex-
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ample of such an algorithm. As such, current Gaussian obstacle state estimates,
defined by their mean and covariance, (µi,Σi) for the ith of no dynamic obsta-
cles, are assumed to be known from the Obstacle Tracker at the beginning of
each Contingency Planning cycle.
Figure 3.1: Block diagram of the contingency planning architecture.
At the start of the Obstacle Prediction phase, a set of discrete goal modes,
Gi, is inferred for each obstacle based on a known topological representa-
tion of the local road network and the planning horizon of the robot. For
example, a dynamic obstacle approaching a four way intersection might use
G = {stop, go straight, turn left, turn right}. This concept of goal modes is very
general and can be extended to encode other sources of obstacle uncertainty,
such as including multiple motion models to represent ‘good,’ ‘aggressive,’ or
‘impaired’ drivers or to represent obstacle classification uncertainty such as ‘car’
vs. ‘bicycle’.
When a new obstacle is observed, a new set of goal modes is inferred based
on the topology of the surrounding road network. For this paper, all possible
goal modes for a newly observed obstacle are initialized with equal probabil-
ity. However, a priori information such as whether the obstacle is in a turn lane,
along with any observed turn signals or hand signs, can also be used to more
intelligently initialize these goal mode probabilities. Once a goal mode becomes
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infeasible, it is dropped and the probabilities for the other goal modes are renor-
malized. Similarly, when a tracked obstacle prediction reaches a new decision
point, such as a new intersection, its goal mode is split into a set of new goal
modes based on the road network topology.
The state distributions for each obstacle are predicted forward in time for
each possible goal mode using a probabilistic motion model. The contingency
planning approach proposed here is general to a wide variety of obstacle pre-
diction models. For example, the motion model can vary in complexity from
a simple path following model that tracks the center of the driving lane, to in-
dividual path planners designed to model the motion of each obstacle type.
For linear motion models, this prediction can be performed using the predic-
tion step of the standard Kalman filter to yield the desired predicted mean and
covariance at each timestep. For more general nonlinear, non-differentiable mo-
tion models, this prediction can be performed using an algorithm such as the
Sigma Point Transform [42].
Formally, let T represent a set of predicted obstacle trajectories. The set of
trajectories Ti represents all the predicted trajectories for the ith obstacle corre-
sponding to the goal modes in Gi. Each predicted trajectory for obstacle i, T ∈ Ti,
is represented by a sequence of obstacle state distributions overN timesteps into
the future:
T = {(µi,Σi), (µˆi, Σˆi)1, . . . , (µˆi, Σˆi)N} (3.1)
where (µi,Σi) represents the current state estimate of obstacle i and (µˆi, Σˆi)k
represents a predicted obstacle state distribution at future timestep k.
For multiple dynamic obstacles, the set of all possible permutations of pre-
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dicted obstacle trajectories is defined as:
T = T1 × T2 × . . .× Tno (3.2)
where T is the Cartesian product of the predicted obstacle trajectory sets for
all no obstacles. For a two obstacle environment with T1 = {Ta, Tb} and
T2 = {Tc, Td}, T = T1 × T2 = {{Ta, Tc}, {Ta, Td}, {Tb, Tc}, {Tb, Td}}. The set of
trajectories T j ∈ T is used to represent the jth set of trajectory permutations,
such that T = {T 1, . . . , T ns} where ns = |T| represents the cardinality of T,
defined as:
ns =
no∏
i=1
|Ti| (3.3)
At the start of each new Contingency Planning cycle, updated state esti-
mates for each obstacle, {(µ1,Σ1)1, . . . , (µno ,Σno)1}, are obtained from the Ob-
stacle Tracker, as shown in Figure 3.1. These new state estimates are used to
update the probability of each obstacle trajectory permutation, p(T j):
p(T j)1 = p(T
j)
∏no
i=1 p((µi,Σi)1|(µˆi, Σˆi)j1)∑
T m∈T p(T m)
∏no
i=1 p((µi,Σi)1|(µˆi, Σˆi)m1 )
(3.4)
where p((µi,Σi)1|(µˆi, Σˆi)j1) is the innovation likelihood of the updated state esti-
mate for obstacle i, (µi,Σi)1, given the predicted state distribution from the pre-
vious timestep, (µˆi, Σˆi)
j
1 from the trajectory prediction for obstacle i included in
T j .
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3.3 Path Optimization
The path planning problem is formulated here as a general nonlinear con-
strained optimization problem:
hopt = arg min
h
J(h) (3.5)
C(h) < 0
where h is a parameter vector that defines a trajectory or set of contingency tra-
jectories for the robot and J(h) is a predefined cost function over which the path
is optimized. The constraint function, C(h), places constraints on the range of
possible values that h can take. With this formulation, the path planning prob-
lem can be solved using well known convex optimization techniques, includ-
ing interior point methods [21] and sequential quadratic programming meth-
ods [8]. For non-convex cost function and constraint definitions, this approach
risks convergence of the optimization to a suboptimal local minimum; however,
feasible local minima still represent acceptable, drivable paths. The key advan-
tage of this approach over contemporary heuristic path planning approaches is
that first and second derivative information from the cost function, J(h), and
constraint function, C(h), is used to guide the path optimization search.
3.3.1 Contingency Planning Approach
The goal of contingency planning is to generate a set of planned paths that
account for all possible evolutions of the robot’s environment. Here, uncer-
tainty in the future state evolution of the robot’s environment is encoded as a
set of mutually exclusive obstacle predictions, generated by the prediction ap-
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proach outlined in Section 3.2. In this framework, a separate contingency path
is planned for each possible permutation of predicted obstacle trajectories, T j .
The approach used here further constrains all contingency paths to share the
same initial segment. By using a single shared path segment at the start of the
path, the Contingency Planner can provide the robot with an immediate deter-
ministic action; multiple distinct contingencies for the rest of the path are then
used to account for uncertainty in the evolution of the robot’s dynamic environ-
ment.
This partially shared contingency planning approach is preferable to al-
ternate approaches, such as planning a single path which attempts to avoid
all obstacle predictions simultaneously as shown in Figure 3.2(a), or taking
a weighted combination of independent contingency paths as shown in Fig-
ure 3.2(b). Planning a single path is overcautious and ignores the fact that the
obstacle goal sets are mutually exclusive, while taking a weighted combination
of independent contingency paths offers no guarantees on the safety of the com-
bined path.
Sharing the initial segment of each contingency path, as shown in Fig-
ure 3.2(c), gives the robot a deterministic action to execute at the current time
step while maintaining the independence of future contingencies. In this contin-
gency planning formulation, the path optimization cost function in Equation 3.5
can be expanded as shown in Equation 3.6:
J(h) = Jshared(h,T) +
∑
T j∈T
p(T j)Jconting(h, T j) (3.6)
where Jshared(h,T) is the cost for the shared path segment, and Jconting(h, T j) is
the cost for the jth contingency path.
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(a) Single Path (b) Weighted Combination
(c) Shared Segment
Figure 3.2: A comparison of different strategies for path planning using
mutually exclusive sets of obstacle predictions.
Both Jshared(h,T) and Jconting(h, T j) in equation 3.6 are formulated as a sum-
mation of weighted terms designed to penalize undesirable driving behaviors;
terms include penalty functions on large changes in vehicle dynamics, on prox-
imity to static and dynamic obstacles, and on the distance between the robot
and its goal. Equations 3.7 and 3.8 show the component cost terms in Jshared and
Jconting respectfully:
Jshared = J
dynamics
shared + J
static
shared + J
collision
shared (3.7)
Jconting = J
dynamics
conting + J
static
conting + J
collision
conting + J
goal
conting (3.8)
where Jdynamics(·) contains terms penalizing large accelerations and large path cur-
vatures, J static(·) penalizes proximity to static obstacles, J
collision
(·) penalizes high dy-
namic obstacle collision probabilities, and Jgoal(·) penalizes the distance between
the end of a robot’s planned path and its goal.
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The rest of Section 3.3 presents the path parameterization and the path op-
timization cost terms and constraints in detail. Section 3.3.2 presents a novel
spline based path parameterization that efficiently encodes multiple shared con-
tingency paths. Section 3.3.3 outlines a static obstacle penalty term, fprx, which
is used in the J static(·) cost terms. Section 3.3.4 presents a novel algorithm for
computing a tight bound on the point-wise collision probability between two
polygons with uncertain relative orientation and position. This collision prob-
ability bound is used as the basis for a dynamic obstacle collision probability
optimization constraint. Section 3.3.5 presents a full summary of the path opti-
mization algorithm, including a full description of the objective function terms
and all of the constraint functions.
3.3.2 Trajectory Representation
A key challenge when planning multiple contingency paths in real-time is defin-
ing an efficient trajectory representation. Such a trajectory representation must
be both expressive in its ability to cover the search space and compact in its
dimensionality. Cubic splines are chosen for this purpose because two splines,
y(t) and x(t), define a continuous representation of the robot position, (x, y), and
its derivatives, (vx, vy, ax, ay), as a function of time, t, using only a small set of
control points, h, as variables. The optimization vector, h, is a set of parameters
defining ns contingency trajectories with a shared initial segment:
h = {hx1 , hy1|h1,x2:n, h1,y2:n, ..., hns,x2:n , hns,y2:n } (3.9)
where n is the number of cubic line segments in each contingency path. The
shared initial segment constraint is enforced by defining the initial segment as
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an independent cubic line segment, parameterized by the robot’s current state
and the first control point, (hx1 , h
y
1). The first control point, (hx1 , h
y
1), represents
the end of the initial shared segment, and a separate cubic spline is defined for
each contingency path starting from this point, {h1,x2:n, h1,y2:n, ..., hns,x2:n , hns,y2:n }.
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Figure 3.3: Depictions of the spline based path representations as a func-
tion of time (left), and in physical space (right).
Figure 3.3 depicts a cubic spline representation for two contingency paths. In
order to reduce dimensionality, the control points on the spline are constrained
to lie on fixed time intervals, as indicated by the dashed vertical lines. By using
this cubic spline definition, the robot’s position and its derivatives at a given
time t depend linearly on the control point parameters h.
The optimization vector h is initialized by setting all contingency paths equal
to a nominal path. The nominal path is based on the robot following the lane
center in an obstacle free environment.
52
3.3.3 Static Obstacle Cost Map
To handle static obstacles and static driving boundaries such as road lane
boundaries, a driving corridor is defined that explicitly expresses an obstacle
free space that the robot is expected to drive through. Driving corridor descrip-
tions are common in mobile robotics including Geraerts and Overmars [25] and
Wein, Van Den Berg and Halperin [84]. Driving corridor cost terms have also
been applied in the context of autonomous vehicles, most notably by Dolgov
et al. [14], who develop a local minima free cost map based on a Voronoi de-
composition of the robot’s static obstacle map. The driving corridor definition
presented here is designed to provide an easily differentiable static obstacle cost
term that is convex with respect to the lateral offset of the robot from the center
of the driving corridor.
The obstacle free driving corridor is represented by a sequence of connected
line segments defining the centerline of the corridor along with an associated
width for each centerline vertex node. For driving in unstructured environ-
ments, an obstacle free driving corridor is identified using a discrete search over
a grid based representation of the environment, as in [33]. For structured envi-
ronments, such as driving on a road network, an obstacle free driving corri-
dor is identified using a combination of a priori information, such as road lane
definitions, and sensed obstacle information. In the lane driving scenario, the
centerline and node width information is obtained trivially from the lane defi-
nitions in the a priori map. For the unstructured environment scenario, or when
the lane centerline must be shifted due to static obstacles such as parked cars, a
centerline can be obtained using a straight skeleton decomposition of the corri-
dor, as in [1]. Centerline node widths can then be computed by solving for the
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minimum distance to the boundary for each node.
A penalty function is defined in the path planning optimization (as part of
J static(·) in Equations 3.7,3.8) to bias the robot away from static obstacles in the en-
vironment. This penalty function, fprx(x, y), is defined as a normalized distance
between an evaluation point along the robot’s path, (x, y), and the centerline of
the driving corridor:
Figure 3.4: Diagram of the distance calculation between an evaluation
point along the robot’s path and a single segment of the cen-
terline.
fprx(x, y) = min
i
(
di
w∗i
)2
∀i ∈ [1, nc] (3.10)
where di is the minimum distance between the robot position (x, y) and the
ith centerline segment, w∗i is the interpolated width of the driving corridor for
the ith centerline segment at the robot position, and nc is the total number of
centerline segments. Figure 3.4 shows this calculation for the ith centerline seg-
ment. This quadratic cost function avoids local minima by having a zero cost
centerline, is convex with respect to the robot’s lateral offset in its driving lane,
and allows for straightforward calculation of derivatives even within obstacle
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regions.
3.3.4 Collision Probability
The problem of calculating collision probabilities with uncertain dynamic obsta-
cles has been studied in a range of fields including air traffic control [65], satellite
collision avoidance [2], and mobile robotics [49]. Figure 3.5 depicts a typical sce-
Figure 3.5: Diagram of a scenario in which the dynamic collision prob-
ability calculation must be performed for multiple discrete
timesteps.
nario where point-wise collision probability calculations must be computed for
multiple timesteps; timestep k is highlighted. For notational simplicity in the
subsequent collision probability derivation, the timestep k case is considered
and the k notation is dropped for now. Let zrobot = [xrobot, yrobot] represent the
interpolated position of the robot, and let µzobst = [µ
x
obst, µ
y
obst] and Σ
z
obst represent
the mean position and 2× 2 position error covariance of the obstacle. A normal
distribution is assumed for the obstacle position distribution, as this is consis-
tent with the assumptions of the Obstacle Tracker and the Obstacle Prediction
algorithm presented in Section 3.2. More general obstacle position distributions
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can be accommodated using a mixture of Gaussians representation.
Figure 3.6: Depiction of a circular over-approximation for the shape of a
road vehicle in an adjacent lane.
For the application of path planning in autonomous road vehicles, the colli-
sion probability calculation is especially challenging because road vehicles are
expected to interact closely with dynamic obstacles. This prevents the use of cir-
cular over-approximations of the obstacle shape to account for uncertainties in
obstacle’s orientation. Figure 3.6 shows a common scenario in which the conser-
vativeness of a circular collision probability bound is a problem: encountering a
vehicle traveling in the opposite direction on a two lane road. In this case, using
a circular collision probability bound, would prevent basic, expected driving
behavior, such as driving past the obstacle vehicle in an adjacent lane.
A tighter upper bound can be achieved by using the actual rectangular robot
and obstacle shapes. This complicates the collision probability calculation be-
cause the relative obstacle orientation becomes an additional uncertain variable.
For computational simplicity, the obstacle orientation is assumed to be an inde-
pendent 1D Gaussian distribution, γobst ∼ N (µγobst, (σγobst)2); this is equivalent to
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ignoring correlations between the orientation and position elements of the ob-
stacle’s state error covariance. Using this assumption, the collision probability
can be found by marginalizing over the obstacle orientation uncertainty:
pcoll(zrobot, µ
z
obst,Σ
z
obst, µ
γ
obst, σ
γ
obst) = (3.11)∫
γobst
p(γobst)p
poly
coll (zrobot, µ
z
obst,Σ
z
obst, γobst)
where ppolycoll (zrobot, µ
z
obst,Σ
z
obst, γobst) is the point-wise collision probability be-
tween the robot and the obstacle for a fixed relative orientation γobst. An up-
per bound on the integral in Equation 3.11 can be found by taking a sum
over nγ discrete obstacle orientation ranges, [γl−1obst, γ
l
obst] for l ∈ [1, nγ], where∑nγ
l=1 p([γ
l−1
obst, γ
l
obst]) = 1.
pcoll(zrobot, µ
z
obst,Σ
z
obst, µ
γ
obst, σ
γ
obst) ≤ (3.12)
nγ∑
l=1
p([γl−1obst, γ
l
obst])p
poly
coll (zrobot, µ
z
obst,Σ
z
obst, [γ
l−1
obst, γ
l
obst])
The sum in Equation 3.12 is easier to compute than the integral in Equa-
tion 3.11, but it is still inefficient because the obstacle orientation distribution,
γobst ∼ N (µγobst, (σγobst)2), has infinite support. For most lane driving scenar-
ios, the obstacle’s orientation uncertainty is small relative to its total range of
possible orientations and the bulk of the probability mass for γobst is grouped
closely around the mean, µγobst, such that σ
γ
obst  2pi. Thus, the upper bound
in Equation 3.12 can be reformulated as a sum over discrete angle ranges that
encompass a predefined confidence interval, δγ , of the γobst distribution, cen-
tered around the mean. In this case
∑nγ
l=1 p([γ
l−1
obst, γ
l
obst]) = δγ . The remaining
probability mass at the tails of the distribution is bounded using a circular over-
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approximation.
pcoll(zrobot, µ
z
obst,Σ
z
obst, µ
γ
obst, σ
γ
obst) ≤ (3.13)
nγ∑
l=1
p([γl−1obst, γ
l
obst])p
poly
coll (zrobot, µ
z
obst,Σ
z
obst, [γ
l−1
obst, γ
l
obst])
+ (1− δγ)pcirccoll(zrobot, µzobst,Σzobst)
The circular bound, pcirccoll(zrobot, µ
z
obst,Σ
z
obst), is based on the bound presented by
Hwang and Seah [37] and uses the furthest point on the body from the center of
the back axle as the radius for both the robot and obstacle vehicles.
The right hand side of Equation 3.13 requires the computation of the prob-
ability of collision between the robot and the obstacle for a specified range of
possible obstacle orientations, ppolycoll (zrobot, µ
z
obst,Σ
z
obst, [γ
l−1
obst, γ
l
obst]). The true in-
stantaneous probability of collision between the robot and a predicted obstacle
over a fixed range of possible orientations is calculated by integrating the ob-
stacle position distribution, N (µzobst,Σzobst), over the combined body, CB, of the
robot shape and all possible obstacle shapes.
ppolycoll (zrobot, µ
z
obst,Σ
z
obst, [γ
l−1
obst, γ
l
obst]) = (3.14)∫
CB
N (µzobst,Σzobst)
To compute an upper bound to this term, the obstacle is first rotated through
its range of possible orientations and a bounding box is used to bound the obsta-
cle shape over the entire rotation. The problem can then be converted to a single
point collision calculation by sweeping the bounded obstacle shape around the
perimeter of the robot rectangle to create a combined body polygon, as shown
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in Figure 3.7. This is equivalent to finding the convex hull of a Minkowski sum
of the robot shape and the bounded obstacle shape.
Figure 3.7: Formation of a combined body for collision probability be-
tween a rectangular robot and a rectangular obstacle with a set
range of possible orientations, γobst ∈ [γl−1obst, γlobst].
The collision probability can then be computed efficiently by exploiting the
separability of Gaussian distributions to decompose the obstacle position dis-
tribution into the product of 1D Gaussian distributions. The obstacle position
covariance ellipse must be aligned with the coordinate axes in order to be de-
coupled. However, the CB polygon must also be aligned with the coordinate
axes in order to define a tight rectangular integration region. Paielli et al. [65]
provide a method for normalizing the error covariance using a linear coordinate
transformation:
W = (
√
Σzobst)
−1 (3.15)
where WΣzobstW
T = I2×2. This transformation allows the obstacle position
distribution to be decoupled in any direction. An oriented bounding box
is then applied to the transformed combined body polygon, CBW , to de-
fine a tight rectangular integration region, and the coordinate frame is then
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rotated so that the transformed combined body is aligned with the coordi-
nate axes. This transformed, bounded and aligned CB region is defined as
CBRW . Decoupling the obstacle covariance along the coordinate axis allows
the ppolycoll (zrobot, µ
z
obst,Σ
z
obst, [γ
l−1
obst, γ
l
obst]) term to be bounded as:
ppolycoll (zrobot, µ
z
obst,Σ
z
obst, [γ
l−1
obst, γ
l
obst]) ≤ (3.16)∫
CBW
N ([µxobst]RW , 1) · N ([µyobst]RW , 1)
where [µzobst]
RW = ([µxobst]
RW , [µyobst]
RW ) are the coordinates of the obstacle origin
after the transformation and alignment.
Once aligned with the coordinate axes, the CBRW bounding box is defined
by the parameters (xCBmin, yCBmin, xCBmax, yCBmax). An upper bound on the collision prob-
ability for the given orientation range, γobst ∈ [γl−1obst, γlobst], can be computed as:
prectcoll (zrobot, µ
z
obst,Σ
z
obst, [γ
l−1
obst, γ
l
obst]) ≤ (3.17)
(Ψ(xCBmax − [µxobst]RW ; 0, 1)−Ψ(xCBmin − [µxobst]RW ; 0, 1))
· (Ψ(yCBmax − [µyobst]RW ; 0, 1)−Ψ(yCBmin − [µyobst]RW ; 0, 1))
where Ψ(z;µ, σ) = 1
2
[1 + erf( z−µ√
2σ2
)] is the 1D Gaussian cumulative distribution
function.
The steps of the polygonal collision probability bound calculation for an
arbitrary polygonal robot shape and a rectangular obstacle are shown in Fig-
ure 3.8. The top left image shows the initial scene, with a bounded obstacle
shape over the given orientation range, [γl−1obst, γ
l
obst]. The top right image shows
the combined body of the robot shape and the bounded obstacle shape, con-
structed as shown in Figure 3.7. The bottom left image shows the effects of the
linear transformation W , and the bottom right image shows the final configura-
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Figure 3.8: Depiction of polygonal collision probability bound calculation
between an arbitrary polygon region and a rectangular obsta-
cle for a known range of obstacle orientations. Top Left: the
initial scene. Top Right: the combined body of the obstacle
shape and the vehicle shape. Bottom Left: the effects of the
transformation W and the application of an oriented bound-
ing box. Bottom Right: integration over the aligned combined
body, CBRW , using the decoupled, normalized obstacle posi-
tion distribution.
tion after a rotation is applied to align the transformed CB with the coordinate
axes of the reference frame.
Collision Probability Analysis
The polygonal collision probability bound, ppolycoll (zrobot, µ
z
obst,Σ
z
obst, µ
γ
obst, σ
γ
obst) in
Equation 3.13, provides a tighter bound than a circular collision probability
bound, but this improvement in accuracy comes at a higher computational cost.
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In order to understand this trade-off, a close proximity obstacle interaction sce-
nario is evaluated. Figure 3.9 shows an interaction, in a robot centric coordinate
frame, between the robot vehicle and an obstacle trajectory prediction. A com-
parison is made for each point on the trajectory, k ∈ [1, 10], for three cases: a cir-
cular bound, and two versions of the polygonal bound (Eqn. 3.13 using nγ = 1
and nγ = 5). The true probability of collision is also computed using Monte
Carlo simulations. To improve computational performance, Equation 3.13 is
simplified by setting pcirccoll(zrobot, µ
z
obst,Σ
z
obst) = 1 and δγ = 0.99. This simplifica-
tion eliminates the need to compute pcirccoll(zrobot, µ
z
obst,Σ
z
obst) and is accurate for δγ
values close to one. This simplification is also used in all subsequent simula-
tions.
Figure 3.9 shows that the polygonal collision probability bound produces a
much tighter upper bound than the circular collision probability bound, espe-
cially at k = 4, where the obstacle vehicle is driving parallel to the robot in an
adjacent lane. This tighter upper bound still prevents unsafe situations, yet also
allows expected close proximity driving behaviors. The results in Figure 3.9 also
show that nγ = 1 provides nearly as tight of a bound as nγ = 5, but with a com-
putational cost nearly equivalent to that of the circular bound. The polygonal
bound performs the worst at k = 6, when the obstacle is aligned at a nearly 45◦
angle in the robot’s reference frame. This misalignment causes the bounding
box approximations to poorly fit the obstacle shape. However, cases such as
k = 6 only occur when the obstacle is blocking the robot’s lane of travel, and in
these situations, substantial over-approximations are acceptable.
To evaluate how the polygonal collision probability bound varies as a func-
tion of the obstacle angle uncertainty, the k = 4 case was reevaluated for
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Figure 3.9: Comparison of different collision probability approximations
for a sample close proximity obstacle interaction scenario. Top:
the relative trajectory of the robot and obstacle vehicles. Bot-
tom Left: collision probability comparison for each trajectory
point. Bottom Right: computation time comparison.
nγ ∈ [1, 10] over a range of obstacle angle standard deviations, σγobst, as shown
in Figure 3.10. The results show that when nγ > 3, the polygonal collision prob-
ability bound is tight compared to the true collision probability over the entire
tested range of obstacle angle standard deviations, σγobst ∈ [3◦, 43◦]. The nγ = 1
bound is most useful for cases with low obstacle angle uncertainty, σγobst < 20
◦;
however, the nγ = 1 bound still offers a significant improvement over the circu-
lar bound for σγobst < 35
◦. The polygonal bound does not, in general, converge
to the true probability as nγ → ∞; over-approximations still occur due to suc-
cessive bounding box approximations. A constant offset is also introduced by
using pcirccoll(zrobot, µ
z
obst,Σ
z
obst) = 1 in Equation 3.13.
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Figure 3.10: Collision probability bound for k = 4 as a function of standard
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3.3.5 Optimization Summary
The contingency planner uses a nonlinear, constrained numerical optimization
procedure, as defined in Equation 3.5, to find a locally optimal set of contin-
gency paths, parameterized by h. The appealing aspect of this constrained opti-
mization approach is the formulation: the optimization cost function can be de-
fined based on desirable path goals and behaviors, and optimization constraints
can be defined to enforce safety requirements and to ensure conformance with
vehicle limitations.
These costs are defined as a sum over discrete evaluation points, k ∈ [1, N ].
For this paper, the time interval between evaluation points, ∆teval, is set equal to
the obstacle prediction time step for convenience. This discrete formulation ap-
proximates a continuous integral over the path segments, but allows for simpler
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point-wise calculations.
The cost for the shared segment, Jshared(h,T), is defined as:
Jshared (h,T) = (3.18)
αa
n1∑
k=1
((axk)
2 + (ayk)
2)+αc
n1∑
k=1
(vxka
y
k − vykaxk)2︸ ︷︷ ︸
Jdynamicsshared
+
αd
n1∑
k=1
fprx(xk, yk)︸ ︷︷ ︸
Jstaticshared
+
αp
∑
T j∈T
p(T j)
∑
T∈T j
n1∑
k=1
f circcoll (xk, yk, T (k))︸ ︷︷ ︸
Jcollisionshared
and the cost for each contingency path, Jconting(h, T j) is defined as:
Jconting
(
h, T j) = (3.19)
αa
N∑
k=n1+1
((axk)
2 + (ayk)
2)+αc
N∑
k=n1+1
(vxka
y
k − vykaxk)2︸ ︷︷ ︸
Jdynamicsconting
+
αd
N∑
k=n1+1
fprx(xk, yk)︸ ︷︷ ︸
Jstaticconting
+αp
∑
T∈T j
N∑
k=n1+1
f circcoll (xk, yk, T (k))︸ ︷︷ ︸
Jcollisionconting
+αgfgoal(xN , yN)︸ ︷︷ ︸
Jgoalconting
where n1 is the number of discrete timesteps evaluated over the initial path seg-
ment and N − n1 represents the number of discrete timesteps evaluated along
each contingency path. The fprx term penalizes proximity to static obstacles as
defined in Equation 3.10, fgoal is the squared Euclidean distance between a given
path point and the goal point, and the f circcoll term is a circular collision probabil-
ity bound based on the bound in [37]. This circular bound is equivalent to the
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collision probability bound presented in Section 3.3.4, where both the robot and
the obstacle shapes are approximated by circles. Here, f circcoll is used as an under-
approximation of the true collision probability, where the width of the robot and
obstacle are used as their radii. This under-approximation results in low penal-
ties on expected close proximity obstacle interactions while allowing for an eas-
ier to optimize, orientation independent cost term. This under-approximation is
permissible because true collision probability bounds are used in the optimiza-
tion constraints to ensure path safety.
The α(·) parameters in Equations 3.18-3.19 are weights that govern the rela-
tive importance of each penalty term: the αa weighted term penalizes high ac-
celeration, the αc weighted term penalizes unnormalized path curvature, the αd
weighted term penalizes proximity to static obstacles, the αp weighted term pe-
nalizes high collision probabilities with dynamic obstacles, and the αg weighted
term penalizes the distance of the robot from its goal at the end of the planning
horizon.
The acceleration, curvature, and distance from goal terms are formulated
to be convex with respect to position, (x, y), and its derivatives, (vx, vy, ax, ay).
Unnormalized path curvature, (vxka
y
k − vykaxk), is used to maintain convexity and
is equivalent to weighting the path curvature by the robot velocity magnitude
cubed. The collision probability term f circcoll represents a unimodal cost hill in
the robot’s (x, y) space and behaves as a convex function away from the cost
peak. The static obstacle proximity term, fprx(xk, yk), is convex with respect to
the robot’s lateral offset from the center of the driving corridor.
A set of constraint functions,C(h), are evaluated at each timestep k along the
shared initial segment and along each contingency path, in order to ensure the
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optimized solution obeys the physical constraints of the robot and stays below
a required maximum probability of collision with dynamic obstacles. These
constraint functions are:
−(vxk−1vxk − vyk−1vyk)− βmax||vk−1|| · ||vk|| ≤ 0 (3.20)
(vxk)
2 + (vyk)
2 − v2max ≤ 0 (3.21)(
(axk)
2 + (ayk)
2
[af ]2max
)
+
(
(vxka
y
k − vykaxk)2
2[al]2max
)
− 1 ≤ 0 (3.22)
fprx(xk, yk)− 1 ≤ 0 (3.23)
−pmax +
∑
T∈T j
p(T )fpolycoll (xk, yk, θrobot,k, T (k)) ≤ 0 (3.24)
Equation 3.20 constrains changes in robot orientation between successive
timesteps, where the parameter βmax controls the maximum allowable change
in orientation (e.g. βmax = 0 equates to [∆θrobot]max = 90◦). Equation 3.21 en-
forces a maximum velocity constraint. Equation 3.22 enforces a maximum ac-
celeration constraint using an acceleration ellipse, where [af ]max is the maximum
allowable forward acceleration, [al]max is the maximum allowable lateral accel-
eration, and (vxka
y
k− vykaxk) is an approximation of the robot’s lateral acceleration,
which is equivalent to the robot’s lateral acceleration multiplied by the velocity
magnitude. Since (vxka
y
k − vykaxk) is an approximation, the constant  = 1m/s is
introduced to ensure consistent units. Equation 3.23 constrains the robot’s con-
figuration space to prevent collisions with static obstacle regions. Equation 3.24
constrains the maximum probability of collision between the robot following
the jth contingency plan and the dynamic obstacle trajectories in T j to be less
than pmax using the collision probability bound defined in equation 3.13, where
zrobot = [xk, yk] and θrobot,k are used to transform the calculation into a robot
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centric coordinate frame, and µzobst,Σ
z
obst, µ
γ
obst, σ
γ
obst are defined by T (k).
The fpolycoll constraint function in Equation 3.24 includes orientation informa-
tion, θrobot,k = tan−1(
vyk
vxk
), making this term non-convex. However, this con-
straint is necessary because it provides a formal bound on collision probability
and ensures the safety of the final set of contingency paths. This term ensures
all feasible optimization solutions are safe up to a probability of pmax. A circular
collision probability bound could be used here to improve convexity; however,
as described earlier, the circular probability bound is overly conservative and
prevents normal driving behaviors such as passing in adjacent road lanes.
3.4 Trajectory Clustering for Improved Computational Scaling
Equation 3.6 and Equation 3.9 show respectively that both the cost function
complexity and the number of optimization variables required by the proposed
contingency planning algorithm scale linearly with the number of obstacle pre-
diction permutations, ns. In turn, Equation 3.3 shows that ns scales exponen-
tially with the number of obstacles, no, and the number of trajectory predictions
for each obstacle, |Ti|. This exponential scaling effectively prevents any reason-
ably complex contingency planning algorithm, with existing levels of computa-
tional power, from performing real-time navigation in environments with more
than a small number of obstacles and possible goal states.
The number of required contingency plans can be reduced by clustering
obstacle prediction permutations prior to executing the Contingency Planner
based on similarities in their potential influence on the robot’s future path. This
allows the planner to use a fixed maximum number of contingency plans, nc, re-
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gardless of the number of obstacles and possible obstacle goals in the environ-
ment. Clustering similar predicted obstacle trajectory permutations provides
improved computational scaling because it allows the planner to ignore com-
binatorial permutations of obstacle predictions within trajectory clusters, un-
der the assumption that these permutations all have a similar influence on the
robot’s future path and can be safely approximated as simultaneously occurring
events. The planner is thus able to treat each cluster of trajectory permutations,
Cl, as the union of all possible trajectories contained in its constituent permu-
tations, Cl = ⋃T j∈Tl T j , where Tl ⊂ T represents the set of obstacle trajectory
permutations included in the lth cluster.
Trajectory clustering reduces the complexity of the planning problem from
planning an exponential ns number of contingency plans that each need to avoid
no obstacle trajectories, to planning a fixed nc number of contingency plans, that
each must avoid a linearly scaling
∣∣C l∣∣ = ∑noi=1 ∣∣T li ∣∣ number of obstacle trajec-
tories, where T li ⊂ Ti is the subset of possible trajectory predictions for obsta-
cle i included in the lth cluster. In the limit of clustering all predicted obsta-
cle trajectories into a single cluster, nc = 1, the Motion Planner would recover
the single path dynamic planning approach depicted in Figure 3.2(a), where
|C1| = ∑noi=1 |Ti|.
3.4.1 Trajectory Clustering
Clustering spatial trajectories is a popular a machine learning technique for
modeling the motion of people or other obstacles through a given environment.
Hierarchical methods are commonly used with trajectory clustering since sim-
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ple generative models are difficult to formulate. Fu, Hu, and Tan [22] present a
clustering method using both spectral and hierarchical clustering for identifying
common trajectories in traffic videos. Lee, Han, and Whang [54] identify simi-
lar sub-trajectories in a group of trajectories by first partitioning each trajectory
into a sequence of line segments and then clustering the line segments using a
hierarchical joining method. Non-hierarchical approaches have also been de-
veloped, including Gaffney and Smyth [23] who assume a generative model for
a set of trajectories and use the EM algorithm to learn the mixture assignments.
All of these approaches effectively group similar trajectories, but they have a
fundamentally different goal than a clustering algorithm designed to simplify
path planning.
The clustering algorithm outlined in this section is designed to maximize
dissimilarity between clustered sets of obstacle trajectory predictions in order
to capture the most important mutually exclusive obstacle decisions and uncer-
tainties with a smaller set of contingency plans, allowing the robot to maintain
the performance advantages of exhaustive contingency planning while requir-
ing less computation time. Figure 3.11 shows the Contingency Planning ar-
chitecture with Trajectory Clustering included as a preprocessing step between
Obstacle Prediction and Contingency Planning.
Using a fixed number of clusters, nc, where nc ≤ ns, Equation 3.6 can be
rewritten as:
J(h) = Jshared(h,C) +
∑
Cl∈C
p(Cl)Jconting(h, Cl) (3.25)
where C = {C1, . . . , Cnc} is a possible clustering of the obstacle trajectory pre-
dictions.
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Figure 3.11: Block diagram of the contingency planning architecture with
trajectory clustering.
Similarly, the dynamic obstacle cost term in Jshared can be redefined as:
Jcollisionshared = αp
∑
Cl∈C
p(Cl)
∑
T∈Cl
n1∑
k=1
f circcoll (xk, yk, T (k)) (3.26)
and the dynamic obstacle cost term in Jconting can be redefined as:
Jcollisionconting = αp
∑
T∈Cl
N∑
k=n1+1
f circcoll (xk, yk, T (k)) (3.27)
The dynamic collision probability optimization constraint in Equation 3.24 can
also be redefined as:
−pmax +
∑
T∈Cl
p(T )fpolycoll (xk, yk, θrobot,k, T (k)) ≤ 0 (3.28)
The goal of the trajectory clustering algorithm is to maximize dissimilarity be-
tween the obstacle predictions in different clusters. A probability weighted,
minimum relevant dissimilarity metric is formulated to capture the dissimilar-
ity between predicted obstacle trajectories, along with the relative occurrence
probabilities of the obstacle predictions in each cluster, and the potential im-
pact or relevance each obstacle prediction has on the robot’s potential path. For
clusters Ca, Cb, where a, b ∈ [1, nc], this metric is defined as:
diss(Ca, Cb) = p(Ca, Cb) · min
Ta∈Ca
(
wa · min
T b∈Cb
D(T a, T b)
)
(3.29)
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where p(Ca, Cb) is the joint probability of the obstacle predictions in both clus-
ters, wa is a relevancy weighting based on how likely predicted obstacle trajec-
tory T a is to affect the robot’s nominal path:
wa =
p(T a)
mink(µa(k)− zrobot(k))TΣa(k)−1(µa(k)− zrobot(k)) (3.30)
and D(T a, T b) is a dissimilarity metric that reflects the dissimilarity between
two predicted obstacle trajectories.
Using this dissimilarity definition, the optimal set of obstacle prediction tra-
jectory clusters is defined as:
Copt = arg max
C
(
min
Ca,Cb∈C
diss(Ca, Cb)
)
(3.31)
Dissimilarity Metric
The dissimilarity metric, D(T a, T b), in Equation 3.29 represents the likelihood
of two predicted obstacle trajectories having a similar influence on the robot’s
free configuration space. The potential influence of a predicted obstacle trajec-
tory on the robot’s free configuration space is found in an efficient manner by
representing the robot’s driving corridor, Dcorr, as the interior points of a set of
convex polygons. The set of driving corridor polygons is derived by decompos-
ing the driving corridor definition presented in Section 3.3.3 into a set of trape-
zoids, R1 through RnR . The polygonal collision probability bound presented
in Equation 3.13 is then applied to each polygon R(·) in Dcorr to provide a fast
probability bound on whether each discrete timestep along a predicted obstacle
trajectory, T (k), lies within the driving corridor. This probability bound is then
thresholded to determine whether T (k) ∈ Dcorr.
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Using this driving corridor inclusion definition, the dissimilarity metric,
D(T a, T b), can be defined as:
D(T a, T b) =
1
N
N∑
k=1
d(T a(k), T b(k)) (3.32)
where N is the total number of points in each trajectory and d(T a(k), T b(k))
is the dissimilarity between two 2D obstacle position distributions, T (·)(k) ∼
N (µ(·),Σ(·)), defined as:
d(T a(k), T b(k)) = (3.33)
1− 1
eM(T
a(k),Tb(k))
: T a(k) ∧ T b(k) ∈ Dcorr
1 : T a(k)⊕ T b(k) ∈ Dcorr
0 : T a(k) ∧ T b(k) /∈ Dcorr
where M(T a(k), T b(k)) is the squared Mahalanobis distance between T a(k) and
T b(k):
M(T a(k), T b(k)) = (µa − µb)T (Σa + Σb)−1(µa − µb) (3.34)
Trajectory points which coincide within the driving corridor have zero dis-
similarity. As two trajectory points diverge within the driving corridor their
dissimilarity grows until it reaches a maximum at d(T a(k), T b(k)) = 1 for two
points that have no chance of overlapping. A trajectory point within the driv-
ing corridor has a dissimilarity measure of d(T a(k), T b(k)) = 1 when compared
with any point outside of the driving corridor, and two trajectory points that lie
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entirely outside of the robot’s driving corridor have zero dissimilarity, meaning
that the clustering algorithm has no incentive to separate them.
Hierarchical Splitting Algorithm
The clustering optimization problem given in Equation 3.31 can be solved effi-
ciently by using a hierarchical splitting approach that exploits the underlying
structure of the problem. Since the clustering algorithm is performed over the
elements of T, which is a Cartesian product of the predicted obstacle trajecto-
ries for each obstacle, it is only possible to isolate a given obstacle trajectory
from the other possible trajectories for the same obstacle. This is equivalent to
splitting along a single dimension of the Cartesian product. This implies that,
for any cluster of trajectory permutations, Cl, a selected subset of obstacle tra-
jectories for obstacle i, τ ∗ ⊂ T li , can be isolated by splitting the total cluster into
new clusters, where one cluster contains τ ∗ and the other contains T li \ τ ∗. Both
clusters also inherit all of the trajectories from the other obstacles.
Clustering is thus performed by initializing a single cluster and performing
successive greedy splits in order to iteratively isolate the subset of trajectories
from a single obstacle, τ ∗, with the largest probability weighted, relevant dis-
similarity when compared to the rest of the trajectories in the cluster. This ap-
proach makes the best greedy split possible, based on the probability weighted,
relevant dissimilarity metric defined in Equation 3.29, while still preserving all
possible obstacle trajectory permutations.
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3.5 Dangerous Intersection Simulations
Monte Carlo simulations were conducted using a dangerous intersection sce-
nario in order to study the safety and performance of the proposed contingency
planning algorithm on a robot engaging in complex obstacle avoidance interac-
tions. This dangerous intersection scenario consists of a robot and one or more
obstacle vehicles navigating a four-way intersection with no stop signs or other
traffic rules. These simulations represent a worst case intersection scenario and
are designed to ensure efficient use of simulation runs by consistently forcing
the robot into interesting obstacle avoidance interactions. Due to the condensed
number of risky encounters, more aggressive braking and higher collisions fre-
quencies are expected compared to normal driving. Collision frequency results
are presented here as a relative metric of safety performance between path plan-
ning algorithms. Sections 3.5.1 and 3.5.2 present simulation results for a single
obstacle vehicle, while Section 3.5.3 presents two sets of simulation results for
multiple obstacle vehicles; a congested multiple obstacle case is presented in
Section 3.5.3 and a less-congested multiple obstacle case is presented in Sec-
tion 3.5.3.
In all simulations, obstacle vehicles are assigned a non-intelligent driving
behavior. This means that they completely ignore the robot while navigating
the intersection, even if a collision is imminent. This obstacle behavior elimi-
nates the effects of complex reciprocal robot/obstacle anticipation interactions
and allows for consistent analysis of the path planner performance. Obstacle
vehicles use a simplified, constraint free version of the numerical optimization
based path planner presented in Section 3.3 (Equations 3.18-3.19), but with the
Jcollision(·) collision probability terms omitted. This same simplified path planner
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is used as the obstacle prediction model, and each potential obstacle goal, (Turn
Left, Turn Right, Go Straight), is initialized with equal likelihood.
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Figure 3.12: Map of simulated scenario with possible initial robot/obstacle
distributions depicted by their covariance ellipses and possi-
ble goal points depicted as squares.
3.5.1 Single Obstacle Simulation Results
The initial conditions for the single obstacle simulations are depicted in Fig-
ure 3.12. The states of both the robot and the obstacle vehicle are randomly
initialized along one of the four road segments leading into the intersection and
both are randomly assigned one of four goal points along the road segments
leaving the intersection. Goal point selection is constrained to avoid U-turn ma-
neuvers. The possible initial position distributions and goal points are depicted
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in Figure 3.12. The obstacle vehicle is assigned a mean initial velocity of 5m/s
and the robot is assigned a mean initial velocity of 3m/s. This difference in
the initial velocity distributions biases the simulation towards more interesting
cases where the obstacle arrives at the intersection before the robot, forcing the
robot to actively react to and avoid the obstacle. Cases where the robot arrives
at the intersection sufficiently before the obstacle vehicle simply result in the
robot traversing the intersection unimpeded.
As a baseline comparison, three algorithms were run: 1) Multipath: the con-
tingency approach proposed in this paper which considers all possible obstacle
predictions individually (this is equivalent to using trajectory clustering with
nc = 3), 2) Singlepath: a single path variation of the Multipath planner where
a single contingency path is used that avoids all obstacle predictions (equiva-
lent to nc = 1), and 3) Static: a variation of the Singlepath planner which uses
a stationary obstacle prediction motion model (obstacles are predicted to not
move). All other optimization parameters are identical. Both the obstacle ve-
hicle and the robot use a pure pursuit based actuation controller [12] to follow
their planned paths. Simulations were run in MATLAB on a 3GHz Core i3 pro-
cessor running under Windows 7 and the path optimization solution was writ-
ten in C++ using the open source nonlinear optimization library IPOPT [81].
Figure 3.13 shows a sample planning result for each of these algorithms.
The Multipath planner, shown in Figure 3.13(a), produces an aggressive plan
for traversing the intersection since its multiple contingency paths can account
for each possible obstacle action independently. The Singlepath planner, shown
in Figure 3.13(b), is forced to take a conservative approach to the intersection
since it must avoid all possible obstacle trajectories simultaneously. The Static
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Figure 3.13: Sample planning result for each of the three tested algorithms
during a single planning cycle.
planner, shown in Figure 3.13(c), plans a clearly unsafe path because it is unable
to anticipate the future motion of the obstacle.
A total of nsim = 300 simulations were run, each 8 seconds in length, using a
maximum probability of collision threshold of pmax = 10%. This pmax threshold
was found to provide a good balance between driving performance and safety.
Four performance metrics were recorded: collision frequency, minimum dis-
tance to obstacle, average squared acceleration, and minimum distance to goal.
Statistics for these metrics, over the nsim = 300 runs, are listed in Table 3.1, where
µ(·) is the mean, and SE(·) is the standard error of the mean, SE(·) =
σ(·)√
nsim
. Ta-
ble 3.1 lists both the total percentage of simulations that resulted in a collision,
ntotcoll, and the percentage of at-fault collisions, n
fault
coll . At-fault collisions occur
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Table 3.1: Performance metrics for nsim = 300 single obstacle simulation
runs
min. distance to
obstacles
avg. squared
acceleration
min. distance to
goal
ntotcoll n
fault
coll µobst SEobst µacc SEacc µgoal SEgoal
Multi 2.00 0.00 3.81 0.155 1.43 0.065 12.13 0.33
Single 2.00 0.33 4.43 0.190 1.25 0.058 12.80 0.35
Static 18.00 10.0 2.63 0.151 1.57 0.064 11.36 0.36
units % % (m) (m/s2)2 (m)
when the robot is genuinely behaving dangerously and are defined as collisions
where the robot is still moving at a non-negligible speed, |vrobot| > 0.1m/s, at the
time of the collision. Collisions that do not meet this criteria are considered not-
at-fault because they likely would not result in a collision if the obstacle vehicle
had any avoidance capabilities.
The collision frequency results in Table 3.1 show that both the Multipath
and Singlepath planners experience far fewer total and at-fault collisions than
the Static planner. Table 3.1 also shows that the Multipath planner is more ag-
gressive in terms of obstacle spacing and speed through the intersection than
the Singlepath planner, but that it achieves this performance increase at the cost
of increased acceleration effort. Table 3.2 shows the paired t-test results for each
metric, indicating whether the difference in performance between the Multipath
planner and the Static and Singlepath planners are statistically significant. Ac-
ceptance of the null hypothesis, H = 0, indicates that the difference between the
two cases is not statistically significant. These tests indicate that all of perfor-
mance differences seen in Table 3.1 are statistically significant at the α = 0.05
79
Table 3.2: Paired t-test results for single obstacle simulations at α = 0.05
min. distance
to obstacle
avg. squared
acceleration
min. distance
to goal
comparison H P H P H P
Singlepath vs. Multipath 1 < 0.001 1 < 0.001 1 0.001
Static vs. Multipath 1 < 0.001 1 0.041 1 0.003
Figure 3.14: Average velocity as a function of simulation time. Shaded re-
gions reflect the one standard error of the mean (SEvel) uncer-
tainty bounds.
confidence level.
Figure 3.14 plots the velocity history of the robot averaged over all nsim = 300
simulations. This plot shows that the Multipath algorithm is more aggressive
that the Singlepath planner at the start of the simulation, due to its less conser-
vative assumptions about the obstacle’s future motion. The Singlepath planner
is less aggressive because it assumes all mutually exclusive obstacle predictions
are simultaneously occurring events. As the robot approaches the intersection
during a typical simulation run, the predicted obstacle trajectories cause the
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intersection to appear completely blocked, forcing the robot to apply its brakes
immediately. The Multipath planner, alternatively, is able to recognize that there
may be a clear path by the time the robot reaches the intersection and allows the
robot to postpone braking until it is necessary for safety reasons. This delayed
braking is visible in the t = 1 to t = 3 second range of Figure 3.14.
These results show that, while the performance of the Singlepath planner is
similar to the Multipath planner in terms of collision avoidance, the Singlepath
planner exhibits a more conservative driving style. The Multipath algorithm
performs much closer to the Static algorithm in terms of driving aggressiveness,
but is significantly safer, experiencing far fewer close calls and collisions.
3.5.2 Sensitivity to Collision Threshold
The maximum probability of collision threshold, pmax in Equation 3.24, limits
the robot’s aggressiveness with respect to obstacle interactions. To investigate
the effect of this parameter on the robot’s performance, nsim = 300 simulations
were run for a range of pmax values from 1% to 50%. Figures 3.15-3.19 plot the
average collision frequency and performance metrics as a function of pmax for
the Multipath, Singlepath, and Static planners.
Figures 3.15-3.16 plot the total and at-fault collision frequencies of each plan-
ning algorithm as a function of pmax. Lines corresponding to ntotcoll = pmax and
nfaultcoll = pmax are also plotted for reference. Figure 3.15 shows that at low values
of pmax (< 10%), there is little difference in total collision frequency between the
Multipath and the Singlepath planners, while at high values of pmax (> 40%),
both planners begin to approach the collision frequency of the static planner.
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Figure 3.15: Total collision frequency, ntotcoll, as a function of the collision
probability bound, pmax.
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Figure 3.16: At-fault collision frequency, nfaultcoll , as a function of the collision
probability bound, pmax.
Compared with the other planners, the collision frequency of the Static planner
is less sensitive to changes in pmax. Since the Static planner is unable to anticipate
obstacle motion, it encounters a high number of unavoidable collision scenarios,
such as merging into an obstacle or being cut off or hit in the side/back by the
obstacle; these cases are uncorrelated with pmax. Figure 3.16 shows a similar gen-
eral trend for at-fault collision frequencies, with the notable difference that the
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Singlepath and Multipath planners are effectively collision-free (nfaultcoll ≤ 0.33%)
for pmax ≤ 10%. Additionally, the Static planner still experiences a large number
of at-fault collisions over the entire range of pmax values.
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Figure 3.17: Average minimum distance to obstacle as a function of the
collision probability bound, pmax. Error bars indicate the stan-
dard error of the mean.
Figure 3.17 shows how the average minimum distance to obstacle metric
varies as a function of pmax. At very low values of pmax (< 3%), the performance
of the Multipath planner matches that of the Single path planner. As pmax in-
creases, both the Singepath and the Multipath planners approach the perfor-
mance of the Static planner; however, the Multipath planner does so at a faster
rate. These results are intuitive, since at low values of pmax, the Multipath plan-
ner attempts to avoid any possible obstacle trajectory, causing the robot to be-
have as conservatively as the Singlepath planner. At mid to high pmax values,
the Multipath planner is able to accept some collision risk and actively utilizes
its contingency plans to improve performance while maintaining low collision
frequencies. Finally, at very high pmax values, collision risk is relatively unim-
portant and the Singlepath planner approaches the aggressiveness of the other
planners.
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probability bound, pmax. Error bars indicate the standard error
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Figure 3.19: Average distance to goal as a function of the collision proba-
bility bound, pmax. Error bars indicate the standard error of
the mean.
Figures 3.18-3.19 plot the average squared acceleration and distance to goal
metrics as a function of pmax. Both of these plots show a similar trend: at very
low values of the pmax (< 3%), the Multipath planner matches the Singlepath
planner since both planners avoid any potential collision scenario. As pmax in-
creases, the Singlepath and the Multipath planners diverge to a small degree,
84
and both approach, then exceed the performance of the Static planner. The
acceleration results in Figure 3.18 suggest that the aggressiveness of the Mul-
tipath planner causes a net loss in acceleration performance compared to the
Singlepath planner over most of the tested pmax range. The Multipath planner
allows for smaller accelerations when the robot correctly recognizes that its path
is clear before entering the intersection. However, due to its increased aggres-
siveness, it also experiences larger decelerations in cases where the robot must
stop to avoid an obstacle. For the distance to goal metric, the Multipath planner
holds a noticeable advantage over the Singlepath algorithm for the range from
pmax = 5% to pmax = 30%. This advantage is due to the more aggressive driving
style of the Multipath planner. For pmax > 30%, collision probability becomes
less important and the Singlepath Planner again approaches the performance of
the Multipath planner.
3.5.3 Multiple Obstacle Simulation Results
Simulations for two scenarios were run to evaluate scaling, performance, and
the affects of traffic density in multiple obstacle encounters. These scenarios
were conducted using the obstacle trajectory clustering algorithm proposed in
Section 3.4.1. Both scenarios consist of a robot and two obstacle vehicles navigat-
ing the intersection scenario depicted in Figure 3.20. The first set of simulations
represents a congested scenario, where the robot and two obstacle vehicles all
reach the intersection at approximately the same time; the interior distributions
in Figure 3.20 depict the possible initial conditions for the robot and both ob-
stacle vehicles for these congested simulations. The second set of simulations
represents a less-congested scenario, where one obstacle reaches the intersec-
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Figure 3.20: Possible initial conditions for the multiple-obstacle simula-
tions. For congested simulations, the robot and both obsta-
cles are randomly assigned initial positions from the interior
distributions. For less-congested simulations, one obstacle is
initialized using one of the exterior distributions.
tion around the same time as the robot, but the other obstacle arrives later. The
first obstacle is randomly assigned an initial condition from the interior set of
distributions, as in the congested case, while the second obstacle is initialized
using one of the exterior distributions, as shown in Figure 3.20. Both sets of sim-
ulations included nsim = 500 runs, each for 8 seconds, using maximum cluster
values ranging between nc = 1 and nc = 4. The Static planner was also tested
to provide a baseline comparison. The Singlepath planner from the previous
section is equivalent to the nc = 1 case.
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Table 3.3: Performance metrics for nsim = 500 congested simulation runs
min. distance to
obstacles
avg. squared
acceleration
min. distance to
goal
nc n
tot
coll n
fault
coll µobst SEobst µacc SEacc µgoal SEgoal
1 2.0 0.0 2.59 0.09 1.80 0.048 14.44 0.22
2 1.4 0.0 2.55 0.09 1.86 0.049 14.27 0.24
3 2.0 0.0 2.54 0.09 1.93 0.050 14.21 0.23
4 1.4 0.0 2.53 0.09 1.97 0.051 14.15 0.23
Static 30.2 11.4 1.69 0.08 2.26 0.46 13.45 0.27
units % % (m) (m/s2)2 (m)
Congested Intersection
The congested simulations challenge the clustering algorithm since all predicted
obstacle trajectories for both obstacles are potentially important and influence
the robot over a similar time period. Table 3.3 presents the minimum distance to
obstacle, average squared acceleration, and distance to goal performance met-
rics evaluated over all nsim = 500 congested simulations. The total collision
frequency, ntotcoll, and total at-fault collision frequency, n
fault
coll , are also presented.
All metrics in Table 3.3 show clear trends as nc varies: the minimum distance
to obstacle and distance from goal metrics get smaller as nc increases, while the
average squared acceleration metric grows larger. The reason for these trends
is that using multiple contingency paths allows the robot to delay making de-
cisions, such as braking for obstacle avoidance, while there is still ambiguity
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Figure 3.21: Average velocity as a function of simulation time for the con-
gested simulations. Shaded regions reflect the one standard
error of the mean (SEvel) uncertainty bounds.
in an obstacle’s goal and while there is still time for the robot to react safely to
any possible outcome. Since the robot has a small likelihood of being able to
navigate the congested intersection without stopping, statistical differences in
robot’s performance as a function of nc are small. If, as in this scenario, the robot
delays braking but typically must stop and wait, the delayed braking decision
causes the robot to 1) stop closer to the obstacle and 2) brake more aggressively.
This ability to delay the braking decision also statistically improves the robot’s
performance with respect to the distance to goal metric. This delayed braking
is visible in the t = 2 to t = 4 second range of Figure 3.21, which shows the
velocity history of the robot averaged over all ns = 500 simulations. Despite
this delayed decision making, the contingency planner, at all nc values, has a
significantly lower collision frequency than the Static planner, and increasing nc
appears to have no correlation with an increase in collision frequency. Table 3.4
shows the paired t-test results for each metric, evaluating whether differences
in the metric between the nc > 1 cases and the nc = 1 case are statistically sig-
nificant. These tests indicate that the distance to obstacle and average squared
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Table 3.4: Paired t-test results for congested case at α = 0.05
min. distance
to obstacle
avg. squared
acceleration
min. distance
to goal
comparison H P H P H P
nc = 2 vs. nc = 1 1 0.018 1 0.009 0 0.153
nc = 3 vs. nc = 1 1 0.004 1 < 0.001 0 0.058
nc = 4 vs. nc = 1 1 0.006 1 < 0.001 1 < 0.001
acceleration metrics show a statistically significant change in performance over
the entire range of nc, while the distance to goal metric only becomes statistically
significant for the nc = 4 case.
Less Congested Intersection
The less-congested simulations allow for more obvious obstacle trajectory clus-
terings since one obstacle’s trajectories are clearly more important than those of
the other. These simulations are also less challenging for contingency planner
since the dynamic obstacles are more spread out both spatially and temporally.
Table 3.5 presents the performance metrics for the less-congested simulations.
The results show similar trends as in the congested simulations, with the min-
imum distance to obstacle and distance from goal metrics getting smaller as nc
increases, and the average squared acceleration metric growing larger. How-
ever, the changes in the minimum distance to obstacle and distance to goal met-
rics are more pronounced while the changes in the average squared accelera-
tion metric are nearly the same. Since the robot is less likely to require complete
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Table 3.5: Performance metrics for nsim = 500 less-congested simulation
runs
min. distance to
obstacles
avg. squared
acceleration
min. distance to
goal
nc n
tot
coll n
fault
coll µobst SEobst µacc SEacc µgoal SEgoal
1 2.2 1.2 3.10 0.094 1.82 0.055 14.53 0.300
2 1.4 0.8 2.95 0.086 1.87 0.058 13.95 0.299
3 1.8 0.8 2.86 0.086 1.98 0.062 13.71 0.297
4 1.4 0.6 2.89 0.083 1.97 0.061 13.66 0.301
Static 23.2 13.4 1.99 0.083 1.68 0.050 11.39 0.284
units % % (m) (m/s2)2 (m)
stops than in the congested simulations, it is better able to utilize available con-
tingency plans to improve performance. Additionally, there is negligible dif-
ference between the nc = 3 and nc = 4 cases, reflecting the fact that the robot
primarily must consider only one important obstacle at a time, reducing the
number of important obstacle prediction clusters to three. Figure 3.22 shows
the average velocity profiles for the less-congested simulations. These velocity
profiles show that 1) the robot requires less braking to navigate the intersection
compared to the congested simulations (Figure 3.21) and 2) there is a significant
difference between the conservativeness of the nc = 1 case and the nc > 1 cases.
Table 3.6 shows the paired t-test results for the less-congested simulations.
These tests show an increase in the statistical significance of the distance to ob-
90
Figure 3.22: Average velocity as a function of simulation time for the less-
congested simulations. Shaded regions reflect the one stan-
dard error of the mean (SEvel) uncertainty bounds.
Table 3.6: Paired t-test results for less-congested case at α = 0.05
min. distance
to obstacle
avg. squared
acceleration
min. distance
to goal
comparison H P H P H P
nc = 2 vs. nc = 1 1 < 0.001 0 0.089 1 < 0.001
nc = 3 vs. nc = 1 1 < 0.001 1 < 0.001 1 < 0.001
nc = 4 vs. nc = 1 1 < 0.001 1 < 0.001 1 < 0.001
stacle and distance to goal metrics, while the significance of the average squared
acceleration metric is similar to the congested case.
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Table 3.7: Computation time statistics
single obstacle multi-obstacle
congested
multi-obstacle
less-congested
nc µcomp σcomp µcomp σcomp µcomp σcomp
1 0.035 0.14 0.21 0.54 0.38 0.73
2 - - 0.31 0.77 0.47 0.89
3 0.054 0.14 0.44 1.02 0.57 1.06
4 - - 0.53 1.23 0.62 1.16
Static 0.032 0.07 0.23 0.39 0.18 0.34
units s s s s s s
3.5.4 Computational Performance
Table 3.7 shows computation time statistics for each of the presented simulation
scenarios. The computation time mean, µcomp and standard deviation, σcomp, are
included for each value of nc and for the static path planner. For the single ob-
stacle case, the Multipath planner experiences a maximum of ns = 3 obstacle
predictions and is equivalent to setting nc = 3. Similarly, the Singlepath plan-
ner is equivalent to nc = 1. The single obstacle results show that the Multipath
planner is capable of real-time performance for up to three simultaneous con-
tingency paths, with nominal rates greater than 10Hz.
The multiple obstacle computation time results in Table 3.7 show that real-
time contingency planning for nc ≥ 4 is difficult, and that the exponential scal-
ing of exhaustive contingency planning is not a feasible option. In both the
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congested and less-congested scenarios the mean computation time varies ap-
proximately linearly with nc. The slight increase in average computation time
for the less-congested simulations relative to the congested simulations is due
to the more spaced out obstacles in the less-congested simulations forcing the
robot to perform non-trivial path planning over a longer portion of the simula-
tion time window. The clustering algorithm was written in Matlab and took be-
tween 0.1 and 0.45 seconds. The dominant computational cost in the clustering
algorithm is the driving corridor inclusion evaluation, which is not dependent
on the maximum number of clusters nc and grows linearly with the number of
obstacle predictions.
3.6 Conclusions
A novel contingency path planning algorithm is presented which provides a
framework for the inclusion of anticipated, probabilistic obstacle motion in the
planning process. This planner uses a novel path optimization algorithm to si-
multaneously optimize multiple continuous contingency paths with a shared
initial segment, allowing the robot to account for multiple mutually exclusive
obstacle predictions while maintaining a deterministic path to execute at the
current timestep. The path optimization formulation uses a spline based con-
tingency path representation, and associated cost and constraint definitions, to
enable fast optimization of the continuous contingency paths. A novel colli-
sion probability bound is also proposed which enables efficient computation
of a tight bound on point-wise collision probability between oriented polygons
with uncertain relative positions and orientations. This tight bound is critical to
prevent over-conservative behavior in common road driving scenarios. Addi-
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tionally, an algorithm for clustering obstacle trajectories is presented to enable
this contingency planning approach to scale to more complex, multi-obstacle
environments. Simulation results show that the presented Multipath algorithm
is as safe in terms of collision frequency as the more conservative Singlepath ap-
proach, but is more aggressive in terms of obstacle spacing, and is faster through
intersections. These results also hold for a wide range of values for the colli-
sion probability threshold, pmax. Similar performance trends occur when using
trajectory clustering in multiple obstacle scenarios. As the number of allowed
clusters, nc, increases, the robot experiences increases in aggressiveness in terms
of obstacle spacing and speed through intersections, with no associated increase
in collision probability.
Future goals for this research focus on improving models for obstacle pre-
diction, in order to allow the proposed contingency planning framework to be
applied to a wider array of real world driving scenarios. Model improvements
being investigated include 1) learning obstacle behavior from previous interac-
tions, 2) modeling additional obstacle types such as pedestrians and bicyclists,
and 3) using both formal and social traffic rules to identify a broader set of pos-
sible obstacle intents.
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CHAPTER 4
EXPERIMENTAL EVALUATION OF A CONTINGENCY BASED PATH
PLANNER FOR AUTONOMOUS DRIVING
Abstract
This paper presents simulation and experiment results for a contingency based
path planner used for probabilistic collision avoidance in an autonomous road
vehicle interacting with human driven obstacle vehicles at an uncontrolled four-
way intersection. Tested scenarios are designed to consistently force the au-
tonomous vehicle into dangerous collision avoidance interactions. A system for
integrating virtual obstacle vehicles is used to safely test live collision avoid-
ance interactions. The contingency planning approach is compared with a non-
contingency approach as well as with the path planner used by Cornell in the
2007 DARPA Urban Challenge. Implementation challenges and limitations of
the contingency planning approach are also discussed.
4.1 Introduction
Robustly adapting to and interacting with dynamic obstacles is a critical compo-
nent in achieving safe, reliable autonomous driving systems. Autonomous road
vehicles must be able to safely handle a wide range of obstacle behaviors and
traffic types. Recent autonomous driving experiments such as the 2007 DARPA
Urban Challenge have demonstrated that reactionary planning systems and de-
terministic obstacle handling logic can provide reasonable driving performance
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when obstacles are well behaved and strictly follow predefined traffic rules [10];
however, these approaches break down and can lead to dangerous interactions
when the autonomous vehicle experiences unusual obstacle behavior or during
complex, unplanned interaction scenarios [20].
Dynamic obstacle uncertainty can be mitigated to some degree using net-
worked communication, either through intelligent convoys [9][71], or through
cooperative communication between intelligent vehicles [43][39]. For au-
tonomous driving in the presence of dynamic obstacles with uncertain inten-
tions, probabilistic obstacle anticipation models can provide critical information
for planning and collision avoidance. Obstacle predictions based on inferred ob-
stacle goals have been applied to mobile robots [63], autonomous road vehicles
[17] [3], and air traffic control systems [37]. Similar anticipation models have
also been developed for predicting the motion of pedestrians [88].
This paper presents simulation and experiment results that explore the ef-
fectiveness of incorporating anticipated obstacle motion into the path planning
and decision making process, as well as the benefits and limitations of planning
multiple continuous contingency paths to explicitly account for the possible mu-
tually exclusive behaviors and maneuvers a dynamic obstacle might take.
The rest of the paper is organized as follows. Section 4.2 provides an
overview of Cornell’s autonomous vehicle platform Skynet. Section 4.3 presents
a human-in-the-loop virtual obstacle interface which enables the safe testing
of dangerous collision avoidance scenarios. Section 4.4 presents a general
overview of the simulation and experiment setup. Section 4.5 presents live
experiment results using a single human driven obstacle vehicle. Section 4.6
presents simulation results using prerecorded obstacle trajectories. Section 4.7
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presents simulation results for both single and multiple human driven obstacles
and Section 4.8 provides conclusions.
4.2 Autonomous Vehicle System Overview
Cornell’s autonomous vehicle platform Skynet is an autonomous 2007 Chevro-
let Tahoe. The basic architecture of Skynet’s perception and planning systems is
shown in Figure 4.1.
Figure 4.1: Block diagram of the contingency planning procedure.
A detailed overview of Skynet’s Sensors, Obstacle Tracking, and Route Plan-
ning systems can be found in Miller et al. [60]. In depth coverage of the dy-
namic contingency planning approach used in the Motion Planning and Colli-
sion Avoidance block can be found in Hardy and Campbell [32]. The system
details presented here are intended to provide context for the experimental re-
sults presented in this paper. Section 4.2.1 provides an overview of the Sensor
block, as well as the computation platform and mechanical actuation systems on
Skynet. Section 4.2.2 provides an overview of the Obstacle Tracking and Route
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Planning blocks. Section 4.2.3 provides an overview of the dynamic contingency
planning approach used for motion planning and collision avoidance.
4.2.1 Sensors, Computation, and Actuation
Skynet’s perception system is designed to localize Skynet in a global reference
frame and to track static and dynamic obstacles in a relative reference frame.
Localization is achieved using GPS, IMU, and vehicle odometry measurements.
An overview of Skynet’s tightly-coupled pose estimation solution can be found
in Miller et al. [62]. Skynet senses static and dynamic obstacles in its environ-
ment using a combination of laser rangefinders, radar, and vision cameras.
Figure 4.2: Mechanical actuators for brake and steering commands (left).
Computation and dedicated timing microcontrollers (right).
The perception system avoids potential Windows timing and thread
scheduling problems by accurately timestamping each sensor measurement us-
ing a dedicated microcontroller. This allows each estimation algorithm to main-
tain correct temporal ordering of data while tolerating common deviations in
thread scheduling and execution times. Driving commands are executed on
the vehicle using a custom steering, brake, and transmission actuation system.
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Figure 4.2 shows the mechanical steering and brake actuators as well as the
computer housing and the sensor microcontrollers.
4.2.2 Obstacle Tracking and Route Planning
The Obstacle Tracking and Route planning blocks are preprocessing steps that
detect, identify and track dynamic obstacles and create high level navigation
and behavior goals respectfully. The Obstacle Tracking block is responsible for
identifying unique dynamic obstacles, tracking these obstacles between sensor
measurements, and estimating their continuous state. Tracking is performed
using a Rao-Blackwellized particle filter which uses a particle filter to solve the
data association problem and a bank of extended Kalman filters (EKFs) to esti-
mate the continuous state of each dynamic obstacle. A detailed overview of this
obstacle tracking algorithm can be found in Miller et al. [61]. The output of this
tracking algorithm is a set of Gaussian state estimates for each dynamic obstacle
in the robot’s environment.
The Route Planning block is responsible for planning an optimal route along
the robot’s a priori road network map. This high-level planning process also
serves as finite state machine controlling transitions between driving behaviors
such as stay-in-lane, parking, and blockage recovery. The output of the Route
Planning block is a set of navigational waypoints defining a nominal path for
the robot over a short time horizon.
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4.2.3 Motion Planning and Collision Avoidance
Dynamic obstacles identified and tracked in the Obstacle Tracking block not
only have uncertainty in their current state due to sensor error and data associ-
ation errors, they also have large uncertainties in their intent and in their future
state trajectory. Popular approaches to predicting the motion of dynamic obsta-
cles include using constant velocity and constant curvature models such as in
[47], or predicting an obstacle along an assumed path either from a priori infor-
mation about the environment or from an environmental decomposition such
as a tangent graph [63]. However, these approaches oversimplify the problem
and are insufficient for capturing complex, goal oriented obstacle behavior.
For the specific case of autonomous road vehicles, it is possible to utilize the
known structure of the environment to make assumptions about the possible
goals of a dynamic obstacle. The Tartan Racing team implemented a predic-
tion strategy on their DUC robot which made deterministic trajectory predicts
for each dynamic obstacle in the scene along every reachable path on the road
network over a limited planning horizon [17]. This approach allows the robot
to model multi-modal obstacle intent, however the deterministic nature of the
obstacle predictions in [17] makes the robot’s collision probability assumptions
overconfident.
In previous work, [32], an obstacle prediction strategy is adopted where mul-
tiple probabilistic motion predictions are made for each dynamic obstacle based
on their possible discrete goal modes as determined by an a priori map of the
road network.
Here, uncertainty in the future state evolution of the robot’s environment
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is encoded as a set of mutually exclusive obstacle predictions. In this frame-
work, a separate contingency path is planned for each possible permutation of
predicted obstacle trajectories. The approach used here further constrains these
contingency paths to share the same initial segment. By using a single shared
path segment at the start of the path, the Contingency Planner can provide the
robot with an immediate deterministic action. Multiple distinct contingencies
are maintained for the rest of the path to account for uncertainty in the evolu-
tion of the robot’s dynamic environment.
(a) Single Path (b) Weighted Combination (c) Shared Segment
Figure 4.3: A comparison of different strategies for path planning using
mutually exclusive sets of obstacle predictions.
This partially shared contingency planning approach is preferable to al-
ternate approaches, such as planning a single path which attempts to avoid
all obstacle predictions simultaneously as shown in Figure 4.3(a), or taking
a weighted combination of independent contingency paths as shown in Fig-
ure 4.3(b). Planning a single path is overcautious and ignores the fact that the
obstacle goal sets are mutually exclusive, while taking a weighted combination
of independent contingency paths offers no guarantees on the safety of the com-
bined path. Sharing the initial segment of each contingency path, as shown in
Figure 4.3(c), gives the robot a deterministic action to execute at the current time
step while maintaining the independence of future contingencies. The proposed
contingency planning procedure is shown in Figure 4.1. The trajectory cluster-
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ing algorithm functions as a preprocessing step to reduce the complexity of the
obstacle predictions prior to contingency planning.
Obstacle Prediction
Each obstacle trajectory prediction for a given goal mode is initialized using the
obstacle state estimate at the current timestep and propagated forward in time
using a probabilistic motion model. This motion model can vary in complexity
from a simple path following model that tracks the center of the driving lane,
to a more complex path planner tuned to each obstacle type. For linear models,
this propagation can be performed using the prediction step of the Kalman Filter
and for nonlinear, non-differentiable motion models, this propagation can be
performed using an algorithm such as the Unscented Transform [42].
For the simulations and experiments presented in this paper, a simple pure
pursuit path following model [12] with linear velocity feedback control was
used for the obstacle prediction model. This model is used for two reasons:
1) to demonstrate that even low fidelity obstacle prediction models can signif-
icantly improve planning robustness and reliability and 2) to enable real time
implementation of the Motion Planning and Collision Avoidance layer.
The output of this obstacle prediction for the ith dynamic obstacle is a set of
predicted obstacle trajectories, Ti. Each trajectory prediction, T ∈ Ti, is repre-
sented as a sequence of obstacle state distributions over N timesteps into the
future:
T = {(µi,Σi), (µˆi, Σˆi)1, . . . , (µˆi, Σˆi)N} (4.1)
where (µi,Σi) represents the current state estimate of obstacle i and (µˆi, Σˆi)k
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represents a predicted obstacle state distribution at future timestep k.
For multiple dynamic obstacles, the set of all possible permutations of pre-
dicted obstacle trajectories is defined as:
T = T1 × T2 × . . .× Tno (4.2)
where T is the Cartesian product of the predicted obstacle trajectory sets for all
no obstacles. The total number of possible obstacle trajectory permutations in
the environment, ns, is defined as:
ns =
no∏
i=1
|Ti| (4.3)
Trajectory Clustering
The goal of contingency planning is to generate a set of planned paths that ac-
count for all possible evolutions of the robot’s environment. In this framework,
a separate contingency path is planned for each possible permutation of pre-
dicted obstacle trajectories. Equation 4.3 shows that the number of possible
permutations, ns, scales exponentially with the number of obstacles, no, and the
number of trajectory predictions for each obstacle, |Ti|. This exponential scaling
in the number of required contingency paths can be avoided by clustering the
obstacle prediction permutations prior to executing the Contingency Planner
based on similarities in their potential influence on the robot’s future path. This
allows the Contingency Planner to use a fixed maximum number of contingency
plans, nc, regardless of the number of obstacles and possible obstacle goals in
the environment. Clustering similar predicted obstacle trajectory permutations
provides improved computational scaling because it allows the planner to ig-
nore combinatorial permutations of obstacle predictions within trajectory clus-
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ters, under the assumption that these permutations all have a similar influence
on the robot’s future path and can be safely approximated as simultaneously
occurring events.
Path Optimization
The contingency planning problem is formulated as a constrained optimization
problem and can be solved using well known convex optimization techniques,
including interior point methods [21] and sequential quadratic programming
methods [8]. The optimization cost function is defined based on desirable path
goals and behaviors, and optimization constraints are defined to enforce safety
requirements and to ensure conformance with vehicle limitations. Obstacle mo-
tion predictions are included in the path planning process both as a proximity
bias in the path optimization objective function and as a constraint requiring all
paths to satisfy a set maximum collision probability threshold.
4.3 Virtual Obstacle Integration
A virtual obstacle framework was developed in order to provide a safe frame-
work for testing planning decisions during dangerous collision avoidance sce-
narios. An open source driving simulator was adapted to function as an ex-
ternal driving simulation environment to provide two-way interaction between
Skynet and one or more human controlled virtual obstacle vehicles. The sim-
ulation environment used for this purpose is The Open Racing Car Simulator
(TORCS) [16]. This virtual obstacle vehicle approach enables safe testing of dan-
gerous collision avoidance scenarios while providing realistic two-way interac-
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tions with human driven obstacle vehicles.
Figure 4.4 shows a block diagram of the Skynet planning architecture with
the driving simulator interface. Virtual obstacle information from the driving
simulation is received by the Obstacle Tracking block of Skynet’s architecture
and is appended to the list of tracked obstacles that is broadcast to the Route
Planning and Obstacle Prediction blocks. The Obstacle Tracking block also
broadcasts Skynet’s current pose estimate to the external driving simulator, al-
lowing the human obstacle driver to interact with Skynet in real time.
Figure 4.4: Block diagram of the Skynet architecture with the Driving Sim-
ulator as an external source of obstacle information.
Wireless communication between the driving simulator and Skynet is con-
ducted over an existing wireless bridge that was designed to allow the Skynet
chase vehicle to monitor Skynet’s sensor inputs in real-time. Human drivers
interface with the driving simulator using a Logitech G27 Racing Wheel periph-
eral which supplies both steering and pedal inputs. Figure 4.5 shows the driving
simulator setup during an experiment.
Implementation challenges with the use of virtual obstacle vehicles include
wireless communication limitations and driving realism and fidelity for the hu-
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Figure 4.5: The driving simulator in use during an experiment.
man obstacle drivers. The limited range of the wireless bridge and need for
continuous line-of-site between a base station and Skynet placed restrictions
on the test site location. To meet these requirements, intersection testing was
performed in an on-campus parking lot using a virtual intersection map. This
allowed the base station to be placed close to the intersection and provided clear
line-of-site for the entire testing area.
Driving realism was also a concern both because the driving simulation soft-
ware was designed as a racing simulation and because the Logitech driving pe-
ripherals used lack realism compared to advanced driving simulators such as in
[19]. To address these concerns, a custom car model was used that more closely
approximates the power and performance of a standard production vehicle and
each human driver was allowed to practice on the virtual test course until they
felt comfortable controlling the obstacle vehicle. Despite these precautions, the
human-in-the-loop experiments in Sections 4.5 and 4.7 experience a small num-
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ber of instances where inadvertent over-steering and under-steering by virtual
obstacle drivers caused minor collisions even when Skynet was behaving safely.
Along with providing real-time human driven obstacle interactions for
Skynet in live testing situations, the driving simulator is also able to provide
both prerecorded and real-time obstacle interactions through the Skynet simu-
lation environment. Prerecorded human driven obstacle trajectories are used
in Section 4.6 to provide consistent test conditions and enable large numbers
of simulations. Simulations using human-in-the-loop obstacle interactions are
used in Section 4.7 to extend the live experiment results presented in Section 4.5.
4.4 Experiment Setup
The experiment and simulation results presented in this paper involve Skynet
tasked with navigating a four way intersection in the presence of one or more
human driven obstacle vehicles with no stop signs or traffic rules. The human
drivers are instructed to drive through the intersection under the assumption
that they have the right-of-way. Skynet is then tasked with navigating the inter-
section while avoiding dynamic obstacles. These simulations represent a worst
case intersection scenario and are designed to ensure efficient use of simulation
runs by consistently forcing the robot into interesting obstacle avoidance inter-
actions. Unlike the simulation results presented in [32], both the experiments
and simulations presented here occur asynchronously to Skynet’s planning and
collision avoidance computations. Additionally, all dynamic obstacles are con-
trolled by human operators, either in the form of prerecorded human controlled
obstacle trajectory data, or in the form of a live human driver in a two-way driv-
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ing simulation.
Due to the condensed number of risky encounters, more aggressive brak-
ing and higher collisions frequencies are expected compared to normal driving.
Collision frequency results are presented here as a relative metric of safety per-
formance between path planning algorithms. As discussed in Section 4.2.3, the
obstacle prediction model used in Skynet is only a rough approximation of hu-
man driven obstacle behavior. Additionally, in simulations using prerecorded
obstacle trajectories, the obstacles behave with no regard for the autonomous
vehicle since their trajectories are recorded off-line in an obstacle free environ-
ment.
All simulation and experimental results provide a comparison between three
planning algorithms: 1) Multipath: the contingency approach proposed in [32]
which plans separate contingency paths for nc mutually exclusive clusters of
obstacle prediction permutations, 2) Singlepath: a single path variation of the
Multipath planner where a single contingency path is used that avoids all ob-
stacle predictions (equivalent to nc = 1), and 3) DUC: The path optimization
algorithm used by Skynet in the DUC as described in [60],[33] where dynamic
obstacles are treated as stationary. All other optimization parameters are iden-
tical. The error bounds associated with the average velocity and brake pres-
sure results presented in this paper indicate one standard error of the mean,
SE = σ√
nsim
, unless otherwise indicated. Simulations were run in the C# Skynet
simulation environment and the path optimization solution was written in C++
using the open source nonlinear optimization library IPOPT [80].
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4.4.1 Collision Classification
The driving controls used in the virtual obstacle simulation environment pre-
sented in Section 4.3 only provide a low fidelity simulation of real driving for
the human operator. This lack of realism is minimized by allowing the human
drivers to practice driving in the driving simulation environment. However,
unfamiliarity with the simulation driving controls led to a small number of
collision scenarios in which unintended understeer or oversteer by the human
driver resulted in a collision between the human driven obstacle vehicle and
the autonomous vehicle either as the autonomous vehicle was still approach-
ing the intersection, or after the autonomous vehicle had safely stopped prior to
entering the intersection.
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Figure 4.6: Collision classification scenarios between the autonomous ve-
hicle (blue) and a human driven obstacle vehicle (red).
Figure 4.6 presents three scenarios from the human-in-the-loop simulations
in Section 4.7. Figure 4.6(a) shows a typical collision where both the robot (blue)
and the obstacle vehicle (red) are partially at fault. Figure 4.6(b) shows a not-at-
fault collision where the robot stopped safely before the intersection but was still
hit by the obstacle vehicle due to unintended understeer. Figure 4.6(c) shows a
similar not-at-fault collision where the robot stopped safely before the intersec-
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tion but was hit by the obstacle vehicle due to unintended oversteer.
Collision frequency statistics for both the experimental trials in Section 4.5
and the human-in-the-loop simulations in Section 4.7 are presented using these
at-fault and not-at-fault labels. At-fault collisions should be considered cases
where the robot was genuinely behaving in an unsafe manner. Not-at-fault col-
lisions are strictly a result of the human obstacle driver failing to maintain their
lane during a turn.
4.5 Experiments
This section presents experimental results for the autonomous vehicle system
described in Section 4.2. Figure 4.7 shows the experiment setup, with tested
Skynet maneuvers in blue and obstacle vehicle maneuvers in red. A total of
56 test runs were performed per planner using four human obstacle drivers.
For these experiments, the MultiPath planner was allowed to plan up to three
contingency paths to account for all possible obstacle trajectories.
Figures 4.8 and 4.9 present the average brake pressure and velocity of the
robot for each of the three tested algorithms. These results indicate that the Mul-
tiPath planner is slightly more aggressive than the SinglePath planner, while
both are significantly more conservative than the DUC planner. Figure 4.10
shows both how close the robot came to the obstacle for every simulation run
and how fast the robot was traveling at this closest point. This plot provides
an indication of the robot’s aggressiveness in terms of obstacle spacing as well
as an indication of how cautiously the robot behaves around dynamic obsta-
cles. Points on the top left of the plot represent dangerous interactions because
110
−30 −20 −10 0 10 20 30
−30
−20
−10
0
10
20
30
x position (m)
y p
os
itio
n (
m)
Skynet start points
Virtual obstacle start point
Possible Skynet path
Possible virtual obstacle path
Figure 4.7: Experiment setup with possible robot maneuvers in blue and
virtual obstacle maneuvers in red.
Figure 4.8: Average brake pressure as a function of experiment time.
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Figure 4.9: Average velocity as a function of experiment time.
they represent situations where the robot comes into close proximity with the
dynamic obstacle while traveling at a relatively high rate of speed. The DUC
planner interactions are clustered around this top left corner, indicating that the
DUC planner experienced a much higher frequency of close calls and dangerous
interactions than either the SinglePath or the MultiPath planners.
Skynet experienced one collision for each planner type during the exper-
iments. Both the SinglePath and MultiPath planners experienced one not-at-
fault collision while the DUC planner experienced one at-fault collision (nfaultcoll =
1.8%). These collision scenarios are shown in Figure 4.11. The at-fault collision
experienced by the DUC planner is consistent with the high rate of dangerous
interactions shown in Figure 4.10.
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Figure 4.10: Velocity at minimum distance to obstacle for each experiment
run.
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Figure 4.11: Collisions experienced during live testing.
4.6 Simulation Results Using Prerecorded Obstacle Trajecto-
ries
This section presents simulation results from the Skynet simulator using prere-
corded obstacle trajectories. The goal of these simulations is to provide a direct
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comparison between the performance of the different planning algorithms us-
ing identical simulation conditions and a high volume of simulation runs. A to-
tal of 120 obstacle trajectories were recorded by four human drivers performing
three distinct intersection maneuvers: turn left, drive straight, and turn right.
4.6.1 Single Obstacle Timing Sensitivity
To study the effects of timing on the relative planning performance of each al-
gorithm, a single obstacle simulation was repeated with the robot starting at
varying distances from the intersection. A total of 360 simulations were run
for each starting distance. Figure 4.12 shows the possible simulation configu-
rations. These simulations are designed to determine whether the performance
advantages of the MultiPath planner compared to the SinglePath planner are
dependent on what time the robot reaches the intersection relative to the obsta-
cle vehicle. Figures 4.13 and 4.14 show the maximum average brake pressure
and maximum average velocity, respectfully, as a function of the robot’s start-
ing distance from the intersection. The brake pressure results show that the
MultiPath planner exhibits decreased breaking compared with the SinglePath
planner over the entire range of tested starting distances. The velocity results
show a similar trend except for the case where the robot starts at a distance
of 18.4 meters from the intersection. In this case the SinglePath and MultiPath
planners have similar peak velocities. Figure 4.15 shows the average velocity
profiles for each planner at the 18.4 meter distance. These results show that
while the MultiPath has a similar peak velocity as the SinglePath planner, it is
able to maintain a higher average velocity after this point.
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Figure 4.12: Simulation setup for timing sensitivity study with possible
robot maneuvers in blue and virtual obstacle maneuvers in
red.
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Figure 4.13: Maximum average brake pressure as a function of robot start-
ing distance from intersection.
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Figure 4.14: Maximum average velocity as a function of robot starting dis-
tance from intersection.
Figure 4.15: Average velocity as a function of simulation time for a starting
distance of 18.4 meters from the intersection.
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Figure 4.16: Collision frequency as a function of robot starting distance
from intersection.
Figure 4.16 shows the collision frequency for each planner as a function of
the robot’s starting distance from the intersection. The use of prerecorded ob-
stacle trajectories and low fidelity obstacle predictions mean that these collision
results are not generalizable as a measure of real driving safety. However, these
results show that the increased aggressiveness of the MultiPath planner is not
associated with any increase in collision frequency relative to the SinglePath
planner.
4.6.2 Multiple Obstacle Scaling
This section presents results for simulations with 3 simultaneous playback ob-
stacles. These simulations are designed to assess the computational limitations
of the contingency planning approach. Figure 4.17 shows the initial conditions
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Figure 4.17: Simulation setup using 3 prerecorded obstacle drivers with
possible robot maneuvers in blue and virtual obstacle maneu-
vers in red.
and possible maneuvers for each vehicle in the simulation. The prerecorded ob-
stacle trajectories are rotated about the intersection center to provide obstacle
data from three different directions. As the robot approaches the intersection, it
must deal with 27 possible obstacle trajectory permutations. Trajectory cluster-
ing is performed to reduce the number of required contingency plans to a tested
range of nc = [1, 4]. The nc = 1 case is equivalent to the SinglePath planner.
Figure 4.18 shows the computation time results for each of the tested val-
ues of nc. The thick lines represent the mean path optimization time at each
timestep, while the thinner lines indicate the upper bound of a two tailed 95%
confidence region computed using an empirical cumulative distribution func-
tion. The path optimization was automatically terminated after a maximum
computation time of 0.5 seconds. These results show that all tested values of
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Figure 4.18: Average (bold) and two-tailed 95% confidence upper bound
(thin) for path optimization time as a function of simulation
time.
nc were well within these computational limitations, though the nc = 4 case
likely experiences a small number optimization terminations due to excessive
computation time.
Figure 4.19 shows the average brake pressure profile for each of the tested
nc values. These results show that increasing nc beyond nc = 2 allows the robot
to delay braking as it approaches the congested 3-car intersection. The nc = 2
case does not appear to provide any delay in braking compared to the nc = 1
case, indicating that the trajectory clustering algorithm is unable to capture the
most relevant mutually exclusive obstacle prediction information with a single
additional contingency path.
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Figure 4.19: Average brake pressure as a function of simulation time.
4.7 Simulation Results Using Human Drivers
To extend the experimental results presented in Section 4.5, additional human-
in-the-loop simulations were run using human driven obstacle vehicles in Cor-
nell’s autonomous driving simulation environment.
4.7.1 Single Human Obstacle Simulation Results
The experiment runs in Section 4.5 were recreated in simulation using four new
human drivers. These simulations are intended to reinforce trends in the ex-
perimental results and to identify differences between the live experiments and
human-in-the-loop simulations. Conducting these runs in simulation allowed
for a more consistent starting position for the robot and more consistent ini-
tialization timing between the human driven obstacle and the robot. All other
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simulation conditions were identical to the conditions in the live experiment
runs.
Figure 4.20: Average velocity as a function of simulation time.
Figures 4.21 and 4.20 present the average brake pressure and velocity of the
robot over the single human obstacle simulations. During these simulations,
the robot is consistently initialized close to the intersection and the robot and
the human obstacle driver are initialized at the precisely the same moment. As
a result, the robot experiences more consistent obstacle interactions compared to
the experimental trials. This causes the robot to experience a higher likelihood
of being forced to slow down or stop completely, resulting in a delayed braking,
as opposed to the reduced braking observed in Section 4.5.
Figure 4.22 shows the minimum distance between the robot and the human
driven obstacle versus the robot’s velocity at the minimum distance point. Like
with the experiments, the DUC planner results are clustered in the top left cor-
121
Figure 4.21: Average brake pressure as a function of simulation time.
ner of the plot indicating a significantly higher frequency of close calls and dan-
gerous obstacle interactions compared to the SinglePath and MultiPath plan-
ners.
During these simulations, the SinglePath planner experienced no collisions
while the MultiPath planner experienced a single not-at-fault collision and the
DUC planner experienced four at-fault collisions (nfaultcoll = 7.1%). This increase
in collision frequency for the DUC planner suggests that the the safety of the
DUC planner is strongly dependent on the aggressiveness and driving style of
the human obstacle drivers.
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Figure 4.22: Velocity at minimum distance to obstacle for each simulation
run.
4.7.2 Multiple Human Obstacle Simulation Results
A set of human-in-the-loop simulations was run using two human driven ob-
stacles to evaluate the safety and performance of the SinglePath and MultiPath
algorithms in realistic multiple obstacle interactions. A total of 48 simulation
runs were performed for each planner type using two sets of human obstacle
drivers. Figure 4.7 shows the experiment setup. Here, the robot is initialized at
a fixed location while the virtual obstacle drivers are initialized along one of the
three remaining road segments leading into the intersection. This variation in
starting point ensures that the robot and the human obstacle drivers experience
traffic from all directions. Additionally, to the human obstacle driver, both the
robot and the other human driven obstacle are displayed using visually iden-
tical models. This ensures that it is difficult for the human obstacle driver to
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identify which obstacle is the robot.
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Figure 4.23: Multiple obstacle simulation setup with possible robot ma-
neuvers in blue and virtual obstacle maneuvers in red.
Figure 4.24: Average velocity as a function of simulation time.
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Figure 4.25: Average brake pressure as a function of simulation time.
Figures 4.25 and 4.24 present the average brake pressure and velocity of the
robot over the multiple human obstacle simulations. Like with the single ob-
stacle simulations, the MultiPath planner is slightly more aggressive than the
SinglePath planner, however, since the robot is almost always forced to yield
to the human obstacles, this aggressiveness comes at the cost of an increase in
peak brake pressure and a slower recovery from stopping.
Figure 4.26 shows the minimum distance between the robot and the two hu-
man driven obstacles vs. the robot’s velocity at the minimum distance point.
Like in the single obstacle simulations, the DUC planner experiences the great-
est number of dangerous obstacle interactions, while the SinglePath and Multi-
Path planners are significantly more cautious.
Table 4.1 presents the at-fault and not-at-fault collision frequencies for the
multiple human obstacle simulations. The virtual obstacle collision frequencies
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Figure 4.26: Velocity at minimum distance to obstacles for each simulation
run.
Table 4.1: Collision Frequencies
Not-at-fault At-fault
SinglePath Collisions 14.6% 0%
MultiPath Collisions 12.5% 0%
DUC Collisions 2.1% 14.6%
Virtual Obstacle Collisions 2.8% 7.0%
indicate the number of collisions that occurred between the two virtual obsta-
cle drivers as they attempted to navigate the uncontrolled intersection. Virtual
obstacle collisions are considered at-fault when both vehicles are partially re-
sponsible. Not-at-fault virtual obstacle collisions occur when one human driven
obstacle yields safely and is then hit by the other driver due to oversteer or un-
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dersteer.
Both the SinglePath and the MultiPath planners experienced a large num-
ber of not-at-fault collisions during the multiple human obstacle simulations.
This increase in collision frequency is due to the obstacle drivers having the ad-
ditional distraction of another vehicle to avoid. However, both planners still
experience zero at-fault collisions. The DUC planner experienced a substantial
increase in at-fault collision probability indicating that reactive planning is not
sufficient to handle complex collision avoidance scenarios with multiple inter-
acting obstacles. The human drivers also struggled with this scenario, exhibit-
ing a significant number of at-fault collisions where both drivers made poor
collision avoidance decisions. This highlights the difficulty of safely navigating
the tested intersection scenario.
4.8 Conclusions
A series of human-in-the-loop experiments and simulations are presented to in-
vestigate the performance benefits of two key components of the motion plan-
ning and collision avoidance layer of Cornell’s autonomous vehicle Skynet: 1)
the inclusion of a discrete set of short term continuous obstacle motion predic-
tions for each dynamic obstacle in the environment, and 2) planning multiple
contingency paths to account for the mutually exclusive nature of these obsta-
cle predictions. A virtual obstacle interface was also developed to enable the
safe testing of dangerous collision avoidance scenarios while providing realistic
human driven obstacle behavior.
Testing demonstrated that the MultiPath planner is more aggressive in terms
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of average velocity and reduced or delayed braking than the SinglePath planner
with no associated increase in at-fault collision frequency. Simulation results us-
ing prerecorded human driven obstacle data demonstrate that this performance
advantage persists over a wide range of obstacle interaction timings. Addition-
ally, the contingency planner is capable of planning up to four simultaneous
contingency paths in scenarios with three dynamic obstacles with 95% confi-
dence that the path optimization will terminate in under 0.5 seconds.
The SinglePath and MultiPath planners both utilized dynamic obstacle mo-
tion predictions and exhibited significant safety and collision avoidance advan-
tages over the reactive DUC planner. Neither planning approach experienced
an at-fault collision during human-in-the-loop testing. In tests with two simul-
taneous human driven obstacle vehicles, the SinglePath and MultiPath planner
were not only safer than the DUC planner, they also experience significantly
fewer at-fault collisions than the human obstacle drivers.
These results indicate that utilizing even low-fidelity predictions of future
obstacle motion provides a substantial improvement in collision avoidance ca-
pabilities for autonomous driving systems. Additionally, planning multiple
contingency paths allows a robot to plan more aggressive actions when us-
ing mutually exclusive sets of obstacle motion predictions. These results also
demonstrate that contingency planning is capable of real-time performance
even during complex multiple obstacle scenarios.
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CHAPTER 5
MULTIPLE-STEP PREDICTION USING ADAPTIVE GAUSSIAN
MIXTURES FOR A TWO STAGE GAUSSIAN PROCESS MODEL
Abstract
A two stage probabilistic prediction model is presented that uses nonparametric
Gaussian Process (GP) regression to model continuous complex actions com-
bined with a parametric model for known system dynamics. This two stage
model is applied to the case of anticipating driver behavior and vehicle mo-
tion. Prediction over the GP driver behavior model is performed by analytically
evaluating the expectation integrals for the moments of the output distribution.
An on-the-fly data selection technique is proposed to mitigate computational
scaling concerns when analytically computing higher order moments and an
adaptive Gaussian mixture model (GMM) formulation is presented to handle
nonlinear and multimodal prediction problems. This adaptive GMM formula-
tion includes a method for analytically evaluating the non-Gaussianity of the
output distribution and adaptively splitting the initial state distribution into a
sum of Gaussians to reduce the effect of nonlinearities on prediction accuracy.
The proposed prediction model and adaptive GMM formulation are evaluated
using driving data collected from three human subjects navigating a standard
four-way intersection in a driving simulation.
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5.1 Introduction
Systems comprised of known physical dynamics and highly uncertain decision
making processes are difficult to model using only parametric or only nonpara-
metric model techniques. Parametric models are well-suited for modeling well-
understood physical systems, but have difficulty capturing complex or poorly
understood behavior. Nonparametric models such as Gaussian Process (GP) re-
gression models are well suited for modeling complex, highly uncertain systems
such as intelligent agents, advanced controllers, or poorly understood physical
phenomena. However, nonparametric models are not well suited for modeling
systems with well understood dynamics and important physical constraints,
such as a nonholonomic vehicle.
A common approach when using GP regression to model complex systems
with known underlying dynamics is to include the dynamics in the mean func-
tion used by the GP [82]. While this approach allows a GP regression model to
track the underlying dynamics of a system, it does not allow for the inclusion
of parametric constraints on the system dynamics. Including system dynamics
through the mean function is also a poor approximation for hierarchical systems
in which there exists a clean separation between the states modeled by the GP
and the states used in the known dynamics model.
A motivating example used in this paper is anticipating the motion of a dy-
namic obstacle with an intelligent controller such as a road vehicle. Anticipating
dynamic obstacle motion is a key enabling step in planning and collision avoid-
ance systems for mobile robots in dynamic environments. Producing accurate
motion predictions for complex goal-oriented dynamic obstacles such as road
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vehicles requires modeling obstacle intentions as well as the physical dynamics
of the obstacle’s motion. Obstacle predictions based on inferred obstacle goals
have been applied to mobile robots [63], autonomous road vehicles [17] [3], and
air traffic control systems [37].
GP regression has been used to model the motion of road vehicles. Kim
et al. [44] and Joseph et al. [40] both use GP regression to model the continuous
state derivatives of a vehicle’s motion given the current vehicle state. Laugier
et al. [51] sample from a GP regression model of observed trajectories to perform
collision risk assessment for obstacle vehicles.
A two stage prediction model is proposed here consisting of a nonparamet-
ric GP regression model, coupled with a parametric system dynamics model. A
key challenge in performing multiple-step prediction using GP regression mod-
els is evaluating the GP over a distribution of input states. Ko and Fox [45]
show that a GP dynamics model can be used in standard Bayesian filter for-
mulations including an Extended Kalman Filter (EKF), an Unscented Kalman
Filter (UKF), and a particle filter. However, the GP Bayesian filtering methods
presented in [45] approximate the propagated distribution by treating the GP as
a point-to-point mapping, while evaluating the output uncertainty only at the
mean of the input distribution. This can be an effective propagation strategy
for sampling based filtering techniques such as the UKF and particle filter, but
sampling over a GP is computationally challenging. Candela et al. [11] show
that these approximations can be avoided for a certain class of kernel functions
by analytically evaluating the expectation integrals of the output distribution.
The analytical propagation proposed by [11] works well for purely nonpara-
metric GP models. Quinonero-Candela et al. [69] also derive a closed form so-
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lution for the cross covariance between the GP input and output distributions
for a general class of GPs. This cross covariance information is critical in the
proposed two stage system model because it allows the proposed model to cap-
ture state dependent control behaviors such as lane keeping tendencies for road
vehicles. A key drawback to analytically computing the moment integrals of
the output distribution is poor computational scaling for higher order moments
such as the output variance. An on-the-fly data selection procedure is proposed
that allows higher order moments to be computed using only a small subset
of the most relevant data from the GP models. This procedure is independent
of, and can be applied in addition to, global sparse GP strategies, such as [28],
which seek to reduce the entire GP data set to a smaller representative data set.
The rest of the paper is organized as follows. Section 5.2 outlines the pro-
posed two stage system model. Section 5.3 provides a brief overview of GP
regression models. Section 5.4 details an analytical solution for the GP output
evaluated over an input distribution as well as for the cross covariance terms be-
tween the GP output and input distributions. Section 5.4 also presents a novel
method for on-the-fly compression of the GP data set to improve computational
efficiency. Section 5.5 presents a prediction algorithm for the proposed two stage
model. Section 5.6 presents an adaptive Gaussian mixture model prediction
method for nonlinear and multimodal systems. Section 5.7 presents a two stage
driver-vehicle model for predicting the motion of a road vehicle. Section 5.8
provides experimental results based on data collected from human subjects in a
driving simulation. Section 5.9 provides conclusions.
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5.2 Two Stage System Model
Figure 5.1 shows the proposed two stage system model. In the first stage, GP
regression is used to model the affects of complex, highly uncertain aspects of
the system. In the second stage a parametric model is used to model the portion
of the system with well understood dynamics.
Figure 5.1: Block diagram of the two stage system model consisting of a
GP regression model combined with a parametric system dy-
namics model.
This is a hierarchical model where the first stage only depends on the current
state of the system, while the second stage takes as input both the system state
and the control output of the first stage. For the case of a dynamic obstacle
such as a road vehicle, the first stage represents an intelligent controller which
produces control actions based on the current state of the system and the second
stage represents the physical dynamics of the obstacle, which depend on both
the current system state and the control actions from the intelligent controller.
5.3 Gaussian Process Overview
A GP regression model is a probabilistic regression model that represents a dis-
tribution over functional mappings from an input space to an output space
where all the outputs are jointly distributed as Gaussian. For a set of train-
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ing data D = {Dx,Dy}, where Dx = {xi}Ni=1 is the set of input data points and
Dy = {yi}Ni=1 is the set of output data points, a GP regression model provides a
distribution over the function yi = g(xi) + i, where i ∼ N (0, σ2n). A GP, given
its data, is fully specified by its mean, M(x), and covariance, C(xi, xj), func-
tions. For this paper, the standard zero mean function is used, M(x) = 0, and
the covariance function is an autoregressive kernel function using the popular
squared exponential form:
C(xi, xj) = σ
2
f exp
(
−1
2
(xi − xj)TΛ−1(xi − xj)
)
+ σ2nδ(xi, xj) (5.1)
where Λ is a diagonal weighting matrix, and σ2f , Λ, and σ
2
n are covariance func-
tion parameters that are fit by maximizing the marginal likelihood of the hyper
parameters given the training data [70].
For a GP regression model with known parameters, the predictive distribu-
tion at an arbitrary point in the input space, x∗, is characterized by its mean and
variance:
p(g(x∗)|x∗) ∼N (µy(x∗), σ2y(x∗))
µy(x
∗) =k∗TK−1y, σ2y(x
∗) = k∗∗ − k∗TK−1k∗ (5.2)
where k∗ = [C(x∗, x1), . . . , C(x∗, xN)]T represents the covariance function evalu-
ated between the input point and each data point, Kij = C(xi, xj) represents the
covariance function evaluated for each pair of data points, and k∗∗ = C(x∗, x∗)
is the covariance function evaluated between the input point and itself.
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5.4 Analytical Evaluation of GPs at Uncertain Inputs
Multi-step prediction of the proposed two stage system model requires evalu-
ating the GP over an input distribution instead of an input point. Candela et al.
[11] show that the first and second moments of the GP output given a normally
distributed input have exact, closed-form solutions for Gaussian kernel func-
tions, including the squared exponential kernel function given in Equation 5.1.
Accurate prediction using the proposed two stage model also requires comput-
ing the cross covariance between the input and output of the GP in order to
define the full combined state distribution. This combined state distribution is
then used as an input to the second stage parametric dynamics model. Subsec-
tions 5.4.1 and 5.4.2 provide an overview of the analytical moment evaluations
proposed by Candela et al. [11] for mean and variance and for input-output
cross covariance respectfully. Subsection 5.4.3 presents an on-the-fly data selec-
tion technique for greatly reducing the computational requirements of evaluat-
ing these analytical solutions.
5.4.1 GP Mean and Variance at Uncertain Input
If the GP input x∗ is normally distributed such that x∗ ∼ N (µx,Σx), the GP
evaluation in Equation 5.2 becomes instead:
p (g(x∗)|µx,Σx) =
∫
p (g(x∗)|x∗)N (x∗|µx,Σx)dx∗ (5.3)
This integral is intractable and can not be solved in closed form. However, the
mean and variance can be exactly calculated in closed-form, and the GP output
distribution can be approximated by a normal distribution with the same mean
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and variance as the true distribution:
p (g(x∗)|µx,Σx) ≈ N (m(µx,Σx),var(µx,Σx))
m(µx,Σx) = Ex∗
[
Eg(x∗) [g(x
∗)|x∗]]
= Ex∗ [µy(x
∗)]
var(µx,Σx) = Ex∗
[
Varg(x∗)(g(x∗)|x∗)
]
+
varx∗(Eg(x∗) [g(x∗)|x∗])
= Ex∗
[
σ2y(x
∗)
]
+ varx∗(µy(x∗)) (5.4)
Quinonero-Candela et. al. provide exact, closed form expressions for the mean
and variance [69].
5.4.2 GP Input-Output Covariance
In order to correctly propagate a state distribution through a two-stage model,
the full joint distribution of the inputs to the second stage must be available.
The full joint distribution is: x∗
g(x∗)
 ∼ N

 µx
m(µx,Σx)
 ,
Σx Σxy
ΣTxy var(µx,Σx)

 (5.5)
and the GP input-output covariance is defined as:
Σxy = Cov (g(x∗), x∗) (5.6)
= Ex∗
[
Eg(x∗) [g(x
∗)|x∗]x∗]− Ex∗ [Eg(x∗) [g(x∗)|x∗]]Ex∗ [x∗]
As with the mean and variance (Equation 5.4), a closed-form expression for the
input-output correlation is available in [69]. Ignoring the GP input-output cor-
relation is similar to assuming that the output of the first stage of the model is
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independant of the original state distribution while evaluating the second stage.
While this is a comman assumption when using GPs in a predictive framework,
results in Section 5.8 will show that it is a poor approximation when using a
two-stage model.
5.4.3 On-the-Fly Data Selection
Sections 5.4.1 and 5.4.2 describe an exact method for finding the mean, vari-
ance, and input-output cross covariance for a GP evaluated over a normally
distributed input. Assuming that K−1 is precomputed before performing any
prediction, the computational complexity of the analytical calculation of the out-
put variance is O(N2), where N is the number of data points in the GP. This
scaling with the square of the size of the data set means that evaluating the an-
alytical solution can be much more computationally expensive than numerical
methods such as the sigma point transform used in the UKF.
An approximation is proposed here that uses only a small subset of the most
relevant GP data for each higher order moment evaluation. The mean m(µx,Σx)
in Equation 5.4 is given by [69] as:
m(µx,Σx) = yTK−1l (5.7)
where l = [l1, ..., lN ]T is given by:
li =
∫
C (x∗, xi)N (x∗|µx,Σx)dx∗ (5.8)
The vector l = [l1, ..., lN ]T is similar to k∗ in the standard GP evaluation in Equa-
tion 5.2. Both terms are vectors that measure the relevance each data point has
to the input distribution or input point respectfully. In many systems, only a
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small fraction of the GP data is relevant to a given input. This means that the
output variance can be well approximated using only the n most relevant data
points, where n << N . This data selection step requires inverting the reduced
data covariance matrix, K−1red, which is O(n3). This yields variance calculations
that areO(N+n3) instead ofO(N2). In Section 5.8, it is demonstrated that using
this data selection method provides significant computational advantages over
numerical methods while still closely approximating the true solution.
5.5 Two Stage GP Prediction Algorithm
The proposed prediction algorithm uses the results in Equation 5.4 and Equa-
tion 5.6 to perform a two-part propagation of the state distribution through the
model described in Figure 5.5. As a preprocessing step, a GP is learned offline
for each of the nu elements of uk, denoted {GP1, ...,GPnu}. During the first pre-
diction stage, each of the learned GP models is evaluated over the initial system
state distribution xk ∼ N (µk,Σk), resulting in distributions over the GP output
(uj ∼ N (µj,Σj)), as well as the cross covariance terms between GP outputs and
the input state (Σxj). In the second prediction stage the system state is propa-
gated through the parametric dynamics model using the combined distribution
of the system state and the GP outputs. This propagation is performed using a
sigma point transform [41]. This propagation algorithm applied to the system
shown in Figure 5.1 is outlined in Algorithm 1.
Algorithm 1 has two distinct advantages over existing GP propagation algo-
rithms. First, the composition of GP regression models with a parametric dy-
namics model makes it possible to capture both complex or poorly understood
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Algorithm 1: The two stage GP propagation algorithm
Require: xk ∼ N (µk,Σk)
Evaluate the GPs:
for j = 1→ nu do[
µj, σ
2
j ,Σxj
]← GPj (µk,Σk)
end for
µu ← [µ1, ..., µnu ]T
Σu ← diag(
[
σ21, ..., σ
2
nu
]
)
Σxu ← [Σx1, ...,Σxnu ]
Perform the sigma point propagation:
Find Sx = [S1x, ...,Snxx ] such that Sx · STx = Σx
Find Su = [S1u, ...,Snuu ] such that Su · STu = Σu
Given sigma point spread parameter λ
Given sigma point weights [w1m, ..., w2nx+2num ] and [w0c , ..., w2nx+2nuc ]
for i = 0→ 2nx + 2nu do
if i ∈ [0, 2nx + 1, ..., 2nx + 2nu] then
χik ← µx
else if i ∈ [1, ..., nx] then
χik ← µx + λ · Six
else
χik ← µx − λ · Si−nxx
end if
if i ∈ [0, ..., 2nx] then
νik ← µu + ΣTxu · (χik − µk)
else if i ∈ [2nx + 1, ..., 2nx + nu] then
νik ← µu + λ · Si−2nxu
else
νik ← µu − λ · Si−2nx−nuu
end if
Evaluate the parametric model
χ¯ik+1 ← f(χik, νik)
end for
Find first two moments of propagated state
µk+1 ←
∑2nx+2nu
i=0 w
i
m · χ¯ik+1
Σk+1 ←
∑2nx+2nu
i=0 w
i
c ·
(
χ¯ik+1 − µk+1
) · (χ¯ik+1 − µk+1)T
p (xk+1) ≈ N (xk+1|µk+1,Σk+1)
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behavior using the GP and to capture and enforce well-understood underlying
physical processes using the parametric model. Second, only a single GP eval-
uation is required per propagation step due to the use of closed form analytical
expressions for the output distribution and cross covariance terms.
5.6 Adaptive Gaussian Mixture Formulation
Approximating the output distribution of a Gaussian Process evaluated over
an input distribution using the first and second moment calculations presented
in Section 5.4 can account for some degree of nonlinearity as long as the out-
put distribution is well modeled by a Gaussian distribution. When the output
distribution is not well modeled by a Gaussian distribution, this approach pro-
duces a poor approximation of the true output distribution. Non-Gaussianity in
the output distribution can arise due to complex nonlinearities in the GP data,
such as multi-modal system behaviors.
If the nonlinearities in the GP mapping are smooth, the true output distri-
bution can be better approximated by decomposing the input distribution into
a Gaussian Mixture Model (GMM), where each mixture element is smaller in
terms of variance than the original input distribution. This adaptive GMM ap-
proach has been applied to general nonlinear estimation and prediction prob-
lems [68],[36],[74]. Here it is adapted to the problem of estimating the output of
a GP regression model evaluated over an input distribution.
The two necessary elements for performing adaptive splitting are 1) a
method for detecting when splitting is necessary, and 2) a vector along which to
split the input distribution. Once the need for a split is detected, and a splitting
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direction is known, the input distribution can be normalized and a precomputed
GMM approximation can be applied as in [36]. Section 5.6.1 presents an analyt-
ical kurtosis based metric for detecting non-Gaussianity in the GP output. Sec-
tion 5.6.2 presents a one dimensional example of adaptive GMM propagation
for a GP model of a nonlinear function with a bimodal output.
5.6.1 Analytical Kurtosis Evaluation for Non-Gaussianity De-
tection
The kurtosis of a distribution is an established metric of non-Gaussianity [38].
The excess kurtosis of a distribution is defined as kurt(y) = E[y
4]
(E[y2])2
− 3, where
the excess kurtosis for a Gaussian distribution is zero. Typically, other metrics
of non-Gaussianity such as Negentropy are preferable due to concerns about
sensitivity to outliers when computing the kurtosis based on a set of samples.
Here, the excess kurtosis of the output distribution can be directly computed by
analytically solving the required expectation integrals.
Using excess kurtosis as a measure of non-Gaussianity, splitting is per-
formed whenever the magnitude of the excess kurtosis of the GP output sur-
passes a predefined threshold. The Appendix provides a derivation for analyti-
cally calculating the excess kurtosis of the GP output distribution. An important
note about the kurtosis calculation is that its computational complexity scales as
O(N4). This scaling prevents computationally efficient application of the kur-
tosis metric for GP models with more than a small number of data points. The
on-the-fly data selection method presented in Section 5.4.3 allows the kurtosis
metric to be computed efficiently using only a small subest of the most relevant
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training data points. The eigenvector associated with the largest eigenvalue of
the input covariance is chosen as the splitting direction as in [74].
5.6.2 Adaptive GMM Example - Univariate Nonstationary
Growth Model
The univariate nonstationary growth model (UNGM) is a highly nonlinear func-
tion that is commonly used as a benchmark nonlinear estimation function. The
UNGM is defined as:
y = f(x) = αx+ β
x
1 + x2
+ γ cos(1.2(t− 1)) (5.9)
For this paper, the following parameter values are used: α = 1.5, β = 15, γ =
8, t = 1. The UNGM is typically used as a time-series model; here it is used as a
simple nonlinear function.
Figure 5.2 shows the UNGM with noise, y = f(x) +  where  ∼ N (0, σ2n),
which maps a Gaussian distribution over the input space into a bimodal distri-
bution in the output space. In Figure 5.3, samples from this noisy UNGM model
are used to train a GP regression model and the GP output is approximated us-
ing the analytical mean and variance as presented in Section 5.4.
The adaptive splitting approach outlined in this section is then applied us-
ing a kurtosis threshold of kmax = 0.3. When an unacceptable level of non-
Gaussianity is detected, the input distribution is split into a mixture of 3 compo-
nent distributions as in [36]. This process is repeated recursively until all output
distributions satisfy the kurtosis threshold or until a predefined recursion depth
is reached. The recursion depth for this example is nrecmax = 3.
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Figure 5.2: A Gaussian input mapped through the UNGM with noise.
The prediction using adaptive splitting shown in Figure 5.4 produces a much
better estimate of the true output distribution. The Kullback-Leibler divergence
(KLD) between the predicted distribution and the true output distribution is
KLDsplit = 0.033 for the adaptive splitting approach and KLDno split = 0.319 for
the non-splitting approach.
5.7 Driver-Vehicle Model
The two stage prediction model presented in Section 5.2 is applied to the case of
predicting the driving behavior and vehicle motion of a road vehicle. The first
stage consists of driver decision making; the driver takes as inputs information
about the environment, the state of the vehicle, and internal driving goals and
outputs a set of vehicle commands controlling the steering and forward acceler-
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Figure 5.3: Analytical propagation with no splitting through a GP model
trained from a noisy UNGM model. The true output distribu-
tion is shown in red. The estimated output distribution, us-
ing the analytically computed mean and variance, is shown in
black.
ation of the vehicle. This stage represents a complex, highly uncertain decision
making process and is not well modeled using parametric modeling techniques.
The second stage consists of the vehicle dynamics wherein the driver commands
are applied to the vehicle and the vehicle state is propagated forward in time.
This stage represents a known physical process and can be well modeled using
a range of parametric models.
Figure 5.5 shows a two stage driver-vehicle model consisting of a nonpara-
metric GP driver behavior regression model, followed by a parametric vehicle
dynamics model. The vehicle state description used in this model is a four di-
mensional state vector which includes the two dimensional position of the ve-
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Figure 5.4: Analytical propagation with splitting through a GP model
trained from a noisy UNGM model. The true output distri-
bution is shown in red. The estimated output distribution, us-
ing the adaptive splitting approach with a kurtosis threshold
of kmax = 0.3, is shown in black.
Figure 5.5: Block diagram of the two stage driver-vehicle model consist-
ing of a GP driver behavior model combined with a parametric
vehicle dynamics model.
hicle along with its two dimensional velocity vector:
xk =
[
x y vx vy
]T
(5.10)
At the current timestep k, the vehicle state xk is assumed to be normally dis-
tributed with a known mean and covariance, xk ∼ N (µx,Σx)k. The driver
behavior model consists of two independently trained GP regression models
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for throttle commands expressed as forward acceleration, ak, and steering com-
mands expressed as turn rate, ωk:
ak ∼ GPa(xk,Dx,Da) (5.11)
ωk ∼ GPω(xk,Dx,Dω) (5.12)
where Dx is the set of vehicle states used as input data in the GP regression
model, and Da and Dω are the set of output data points corresponding to for-
ward acceleration commands and steering commands respectfully.
These driving commands are then used as control inputs in the vehicle dy-
namics model. Parametric models for the dynamics of road vehicles are well
studied; for this paper, the vehicle dynamics are represented by a constant cur-
vature, constant acceleration bicycle model. Schubert et al. [73] show that de-
spite its simplicity, this model is as effective as more sophisticated vehicle dy-
namics models for predicting vehicle motion. The vehicle dynamics model is
defined in Equation 5.13.
xk+1 = f(xk, ak, ωk, δt) (5.13)
This equation can be rewritten with the function f(xk, ak, ωk, δt) explicitly de-
fined as: 
xk+1
yk+1
vx,k+1
vy,k+1

=

xk + ∆x cos(θk)−∆y sin(θk)
yk + ∆y sin(θk) + ∆x cos(θk)
(vk + aδt) cos(θ + ∆θ)
(vk + aδt) sin(θ + ∆θ)

(5.14)
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where
ρk =
vk
ωk
lk =
1
2
akδt
2 + vkδt
∆θ =lk
1
ρk
∆x =ρk sin(∆θ)
∆y =ρk(1− cos(∆θ))
vk =
√
v2x,k + v
2
y,k
5.8 Experimental Evaluation
A four way road intersection scenario is used to test the analytical GP propa-
gation presented in Algorithm 1 using the two stage driver-vehicle model pre-
sented in Section 5.7. Driving behavior data from three human test subjects was
collected using the open source driving simulation TORCS [15]. Each test sub-
ject was asked to perform 10 runs each for four distinct intersection traversal
maneuvers: turn left, turn right, drive straight, and stop-at-line. Position and
velocity data was recorded for each maneuver at a rate of 5 Hz. Acceleration and
steering commands were computed using the inverse of the constant curvature
constant acceleration vehicle dynamics model specified in Equation 5.13.
Section 5.8.1 presents prediction results for the turn left, turn right, and drive
straight maneuvers using the analytical propagation method outlined in Al-
gorithm 1 and the GP Bayesian propagation strategies proposed in [45]. Sec-
tion 5.8.2 presents computational scaling results for the on-the-fly data selection
procedure outlined in Section 5.4.3. Section 5.8.3 presents prediction results for
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multimodal combined maneuvers using the adaptive GMM approach presented
in Section 5.6 over a range of kurtosis splitting threshold values.
5.8.1 Prediction of Unimodal Maneuvers
Open loop prediction was performed over a prediction horizon of 20 timesteps
to evaluate the propagation accuracy of Algorithm 1 for the turn left, turn right,
and drive straight maneuvers. Prediction trials were conducted using a leave-
one-out cross validation approach, where the initial state estimate of the left out
trajectory is used as the initial state distribution for prediction. The results in
this section compare the propagation performance of four algorithms: 1) the an-
alytical GP evaluation defined in Algorithm 1 using the on-the-fly data selection
step outlined in Section 5.4.3 with a reduced data size of n = 30; 2) the analytical
GP evaluation defined in Algorithm 1 with no data reduction; 3) a variation of
the propagation procedure defined in Algorithm 1, where the GP evaluations
are performed using the prediction step of the GP-EKF presented in [45]; 4) a
sigma point prediction update, similar to the GP-UKF presented in [45], ap-
plied to the entire two stage driver-vehicle model, where the GP is treated as a
point to point mapping and the variance of the GP outputs is evaluated only at
the mean of the input distribution. An open loop Monte Carlo prediction was
also run using 1000 samples to provide a close approximation of the true pre-
dicted distribution given the GP models. The performance of each algorithm
is evaluated by computing the KLD between the predicted distribution at each
step and the normal distribution given by the first two moments of the Monte
Carlo result.
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Figure 5.6: Left turn prediction results for each algorithm over 20
timesteps. Ellipses represent the prediction error uncertainty
at the 50% confidence interval.
Figure 5.6 shows typical predicted vehicle trajectory distributions for each
of the tested algorithms using GP models trained on the left turn maneuver
data. The prediction results for the analytical GP evaluation with data selection
shown in Figure 5.6(a) are qualitatively very similar to the results for the an-
alytical GP evaluation without compression shown in Figure 5.6(b) as well as
the results for the sigma point approach shown in Figure 5.6(d) and the Monte
Carlo solution shown in Figure 5.6(e). These results suggests that the analytical
approach with cross covariance information and the sigma point approach are
both capable of capturing lane keeping behavior and are both good approxi-
mations of the Monte Carlo result. These results also suggest that the on-the-
fly data selection step introduces no significant approximation errors despite
the propagation algorithm using an order of magnitude less data. Figure 5.6(c)
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shows the predicted vehicle trajectory using the GP-EKF. The prediction results
for the GP-EKF fail to capture the lane-keeping behavior of the vehicle because
the GP-EKF is unable to account for the cross covariance information between
the input and output of the GP driver model. The GP-EKF effectively assumes
that the driver control actions are independent of the variance in the vehicle
state for a given timestep. As a result, state-dependent control behaviors, such
as lane keeping, are absent from the prediction.
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Figure 5.7: Average KLD from the Monte Carlo solution for the left turn
maneuver.
Figure 5.7 shows the KLD results for the left turn maneuver. As expected,
the analytical GP evaluation results with and without data selection and the
sigma point prediction are all good approximations of the Monte Carlo result
over the entire range of prediction timesteps. The GP-EKF approach performs
much worse at later prediction timesteps when the lack of lane keeping causes
large errors in the shape of the vehicle state distribution. This result matches the
qualitative analysis of the typical trajectories in Figure 5.6.
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Figure 5.8: Typical right turn prediction results for each algorithm over 20
timesteps. Ellipses represent the prediction error uncertainty
at the 50% confidence interval.
Figure 5.8 shows typical prediction results and Figure 5.9 shows the average
KLD results for the right turn maneuver. As with the left turn case, the GP-
EKF without cross covariance terms is unable to capture lane keeping behavior,
while the analytical and sigma point algorithms closely approximate the results
from the Monte Carlo prediction.
Figure 5.10 shows the prediction results for the drive straight maneuver for
each of the tested algorithms. In this case, all of the tested algorithms as well
as the Monte Carlo prediction fail to capture noticeable lane keeping behavior.
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Figure 5.9: Average KLD from the Monte Carlo solution for the right turn
maneuver.
This is likely due to a lack of lane-keeping behavior in the training data. During
the left turn maneuver the driver must make constant steering corrections to
stay in the correct driving lane. During the drive straight maneuver the drivers
can align their vehicle with the driving lane and traverse the intersection with
negligible additional steering input. This absence of steering information results
in an GP steering model that effectively predicts a zero mean noisy steering
output and prevents the prediction of any significant lane keeping behavior.
The lack of cross covariance information in the GP-EKF has little effect in this
case and the prediction results of all the algorithms closely match the Monte
Carlo result.
Figure 5.11 presents the KLD results for the drive straight maneuver. The
KLD for all four algorithms is very low across the entire prediction window,
suggesting that all of the prediction algorithms closely match the Monte Carlo
result for the drive straight maneuver. This agrees with the qualitative analysis
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Figure 5.10: Drive straight prediction results for each algorithm over 20
timesteps. Ellipses represent the prediction error uncertainty
at the 50% confidence interval.
of Figure 5.10.
Table 5.1 provides computation time statistics for each algorithm. Predic-
tions were run in Matlab on a Core 2 Duo mobile processor running Windows
7. These results show that the analytical GP evaluation with on-the-fly data se-
lection is nearly an order of magnitude faster than the sigma point algorithm
and nearly two orders of magnitude faster than the analytical GP evaluation
without data selection for all three maneuvers. The analytical GP evaluation
algorithm with data selection is also faster than the GP-EKF due to the extra
computation required to find the Jacobian matrix at each prediction step.
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Figure 5.11: Average KLD from the Monte Carlo solution for the drive
straight maneuver. Note: the axes for this figure have been
rescaled for clarity.
5.8.2 Computational Scaling with Data Selection
The on-the-fly data selection method proposed in Section 5.4.3 was also evalu-
ated using the left turn maneuver. Figure 5.12 presents the mean KLD of the
analytical solution presented in Algorithm 1 as a function of the GP compres-
sion size n. The trend is as expected: for very small values of n, performance
is poor, but for n > 30 there appears to be no correlation between propagation
accuracy and the aggressiveness of the data selection.
Figure 5.13 plots the mean computation time for each prediction step as a
function of n. For the range of data used in this paper, the prediction compu-
tation time scales with n2, which reflects the computational complexity of the
variance calculation. For very high values of n this scaling will be strongly in-
fluenced by the O(n3) matrix inverse required to compute K−1red. Figures 5.12
155
Table 5.1: Computation time statistics
Left Turn Straight Right Turn
Algorithm µcomp σcomp µcomp σcomp µcomp σcomp
Analyt w Red 0.109 0.003 0.111 0.015 0.114 0.013
Analyt no Red 7.382 0.036 7.375 0.054 7.422 0.056
GP-EKF 0.420 0.034 0.464 0.027 0.460 0.074
Sigma Point 1.051 0.015 1.072 0.020 1.074 0.016
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Figure 5.12: KLD from the Monte Carlo solution as a function of the on-
the-fly data selection size n for the left turn maneuver.
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Figure 5.13: Computation time per prediction step as a function of the on-
the-fly data selection size n for the left turn maneuver.
and 5.13 show that there is a large range of values for n such that computation
time is greatly reduced without sacrificing propagation accuracy. For the value
of n = 30 used above in this section, the impact of the data selection on prop-
agation accuracy is negligible while the computation time is reduced by nearly
two orders of magnitude.
5.8.3 Prediction of Multimodal Behavior Using Adaptive Split-
ting
Identifying clear driving maneuvers in human driving data is not always pos-
sible. One common situation in which complex multimodal driving behavior
occurs is when a driver is occasionally forced to stop and wait before execut-
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ing a turn at an intersection. This behavior is a compound behavior that in-
cludes both a distinct stopping mode and a distinct turning mode. Prediction
was performed using the adaptive GMM approach outlined in Section 5.6 for
this type of combined driving maneuver. GP models for acceleration and turn
rate were trained using intermixed training data from both stop-at-line and turn
right or turn left maneuvers. Open loop prediction was then performed over 20
timesteps using the leave-one-out cross validation approach presented in Sec-
tion 5.8.1. This prediction was performed for a range of maximum kurtosis
splitting threshold values, kmax ∈ {2, 1, 0.75, 0.5, 0.3, 0.1}, with a maximum re-
cursion depth of nrecmax = 2. Gaussian mixture reduction is performed at the end
of each prediction step using the mixture reduction approach proposed in [72].
This mixture reduction phase reduces the mixture down to a maximum of 15
elements at the end of each prediction step. The mixture is then reduced further
as long as the Integral Squared Difference [85] of the reduced distribution stays
within a predefined threshold of the original unreduced distribution. The ISD
threshold used here is ISDmax = 1× 10−5.
Figure 5.14 shows the final predicted driver position distributions for the
kmax = 2, kmax = 0.75, and kmax = 0.1 cases, as well as the Monte Carlo predic-
tion result using 1000 samples for a typical combined stop-at-line and turn left
maneuver prediction trial. The kmax = 2 case experiences no adaptive splitting
and is unable to capture the bimodal nature of the system. The kmax = 0.75 case
captures the bimodal behavior but is unable to closely approximate the shape of
the true distribution. The kmax = 0.1 case captures the bimodal system behavior
and provides a close approximation of the shape of the final distribution.
Figures 5.15 and 5.16 show the average KLD from the Monte Carlo result
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Figure 5.14: Predicted distribution at step 20 using Monte Carlo sampling,
kmax = 2, kmax = 0.75 and kmax = 0.1.
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Figure 5.15: Average KLD from the Monte Carlo result for combined stop-
at-line and turn left maneuvers.
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Figure 5.16: Average number of mixture elements before reduction for
combined stop-at-line and turn left maneuvers.
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Figure 5.17: Average KLD from the Monte Carlo result for combined stop-
at-line and turn right maneuvers.
and the average number of mixture elements before reduction at each predic-
tion step for the combined stop-at-line and turn left maneuver over the range
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Figure 5.18: Average number of mixture elements before reduction for
combined stop-at-line and turn right maneuvers.
of tested kmax values. Figures 5.17 and 5.18 show the average KLD from the
Monte Carlo result and the average number of mixture elements before reduc-
tion for the combined stop-at-line and turn right maneuver. In each figure, er-
ror bars represent one Standard Error of the mean, SE = σ√
ntrial
. The KLD
between the Monte Carlo sample set and an analytically predicted GMM is
computed using a Monte Carlo estimate, DKL(P ||Q) ≈
∑
i log(P (xi)/Q(xi)),
where P (xi) is approximated using Gaussian kernel density estimation. The
kmax = 2 and kmax = 1 cases for both maneuvers experience little or no adaptive
splitting and provide the poorest prediction performance. Prediction perfor-
mance increases as the maximum kurtosis threshold is lowered, with a mini-
mum KLD provided by the kmax = 0.1 case. This improvement in prediction
performance comes at the cost of increased computational complexity, with the
kmax = 0.1 case requiring a significantly higher number of mixture elements
than the kmax = 0.3 case for a comparably small improvement in prediction
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performance. The kmax = 0.75 and kmax = 0.5 splitting thresholds provide a
good balance between prediction performance and computational complexity,
especially for the stop-at-line and turn right maneuver.
Figure 5.19 presents the kurtosis computation time as a function of the on-
the-fly data selection size n. TheO(n4) scaling of the kurtosis calculation makes
its application with large data sizes prohibitive. On-the-fly data selection al-
lows the excess kurtosis to be efficiently estimated using only a small set of the
most relevant data points. The adaptive GMM trials in this section used a data
selection size of n = 10 to compute the excess kurtosis splitting metric.
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Figure 5.19: Kurtosis computation time as a function of the on-the-fly data
selection size n.
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5.9 Conclusion
This paper presents an algorithm for propagating a system state distribution
through a two stage model consisting of both a GP regression model and a para-
metric system dynamics model. The presented algorithm relies on existing work
to analytically evaluate GPs over an input distribution [11]. A novel on-the-fly
data selection method is presented that greatly reduces the required computa-
tion time. To handle highly nonlinear and multimodal systems, an adaptive
Gaussian mixture model formulation is presented that uses the excess kurtosis
of the GP output as a measure of non-Gaussianity.
The two stage GP propagation algorithm is demonstrated on the problem
of a human driver-vehicle model. The algorithm is shown to provide propaga-
tion accuracy similar to the pure sigma point approach, but with significant
computational savings. For multimodal maneuvers, such as the case where
the observed driver behavior includes both stopping and turning, the adaptive
approach allows for predictions that accurately capture both driving behavior
modes.
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CHAPTER 6
CONCLUSIONS
A contingency path planner is developed to address limitations experienced by
the reactive path planner used by Cornell’s autonomous vehicle Skynet during
the 2007 DARPA Urban Challenge. A discrete set of obstacle motion predic-
tions is generated for each obstacle in the robot’s environment based on the
possible routes the obstacle might take along a predefined road network. A set
of contingency plans is then optimized over all possible permutations of obsta-
cle trajectories in the environment. Real-time planning performance is achieved
through the use of an efficient spline-based path parameterization and a fast but
accurate collision probability bound. A trajectory clustering technique is used to
improve computational scaling and allow the contingency planning approach
to scale to complex multi-obstacle environments.
This contingency planning approach is compared to the DUC planner and
to an equivalent non-contingency planning approach using a series of human-
in-the-loop experiments and simulations. A virtual obstacle interface is devel-
oped to enable the safe testing of dangerous collision avoidance scenarios while
providing realistic two-way interactions with human driven obstacle vehicles.
Testing results show that the contingency planning approach is much safer than
the reactionary DUC planner and that it allows for increased aggressiveness
compared to non-contingency planning, with no associated decrease in safety
or reliability. Results from simulations using multiple human driven obstacles
suggest that the contingency planner is safer than both the reactionary DUC
planner and the human obstacle drivers.
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An analytical prediction method is also developed for performing multi-step
prediction of a two-stage system model. This model consists of a GP regression
model for complex or poorly understood system dynamics and a parametric
model for well understood dynamics. An on-the-fly data selection technique is
developed to enable efficient computation of higher order moments of the GP
output. An adaptive Gaussian mixture formulation is also developed to im-
prove prediction accuracy for systems with highly nonlinear and multimodal
behaviors. These prediction techniques are applied to a two-stage driver-vehicle
model trained using driving data from a driving simulation environment. Re-
sults show significant computational advantages for analytical propagation us-
ing the on-the-fly data selection method and the adaptive Gaussian mixture
model formulation allows for accurate prediction of multimodal compound be-
haviors.
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APPENDIX A
KURTOSIS DERIVATION
The excess kurtosis of a distribution is defined as kurt(y) = E[y
4]
(E[y2])2
−3. Using
this definition, finding the excess kurtosis of the output of a GP is equivalent to
finding the fourth order cumulant of the output, κ4 = µ4 − 3µ22, and dividing
by the squared variance, kurt(y) = κ4
(E[y2])2
. The fourth order cumulant of a GP
output evaluated over a Gaussian input distribution, x∗ ∼ N (µx,Σx), is:
κ4(g(x
∗)) = (A.1)
κ(κ4(g(x
∗)|x∗)) + 4κ(κ3(g(x∗)|x∗), κ(g(x∗)|x∗))
+ 3κ(κ2(g(x
∗)|x∗), κ2(g(x∗)|x∗))
+ 6κ(κ2(g(x
∗)|x∗), κ(g(x∗)|x∗), κ(g(x∗)|x∗))
+ κ4(κ(g(x
∗)|x∗))
where κ4(g(x∗)|x∗) = 0, κ3(g(x∗)|x∗) = 0 since the output of a GP at a known
input point is Gaussian. This allows Equation A.1 to be simplified to:
κ4(g(x
∗)) = (A.2)
3κ(σ2(x∗), σ2(x∗)) + 6κ(σ2(x∗), µ(x∗), µ(x∗))
+ κ4(µ(x
∗))
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The terms in Equation A.2 can then be expressed in terms of expectation inte-
grals of the GP functions evaluated over x∗:
κ(σ2(x∗), σ2(x∗)) (A.3)
=var(σ2(x∗))
=E[σ2(x∗)2]− E[σ2(x∗)]E[σ2(x∗)]
κ(σ2(x∗), µ(x∗), µ(x∗)) (A.4)
=E[µ(x∗)2σ2(x∗)]− 2E[µ(x∗)σ2(x∗)]E[µ(x∗)]
− E[σ2(x∗)]E[µ(x∗)2] + 2E[σ2(x∗)]E[µ(x∗)]2
κ4(µ(x
∗)) = µ4[µ(x∗)]− 3µ2[µ(x∗)]2 (A.5)
where
µ4(µ(x
∗)) =E[µ(x∗)4]− 4E[µ(x∗)3]E[µ(x∗)] (A.6)
+ 6E[µ(x∗)2]E[µ(x∗)]2 − 3E[µ(x∗)]4
µ2(µ(x
∗)) =E[µ(x∗)2]− E[µ(x∗)]2 (A.7)
This means that computing the fourth order cumulant of the GP output requires
the evaluation of the following additional expectation integrals that are not re-
quired for the evaluation of the mean, variance, and cross-covariance:
E[µ(x∗)σ2(x∗)]
E[µ(x∗)3]
E[σ2(x∗)2]
E[µ(x∗)2σ2(x∗)]
E[µ(x∗)4]
of which E[µ(x∗)σ2(x∗)] and E[µ(x∗)3] are O(N3) and the rest are O(N4). These
expectation integrals can be simplified by substituting in the GP equations for
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µ(x∗) and σ2(x∗):
E[µ(x∗)σ2(x∗)] =σ2n
∑
i
βili −
∑
i
∑
j
∑
k
K−1ij βkOijk (A.8)
E[µ(x∗)3] =
∑
i
∑
j
∑
k
βiβjβkOijk (A.9)
E[σ2(x∗)2] =(σ2n)
2 − 2σ2n
∑
i
∑
j
K−1ij Lij+ (A.10)
∑
i
∑
j
∑
k
∑
d
K−1ij K
−1
kdWijkd
E[µ(x∗)2σ2(x∗)] =σ2n
∑
i
∑
j
βiβjLij− (A.11)
∑
i
∑
j
∑
k
∑
d
K−1ij βkβdWijkd
E[µ(x∗)4] =
∑
i
∑
j
∑
k
∑
d
βiβjβkβdWijkd (A.12)
where β = [β1, . . . , βN ]T = K−1y and Oijk and Wijkd are defined as:
Oijk (A.13)
=
∫
C (x∗, xi)C (x∗, xj)C (x∗, xk)N (x∗|µx,Σx)dx∗
Wijkd (A.14)
=
∫
C (x∗, xi)C (x∗, xj)C (x∗, xk)C (x∗, xd)N (x∗|µx,Σx)dx∗
Since the GP Covariance function, C (xi, xj), is of the squared exponential form,
the integral expressions for Oijk and Wijkd can be expressed as the integral over
the product of four and five Gaussian distributions respectfully, with the appro-
priate normalization terms. Since the product of Gaussian distributions is itself
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a Gaussian, the above expressions simplify to:
Oijk =zO
∫
N (x∗|µ¯O, Σ¯O)dx∗ (A.15)
=zO
Wijkd =zW
∫
N (x∗|µ¯W , Σ¯W )dx∗ (A.16)
=zW
where Σ¯O = (3Λ−1+Σ−1x )−1 and Σ¯W = (4Λ−1+Σ−1x )−1. The normalization terms,
zO and zW , are defined as:
zO = (σ
2
f )
3
∣∣Σ¯O∣∣ 12 |Σx|− 12 exp(−1
2
(xi − xj)TBO1 (xi − xj) (A.17)
− 1
2
(xi − xk)TBO1 (xi − xk)−
1
2
(xj − xk)TBO1 (xj − xk)
− 1
2
(xi − µx)TBO2 (xi − µx)
− 1
2
(xj − µx)TBO2 (xj − µx)−
1
2
(xk − µx)TBO2 (xk − µx))
zW = (σ
2
f )
4
∣∣Σ¯W ∣∣ 12 |Σx|− 12 exp(−1
2
(xi − xj)TBW1 (xi − xj) (A.18)
− 1
2
(xi − xk)TBW1 (xi − xk)−
1
2
(xj − xk)TBW1 (xj − xk)
− 1
2
(xi − µx)TBW2 (xi − µx)
− 1
2
(xj − µx)TBW2 (xj − µx)−
1
2
(xk − µx)TBW2 (xk − µx))
where BO1 = Λ−1Σ¯OΛ−1, BW1 = Λ−1Σ¯WΛ−1, BO2 = Λ−1Σ¯OΣ−1x , BO2 = Λ−1Σ¯OΣ−1x .
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