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Abstract
Sparse coding is a widely applied latent variable analysis technique. The standard formula-
tion of sparse coding assumes Laplace as a prior distribution for modeling the activations of
latent components. In this work we study sparse coding with spike-and-slab distribution as
a prior for latent activity. A spike-and-slab distribution has its probability mass distributed
across a ’spike’ at zero and a ’slab’ spreading over a continuous range. For its capacity to
induce exact zeros with a higher likelihood, a spike-and-slab prior distribution constitutes
a more accurate model of sparse coding. The distribution as a prior also allows for the
sparseness of latent activity to be directly inferred from observed data, which essentially
makes spike-and-slab sparse coding more flexible and self-adaptive to a wide range of data
distributions. By modeling the slab with a Gaussian distribution, we furthermore show that
in contrast to the standard approach to sparse coding, we can indeed derive closed-form
analytical expressions for exact inference and learning in linear spike-and-slab sparse cod-
ing. However, as the posterior landscape of a spike-and-slab prior turns out to be highly
multi-modal with a prohibitive exploration cost, in addition to the exact method, we also
develop subspace and Gibbs sampling based approximate inference techniques for scalable
applications of the linear model. We contrast our approximation methods with variational
approximation for scalable posterior inference in linear spike-and-slab sparse coding. We
further combine the Gaussian spike-and-slab prior with a nonlinear generative model, which
assumes a point-wise maximum combination rule for the generation of observed data. We
analyze the model as a precise encoder of low-level features such as edges and their occlu-
sions in visual data. We again combine subspace selection with Gibbs sampling to overcome
the analytical intractability of performing exact inference in the model.
We numerically analyze our methods on both synthetic and real data for their verifica-
tion and comparison with other approaches. We assess the linear spike-and-slab approach
on source separation and image denoising benchmarks. In most experiments we obtain com-
petitive or state-of-the-art results, while we find that spike-and-slab sparse coding overall
outperforms other comparable approaches. By extracting thousands of latent components
from a large amount of training data we further demonstrate that our subspace Gibbs
sampler is among the most scalable posterior inference methods for a linear sparse coding
approach. For the nonlinear model we experiment with artificial and real images to demon-
strate that the components learned by the model lie closer to the ground-truth and are easily
interpretable as the underlying generative causes of the input. We find that in comparison
to standard sparse coding, the nonlinear spike-and-slab approach can compressively encode
images using naturally sparse and discernible compositions of latent components. We also
demonstrate that the components inferred by the model from natural image patches are
statistically more consistent with respect to their structure and distribution to the response
patterns of simple cells in the primary visual cortex of the brain.
This work thereby contributes novel methods for sophisticated inference and learning
in spike-and-slab sparse coding, while it also empirically showcases their functional efficacy
through a variety of applications.
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Zusammenfassung
Sparse Coding ist eine weit verbreitete Technik der latenten Variablenanalyse. Die Stan-
dardformulierung von Sparse Coding setzt a priori eine Laplace-Verteilung zur Modellierung
der Aktivierung von latenten Komponenten voraus. In dieser Arbeit untersuchen wir Sparse
Coding mit einer a priori Spike-and-Slab-Verteilung fu¨r latente Aktivita¨t. Eine Spike-and-
Slab-Verteilung verteilt ihre Wahrscheinlichkeitsmasse um ein Aktionspotential (“Spike”)
um Null und eine dicke Verteilung (“slab”) u¨ber einen kontinuierlichen Wertebereich. Durch
die Induktion von exakten Nullen mit einer ho¨heren Wahrscheinlichkeit erzeugt eine A-
priori-Spike-and-Slab-Verteilung ein genaueres Modell von Sparse Coding. Als A-priori-
Verteilung erlaubt sie es uns die Seltenheit von latenten Komponenten direkt von Daten
abzuleiten, sodass ein Spike-and-Slab-getriebenes Modell von Sparse Coding sich besser
verschiedensten Verteilungen von Daten anpasst. Durch das Modellieren des Slab mit-
tels einer Gauß-Verteilung zeigen wir, dass – im Gegensatz zur Standardformulierung von
Sparse Coding – wir in der Tat geschlossene analytische Ausdru¨cke ableiten ko¨nnen, um
eine exakte Ableitung und das Lernen eines linearen Spike-and-Slab-Sparse-Coding-Modell
durchzufu¨hren. Weil eine Spike-and-Slab-A-priori-Verteilung zu einer hoch multimodalen
A-posteriori-Landschaft mit viel zu hohen Suchkosten fu¨hrt, entwickeln wir zusa¨tzlich zur
exakten Methode Na¨herungslo¨sungen basierend auf einem Teilraum und Gibbs-Sampling fu¨r
skalierbare Anwendungen des Modells. Wir vergleichen unseren Ansatz der na¨herungsweisen
Inferenz mit na¨herungsweiser Variationsrechnung des linearen Spike-and-Slab-Sparse Cod-
ing. Des Weiteren kombinieren wir die Spike-and-Slab-A-priori-Verteilung mit einem nicht-
linearen Sparse-Coding-Modell, das eine punktweise Maximum-Kombinationsregel zur Daten-
generierung voraussetzt. Wir analysieren das Modell als genauen Kodierer von untergeord-
neten Merkmalen in Bildern wie z.B. Kanten und deren Okklusionen. Wir lo¨sen die an-
alytische Ausweglosigkeit, eine Ableitung von multimodalen A-posteriori-Verteilungen im
Modell durchzufu¨hren, durch die Kombination von Gibbs-Sampling und der Auswahl eines
Teilraums, um eine skalierbare Prozedur fu¨r die approximative Inferenz des Modells zu en-
twickeln.
Wir analysieren unsere Methode numerisch durch synthetische und wirkliche Daten zum
Nachweis und Vergleich mit anderen Ansa¨tzen. Wir bewerten den linearen Spike-and-
Slab-Ansatz mittels Maßsta¨ben fu¨r die Quellentrennung und zur Rauschunterdru¨ckung in
Bildern. In den meisten Experimenten erhalten wir vergleichsweise oder die beste Resultate.
Gleichzeitig finden wir, dass Spike-and-Slab-Sparse-Coding insgesamt andere vergleichbare
Ansa¨tze u¨bertrifft. Durch die Extraktion von Tausenden von latenten Komponenten aus
einer riesigen Menge an Trainingsdaten zeigen wir des Weiteren, dass unserer Teilraum
Gibbs-Sampler zu den skalierbarsten Inferenzmethoden der linearen Sparse-Coding-Modelle
geho¨rt. Fu¨r das nichtlineare Modell experimentieren wir mit ku¨nstlichen und echten Bildern
zur Demonstration, dass die von dem Modell gelernten Komponenten na¨her an der “Ground
Truth” liegen und leichter zu interpretieren sind als die zugrundeliegenden generierenden
Einflu¨sse der Eingabe. Wir finden, dass – im Vergleich zu Standard-Sparse-Coding – der
nichtlineare Spike-and-Slab-Ansatz Bilder komprimierend kodieren kann durch natu¨rliche
du¨nnbesetzte und klar erkennbare Kompositionen von latenten Komponenten. Wir zeigen
auch, dass die vom Modell abgeleiteten Komponenten von natu¨rlichen Bildern statistisch
konsistenter sind in ihrer Struktur und Verteilung mit dem Antwortmuster von einfachen
Zellen im prima¨ren visuellen Kortex.
Diese Arbeit leistet durch neue Methoden zur komplexen Inferenz und zum Erlernen
iv
von Spike-and-Slab-Sparse-Coding einen Beitrag und demonstriert deren praktikable Wirk-
samkeit durch einen Vielzahl von Anwendungen.
v
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Chapter 1
Introduction
Latent Variable Models and Sparse Coding
Latent variable analysis is ubiquitously applied in the domain of machine learning. Its
application spans across a broad range of tasks such as dimensionality reduction, feature
extraction, clustering, speech and image recognition, classification etc. (Olshausen and Field,
1996; Lee and Seung, 1999; Hyva¨rinen and Oja, 2000; Bishop, 2006; Hinton et al., 2006;
Raina et al., 2007; Bengio, 2009, among many others). Latent variable analysis techniques
can take numerous formulations, but the main principle behind them is to express their
input in terms of basic constituents, which essentially makes it easier to interpret the input
for further processing. For human perception, such a component extraction mechanism is
quite natural. We find ourselves predisposed towards breaking down our sensory input into
various components in order to understand and act in our daily environments. For instance,
the brain is very quick at decomposing its visual input into physical objects and shapes,
which in turn can be composed of multiple components. Similarly an auditory input can be
easily separated by the brain into individual sound sources, where each of the sources e.g.,
music, speech, etc. can itself be a composition of a number of auditory components.
In its basic form, a latent variable analysis technique can be described as a dual-layer
graphical model. One of the two layers is termed as ’observed’, since the units in this layer
represent individual elements (e.g., pixels of an image) of an observation. The second ’latent’
layer units represent the basic components (e.g., real-world objects, sound sources, etc.),
which in different combinations are considered to get transformed into various instances of
the observed data.
If the latent components are defined to be intrinsic features of the observed data, then
latent variable models (LVMs) can be applied to generate feature codes of the data by
projecting it back onto the latents (e.g., by assessing the degree to which a latent component
is expressed in an observation). Such feature codes can provide more descriptive expressions
of the observed data, which can prove to be more insightful for various kinds of analysis
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tasks such as data clustering, classification, etc. LVMs can also be stacked together to form
multi-layer feature extraction hierarchies, such that the latent layer of one LVM becomes
the input for the observed layer of the next model on top. Top layers in such hierarchies
can be interpreted as representations of more ’abstract’ concepts defining the observations,
whereas the bottom layers can be seen as detectors of more primitive features of the data.
Such architectures have proven to be very successful in machine learning (e.g., Hinton et al.,
2006; Bengio, 2009; Kavukcuoglu et al., 2010b; Bengio et al., 2013).
A large number of latents gives LVMs more expressive power for generating rich (high-
dimensional) feature codes, however, for any given observation it can be expected that only
a few of the features are found to be its representative constituents. This gives rise to the
notion of sparse representation in feature space. In biology the evidence for such a feature
detection mechanism was discovered by Hubel and Wiesel (1959). The work demonstrated
how the so called simple cells in the primary visual cortex (V 1) act as edge-detecting filters
with sensitivities to different spatial locations, edge widths and orientations on visual stimuli
received from retina through the visual pathway in the brain. The work also highlighted the
sparse nature of the activation response of simple cells. Selective tuning properties of the
cells implied that in a large population, only a very tiny fraction would have their excitation
pattern activated by a natural stimulus with confined edge-like structure in it.
The functional behavior of the V 1 simple cells was later computationally formulated
as an LVM with sparsely activated latents (Olshausen and Field, 1996). The sparse LVM
a-priori defined its latent variables to be driven by a heavy-tailed distribution (i.e., Cauchy)
such that a high probability mass around the null value introduced a bias towards sparse ac-
tivations of the variables for encoding the observed data into a latent space. The model took
a data-driven approach to infer the latent components from observed data such that sparse
combinations of the components could reconstruct the data with a minimal disparity. From
small patches of natural world images fed as observations, the model extracted spatially
localized recurring structures as intrinsic components of the data. For their similarity with
the retinal input, the image patches indeed produced latent components which qualitatively
resembled the edge-detecting filters discovered earlier in the V 1 area of the brain. Under the
sparsity constraint, the data-driven learning enabled the evolution of latent components as
complementary low-level features of data the model was fed as observations. Therefore for
having the potential for its application in a variety of machine learning tasks e.g., classifica-
tion, denoising, source separation, etc., the sparse coding (SC) approach has since become
one of the most widely applied and researched latent variable analysis techniques in the
field (Elad and Aharon, 2006; Aharon et al., 2006; Raina et al., 2007; Mairal et al., 2008;
Yang et al., 2009; Wang et al., 2010; Kavukcuoglu et al., 2010a, to name a few).
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Model Formulation
Probabilistic formulation of sparse coding (or LVMs in general) delivers a more accurate
and robust approach to data-driven modeling of a real process; a-priori defining the latent
activations to be governed by heavy-tailed distributions captures the sparsity property of the
latent feature representation, while treating the observed units as random variables allows
a model to absorb observation noise or compensate for a modeling mismatch e.g., due to
an approximated formulation of the underlying observation generating process. Varying
instances of sparse coding can differ according to the distributions assumed over the latent
or the observed variables, or based on a defined interaction of the latent components for
generating the observed data. For example in standard sparse coding (Olshausen and Field,
1996), the latents are taken to be Cauchy distributed with Gaussian observation noise, while
the latent components are assumed to superimpose linearly to generate an observation.
Advancements in the area of sparse coding have focused both on scaling it up to a large
number of latent components (see e.g., Lee et al., 2007; Seeger, 2008; Mairal et al., 2010;
Ribeiro and Opper, 2011, among numerous others) and on varied probabilistic formulations
and nonlinear component interactions (e.g., Dayan and Zemel, 1995; Olshausen and Millman,
2000; Lu¨cke and Sahani, 2008; West, 2003; Yang et al., 2010; Mohamed et al., 2012; Henniges
et al., 2014).
Research Direction
This work investigates an arguably more accurate formulation of sparse coding, which results
from assuming a specific prior distribution over the latents, namely the ’spike-and-slab’
prior. A spike-and-slab distribution comprises a ’spike’ of probability mass at the null value,
while the rest of its probability mass is distributed over a range of non-zero values (hence the
’slab’). As a result, a spike-and-slab distribution can generate exact zeros with a significantly
higher probability as compared to more popular sparse priors such as Cauchy or Laplace.
In the context of sparse coding, the capacity to induce true sparsity has therefore recently
made spike-and-slab a more prevalent choice for a prior distribution over latents (Goodfellow
et al., 2012; Mohamed et al., 2012; Lu¨cke and Sheikh, 2012; Titsias and Lazaro-Gredilla,
2011; Carbonetto and Stephen, 2011; Knowles and Ghahramani, 2011; Yoshida and West,
2010, among numerous others).
Optimizing sparse coding models for a set of observed training data in general involves
finding a-posteriori latent representations for each observation. This often entails an ana-
lytically or computationally intractable exploration of all possible latent activity patterns
spanning over the prior domain. In the case of spike-and-slab driven latents, the problem
however becomes more pronounced as the structure of the prior develops into a highly multi-
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modal probability landscape. Given an observation for linearly interacting components for
instance, the a-posteriori spike-and-slab latent space has exponentially many probability
modes with respect to the number of latents (Lu¨cke and Sheikh, 2012; Titsias and Lazaro-
Gredilla, 2011), where each mode can span subspaces of plausible latent representations of
the given observation. This work will focus on the development and analysis of novel op-
timization procedures for spike-and-slab sparse coding, which intrinsically allow for multi-
modal exploration of the latent space probabilities for both linear and nonlinear instances
of component interactions.
Before going into further details, we will briefly look at the probabilistic formulation of
directed LVMs. Afterwards we will describe a generic and widely applied framework for
optimizing the LVMs given the observed data for training, which will then serve as the basis
for the methods we will introduce later.
Directed Latent Variable Models
Let us denote an observation by y⃗ ∈ RD and a latent variable by s⃗ ∈ RH . If we posit that y⃗
is caused by an interaction between latent components associated with s⃗, then we can define
a probabilistic generative process as follows:
s⃗ ∼ p(θ⃗) =
H∏
h=1
p(θh) , (1.1)
y⃗ | s⃗ ∼ p(f(W, s⃗), . . . ) , (1.2)
where W ∈ RD×H is defined to be a column-dominated matrix of latent causes or compo-
nents. Whether or not a component W⃗ (h) contributes to the generation of an observation y⃗
depends on the activation of the latent sh. The latents in (1.1) are assumed to be a-priori
independent such that their activities do not affect each other. One can also assume a
structured prior over the latents to relax the a-priori independence assumption. However,
in comparison to the dual-layer structure (Figure 1.1) of the model (1.1) and (1.2), such a
model could employ deep hierarchies of latent layers (see Hinton et al., 2006; Bengio, 2009,
for instance). The optimization of deep models poses an even greater challenge of latent
space exploration, therefore a general practice is to approximate them as stacked dual-layer
LVMs, where each latent layer in a deep hierarchy is greedily optimized by treating the layer
and the one preceding it as the latent and the observed layers of a dual-layer LVM (e.g.,
Hinton et al., 2006; Bengio, 2009; Kavukcuoglu et al., 2010b; Bengio et al., 2013). Then in
a final phase the parameters of all the layers are jointly “fine-tuned” to perform a specific
task, typically classification. Such applications of deep LVMs have been shown to be quite
successful in many machine learning tasks (Bengio et al., 2013). For a detailed discussion
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on deep architectures, we refer to the works of Bengio (2009); Bengio et al. (2013).
The stochastic nature of the generative process (1.2) makes the model more robust
against uncertainties that are often relevant when dealing with real data; for instance ob-
servation noise, model mismatch, etc. The expected value of the generative distribution
of y⃗ is given by the component interaction f(W, s⃗), while depending on the distribution
other parameters may also influence the generative process. For example, a linear model
with Gaussian noise would take two parameters: the expected value f(W, s⃗) = Ws⃗ and an
additional scale parameter σ. Similarly one can define a sparse prior on the latents h ∈ H
to instantiate a sparse coding model. We will now reserve Θ to refer to the entire set of
parameters of an LVM.
In our formulation, we take Θ to be a set of scalar parameters, which when estimated
from training data qualify as point estimators. This can be different in a fully Bayesian
setting, where instead of scalar values, distributions over parameters are defined (and sub-
sequently fitted during training) for model parameterization. While fully Bayesian methods
can for example more robustly avoid the local optima occurring due to sensitivity to ran-
dom initialization or few training data, point estimator based approaches offer more on the
front of computational and analytical tractability. With a focus on large-scale learning,
we therefore remain with the point-based estimation of parameters in this work; nonethe-
less, we empirically observe that our proposed methods do not exhibit either any particular
sensitivity to initialization or a tendency of converging to local optima.
Figure 1.1 depicts the generative process (1.1) and (1.2) as a directed graphical model.
The top-down arrows from the latent to the observed layer illustrate the conditional depen-
dency of an observation on the latents in (1.2). In contrast to the directed generative model-
ing view taken here, there are also other ways to formulate LVMs. For instance feed-forward
artificial neural networks (ANNs) take the form of bottom-up graphical models, where the
arrows point from an input to the next hidden layer (Jordan et al., 1999). Another example
is a Restricted Boltzmann machine (RBM) (e.g., Jordan et al., 1999; Hinton et al., 2006),
which is an undirected graphical model. Similarly, other models can form graphical topolo-
gies with intra-layer or recurrent connections, but from a probabilistic perspective, each
formulation is a way to establish how the different variables of a model conditionally depend
on the others when the model is activated in a specific manner. For instance in a top-down
pass through Figure 1.1, the latents sh act independently in (1.1) to generate y⃗ conditioned
on s⃗ (1.2), but when the model is presented with y⃗ with a goal to infer the unobserved s⃗, the
a-posteriori activities of the individual latents become conditionally dependent on y⃗ and also
on each other for jointly representing the sought-after vector s⃗. This illustrates how given
the topology of a model, conditioning one set of variables on the others may either prove to
be simple or complicated; for the directed LVM (1.1) and (1.2), the generative distribution
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Figure 1.1: Visualization of a directed latent variable model.
p(y⃗ | s⃗; Θ) has a straight-forward formulation, but when the process is inverted, p(s⃗ | y⃗; Θ)
spans over the joint latent domain. Challenges associated with the computation of such
conditionals indeed have a crucial role in the formulation of different LVMs and the meth-
ods proposed for their training and application (see e.g., Jordan et al., 1999; Wainwright
and Jordan, 2008). For our purposes, we will now sketch a generic framework for parameter
optimization in directed LVMs, which we will employ later for developing our methods.
Parameter Optimization
The task of learning in an LVM is about optimizing the values of its parameters such that
the model can “explain” the observed data it sees for training through its learned latent
representations. With respect to generative modeling, this can be perceived as a search for
the “right” set of parameter values, which in principle enable a generative model to mimic
training data.1 For a probabilistic model, a natural measure to test its goodness of fit as a
generative model for the data at hand is the data likelihood, which is the probability of the
data computed under the model given the values of its parameters Θ. Hence the learning
task for the LVM (1.1) and (1.2) can be formulated as a search for optimal values for Θ, such
that the likelihood is maximized for provided training data. This approach to parameter
optimization is termed as maximum likelihood estimation.
If we use an instance of the model (1.1) and (1.2) to generate N mutually independent
tuples of data (S,Y) = {s⃗ (n), y⃗ (n)}n=1,...,N , then we can compute the joint likelihood given
Θ as:
L(Θ;S,Y) := p(S,Y |Θ) =
N∏
n=1
p(s⃗ (n) |Θ) p(y⃗ (n) | s⃗ (n),Θ).
In practice however when S is not observed, we must go through each possible realization
1provided that the complexity of the model under consideration allows it to be a suitable generative
model for the data.
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of the latent variables to compute the exact marginalized log-likelihood2 of Y:
L(Θ;Y) := log p(Y |Θ) =
N∑
n=1
log
∫
p(s⃗ |Θ) p(y⃗ (n) | s⃗,Θ)ds⃗. (1.3)
Expectation Maximization
To find Θ that maximizes (1.3), starting from a random initialization we can in principle let
the parameters evolve iteratively by step-wise updating their values in the direction of the
gradient dL/dΘ, however with integration over the latent space, the gradient expressions
usually turn out to be rather intricate to follow. Therefore to instead arrive at a simpli-
fied optimization problem, we derive a lower-bound of the log-likelihood by introducing a
distribution q(s⃗ | Θ˜) such that:
L(Θ;Y) =
N∑
n=1
log
∫
q(s⃗ | Θ˜)
[
p(s⃗ |Θ) p(y⃗ (n) | s⃗,Θ)
q(s⃗ | Θ˜)
]
ds⃗
≥
N∑
n=1
∫
q(s⃗ | Θ˜) log
[
p(y⃗ (n), s⃗ |Θ)
q(s⃗ | Θ˜)
]
ds⃗
=
N∑
n=1
∫ [
q(s⃗ | Θ˜) log p(y⃗ (n), s⃗ |Θ)− q(s⃗ | Θ˜) log q(s⃗ | Θ˜)
]
ds⃗
=
N∑
n=1
[⟨
log p(y⃗ (n), s⃗ |Θ)
⟩
q
+H(q)
]
, (1.4)
where ⟨ · ⟩q denotes the expected value with respect to q(s⃗ | Θ˜) and H(q) is the Shannon
entropy of q, which is independent of Θ, the parameters of our interest. We obtain the so
called free-energy (1.4) as a result of applying Jensen’s inequality, which states that f(⟨ · ⟩q) ≥
⟨f( · )⟩q for a concave function f and a distribution q such that
∫
q(x)dx = 1, q(x) ≥ 0.
Optimizing the free-energy with respect to Θ is not as convoluted as the optimization
of the marginal log-likelihood for the parameters. For many models, closed-form analytical
solutions for computing optimal parameter values can be derived by canonically setting the
partial derivatives of the free-energy with respect to individual parameters in Θ to zero.
However, since it is a lower bound of the marginal likelihood (1.3), we also need the other
distribution q in (1.4) to be optimal to make the bound as tight as possible. Let us therefore
2The logarithm is solely applied for mathematical convenience. It otherwise does not change the main
objective due to its monotonically increasing nature.
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consider:
L(Θ;Y)−F(q,Θ)
= log p(Y |Θ) +
N∑
n=1
∫
q(s⃗ | Θ˜) log
[
q(s⃗ | Θ˜)
p(y⃗ (n), s⃗ |Θ)
]
ds⃗
= log p(Y |Θ) +
N∑
n=1
∫
q(s⃗ | Θ˜) log
[
q(s⃗ | Θ˜)
p(s⃗ | y⃗ (n),Θ) p(y⃗ (n) |Θ)
]
ds⃗
= log p(Y |Θ) +
N∑
n=1
∫
q(s⃗ | Θ˜) log
[
q(s⃗ | Θ˜)
p(s⃗ | y⃗ (n),Θ)
]
ds⃗−
N∑
n=1
log p(y⃗ (n) |Θ)
=
N∑
n=1
∫
q(s⃗ | Θ˜) log
[
q(s⃗ | Θ˜)
p(s⃗ | y⃗ (n),Θ)
]
ds⃗
=
N∑
n=1
DKL(q(s⃗ | Θ˜) || p(s⃗ | y⃗ (n),Θ)) ≥ 0. (1.5)
Here DKL(p || q) is the Kullback-Leibler (KL) divergence, a measure of discrepancy of a
distribution q as compared to the distribution p. The KL-divergence is zero only when
p(x) = q(x) over the entire domain of x. Hence according to (1.5), to equate (1.4) with (1.3)
the distribution q(s⃗ | Θ˜) should be replaced with p(s⃗ | y⃗ (n),Θ), which is the posterior distri-
bution over the latent space given an observation y⃗ (n) and current Θ. The distribution can
be computed by applying Bayes’ rule:
p(s⃗ | y⃗ (n),Θ) = p(y⃗
(n) | s⃗,Θ) p(s⃗ |Θ)∫
p(y⃗ (n) | s⃗ ′,Θ) p(s⃗ ′ |Θ)ds⃗ ′ . (1.6)
Now we can rewrite the free-energy as:
F(Θold,Θ) :=
N∑
n=1
[⟨
log p(y⃗ (n), s⃗ |Θ)
⟩
n
+H(Θold)
]
, (1.7)
where ⟨ · ⟩n denotes the expectation with respect to the posterior p(s⃗ | y⃗ (n),Θold) andH(Θold)
is the posterior entropy. For current parameter values denoted by Θold, the gap between (1.7)
and the marginal data likelihood (1.3) can be locally closed by computing the posteriors as
in (1.6). Then an updated parameter set Θ can be obtained to maximize the expected data
likelihood under the computed posteriors by setting dF(Θold,Θ)/dΘ = 0. Repeating the
two steps for an iterative optimization of parameters is formally known as the Expectation
Maximization (EM) algorithm. As described by Neal and Hinton (1998), the EM algorithm
is a coordinate-ascent procedure, which is guaranteed to never decrease the data likelihood.
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In practice, the likelihood is increased to a (possibly local) maximum by alternating between
E-step: compute p(s⃗ | y⃗ (n),Θold)
and M-step: argmax
Θ
F(Θold,Θ).
The E- and M-steps break down the difficult problem of likelihood optimization into two
relatively simpler optimization tasks: for given observations, the E-step infers the expected
values of the unobserved latents using current model parameters, whereas provided the ob-
servations and their latent expectations, the M-step computes maximum likelihood estimates
of model parameters by optimizing a lower-bound of the marginal data likelihood.
Although deriving expressions for M-step parameter updates maybe analytically in-
volved, but the costly bit of the EM algorithm is the E-step, which computes posterior prob-
abilities that often involve an analytically intractable integration over the latent space (1.6).
Even if the latent space is assumed to be discrete, the cost of enumerating through each pos-
sible state is computationally prohibitive for large latent spaces. A feasible solution therefore
is to approximate the exact posterior. For instance for standard sparse coding with Laplace
prior, maximum a-posteriori (MAP) based methods have been proposed (for instance Mairal
et al., 2010; Lee et al., 2007), which approximate the latent posterior by finding one most
likely configuration of the latent variables to explain an observation. Other methods pro-
pose to approximate the true posterior with a simpler (uni-modal) distribution (e.g., Seeger,
2008; Ribeiro and Opper, 2011), or factorize the posterior by assuming a-posteriori indepen-
dence among latents (see Jordan et al., 1999; Wainwright and Jordan, 2008, for variational
approximation and inference). There are also sampling based methods, which stochastically
explore the latent space to approximate the posterior distribution (see e.g., Shelton et al.,
2011; Mohamed et al., 2012). Which of the approximate inference schemes works better or
worse depends on a specific instance of the model and also sometimes on its application.
In the case of spike-and-slab sparse coding, due to the multi-modal nature of its posterior
landscape, a MAP or a uni-modal approximation for instance (Lee et al., 2007; Seeger, 2008;
Ribeiro and Opper, 2011) is prone to be more suboptimal, whereas variational (Titsias and
Lazaro-Gredilla, 2011; Goodfellow et al., 2012; Sheikh et al., 2014) and sampling based (Mo-
hamed et al., 2012; Shelton et al., 2015) inference methods have been successfully applied
to train spike-and-slab sparse coding models.
Chapter Outline
The rest of this thesis is divided as follows:
In Chapter 2 we derive a closed-form solution for running the exact EM algorithm
for maximum likelihood learning in linear spike-and-slab sparse coding, where we the
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latent slab is considered to be Gaussian. We perform simulations for empirical ver-
ification of our learning framework and to gauge the model as an approximation to
standard sparse coding (Olshausen and Field, 1996). We also assess model’s compet-
itiveness through standard benchmarks, comparing it to other latent variable models
on a source separation task. The chapter has been published as Lu¨cke and Sheikh
(2012).
Chapter 3 proposes an extension of the model we study in Chapter 2. In this chapter
we develop a scalable learning scheme for the spike-and-slab model by applying a trun-
cated variational approach for approximated posterior inference in sparse LVMs (Lu¨cke
and Eggert, 2010). We conduct a systematic analysis of the proposed method and con-
trast it with factored variational inference in spike-and-slab sparse coding (Titsias and
Lazaro-Gredilla, 2011; Goodfellow et al., 2012). We further compare our method with
a number of established sparse coding models on various tasks and benchmarks. The
chapter has appeared as Sheikh et al. (2014).
Chapter 4 applies the hybrid inference framework of Shelton et al. (2011) for large-
scale learning in linear spike-and-slab sparse coding. By combining latent preselec-
tion (Lu¨cke and Eggert, 2010) with sampling, we formulate an efficient procedure for
approximate posterior inference in the model. To assess and demonstrate the scal-
ability of the method, we apply it on a large scale to natural image patches. We
then contrast the method with respect to its scalability against other comparable ap-
proaches. Through experiments involving ground-truth information, we also look at
the convergence properties of the select and sample based inference in comparison to
purely sampling driven learning applied to the model. In experiments on benchmark
data, we further compare the performance of the proposed method on the task of image
denoising. Parts of this chapter have been published as Sheikh and Lu¨cke (2016).
Chapter 5 introduces a nonlinear spike-and-slab sparse coding method as a more accu-
rate model for low-level occlusions in visual data. As the exact posterior inference in
the model turns out to be analytically intractable, we present an approximate inference
scheme based on Shelton et al. (2011) for scalable learning in the model. Through nu-
merous experiments on both real and synthetic datasets, we do a comparative analysis
of latent features/components learned by the nonlinear model with those extracted by
standard sparse coding with Laplace prior. Finally we perform a qualitative compari-
son of features learned by the model on natural image data with in vivo neural findings
from different physiological studies (i.e., Ringach, 2002; Usrey et al., 2003; Niell and
Stryker, 2008). The chapter is published as Shelton et al. (2015) with earlier results
appearing in Shelton et al. (2012).
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Gaussian Sparse Coding
In the previous chapter we introduced the EM algorithm (Section 1.5.1), which defines a
generic framework for iteratively finding a maximum likelihood parameterization of an LVM
given observed training data. We saw that while the M-step performs parameter updates
that can be obtained by taking the derivatives of the free-energy with respect to model
parameters to zero, it is the E-step which involves computing expected values of the missing
or latent data that turns out to be more challenging (see Equation 1.6). Even though there
are LVMs such as instances of mixture and factor analysis models for which the E-step can
be performed exactly (see Bishop, 2006, for example), for methods like sparse coding with
continuous latent priors, e.g., Cauchy or Laplace, the E-step posteriors cannot be computed
in closed-form (see Lee et al., 2007; Mairal et al., 2010).
In this chapter we propose exact solutions for both E- and M-steps for linear sparse coding
with a continuous prior, where we assume the prior to be a spike-and-slab distribution. We
show that by modeling the slab as a standard Gaussian, we can derive closed-form analytical
expressions for computing posteriors over the latent variables. In the M-step we infer all
the model parameters from training data including the sparsity of individual latents, which
in the case of standard sparse coding is done outside the EM learning loop e.g., through
manual tuning of an external hyperparameter (Lee et al., 2007; Mairal et al., 2010). The
sparsity parameter of the spike-and-slab prior also allows the model to be quite flexible:
probabilistic PCA can be recovered as a special case of the model, however the sparsity can
also be adjusted/learned to simulate sparse latent distributions (see Figures 2.1 and 2.3).
In numerical simulations we perform method verification via parameter recovery experi-
ments. We show that our model is highly accurate in fitting the data generated by standard
sparse coding models (Olshausen and Field, 1996; Lee et al., 2007). Using standard bench-
marks on a source separation task, we also demonstrate the competitiveness of our model
in a comparison with other latent variable approaches. The main analytical results of this
chapter are outlined in more detail in Appendix 2.E.
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Abstract: We define and discuss the first sparse coding algorithm based on
closed-form EM updates and continuous latent variables. The underlying gen-
erative model consists of a standard ‘spike-and-slab’ prior and a Gaussian noise
model. Closed-form solutions for E- and M-step equations are derived by gen-
eralizing probabilistic PCA. The resulting EM algorithm can take all modes of
a potentially multi-modal posterior into account. The computational cost of the
algorithm scales exponentially with the number of hidden dimensions. However,
with current computational resources, it is still possible to efficiently learn model
parameters for medium-scale problems. Thus the model can be applied to the typ-
ical range of source separation tasks. In numerical experiments on artificial data
we verify likelihood maximization and show that the derived algorithm recovers
the sparse directions of standard sparse coding distributions. On source separation
benchmarks comprised of realistic data we show that the algorithm is competitive
with other recent methods.
Introduction
Probabilistic generative models are a standard approach to model data distribu-
tions and to infer instructive information about the data generating process. Meth-
ods like principle component analysis, factor analysis, or sparse coding (SC) (e.g.,
Olshausen and Field, 1996) have all been formulated in the form of probabilistic
generative models. Moreover, independent component analysis (ICA), which is
a very popular approach to blind source separation, can also be recovered from
sparse coding in the limit of zero observation noise (e.g., Dayan and Abbott, 2001).
A standard procedure to optimize parameters in generative models is the appli-
cation of Expectation Maximization (EM) (e.g., Neal and Hinton, 1998). However,
for many generative models the optimization using EM is analytically intractable.
For stationary data only the most elementary models such as mixture models and
factor analysis (which contains probabilistic PCA as special case) have closed-form
solutions for E- and M-step equations. EM for more elaborate models requires ap-
proximations. In particular, sparse coding models (Olshausen and Field, 1996;
Lee et al., 2007; Seeger, 2008, and many more) require approximations because
integrals over the latent variables do not have closed-form solutions.
In this work we study a generative model that combines the Gaussian prior of
probabilistic PCA (p-PCA) with a binary prior distribution. Distributions combin-
ing binary and continuous parts have been discussed and used as priors before (e.g.,
Mitchell and Beauchamp, 1988) and are commonly referred to as ‘spike-and-slab’
distributions. Also sparse coding variants with spike-and-slab distributions have
been studied previously (compare West, 2003; Knowles and Ghahramani, 2007;
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Figure 2.1: Distributions generated by the GSC generative model. The left
column shows the distributions generated for πh = 1 for all h. In this case the
model generates p-PCA distributions. The middle column shows an intermediate
value of πh. The generated distributions are not Gaussians anymore but have a
slight star shape. The right column shows distributions for small values of πh.
The generated distributions have a salient star shape similar to standard sparse
coding distributions.
Teh et al., 2007; Paisley and Carin, 2009; Knowles and Ghahramani, 2011; Mo-
hamed et al., 2010). However, in this work we show that combining binary and
Gaussian latents maintains the p-PCA property of having a closed-form solution
for EM optimization. We can, therefore, derive an algorithm that uses exact pos-
teriors with potentially many modes to update model parameters.
The Gaussian Sparse Coding (GSC) model
Let us first consider a pair of H–dimensional i.i.d. latent vectors, a continuous
z⃗∈RH and a binary b⃗∈{0, 1}H with:
p(⃗b |Θ) =
H∏
h=1
πbhh (1− πh)1−bh = Bernoulli(⃗b; π⃗) (2.1)
and p(z⃗ |Θ) = N (z⃗; 0⃗, IH), (2.2)
where πh parameterizes the probability of non-zero entries. After generation,
both hidden vectors are combined using a pointwise multiplication operator: i.e.,
(⃗b ⊙ z⃗)h = bh zh for all h. The resulting hidden random variable is a vector of
continuous values and zeroes, and it follows a ‘spike-and-slab’ distribution. Given
a hidden vector (which we will denote by b⃗ ⊙ z⃗) , we generate a D–dimensional
observation y⃗ ∈ RD by linearly combining a set of basis functions W and adding
Gaussian noise:
p(y⃗ | b⃗, z⃗,Θ) = N (y⃗; W (⃗b⊙ z⃗),Σ), (2.3)
where W ∈ RD×H is the matrix containing the basis functions W⃗ (h) as columns,
and Σ ∈ RD×D is a covariance matrix parameterizing the data noise. The latents’
13
In Proc. LVA/ICA, LNCS pp. 213-221, 2012
priors (2.1) and (2.2) together with their pointwise combination and the noise
distribution (2.3) define the generative model under consideration. As a special
case, the model contains probabilistic PCA (or factor analysis). This can easily
be seen by setting all πh equal to one.
The model (2.1) to (2.3) is capable of generating a broad range of distributions
including sparse coding like distributions. This is illustrated in Fig. 2.1 where the
parameters πh allow for continuously changing PCA-like to a SC-like distribution.
While the generative model itself has been studied previously (West, 2003; Teh
et al., 2007; Paisley and Carin, 2009; Knowles and Ghahramani, 2011), we will
show that a closed-form EM algorithm can be derived, which can be applied to
blind source separation tasks. We will refer to the generative model (2.1) to (2.3)
as the Gaussian Sparse Coding (GSC) model in order to stress that a specific
spike-and-slab prior (Gaussian slab) in conjunction with a Gaussian noise model
is used. The GSC model is thus an instance of the spike-and-slab sparse coding
model (or alternatively known sparse factor analysis models; (see e.g., West, 2003;
Teh et al., 2007; Paisley and Carin, 2009; Knowles and Ghahramani, 2011).
Expectation Maximization (EM) for Parameter Optimization
Consider a set of N independent data points {y⃗ (n)}n=1,...,N with y⃗ (n) ∈ RD. For
these data we seek parameters Θ = (W,Σ, π⃗) that maximize the data likelihood
L = ∏Nn=1 p(y⃗ (n) |Θ) under the GSC generative model. We employ Expecta-
tion Maximization (EM) algorithm for parameter optimization. The EM algo-
rithm (Neal and Hinton, 1998) optimizes the data likelihood w.r.t. the parameters
Θ by iteratively maximizing the free-energy given by:
F(Θold,Θ) =
N∑
n=1
∑
b⃗
∫
z⃗
p(⃗b, z⃗ | y⃗ (n),Θold)
[
log
(
p(y⃗ (n) | b⃗, z⃗,Θ))
+ log
(
p(⃗b |Θ))+ log (p(z⃗ |Θ))]dz⃗ + H(Θold) , (2.4)
where H(Θold) is an entropy term only depending on parameter values held fixed
during the optimization of F w.r.t. Θ. Note that integration over the hidden space
involves an integral over the continuous part and a sum over the binary part.
Optimizing the free-energy consists of two steps: given the current parameters
Θold the posterior probability is computed in the E-step; and given the posterior,
F(Θold,Θ) is maximized w.r.t. Θ in the M-step. Iteratively applying E- and M-
steps locally maximizes the data likelihood.
M-step parameter updates
Let us first consider the maximization of the free-energy in the M-step before con-
sidering expectation values w.r.t. to the posterior in the E-step. Given a generative
model, conditions for a maximum free-energy are canonically derived by setting
the derivatives of F(Θold,Θ) w.r.t. the second argument to zero. For the GSC
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model we obtain the following parameter updates:
W =
( N∑
n=1
y⃗ (n)
⟨⃗
b⊙ z⃗⟩T
n
)( N∑
n=1
⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
)−1
, (2.5)
Σ =
1
N
N∑
n=1
[
y⃗ (n)(y⃗ (n))T − 2(W ⟨⃗b⊙ z⃗⟩
n
)
(y⃗ (n))T
+W
(⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
WT
)]
and π⃗ =
1
N
N∑
n=1
⟨⃗
b
⟩
n
, where
⟨
f (⃗b, z⃗)
⟩
n
=
∑
b⃗
∫
z⃗
p(⃗b, z⃗ | y⃗ (n),Θold) f (⃗b, z⃗) dz⃗.
(2.6)
Equations (2.5) to (2.6) define a new set of parameter values Θ = (W,Σ, π⃗) given
the current values Θold. These ’old’ parameters are only used to compute the
sufficient statistics
⟨⃗
b
⟩
n
,
⟨⃗
b⊙ z⃗⟩
n
and
⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
of the model.
Expectation Values
Although the derivation of M-step equations can be analytically intricate, it is
the E-step that, for most generative models, poses the major challenge. Source of
the problems involved are analytically intractable integrals required for posterior
distributions and for expectation values w.r.t. the posterior. The true posterior is
therefore often replaced by an approximate distribution (see, e.g., Bishop, 2006;
Seeger, 2008) or in the form of factored variational distributions (Jordan et al.,
1999; Jaakkola, 2000). The most frequently used approximation is the maximum-
a-posterior (MAP) estimate (see, e.g., Olshausen and Field, 1996; Lee et al., 2007)
which replaces the true posterior by a delta-function around the posterior’s max-
imum value. Alternatively, analytically intractable expectation values are often
approximated using sampling approaches. Using approximations always implies,
however, that many analytical properties of exact EM are not maintained. Ap-
proximate EM iterations may, for instance, decrease the likelihood or may not
recover (local or global) likelihood optima in many cases. There are nevertheless,
a limited number of models with exact EM solutions; e.g., mixture models such
as the mixture-of-Gaussians, p-PCA or factor analysis etc. Our novel work here
extends the set of known models with exact EM solutions. By following along the
same lines as for the p-PCA derivations, we maintain in our E-step the analytical
tractability of computing expectation values w.r.t. the posterior of the GSC model
(2.6).
Posterior Probability
First observe that the discrete latent variable b⃗ of the GSC model can be directly
combined with the basis functions, i.e.,W (⃗b⊙ z⃗) = W˜b⃗ z⃗, where (W˜b⃗)dh = Wdhbh.
Now we apply the Bayes’ rule to write down the posterior:
p(⃗b, z⃗ | y⃗ (n),Θ) = N (y⃗
(n); W˜b⃗ z⃗,Σ)N (z⃗; 0⃗, IH) p(⃗b |Θ)∑
b⃗′
∫ N (y⃗ (n); W˜b⃗′ z⃗′,Σ)N (z⃗′; 0⃗, IH) p(⃗b′ |Θ)dz⃗′ . (2.7)
Note that given a state b⃗ in (2.7), the Gaussian governing the observations y⃗ (n) is
only dependent on the Gaussian over the continuous latent z⃗, which is analytically
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independent of b⃗. We can exploit this joint relation to refactorize the Gaussians.
Using Gaussian identities the posterior can be rewritten as:
p(⃗b, z⃗ | y⃗ (n),Θ) =
N (y⃗ (n); 0⃗, Cb⃗) p(⃗b |Θ)N (z⃗; κ⃗(n)b⃗ ,Λb⃗)∑
b⃗′ N (y⃗ (n); 0⃗, Cb⃗′) p(⃗b′ |Θ)
∫ N (z⃗′; κ⃗(n)
b⃗′
,Λb⃗′) dz⃗
′
= p(⃗b | y⃗ (n),Θ) N (z⃗; κ⃗(n)
b⃗
,Λb⃗), (2.8)
where Cb⃗ = W˜b⃗W˜
T
b⃗
+ Σ, Λb⃗ =
(
W˜T
b⃗
Σ−1 W˜b⃗ + IH
)−1
and κ⃗
(n)
b⃗
= Λb⃗ W˜
T
b⃗
Σ−1 y⃗ (n). (2.9)
Equations (2.8) to (2.9) represent the crucial result for the computation of the
E-step below because, first, they show that the posterior does not involve analyt-
ically intractable integrals and, second, for fixed b⃗ and y⃗ (n) the dependency on z⃗
follows a Gaussian distribution. This special form allows for the derivation of ana-
lytical expressions for the expectation values as required for the M-step parameter
updates.
E-step Equations
Derived from (2.8), the expectation values are computed as:⟨⃗
b
⟩
n
=
∑
b⃗
p(⃗b | y⃗ (n),Θ) b⃗, (2.10)
⟨⃗
b⊙ z⃗⟩
n
=
∑
b⃗
p(⃗b | y⃗ (n),Θ) κ⃗(n)
b⃗
and
⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
=
∑
b⃗
p(⃗b | y⃗ (n),Θ) (Λb⃗ + κ⃗(n)b⃗ (κ⃗(n)b⃗ )T). (2.11)
Note that we have to use the current values Θ = Θold for all parameters on the
right-hand-side. The E-step equations (2.10) to (2.11) represent a closed-form
solution for expectation values required for the closed-form M-step (2.5) to (2.6).
Relation to the Mixture of Gaussians
The special form of the posterior in (2.8) allows the derivation of a closed-form ex-
peression of the data likelihood: i.e., p(y⃗ |Θ) =∑b⃗ Bernoulli(⃗b; π⃗) N (y⃗ (n); 0⃗, Cb⃗).
Note that in principle, this form can be reproduced by a Gaussian mixture model.
However, such a model would consist of 2H mixture components, with strongly de-
pendent mixing proportions and covariance matrices Cb⃗. Closed-form EM-updates
can in general not be derived for such dependencies. The standard updates for
mixtures of Gaussians require independently parameterized mixing proportions
and components. Therefore, the closed-form EM-solutions for the GSC model is
not a consequence of closed-form EM for classical Gaussian mixtures.
Numerical Experiments
GSC parameter optimization is non-convex, However, as for all algorithms based
on closed-form EM, the GSC algorithm always increases the data likelihood at
least to a local maxima. We first numerically investigate how frequently local
optima are obtained. Later we assess model’s performace on more practical tasks.
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Figure 2.2: Histogram of likelihood values for 100 runs of the GSC algorithm on
data generated by a SC model with Cauchy prior. Almost all runs converged to
high likelihood values.
Model verification
First, we verify on artificial data that the algorithm increases the likelihood and
that it can recover the parameters of the generating distribution. For this, we
generated N = 500 data points y⃗ (n) from the GSC generative model (2.1) to (2.3)
with D = H = 2. We used randomly initialized generative parameters 1. The
algorithm was run 250 times on the generated data. For each run we performed
300 EM iterations. For each run, we randomly and uniformly initialized πh between
0.05 and 10, set Σ to the covariance accross the data points, and the elements of
W we chose to be independently drawn from a normal distribution with zero mean
and unit variance. In all runs the generating parameter values were recovered with
high accuracy. Runs with different generating parameters produced essentially the
same results.
Recovery of sparse directions
To test the model’s robustness w.r.t. a relaxation of the GSC assumptions, we
applied the GSC algorithm to data generated by standard sparse coding models.
We used a standard Cauchy prior and a Gaussian noise model (Olshausen and
Field, 1996) for data generation. Fig. 2.3 second panel shows data generated by
this sparse coding model while the first panel shows the prior density along one
of its hidden dimensions. We generated N = 500 data points with H = D = 2.
We then applied the GSC algorithm with the same parameter initialization as in
the previous experiment. We performed 100 trials using 300 EM iterations per
trial. Again, the algorithm converged to high likelihood values in most runs (see
Fig. 2.2). As a performace measure for this experiment we investigated how well
the heavy tails (i.e., the sparse directions) of standard SC were recovered. As a
performance metric, we used the Amari index (Amari et al., 1995):
A(W ) = 12H(H−1)
∑H
h,h′=1
(
|Ohh′ |
maxh′′ |Ohh′′ | +
|Ohh′ |
maxh′′ |Oh′′h′ |
)
− 1H−1 (2.12)
where Ohh′ :=
(
W−1W gen
)
hh′ . The mean Amari index of all runs with high like-
lihood values was below 10−2, which shows a very accurate recovery of the sparse
directions. Fig. 2.3 (right panel) visualizes the distribution recovered by the GSC
algorithm in a typical run. The dotted red lines show the density contours of
1We obtained W gen by independently drawing each matrix entry from a normal distribution
with zero mean and standard deviation 3. πgenh values were drawn from a uniform distribution
between 0.05 and 1, Σ = σgenID (where σ
gen was uniformly drawn between 0.05 and 10).
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Figure 2.3: Comparison of standard sparse coding and GSC. Left panels: Cauchy
distribution (along one hidden dimension) as a standard SC prior (Olshausen and
Field, 1996) and data generated by it. Right panels: Spike-and-slab distribution
(one of the hidden dimensions) inferred by the GSC algorithm along with inferred
sparse directions (solid red lines) and posterior data density contours (dotted red
lines).
Figure 2.4: Histogram of the deviation from orthogonality of the W matrix for
100 runs of the GSC algorithm on the Speech4 benchmark (N = 500). A clear
cluster of the most orthogonal runs can automatically be detected: the threshold
of runs considered is defined to be the minimum after the cluster (black arrow).
the learned distribution p(y⃗ |Θ). High accuracy in the recovery of the generating
sparse directions (solid black lines) can be observed by comparison with the re-
covered directions (solid red lines). The results of experiments are qualitatively
the same if we increase the number of hidden and observed dimensions; e.g., for
H = D = 4 we found the algorithm converged to a high likelihood in 91 (with
average Amari index below 10−2) of 100 runs.
Other than standard SC with Cauchy prior, we also ran the algorithm on data
generated by SC with Laplace prior (Olshausen and Field, 1996; Lee et al., 2007).
There for H = D = 2, we converged to high likelihood values in 99 of 100 runs with
an average Amari index 0.06. In the experiment with H = D = 4 the algorithm
converged to a high likelihood in 97 of 100 runs. The average Amari index of all
runs with high likelihoods was 0.07 in this case.
Source separation
We applied the GSC algorithm to publicly available benchmarks. We used the
non-artificial benchmarks of Suzuki and Sugiyama (2011). The datasets mainly
contain acoustic data obtained from ICALAB (Cichocki et al., 2007). We generated
the observed data by mixing the benchmark sources using randomly generated
orthogonal mixing matrix (we followed Suzuki and Sugiyama, 2011). Again, the
Amari index (2.12) was used as a performace measure.
For all the benchmarks we used N = 200 and N = 500 data points (as selected
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datasets Amari index (standard deviation)
name N GSC GSC⊥ NG-LICA KICA FICA JADE
10halo 200 0.34(0.05) 0.29(0.03) 0.29(0.02) 0.38(0.03) 0.33(0.07) 0.36(0.00)
500 0.27(0.01) 0.27(0.01) 0.22(0.02) 0.37(0.03) 0.22(0.03) 0.28(0.00)
Sergio7 200 0.23(0.06) 0.20(0.06) 0.04(0.01) 0.38(0.04) 0.05(0.02) 0.07(0.00)
500 0.18(0.05) 0.17(0.03) 0.05(0.02) 0.37(0.03) 0.04(0.01) 0.04(0.00)
Speech4 200 0.25(0.05) 0.17(0.04) 0.18(0.03) 0.29(0.05) 0.20(0.03) 0.22(0.00)
500 0.11(0.04) 0.05(0.01) 0.07(0.00) 0.10(0.04) 0.10(0.04) 0.06(0.00)
c5signals 200 0.39(0.03) 0.44(0.05) 0.12(0.01) 0.25(0.15) 0.10(0.02) 0.12(0.00)
500 0.41(0.05) 0.44(0.04) 0.06(0.04) 0.07(0.06) 0.04(0.02) 0.07(0.00)
Table 2.1: Performance of different algorithms on benchmarks for source separa-
tion. Data for NG-LICA, KICA, FICA, and JADE are taken from Suzuki and
Sugiyama (2011). Performances are compared based on the Amari index (2.12).
Bold values highlight the best performing algorithm(s).
by Suzuki and Sugiyama, 2011). We applied GSC to the data using the same
initialization as described before. For each experiment we performed 100 trials
with a random new parameter initialization per trial. The first column of Tab. 1
list average Amari indices obtained including all trials per experiment2. It is
important to note that all the other algorithms listed in the comparison assume
orthogonal mixing matrices, while the GSC algorithm does not. Therefore in the
column ’GSC⊥’ in Tab. 1, we report statistics that are only computed over the runs
which infered the most orthogonal W matrices. As a measure of orthogonality we
used the maximal deviation from 90o between any two axes. Fig. 2.4 shows as
an example a histogram of the maximal deviations of all trials on the Speech4
data with N = 500. As can be observed, we obtained a clear cluster of runs with
high orthogonality. We observed worst performace of the GSC algorithm on the
c5signals dataset. However, the dataset contains sub-Gaussian sources which in
general can not be recovered by sparse coding approaches.
Discussion
The GSC algorithm falls into the class of standard SC algorithms. However, in-
stead of a heavy-tail prior, it uses a spike-and-slab distribution. The algorithm
has a distinguishing capability of taking the whole (potentially a multimodal)
posterior into account for parameter optimization, which is in contrast to the
MAP approximation of the posterior, which is a widely used approach for training
SC models (see e.g., Lee et al., 2007; Mairal et al., 2009a) . Various sophisti-
cated methods have been proposed to efficently find the MAP (e.g., Tibshirani,
1996). MAP based optimizations usually also require regularization parameters
that have to be inferred (e.g., by means of cross-validation). Other approximations
that take more aspects of the posterior into account are also being investigated
actively (e.g., Seeger, 2008; Mohamed et al., 2010). However, approximations can
introduce learning biases. For instance, MAP and Laplace approximations assume
monomodality in posterior estimation, which is not always the case.
Closed-form EM learning of the GSC algorithm also comes with a cost, which
is exponential w.r.t. the number of hidden dimensions H. This can be seen by
considering (2.9) where the partition function requires a summation over all bi-
nary vectors b⃗ (similar for expectation values w.r.t. the posterior). Nevertheless,
2We obtained the reported results by diagonalizing the updated Σ in the M-step by setting
Σ = σ2ID, where σ
2 = Tr(Σ)/D.
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we show in numerical experiments that the algorithm is well applicable to the
typical range of source separation tasks. In such domains the GSC algorithm can
benefit from taking potentially a multimodal posterior into acount and infering a
whole set of model parameters including the sparsity per latent dimension. For
instance, when using a number of hidden dimensions larger than the number of
actual sources, the model can discard dimensions by setting πh parameters to zero.
The studied model could thus be considered as treating parameter inference in a
more Bayesian way than, e.g., SC with MAP estimate (compare Lee et al., 2007).
The second line of research aims at a fully Bayesian description of sparse coding
and emphasises a large flexibility using estimations of the number of hidden di-
mensions and by being applicable with a range of different noise models. The great
challenge of these general models is the procedure of parameter estimation. For the
model in Mohamed et al. (2010), for instance, the Bayesian methodology involves
conjugate priors and hyperparameters in combination with Laplace approxima-
tion and different sampling schemes. While the aim, e.g., in West (2003); Knowles
and Ghahramani (2007); Teh et al. (2007); Paisley and Carin (2009); Knowles
and Ghahramani (2011); Mohamed et al. (2010) is a large flexibility, we aim at a
generalization of sparse coding that maintains the closed-form EM solutions.
To summarize, we have studied a novel sparse coding algorithm and have shown
its competitiveness on source separation benchmarks. Along with the reported
results on source separation, the main contribution of this work is the derivation
and numerical investigation of the (to the knowledge of the authors) first closed-
form, exact EM algorithm for spkie-and-slab sparse coding.
Acknowledgement: J. Lu¨cke is funded by the German Research Foundation
(DFG), grant LU 1196/4-1; A.-S. Sheikh is funded by the German BMBF, grant
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Appendix
Derivation of Closed-Form Posterior
Here we derive the closed-form solution we use in the E-step for computing the exact pote-
rior (2.8) over Gaussian spike-and-slab latents. To keep the derivation valid for the general-
ized generative model (3.1) to (3.3) considered in Chapter 3, in the following we will assume
that the Gaussian slab is parameterized by a mean vector µ⃗ ∈ RH and a full rank covariance
matrix Ψ ∈ RH×H . Therefore the results (2.8) to (2.9) can be obtained by assuming µ⃗ = 0
and Ψ = IH .
First let us write down the joint density of two normally distributed random variables
x⃗ ∼ N (⟨x⃗⟩,Σx) and y⃗ ∼ N (⟨y⃗⟩,Σy):
p(
[
x⃗
y⃗
]
) = N (
[
x⃗
y⃗
]
;
[
⟨x⃗⟩
⟨y⃗⟩
]
,
[
Σx Σx,y
ΣTx,y Σy
]
) ,
where Σx,y is a non-symmetric cross-covariance matrix. Now it turns out that the conditional
distributions of the two variables are also Gaussians:
x⃗ | y⃗ ∼ N (⟨x⃗⟩+Σx,yΣ−1y (y⃗ − ⟨y⃗⟩),Σx − Σx,yΣ−1y ΣTx,y) (2.13)
y⃗ | x⃗ ∼ N (⟨y⃗⟩+ΣTx,yΣ−1x (x⃗− ⟨x⃗⟩),Σy − ΣTx,yΣ−1x Σx,y) . (2.14)
In the GSC model (2.1) to (2.3), we have an observed vector y⃗ ∈ RD that depends on
two latent variables, a Gaussian distributed vector z⃗ ∈ RH and a Bernoulli governed binary
vector b⃗ ∈ {0, 1}H . It follows from (2.3) that:
y⃗ = W˜b⃗z⃗ + ϵ
⇒ ⟨y⃗⟩ = ⟨W˜b⃗z⃗ + ϵ⟩
= W˜b⃗⟨z⃗⟩+ 0
= W˜b⃗µ⃗ (2.15)
The covariance of y⃗ given b⃗ and z⃗ is:
Σy⃗ = ⟨(y⃗ − ⟨y⃗⟩)(y⃗ − ⟨y⃗⟩)T ⟩
= ⟨(W˜b⃗z⃗ + ϵ− W˜b⃗µ⃗)(W˜b⃗z⃗ + ϵ− W˜b⃗µ⃗)T ⟩
= ⟨(W˜b⃗(z⃗ − µ⃗) + ϵ)(W˜b⃗(z⃗ − µ⃗) + ϵ)T ⟩
= ⟨W˜b⃗(z⃗ − µ⃗)(z⃗ − µ⃗)T W˜Tb⃗ ⟩+ ⟨ϵϵT ⟩
= W˜b⃗⟨(z⃗ − µ⃗)(z⃗ − µ⃗)T ⟩W˜Tb⃗ +Σ
= W˜b⃗ΨW˜
T
b⃗
+Σ
= Cb⃗ (2.16)
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Furthermore, the cross-covariance between z⃗ and y⃗ given b⃗ is:
Σz⃗,y⃗ = ⟨(z⃗ − ⟨z⃗⟩)(y⃗ − ⟨y⃗⟩)T ⟩
= ⟨(z⃗ − µ⃗)(W˜b⃗z⃗ + ϵ− W˜b⃗µ⃗)T ⟩
= ⟨(z⃗ − µ⃗)(W˜b⃗(z⃗ − µ⃗) + ϵ)T ⟩
= ⟨(W˜b⃗(z⃗ − µ⃗)(z⃗ − µ⃗))T ⟩+ ⟨((z⃗ − µ⃗)ϵ)T ⟩
= W˜T
b⃗
⟨(z⃗ − µ⃗)(z⃗ − µ⃗)T ⟩+ 0
= ΨW˜T
b⃗
(2.17)
We know from (2.13) that the conditional distribution of z⃗ given y⃗ and b⃗ is:
p(z⃗ | b⃗, y⃗)
= N (⟨⃗b⊙ z⃗⟩+Σz⃗,y⃗Σ−1y⃗ (y⃗ − ⟨y⃗⟩),Ψ
(
diag(⃗b)
)− Σz⃗,y⃗Σ−1y⃗ ΣTz⃗,y⃗)
= N (⟨⃗b⊙ z⃗⟩+Σz⃗,y⃗Σ−1y⃗ (y⃗ − ⟨y⃗⟩),Ψb⃗ − Σz⃗,y⃗Σ−1y⃗ ΣTz⃗,y⃗)
where,
⟨z⃗ ⊙ b⃗⟩+Σz⃗,y⃗Σ−1y⃗ (y⃗ − ⟨y⃗⟩)
= (⟨z⃗⟩ ⊙ b⃗) + ΨW˜T
b⃗
(W˜b⃗ΨW˜
T
b⃗
+ ⟨ϵϵT ⟩)−1(y⃗ − W˜b⃗µ⃗)
= (µ⃗⊙ s⃗) + ( W˜T
b⃗
Σ−1W˜b⃗ +Ψ
−1  
M
b⃗
)−1
W˜T
b⃗
Σ−1(y⃗ − W˜b⃗µ⃗)
= κ⃗b⃗ (2.18)
and
Ψb⃗ − Σz⃗,y⃗Σ−1y⃗ ΣTz⃗,y⃗
= Ψb⃗ −ΨW˜Tb⃗
(
W˜b⃗ΨW˜
T
b⃗
+ ⟨ϵϵT ⟩)−1W˜b⃗ΨT
= Ψb⃗ −Ψb⃗WT
(
WΨb⃗W
T + ⟨ϵϵT ⟩)−1WΨT
b⃗
= Ψb⃗ −
(
WTΣ−1W +Ψ−1
b⃗
)−1
WTΣ−1WΨT
b⃗
=
(
WTΣ−1W +Ψ−1
b⃗  
M
b⃗
)−1
= Λb⃗ (2.19)
We use the results from Equations (2.15) to (2.19) to derive the full posterior p(⃗b, z⃗ | y⃗ (n),Θ)
in closed form (2.8).
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In the last chapter we presented a closed-form analytical solution for the EM algorithm for
spike-and-slab sparse coding. We saw that for the special case of a Gaussian slab, we could
integrate out the continuous part of the discrete-continuous latent prior in order to exactly
compute the E-step posteriors. The computation however still involved a sweep through
the discrete part of the posterior latent space, which was comprised of exponentially many
states with respect to the number of latents. This incurred a prohibitive computational cost
for large-scale applications of the model.
In this chapter we will introduce a novel procedure for scalable inference and learning in
linear spike-and-slab sparse coding. The approximate inference method is based on Lu¨cke
and Eggert (2010), which for a given observation subdivides the latent space into subspaces
of relevant and irrelevant latents – hence by truncating the majority set of irrelevant latents,
the posterior is efficiently estimated within a selected subspace of reduced dimensionality.
The computational cost of the resulting algorithm no longer depends on the total number
of latents, which allows for large-scale applications of the model.
We contrast our method with variational inference in spike-and-slab sparse coding (Zhou
et al., 2009; Titsias and Lazaro-Gredilla, 2011; Goodfellow et al., 2013), where the posterior
is fully factorized across the latents, i.e., their activations are taken to be a-posteriori inde-
pendent of each other. The aim of our analysis is to identity any learning biases that maybe
introduced by the independence assumption for posterior approximation. In a comparison
on source separation benchmarks, we find that spike-and-slab sparse coding in general out-
performs the established MAP based methods for standard sparse coding (Mairal et al.,
2009a; Lee et al., 2007). The results align with the findings of Mohamed et al. (2012),
which also support spike-and-slab models over the L1−norm based approaches for sparse
coding. In further experiments we demonstrate that our method can achieve state-of-the-art
performance in image denoising on natural benchmark data.
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Abstract: We study inference and learning based on a sparse coding model
with ‘spike-and-slab’ prior. As in standard sparse coding, the model used assumes
independent latent sources that linearly combine to generate data points. How-
ever, instead of using a standard sparse prior such as a Laplace distribution, we
study the application of a more flexible ‘spike-and-slab’ distribution which models
the absence or presence of a source’s contribution independently of its strength if
it contributes. We investigate two approaches to optimize the parameters of spike-
and-slab sparse coding: a novel truncated EM approach and, for comparison, an
approach based on standard factored variational distributions. The truncated
approach can be regarded as a variational approach with truncated posteriors as
variational distributions. In applications to source separation we find that both ap-
proaches improve the state-of-the-art in a number of standard benchmarks, which
argues for the use of ‘spike-and-slab’ priors for the corresponding data domains.
Furthermore, we find that the truncated EM approach improves on the standard
factored approach in source separation tasks—which hints to biases introduced by
assuming posterior independence in the factored variational approach. Likewise,
on a standard benchmark for image denoising, we find that the truncated EM
approach improves on the factored variational approach. While the performance
of the factored approach saturates with increasing numbers of hidden dimensions,
the performance of the truncated approach improves the state-of-the-art for higher
noise levels.
Keywords: sparse coding, spike-and-slab distributions, approximate EM, vari-
ational Bayes, unsupervised learning, source separation, denoising
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Introduction
Much attention has recently been devoted to studying sparse coding models with
‘spike-and-slab’ distribution as a prior over the latent variables (Goodfellow et al.,
2013; Mohamed et al., 2012; Lu¨cke and Sheikh, 2012; Titsias and Lazaro-Gredilla,
2011; Carbonetto and Stephen, 2011; Knowles and Ghahramani, 2011; Yoshida
and West, 2010). In general, a ‘spike-and-slab’ distribution is comprised of a
binary (the ‘spike’) and a continuous (the ‘slab’) part. The distribution generates a
random variable by multiplying together the two parts such that the resulting value
is either exactly zero (due to the binary random variable being zero) or it is a value
drawn from a distribution governing the continuous part. In sparse coding models,
employing spike-and-slab as a prior allows for modeling the presence or absence
of latents independently of their contributions in generating an observation. For
example, piano keys (as latent variables) are either pressed or not (binary part),
and if they are pressed, they result in sounds with different intensities (continuous
part). The sounds generated by a piano are also sparse in the sense that of all
keys only a relatively small number is pressed on average.
Spike-and-slab distributions can flexibly model an array of sparse distributions,
making them desirable for many types of data. Algorithms based on spike-and-
slab distributions have successfully been used, e.g., for deep learning and transfer
learning (Goodfellow et al., 2013), regression (West, 2003; Carvalho et al., 2008;
Carbonetto and Stephen, 2011; Titsias and Lazaro-Gredilla, 2011), or denoising
(Zhou et al., 2009; Titsias and Lazaro-Gredilla, 2011), and often represent the
state-of-the-art on given benchmarks (compare Titsias and Lazaro-Gredilla, 2011;
Goodfellow et al., 2013).
The general challenge with spike-and-slab sparse coding models lies in the op-
timization of the model parameters. Whereas the standard Laplacian prior used
for sparse coding results in uni-modal posterior distributions, the spike-and-slab
prior results in multi-modal posteriors (see, e.g., Titsias and Lazaro-Gredilla, 2011;
Lu¨cke and Sheikh, 2012). Figure 3.1 shows typical posterior distributions for spike-
and-slab sparse coding (the model will be formally defined in the next section).
The figure illustrates posterior examples for the case of a two-dimensional ob-
served and a two-dimensional hidden space. As can be observed, the posteriors
have multiple modes; and the number modes increases exponentially with the di-
mensionality of the hidden space (Titsias and Lazaro-Gredilla, 2011; Lu¨cke and
Sheikh, 2012). The multi-modal structure of the posteriors argues against the ap-
plication of the standard maximum a-posteriori (MAP) approaches (Mairal et al.,
2009a; Lee et al., 2007; Olshausen and Field, 1997) or Gaussian approximations
of the posterior (Seeger, 2008; Ribeiro and Opper, 2011) because they rely on
uni-modal posteriors. The approaches that have been proposed in the literature
are, consequently, MCMC based methods (e.g., Carvalho et al., 2008; Zhou et al.,
2009; Mohamed et al., 2012) and variational EM methodologies (e.g., Zhou et al.,
2009; Titsias and Lazaro-Gredilla, 2011; Goodfellow et al., 2013). While MCMC
approaches are more general and more accurate given sufficient computational
resources, variational approaches are usually more efficient. Especially in high
dimensional hidden spaces, the multi-modality of the posteriors is a particular
challenge for MCMC approaches; consequently, recent applications to large hid-
den spaces have been based on variational EM optimization (Titsias and Lazaro-
Gredilla, 2011; Goodfellow et al., 2013). The variational approaches applied to
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Figure 3.1: Left ﬁgures visualize observations generated by two diﬀerent instanti-
ations of the spike-and-slab sparse coding model (3.1) to (3.3). Solid lines are the
generating bases vectors. Right ﬁgures illustrate the corresponding exact posteri-
ors over latents computed using (3.13) and (3.15) given observations and generat-
ing model parameters. The probability mass seen just along the axes or around
the origin actually lies exactly on the axis. Here we have spread the mass for vi-
sualization purposes by slightly augmenting zero diagonal entries of the posterior
covariance matrix in (3.15).
spike-and-slab models thus far (see Rattray et al., 2009; Yoshida and West, 2010;
Titsias and Lazaro-Gredilla, 2011; Goodfellow et al., 2013) assume a factorization
of the posteriors over the latent dimensions, that is the hidden dimensions are
assumed to be independent a-posteriori. This means that any dependencies such
as explaining-away eﬀects including correlations (compare Figure 3.1) are ignored
and not accounted for. But what consequences does such a negligence of posterior
structure have? Does it result in biased parameter estimates and is it relevant for
practical tasks? Biases induced by factored variational inference in latent variable
models have indeed been observed before (MacKay, 2001; Ilin and Valpola, 2005;
Turner and Sahani, 2011). For instance, in source separation tasks, optimization
through factored inference can be biased towards ﬁnding mixing matrices that
represent orthogonal sparse directions, because such solutions are most consistent
with the assumed a-posteriori independence (see Ilin and Valpola, 2005, for a de-
tailed discussion). Therefore, the posterior independence assumption in general
may result in suboptimal solutions.
In this work we study an approximate EM approach for spike-and-slab sparse
coding which does not assume a-posteriori independence and which can model
multiple modes. The novel approach can be considered as a variational EM ap-
proach but instead of using factored distributions or Gaussians, it is based on
posterior distributions truncated to regions of high probability mass (Lu¨cke and
Eggert, 2010). Such truncated EM approaches have recently been applied to diﬀer-
ent models (see e.g., Puertas et al., 2010; Shelton et al., 2011; Dai and Lu¨cke, 2012;
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Bornschein et al., 2013). In contrast to the previously studied factored variational
approaches (Titsias and Lazaro-Gredilla, 2011; Mohamed et al., 2012; Goodfel-
low et al., 2013), the truncated approach will furthermore take advantage of the
fact that in the case of a Gaussian slab and Gaussian noise model, integrals over
the continuous latents can be obtained in closed-form (Lu¨cke and Sheikh, 2012).
This implies that the posteriors over latent space can be computed exactly if the
sums over the binary part are exhaustively evaluated over exponentially many
states. This enumeration of the binary part becomes computationally intractable
for high-dimensional hidden spaces. However, by applying the truncated varia-
tional approach exclusively to the binary part of the hidden space, we can still
fully benefit from the analytical tractability of the continuous integrals.
In this study, we systematically compare the truncated approach to a recently
suggested factored variational approach (Titsias and Lazaro-Gredilla, 2011). A
direct comparison of the two variational approaches will allow for answering the
questions about potential drawbacks and biases of both optimization procedures.
As approaches assuming factored variational approximations have recently shown
state-of-the-art performances (Titsias and Lazaro-Gredilla, 2011; Goodfellow et al.,
2013), understanding their strengths and weaknesses is crucial for further advance-
ments of sparse coding approaches and their many applications. Comparison with
other approaches that are not necessarily based on the spike-and-slab model will
allow for accessing the potential advantages of the spike-and-slab model itself.
In Section 3.II we will introduce the used spike-and-slab sparse coding genera-
tive model, and briefly discuss the factored variational approach which has recently
been applied for parameter optimization. In Section 3.III we derive the closed-
form EM parameter update equations for the introduced spike-and-slab model.
Based on these equations, in Section 3.IV we derive the truncated EM algorithm
for efficient learning in high dimensions. In Section 3.V, we numerically evaluate
the algorithm and compare it to factored variational and other approaches. Fi-
nally, in Section 3.VI we discuss the results. The Appendix present details of the
derivations and experiments.
Spike-and-slab Sparse Coding
The spike-and-slab sparse coding model assumes like standard sparse coding a
linear superposition of basis functions, independent latents, and Gaussian obser-
vation noise. The main difference is that a spike-and-slab distribution is used as a
prior. Spike-and-slab distributions have long been used for different models (e.g.,
Mitchell and Beauchamp, 1988, among many others) and also variants of sparse
coding with spike-and-slab priors have been studied previously (compare West,
2003; Garrigues and Olshausen, 2007; Knowles and Ghahramani, 2007; Teh et al.,
2007; Carvalho et al., 2008; Paisley and Carin, 2009; Zhou et al., 2009). In this
work we study a generalization of the spike-and-slab sparse coding model studied
by Lu¨cke and Sheikh (2012). The data generation process in the model assumes
an independent Bernoulli prior for each component of the the binary latent vector
b⃗ ∈ {0, 1}H and a multivariate Gaussian prior for the continuous latent vector
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z⃗ ∈ RH :
p(⃗b |Θ) = B(⃗b; π⃗) =
H∏
h=1
πbhh (1− πh)1−bh , (3.1)
p(z⃗ |Θ) = N (z⃗; µ⃗,Ψ), (3.2)
where πh defines the probability of bh being equal to one and where µ⃗ and Ψ
parameterize the mean and covariance of z⃗, respectively. The parameters µ⃗ ∈ RH
and Ψ ∈ RH×H parameterizing the Gaussian slab in (3.2) generalize the spike-
and-slab model used in (Lu¨cke and Sheikh, 2012). A point-wise multiplication of
the two latent vectors, i.e., (⃗b⊙ z⃗)h = bh zh generates a ‘spike-and-slab’ distributed
variable (⃗b ⊙ z⃗), which has either continuous values or exact zero entries. Given
such a latent vector, a D-dimensional observation y⃗ ∈ RD is generated by linearly
superimposing a set of basis functions W and by adding Gaussian noise:
p(y⃗ | b⃗, z⃗,Θ) = N (y⃗; W (⃗b⊙ z⃗),Σ), (3.3)
where each column of the matrixW ∈ RD×H is a basis functionW = (w⃗1, . . . , w⃗H)
and where the matrix Σ ∈ RD×D parameterizes the observation noise. Full rank
covariances Σ can flexibly parametrize noise and have been found beneficial in noisy
environments (Dalen and Gales, 2008; Ranzato and Hinton, 2010; Dalen and Gales,
2011). Nevertheless the model can also be constrained to have homoscedastic noise
(i.e., Σ = σ2I). We use Θ = (W,Σ, π⃗, µ⃗,Ψ) to denote all the model parameters.
Having a spike-and-slab prior implies that for high levels of sparsity (low values of
πh) the latents assume exact zeros with a high probability. This is an important
distinction compared to the Laplace or Cauchy distributions used for standard
sparse coding (Olshausen and Field, 1997).
The spike-and-slab sparse coding algorithm we derive in this work is based
on the model (3.1) to (3.3). The factored variational approach (Multi–Task and
Multiple Kernel Learning, MTMKL; Titsias and Lazaro-Gredilla, 2011) that we
use for detailed comparison is based on a similar model. The MTMKL model is
both a constrained and generalized version of the model we study. On one hand,
it is more constrained by assuming the same sparsity for each latent, i.e., πh = πh′
(for all h, h′); and by using a diagonal covariance matrix for the observation noise,
Σ = diag(σ21 , . . . , σ
2
D). On the other hand, it is a generalization by drawing the
basis functions W from Gaussian processes. The model (3.1) to (3.3) can then
be recovered as a special case of the MTMKL model if the Gaussian processes
are Dirac delta functions. For parameter optimization, the MTMKL model uses a
standard factored variational optimization. In the case of spike-and-slab models,
this factored approach means that the exact posterior p(⃗b, z⃗ | y⃗) is approximated
by a variational distribution qn(⃗b, z⃗; Θ) which assumes the combined latents to be
independent a-posteriori (compare Zhou et al., 2009; Titsias and Lazaro-Gredilla,
2011; Goodfellow et al., 2013):
qn(⃗b, z⃗; Θ) =
H∏
h=1
q(h)n (bh, zh; Θ),
where q
(h)
n are distributions only depending on bh and zh and not on any of the
other latents. A detailed account of the MTMKL optimization algorithm is given
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by Titsias and Lazaro-Gredilla (2011) and for later numerical experiments on the
model, we used the source code provided along with that publication.1 Further
comparisons will include the spike-and-slab sparse coding model by Zhou et al.
(2009). The generative model is similar to the spike-and-slab model in Equations
(3.1) to (3.3) but uses a Beta process prior to parameterize the Bernoulli (the
“spike”) distribution and assumes homoscedastic observation noise. Inference in
their model is based on factored variational EM or Gibbs sampling. As this model
is closely related to ours, we use it as another instance for comparison in our
numerical experiments in order to assess the influence of different inference method
choices. This comparison allows us to explore differences of training the model
with a sampling-based approach, as they yield many of the same benefits of our
inference method (e.g., flexible representation of uncertainty), but where generally
more computational resources are necessary.
Expectation Maximization for Parameter Optimiza-
tion
In order to learn the model parameters Θ given a set of N independent data
points {y⃗ (n)}n=1,...,N with y⃗ (n) ∈ RD, we maximize the data likelihood L =∏N
n=1 p(y⃗
(n) |Θ) by applying the Expectation Maximization (EM) algorithm. In-
stead of directly maximizing the likelihood, the EM algorithm (in the form studied
by Neal and Hinton, 1998) maximizes the free-energy, a lower bound of the log-
likelihood given by:
F(Θold,Θ) =
N∑
n=1
⟨
log p(y⃗ (n), b⃗, z⃗ |Θ)
⟩
n
+H(Θold), (3.4)
where ⟨ · ⟩n denotes the expectation under the posterior over the latents b⃗ and z⃗
given y⃗ (n) ⟨
f (⃗b, z⃗)
⟩
n
=
∑
b⃗
∫
z⃗
p(⃗b, z⃗ | y⃗ (n),Θold) f (⃗b, z⃗) dz⃗ (3.5)
and H(Θold) = −∑b⃗ ∫z⃗ p(⃗b, z⃗ | y⃗ (n),Θold) log(p(⃗b, z⃗ | y⃗ (n),Θold)) dz⃗ is the Shannon
entropy, which only depends on parameter values held fixed during the optimiza-
tion of F w.r.t. Θ in the M-step. Here∑b⃗ is a summation over all possible binary
vectors b⃗.
The EM algorithm iteratively optimizes the free-energy by alternating between
two steps. First, in the E-step given the current parameters Θold, the relevant
expectation values under the posterior p(⃗b, z⃗ | y⃗ (n),Θold) are computed. Next, the
M-step uses these posterior expectations and maximizes the free-energy F(Θold,Θ)
w.r.t. Θ. Iteratively applying E- and M-steps locally maximizes the data likelihood.
In the following section we will first derive the M-step equations which themselves
will require expectation values over the posteriors (3.5). The required expressions
and approximations for these expectations (the E-step) will be derived afterwards.
1We downloaded the code from http://www.well.ox.ac.uk/~mtitsias/code/varSparseCode.
tar.gz.
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M-step Parameter Updates
The M-step parameter updates of the model are canonically obtained by setting
the derivatives of the free-energy (4.3) w.r.t. the second argument to zero. Details
of the derivations are given in Appendix 3.G and the resulting update equations
are as follows:
W =
∑N
n=1 y⃗
(n)
⟨⃗
b⊙ z⃗⟩T
n∑N
n=1
⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
, (3.6)
π⃗ =
1
N
N∑
n=1
⟨⃗
b
⟩
n
, (3.7)
µ⃗ =
∑N
n=1
⟨⃗
b⊙ z⃗⟩
n∑N
n=1
⟨⃗
b
⟩
n
, (3.8)
Ψ =
N∑
n=1
[⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
− ⟨⃗b b⃗T⟩
n
⊙ µ⃗µ⃗T
]
⊙
( N∑
n=1
[⟨⃗
b b⃗T
⟩
n
])−1
,(3.9)
and Σ =
1
N
N∑
n=1
[
y⃗ (n)(y⃗ (n))T −W [⟨(⃗b⊙ z⃗)⟩
n
⟨
(⃗b⊙ z⃗)⟩T
n
]
WT
]
. (3.10)
E-step Expectation Values
The M-step equations (3.6) to (3.10) require expectation values w.r.t. the poste-
rior distribution be computed over the whole latent space, which requires either
analytical solutions or approximations of integrals/sums over the latent space. For
the derivation of closed-form E-step equations it is useful to know that the discrete
latent variable b⃗ can be combined with the basis function matrix W so that we
can rewrite (3.3) as
p(y⃗ | b⃗, z⃗,Θ) = N (y⃗; W˜b⃗ z⃗,Σ),
where we have defined (W˜b⃗)dh = Wdhbh such that W (⃗b⊙ z⃗) = W˜b⃗ z⃗.
Here the data likelihood p(y⃗ |Θ) can be derived in closed-form after marginal-
izing the joint p(y⃗, b⃗, z⃗ |Θ) over z⃗:
p(y⃗, b⃗|Θ) = B(⃗b; π⃗)
∫
N (y⃗; W˜b⃗ z⃗,Σ)N (z⃗; µ⃗,Ψ)dz⃗
= B(⃗b; π⃗) N (y⃗; W˜b⃗ µ⃗, Cb⃗), (3.11)
where Cb⃗ = Σ + W˜b⃗ΨW˜
T
b⃗
. The second step follows from standard identities for
Gaussian random variables (e.g., Bishop, 2006). We can then sum the resulting
expression over b⃗ to obtain
p(y⃗ |Θ) =
∑
b⃗
B(⃗b; π⃗) N (y⃗; W˜b⃗ µ⃗, Cb⃗). (3.12)
Thus, the marginal distribution takes the form of a Gaussian mixture model with
2H mixture components indexed by b⃗. However, unlike in a standard Gaussian
mixture model, the mixing proportions and the parameters of the mixture compo-
nents are not independent but coupled together. Therefore, the following steps will
lead to closed-form EM updates that are notably not a consequence of closed-form
EM for classical Gaussian mixtures. In contrast, Gaussian mixture models assume
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independent mixing proportions and independent component parameters. By us-
ing Equations (3.11) and (3.12) the posterior over the binary latents p(⃗b | y⃗,Θ) is
given by:
p(⃗b | y⃗,Θ) = p(⃗b, y⃗ |Θ)
p(y⃗ |Θ) =
B(⃗b; π⃗) N (y⃗; W˜b⃗ µ⃗, Cb⃗)∑
b⃗′ B(⃗b′; π⃗) N (y⃗; W˜b⃗′ µ⃗, Cb⃗′)
. (3.13)
We can now consider the factorization of the posterior p(⃗b, z⃗ | y⃗,Θ) into the pos-
terior over the binary part p(⃗b | y⃗,Θ) and the posterior over the continuous part
given the binary state p(z⃗ | b⃗, y⃗,Θ):
p(⃗b, z⃗ | y⃗,Θ) = p(⃗b | y⃗,Θ) p(z⃗ | b⃗, y⃗,Θ). (3.14)
Like the first factor in (3.14), the second factor is also analytically tractable and
given by:
p(z⃗ | b⃗, y⃗,Θ) = p(⃗b |Θ) p(z⃗ |Θ) p(y⃗ | z⃗, b⃗,Θ)
p(⃗b |Θ) ∫ p(y⃗ | z⃗, b⃗,Θ) p(z⃗ |Θ)dz⃗
∝ N (z⃗; µ⃗,Ψ)N (y⃗; W˜b⃗ z⃗,Σ)
= N (z⃗; κ⃗b⃗,Λb⃗),
where the last step again follows from standard Gaussian identities with definitions
Λb⃗ = (W˜
T
b⃗
Σ−1 W˜b⃗ + Ψ
−1
b⃗
)−1,
κ⃗
(n)
b⃗
= (⃗b⊙ µ⃗) + Λb⃗ W˜Tb⃗ Σ−1 (y⃗ (n) − W˜b⃗ µ⃗)
(3.15)
and with Ψb⃗ = Ψ
(
diag(⃗b)
)
. The full posterior distribution can thus be written as
p(⃗b, z⃗ | y⃗ (n),Θ) =
B(⃗b; π⃗)N (y⃗ (n); W˜b⃗ µ⃗, Cb⃗)N (z⃗; κ⃗(n)b⃗ ,Λb⃗)∑
b⃗′ B(⃗b′; π⃗)N (y⃗ (n); W˜b⃗′ µ⃗, Cb⃗′)
. (3.16)
Equation (3.16) represents the crucial result for the computation of the E-step
below because, first, it shows that the posterior does not involve analytically in-
tractable integrals and, second, for fixed b⃗ and y⃗ (n) the dependency on z⃗ follows a
Gaussian distribution. This special form allows for the derivation of analytical ex-
pressions for the expectation values as required for the M-step updates. Because of
the Gaussian form, the integrations over the continuous part are straight-forward
and the expectation values required for the M-step are given as follows:⟨⃗
b
⟩
n
=
∑
b⃗
qn(⃗b; Θ) b⃗, (3.17)
⟨⃗
b b⃗T
⟩
n
=
∑
b⃗
qn(⃗b; Θ) b⃗ b⃗
T, (3.18)
⟨⃗
b⊙ z⃗⟩
n
=
∑
b⃗
qn(⃗b; Θ) κ⃗
(n)
b⃗
, (3.19)
and
⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
=
∑
b⃗
qn(⃗b; Θ)
(
Λb⃗ + κ⃗
(n)
b⃗
(κ⃗
(n)
b⃗
)T
)
. (3.20)
In all of the expressions above, the left-hand-sides are expectation values over
the full latent space w.r.t. the posterior p(⃗b, z⃗ | y⃗ (n),Θ), whereas the right-hand-
sides now take the form of expectation values only over the binary part w.r.t.
the posterior p(⃗b | y⃗ (n),Θ) in Equation (3.13). The derivations of E-step equations
31
Published in JMLR, 15:2653–2687, 2014
(3.17) to (3.20) are a generalization of the derivations by Lu¨cke and Sheikh (2012).
While Gaussian identities and marginalization have been used to obtain analytical
results for mixture-of-Gaussians priors before (e.g. Moulines et al., 1997; Attias,
1999; Olshausen and Millman, 2000; Garrigues and Olshausen, 2007), the above
equations are the first closed-form solutions for the spike-and-slab model (first
appearing in Lu¨cke and Sheikh, 2012). The observation that the Gaussian slab
and Gaussian noise model allows for analytically tractable integrals has, in parallel
work, also been pointed out by Mohamed et al. (2012).
Iteratively computing the E-step equations (3.17) to (3.20) using the current
parameters Θ and the M-step equations (3.6) to (3.10), represents a closed-form
and exact EM algorithm which increases the data likelihood of the model to (pos-
sibly local) maxima.
Truncated EM
While being exact, the execution of the above EM algorithm results in consid-
erable computational costs for larger-scale problems. Without approximations,
the computational resources required scale exponentially with the number of hid-
den dimensions H. This can be seen by considering the expected values w.r.t.
the posterior p(⃗b | y⃗,Θ) above, which each require a summation over all binary
vectors b⃗ ∈ {0, 1}H . For tasks involving low dimensional hidden spaces, the ex-
act algorithm is still applicable. For higher dimensional problems approximations
are required, however. Still, we can make use of the closed-form EM solutions
by applying an approximation solely to the binary part. Instead of sampling-
based or factored approximations to the posterior p(⃗b, z⃗ | y⃗,Θ), we use a truncated
approximation to the posterior p(⃗b | y⃗ (n),Θ) in Equation (3.13). The truncated
approximation is defined to be proportional to the true posteriors on subspaces
of the latent space with high probability mass (compare Expectation Truncation,
Lu¨cke and Eggert, 2010). More concretely, a posterior distribution p(⃗b | y⃗ (n),Θ)
is approximated by a distribution qn(⃗b; Θ) that only has support on a subset
Kn ⊆ {0, 1}H of the state space:
qn(⃗b; Θ) =
p(⃗b, y⃗ (n) |Θ)∑
b⃗ ′∈Kn
p(⃗b ′, y⃗ (n) |Θ)
δ(⃗b ∈ Kn), (3.21)
where δ(⃗b ∈ Kn) is an indicator function, i.e., δ(⃗b ∈ Kn) = 1 if b⃗ ∈ Kn and zero
otherwise.
The basic assumption behind the approximation in (3.21) is that the posterior
over the entire hidden space is concentrated in small volumes, which is represented
by the reduced support of subset Kn. When using a spike-and-slab sparse coding
model to gain a generative understanding of the data, sparsity in the posterior
distribution usually emerges naturally. We can see an illustration of this in Fig-
ure 3.2 (generation details in Section 3.v.4). Figure 3.2A shows (for three typical
data points) how much posterior mass is carried by each of the H = 10 latent
dimensions. Figure 3.2B shows (for the same data points) histograms of the pos-
terior mass marginalized across the whole range of hyperplanes spanned by the
10–dimensional latent space. Figure 3.2A indicates that only a subset of the H la-
tents is significantly relevant for encoding the posterior, while Figure 3.2B allows us
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b
b
Figure 3.2: Visualization of the exact posterior probabilities of the spike-and-
slab model with H = 10 latents, computed for three given data points y⃗ (n).
The model was trained on natural data (see Section 3.v.4 for more details).
A Histograms of the posterior mass over the H latents: p(bh = 1 | y⃗(n),Θ) =∑
b⃗withbh=1
p(⃗b | y⃗(n),Θ)/∑b⃗ p(⃗b | y⃗(n),Θ). Low values for most h imply that these
latents can be neglected (i.e., clamped to zero) for a posterior approximation. B
Histograms of the posterior mass over the hyperplanes of increasing dimensionality
i: p(|⃗b| = i | y⃗(n),Θ) = ∑b⃗where |⃗b|=i p(⃗b | y⃗(n),Θ)/∑Hi′=0∑b⃗where |⃗b|=i′ p(⃗b | y⃗(n),Θ).
In case of all the three examples presented here, subspaces with i > 4 can be
neglected as another approximation step for posterior estimation.
to observe that the posterior mass is primarily contained within low-dimensional
hyperplanes of the H–dimensional hidden space. In other words, given a data
point we find that most of the posterior mass is concentrated in low-dimensional
subspaces spanned by H ′ ≪ H of the latent dimensions. The sparse nature of
the posterior as illustrated by Figure 3.2 allows us to apply approximation (3.21),
where we define the subsets Kn based on index sets In ⊆ {1, . . . ,H}, which con-
tain the indices of H ′ most relevant sparse latents (compare Figure 3.2A) for the
corresponding data points y⃗ (n):
Kn = {⃗b |
∑
h bh ≤ γ and ∀h ̸∈ In : bh = 0} ∪ U , (3.22)
where the indices comprising In have the highest value of a selection (or scor-
ing) function Sh(y⃗ (n),Θ) (which we define later). The set U is defined as U =
{⃗b | ∑h bh = 1} and ensures that Kn contains all singleton states (compare Lu¨cke
and Eggert, 2010). Otherwise, Kn only contains vectors with at most γ non-zero
entries and with non-zero entries only permitted for h ∈ In. The parameter γ ⩽ H ′
sets the maximal dimensionality of the considered hyper-planes (compare Figure
3.2B). It was empirically shown by Lu¨cke and Eggert (2010) that for appropri-
ately defined subspaces Kn, the KL-divergence between the true posteriors and
their truncated approximations converges to values close to zero.
If we now use the concrete expressions of the sparse spike-and-slab model
(Equations (3.1) to (3.3)) for the variational distribution in Equation (3.21), the
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truncated approximation is given by:
p(⃗b | y⃗ (n),Θ) ≈ qn(⃗b; Θ) =
N (y⃗ (n); W˜b⃗ µ⃗, Cb⃗)B(⃗b; π⃗)∑
b⃗ ′∈Kn N (y⃗ (n); W˜b⃗′ µ⃗, Cb⃗′)B(⃗b′; π⃗)
δ(⃗b ∈ Kn).(3.23)
The approximation can now be used to compute the expectation values which
are required for the M-step equations. If we use the variational distributions in
Equation (3.23) for qn(⃗b; Θ) on the right-hand-sides of Equations (3.17) to (3.20),
we obtain:
∑
b⃗
qn(⃗b; Θ) f (⃗b) =
∑
b⃗∈Kn N (y⃗ (n); W˜b⃗ µ⃗, Cb⃗)B(⃗b; π⃗) f (⃗b)∑
b⃗ ′∈Kn N (y⃗ (n); W˜b⃗′ µ⃗, Cb⃗′)B(⃗b′; π⃗)
, (3.24)
where f (⃗b) denotes any of the (possibly parameter dependent) functions of (3.17)
to (3.20). Instead of having to compute sums over the entire binary state space
with 2H states, only sums over subsets Kn have to be computed. Since for many
applications the posterior mass is finally concentrated in small volumes of the state
space, the approximation quality can stay high even for relatively small sets Kn.
Note that the definition of qn(⃗b; Θ) in Equation (3.21) neither assumes uni-
modality like MAP approximations (Mairal et al., 2009a; Lee et al., 2007; Ol-
shausen and Field, 1997) or Gaussian approximations of the posterior (Ribeiro
and Opper, 2011; Seeger, 2008), nor does it assume a-posteriori independence of
the latents as factored approximations (Jordan et al., 1999; Goodfellow et al.,
2013; Titsias and Lazaro-Gredilla, 2011). The approximation scheme we have in-
troduced here exploits the inherent property of the sparse spike-and-slab model to
have posterior probabilities concentrated in low-dimensional subspaces. The qual-
ity of our approximated posterior qn(⃗b; Θ) primarily depends on an appropriate
selection of the relevant subspaces Kn (see Section 3.iv.2 below).
The truncated approximation is similar to factored variational approximations
or MAP approximations in the sense that it can be formulated as an approximate
distribution qn(⃗b; Θ) within the free-energy formulation by Neal and Hinton (1998).
Within this formulation, qn(⃗b; Θ) is often referred to as variational approximation,
and we therefore refer to our approximation as truncated variational EM. Like fac-
tored variational approaches, we here aim to minimize the KL-divergence between
the true posterior and the approximation in Equation (3.21). However, we do not
use variational parameters and a gradient based optimization of such parameters
for the minimization. Our approach is therefore not a variational approach in the
sense of classical variational calculus.
Computational Complexity
The truncated E-step defined by (3.17) to (3.20) with (3.24) scales with the ap-
proximation parameters γ and H ′ which can be defined independently of the latent
dimensionality H. The complexity scales as O(N∑γγ′=0 (H′γ′ )(D+γ′)3), where the
D3 term can be dropped from the cubic expansion if the observed noise Σ is con-
sidered to be diagonal or homoscedastic. Also the truncated approximation yields
sparse matrices in Equations (3.21) and (3.23) which results in more efficient and
tractable matrix operations.
Although the total number of data points N above defines a theoretical upper
bound, in practice we can further benefit from the preselection step of the trun-
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cated approach to achieve significantly improved runtime performances. Clustering
the data points using the index sets In saves us from redundantly performing vari-
ous computationally expensive operations involved in Equations (3.15) and (3.23),
that given a state b⃗ ∈ Kn are independent of individual data points sharing the
same subspace Kn. Furthermore, such a batch processing strategy is also readily
parallelizable as the truncated E-step can be performed independently for individ-
ual data clusters (see Appendix 3.I for details). Using the batch execution mode
we have observed an average runtime speedup of up to an order of magnitude.
Selection Function
To compose appropriate subspaces Kn a selection function Sh(y⃗ (n),Θ) is defined,
which prior to each E-step allows us to select the relevant H ′ hidden dimensions
(i.e., the elements of the index sets In) for a given observation y⃗
(n). A selection
function is essentially a heuristic-based scoring mechanism, that ranks all the
latents based on their potential for being among the generating causes of a given
observation. Selection functions can be based on upper bounds for probabilities
p(bh = 1 | y⃗ (n),Θ) (compare Lu¨cke and Eggert, 2010; Puertas et al., 2010) or
deterministic functions such as the scalar product between a basis vector and a
data point (derived from noiseless limits applied to observed space; compare Lu¨cke
and Eggert, 2010; Bornschein et al., 2013).
For the sparse coding model under consideration we define a selection function
as follows:
Sh(y⃗ (n),Θ) = N (y⃗ (n); W˜b⃗h µ⃗, Cb⃗h) ∝ p(y⃗ (n) | b⃗ = b⃗h,Θ), (3.25)
where b⃗h represents a singleton state in which only the entry h is non-zero. The
selection function (3.25) is basically the data likelihood given a singleton state
b⃗h. The function does not take into account the probability of the state itself
(i.e., p(⃗bh |Θ)), as this may introduce a bias against less active latent dimensions.
Similar to previously used selection functions (compare e.g., Lu¨cke and Eggert,
2010; Puertas et al., 2010), in order to maintain a linear scaling behavior w.r.t. the
number of latents, the selection function introduced here avoids computationally
demanding higher-order combinatorics of the latents by only assessing one-to-one
correspondences between individual latents and an observed data point. In the
next section we empirically evaluate the efficacy of our selection function by means
of numerical experiments that are based on the KL-divergence between the exact
and the approximated posteriors computed from the subspaces Kn.
Equations (3.21) to (3.23) replace the computation of the expectation values
w.r.t. the exact posterior, and represent the approximate EM algorithm used in
the experiments section. The algorithm will be applied without any further mech-
anisms such as annealing as we found it to be very robust in the form derived
above. Furthermore, no data preprocessing such as mean subtraction or variance
normalization will be used in any of the experiments. To distinguish the algo-
rithm from others in comparative experiments, we will refer to it as Gaussian
Sparse Coding (GSC) algorithm in order to emphasize the special Gaussian case
of the spike-and-slab model used.
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Numerical Experiments
We investigate the performance of the GSC algorithm on artificial data as well as
various realistic source separation and denoising benchmarks. For all experiments
the algorithm was implemented to run in parallel on multiple CPUs with no depen-
dency on their arrangement as physically collocated arrays with shared memory
or distributed among multiple compute nodes (see Bornschein et al., 2010, for
more details). We further extended the basic technique to make our implementa-
tion more efficient and suitable for parallelization by applying the batch execution
(the observation discussed in Section 3.iv.1 on Computational Complexity and
Appendix 3.I). In all the experiments, the GSC model parameters were randomly
initialized.2 The choice of GSC truncation parameters H ′ and γ is in general
straight-forward: the larger they are the closer the match to exact EM but the
higher are also the computational costs. The truncation parameters are there-
fore capped by the available computational resources. However, empirically we
observed that often much smaller values were sufficient than those that are maxi-
mally affordable.3 Note that factored variational approaches do not usually offer
such a trade-off between the exactness and computational demand of their infer-
ence schemes by means of a simple parameter adjustment.
Reliability of the Selection Function
To assess the reliability of the selection function we perform a number of ex-
periments on small scale artificial data generated by the model, such that we
can compute both the exact (3.13) and truncated (3.23) posteriors. To control
for the quality of the truncated posterior approximation—and thus the selection
function—we compute the ratio between posterior mass within the truncated space
Kn and the overall posterior mass (compare Lu¨cke and Eggert, 2010):
Q(n) =
∑
b⃗∈Kn
∫
z⃗
p(⃗b, z⃗ | y⃗ (n),Θ)dz⃗∑
b⃗ ′
∫
z⃗′ p(⃗b
′, z⃗′ | y⃗ (n),Θ)dz⃗′
=
∑
b⃗∈Kn B(⃗b; π⃗)N (y⃗ (n); W˜b⃗ µ⃗, Cb⃗)∑
b⃗′ B(⃗b′; π⃗)N (y⃗ (n); W˜b⃗′ µ⃗, Cb⃗′)
,
(3.26)
where the integrals over the latent z⃗ in (3.26) are again given in closed-form. The
metric Q(n) ranges from zero to one and is directly related to the KL-divergence
between the approximation qn in Equation (3.23) and the true posterior:
DKL(qn(⃗b, z⃗; Θ), p(⃗b, z⃗ | y⃗ (n),Θ)) = − log(Q(n)) .
If Q(n) is close to one, the KL-divergence is close to zero.
Data for the control experiments were generated by linearly superimposing
basis functions that take the form of horizontal and vertical bars (see e.g., Fo¨ldia´k,
1990; Hoyer, 2002) on a D = D2 × D2 pixel grid, where D2 = H/2. This gives
us D2 possible horizontal as well as vertical locations for bars of length D2, which
together form our generating bases W gen. Each bar is then randomly assigned
2We randomly and uniformly initialized the πh between 0.05 and 0.95. µ⃗ was initialized with
normally distributed random values and the diagonal of Ψ was initialized with strictly positive
uniformly distributed random values. We set Σ to the covariance across the data points, and the
elements of W were independently drawn from a normal distribution with zero mean and unit
variance.
3Compare Appendix 3.H for trade-off between complexity and accuracy of the truncated EM
approach.
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either a positive or negative value with magnitude 10. We set the sparsity such
that there are on average two active bars per data point, i.e., πgenh = 2/H for all
h ∈ H. We assume homoscedastic4 observed noise Σgen = σ2ID, where σ2 = 2.0.
The mean of the generating slab is i.i.d. drawn from a Gaussian: µ⃗gen ∼ N (0, 5),
and the covariance of the slab is Ψgen = IH . We generate N = 1000 data points.
We run experiments with different sets of values for the truncation parameters
(H ′, γ) ∈ {(4, 4), (5, 4), (5, 3)} for each H ∈ {10, 12}. Each run consists of 50 EM
iterations and after each run we compute the Q-value over all the data points. For
all the experiments we find the average Q-values to be above 0.99, which shows
that the state subspaces (3.22) constructed from the H ′ latents chosen through
the selection function (3.25) contain almost the entire posterior probability mass
in this case. The small fraction of remaining posterior mass lies in other discrete
subspaces and its principle form is known to not contain any heavy tails (see
Equation (3.16)). The contribution of the truncated posterior mass to parameter
updates can therefore be considered negligible.
Consistency
Prior to delving into a comparative analysis of GSC with other methods, we assess
the consistency of the approach by applying both its exact and truncated varia-
tional inference schemes on the task of recovering sparse latent directions w.r.t.
increasing numbers of training data. For this experiment we work with synthetic
data generated by the GSC model itself. Moreover, we also apply the truncated
variational inference on standard sparse coding data generated with a standard
Laplace prior(Olshausen and Field, 1996; Lee et al., 2007). Taking into account
the computational demands of the exact inference, we set both the hidden as well
as observed dimensions (H and D respectively) to 10. For the experiment we ex-
ponentially increase N from 1000 to 512000. For each trial in the experiment we
generate a new ground-truth mixing matrix W gen ∈ RD×H by randomly generat-
ing a set of H orthogonal bases and perturbing them with a Gaussian noise with
zero mean and a variance of 2.0. We set the sparsity parameters πh to 1/H, while
the observed noise is assumed to be homoscedastic with σ = 1.0. When generating
data with a spike-and-slab prior, the slab is considered to have its mean at zero
with an identity covariance matrix, i.e., µh = 0.0 for all h ∈ H and Ψgen = IH ,
respectively. In each trial after performing 100 EM iterations and inferring the
whole set of GSC parameters Θ, we quantify the quality of the inference in terms
of how well the inferred bases W align with the corresponding ground truth bases
W gen. As a measure of discrepancy between the generating and the recovered
bases we use the Amari index (Amari et al., 1995):
A(W ) =
1
2H(H − 1)
H∑
h,h′=1
( |Ohh′ |
maxh′′ |Ohh′′ | +
|Ohh′ |
maxh′′ |Oh′′h′ |
)
− 1
H − 1 ,(3.27)
where Ohh′ =
(
W−1W gen
)
hh′ . The Amari index is either positive or zero. It
is zero only when the basis vectors of W and W gen represent the same set of
orientations, which in our case implies a precise recovery of the (ground truth)
sparse directions.
4To infer homoscedastic noise we set in the M-step the updated noise matrix Σ to σ2ID where
σ2 = Tr
(
Σ
)
/D. This is equivalent to parameter update for σ2 if the model originally assumes
homoscedastic noise.
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Figure 3.3: Numerical experiment investigating the consistency of the exact as well
as the truncated variational GSC algorithm for increasing numbers of data points.
The curves show results for the recovery of sparse directions for different numbers
of data points. Data points were generated by both the spike-and-slab genera-
tive model (black and blue) and a standard sparse coding model with Laplace
prior (green). The curves show the mean Amari index and standard deviations
computed based on 15 repetitions of the learning algorithm.
Figure 3.3 summarizes the results of the experiment. Each error bar in the
plot extends one standard deviation on both sides of its corresponding mean Amari
index, which is computed from 15 repetitions. The black curve shows the results of
the exact GSC inference on spike-and-slab generated data, while the blue and green
curves illustrate the results of the truncated variational inference (H ′ = γ = 5)
on data generated by spike-and-slab and Laplace priors respectively. For data
generated with the spike-and-slab prior, we observe a gradually more accurate
recovery of the sparse directions, as the mean Amari indices gradually converge
towards the minimum value of zero for increasing numbers of training data. The
minimum Amari index values that we obtain for the black and blue curves for
N ∈ {128K, 256K, 512K} are all below 6× 10−3. For the standard sparse coding
data, we also see an improvement in performance with more data; however, higher
mean values of the Amari index in this case can presumably be attributed to the
model mismatch.
Recovery of Sparse Directions on Synthetic Data
In our first comparison with other methods, we measure the performances of GSC
(using the truncated variational approximation) and MTMKL (which uses a fac-
tored variational approximation) approaches on the sparse latent direction recov-
ery task given synthetic data generated by standard sparse coding models. In one
set of experiments we generate data using sparse coding with Cauchy prior (Ol-
shausen and Field, 1996), and in another set of experiments we use the standard
Laplace distribution as a prior (Olshausen and Field, 1996; Lee et al., 2007). For
each trial in the experiments a new mixing matrix W gen was generated without
any constraints on the sparse directions (i.e., matrices were non-orthogonal in gen-
eral). In both sets of experiments we simultaneously vary both the observed and
latent dimensions D and H between 20 and 100, and repeat 15 trials per given
dimensionality. For each trial we randomly generated a new data set of N = 5000
noisy observations with Σgen = ID. Per trial, we perform 50 iterations of both
algorithms. The GSC truncation parameters H ′ and γ were set to H10 . We assess
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Figure 3.4: Performance of GSC (with H ′ = γ = H10 ) vs. MTMKL on data gen-
erated by standard sparse coding models both with Cauchy and Laplace priors.
Performance compared on the Amari index (3.27).
the performances of the algorithms w.r.t. the Amari index (3.27).
The results for GSC and MTMKL in Figure 3.4 show that both approaches
do relatively well in recovering the sparse directions, which shows that they are
robust against the model mismatch imposed by generating from models with other
priors. Furthermore, we observe that the GSC approach consistently recovers the
sparse directions more accurately.
Source Separation
On synthetic data we have seen that spike-and-slab sparse coding can effectively
recover sparse directions such as those generated by standard sparse coding mod-
els. As many signals such as acoustic speech data are sparse, and as different
sources mix linearly, the assumptions of sparse coding match such data well.
Source separation is consequently a natural application domain of sparse cod-
ing approaches, and well suited for benchmarking novel spike-and-slab as well as
other sparse coding algorithms. To systematically study the a-posteriori indepen-
dence assumption in factored variational approaches, we monitor the recovery of
sparse directions of GSC and MTMKL for an increasing degree of the mixing ma-
trix’s non-orthogonality. Figure 3.5 shows the performance of both the methods
based on three different source separation benchmarks obtained from (ICALAB;
Cichocki et al., 2007). The error bars show two standard deviations estimated
based on 15 trials per experiment. The x-axis in the figure represents the degree
of orthogonality of the ground truth mixing bases W gen. Starting from strictly or-
thogonal at the left, the bases were made increasingly non-orthogonal by randomly
generating orthogonal bases and adding Gaussian distributed noise to them with
σ ∈ {4, 10, 20}, respectively. For Figure 3.5 no observation noise was added to
the mixed sources. For both the algorithms we performed 100 iterations per run.5
The GSC truncation parameters H ′ and γ were set to 10 for all the following ex-
periments, therefore for 10halo the GSC inference was exact. As can be observed,
both approaches recover the sparse directions well. While performance on the
EEG19 data set is the same, GSC consistently performs better than MTMKL on
10halo and Speech20. If observation noise is added, the difference can become still
more pronounced for some data sets. Figure 3.6 shows the performance in the
case of Speech20 (with added Gaussian noise with σ = 2.0), for instance. Along
5For the MTMKL algorithm we observed convergence after 100 iterations while the GSC
algorithm continued to improve with more iterations. However, allowing the same number of
iterations to both the algorithms, the reported results are obtained with 100 iterations.
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Figure 3.5: Performance of GSC vs. MTMKL on source separation benchmarks
with varying degrees of orthogonality of the mixing bases. The orthogonality on
the x-axis varies from being orthogonal ⊥ to increasingly non-orthogonal mix-
ing as randomly generated orthogonal bases are perturbed by adding Gaussian
noise N (0, σ) to them. No observation noise was assumed for these experiments.
Performances are compared on the Amari index (3.27).
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Figure 3.6: Performance of GSC vs. MTMKL in terms of the Amari index (3.27)
on the Speech20 benchmark with varying degrees of orthogonality of the mixing
bases and Gaussian noise (with σ = 2) added to observed data. The orthogonality
on the x-axis varies from being orthogonal ⊥ to increasingly non-orthogonal mixing
as randomly generated orthogonal bases are perturbed by adding Gaussian noise
N (0, σ) to them.
the x-axis orthogonality decreases, again. While the performance of MTMKL de-
creases with decreasing orthogonality, performance of GSC increases in this case.
For other data sets increased observation noise may not have such effects, however
(see Appendix, Figure 3.12 for two examples).
Next we look at MAP based sparse coding algorithms for the source separa-
tion task. Publicly available methods which we compare with are (SPAMS; Mairal
et al., 2009a) and the efficient sparse coding algorithms (ESCA; Lee et al., 2007).
These methods are based on linear regression with lasso regularization, where
sparsity is induced by introducing a parameter-regulated penalty term in the ob-
jective function,6 which penalizes the L1−norm of regressors (or latent variables).
In a probabilistic context this is equivalent to assuming a Laplace prior on the
regressors. In this experiment we test the performance on another set of ICALAB
(Cichocki et al., 2007) benchmarks used previously (Suzuki and Sugiyama, 2011;
Lu¨cke and Sheikh, 2012). Following Suzuki and Sugiyama (2011) we use N = 200
andN = 500 data points from each benchmark and generate observed data by mix-
ing the benchmark sources with randomly generated orthogonal bases and adding
no noise to the observed data. For each experiment we performed 50 trials with a
6For both the algorithms compared here, optimal values for sparsity controlling regularization
parameters were chosen through cross-validation.
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data sets Amari index - mean (std.)
name H = D N GSC MTMKL SPAMS ESCA
10halo 10 200 0.27(.04) 0.21(.05) 0.28(0) 0.31(.02)
500 0.17(.03) 0.20(.03) 0.29(0) 0.29(.02)
Sergio7 7 200 0.19(.05) 0.19(.03) 0.18(0) 0.27(.04)
500 0.13(.04) 0.23(.04) 0.19(0) 0.18(.04)
Speech4 4 200 0.13(.04) 0.14(.03) 0.18(0) 0.23(.02)
500 0.10(.04) 0.14(.08) 0.16(0) 0.17(0)
c5signals 5 200 0.29(.08) 0.24(.08) 0.39(0) 0.47(.05)
500 0.31(.06) 0.32(.03) 0.42(0) 0.48(.05)
Table 3.1: Performance of GSC, MTMKL and other publicly available sparse cod-
ing algorithms on benchmarks for source separation. Performances are compared
based on the Amari index (3.27). Bold values highlight the best performing algo-
rithm(s).
new randomly generated orthogonal data mixing matrix W gen and new parameter
initialization in each trial. The GSC inference was exact for these experiments
with better results obtained with observed noise constrained to be homoscedas-
tic. We performed up to 350 iterations of the GSC algorithm (with more iterations
continuing to improve the performance) while for the other algorithms we observed
convergence between 100 and 300 iterations.
Table 3.1 lists the performances of the algorithms. As can be observed, the
spike-and-slab based models perform better than the standard sparse coding mod-
els for all except of one experiment (Sergio7, 200 data points) where SPAMS
performs comparably well (or slightly better). Among the spike-and-slab models,
GSC performs best for all settings with 500 data points, while MTMKL is better
in two cases for 200 data points.7 Further improvements on some settings in Table
3.1 can be obtained by algorithms constrained to assume orthogonal bases (Suzuki
and Sugiyama, 2011; Lu¨cke and Sheikh, 2012). However, for 10halo and speech4
GSC and MTMKL are better without such an explicit constraint.
Figure 3.2 was generated in a similar fashion on the 10halo data set. There
we computed the exact posterior (3.13) over H = 10 latent dimensions, thus the
approximation parameters were γ = H ′ = H (exact E-step). After performing 50
EM iterations and learning all the model parameters, we then visualized marginal-
ized posteriors for a given data point along each column of the figure. The top row
of the figure allows us get an idea of how concentrated and sparse a data point is
in terms of the latents contributing to its posterior mass. The bottom row of the
figure on the other hand allows us to observe the sparsity in the posterior w.r.t. the
dimensionality of the hyperplanes spanned by the latents, with a posterior mass
accumulation in low-dimensional hyperplanes.
Computational Complexity vs. Performance
In terms of computational complexity, GSC and MTMKL algorithms are signif-
icantly different, so we also looked at the trade-off between their computational
7In Table 3.1 the results do not necessarily improve with an increased number of data points.
However, the data points considered here are not independent samples. Following Suzuki and
Sugiyama (2011) we always took consecutive 200 or 500 data points (after an offset) from each of
the benchmarks. Therefore, due to time-dependencies in the signals, the underlying data point
statistics change with the number of data points.
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Figure 3.7: A,B: Runtime vs. performance comparison of GSC (blue) and
MTMKL (red) on source separation and denoising tasks. Source separation is com-
pared on the Amari index (the lower the better) while the denoising is compared
on the peak signal-to-noise (PSNR) ratio (the higher the better). C: Performance
of GSC (blue) and MTMKL (red) on the denoising task against an increasing
number of latents.
costs versus performance. Subﬁgures A and B in Figure 3.7 show performance
against compute time for both algorithms. The error bars for the Speech20 plot
were generated from 15 trials per experiment. For MTMKL we obtained the plot
by increasing the number of iterations from 50 to 100 and 1000, while for the
GSC plot we performed 100 iterations with H ′ = γ ∈ [2, 3, 5, 7, 10]. For the image
denoising task (described next), the MTMKL plot was generated from a run with
H = 64 latents and the number of iterations going up to 12K. The GSC plot was
generated from H = 400 latents with H ′ and γ being 10 and 5 respectively. The
last point on the GSC (blue) curve corresponds to the 120th EM iteration. As
can be observed for both tasks, the performance of MTMKL saturates from cer-
tain runtime values onwards. GSC on the other hand continues to show improved
performance with increasing computational resources.
For the denoising task we also compared the performance of both the algo-
rithms against an increasing number of latents H. While the computational cost
of the MTMKL algorithm increases linearly w.r.t. H, the runtime cost of the
truncated variational GSC remains virtually unaﬀected by it, since it scales w.r.t.
the parameters H ′ and γ (see Section 3.iv.1). In this experiment we performed
65 iterations of the GSC algorithm for H ∈ {64, 256} and up to 120 iterations
for H = 400. For MTMKL we performed up to 120 iterations for each given
H. Figure 3.7C summarizes the results of this experiment. In the ﬁgure we can
see a constant performance increase for GSC, while for MTMKL we actually ob-
serve a slight decrease in performance. This is in conformity with what Titsias
and Lazaro-Gredilla (2011) report in their work that for the denoising task they
observed no performance improvements for larger number of latents.
Image Denoising
Finally, we investigate performance of the GSC algorithm on the standard “house”
benchmark for denoising which has been used for the evaluation of similar ap-
proaches (e.g., Li and Liu, 2009; Zhou et al., 2009) including the MTMKL spike-
and-slab approach. The MTMKL approach currently represents the state-of-the-
art on this benchmark (see Titsias and Lazaro-Gredilla, 2011). We also compare
with the approach by Zhou et al. (2009) as a representative sampling-based opti-
mization scheme. For the task a noisy input image is generated by adding Gaussian
noise (with zero mean and standard deviation determining the noise level) to the
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256 × 256 image (see Figure 4.4). Following the previous studies, we generated
62, 001 overlapping (shifted by 1 pixel) 8 × 8 patches from the noisy image. We
then applied 65 iterations of the GSC algorithm for H ∈ {64, 256} for different
noise levels σ ∈ {15, 25, 50}. The truncation parameters H ′ and γ for each run
are listed in Table 3.2. We assumed homoscedastic observed noise with a priori
unknown variance in all these experiments (as the MTMKL model).
A comprehensive comparison of the denoising results of the various algorithms
is shown in Table 3.2, where performance is measured in terms of the peak signal-
to-noise (PSNR) ratio. We found that for the low noise level (σ = 15) GSC is
competitive with other approaches but with MTMKL performing slightly better.
For the higher noise levels of σ = 25 and σ = 50, GSC outperforms all the other
approaches including the MTMKL approach that represented the state-of-the-art.
In Figure 4.4 we show our result for noise level σ = 25. The figure contains both
the noisy and the GSC denoised image along with the inferred sparsity vector π⃗ and
all bases with appearance probabilities significantly larger than zero (sorted from
high such probabilities to low ones). We also applied GSC with higher numbers
of latent dimensions: Although for low noise levels of σ = 15 and σ = 25 we did
not measure significant improvements, we observed a further increase for σ = 50.
For instance, with H = 400, H ′ = 10 and γ = 8, we obtained for σ = 50 a PSNR
of 28.48dB.
As for source separation described in Section 3.v.5, we also compared perfor-
mance vs. computational demand of both algorithms for the task of image de-
noising. As illustrated in A and B of Figure 3.7, MTMKL performs better when
computational resources are relatively limited. However, when increasingly more
computational resources are made available, MTMKL does not improve much
further on its performance while GSC performance continuously increases and
eventually outperforms MTMKL on this task.
PSNR (dB)
Noise Noisy img MTMKLexp. K-SVDmis. *K-SVDmatch Beta pr. GSC (H=64) GSC (H=256)
σ=15 24.59 34.29 30.67 34.22 34.19 32.68 (H’=10,γ=8) 33.78 (H’=18,γ=3)
σ=25 20.22 31.88 31.52 32.08 31.89 31.10 (H’=10,γ=8) 32.01 (H’=18,γ=3)
σ=50 14.59 28.08 19.60 27.07 27.85 28.02 (H’=10,γ=8) 28.35 (H’=10,γ=8)
Table 3.2: Comparison of the GSC algorithm with other methods applied to the
“house” benchmark. The compared methods are: MTMKL (Titsias and Lazaro-
Gredilla, 2011), K-SVD (Li and Liu, 2009), and Beta process (Zhou et al., 2009).
Bold values highlight the best performing algorithm(s). ∗High values for K-SVD
matched are not made bold-faced as the method assumes the noise variance to be
known a-priori (see Li and Liu, 2009).
Discussion
The last years have seen a surge in the application of sparse coding algorithms
to different research domains, along with developments of new sparse coding ap-
proaches with increased capabilities. There are currently different lines of research
followed for developing new algorithms: one direction is based on the standard
sparse coding algorithm (Olshausen and Field, 1996) with Laplace prior and pa-
rameter optimization using maximum a-posteriori (MAP) estimates of the latent
posteriors for efficient training. This original approach has since been made more
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Figure 3.8: Top left: Noisy “house” image with σ = 25. Top right: GSC denoised
image. Middle: Inferred sparsity values πh in descending order indicate that ﬁnally
around 107 of in total 256 latent dimensions signiﬁcantly contribute to model the
data. Bottom: Basis functions (ordered from left to right, top to bottom) corre-
sponding to the ﬁrst 107 latent dimensions sorted w.r.t. the decreasing sparsity
values πh .
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efficient and precise. Many sparse coding algorithms based on the MAP estima-
tion are continuously being developed and are successfully applied in a variety
of settings (e.g., Lee et al., 2007; Mairal et al., 2009a). Another line of research
aims at a fully Bayesian description of sparse coding and emphasizes greater flex-
ibility by using different (possibly non-Gaussian) noise models and estimations of
the number of hidden dimensions. The great challenge of these general models
is the procedure of parameter estimation. For instance, the model by Mohamed
et al. (2012) uses Bayesian methodology involving conjugate priors and hyper-
parameters in combination with Laplace approximation and different sampling
schemes.
A line of research falling in between conventional and fully Bayesian approaches
is represented by the truncated variational approach studied here and by other very
recent developments (Titsias and Lazaro-Gredilla, 2011; Goodfellow et al., 2013).
While these approaches are all based on spike-and-slab generalizations of sparse
coding (like fully Bayesian approaches), they maintain deterministic approxima-
tion procedures for parameter optimization. Variational approximations allow for
applications to large hidden spaces which pose a challenge for sampling approaches
especially in cases of multi-modal posteriors. Using the novel and existing ap-
proaches in different experiments of this study, we have confirmed the advantages
of spike-and-slab priors for sparse coding, and the scalability of variational approx-
imations for such models. The newly developed truncated variational algorithm
scales almost linearly with the number of hidden dimensions for fixed truncation
parameters (see for instance the scaling behavior in supplemental Figure 3.10 for
H going up to 1024). The MTMKL algorithm by Titsias and Lazaro-Gredilla
(2011) has been applied on the same scale. Using a similar approach also based on
factored distributions Goodfellow et al. (2013) report results for up to a couple of
thousands latent dimensions (albeit on small input dimensions and having a more
constrained generative model). Sampling based algorithms for non-parametric and
fully Bayesian approaches are more general but have not been applied to such large
scales.
A main focus of this work and reasoning behind the algorithm’s development
is due to the long-known biases introduced by factored variational approximations
(MacKay, 2001; Ilin and Valpola, 2005; Turner and Sahani, 2011). Our systematic
comparison of the GSC algorithm to the method by Titsias and Lazaro-Gredilla
(2011) confirms the earlier observation (Ilin and Valpola, 2005) that factored vari-
ational approaches are biased towards orthogonal bases. If we compare the per-
formance of both algorithms on the recovery of non-orthogonal sparse directions,
the performance of the factored variational approach is consistently lower than
the performance of the truncated variational algorithm (Figure 3.4). The same
applies for experiments for unmixing real signals in which we increased the non-
orthogonality (Figure 3.5A,C; suppl. Figure 3.12); although for some data perfor-
mance is very similar (Figure 3.5B). Also if sources are mixed orthogonally, we
usually observe better performance of the truncated variational approach (Table
3.1), which is presumably due to the more general underlying prior (i.e., a fully
parameterized Gaussian slab). Overall, GSC is the best performing algorithm
on source separation tasks involving non-orthogonal sparse directions (compare
Suzuki and Sugiyama, 2011, for algorithms constrained to orthogonal bases). For
some data sets with few data points, we observed an equal or better performance
of the MTMKL approach, which can be explained by their Bayesian treatment of
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the model parameters (see Table 3.1, performance with 200 data points). Notably,
both approaches are consistently better on source separation benchmarks than
the standard sparse coding approaches SPAMS (Mairal et al., 2009a) and ESCA
(Lee et al., 2007) (see Table 3.1). This may be taken as evidence for the better
suitability of a spike-and-slab prior for such types of data.
For source separation our approach (like conventional sparse coding or ICA)
seeks to infer sparse directions by capturing the sparse, latent structures from
the spatial domain of the input signals. However, when dealing with data that
also carry a temporal structure (e.g., speech or EEG recordings), other approaches
which explicitly model temporal regularities such as Hidden Markov Models (HMMs)
may as well be a more natural and (depending on the task) a more suitable
choice. Such methodologies can in principle be combined with the sparse cod-
ing approaches studied and compared here to form more comprehensive models
for spatio-temporal data, which can yield improved performance on blind source
separation tasks (compare e.g., Gael et al., 2008; Mysore et al., 2010).
In the last experiment of this study, we finally compared the performance of
factored and truncated variational approximations on a standard image denoising
task (see Table 3.2). The high PSNR values observed for both approaches again
in general speak for the strengths of spike-and-slab sparse coding. The MTMKL
model represented the state-of-the-art on this benchmark, so far. Differences of
MTMKL to previous approaches are small, but this is due to the nature of such
long-standing benchmarks (compare, e.g., the MNIST data set). For the same
denoising task with standard noise levels of σ = 25 and σ = 50 we found the GSC
model to further improve the state-of-the-art (compare Table 3.2 with data by Li
and Liu (2009), Zhou et al. (2009), Titsias and Lazaro-Gredilla (2011)). While we
observed a continuous increase of performance with the number of hidden dimen-
sions used for GSC, the MTMKL algorithm (Titsias and Lazaro-Gredilla, 2011) is
reported to reach saturation at H = 64 latent dimensions. As the learned sparse
directions become less and less orthogonal the more over-complete the setting gets,
this saturation may again be due to the bias introduced by the factored approach.
GSC with H = 256 improves the state-of-the-art with 32.01dB for σ = 25 and
with 28.35dB for σ = 50 (with even higher PSNR for H = 400). As we assume an
independent Bernoulli prior per latent dimension, GSC can also prune out latent
dimensions by inferring very low values of πh for the bases that make negligible
contribution in the inference procedure. This can be observed in Figure 4.4, where
for the application of GSC to the denoising task with σ = 25, we found only about
107 of the 256 basis functions to have significant probabilities to contribute to the
task. This means that GSC with about 100 basis functions can be expected to
achieve almost the same performance as GSC with 256 basis functions. However,
in practice we observed that the average performance increases with more basis
functions because local optima can more efficiently be avoided. This observation
is not limited to the particular approach studied here; also for other approaches to
sparse learning, efficient avoidance of local optima has been reported if the number
of assumed hidden dimensions was increased (e.g. Spratling, 2006; Lu¨cke and Sa-
hani, 2008). In comparison to MTMKL, GSC can make use of significantly more
basis functions. It uses about 100 functions while MTMKL performance saturates
at about 64 as mentioned previously. On the other hand, we found MTMKL to
perform better on the low noise level setting (see σ = 15 in Table 3.2) or when
relatively limited computational resources are available (see Figure 3.7).
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In conclusion, we have studied a novel learning algorithm for sparse coding with
spike-and-slab prior and compared it with a number of sparse coding approaches
including other spike-and-slab based methods. The results we obtained show that
the truncated EM approach is a competitive method. It shows that posterior de-
pendencies and multi-modality can be captured by a scalable deterministic approx-
imation. Furthermore, the direct comparison with a factored variational approach
in source separation experiments confirms earlier observations that assumptions of
a-posteriori independence introduces biases, and that avoiding such biases, e.g. by
a truncated approach, improves the state-of-the-art on source separation bench-
marks as well as on standard denoising tasks. However, we also find that under
certain constraints and settings, factored variational learning for spike-and-slab
sparse coding may perform as well or better. In general, our results argue in favor
of spike-and-slab sparse coding models and recent efforts for developing improved
algorithms for inference and learning in such models.
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Derivation of M-step Equations
Our goal is to optimize the free-energy w.r.t. Θ:
F(Θold,Θ) =
N∑
n=1
⟨
log p(y⃗ (n), b⃗, z⃗ |Θ)
⟩
n
+H(Θold)
=
N∑
n=1
∑
b⃗
∫
z⃗
p(⃗b, z⃗ | y⃗ (n),Θold)
[
log
(
p(y⃗ (n) | b⃗, z⃗,Θ))+ log (p(z⃗ |⃗b, Θ))+ log (p(⃗b |Θ))]dz⃗ + H(Θold) ,
where
log
(
p(y⃗ (n) | b⃗, z⃗,Θ)) = −1
2
(
log(2πD) + log |Σ|)
−1
2
(
y⃗ (n) − W (⃗b⊙ z⃗)
)T
Σ−1
(
y⃗ (n) − W (⃗b⊙ z⃗)
)
,
log
(
p(z⃗ |⃗b, Θ)) = −1
2
(
log(2π |⃗b|) + log |Ψ⊙ b⃗ b⃗T|
)
−1
2
(
(z⃗ − µ⃗)⊙ b⃗ )T (Ψ⊙ b⃗ b⃗T)−1 ( (z⃗ − µ⃗)⊙ b⃗ )
and log
(
p(⃗b |Θ)) = H∑
h=1
log
(
πbhh (1− πh)1−bh
)
.
The free-energy thus takes the form:
F(Θold,Θ) =
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 12
(
log(2πD) + log |Σ|)− 12 (y⃗ (n) − W (⃗b⊙ z⃗))T Σ−1 (y⃗ (n) − W (⃗b⊙ z⃗))
− 12
(
log(2π|⃗b|) + log |Ψ⊙ b⃗ b⃗T|
)
−1
2
(
(z⃗ − µ⃗)⊙ b⃗ )T (Ψ⊙ b⃗ b⃗T)−1 ( (z⃗ − µ⃗)⊙ b⃗ )
+
∑H
h=1 log
(
πbhh (1− πh)1−bh
) ]
dz⃗ + H(Θold) ,
where qn(⃗b, z⃗; Θ
old) denotes the posterior p(⃗b, z⃗ | y⃗ (n),Θold). Now we can derive
the M-step equations (3.6) to (3.10) by canonically setting the derivatives of the
free-energy above w.r.t. each parameter in Θ to zero.
48
Chapter 3: Truncated Variational Inference in Spike-and-Slab Sparse Coding
Optimization of the Data Noise
Let us start with the derivation of the M-step equation for Σ:
∂
∂Σ
F(Θold,Θ)
=
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 12 ∂∂Σ (log |Σ|)− 12 ∂∂Σ
(
y⃗ (n) − W (⃗b⊙ z⃗)
)T
Σ−1
(
y⃗ (n) − W (⃗b⊙ z⃗)
) ]
dz⃗
=
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 12Σ−1 + 12Σ−2
(
y⃗ (n) − W (⃗b⊙ z⃗)
) (
y⃗ (n) − W (⃗b⊙ z⃗)
)T ]
dz⃗
!
= 0
⇒ Σ = 1
N
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[ (
y⃗ (n) − W (⃗b⊙ z⃗)
)(
y⃗ (n) − W (⃗b⊙ z⃗)
)T ]
dz⃗
=
1
N
N∑
n=1
[(
y⃗ (n) −W⟨(⃗b⊙ z⃗)⟩
n
)(
y⃗ (n) −W⟨(⃗b⊙ z⃗)⟩
n
)T
+W
[⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
− ⟨(⃗b⊙ z⃗)⟩
n
⟨
(⃗b⊙ z⃗)⟩T
n
]
WT
]
=
1
N
N∑
n=1
[
y⃗ (n)(y⃗ (n))T −W [⟨(⃗b⊙ z⃗)⟩
n
⟨
(⃗b⊙ z⃗)⟩T
n
]
WT
]
,
where ⟨ · ⟩n denotes the expectation value in Equation (3.5).
Optimization of the Bases
We will now derive the M-step update for the basis functions W :
∂
∂W
F(Θold,Θ)
=
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 12 ∂∂W
(
y⃗ (n) − W (⃗b⊙ z⃗)
)T
Σ−1
(
y⃗ (n) − W (⃗b⊙ z⃗)
) ]
dz⃗
=
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 1Σ
(
y⃗ (n)(⃗b⊙ z⃗)T −W (⃗b⊙ z⃗)(⃗b⊙ z⃗)T
)]
dz⃗
!
= 0
⇒W =
∑N
n=1 y⃗
(n)
⟨⃗
b⊙ z⃗⟩T
n∑N
n=1
⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
.
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Optimization of the Sparsity Parameter
Here we take the derivative of the free-energy w.r.t. π⃗:
∂
∂π⃗
F(Θold,Θ) =
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
∂
∂π⃗
(⃗
b log π⃗ + (1− b⃗) log(1− π⃗)
)]
dz⃗
=
N∑
n=1
∑
b⃗
qn(⃗b; Θ
old)
[
b⃗
π⃗ − (1−b⃗)(1−π⃗)
]
!
= 0
⇒ π⃗ = 1
N
N∑
n=1
⟨⃗
b
⟩
n
.
Optimization of the Latent Mean
Now we derive the M-step update for the mean µ⃗ of the Gaussian slab:
∂
∂µ⃗
F(Θold,Θ) =
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 12 ∂∂µ⃗
(
(z⃗ − µ⃗)⊙ b⃗ )T (Ψ⊙ b⃗ b⃗T)−1 ( (z⃗ − µ⃗)⊙ b⃗ )]dz⃗
=
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[(
Ψ⊙ b⃗ b⃗T)−1 ( (z⃗ − µ⃗)⊙ b⃗ )]dz⃗ != 0
⇒ µ⃗ =
∑N
n=1
⟨⃗
b⊙ z⃗⟩
n∑N
n=1
⟨⃗
b
⟩
n
.
Optimization of the Latent Covariance
Lastly we derive the M-step update for the latent covariance Ψ:
∂
∂Ψ
F(Θold,Θ)
=
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 12 ∂∂Ψ
(
log |Ψ⊙ b⃗ b⃗T|
)
− 12 ∂∂Ψ
(
(z⃗ − µ⃗)⊙ b⃗ )T (Ψ⊙ b⃗ b⃗T)−1 ( (z⃗ − µ⃗)⊙ b⃗ )]dz⃗
=
N∑
n=1
∑
b⃗
∫
z⃗
qn(⃗b, z⃗; Θ
old)
[
− 12
(
Ψ⊙ b⃗ b⃗T)−1 + 12(Ψ⊙ b⃗ b⃗T)−2( (z⃗ − µ⃗)⊙ b⃗ ) ( (z⃗ − µ⃗)⊙ b⃗ )T ]dz⃗ != 0
⇒ Ψ =
N∑
n=1
[⟨
(z⃗ − µ⃗) (z⃗ − µ⃗)T ⊙ b⃗ b⃗T⟩
n
]
⊙
( N∑
n=1
[⟨⃗
b b⃗T
⟩
n
])−1
=
N∑
n=1
[⟨
(⃗b⊙ z⃗)(⃗b⊙ z⃗)T⟩
n
− ⟨⃗b b⃗T⟩
n
⊙ µ⃗µ⃗T
]
⊙
( N∑
n=1
[⟨⃗
b b⃗T
⟩
n
])−1
.
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Figure 3.9: Performance of the GSC on 10halo, EEG19 and Speech20 benchmarks
for decreasing truncation parameters H ′ and γ. The right plot shows how the
computational demand of the truncated variational algorithm decreases with de-
creasing values of the truncation parameters. The runtime plots are normalized
by the runtime value obtained for H ′ = γ = 10 for each of the benchmarks.
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Figure 3.10: Time scaling behavior of GSC for increasing latent dimensions H and
ﬁxed truncation parameters H ′ and γ.
Performance vs. Complexity Trade-Oﬀ
If the approximation parameters H ′ and γ are held constant, the computational
cost of the algorithm scales with the computational cost of the selection function.
If the latter cost scales linearly with H (as is the case here), then so does the
overall computational complexity (compare complexity considerations by Lu¨cke
and Eggert, 2010)). This is consistent with numerical experiments in which we
measured the increase in computational demand (see Figure 3.10). In experiments
with H increasing from 16 to 1024, we observed a, ﬁnally, close to linear increase of
computational costs. However, a larger H implies a larger number of parameters,
and thus may require more data points to prevent over-ﬁtting. Although a larger
data set increases computational demand, our truncated approximation algorithm
allows us to take advantage of parallel computing architecture in order to more
eﬃciently deal with large data sets (see Appendix 3.I for details). Therefore in
practice, we can weaken the extent of an increase in computational cost due to a
higher demand for data. Furthermore, we examined the beneﬁt of using GSC (in
terms of average speedup over EM iterations) versus the cost regarding algorithmic
performance. We compared approximation parameters in the range of H ′ = γ =
[1, 10] and again observed the performance of the algorithm on the task of source
separation (with randomly generated orthogonal ground truth mixing bases and
no observed noise). Figure 3.9 shows that a high accuracy can still be achieved for
relatively small values of H ′ γ which, at the same time, results in strongly reduced
computational demands.
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Dynamic Data Repartitioning for Batch/Parallel
Processing
As described in Section 3.IV, the truncated variational approach deterministically
selects the most likely H ′ causes of a given observation y⃗ for efficiently approxi-
mating the posterior distribution over a truncated latent space. In practice one
can also use the selected latent causes for applying clustering to the observed data,
which allows for an efficient and parallelizable batch-mode implementation of the
E-step of the truncated variational EM algorithm.
In the batch processing mode, prior to each E-step the observed data can
be partitioned by clustering together the data points w.r.t. their selected latent
causes. The resulting clusters can then be processed individually (e.g., on multiple
compute cores) to perform the E-step (Equations (3.21) to (3.23)) for all data
points in a given cluster. This approach not only pursues a natural partitioning
of data, but in a parallel execution environment, it can prove to be more efficient
than uniformly distributing data (as in Bornschein et al., 2010) among multiple
processing units. By maximizing the similarity (in latent space) of individual data
points assigned to each of the processing units, we can overall minimize the number
of redundant computations involved in Equations (3.15) and (3.23), that are tied
to specific states of the latents. This can be observed by considering Equation
(3.21), which is as follows:
p(⃗b, z⃗ | y⃗ (n),Θ) ≈
N (y⃗ (n); µ⃗b⃗, Cb⃗)B(⃗b; π⃗)N (z⃗; κ⃗(n)b⃗ ,Λb⃗)∑
b⃗ ′∈Kn N (y⃗ (n); µ⃗b⃗′ , Cb⃗′)B(⃗b′; π⃗)
δ(⃗b ∈ Kn). (3.28)
Here the parameters µ⃗b⃗, Cb⃗ and Λb⃗ entirely depend on a particular latent state
b⃗. Also, κ⃗
(n)
b⃗
takes prefactors that can be precomputed given the b⃗. It turns out
that to compute (3.28) our clustering-based, dynamic data repartitioning and re-
distribution strategy is more efficient than the uniform data distribution approach
of Bornschein et al. (2010). This is illustrated in Figure 3.11, which shows empir-
ical E-step speedup over the latter approach taken as a baseline. The error bars
were generated by performing 15 trials per given data size N . For all the trials,
model scale (i.e., data dimensionality) and truncation approximation parameters
were kept constant.8 Each trial was run in parallel on 24 computing nodes. The
red plot in the figure also shows the speedup as a result of an intermediate ap-
proach. There we initially uniformly distributed the data samples which were then
only locally clustered by each processing unit at every E-step. The blue plot on the
other hand shows the speedup as a result of globally clustering and redistributing
the data prior to every E-step. All the reported results here also take into account
the cost of data clustering and repartitioning.
In a parallel setup, we perform the data clustering process by having each pro-
cessing unit cluster its own data locally and then merging the resulting clusters
globally. In order to avoid uneven data distribution, we also bound the maximum
size of a cluster. Currently we pick (per iteration) top α percentile of occurring
8The observed and the latent dimensions of the GSC model were 25 and 20 respectively. The
truncation approximation parameters H′ and γ (maximum number of active causes in a given
latent state) were 8 and 5 respectively.
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Figure 3.11: Runtime speedup of the truncated variational E-step (Equations
(3.21) to (3.23)) with the static data distribution strategy taken as a baseline.
The red plot shows the speedup when initially uniformly distributed data samples
were only clustered locally by each processing unit, while the blue plot shows
the speedup as a result of globally clustering and redistributing the data. The
runtimes include the time taken by clustering and repartitioning modules.
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Figure 3.12: Source separation with observation noise. Performance of GSC vs.
MTMKL on 10halo and EEG19 benchmarks with varying degrees of orthogonality
of the mixing bases and Gaussian noise added to observations. Performance of GSC
vs. MTMKL on the Speech20 benchmark with varying degrees of orthogonality of
the mixing bases with Gaussian noise added to observed data. The orthogonality
on the x-axis varies from being orthogonal ⊥ to increasingly non-orthogonal mixing
as randomly generated orthogonal bases are perturbed by adding Gaussian noise
N (0, σ) to them. Performance is compared on the Amari index (3.27).
cluster sizes as the threshold.9 Any cluster larger than α is evenly broken into
smaller clusters of maximum size α. Moreover, to minimize communication over-
head among computational units, we actually only cluster and redistribute the
data indices. This entails that the actual data must reside in a shared memory
structure which is eﬃciently and dynamically accessible by all the computational
units. Alternatively, all the units require their own copy of the whole data set.
Here we have introduced and illustrated the gains of dynamic data repartition-
ing technique in the context of a speciﬁc sparse coding model, which in fact involves
computationally expensive, state-dependent operations for computing posterior
distributions. The technique however is inherently generic and can be straight-
forwardly employed for other types of multi-causal models.
9The α for the reported experiments was 5.
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Chapter 4
A Truncated Sampler for
Efficient Inference in
Spike-and-Slab Sparse Coding
Parts of this chapter appeared in Proc. NIPS, pp. 3927-3935, 2016.
In previous chapters we have seen that posterior inference in spike-and-slab sparse coding
has to take into account highly multi-modal probability landscapes. Although for a Gaussian
slab it is possible to compute the exact posteriors (see e.g., Chapter 2), it is the exponen-
tial scaling of the number of probability modes with the number of latents which makes it
computationally infeasible to perform the exact inference on large scales. The scalability
of spike-and-slab sparse coding is therefore contingent on approximate posterior inference,
although the posterior multimodality implies that a number of established approximation
techniques can be relatively coarse for assuming uni-modality for posterior estimation (e.g.,
Ribeiro and Opper, 2011; Yoshida and West, 2010; Mairal et al., 2009a; Zhou et al., 2009;
Seeger, 2008; Lee et al., 2007; Olshausen and Field, 1997).
Several approximate inference methods however have been proposed for Gaussian spike-
and-slab sparse coding. They exploit the Gaussian slab to deal with the multi-modal nature
of the posterior inference while incurring an amenable computational cost. For instance
in Chapter 3, building upon the idea of truncating the exact posterior as an approxima-
tion (Lu¨cke and Eggert, 2010), we introduce a truncated variational method for Gaussian
spike-and-slab sparse coding. The method is capable of capturing multiple modes and its
computational cost is independent of the number of latent components. We categorize the
approach as variational since for a given observation, it essentially factorizes the posterior
distribution by shrinking its domain to a selected latent subspace of concentrated posterior
probability, while truncating the rest for carrying a negligible posterior mass in support of
54
Chapter 4: A Truncated Sampler for Efficient Inference in Spike-and-Slab SC
the observation. In the same chapter, we also compared with a factored variational approach
for spike-and-slab sparse coding (Goodfellow et al., 2013; Titsias and Lazaro-Gredilla, 2011).
The method simplifies the exact posterior through factorization, where each factor is com-
posed of both the binary and the continuous spike-and-slab variables associated with a latent.
The method uses multiple modes by sequentially conditioning each factor on the posterior
parameter values of the others, while the parameters of the current factor are optimized to
decrease the KL divergence of the approximated factored posterior. The method has a linear
cost with respect to the number of latents and by applying another approximation step of
simultaneously updating all the factors in parallel, Goodfellow et al. (2013) have scaled-up
the method to very large latent dimensions (see e.g., Figure 4.6).
Sampling based inference has also been applied for the Gaussian slab in spike-and-slab
sparse coding (Titsias and Lazaro-Gredilla, 2011; Mohamed et al., 2012). By factorizing the
posterior in the same manner as the factored variational method, samples of both discrete
and continuous spike-and-slab variables are jointly drawn from the factor associated with
the paired latent variables while conditioning on an observation and the current values of all
the other latents. Sequentially drawing values from each factor constructs a Gibbs sampling
routine such that a single pass through all the factors results in one complete sample from
the multi-modal posterior.
Despite sharing a common computational structure with the variational method, the
sequential core of the Gibbs sampling procedure does not allow for a straight-forward parallel
extension as implemented by Goodfellow et al. (2013) for the variational inference. On the
other hand, sampling based inference is considered to be more accurate when performed
under sufficient computational budget, whereas factored variational approaches are known
to introduce inference biases (MacKay, 2001; Ilin and Valpola, 2005; Turner and Sahani,
2011). However, computational demands of sampling based methods indeed pose a major
challenge against their scalability. Both Titsias and Lazaro-Gredilla (2011) and Mohamed
et al. (2012) apply the sampling based inference for Gaussian spike-and-slab sparse coding,
but on a relatively much smaller scale with the largest reported application inferring less than
250 latents. As a comparison, Goodfellow et al. (2013) have scaled-up to learn thousands
of latent components from many hundreds of thousand data points. Here our focus will be
on the development of a highly scalable inference scheme for Gaussian spike-and-slab sparse
coding that will allow for sampling to remain partially applicable in even very large latent
spaces.
The Select and Sample Framework
We base our method on the hybrid framework of Shelton et al. (2011), who combined the
latent preselection of Lu¨cke and Eggert (2010) with sampling to propose a computational
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model of efficient multi-modal inference in neural processing. Shelton et al. (2011) demon-
strated the effectiveness of the framework on a scaled-up version of a linear sparse coding
model with binary latents (Henniges et al., 2010). Later they also applied the framework
for a nonlinear spike-and-slab sparse coding model (Shelton et al., 2012, 2015).
Latent Preselection
Select and sample is a framework for efficiently approximating the true latent posterior
p(s⃗ | y⃗ (n),Θ) with another distribution conventionally referred to as qn(s⃗; Θ), i.e.:
qn(s⃗; Θ) ≈ p(s⃗ | y⃗ (n),Θ) = p(y⃗
(n) | s⃗,Θ) p(s⃗ |Θ)∫
p(y⃗ (n) | s⃗ ′,Θ) p(s⃗ ′ |Θ)ds⃗ ′ .
According to Lu¨cke and Eggert (2010), if we can expect the latent acitivity sh, h ∈ {1 . . . H}
to be intrinsically sparse for any given observation y⃗ (n), we can dramatically reduce the
computational complexity of qn(s⃗; Θ) by limiting its domain to the most relevant latents
with respect to y⃗ (n). To that end, qn(s⃗; Θ) can be defined by truncating the true posterior
p(s⃗ | y⃗ (n),Θ) such that it only has support on a subset Kn of the entire latent state space:
qn(s⃗; Θ) =
p(s⃗ | y⃗ (n),Θ)∫
s⃗ ′∈Kn
p(s⃗ ′ | y⃗ (n),Θ)
δ(s⃗ ∈ Kn), (4.1)
where δ(s⃗ ∈ Kn) is an indicator function, taking the value δ(s⃗ ∈ Kn) = 1 only if s⃗ ∈ Kn and
zero otherwise. For a discrete distribution the integral in (4.1) is replaced by a summation.
Kn is defined on index sets In ⊆ {1, . . . ,H}, which hold the indices of H ′ ≪ H latents that
are deemed to be the most relevant causes of y⃗ (n):
Kn = {s⃗ | ∀h ̸∈ In, sh = 0}. (4.2)
The indices contained by In have the highest values of a selection function Sh(y⃗ (n),Θ).
The set Θ may contain model as well as other parameters that are specific to the selection
function. A simple example of a selection function is cosine similarity between a data point
and the basis vectors W⃗ (h) as for instance used by Shelton et al. (2011). Other kinds of
selection functions are employed by e.g., Bornschein et al. (2010); Dai and Lu¨cke (2012);
Sheikh et al. (2014).
Sampling
In the EM based optimization of LVMs, the latent posteriors p(s⃗ | y⃗ (n),Θ) in the E-step
are essentially computed for finding sufficient statistics, which in general can be defined as
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expected values ⟨ · ⟩n of a function of latent variables, i.e.:
⟨ f(s⃗) ⟩n =
∫
f(s⃗) p(s⃗ | y⃗ (n),Θ)ds⃗. (4.3)
However, as (4.3) often turns out to be either analytically or computationally intractable,
one can instead approximate the statistic as:
⟨ f(s⃗) ⟩n ≈ 1
M
M∑
m=1
f(s⃗ (m)), (4.4)
where according to the law of large numbers, for randomly drawn s⃗ (m) ∼ p(s⃗ | y⃗ (n),Θ) the
approximation (4.4) converges to (4.3) as M → ∞. Hence the Monte Carlo method (4.4)
gives us a feasible means of approximating the solution to an otherwise intractable computa-
tional problem. In practice however, there are many issues involved with sampling which can
be as basic as how many samples maybe sufficient or more convoluted such as no closed-form
of the posterior making it difficult to draw samples from it. For cases where it is not possible
to directly sample from the target distribution, there are methods such as Acceptance sam-
pling or Importance sampling, which draw samples from a surrogate proposal distribution
(e.g., a uniform distribution). The drawn samples are then accepted or weighted according
to the actual distribution to compute the target expectations. Efficiency of such methods
naturally depends on the proximity of the target and the proposal distributions, hence they
may perform rather poorly for complex and high-dimensional target densities. Another ap-
proach which is better suited for sampling from complex distributions is the Markov Chain
Monte Carlo (MCMC) algorithm. MCMC based samplers define the target distribution to
be the stationary distribution of a Markov chain, i.e.:
p(x (m)) =
∫
x (m−1)
p(x (m) |x (m−1)) p(x (m−1)) dx.
At each step i, by drawing correlated samples based on a proposal distribution p(x (m) |x (m−1)),
MCMC samplers take more informed steps by avoiding a completely random walk of the
target density space. Independent of the starting point x (0), after taking enough steps a
Markov chain converges to the target distribution as its stationary distribution provided
that p(x (m) |x (m−1)) is fully stochastic and non-zero over its entire domain, hence exhibit-
ing for the chain the desired properties of aperiodicity and irreducibility respectively. To
ensure convergence of a Markov chain to the target distribution, MCMC samplers are of-
ten designed to satisfy the sufficient but not necessary condition of reversibility or detailed
balance:
p(x (m−1) |x (m)) p(x (m)) = p(x (m) |x (m−1)) p(x (m−1)).
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Even though reversibility allows the chain to eventually converge to the desired distribution,
starting from a random initial point it is hard to determine the number of steps needed till
the convergence; MCMC samplers therefore discard a number of initial steps as burn-in
samples. Although the samples drawn from a Markov chain are correlated, the ergodicity of
the chain that follows from its aperiodicity and irreducibility, still allow for the samples to be
used for computing (4.4). Most common examples of the MCMC algorithm are Metropolis-
Hastings, Gibbs sampling and Slice sampling. We refer to the works of Neal (1993); Andrieu
et al. (2003) for a detailed discussion on MCMC methods.
Combining Latent Preselection with Sampling
The select and sample framework fuses the two varied ideas of posterior approximation (4.1)
and (4.4) to efficiently estimate expectations as:
⟨ f(s⃗) ⟩n ≈ ⟨ f(s⃗) ⟩qn ≈
1
M
M∑
m=1
f(s⃗ (m)), (4.5)
where s⃗ (m) ∼ qn(s⃗; Θ). The free parameters of the framework are: the number of H ′ latents
to be selected, the number of samples to be drawn and the number of burn-in samples for an
MCMC based sampler. Figure 4.1 (adapted from Shelton et al., 2011) illustrates the select
and sample framework in contrast with other inference methods.
Spike-and-Slab Sparse Coding Model
The Gaussian spike-and-slab sparse coding that we study here assumes a Bernoulli prior over
all H components of the the binary latent vector b⃗ ∈ {0, 1}H , with a multivariate Gaussian
prior for the continuous latent vector z⃗ ∈ RH :
p(bh |Θ) = B(bh;π) = πbh (1− π)1−bh (4.6)
p(zh |Θ) = N (zh; µh, ψ2h), (4.7)
where π defines the probability of bh being equal to one and where µh and ψ
2
h parameterize
the Gaussian slab. A ‘spike-and-slab’ latent variable s⃗ is generated by point-wise multiplying
b⃗ and z⃗, i.e., sh = (⃗b⊙ z⃗)h = bh zh. The resulting variable s⃗ has either continuous or exact
zero entries. Given such a latent vector, a generative process is defined as:
p(yd | s⃗,Θ) = N (yd; Wdhs⃗h, σ2d), (4.8)
where σ⃗ ∈ RD is the observation noise. The columns of the matrix W ∈ RD×H are the
latent components W⃗ (h), each associated with a latent variable bh. Together we use Θ =
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selection
exact MAP approximation samplingpreselection select and sample
latents' scores
Figure 4.1: A A comparative illustration of different inference methods for estimating
expectations with respect to the posterior over the latent space. B In a fully connected
latent variable model, latent components W⃗ (h) are scored by a given selection function
Sh(y⃗ (n),Θ). C The selection of H ′ highest scoring latent components reduces the posterior
latent space to Kn (under ‘preselection′ in A). The select and sample framework further
combines the preselection with sampling (the right-most illustration in A). The figure is
adapted from Shelton et al. (2011).
(W, σ⃗, π⃗, µ⃗, ψ⃗) to mention all model parameters.
Parameter Optimization
To estimate the model parameters Θ given a set ofN independent data points {y⃗ (n)}n=1,...,N ,
we apply expectation maximization (EM) algorithm as discussed in Chapter 1. The EM
algorithm indirectly maximizes the data likelihood L =∏Nn=1 p(y⃗ (n) |Θ) by maximizing the
so-called free energy, a lower bound of the log-likelihood, given by:
F(Θold,Θ) =
N∑
n=1
⟨
log p(y⃗ (n), s⃗ |Θ)
⟩
n
+H(Θold)
where ⟨ ⟩n denotes expectation under the posterior (4.3) and H(Θold) is an entropy term
only depending on parameter values held fixed during the optimization of F w.r.t. Θ. To
recall, the EM algorithm iterates over two steps to optimize the free-energy: First, given the
current parameters Θold, the relevant expectation values under the posterior are computed
in the E-step; given these posterior expectations, F(Θold,Θ) is maximized w.r.t. Θ in the
M-step. Each iteration over the E- and M-steps locally maximizes the data likelihood.
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The M-step optimization of free-energy entails updates of model parameters Θ, for which
the update equations are derived by solving partial derivatives of the free-energy with respect
to individual parameters. To that end, we expand the free-energy F(Θold,Θ) for the spike-
and-slab model (4.6) to (4.8) as follows:
F(Θold,Θ) =
N∑
n=1
∑
b⃗
∫
z⃗
p(⃗b, z⃗ | y⃗ (n),Θold)
(
− 12
)[
log(2πD) +
∑
d
(
2 log(σd) +
1
σ2d
(
y⃗ (n) − W (⃗b⊙ z⃗)
)2
d
)
+ log(2π |⃗b|) +
∑
h
(
2 log(ψh) bh +
1
ψ2h
(
(zh − µh) bh
)2 − 2 log(πbhh (1− πh)1−bh))
]
dz⃗
+H(Θold) . (4.9)
We then obtain the following parameter update equations by setting the partial derivatives
of (4.9) with respect to the parameters to zero:
W =
∑
n y⃗
(n)
⟨
s⃗
⟩T
n∑
n
⟨
s⃗s⃗T
⟩
n
, (4.10)
π⃗ =
1
N
∑
n
⟨⃗
b
⟩
n
(4.11)
µ⃗ =
∑
n
⟨
s⃗
⟩
n∑
n
⟨⃗
b
⟩
n
, (4.12)
ψ2h =
∑
n
⟨
(sh − µhbh)2
⟩
n∑
n
⟨
bh
⟩
n
, (4.13)
and σ2d =
1
N
∑
n
⟨
(
∑
h
Wdhsh − y(n)d )2
⟩
n
, (4.14)
where sh = bh zh jointly denotes both the binary and the continuous parts of the spike-and-
slab latent variable.
Preselection of Latents and Exact Gibbs Sampling
In order to efficiently estimate in the E-step the expected values ⟨ . ⟩n required for pa-
rameter updates (4.10) to (4.14), we take the approximate inference approach ’Select and
Sample’ (Shelton et al., 2011), computing the values as given by (4.5). The approximation
scheme was later also applied to a non-linear spike-and-slab sparse coding model (Shelton
et al., 2015). Following the assumption that the observed data is generated by a very sparse
set of latent components, for a given data point y⃗ (n) we first reduce its latent space by
selecting H ′ ≪ H components that seem to be its most likely causes. This results in an
approximation of the true posterior p(s⃗ | y⃗ (n),Θ) by a truncated distribution qn(s⃗; Θ) de-
scribed earlier as (4.1). To score the latent components for their preselection, we adapt
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the selection function Sh(y⃗ (n),Θ) used in Chapter 3 for the spike-and-slab sparse coding
model (4.6) to (4.8):
Sh(y⃗ (n),Θ) =
∑
d
N (y⃗ (n)d ; Wdhµh, σd +W 2dh/ψh) ∝ p(y⃗ (n) | b⃗ = b⃗h,Θ), (4.15)
where b⃗h represents a singleton state with only component h being active.
After the preselection of latents, we do exact Gibbs sampling from the H ′-dimensional
posterior as the second step of the inference procedure. While the preselection step may
not be needed for a small H, it becomes absolutely necessary to deal with the computa-
tional intractability faced in high dimensions. Previous works employing Gibbs sampling for
spike-and-slab based models include (Mohamed et al., 2012; Zhou et al., 2009; Olshausen
and Millman, 2000; Shelton et al., 2012), while Tan et al. (2010) for instance apply Gibbs
sampling for efficient inference in sparse Bayesian modeling. A Gibbs sampler is a type
of MCMC sampler, which sequentially samples each of the components of the variable of
interest. For sampling a component the sampler constructs a posterior distribution that is
conditioned on the current values of all the other components as well as any other given
(i.e., observed) variables and model parameters. The value drawn given the conditional pos-
terior distribution then replaces the current value of the component. A full Gibbs sample is
returned after making a complete pass through all the components. It can be shown that
by sequentially sampling each component given their conditional distributions, the sam-
ples returned by a Gibbs sampler are indeed drawn from the joint distribution of all the
components.
To construct a Gibbs sampler for a-posteriori latent variable sampling in the spike-and-
slab model (4.6) to (4.8), we can devise a latent variable Markov chain such that its target
density is given by the following conditional posterior distribution:
p(sh|s⃗H\h, y⃗, θ) ∝ p(sh|θ)
∏
d
p(yd|sh, s⃗H\h, θ)
=
(
(1− π) δ˜(sh) + πN (sh; µh, ψ2h)
) ∏
d
N (sh; νd, φ2d) , (4.16)
where the Dirac delta δ˜(.) represents a spike at zero and where νd = (yd−
∑
h′\hWdh′sh′)/Wdh
and φ2d = σ
2
d/W
2
dh. Here due to the special case of a Gaussian slab, we can apply standard
Gaussian identities (also applied by Titsias and Lazaro-Gredilla (2011); Mohamed et al.
(2012); Goodfellow et al. (2013) and in Chapters 2 and 3) to further simplify (4.16) as
follows:
p(sh|s⃗H\h, y⃗, θ) ∝
(
(1− π)N (sh; υ, ϕ2) δ˜(sh) + πN (sh; τ, ω2)
)
, (4.17)
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where υ = ϕ2
∑
d νd/φ
2
d and ϕ
2 = (
∑
d 1/φ
2
d)
−1, whereas τ = ω2 (υ/ϕ2 + µh/ψ2h) and ω
2 =
(1/ϕ2+1/ψ2h)
−1. We can observe that the conditional posterior (4.17) of the latent variable
sh retains the form of a spike-and-slab distribution. We can therefore simply compute the
cumulative distribution function (CDF) of (4.17) to simulate sh from the exact conditional
distribution (sh ∼ p(sh|s⃗H\h , y⃗, θ)) by means of inverse transform sampling. To draw a full
sample, the sampler simulates in a random order each sh such that h ∈ In : |In| = H ′, while
∀h /∈ In, sh = 0.
With preselection, the computational cost of the sampler becomes independent of the
total number of latent components H. It only scales linearly with H ′ and the number of
observed dimensions D. Therefore the total cost of performing the E-step is O(N DH ′).
Numerical Experiments
The implementation of parameter optimization scheme for the model was done within the
framework proposed by Bornschein et al. (2010) for EM based optimization on a multi-
core architecture. All the simulations in this section were therefore executed on arrays of
CPU cores on large compute clusters. For the sampler, the number of samples to be drawn
was primarily chosen to optimize the computational costs; however without significantly
compromising the performance. For burn-in, we always discarded the initial 1/2 of the total
number of drawn samples. The preselection parameter H ′ was also chosen to constraint the
overall computational budget of the algorithm, but any prior knowledge about the expected
sparsity of the latent causes was also taken into account to appropriately set the value of
the parameter. In all the experiments, the initial values of πh were randomly and uniformly
chosen between 0.1 and 0.5. µ⃗ was initialized with normally distributed random values, ψh
was set to 1 and σd was initialized with the standard deviation of y⃗d. The elements of W
were i.i.d. drawn from a normal distribution with zero mean and a standard deviation of 5.
For brevity, we will refer to our proposed select and sample spike-and-slab sparse coding as
S5C in the following sections.
Method Verification
To verify our parameter optimization scheme, we first apply our method to small-scale
synthetic data generated by the model. The small-scale of the experiment allows us to
compute the exact data log-likelihood given the learned parameters (see Section 3.iii.2 in
Chapter 3 for instance). The log-likelihood can then be traced against its ground-truth
value, which can be computed from the known generative parameters used to generate the
synthetic data. Such a comparison provides us a theoretically grounded measure for assessing
the performance of S5C; the closer the gap between the log-likelihood values, the better our
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Figure 4.2: A Samples of observed data y⃗ (n) generated by the spike-and-slab sparse coding
model (4.6) to (4.8). B An example of ground-truth latent components W⃗ (h) defined as
vertical or horizontal bars with randomly assigned negative or positive values (here depicted
in blue and red colors respectively). C An example of latent components learned by the
select and sample spike-and-slab sparse coding (S5C) algorithm from a batch of observed
data shown in A. The different colors of bars reflect variations in their inferred values, which
is expected due to the multiplicative degeneracy between the latent components W⃗ (h) and
the latent mean values µh in the generative process (4.8).
method is at finding (globally) optimal model parameters to fit the observed data at hand.
For the verification of our method, we choose to perform the so called bars test (see e.g.,
Hoyer, 2002). The test defines the latent components W⃗ (h) to be horizontal or vertical bars
on a 2−dimensional grid. Figure 4.2B for instance defines latent components on a 5 × 5
pixel grid with 5 vertical and 5 horizontal bars. We apply our algorithm to D = 5× 5 bars
data as shown in Figure 4.2A. To generate the data, we create H = 10 latent components as
illustrated in Figure 4.2B. We then randomly make each of the 5 vertical and 5 horizontal
bars positive or negative by assigning them a value of 5 or −5, while the non-bar pixels are
assigned zero value. We generate the data points according to the generative model (4.6)
to (4.8). To generate the data, the parameters of the latent slabs µh and ψh are set to 0.0
and 1.0 respectively. The values of πh are set to 2.0/H such that there are on average two
active latent components per generated observation. Finally the generated data is perturbed
with the observation noise with σd = 1.0.
We run the bars test under three different settings of the preselection parameter H ′:
once with H ′ = H = 10 (i.e., without preselection) and two further runs with H ′ = 5 and
4. For each setting we generate N = 5000 data points and perform 10 trials of the S5C
algorithm with a random parameter initialization every trial. Including burn-in, we draw
40 samples per data point. We log the average log-likelihood value per EM iteration to
track the convergence of the algorithm over different trials for each of the three different
H ′ settings. Figure 4.3 shows the convergence of average log-likelihood over EM iterations
for each trial of the S5C algorithm under different H ′ settings. Here we can observe that
when the preselection is turned off (Figure 4.3A), the S5C algorithm shows rather slow
and poor convergence behavior (dashed blue lines) towards the ground-truth (plotted as a
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solid green line). We can see that in none of the 10 trials the likelihood given the learned
parameters converge to the ground-truth value even after performing 150 EM iterations.
Also in only 2 out of 10 runs, the 10 bar components are fully recovered. We observe a
similar performance of the algorithm for the number of samples increased up to 50 and 60.
However in comparison, we find that for H ′ = 5 and 4 (Figure 4.3B and C), the likelihood
of the learned parameters converges to the ground-truth in 9 out of 10 trials within 50 EM
iterations. Figure 4.2C shows an example of the components recovered by the S5C algorithm
after 50 EM iterations for H ′ = 5. For both H ′ settings, we recover the 10 bars in 9 out of
10 trials. With increased number of samples for both H ′ = 5 and 4, we do not notice any
significant change in the performance of the algorithm.
The results in Figure 4.3 suggest that by picking relevant components for posterior in-
ference, preselection facilitates the sampler to directly navigate to the subspaces of dense
posterior mass, while also dramatically reducing the computational complexity of the infer-
ence procedure. On the other hand, for a given observation the latent space without any
preselection is likely to be too vast and cluttered with mostly irrelevant dimensions. This
keeps the sampler from quickly converging to the volumes of concentrated posterior mass,
consequently requiring the MCMC chain to run for (prohibitively) longer periods before it
finds the desired regions of posterior space. Preselection has also been noticed previously
for avoiding local optima in an expectation truncation based inference scheme for discrete
latent spaces (Exarchakis et al., 2011), where in comparison to the exact inference, latent
preselection led to a more accurate convergence of model parameters.
Image Denoising
Next we test the performance of S5C on the task of image denoising. Here we use the
standard “house” benchmark for the task, which we have also used previously to evaluate
spike-and-slab based (i.e., Zhou et al., 2009; Titsias and Lazaro-Gredilla, 2011) and other
competing approaches (e.g., Li and Liu, 2009). The spike-and-slab approach by Zhou et al.
(2009) employs a sampling-based optimization scheme. Titsias and Lazaro-Gredilla (2011)
on the other hand apply variational inference for parameter optimization. As done in Sec-
tion 4.3.1 and Chapters 2 and 3, Titsias and Lazaro-Gredilla (2011) also exploit the standard
identities for the Gaussian slab to derive their method (the approach of Goodfellow et al.
(2013) follows along the same lines. Moreover, Mohamed et al. (2012) resort to the same
identities to derive a part of their inference procedure for their fully Bayesian Gaussian
spike-and-slab sparse coding.).
To carry out the task of denoising, we first generate a noisy image by adding Gaussian
noise to the house image. The standard deviation σ of the Gaussian function determines
the level of added noise. Following the previous works, we consider three noise levels: 15, 25
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and 50. To generate input for the algorithm, we extract 8 × 8 patches from 256× 256 noisy
image, visiting a whole grid of 250×250 pixels by shifing (vertically and horizontally) 1 pixel
at a time. In total we end up with N = 62, 001 overlapping image patches. We then apply
100 iterations of the S5C algorithm with H = 256 to the input data. For smaller values of H
(e.g., 64) we observe saturation in the performance and for larger values such as H = 400,
we do not notice any significant boost in the results. For the experiments, the preselection
parameter H ′ and the number of samples were kept at 40 and 100 respectively. The values
were chosen through a gradual increment to optimize performance. Although in general we
see a trend of improved performance for an increasing number of samples, we here make a
cut off at the chosen value to maintain an adequate computational budget. We obtain best
results at the task by assuming π⃗ to be isotropic so that πh =
1
N H
∑
n
∑
h
⟨
bh
⟩
n
.
We compare the results of the experiments against various competitive approaches in
Table 4.1. The performance is measured in peak signal-to-noise ration (PSNR), which is
computed between the original noise-free image and the denoised output from an algorithm.
We find that S5C outperforms all the other methods for σ = 25. Figure 4.4 shows the noisy
image and the denoised output of the S5C algorithm for σ = 25. For noise levels 15 and 50,
the PSNR of S5C is competitive with other approaches, where for σ = 50, the expectation
truncation based Gaussian sparse coding (GSC-ET) from Chapter 3 holds the benchmark.
PSNR (dB)
Noise Noisy img MTMKLexp. K-SVDmis. *K-SVDmatch Beta pr. GSC-ET S5C
σ=15 24.59 34.29 30.67 34.22 34.19 33.78 33.50
σ=25 20.22 31.88 31.52 32.08 31.89 32.01 32.08
σ=50 14.59 28.08 19.60 27.07 27.85 28.48 28.35
Table 4.1: Comparison of the S5C algorithm with other methods applied to the “house”
benchmark. The compared methods are: MTMKL (Titsias and Lazaro-Gredilla, 2011), K-
SVD (Li and Liu, 2009), Beta process (Zhou et al., 2009) and GSC-ET (Chapter 3). Bold
values highlight the best performing algorithm(s). ∗High values for K-SVD matched are not
made bold-faced as the method assumes the noise variance to be known a-priori (see Li and
Liu, 2009).
Large-scale Run on Natural Image Patches
To demonstrate the scalability of our method, we apply our sparse coding model to natural
image patches following the seminal work of Olshausen and Field (1997), who established
sparse coding as a standard model for the response properties of V1 simple cells. In our
experiment we use 16 × 16 image patches cut-out from the Van Hateren natural image
database (van Hateren and van der Schaaf, 1998). Following Olshausen and Field (1996),
we apply pseudo-whitening to preprocess the patches. We perform 50 EM iterations of the
S5C algorithm on N = 106 image patches to extract H = 10000 latent components. We
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set H ′ = 20 and we draw 50 samples per patch. As described in the previous section, we
assume the sparseness vector π⃗ to be isotropic.
In Figure 4.5 we show 400 of the 10000 latent components W⃗ (h) learned by the S5C
algorithm. Most of the components resemble Gabor-Wavelet and Difference of Gaussians
like functions. The components are ordered (left to right, top to bottom) with respect to
their posterior probabilities. Other than that we observe the learned sparsity πh to be
6.2× 10−4, which implies that on average a little over 6 components get activated to encode
a patch. The sparsity value falls in agreement with that inferred on the same dataset
(although for different H and N) by the nonlinear spike-and-slab sparse coding model we
study in Chapter 5. Other parameter values such as observation noise, etc. are however not
directly comparable due to the input normalization used in the other study.
With H = 10000, we learn (to the best of our knowledge) the highest number of latent
components using a spike-and-slab sparse coding approach. Previously Goodfellow et al.
(2013) have reported to learn 8000 from 2× 106 image patches of D = 32× 32× 3 pixels. In
comparison we use half as many patches of 16× 16 pixels. To our knowledge, the only other
spike-and-slab methods that use image patches of up to 16 × 16 pixels are (Garrigues and
Olshausen, 2007) and the nonlinear spike-and-slab sparse coding we study in Chapter 5.
Figure 4.6 (adapted from Goodfellow et al., 2013) compares different spike-and-slab
based and other scalable sparse latent variable models against scales at which they have
been demonstrated to work. We see that while being the only exact method in the plot
(and also otherwise to the best of our knowledge) for a spike-and-slab sparse coding model,
the Gaussian sparse coding (GSC) that we propose in Chapter 2 lies furthermost towards
the lower left corner; however, the cost of the method scales linearly with N and there-
fore in conjunction with the parallel implementation (see Appendix 3.I; Chapter 3), it can
be straightforwardly applied to large datasets. Two other spike-and-slab methods that we
have in the plot are labelled as GSC-ET and SSMCA. We introduce the expectation trun-
cation (Lu¨cke and Eggert, 2010) based Gaussian sparse coding (GSC-ET) in Chapter 3,
which is a scaled-up extension of GSC. SSMCA on the other hand is the only nonlinear
spike-and-slab sparse coding model in the comparison, which we will introduce in Chap-
ter 5. The method also employs the select and sample framework (Shelton et al., 2011) for
approximate learning and inference. Except for Goodfellow et al. (2013), we can observe
that both GSC-ET and computationally more demanding SSMCA already lie ahead of all
the the other spike-and-slab approaches. In fact, in supplementary sections in Chapter3
(Appendix 3.H and 3.I), the GSC-ET algorithm has been demonstrated to use even up to
N = 320K data points (Figure 3.11) and scale to more than a thousand latent components
in a separate experiment (Figure 3.10). Finally we have the S5C algorithm, which we have
applied at a very large scale. This puts S5C in Figure 4.6 among the most scalable sparse
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latent variable methods. The key factor that makes it possible to apply S5C on such a large
scale is the latent preselection, which reduces an otherwise computationally infeasible infer-
ence task to an amenable scale, making it possible for the sampler to effectively approximate
the posterior within small subspaces of latent dimensions that are considered to be relevant
with respect to an observation.
Discussion
In this chapter we have introduced an approximate inference method for linear spike-and-slab
sparse coding. We develop the method following the select and sample framework of Shelton
et al. (2011), who combine sampling with latent preselection as a model for neural inference
– applying it to sparse coding with binary latents. We apply the framework to spike-and-
slab sparse coding, where by assuming the slabs to be Gaussian distributed we derive an
exact Gibbs sampler for a-posteriori simulation of (preselected) latent variables. Through
experiments involving ground-truth values we show that by reducing its domain to a small
number of latent dimensions, preselection can enable the sampler to quickly discover dense
volumes of posterior probability, while being very effective at avoiding local optima and
unreasonably long burn-in periods. The sampler on the other hand exhibits a suboptimal
convergence performance without any preselection. While preselection crucially relies on
the selection function used for scoring the latent components, our choice of the selection
function is adapted from the one used in Chapter 3, where it is reliably tested and employed
for a similar model.1 Therefore for our approach, the performance of the selection function
can be corroborated through the empirical results we obtain e.g., in Sections 4.4.1 and 4.4.2.
Our approach inherits three approximation parameters, the number of latents to be
preselected H ′, the number of samples to be drawn and the number of burn-in samples.
Although we propose no grounded means for picking the best values of these parameters, in
practice we have observed that as long as the input data can be considered to be generated
by sparse latent activities, keeping H ′ under 50 (or considerably low with respect to H)
turns out to be sufficient for achieving good results. Moreover, computational constraints,
performance objectives or prior knowledge about the data all have an influence on more
concretely determining the value of the parameter. With respect to the sampler, while
maintaining a computational budget for a chosen value of H ′, we always found it beneficial
to draw an increasing number of samples. We simply kept the burn-in proportion to 1/2 the
number of drawn samples, which can be further optimized for a specific task and performance
metric.
In the experiments on sythetic bars data we have observed a compelling benefit of com-
1In Chapter 3, the observation noise and standard deviation of the latent slabs are assumed to be full-rank
matrices, but otherwise the model is the same.
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bining sampling with latent preselection. The select and sample inference approach allowed
the S5C algorithm to converge to ground-truth data log-likelihood and recover true latent
components in relatively fewer EM iterations, while also being computationally more ef-
ficient per E-step. The purely sampling based inference on the other hand showed poor
log-likelihood convergence and component recovery performance, albeit consuming signifi-
cantly more computational resources. We have further seen very competitive performance of
the S5C algorithm on the task of denoising using a real benchmark, including S5C achieving
the state-of-the-art performance for noise level σ = 25. Lastly through the run on nat-
ural image patches we validate that our inference approach can be applied on very large
scales, which puts it on par with some of the most scalable works on sparse latent variable
models (i.e., Coates and Ng, 2011; Courville et al., 2011; Goodfellow et al., 2013).
To our knowledge, our proposed method is the only sampling based inference approach
for spike-and-slab sparse coding that has been demonstrated to scale up to very large dimen-
sions. As a future work it would be interesting to further expand the application domain of
the S5C algorithm to high-level tasks: for instance employing the method as either a simple
feed-forward (see Coates and Ng, 2011, for instance) or a more thorough, probabilistic fea-
ture encoder in a classification hierarchy (e.g., Coates and Ng, 2011; Courville et al., 2011;
Goodfellow et al., 2013).
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Figure 4.3: Convergence of the average log-likelihood (dashed blue lines) for each of the
10 independent trials given three different settings of the preselection parameter, i.e.: A
H ′ = H = 10, B H ′ = 5 and C H ′ = 4. The solid green lines mark the ground-truth values
of the log-likelihood, which is computed provided the values of generative parameters.
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Figure 4.4: Left: Noisy “house” image with σ = 25. Right: Denoised output of the S5C
algorithm.
Figure 4.5: Latent components W⃗ (h) learned by the S5C algorithm. The components are
sorted from left to right and top to bottom with respect to their posterior probabilities. Out
of H = 10000 learned components, we pick every 4th component for display, showing here a
total of 400 components.
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Figure 4.6: Comparison of different methods with respect to their demonstrated scale
of application. On x-axis we have the number of training data used by a method to learn
number of latent components shown against the y-axis. The methods compared include: the
spike-and-slab approaches of Garrigues and Olshausen (2007); Zhou et al. (2009); Titsias
and Lazaro-Gredilla (2011); Goodfellow et al. (2013), the work on sparse latent variable
models by Coates and Ng (2011); Courville et al. (2011), and our spike-and-slab models:
GSC (Chapter 2), GSC-ET (Chapter 3), SSMCA (Chapter 5) and S5C. The figure is adapted
from Goodfellow et al. (2013).
71
Chapter 5
Spike-and-Slab Maximal Causes
Analysis
In this chapter we turn our attention to nonlinear sparse coding. Here we recruit the
Gaussian spike-and-slab prior for a sparse coding model that assumes a point-wise maximum
combination rule for the latents to generate an observation. The maximal causes analysis
(MCA) model was originally introduced with a Bernoulli prior by Lu¨cke and Sahani (2008).
In comparison to linear sparse coding (i.e., Olshausen and Field, 1996), the model has since
been shown to be a more accurate alternative for approximating low-level occlusions in
images (Lu¨cke and Sahani, 2008; Puertas et al., 2010; Bornschein et al., 2013).
The spike-and-slab prior allows MCA to encode both the absence or presence and the
intensity of a latent component, with which it contributes to the observation generation
process. While being more flexible, the spike-and-slab MCA (SSMCA) model does not offer
a closed-form solution for posterior computation. We therefore develop a Gibbs sampler for
approximate posterior inference in the model. Following Shelton et al. (2011), we further
combine sampling with latent preselection (Lu¨cke and Eggert, 2010) to devise a computa-
tionally efficient inference scheme.
We perform data-driven encoding experiments on both synthetic and real image data.
We find latent components inferred by the SSMCA algorithm to be less localized in nature,
which allows for the encoding results to be naturally sparse and well-aligned e.g., with the
known ground-truth for synthetic data. In contrast, linear sparse coding (the implemen-
tation of Mairal et al., 2009b) finds encoding schemes that can better minimize the mean
reconstruction error (MSE) of training data; however, the obtained solutions tend to be
fairly non-sparse with inferred components appearing to be less descriptive of the data.
We further observe that on a restricted budget for latent activity, the MSE of the linear
approach deteriorates significantly, beating the average MSE of SSMCA when the sparsity
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level of the linear approach is tuned to be on par with the inferred sparseness of SSMCA.
Lastly in congruence with in vivo neural recordings, we also qualitatively assess receptive
field estimates of SSMCA inferred components from natural image data.
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Abstract: Sparse coding is a popular approach to model natural images but
has faced two main challenges: modelling low-level image components (such as
edge-like structures and their occlusions) and modelling varying pixel intensities.
Traditionally, images are modelled as a sparse linear superposition of dictionary
elements, where the probabilistic view of this problem is that the coefficients follow
a Laplace or Cauchy prior distribution. We propose a novel model that instead
uses a spike-and-slab prior and nonlinear combination of components. With the
prior, our model can easily represent exact zeros for e.g. the absence of an image
component, such as an edge, and a distribution over non-zero pixel intensities.
With the nonlineary (the nonlinear max combination rule), the idea is to target
occlusions; dictionary elements correspond to image components that can occlude
each other. There are major consequences of the model assumptions made by
both (non)linear approaches, thus the main goal of this paper is to isolate and
highlight differences between them. Parameter optimization is analytically and
computationally intractable in our model, thus as a main contribution we design
an exact Gibbs sampler for efficient inference which we can apply to higher di-
mensional data using latent variable preselection. Results on natural and artificial
occlusion-rich data with controlled forms of sparse structure show that our model
can extract a sparse set of edge-like components that closely match the generating
process, which we refer to as interpretable components. Furthermore, the sparse-
ness of the solution closely follows the ground-truth number of components/edges
in the images. The linear model did not learn such edge-like components with any
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level of sparsity. This suggests that our model can adaptively well-approximate
and characterize the meaningful generation process.
Introduction
Many natural signals, such as visual data, exist in a high-dimensional space. Un-
derstanding the structure of visual data is a challenging task that is often ap-
proached by forming parametric models of the data following some principles of
optimality, in order to learn something about the data’s content and composition.
As many signals have a low intrinsic dimensionality, in this paper we focus on the
domain of sparse coding models to address the task of image modelling. The basic
idea behind the sparsity principle is to represent a signal – such as an image – as
a combination of few basis functions or features. With roots in signal processing,
it is often thought that a model assuming or enforcing sparsity can recover the
intrinsic signal dimensions and therefore better represent the relevant information
content in the signal (e.g., Mallat, 2008; Kutyniok, 2012). Furthermore, one would
expect that if the algorithm learns meaningful hidden structure of the signal, then
this approach would be successful at many data-driven tasks. When an algorithm
can extract and represent the relevant information content from a signal that not
only follows the generating process of that data but can also be easily interpreted
in the context of the task at hand, we refer to this as interpretable data encoding.
Following early physiological recording studies (Hubel and Wiesel, 1959) on
simple cells in the visual cortex, sparse coding became popular as a model of the
visual data encoding process in the mammalian primary visual cortex (Olshausen
and Field, 1996) and has now become not only the standard model to describe
coding in simple cells, but also a very popular feature learning algorithm (e.g.,
Goodfellow et al., 2013; Lee et al., 2007). Formally, sparse coding (which will
be referred to as ’SC’) assumes that each image (also called an ’observation’, or
observed variables) y⃗ = (y1, . . . , yD)
T is associated with a sparse vector of latent
variables s⃗ = (s1, . . . , sH)
T (also called latent ’causes’ or coefficients of the data),
where D and H denote the dimensionality of the observed image and the latent
variable space, respectively. In the setting of visual data, the sparse latent vector
s⃗ describes the set of the possible causes of an observed image and is associated
with a set of image components, or dictionary elements, W ∈ RD×H (low-level
image components, e.g. edge-like structures) where the absence of such an image
component is associated with sh = 0. In this way, sparsity means that most of the
coefficients sh in s⃗ are zero or close to zero.
The standard linear sparse coding problem is formulated as follows:
loss(y⃗(n),W ) := min
s⃗
1
2
||y⃗(n) −Ws⃗||22 + a||s⃗||1, (5.1)
with the objective to minimize the loss between the image y⃗(n) and its linear
reconstruction/estimation Ws⃗ (or equivalently
∑
h shW⃗
(h) where W is the D×H
matrix of W⃗ (h) dictionary elements/components), with a penalty on the l1-norm
of the vector s⃗. The penalty is controlled by a regularization parameter a, which
dictates how sparse the coefficients s⃗ in the reconstruction of y⃗ will be. Objective
(5.1) and associated optimization algorithms are also often referred to as basis
pursuit (Chen et al., 1998) or the Lasso (Tibshirani, 1996).
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Probabilistically, linear SC can be formulated as a generative model :
p(y⃗ |Θ) =
∫
s⃗
p(y⃗ | s⃗,Θ) p(s⃗ |Θ) ds⃗, (5.2)
where the latent causes are characterized by p(s⃗ |Θ) with a sparse prior distri-
bution. The observation/image described by p(y⃗ | s⃗, Θ) is typically a Gaussian
distribution with a mean µ⃗ =
∑
h shW⃗
(h), i.e. centered at the linear superpo-
sition of components W⃗ (h) ∈ RD. If the Laplace distribution is used as prior
distribution, it can be shown that the minimization of objective (5.1) with respect
to the dictionary elements corresponds to expectation maximization (EM) learn-
ing using the maximum a-posteriori (MAP) approximation for the posterior (e.g.,
Murphy, 2012). For dictionary learning, the formulation of objective (5.1) is often
the method of choice, and the focus is on efficient optimization of the dictio-
nary. With these approaches, no prior parameters can be learned directly and
the sparsity penalty, therefore, has to be set by hand or it has to be determined
by cross-validation in another optimization loop. Furthermore, MAP estimates of
the posterior can lead to a relatively coarse approximation, which has motivated
improved probabilistic approaches for the standard model (Opper and Winther,
2005; Seeger, 2008).
The focus of this work is to investigate a new sparse coding model that forms
a more realistical image model than the standard linear model with Laplace prior.
After motivating and defining the model, we will systematically evaluate the dif-
ferences to standard sparse coding. The problem setting we focus on is illustrated
with the toy example in Figure 5.1. One can see that visual components (such
as edges) are either present or absent (i.e. coefficient sh = 0) in an image. This
however points to the first challenge that standard models for sparse coding face:
standard models using a Laplace or Cauchy prior distribution, which do not in-
trinsically represent exact zeros, can only either yield coefficients with exact zeros
as an artifact of the optimization that artificially enforcing the coefficents to be
zero (see e.g., Seeger, 2008; Lee et al., 2007, for examples). These distributions
are referred to as ”weakly sparse”, as they have no coefficients actually at zero,
but many very close to zero (Mohamed et al., 2012). Other models, with use of
a binary prior distribution, can represent exact zeros (to model e.g. the absence
of a visual component with sh = 0) without need for optimization techniques to
induce them. These models cannot however model the range of intensities that
the image components may manifest (e.g. when the component is present, it is
represented by sh = 1). An alternative and recently very popular prior is the
spike-and-slab distribution (Titsias and Lazaro-Gredilla, 2011; Mohamed et al.,
2012; Goodfellow et al., 2012; Sheikh et al., 2014, e.g.,), which is a distribution
consisting of a discrete binary part and a continuous Gaussian part (see the first
column in Figure 5.2 for an illustration of the spike-and-slab and Laplace priors).
This prior can model not only the absence/presence of a component (via the binary
’spike’) but also the visual intensity of that component (via the ’slab’). Second,
the standard model assumes that visual components linearly superimpose to form
an image, although objects do not actually elicit summed intensity values when
they happen to occlude each other. In this setting, when evaluating the pixel in-
tensities of two overlapping components, the standard linear model would sum the
two pixels, which poorly estimates the intensity, whereas the max infers that the
pixel with the maximal intensity is occluding the other, offering a better estimate,
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Figure 5.1: Toy example illustrating the problem setting: approximating
occlusions in images. Given an image patch with occlusions (A), assume both
the linear and nonlinear sparse coding models were given the true generating dic-
tionary elements (B) and the task is for each model to use a sparse set of these
to generate a reconstruction of the patch (C). A Example natural image with one
patch to be reconstructed by the models. B 10 ground-truth dictionary elements,
assumed to be known and with only 2 of 10 having generated the image patch.
C Image reconstruction using the sparse dictionary set of the 2 models: the stan-
dard linear sparse coding model and the nonlinear spike-and-slab SC model. The
linear sum leads to inaccurate pixel estimates when components overlap, whereas
the nonlinear max aims to approximate this type of data more realistically in this
scenario. Furthermore, the spike-and-slab prior (shown here for the the nonlinear
model) allows the model to adapt the intensity of each image component to match
what it observed in the data.
illustrated in Figure 5.1C. Despite these two modelling caveats, the most work on
SC models focuses on efficient inference of the optimal parameters for the linear
model (e.g., Seeger, 2008; Lee et al., 2007) and not in assessing the model assump-
tions themselves. The standard model form offers mathematical convenience for
inference, namely allowing the use of convex approaches (i.e. the posteriors over
latent variables have only one mode, allowing for efficiency/accuracy of maximum
a posteriori (MAP) estimations). Consequently, the standard model has continued
to use a Laplace prior with a linear superposition, because changing the prior or
changing the superposition assumption induces complex and multimodel posteri-
ors and correspondingly poses a challenge for MAP estimates due to many locally
optimal solutions. As a result, each proposed modification of the standard model
has so far only been investigated in turn.
This work proposes a novel sparse coding model that combines both of these
improvements – a spike-and-slab distribution and nonlinear max combination of
components – in order to form a more realistic model of images. For our main
technical contribution, we optimize our model by using a combined approximate
inference approach with preselection of latent variables (for truncated approximate
EM Lu¨cke and Eggert, 2010) in combination with Gibbs sampling (Shelton et al.,
2011). Importantly, as we expect to see the most salient differences between the
models when occlusions are present, several sets of experiments focus on natu-
ral and artificial occlusion-rich datasets where we consider the task of dictionary
learning and image reconstruction.
In our experiments we show that we can efficiently train this nonlinear model
and perform inference assuming a reasonably high number of observed and la-
tent variables. First, we show on artificial data that the method efficiently and
accurately infers all model parameters, including data noise and sparsity. Next,
we compare our nonlinear model to a state-of-the-art linear model on occlusion-
rich datasets for the task of dictionary learning and image reconstruction on both
artificial data with controlled forms of sparse structure as well as natural data.
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Figure 5.2: Illustration of choice of prior distribution and multimodality
in the latent space. A H=2-dimensional spike-and-slab and Laplace priors over
latent variables and the multimodal posterior distribution induced by these priors
for both linear and nonlinear data likelihoods.
With experiments comparing the reconstruction of images by the two models, we
show that the nonlinear model extracts/uses a sparse set of interpretable, holistic
components that match the generating process, whereas the linear model (at all
sparsity levels) uses components which are difficult to interpret and not aligned
with the generating process. Finally, with experiments on image patches, we show
that our model is consistent with in vivo neural recordings and learns image com-
ponents with which linear models have struggled (Ringach, 2002; Bornschein et al.,
2013). With these data we also show that our model is consistent in the sense that
the average posterior over the latent variables is approximately equal to the prior.
The paper is organized as follows: first, the proposed model will be presented,
second, the details of the inference method will be described, third, all experimen-
tal results will be presented, and finally, the results will be discussed.
Model: Nonlinear Spike-and-Slab Sparse Coding
We formulate the data generation process as the probabilistic generative model:
p(yd | s⃗,Θ) = N (yd; max
h
{shWdh}, σ2). (5.3)
Here, in contrast to the standard linear formulation in (5.2), the likelihood contains
the nonlinear term maxh{shWdh} instead of the linear
∑
h shW⃗
(h) (the maxh
which considers all H latent components and takes the h yielding the maximum
value for shWdh). Also, the latent variable sh is drawn from a spike-and-slab
distribution given by sh = bhzh, where bh is drawn from a Bernoulli distribution
and zh is drawn from a Gaussian distribution (B and N , respectively), and is
parameterized by:
p(bh |Θ) = B(bh;π) = πbh (1− π)1−bh (5.4)
p(zh |Θ) = N (zh; µpr, σ2pr), (5.5)
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The columns of the matrix W = (Wdh) are the dictionary elements/generative
fields, (W⃗ (h))Hh=1, with one W⃗
(h) associated with each latent variable sh. We
denote the set of all parameters with Θ = (π, µpr, σpr,W, σ).
For inference and in order to optimize the parameters Θ of this model, we are
interested in working with the posterior over the latent variables given by
p(s⃗|y⃗, θ) = p(y⃗|s⃗, θ) p(s⃗|θ)∫
s′ p(y⃗|s⃗′, θ) p(s⃗′|θ) ds⃗′
. (5.6)
Identical to the standard sparse coding formulation in Equations (5.1) and
(5.2), our model assumes independent latent variables and Gaussian-distributed
observations given the latent variables. In contrast to the standard formulation,
the latents are not distributed according to a Laplace prior and the components
(i.e. coefficients, dictionary elements, or generative fields) are not combined lin-
early. Figure 5.1 contains a toy illustration of part of the generative process
and model differences between standard linear model and nonlinear model. Fig-
ure 5.1A shows an example natural image, eliciting naturally occuring occlusions
of branches and twigs, from which a patch has been extracted in order to illustrate
the effects of each model’s (non)linearity assumption. Figure 5.1B shows examples
of how corresponding generating dictionary elements could look. For the sake of
simplicity, this example does not incoorporate the learning process, and assumes
each model is simply given these components and instructed which sparse set of
components in 5.1B generated the image patch in 5.1A. Figure 5.1C shows how
the (non)linear assumptions of the models manifest when the given components
from 5.1B are combined according to each model in order to reconstruct the patch
in 5.1A. As can be seen for the sum operation in 5.1C, standard linear sparse cod-
ing results in strong interference when the dictionary elements overlap, whereas
the max can reconstruct the patch using one element or the other when the two
overlap, thereby minimizing interference. This effect however leads to correlated
multimodal posteriors since each observed pixel yd must be explained by either
one cause or the other, instead of the sum of both. An illustration of the posteriors
of these models will be provided in the following section. This example suggests
that the max can better model the occluding components (e.g., Lu¨cke and Sahani,
2008; Puertas et al., 2010; Bornschein et al., 2013). Furthermore, for simplifica-
tion in this example, we implicitly forced all other dictionary elements in 5.1B
to be unused, i.e. associated with coefficients of sh = 0, which is only possible
with a spike-and-slab prior (or other binary prior, which in turn, would not be
able to incoorporate the various gray value intensities of the dictionary elements).
Additionally, with the spike-and-slab prior (shown here for the nonlinear model
in Figure 5.1C) allows the model to adapt the intensity of each image component
used to match what it observed in the data. Please see Shelton et al. (2012) for a
preliminary discussion of this model in a conference submission, in which a thor-
ough analysis of the model was not provided and additionally it contained an error
in the computation of expected values, which has been corrected here.
Related Work
While work on improved optimization approaches for the standard sparse coding
continues and is important for many applications, the above discussed limitations
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of the underlying generative data model have motivated a number of related stud-
ies on improved models. In recent years, spike-and-slab priors for linear models
have frequently been used. The resulting challenges for parameter optimization
have been addressed by applying factorized variational EM (Goodfellow et al.,
2013; Titsias and Lazaro-Gredilla, 2011), truncated EM (Sheikh et al., 2014) or
sampling (Mohamed et al., 2012). Furthermore, the use of spike-and-slab priors
aligns well with the goals of compressed sensing approaches (Donoho, 2006). In a
standard formulation, an observed variable is re-expressed as a sum of bases where
the corresponding coefficients have hard zeros, and correspondingly the objective
function includes an || · ||0-norm instead of the || · ||1-norm seen in standard sparse
coding (see e.g., Kutyniok, 2012, for a review).
Similarly, inference and learning for sparse coding models that replace the linear
combination by nonlinear ones have been investigated. Hidden causes models with
nonlinearly interacting signal sources include the noisy-or combination rule (Dayan
and Zemel, 1995; Saund, 1995; Singliar and Hauskrecht, 2006; Wood et al., 2006;
Jernite et al., 2013; Frolov et al., 2014), exclusive causes (Dai et al., 2013) or a
maximum superposition Roweis (2003); Lu¨cke and Sahani (2008); Bornschein et al.
(2013). Also a combination of linear superposition followed by a sigmoidal non-
linearity (post-linear nonlinearities) have been investigated(nonlinear ICA Valpola
et al. (2003), sigmoid belief networks Neal (1992)). By definition, noisy-or models
and sigmoid belief networks assume hidden units and observed units to be bi-
nary, which generally entails different application domains than used for standard
sparse coding. Furthermore, the implicit computational challenges have prevented
a scaling to large numbers of hidden dimensions. In contrast, nonlinear ICA and
models with maximum superposition can in principle assume continuous observed
and hidden variables, and are consequently applicable to the same data domain
as standard sparse coding. As for noisy-or models, nonlinear ICA is more chal-
lenging to scale to large hidden spaces, however. For the maximum nonlinearity,
earlier models (Roweis, 2003) focused on inference instead of unsupervised learn-
ing of model parameters. Recent approaches demonstrated scalability of sparse
coding with maximum nonlinearity to large hidden and observe dimensions (Max-
imal causes analysis ‘MCA’, Lu¨cke and Sahani (2008); Bornschein et al. (2013))
but hidden variables were constrained to be binary in these cases. Binary pri-
ors avoid the analytical intractability usually resulting from continuous priors but
they prevent a fine-tuned data representation and reconstruction with continuous
coefficients. We will return to these approaches in context of the results in the
Discussion section.
Methods
In this section we present the optimization of parameters in our model and the
novel inference method developed to address the associated intractabilities.
Parameter Estimation
To estimate the model parameters Θ of the generative model in (5.3) we use ex-
pectation maximization (EM). We do inference in the E-step with our proposed
method combining sampling and latent preselection (Shelton et al., 2011), which
we will introduce in the next section. Optimization in the EM framework en-
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tails setting the free-energy to zero and solving for the model parameters (M-step
equations) (e.g., Neal and Hinton, 1998).
As an example we obtain the following formula for the estimate of image noise:
σˆ2 =
1
NDK
∑
n
∑
d
∑
k
(
max
h
{
Wdhs
(n)
kh
}
− y(n)d
)2
, (5.7)
where we average over all N observed data points, D observed dimensions, and K
Gibbs samples. However, this notation is rather unwieldy for a simple underlying
idea. As such we will use the following notation:
σˆ2 =
⟨
Wdhs
(n)
h − y(n)d
⟩∗
, (5.8)
where we maximize for h and average over n and d. That is, we denote the expected
values ⟨ . ⟩∗ to mean the following:
⟨f(s)⟩∗ =
∑
n
∫
s
p(s⃗|y⃗(n),Θ) f(s⃗) δ(h is max) ds⃗∫
s
p(s⃗|y⃗(n),Θ) δ(h is max) ds⃗ , (5.9)
where δ is the indicator function denoting the domain to integrate over, namely
where h is the maximum. See the Supporting Information 1 for detailed derivation
of update equations. Analogously, to compute the expectations of the Gaussian
part of the prior distribution’s parameters, the mean µˆpr and the noise σˆ
2
pr, we
denote ⟨ . ⟩∗∗ to mean the following:
⟨f(s)⟩∗∗ =
∑
n
∫
s
p(s⃗|y⃗(n),Θ) f(s⃗) δ(sh ̸= 0) ds⃗∫
s
p(s⃗|y⃗(n),Θ) δ(sh ̸= 0) ds⃗ , (5.10)
which is identical to ⟨ . ⟩∗ in Equation (5.9) except that we are interested in support
from all of the posterior distribution where bh = 1, regardless of whether sh is the
maximal cause, and δ is modified accordingly.
Using the condensed notation in Equations (5.9) and (5.10) allows us to con-
cisely express the update equations for the remaining model parameters:
Wˆdh =
⟨shyd⟩∗
⟨s2h⟩∗
, (5.11)
πˆ = ⟨δ(s⃗)⟩, (5.12)
µˆpr = ⟨sh⟩∗∗, (5.13)
σˆ2pr = ⟨(sh − µˆpr)2⟩∗∗ . (5.14)
In this model W⃗ (h) can be scaled by an arbirtray factor α when the corre-
sponding sh is scaled by
1
α . To prevent W from becoming arbitrarily large (which
would lead to arbitrarily small values of s⃗), common practice is to constrain its
columns (each latent cause) (W⃗ (h))Hh=1 to have an l2−norm less than or equal
to one. Instead, we constrain all columns W⃗ (h) to be equal to D (equivalent to
normalizing expectation of Wdh to one, i.e. all entries are approximately equal to
one). This normalization allows the µˆpr to be intuitively more interpretable when
comparing results on different datasets where the data dimensions D may vary.
As one can see in the above equations, in order to compute the parameter up-
dates, we need to calculate several expectation values with respect to the posterior
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distribution. However, as mentioned in the introduction, the posterior distribution
of a model (linear or nonlinear) with a spike-and-slab prior is strongly multimodal.
See Figure 5.2 for illustration of the posteriors in the two dimensional case for both
(non)linear models with spike-and-slab and Laplace priors. Calculating expecta-
tions of this posterior is intractable, thus we must develop a new inference method
in order to cope with these computations.
Inference: Exact Gibbs Sampling with Preselection of La-
tents
As described, parameter optimization is very challenging in this model. Conse-
quently, current inference methods cannot address the task. In order to efficiently
handle the intractabilities and the complex posterior (multimodal, high dimen-
sional) illustrated in Figure 5.2, we take a combined approximate inference ap-
proach (Shelton et al., 2011). Specifically we design and propose an exact Gibbs
sampler for our model in order to draw samples from the unique form of our pos-
terior after we have reduced the set of latent variables to those with the most pos-
terior mass. Reduction via preselection is not strictly necessary, but significantly
increases efficiency when considering high dimensional posteriors, particularly in
sparse models. As such, we will first describe the sampling step and preselection
only later.
Gibbs Sampling
Our main technical contribution for efficient inference in this model is an exact
Gibbs sampler for the multimodal posterior. Previous work has used Gibbs sam-
pling in combination with spike-and-slab models (Olshausen and Millman, 2000),
and for increased efficiency in sparse Bayesian inference Tan et al. (2010).
Our aim is to construct a Markov chain with the target density given by the
conditional posterior distribution:
p(sh|s⃗H\h, y⃗, θ) (5.15)
∝ p(sh|θ)
D∏
d=1
p(yd|sh, s⃗H\h, θ). (5.16)
We see from Equation (5.16) that the distribution factorizes into D+ 1 factors: a
single factor for the prior and D factors for each likelihood.
As the difficult part to sample from is the likelihood,
∏D
d=1 p(yd|sh, s⃗H\h, θ),
where the nonlinearity of the max plays a role, we begin with its construction
and only afterwards will we include the spike-and-slab prior. For the point-wise
maximum nonlinear case we are considering, the likelihood of a singleD dimension,
yd, is a piecewise function defined as follows:
p(yd|sh, s⃗H\h, θ) (5.17)
= N (yd; max
h′
{Wdh′sh′}, σ2) (5.18)
=
⎧⎪⎪⎨⎪⎪⎩
N (yd; max
h′\h
{Wdh′sh′}, σ2)  
constant
if sh < Pd
N (yd; Wdhsh, σ2) if sh ≥ Pd,
(5.19)
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Figure 5.3: Construction of SSMCA-induced posterior for the Gibbs
sampler. Left column: three contributing factors for the posterior ∝
p(sh | s\h, y⃗,Θ) in logspace. A and B: Log likelihood functions each defined by
a transition point Pd and left and right pieces rd(sh) and ld(sh). C Log prior,
which consists of an overall gaussian and the Dirac-peak at sh = 0. D Log poste-
rior, the sum of functions A, B, and C consists of D+1 pieces plus the Dirac-peak
at sh = 0. E Exponentiation of the D log posterior. F CDF for sh from which we
do inverse transform sampling.
where the transition point, Pd, is defined as the point where shWdh becomes the
maximal cause:
Pd = maxh′∈{H\h}{Wdh′sh′}
Wdh
. (5.20)
We refer to the two pieces of yd in Equation (5.17)-(5.19) as the left and right pieces
of the function: left, ld(sh), when the latent cause is smaller than the transition
point, sh < Pd, and right, rd(sh), when the latent is greater than or equal to the
transition point, sh ≥ Pd. The left piece is constant with respect to sh because the
data is explained by another cause when the value of the latent sh is smaller than
the value of the transition point Pd, and the right piece is a truncated Gaussian
when considered a PDF of sh (see Figure 5.3A-B), because sh is indeed explaining
the data. Taking the logarithm of p(yd|sh, s⃗H\h, θ) transforms equation (5.17) into
a left-piece constant and right-piece quadratic function. Expanding the expression
for the logarithm of a given likelihood p(yd|sh, s⃗H\h, θ), each left and right piece
(the respective sides of each transition point Pd) can be formulated as
ld(sh) = −1
2
log(2π)− log(σ) + 1
2σ2
(yd −max
h′ \h
{Wdh′s′h})2 (5.21)
rd(sh) = −1
2
log(2π)− log(σ) + 1
2σ2
(yd −Wdhsh)2, (5.22)
or more compactly
nd(sh) =
{
ld(sh) if sh < Pd
rd(sh) if sh ≥ Pd,
(5.23)
which from now on will be referred to as an individual function segment of the
entire likelihood function.
Now we generalize the likelihood expression in equations(5.17)-(5.19) to con-
sider all observedD dimensions in y⃗. We take the logarithm of
∏D
d=1 p(yd|sh, s⃗H\h, θ),
which results in D+1 left-piece constant and right-piece quadratic functions to be
summed. The sum of all of these pieces will result in the desired D-dimensional
likelihood function, which will be another piecewise function with D + 1 disjoint
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segments. In order to implement the summation of all of these segments efficiently,
we need to first sort them by their transition points Pd, from smallest to largest
values, which we denote by δ = argsortd(Pd). With this notation, the summation
of the pieces of the likelihood can be expressed:
D∑
d
log p(yd|sh, s⃗H\h, θ) (5.24)
= m(sh) (5.25)
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
m1(sh) s < Pδ(1)
m2(sh) Pδ(1) ≤ s < Pδ(2)
m3(sh) Pδ(2) ≤ s < Pδ(3)
...
...
mD+1(sh) Pδ(D) ≤ s.
(5.26)
Importantly, we observe from equations (5.21)-(5.22) that each segmentmd(sh)
is a 2nd degree polynomial, which can be represented by computing three coeffi-
cients. Thus, we can elegantly compute the operation in Equation (5.24) as the
summation of the coefficients for each segment md(sh), and since all pieces ld(sh)
and rd(sh) are polynomials of 2nd degree, the result is still a 2nd degree polyno-
mial. So for all D + 1 components of the likelihood in (5.17), we can compactly
formulate (5.24) with
md(sh) =
d−1∑
j=1
rδ(j)(sh) +
D∑
u=d
lδ(u)(sh). (5.27)
=
D∑
d′=1
nd′(sh) (5.28)
for 1 ≤ d ≤ D + 1
Now that we have computed the difficult part of the posterior, we incoorporate
the spike-and-slab prior in two steps. The Gaussian ’slab’ of the prior is taken
into account by adding its 2nd degree polynomial to all the pieces md(sh), which
also ensures that every piece is a Gaussian. The sparsity, or the ’spike’, will be
included only after constructing the full piecewise cumulative distribution function
(CDF).
To construct the piecewise CDF, we relate each segment in md(sh) to the
Gaussian ∝ exp(md(sh)) it defines. Next, the Bernoulli ’spike’ of the prior is
accounted for by introducing a step into the CDF that corresponds to sh = 0
(see Figure 5.3F), where the height of the step is proportional to the marginal
probability p(sh = 0|s⃗\h). Once the CDF is constructed, we simulate each sh from
the exact conditional distribution (sh ∼ p(sh|s⃗\h = s⃗\h , y⃗, θ)) by inverse transform
sampling. Figure 5.3 illustrates the entire process.
Preselection
To dramatically improve computational efficiency of inference in our model, we can
optionally preselect the most relevant latent variables before doing Gibbs sampling.
This can be formulated as a variational approximation to exact inference (Lu¨cke
and Eggert, 2010) where the posterior distribution p(s⃗ | y⃗ (n),Θ) is approximated
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by a truncated distribution qn(s⃗; Θ) which only has support on a subset Kn of the
latent state space:
p(s⃗ | y⃗ (n),Θ) ≈ qn(s⃗; Θ) = p(s⃗ | y⃗
(n),Θ)∫
s⃗ ′∈Kn
p(s⃗ ′ | y⃗ (n),Θ)
δ(s⃗ ∈ Kn) (5.29)
where δ(s⃗ ∈ Kn) = 1 if s⃗ ∈ Kn and zero otherwise. The subsets Kn are chosen
in a data-driven way using a deterministic selection function, they vary per data
point y⃗ (n), and should contain most of the probability mass p(s⃗ | y⃗) while also
being significantly smaller than the entire latent space. Using such subsets Kn,
eq:. 5.29 results in good approximations to the posteriors. We define Kn as Kn =
{s⃗ | for all h ̸∈ I : sh = 0} where I contains the indices of the latents estimated
to be most relevant for y⃗ (n). To obtain these latent indices we use the cosine
similarity as our selection function:
Sh(y⃗ (n)) =
∑
dWdh y⃗
(n)
d⏐⏐⏐⏐⏐⏐W⃗ (h)⏐⏐⏐⏐⏐⏐
2
(5.30)
to select the H ′ < H highest scoring latents for I. This boils down to selecting
the H ′ dictionary elements that are most similar to each datapoint, hence being
most likely to have generated the datapoint. We then sample from this reduced
set of latent variables.
Results
The above discribed procedure to optimize the parameters of the nonlinear spike-
and-slab model will be referred to as SSMCA. All numerical experiments for
SSMCA used a parallel implementation of the EM algorithm for parameter opti-
mization (Bornschein et al., 2010), in which for the E-step we use our developed
approximate inference scheme based on Gibbs sampling and latent variable pres-
election. For all described results, 1/3 of the samples are used for burn-in and 2/3
are used for computing the expectations. We initialized our parameters by setting
the σpr and σ equal to the standard deviation observed in the data, the prior mean
µpr is initialized to the observed data mean. W is initialized at the observed data
mean with additive Gaussian noise of the σ observed in the data.
Parameter Recovery on Artificial Ground-Truth Data
The goal of the first set of experiments is to verify that our model and inference
method produce an algorithm that can (1) recover ground-truth parameters Θ =
(π, µpr, σpr,W, σ) from data that is generated according to the model and (2) that
it reliably converges to locally (if not globally) optimal solutions. We generate
ground-truth data with N = 2, 000 consisting of D = 5 × 5 = 25 observed and
H = 10 hidden dimensions according to our model: N images with overlapping
‘bars’ of varying intensities and with Gaussian observation noise of variance σgt = 2
(Figure 5.4A). On average, each data point contains two bars, π = 2H .
First, we optimize the model using just Gibbs sampling, which aims to do
inference as exactly as possible in this model. Namely, we do sampling without
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Figure 5.4: Parameter recovery on synthetic data. Results of three differ-
ently parameterized sets of experiments, each with 10 experimental runs of 30
EM iterations on identical artificial ground-truth data generated according to the
SSMCA model: A N = 2, 000, D = 5 × 5. Three shown experimental settings
are: B H ′ = H = 10, C H ′ = 5, and D H ′ = 4, although the same results were
obtained by the entire range of parameters H ′ = [4, 10]. Importantly, the figure
shows accurate recovery of ground-truth parameters which are plotted with dotted
lines. B, C and D show in each column the parameter convergence of each of the
three experiments, where the rows contain the following: data noise σ, sparsity
H × π, prior standard dev. σpr, and the prior mean µpr. Finally, E shows the set
of learned generative fields/components W⃗ (h) corresponding to each experimental
set B H ′ = H = 10, C H ′ = 5, and D H ′ = 4.
preselection and draw samples from the entire latent space: we set the preselection
parameter H ′ = H and draw 30 samples from the full H-dimensional posterior.
After this, we evaluate our combined approximate inference approach of prese-
lection and Gibbs sampling. Results (Figure 5.4B,E) show that our algorithm
converges quickly and recovers the generating ground-truth parameters.
Next, we investigate a range of numbers of samples drawn and consider the
range of preselected latent variables H ′ ∈ (4, 10) from the entire H-dimensional
posterior space. These experiments yield the same results: our algorithm reliably
converges quickly to (at least) locally optimal solutions of all parameters in all
runs of the experiments with 30 EM iterations. This suggests that our approxima-
tion parameters do not strongly affect the accuracy of our inference results. See
Figures (Figure 5.4C,D,E) for some further convergence examples, namely where
H ′ = 4 and H ′ = 5.
86
Chapter 5: Spike-and-Slab Maximal Causes Analysis
Occlusions Data: Dictionary Learning and Image Reconstruc-
tion
In order to directly evaluate the differences between our nonlinear SSMCA model
and the standard linear sparse coding model (which will be referred to as LinSC),
we consider dictionary learning and image reconstruction on two datasets consist-
ing of true occlusions. Here the task is to learn the set of components W , i.e. the
dictionary elements, that are behind the composition of a given observed dataset
y⃗, and consider reconstruction of individual images/datapoints y⃗(n). The goal of
these experiments is to understand how the learned components are affected by
the models’ assumptions and furthermore the effect this has on the quality of the
image reconstruction.
For the linear SC comparison we use the sparse online dictionary learning
algorithm (Mairal et al., 2009b), which is a state-of-the-art matrix factorization
sparse coding approach and is based on the objective function formulated in (5.1).
Furthermore, in order to study the effect of the spike-and-slab prior, we apply
the SSMCA algorithm with a narrow and fixed prior slab (small variance for the
Gaussian of the prior distribution). Such a fixed narrow slab approximates a binary
prior. Binary priors have thus far been used with nonlinear approaches (Dayan
and Zemel (1995); Lu¨cke and Sahani (2008); Lu¨cke and Eggert (2010); Jernite
et al. (2013); Bornschein et al. (2013)) including previous MCA versions Lu¨cke
and Sahani (2008); Lu¨cke and Eggert (2010); Bornschein et al. (2013). We will
refer to the SSMCA algorithm with fixed narrow slab as SSMCAfix. To make sure
that the differences in the results using SSMCAfix vs. SSMCA can be attributed
to the difference between binary-like and spike-and-slab prior, we make sure that
SSMCA and SSMCAfix are identical except for the algorithmic aspects concerned
with learning the slab. Note that the data model underlying SSMCAfix connects
to that of standard MCA (Lu¨cke and Sahani, 2008; Lu¨cke and Eggert, 2010) and
becomes identical in the limit of an infinitely narrow slab (a delta peak). The
algorithms for parameter optimization remain different also in this limit, however
(SSMCAfix remains sampling based, for instance).
Realistic Occlusion Dataset
The first dataset we compare the algorithms on is one with controlled forms of
sparse structure, a realistic artificial dataset of true occlusions (data created by
actual occlusions and not following any model considered). The data was gen-
erated using the Python Image Library (PIL) to draw hundreds of overlapping
edges/strokes in a 256 × 256 pixel image: each stroke had an integer intensity
between (1, 255), a width between (2, 4) pixels, and a length, starting, and ending
position drawn independently from a uniform distribution. The image was then
cut into overlapping D = 9×9 patches, each of which contained k ∈ (0, 5) overlap-
ping strokes, for N = 61009. Gaussian observation noise of σ = 25 and µ = 0 was
then independently added to each patch, thus concluding the considered occlusion
dataset. Examples are shown in Figure 5.5. Additionally, the dataset also contains
the corresponding (automatically obtained) labels for each image, indicating the
ground-truth number of occluding strokes k ∈ (0, 5) per image.
Such a dataset represents and isolates challenging aspects of low-level image
statistics that are present in all natural images. Particularly, it contains edges of
varying intensities and their occlusions. We have selected it because it is complex
87
Published in PLoS ONE 10(5): e0124088, 2015
Figure 5.5: Synthetic occlusion dataset and cut–out original and noisy
patches. Examples taken from the occlusion dataset. A shows an original noise-
free image of generated occluding strokes of random width, pixel intensity, and
starting/ending points. B shows a handfull of overlapping image patches cut from
the original, noise-free data. C shows examples of the noisy training data, with
independent σ = 25 noise added to B.
enough to narrow in on the consequences of the different model assumptions, but
simple enough that we know what generated/caused the data. In this way, we
can interpret the results and evaluate what each approach learns, particularly how
they cope with occlusions.
We run the nonlinear SSMCA and the linear SC methods on the occlusions
data set. We set the number of dictionary elements to be learned from the dataset
to H = 100, but we also ran experiments learning larger (H = 256) dictionaries,
which yielded the same results for both the linear and nonlinear methods. For
SSMCA and SSMCAfix, we draw 40 samples per datapoint, per variable (i.e. 40×
100 = 40000 samples per datapoint when sampling 100 variables). The number of
preselected latent variables was set to H ′ = 10 with 2 randomly chosen variables
each iteration. For LinSC, we used regularization parameters a = (1, 50, 100) in
order to evaluate the reconstruction and the components learned across a range of
sparse solutions.
The results showcase a number of notable effects. First, we see in Figure 5.6A
the relationship between sparsity (number of components used for reconstruction)
and data complexity (k number of strokes in the data). The complexity of the data
reconstruction by SSMCA more closely follows the actual complexity in the data:
the SSMCA plot (blue curves) shows a nearly linear relationship of the number
of components used for reconstruction versus the number of components (strokes)
actually in the data. In other words, although all methods adapt the number of
fields used for reconstruction to the complexity of the data, our approach adapts
to the extent of using nearly only as many components as are actually in the image
(according to ground-truth). Furthermore, Figure 5.6B shows the relationship of
the reconstruction quality versus the corresponding data complexity, in terms of
the k number of strokes in the data. We quantify the quality of reconstruction
with the mean squared error (MSE,
∑
n(x⃗n − ˆ⃗xn)2), which is very sensitive to
subtle variances in an image versus its reconstruction. Notably, when the linear
method is regularized to yield a solution as sparse as the nonlinear method (LinSC
a = 100, cyan curves), its reconstruction MSE suffers.
Next, we investigate the actual components each model uses in order to recon-
struct a given image patch. Figures 5.7A-E contains a comparison of the recon-
struction of a handful of image patches by the linear and the nonlinear methods.
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Figure 5.6: Comparative experiments of linear and nonlinear sparse cod-
ing on dictionary learning and image reconstruction. With H = 100
learned dictionary components we evaluate the number learned and used for re-
construction. A shows the relationship between sparsity (number of components
used for reconstruction) and data complexity (number of strokes in the data). In-
terestingly, the SSMCA plot (blue curves) shows a nearly linear relationship of
the number of components used for reconstruction versus the number of compo-
nents (strokes) actually in the data, suggesting that reconstruction-complexity of
the data by nonlinear model more closely follows the actual complexity in the
data. On the contrary, the linear parameterization that yields good reconstruc-
tion results a = 1 shown in green, does not adapt to the data complexity at all:
it consistently uses nearly 80 of the learned 100 components per reconstruction,
regardless of the datapoint’s actual complexity (note the change in scale of the
y-axis around 30 components in order to fit the green curve on the plot). B shows
the relationship of the mean squared error (MSE) of the reconstructions of all ver-
sus the corresponding data complexity (number of strokes in the data). When the
reconstruction-complexity (sparsity) is far from the actual complexity of the data
(linear methods: red, a = 50 and green a = 1 cases) the MSE improves. However,
when the sparsity is more closely matched to the data, SSMCA and the weakly
regularized linear methods result in a poorer MSE. SSMCA nevertheless yields a
better MSE in this case, even when it and linSC a = 100 have a very similarly
sparse solutions/use the same number of components. Note that the error of the
least sparse LinSC approach (a = 1) is so low (mean MSE= 1.81), it does not
even appear on this graph. Error bars shown are scaled to be 10% of the standard
deviation for all methods in all stroke-complexity cases. The mean MSE (averaged
over the entire dataset) is shown in the legend next to the respective algorithm.
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Evaluation of the fields/components learned by each method suggests that the
nonlinear max, which aims to model occlusions, is better able to learn generating
causes of the occlusion-rich images. Regardless of image complexity – how many
causes/strokes are in an image – the components used by the nonlinear method
(SSMCA) resemble the true causes of the image: each component contains a single,
interpretable stroke. On the other hand, none of the a parameterizations of the lin-
ear method yield stroke-like components, even when the solution is regularized to
be as sparse as SSMCA. For example, if we just consider sparse solutions, namely
compare the methods which use fewest components for reconstruction (SSMCA
and LinSC with a = 100; blue and cyan curves, respectively), we see that not only
is the nonlinear SSMCA solution consistently better in terms of MSE, but also the
components learned/used are very different.
Although SSMCA extracts components resembling the generating causes, in
some cases the reconstruction MSE suffers because the model does not allow for
error correction via adding negative components (which, if it did allow for such
corrections, would furthermore lead to a less sparse solution). In contrast, the
linear methods are optimized for the best image reconstruction MSE using sum-
mation (as can be seen in the method’s objective function in equation (5.1)), and
consequently are able to learn a set of components which can be added/subtracted
for the optimal MSE. This is particularly evident in the linear a = 1 case (green
plots/highlighting), where sparsity is weakly enforced, and thus a larger set of
components can be used to fine-tune a near-perfect reconstruction of the origi-
nal image. Components learned by a control run with SSMCAfix with σpr fixed
to 0.25 look similar to the ones of SSMCA and dissimilar to the ones of linear
sparse coding (see Figure 5.8 for some examples). The learned sparsity is also
similar to the one inferred by SSMCA but we observed an only weak with the
complexity of the patches (for σpr ≤ 0.25) to no scaling (for σpr ≥ 0.25). Also the
sparsity values were consistenly higher for SSMCAfix compared to SSMCA (i.e.,
fewer components for SSMCAfix). Furthermore, the image reconstruction errors
significantly increases for SSMCAfix compared to SSMCA (e.g., for σpr = 0.25 we
get a MMSE of 1833). The significantly decreased reconstruction error is due to a
decreased ability to finetune dictionary coefficients to the intensities of the com-
ponents. For the SSMCAfix algorithm this also seems to indirectly influence the
learned sparsity, maybe due SSMCAfix attributing components with lower than
the learned contrast to background noise. Reconstruction errors and sparsity we
observed to increase the more we narrow the fixed slab (the lower σpr).
Regarding all the results reported here, note that the max is also just an
approximation of the true occlusion combination rule. If a dark stroke is occluding
a brighter stroke, for instance, the true grey-value of the overlapping region is not
reproduced by the max. Still, the SSMCA reconstruction is (given ground-truth
strokes as dictionary elements) at least as good as in the linear case, and better
except for boundary cases. Therefore, it seems to be easier for the nonlinear model
to learn dictionary elements close to the generating components, i.e. interpretable
components.
To summarize, SSMCA extracts meaningful, interpretable components – com-
ponents closely match the generating process, adapts to complexity in the data, as
measured by the number of strokes/edge components in an image, and uses corre-
spondingly more or fewer components for the reconstruction. The reconstruction
solution SSMCA offers is much sparser than that of LinSC, for any levels of re-
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Figure 5.7: Comparison of linear and nonlinear sparse coding on image
reconstruction. Shown are a handfull of real datapoints of varying complexity
in terms of the number of strokes k in each image (k ∈ (1, 5) strokes per image),
the components/fields learned by the various algorithms, the corresponding re-
construction of the given datapoint, and the mean squared error (MSE) of each
reconstruction. A image with k = 1 stroke, B k = 2 strokes, C k = 3 strokes, D
k = 4 strokes, and E k = 5 strokes. Regardless of image complexity – how many
causes/strokes are in an image – the components used by the nonlinear method
(SSMCA) resemble the true causes of the image: each component contains a single,
interpretable stroke. On the other hand, none of the a parameterizations of the
linear method yield stroke-like components, even when the solution is regularized
to be as sparse as SSMCA (a = 100). Note: all images in the a = 1 case appear
brighter than they actually are, due to visualization with a python toolbox, but
are in reality of the identical brightness scale to the original datapoint (and all
other shown cases), hence the reconstruction error (MSE) is very low.
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Figure 5.8: Results of nonlinear sparse coding using a binary prior on
image reconstruction. The nonlinear sparse coding model if applied to artificial
strokes using a fixed narrow slab (SSMCAfix). The two figure columns show image
reconstruction results for SSMCAfixwith σpr = 0.25 for two different ground-truth
stroke numbers (k = 3 and k = 5). SSMCAfixwas first trained with fixed σpr and
then applied to the data. Reconstructions were computed as described for Figure
5.7.
construction error (MSE).
As a control, we also ran the same set of experiments, but varying H and
H ′ – learning a larger set of latent components (dictionary set) H and ranging
the SSMCA preselection parameter H ′ values – all of which resulted in the same
trends shown in Figures 5.6 and 5.7.
Natural Image Occlusions
We have shown that our approach can model realistic artifical occlusions well.
Now we are interested in investigating the performance of the linear and nonlinear
approaches on naturally occuring occlusions. We use an image of underbrush in
a forest (taken bridge.jpg, which has been used for denoising benchmarking by
Mairal et al., 2009b), which is rich with occluding branches and twigs. See Fig-
ure 5.9A for the original noise-free image, from which we cut a 110 × 110 pixel
occlusion-rich section and scaled it up to 256 × 256 pixels to use in our dataset,
shown in Figure 5.9B. To compose the dataset as in the previous experiments, we
cut the 256×256 image, with pixel values xi ranging from (0, 255), into N = 61009
overlapping image patches of D = 9 × 9 pixels, then add independent Gaussian
noise with σ = 5 . We run the exact same set of experiments as with the orig-
inal occlusions dataset, with both the nonlinear and linear methods learning a
dictionary size of H = 100 latents. For SSMCA we again draw 40 samples per
datapoint, per variable (i.e. 40× 100 samples per datapoint), and set the number
of preselected latent variables to H ′ = 10 with 2 randomly chosen per iteration.
For linear SC, we again used regularization parameters a = (1, 50, 100).
Because we do not have any ground-truth associated with this dataset as to how
many strokes/components are in a given image, we can only compare the average
reconstruction error for the entire dataset across methods. Figure 5.9C shows
the MSE of each method with the associated standard deviation. The results
follow the trend outlined in the previous set of experiments (in Figure 5.6B),
where again if LinSC uses as sparse a reconstruction as SSMCA (in a = 100
case), the mean reconstruction error is far poorer than that of SSMCA (MMSE
= 269.96 vs. MMSE= 75.71). Furthermore, even when LinSC is less sparse (in
a = 50 case), the mean reconstruction error is still slightly poorer than SSMCA
(MMSE = 83.89 vs. MMSE= 75.71). On the other hand, when the linear model
uses a highly non-sparse solution (LinSC a = 50, resulting in using 75 of 100
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Figure 5.9: Results of comparative experiments of linear and nonlin-
ear sparse coding methods on component learning/image reconstruc-
tion on natural image patches. A shows the original natural image data,
bridge.jpg (Mairal et al., 2009b), from which we cut an occlusion-rich underbrush
region. B shows the original section taken from A, scaled up to 256 × 256 pix-
els, which was then cut into overlapping patches and given independent Gaussian
noise with σ = 5 to compose the considered dataset. C shows the mean squared
error (MSE) of the compared nonlinear and linear methods’ reconstruction av-
eraged over the entire dataset, with the standard deviation indicated with error
bars. The trend is the same as in the artifical occlusions data experiments: the
nonlinear method maintains reasonably low MSE, while learning a sparse set of in-
terpretable components, whereas the linear method acheives a very low MSE only
when it does not learn a sparse (and never interpretable) solution of components.
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components for reconstruction), it can fine-tune its reconstruction to acheive very
low error (MMSE = 0.93). However, the components each linear model uses for
reconstruction are non-interpretable (e.g. do not resemble edge-like structures) for
any of the linear models, regardless of their sparsity or reconstruction error both
nonlinear models use components that indeed resemble edge-like structures and
are interpretable.
When applying SSMCAfixas a control, the learned dictionary components are
similar to the ones by SSMCA, however, the reconstruction error is much worse
than that of SSMCA with an MMSE of 290 for σpr = 0.25 (see Figure 5.6 for
comparison). When we make the slab still narrower, the reconstruction error
further increases (e.g., MMSE= 377 for σpr = 0.1), which is consistent with a
reduction of the ability to accurately match the varying stroke intensities using
continuous coefficients.
Natural Image Patches and Neural Consistency
Understanding the encoding provided by sparse coding and its capability to ex-
tract interpretable data components is important for functional applications but,
furthermore, also of high relevance for probabilistic models of the primary visual
cortex (V1). Since the seminal study by Olshausen and Field (1997) sparse coding
can be considered as a standard model for the response properties of V1 simple
cells. Evidence that response properties of V1 simple cells may be better described
by a sparse coding model that reflects occlusions has been provided by a recent
comparative study (Bornschein et al., 2013). To complete our investigation of the
SSMCA model, we will apply it to the same data as used in that study. In contrast
to the binary sources assumed by Bornschein et al. (2013), our model allows us
to study the statistics of functions under the standard assumption of continuous
latents.
We apply our model to N = 50, 000 image patches of D = 16×16 = 256 pixels
and learn H = 500 hidden dimensions/generative fields, and run 50 EM iterations
with 100 samples per datapoint. The patches were extracted from the Van Hateren
natural image database (van Hateren and van der Schaaf, 1998) and subsequently
preprocessed using pseudo-whitening (Olshausen and Field, 1996). We split the
image patches into a positive and negative channel to ensure yd ≥ 0: each image
patch y˜ of size D˜ = 16 × 16 is converted into a datapoint of size D = 2 D˜ by
assigning yd = [y˜d]
+ and yD˜+d = [−y˜d]+, where [x]+ = x for x > 0 and [x]+ = 0
otherwise. This can be motivated by the transfer of visual information by center-
on and center-off cells of the mammalian lateral geniculate nucleus (LGN). In a
final step, as a form of local contrast normalization, we scaled each image patch
so that 0 ≤ yd ≤ 10.
All results are shown in Figure 5.10. In Figure 5.10A, we have a handfull of
the learned dictionary elements W⃗ (h) (which are a variety of Gabor-Wavelet and
Difference of Gaussians (DoG)-like shapes). To quantitatively interpret the learned
fields, we perform reverse correlation on the learned generative fields and fit the
resulting estimated receptive fields with Gabor wavelets and DoGs (see Supporting
Information 2 for details). Next, we classify the fields as either orientation-sensitive
Gabor wavelets or ‘globular’ fields best matched by DoGs. In Figure 5.10B we
compare the percentages of ‘globular’ fields to in vivo recordings. These results are
consistent with neural recordings: notably, the proportion of DoG-like fields in the
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Figure 5.10: Analysis of dictionary components learned by the SSMCA
algorithm on natural image patches. A Example dictionary elements W⃗ (h)
after learning. B Fraction of globular fields estimated from in vivo measurements,
compared to ours (after fitting with Gabor wavelets and DoG’s; globular percent-
ages taken from Bornschein et al. (2013) who analyzed data provided by Ringach
(2002) and estimated percentages of globular fields from data in two further pa-
pers Usrey et al. (2003); Niell and Stryker (2008). C Learned prior. D Actual
activations of diverse dictionary elements sh (posterior averaged over data points).
same high range as the proportions found in different species (Ringach, 2002; Usrey
et al., 2003; Niell and Stryker, 2008) (See Bornschein et al. (2013) for data and a
discussion), which is a result not observed by the established linear SC variants.
The learned prior and its parameters are shown in Figure 5.10C: learned sparseness
was πH = 6.2 (i.e. on average six active latent variables per image patch), mean
µpr = 0.47, with standard deviation σpr = 0.13. The learned data noise was σ =
1.4. Exhibiting consistency with the learned prior, Figure 5.10D shows a handfull
of the inferred latent variables (coefficients) sh. These correspond to the actual
activations of the diverse dictionary elements W⃗ (h), each of which is visualized in
the upper right of each subfigure. A part of these results have also appeared in a
preliminary application of this model in a conference submission (Shelton et al.,
2012).
Since we have shown consistent predictions with neural recordings, we finally
test the model for consistency with the natural image patches dataset. Specifically,
we are interested in consistency of the prior beliefs with inferred beliefs, as it is a
necessary condition of the correct data model that the posterior averaged over the
datapoints y⃗(n) matches the prior (compare e.g., Berkes et al., 2011):
lim
N→∞
1
N
∑
n p(s⃗ | y⃗(n),Θ) = p(s⃗ |Θ). (5.31)
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After the learning on image patches as described above, we observed that averaged
posteriors over data points closely resemble the learned prior (see Figure 5.10E for
examples). Linear sparse coding has reportedly struggled with this consistency
condition (see Olshausen and Millman, 2000, for a discussion).
Discussion
In this work we introduced a sparse coding model that modifies standard sparse
coding in two ways: it uses a spike-and-slab distribution instead of a Laplace prior
and the nonlinear max superposition instead of the standard linear superposition.
With these additions, the proposed model can realistically model low-level image
effects. Particularly, the nonlinearity of the max equips the approach to well-
approximate occlusions.
As learning and inference in a model with these two modifications is difficult,
we also proposed a combined preselection-sampling scheme that constructs the
conditional posterior with high accuracy and efficiency. This inference approach
allowed us to apply, for the first time, a sparse coding model with continuous la-
tents and strongly nonlinear combination to reasonably high-dimensional observed
and hidden space dimensions. The approach is therefore applicable to the typical
application domains of standard sparse coding. Furthermore, it offers itself as a
novel model for neural responses that encode component intensities. Unlike (linear
and nonlinear) models with binary latents (Haft et al., 2004; Henniges et al., 2010;
Bornschein et al., 2013), it can capture a more fine-tuned representation of sensory
stimuli.
Our main interest in this work was in gaining deeper understanding of the
consequences of the component combination assumption (linear or nonlinear) and
to highlight these consequences empirically in numerical experiments. First, in ex-
periments on artificial data, we have shown that the model and inference approach
can learn ground truth parameters. Furthermore, using experiments on natural
image patches, we showed consistency of our model in two ways: its predictions
are consistent with (1) in vivo neural recordings and with (2) its prior beliefs. Our
experiments on dictionary learning and image reconstruction show, as the crucial
difference, that the nonlinear method learns and uses interpretable image compo-
nents when reconstructing a given image patch (unlike the linear method Mairal
et al. (2009b)). Namely, we have defined ’interpretable’ to mean that the ex-
tracted components closely match the generating process. Furthermore, we have
shown that our method adapts to complexity in the data and uses correspondingly
more or fewer components for the reconstruction. Not only does our method yield
meaningful and adaptive solutions, but its solution is always much sparser than
that of any of the comparable parameterizations of the linear SC method, for any
levels of corresponding reconstruction error (MSE).
Our results consequently show that the max nonlinearity is sufficient to re-
produce many properties desired from a hidden causes approach to image patch
modeling – especially “interpretable” encoding. Future work could go even fur-
ther, e.g., by taking into account object depths for a more explicit occlusion mod-
eling. The challenges for inference are significantly increasing in this case as un-
constrained object permutations result in a super-exponential scaling of hidden
states. While explicit occlusion models can be developed based on similar meth-
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ods as used here (see Henniges et al. (2014) and citations therein), a combination
with a prior for continuous variables such as the spike-and-slab distribution, poses
a considerable and yet to be mastered scientific challenge. Work using the max
nonlinearity and related approaches, therefore, focuses on capturing the essential
properties of occlusion with more compact models, which allow for larger-scale ap-
plications comparable, e.g., to those possible with linear sparse coding approaches.
Work by Zoran and Weiss (2012) aims at capturing occlusion nonlinearities using
a mixture model approach, and a comparison with linear models shows significant
advantages and improved interpretability. Other recent work combines translation
invariance with the exclusiveness property of occlusion (Dai et al., 2013). Although
that work offers a multiple-causes approach as the one proposed here, they do not
provide a model for a continuous distribution of component intensities. Linear
approaches are also being continuously further developed. By using a massive in-
crease in the number of hidden units (Olshausen, 2013), it can be observed that,
e.g., globular components (compare with the Results section on Natural image
patches) can also emerge using linear approaches (also see Bornschein et al., 2013,
for a discussion). In such highly overcomplete settings, sparsity can be increased,
which tends to increase the interpretability.
Further linear approaches include non-negative matrix factorization (NMF)
methods which are usually not formulated probabilistically. Previous work Lu¨cke
and Sahani (2008) quantitatively compared different NMF versions to MCA with
binary hidden units, which itself is approximated by the SSMCAfixevaluated as
control here. Using the bars benchmark test (which can be considered as a simpli-
fied version of the data used in the dictionary learning and image reconstruction
experiments, see Results), it was shown that MCA performs well in this nonlinear
task. Already for the comparably simple bars test, standard NMF was shown to
fail (experimental data from Spratling, 2006). Only if constrained appropriately,
using hand-tuned constraints on sparsity for weights and latent activity, NMF was
reported to learn the correct generating components. Such constrained extensions
for NMF objective functions can be combined with any noise metric (e.g., Pois-
son, Gaussian, Manhatten; compare Hoyer (2004); Guan et al. (2012)), but the
sparsity parameter in these approaches is hand-fixed and cannot be learned. In a
probabilstic formulation, constraints could be reformulated as priors and indeed
be learned, which could potentially make them more similar to the approach used
here. Regarding the inherent superposition assumption, all NMF approaches are,
by definition, linear and thus in this respect more similar to linear sparse coding
than to SSMCA. Consequently, the linearity assumption used by NMF could ex-
plain why, e.g. the algorithm requires additional mechanisms in order to learn the
correct solution for the bars experiments.
In conclusion, this work marks first steps in uncovering the benefits and draw-
backs of the implicit assumptions made within sparse coding models, the under-
standing of which will help researchers to select the most suitable model for their
task. If the primary goal is for image reconstruction, our experiments suggest the
linear model to be the better choice, whereas if the goal is to extract a sparse
dictionary set approximating the data generation, our approach would be more
beneficial.
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Supporting Information 1
M-Step Equation Derivations
The optimal parameters that maximize the data log-likelihood under the genera-
tive model can be sought by Expectation Maximization (EM) algorithm (see eg.,
Neal and Hinton (1998)), which iteratively optimizes a lower bound F(Θ, q) of the
likelihood w.r.t. the parameters Θ and a distribution q:
L(Θ) ≥ F(Θ, qΘ′) =
N∑
n=1
∑
s
qn(s⃗|Θ′) log p(y
(n), s⃗|Θ)
qn(s⃗|Θ′) (5.32)
= ⟨log p(y⃗, s⃗ |Θ)⟩q(s⃗|Θ′) +H[q(s⃗|Θ′)]. (5.33)
Each iteration consists of an E-step and an M-step. The E-step optimizes the
lower bound w.r.t. to the distributions qn(s |Θ) by setting them equal to the
posterior distributions qn(s |Θ) ← p(s | y(n),Θ) while keeping the parameters Θ
fixed, denoted by Θ′. The M-step then optimizes F(Θ, qΘ′) w.r.t. the parameters
Θ keeping the distributions qn(s |Θ′) fixed. If we are given many samples of s for
the posterior then we wish to find:
Θ(t+1) = mathrmargmaxΘF(Θ, qΘ(t)). (5.34)
This is maximised with the maximum likelihood estimate:
Θ(t+1) = mathrmargmaxΘ⟨log p(y⃗, s⃗ |Θ)⟩q(s⃗|Θ(t)). (5.35)
To keep the derivation focused, we present a simple derivation of the update equa-
tions only for a single element of W . The other parameters are similarly derived
and are not covered here. For pedagogical purposes we first derive an update
equation without a max rule, then we show how this rule should be modified when
the max rule is used. Assuming the data y(n) is distributed as follows:
y(n) = ws(n) + ε (5.36)
where ε ∼ N (µ = 0;σ2). for w. This gives the conditional probability as:
p(y(n) | s(n), w) = 1
σ
√
2π
exp
(
−1
2
(
y(n) − ws(n)
σ
)2)
(5.37)
In log space this is a quadratic function:
log p(y(n) | s(n), w) = c− log σ − 1
2
(
y(n) − ws(n)
σ
)2
(5.38)
and is summed over all datapoints n. The maximum likelihood solution differenti-
ates this sum with respect to w (this function is linear in σ and when differentiated
σ can be discarded) to find the maximum:
d
dw
[∑
n
(
y(n) − s(n)w
)2]
= 0. (5.39)
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From which the maximum is given by:
w =
∑
n s
(n)w(n)∑
n s
(n)2
. (5.40)
However, we care about finding the ML solution for the max rule:
y(n) = max
h
{
Whs
(n)
h
}
+ ε (5.41)
If the new estimates of Wh do not change significantly then the simple derivation
for w will apply to Wh, but only the data for which Wh is the maximum will
be used. The data is going to vary over: the number of images N , the number
of samples per image K, and we will estimate Whd per latent dimension h and
observed dimension (or pixel) d. This leads to:
Whd =
∑N
n
∑K
k δ(h is max)s
(k)
hn y
(n)
d∑N
n
∑K
k δ(h is max) s
(k)
hn
2 (5.42)
which corresponds to the results given in equation (9) of the main paper. δ(h is max)
is used to identify the index for which Whds
k
hn is the maximal cause of the data, if
it is not the maximal cause, then δ(·) returns 0, and the term does not contribute
to the sum.
Supporting Information 2
Experiments: Natural Image Patches
Here we show further results from the experiment on N = 50, 000 preprocessed
and channel split natural image patches of 16× 16 pixel.
First we relate the generative fields that are learned from image patches to their
corresponding receptive fields as measured in biological systems. In order to do so
we carried out several reverse correlation experiments, with the aim of identifying
the relationship between the generative fields and the reverse-correlation fields.
To calculate the reverse correlation for a single latent variable we calculate the
average activation for a particular image (since the code is sparse, most of the
time activations will be zero). The images are then averaged together, weighted
by the average activation.
In Figure 5.11A we show the generative fields that are learned with our method.
Figure 5.11B shows the receptive fields obtained by estimating the first order linear
mapping from input to hidden units. The mapping is estimated by combining
the preprocessing (a linear mapping with a kernel for pseudo-whitening) with
the mapping obtained by reverse correlation using preprocessed patches. As can
be observed by comparing Figure 5.11A and B, the qualitative and quantitative
shapes of generative and receptive fields are essentially equal. For the results in
the main text in Figure 9 we used the receptive field estimates in Figure 5.11B.
For further analysis, we matched the fields with Gabor and DoG functions
to determine the numbers of Gabor-like and DoG fields. The corresponding per-
centage of DoG or “globular” fields was than used for comparison with in vivo
measurements in Figure 9C. The percentages of “globular” fields of the in vivo
studies were taken from the study by Bornschein et al. (2013) who used original
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recordings by Ringach (2002). Please see the preliminary study (Shelton et al.,
2012) for more details and analysis of the model’s application to response proper-
ties in primary visual cortex.
Figure 5.11: A Full set of H = 500 learned generative fields (W⃗h). B Fields after
reverse correlation with preprocessed input patches.
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Figure 5.12: Histogram of the latent activations of the 20 most often active
dictionary elements. This corresponds to the prior over latent units that we have
assumed in our model, thus supporting the consistency of the model.
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Conclusions
Since its advent, sparse coding has produced a vast body of research in the area of data-driven
modeling, where the notion of sparse latent representation has spurred the development of a
variety of latent variable methods for automated data analysis. With a growing number of
applications, research activity in the field of sparse coding remains dense, focusing primarily
at the development of more comprehensive data models and efficiently scalable inference
techniques. The work presented in this work extends into both of the aforementioned re-
search dimensions. With respect to having more accurate models, here we have worked with
a more natural choice for a sparse prior over latent variables, namely the spike-and-slab
distribution. While the continuous slab that we assume to be Gaussian distributed models
the strengths of active latent components, the binary spike of the distribution allows for an
exact encoding of the absence or presence of latent components, hence inducing true sparsity.
This is in contrast to more common preferences for sparse priors like Cauchy or Laplace,
which cannot exactly induce true sparsity (i.e., zero values) with a high likelihood. We show
that for the spike-and-slab prior, the (learnable) sparsity parameter in fact offers a great
degree of control over the nature of latent activity: for instance in the linear model (e.g.,
Chapter 2), the spike-and-slab prior can be flexibly parameterized to generate observed data
distributions that can range between being very sparse and long-tailed to fully spread-out
in both latent and observed spaces (Figure 2.1). By employing the spike-and-slab prior we
indeed demonstrate that we can fit data generated by a standard sparse coding model (using
a Cauchy or Laplace prior) with high precision (see Chapters 2 and 3).
Another gain of having the Gaussian spike-and-slab distribution as a prior is the theoret-
ical result presented in Chapter 2. Since both the prior slab and the observation generation
process are governed by Gaussian distributions, we apply standard Gaussian identities (Ap-
pendix 2.E) to derive a closed-form E-step expression for computing an exact posterior over
the latents for a given observation. This is unlike the standard sparse coding, where the
posterior cannot be computed in closed-form. To the best of our knowledge, an exact infer-
ence method for a spike-and-slab sparse coding model is a novel contribution of Chapter 2.
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We find a few other studies on spike-and-slab sparse coding that also take into account the
special case of the Gaussian slab; the works however propose different inference procedures
for varied formulations of the model and associated optimization problems.
In terms of performance, the Gaussian spike-and-slab model achieves competitive results
on standard source separation benchmarks, but since the exact inference requires to visit a
number of posterior modes that scales exponentially with respect to the number of latents,
the computational cost of the method makes it infeasible for large-scale applications. How-
ever, by performing the exact inference we also learn that for data generated by sparse latent
causes, dense volumes of posterior probability are actually found in latent subspaces that
only span over a few latent components (e.g., Figure 3.2). Therefore in Chapter 3, we apply
a latent space truncation technique to approximate the exact inference procedure. Through
truncation, we exclude a vast majority of latents from posterior estimation that are found
to be the least likely causes of an observation, hence we avoid a large number of insignificant
posterior modes which are otherwise associated with the activation combinatorics of the
excluded components. The truncated inference computationally decouples itself from the
number of latent components, which allows us to apply our sparse coding approach on a
large-scale to a number of tasks.
In Chapter 3, our comparison between spike-and-slab and standard sparse coding on
source separation benchmarks reveals that the former clearly outperforms the latter; how-
ever, standard sparse coding can be computationally more efficiently formulated as a non-
probabilistic, regularized optimization problem. In continued source separation experiments,
we find our method steadily competitive or better than a recently proposed and popular vari-
ational inference approach for spike-and-slab sparse coding. The truncated approach also
performs well on image denoising and achieves state-of-the-art results among a number of
spike-and-slab and other comparable methods. We furthermore learn that although the
variational approach is computationally more efficient due to its linear complexity, when
afforded unconstrained computational resources, the method tends to saturate much earlier
than the truncated approach, which continues to utilize the resources for much longer to
further improve on its results.
In Chapter 4, we continue on to develop a highly scalable inference scheme for linear
spike-and-slab sparse coding. We follow the previously introduced select and sample frame-
work by fusing together latent preselection (as applied in Chapter 3) with sampling to devise
an approximate inference scheme that only incurs a linear cost with respect to the number
of selected latents. For the sampling part, we benefit from the Gaussian slab to derive a
computationally efficient exact Gibbs sampler. Through method verification experiments
involving ground-truth information we show that not only combining the preselection with
sampling is computationally extremely efficient, but it also helps the inference procedure
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to become much less prone to local optima (Figure 4.3). Moreover, the image denoising
experiments on a real benchmark show the method’s competitive performance against a va-
riety of other approaches including other spike-and-slab methods. The experiment on image
patches furthermore demonstrates that our select and sample based inference can indeed
be applied to scale-up spike-and-slab sparse coding to infer thousands of latent components
from very large datasets, essentially making the approach one of the most scalable sparse
latent variable methods that can efficiently incorporate sampling for sophisticated posterior
inference.
In the last chapter we study a nonlinear spike-and-slab sparse coding method as a better
approach for low-level encoding of visual data. We deal with the analytical and computa-
tional intractability of performing inference in the model by applying the select and sample
procedure. Our experiments on strokes data demonstrate that the nonlinear method is
indeed coherent with the ground-truth in terms of inferring the structure of the latent com-
ponents and in turn encoding the input images with accurate sparsity levels. We on the
other hand find standard sparse coding to fall short on both the fronts. Although we find
the linear approach better at minimizing the error on data reconstruction, but when con-
strained to be sparse, the reconstruction performance of the model deteriorates beyond that
of the nonlinear approach for comparable sparsity levels. The results therefore indicate that
the nonlinear method is better suited for application scenarios with a restricted budget for
latent activity e.g., compressive sensing. The final analysis in the light of in vivo neural data
further affirms the nonlinear model as a statistically more accurate alternative for simulating
the functional aspects of simple V1 cells.
We believe that this work presents a valuable contribution to the field of sparse coding and
beyond. We have put our efforts in improving the standard approach to sparse coding. By
developing novel inference techniques, we have overcome learning and scalability challenges
pertinent to our modeling assumptions. Through various experiments between spike-and-
slab and (constrained to be sparse) standard sparse coding, we have observed spike-and-
slab models to have a clear performance edge. Although the probabilistic nature of spike-
and-slab sparse coding models make them computationally more complex to optimize, we
demonstrate that the approximate optimization techniques we apply deliver a fair deal of
control over the thoroughness versus scalability of the inference procedure. There are also
various aspects of our work that encourage further investigation, e.g., to possibly obtain
more grounded ways of adjusting the values of free-parameters. Efforts can further be put
into finding sophisticated selection procedures that can for instance efficiently consider (high-
order) correlations among the components to maximize mutual exclusiveness of the selected
latents. The approaches we have developed can also be assessed in the context of high-level
tasks such as by integrating them into classification hierarchies either as feed-forward filters
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or to utilize their potential for multimodal posterior inference to incorporate uncertainty
into the process. The probabilistic models we consider can also be transformed into directed
hierarchical models for classification by augmenting the binary part of the latents with a
class-conditional structure e.g., by defining a class-driven polynomial distribution to govern
the activations of latent components given a class label. Such hierarchical models can still be
optimized for an affordable computational cost by means of the inference methods proposed
in this work.
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Contributions
A major part of this thesis is based on published research work, which resulted from differ-
ent collaborations between me and my peers. Here I will outline the contributions of each
individual to each of the chapters in this thesis.
Chapter 1: I wrote the introductory chapter.
Chapter 2: This chapter has been published as Lu¨cke and Sheikh (2012). Alphabeti-
cally listed, Jo¨rg Lu¨cke (JL) and I myself (AS) are the joint first coauthors of the work.
Both JL and AS derived in parallel the analytical results presented in the chapter. JL and
AS also designed the experiments section. AS implemented the code, ran the experiments
and produced all the results and figures with input from JL. Appendix 2.E is not a part
of the published work and it is written by AS to delineate his derivations of the analytical
results on the (fully parameterized) model presented in the chapter and Chapter 3.
Chapter 3: This chapter appeared as Sheikh et al. (2014). It was mainly written by AS
with continuous contributions from JL and JS. The extended analytical results presented in
the chapter were derived by AS. All the authors worked on designing the experiments. AS
implemented the code, ran the experiments and produced all the results, figures and tables
(with help from Georgios Exarchakis to produce the results on publicly available sparse
coding algorithms in Table 3.1) with feedback from JL and JS.
Chapter 4: I wrote this chapter. Figures 4.1 and 4.6 in the chapter are adapted from Shel-
ton et al. (2011) and Goodfellow et al. (2013) respectively. I implemented the code, per-
formed the experiments and produced all the results and figures presented in the chapter.
Chapter 5: This chapter is based on Shelton et al. (2015). The paper reproduced therein
was written by Jacquelyn Shelton (JS) with contributions from Jo¨rg Lu¨cke (JL) and myself
(AS). The experiments were conceived and designed by JS, AS, Jo¨rg Bornschein (JB), Philip
Sterne (PS) and JL. Data analysis was done by JS, AS, JB, PS. Code and analysis tools
were implemented by PS, JB, JS, AS. The experiments were performed by JS, PS, JB, AS.
Chapter 6: I wrote the conclusions chapter.
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