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Particle current fluctuations in a variant of asymmetric Glauber model
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We study the total particle current fluctuations in a one-dimensional stochastic system of clas-
sical particles consisting of branching and death processes which is a variant of asymmetric zero-
temperature Glauber dynamics. The full spectrum of a modified Hamiltonian, whose minimum
eigenvalue generates the large deviation function for the total particle current fluctuations through
a Legendre-Fenchel transformation, is obtained analytically. Three examples are presented and
numerically exact results are compared to our analytical calculations.
PACS numbers: 05.40.-a,05.70.Ln,05.20.-y
Keywords: driven-diffusive systems in one-dimension, particle current fluctuations,Glauber model
I. INTRODUCTION
Most of one-dimensional non-equilibrium systems with
stochastic dynamics show unique collective behaviors in
their steady-states which usually can not be found in
their equilibrium counterparts. Non-equilibrium phase
transition and shock formation are two examples of these
remarkable behaviors. Non-equilibrium systems are also
interesting to study from a mathematical point of view.
These systems have opened up new horizon of research
in the field of exactly solvable systems [1, 2].
During the last decade several non-equilibrium exactly
solvable systems have been introduced and studied in
related literature. On the other hand, different math-
ematical techniques have been developed to study their
steady-state properties. A matrix method, known as the
matrix product method, is introduced and used to calcu-
late the steady-state and the average value of the phys-
ical quantities in the steady-state of these systems [3].
The excitations, which give the relaxation times, can
also be obtained using the Bethe Ansatz [4]. Recently,
there has been attempts to establish connections between
Bethe Ansatz and matrix product method [5]. Other in-
teresting quantities include the large deviation function
for the probability distribution of fluctuating quantities,
such as the particle current, in the steady-state of these
systems [6, 7]. The large deviation function can be ob-
tained, through a Legendre-Fenchel transformation, from
the minimum eigenvalue of a modified Hamiltonian. We
are then basically left with finding the minimum eigen-
value of a matrix. The number of systems for which this
quantity can be calculated exactly is very limited.
In this paper we consider a stochastic system of clas-
sical particles in which the particles interact with each
other according to a variant of the zero-temperature
Glauber dynamics on a lattice with open boundaries [11–
13]. More precisely the particles are injected and ex-
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tracted from the first and the last sites of the lattice re-
spectively. In the bulk of the lattice, on the other hand,
the particles are subjected to totally asymmetric branch-
ing and death processes. The steady-state of this sys-
tem has already been calculated using the matrix product
method [14]. It is known that this steady-state can be
written as a linear combination of product shock mea-
sures with one shock front and that these shock fronts
have simple random walk dynamics [15].
We are specially interested in the total particle current
fluctuations in this system. As we mentioned, the large
deviation function for the particle current fluctuations
can be obtained from the Legendre-Fenchel transforma-
tion of the minimum eigenvalue of a modified Hamil-
tonian. This modified Hamiltonian can be constructed
from the stochastic time evolution operator of the sys-
tem (sometimes called the Hamiltonian). This can be
done by multiplying the non-diagonal elements of the
Hamiltonian of the system by an exponential factor which
counts the particle jumps contributing to the total par-
ticle current, see for example [8–10]. It turns out that
the modified Hamiltonian associated with the total par-
ticle current fluctuations can be fully diagonalized. The
key point is to change the basis of the vector space in an
appropriate way by introducing a product shock measure
with multiple shock fronts. In this new basis the modified
Hamiltonian becomes an upper block-bidiagonal matrix
which is much easier to work with, because we only need
to diagonalize the diagonal blocks.
Our analytical investigations reveal that for the small
particle current fluctuations (smaller than the average
particle current in the steady-state to be more precise)
the eigenvector associated with the minimum eigenvalue
of the modified Hamiltonian should be written as a lin-
ear combination of product shock measures with a single
shock front. In contrast, for the large particle current
fluctuations (larger than the average particle current in
the steady-state to be more precise) it should be written
as a linear combination of product shock measures with
more than one shock front. The validity of our analyt-
ical calculations is checked by comparing the analytical
results with those obtained from numerical diagonaliza-
tion of the modified Hamiltonian.
2This paper is organized as follows. In the second sec-
tion we will review the known results on the steady-state
properties of the system. The total particle current is
also introduced and its average value in the steady-state
is calculated. In the third section we will briefly review
the basics of the particle current fluctuations. The forth
section is devoted to the diagonalization of the modified
Hamiltonian. The minimum eigenvalue of the modified
Hamiltonian will be discussed in the fifth section. We
will compare the analytical and numerical results in the
sixth section. The concluding remarks are also given in
the last section.
II. STEADY-STATE
Let’s consider a lattice of length L. We assume that
each lattice site can be occupied by at most one particle
or a vacancy. The reaction rules between two consecutive
sites k and k + 1 on the lattice are as follow
A ∅ −→ ∅ ∅ with the rate ω1
A ∅ −→ A A with the rate ω2. (1)
in which a particle (vacancy) is labeled with A (∅). A par-
ticle can enter the system from the left boundary of the
lattice with the rate α. A particle can also leave the sys-
tem from the right boundary with the rate β. This model
is an asymmetric variant of zero-temperature Glauber
dynamics [11–13]. The time evolution of the probabil-
ity distribution vector |P (t)〉 is given by a master equa-
tion [2]
d
dt
|P (t)〉 = −H |P (t)〉 (2)
where the Hamiltonian H is an stochastic square matrix
H =
∑L−1
k=1
(I⊗(k−1) ⊗ h⊗ I⊗(L−k−1))
+ h(1) ⊗ I⊗(L−1)
+ I⊗(L−1) ⊗ h(L)
(3)
in which I is a 2 × 2 identity matrix and that we have
defined
V ⊗N ≡ V ⊗ V · · · ⊗ V︸ ︷︷ ︸
N times
.
Introducing the basis kets
|∅〉 =
(
1
0
)
, |A〉 =
(
0
1
)
the matrix representation of h in the basis of
{∅∅, ∅A,A∅, AA} and that of h(1) and h(L) in the basis
of {∅, A} are given by
h =


0 0 −ω1 0
0 0 0 0
0 0 ω1 + ω2 0
0 0 −ω2 0

 ,
h(1) =
(
α 0
−α 0
)
,
h(L) =
(
0 −β
0 β
)
.
The right eigenvector with vanishing eigenvalue of Hamil-
tonian H gives the steady-state probability distribution
vector of the system. It is known that this vector can be
written as a linear combination of product shock mea-
sures with a single shock front [15]. It turns out that the
dynamics of the position of a shock front is similar to
that of a biased random walker moving on a finite lattice
with reflecting boundaries. This steady-state probability
distribution vector has also been obtained using a matrix
product method in [14]. By associating the operators E
and D to the presence of a vacancy and a particle in a
given lattice site, the steady-state weight of any configu-
ration {τ1, · · · , τL} is proportional to
〈〈W |
L∏
k=1
(τkD + (1− τk)E)|V 〉〉 (4)
in which τk = 0 if the lattice-site k is empty and τk = 1
if it is occupied by a particle. In (4), |V 〉〉 and 〈〈W |
are two auxiliary vectors. It has been shown that these
two operators and vectors have a two-dimensional matrix
representation given by [14]
D =
(
0 0
d ω2
ω1
)
, E =
(
1 0
−d 0
)
,
|V 〉〉 =
( −βω2
(ω2−ω1+β)dω1
1
)
,
〈〈W | =
(
(ω1−ω2+α)d
α
1
)
(5)
in which d is a free parameter. Using (4) and (5) one can
easily calculate the weight of any configuration in the
steady-state and also the average value of the physical
quantities, such as the particle current, in the long-time
limit.
Let us call 〈ρk〉(t) the average local density of particles
at the lattice site k at time t. Using (1) and considering
the injection and extraction of particles at the boundaries
the time evolution of this quantity is given by
d
dt
〈ρ1〉(t) = α〈1 − ρ1〉 − ω1〈ρ1(1− ρ2)〉,
d
dt
〈ρk〉(t) = ω2〈ρk−1(1− ρk)〉 − ω1〈ρk(1− ρk+1)〉,(6)
d
dt
〈ρL〉(t) = ω2〈ρL−1(1− ρL)〉 − β〈ρL〉.
3in which k = 2, · · · , L − 1. The average local density of
particles is related to the average particle current through
a continuity equation
d
dt
〈ρk〉(t) = 〈Jk−1〉(t)− 〈Jk〉(t) + Sk(t) (7)
for k = 1, · · · , L. We define 〈Jk〉(t) as the average local
particle current from the lattice site k to k + 1 at time
t. Sk(t) is also called a source term. In (7) we have also
assumed that 〈J0〉(t) = 〈JL〉(t) = 0. In the steady-state
the time dependency of the quantities will be dropped
and we find
Sk = 〈Jk〉 − 〈Jk−1〉 for k = 1, · · · , L . (8)
Comparing (6) and (7) one finds the following relation
for the average particle current in the steady-state
〈Jk〉 = (ω1+ω2)〈ρk(1− ρk+1)〉 for k = 1, · · · , L− 1 (9)
and also the source terms which are defined as follows
S1 = α〈1 − ρ1〉+ ω2〈ρ1(1− ρ2)〉,
Sk = ω2〈ρk(1− ρk+1)〉 − ω1〈ρk−1(1− ρk)〉, (10)
SL = −β〈ρL〉 − ω1〈ρL−1(1 − ρL)〉.
in which k = 2, · · · , L − 1. The average particle current
in (9) can be understood by investigating (1). The second
dynamical rule in (1) clearly increase the particle current.
The first dynamical rule in (1) can be considered as a
backward movement of a vacancy. This is equivalent to
a forward movement of a particle which, again, increases
the particle current. Similar examples of particle current
in the presence of source terms can be found in [16].
The average local particle current in the steady-state
can be calculated using the matrix product method. The
result is
〈Jk〉 = (ω1 + ω2)〈ρk(1 − ρk+1)〉
= (ω1 + ω2)
∑
{τ}〈〈W |
∏k−1
i=1 (τiD + (1− τi)E)DE
∏L
i=k+2(τiD + (1− τi)E)|V 〉〉∑
{τ}〈〈W |
∏L
i=1(τiD + (1 − τi)E)|V 〉〉
= (ω1 + ω2)
〈〈W |Ck−1DECL−k−1|V 〉〉
〈〈W |CL|V 〉〉
=
(ω22 − ω21)αβ(ω2ω1 )k
αω1(β − ω1 + ω2)(ω2ω1 )L − βω2(α+ ω1 − ω2)
in which we have defined C = D+E. Defining the total
particle current as
〈J〉 =
L−1∑
k=1
〈Jk〉 (11)
it is easy to see that in the limit of L→∞ we have
〈J〉 =


β(ω1+ω2)
β−ω1+ω2
for ω1 < ω2 ,
2ω1 for ω1 = ω2 ,
α(ω1+ω2)
α+ω1−ω2
for ω1 > ω2 .
(12)
This indicates that the system undergoes a phase transi-
tion at ω1 = ω2. The phase ω1 > ω2 (ω1 < ω2) is called
the low-density (high-density) phase.
III. PARTICLE CURRENT FLUCTUATIONS
Assuming that the large deviation principle holds, the
probability distribution for observing the total particle
current J in the system is given by
P (J) ≈ e−t I(J) (13)
which is valid for t → ∞. The large deviation function
I(J) measures the rate at which the total particle cur-
rent deviates from its average value. It is known that
the large deviation function I(J) is, according to the
Ga¨rtner-Ellis theorem, the Legendre-Fenchel transform
of the minimum eigenvalue of a modified Hamiltonian
H˜ , denoted by Λ∗(λ), [6]
I(J) = max
λ
(Λ∗(λ)− Jλ) . (14)
The modified Hamiltonian is defined as follows
H˜ =
∑L−1
k=1
(I⊗(k−1) ⊗ h˜⊗ I⊗(L−k−1))
+ h˜(1) ⊗ I⊗(L−1)
+ I⊗(L−1) ⊗ h˜(L)
(15)
4ρ = 1
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FIG. 1: A simple sketch of a base vector defined in (17).
in which
h˜ =


0 0 −ω1e−λ 0
0 0 0 0
0 0 ω1 + ω2 0
0 0 −ω2e−λ 0

 ,
h˜(1) =
(
α 0
−α 0
)
,
h˜(L) =
(
0 −β
0 β
)
.
Note that since the modified Hamiltonian defined in (15)
becomes equal to the stochastic time evolution operator
given in (3) at λ = 0 then we have Λ∗(λ = 0) = 0.
Finally, the first derivative of the minimum eigenvalue
respect to λ at λ = 0 gives the total current defined
in (11)
〈J〉 = dΛ
∗
dλ
∣∣∣
λ=0
. (16)
In the following section we will show that H˜ , defined
in (15), can be diagonalized exactly.
IV. DIAGONALIZATION OF H˜
In order to diagonalize the modified Hamiltonian H˜
defined in (15) we start with redefining the basis of the
vector space by introducing the following product shock
measure with N = 2f + 1 shock fronts
|k1, n1, k2, n2, · · · , nf , kf+1〉 = |A〉⊗k1 ⊗ |∅〉⊗(n1−k1) ⊗ |A〉⊗(k2−n1) ⊗ · · · ⊗ |A〉⊗(kf+1−nf ) ⊗ |∅〉⊗(L−kf+1) (17)
in which N = 1, 3, 5, · · · , L + 1 for an even L and N =
1, 3, 5, · · · , L for an odd L and that 0 ≤ k1 < n1 <
k2 < · · · < nf < kf+1 ≤ L. A simple sketch of such
a product shock measure with multiple shock fronts is
given in Fig. 1.
For a given N the number of these vectors is sim-
ply given by a Binomial coefficient CL+1,N ≡ (L +
1)!/(N !(L+1−N)!). Now the dimensionality of the vec-
tor space constructed with these vectors can be obtained
as
∑
N
CL+1,N = 2
L (18)
regardless of whether L is even or odd. The vec-
tors (17) make a complete orthonormal basis for our 2L-
dimensional vector space. Assuming L is an even num-
ber [20], in the basis
{|k1〉, |k1, n1, k2〉, · · · , |k1, n1, · · · , nf , kf+1〉} (19)
the modified Hamiltonian (15) has the following upper
block-bidiagonal matrix representation
H˜ =


A1 B3 0 0 · · · 0 0
0 A3 B5 0 · · · 0 0
0 0 A5 B7 · · · 0 0
...
. . .
. . .
...
0 0 0 0 · · · BL−1 0
0 0 0 0 · · · AL−1 BL+1
0 0 0 0 · · · 0 AL+1


(20)
in which AN for N = 1, 3, · · · , L+1 is a CL+1,N×CL+1,N
matrix and BN for N = 3, 5, · · · , L + 1 is a CL+1,N−2 ×
CL+1,N matrix. The matrix elements of these matrices
are given explicitly in the Appendix A.
Although the modified Hamiltonian (20) is not a
stochastic matrix; however, its matrix structure suggests
the following picture which will be discussed in more de-
tail in the forthcoming sections. Acting (20) on |k1〉 with
k1 = 0, 1, · · · , L, which is a product shock measure with a
single shock front, gives a linear combination of product
shock measures with a single shock front. These series
of evolution equations are quite similar to the evolution
5equations for a particle at the lattice site k1 performing
a biased random walk on a one-dimensional lattice with
reflecting boundaries. In other words, the vectors {|k1〉}
define an invariant sector, which will be called S1, in the
sense that acting H˜ on any member of this sector gives a
linear combination of the vectors in the same sector. The
matrix elements of A1 in (20) determine the coefficients
of these linear expansions.
On the other hand, acting (20) on |k1, n1, k2〉 with
0 ≤ k1 < n1 < k2 ≤ L, which is a product shock
measure with three shock fronts, gives a linear combi-
nation of the product shock measures with a single or
three shock fronts. These series of evolution equations
are quite similar to those of two random walkers at the
lattice sites k1 and k2 besides an obstacle at the lattice
site n1 which does not have any dynamics. The reason
that the shock front at the lattice site n1 (or the obsta-
cle) does not have any dynamics can be easily understood
by looking at (1). In fact, the position of a shock front
of type 0 · · · 01 · · ·1 is not affected by these dynamical
rules. As long as the random walkers are more than a
single lattice site away from the obstacle, they perform
biased random walks on the lattice. The random walkers
also reflect from the boundaries of the lattice whenever
they reach to the boundaries. When one of the random
walkers arrives at an obstacle, the random walker and
the obstacle both disappear; however, the other random
walker continues to perform a biased random walk on
the lattice. No new random walker or obstacle will be
created once they disappear. The matrices A3 and B3
are responsible for the dynamics of these random walk-
ers. The above argument suggests that the vectors in S1
besides the vectors {|k1, n1, k2〉} define an invariant sec-
tor, which will be called S3. Acting H˜ on any member
of this sector gives a linear combination of the vectors in
the same sector.
The next invariant sector, which will be called S5, is
defined by the vectors in S3 and {|k1, n1, k2, n2, k3〉} in
which 0 ≤ k1 < n1 < k2 < n2 < k3 ≤ L. In this case we
have three random walkers which are separated from each
other by two obstacles. Once a random walker meets an
obstacle at two consecutive lattice sites, they disappear.
The matrices A5 and B5 generates the dynamics of the
random walkers and their interactions with the obstacles.
This procedure can be continued to see that there are
L/2 + 1 invariant sectors.
In order to find the eigenvalues of the modified Hamil-
tonian (20) we can follow two equivalent scenarios. From
one hand, the eigenvectors of this matrix can be written
as a linear combination of the vectors in each invariant
sector. This helps us find all of its eigenvalues. On the
other hand, since the eigenvalues of the modified Hamil-
tonian are equal to those of AN ’s for N = 1, 3, · · · , L+1,
one can diagonalize each AN separately to calculate the
eigenvalues of (20). We will employ the second approach
which is the subject of the forthcoming sections.
A. Diagonalization of A1
A1 is a CL+1,1 ×CL+1,1 tridiagonal matrix which has,
in the basis (17), the following matrix representation
A1 =


α −ω1e−λ 0 · · · 0 0 0
−α ω1 + ω2 −ω1e−λ · · · 0 0 0
0 −ω2e−λ ω1 + ω2 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · ω1 + ω2 −ω1e−λ 0
0 0 0 · · · −ω2e−λ ω1 + ω2 −β
0 0 0 · · · 0 −ω2e−λ β


The structure of this matrix reminds us of the evolu-
tion operator for a biased random walk moving on a
one-dimensional lattice of length L + 1 with reflecting
boundaries –although the reader should note that the
evolution operator is not a stochastic matrix. In an ap-
propriate basis {|0〉, |1〉, · · · , |L〉} the evolution equations
for the position of the random walker can be formally
written as follows
A1|0〉 = −α|1〉+ α|0〉,
A1|k1〉 = −ω1e−λ|k1 − 1〉 − ω2e−λ|k1 + 1〉+ (ω1 + ω2)|k1〉,
A1|L〉 = −β|L− 1〉+ β|L〉
with k1 = 1, · · · , L − 1. Now the eigenvectors and also
the eigenvalues of A1 can be obtained using the same
approach employed in [17] by writing
A1|Λ1〉 = Λ1(λ)|Λ1〉 (21)
and considering
|Λ1〉 =
L∑
k1=0
Ck1 |k1〉 . (22)
Substituting (22) in (21) and using the evolution equa-
tions for the shock front one can calculate Ck1 ’s by ap-
plying a plane wave Ansatz. Defining
η ≡
√
ω2
ω1
, ζ ≡ 1− α
ω2
eλ, ξ ≡ 1− β
ω1
eλ
and
F (x, y, z) ≡ e−λ (y + x+ (x−1 − y)z)− (y + y−1)
we find
Ck1 = η
k1
a(z1)z
k1
1 + a(z
−1
1 )z
−k1
1
(1− ζ)δk1 ,0(1 − ξ)δk1,L (23)
in which
a(z1)
a(z−11 )
= − F (z1, η, ζ)
F (z−11 , η, ζ)
= −z−2L1
F (z−11 , η
−1, ξ)
F (z1, η−1, ξ)
.
It also turns out that the eigenvalues of A1 are given by
Λ1(λ) = (ω1 + ω2)− e−λ√ω1ω2(z1 + z−11 ). (24)
6The equation governing z1 is also given by
z2L1 =
F (z−11 , η, ζ)F (z
−1
1 , η
−1, ξ)
F (z1, η, ζ)F (z1, η−1, ξ)
. (25)
It can be seen that the equation (25) has 2L+4 solutions.
Two of these solutions i.e. z1 = ±1 have to be excluded
since for these values of z1 the corresponding eigenvector
vanishes. On the other hand, if z1 is solution for (25) then
z−11 is also a solution. This means that the remaining
2L + 2 solutions result in L + 1 eigenvalues. For λ = 0
the pair z1 = η
±1 corresponds to the eigenvalue Λ1 =
0. Finally, it can be shown that the solutions of the
equation (25) are either phases i.e. |z1| = 1 or they are
real numbers. For the phase solutions z1 = e
iθ and the
smallest eigenvalue in this case is given by
Λphase1 (λ) = (ω1 + ω2)− 2e−λ
√
ω1ω2 . (26)
The real solutions of the equation (25) are much easier
to be found in the thermodynamic limit L→∞. Let us
restrict the real solutions to |z1| > 1. It turns out that
the equation (25) has two real solutions in the thermo-
dynamic limit
z
(1)
1 = G(η
−1, ζ), z
(2)
1 = G(η, ξ) (27)
where G(x, y) is defined as follows
G(x, y) = 12x
(
eλ(1 + x2) + (y − 1)
+
√
(eλ(1 + x2) + (y − 1))2 − 4x2y
)
.
Substituting (27) in (24) gives the corresponding eigen-
values which will be denoted by Λ
(1)
1 and Λ
(2)
1 . Whenever
these eigenvalues exist, they will be definitely smaller
than Λphase1 (λ). The conditions under which Λ
(1)
1 and
Λ
(2)
1 exist, will be discussed later.
B. Diagonalization of A3
In the basis (17) the matrix A3 is a CL+1,3 × CL+1,3
block diagonal matrix with L − 1 blocks. These blocks
will be called A
(n1)
3 with n1 = 1, · · · , L− 1. On the other
hand, for a given n1, A
(n1)
3 is a n1(L − n1)-dimensional
block tridiagonal matrix with the following structure
A
(n1)
3 =


A˜1 B˜1 0 · · · 0 0 0
B˜0 A˜2 B˜1 · · · 0 0 0
0 B˜2 A˜2 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · A˜2 B˜1 0
0 0 0 · · · B˜2 A˜2 B˜1
0 0 0 · · · 0 B˜2 A˜2


in which A˜1 and A˜2 are (L−n1)×(L−n1) square matrices
whose matrix representations are given in Appendix B.
On the other hand, we have defined B˜0 = −αI, B˜1 =
−ω1e−λI and B˜2 = −ω2e−λI where I is a (L − n1) ×
(L− n1) identity matrix. Noting that
L−1∑
n1=1
n1(L− n1) = CL+1,3
it is easy to check the dimensionality of A3.
Investigating the structure of A
(n1)
3 for a given n1 sug-
gests that it can be regarded as a non-stochastic evolu-
tion operator for two biased random walkers, moving on
a one-dimensional lattice of length L + 1 with reflecting
boundaries, which are separated by an obstacle. Let us
denote the position of the first and the second random
walker on the lattice by k1 and k2 respectively. The ob-
stacle is at the lattice site n1. For a fixed n1 the random
walkers can only hop into the lattice sites which satisfy
the condition 0 ≤ k1 < n1 < k2 ≤ L. In terms of the
matrix elements of A
(n1)
3 , both random walkers reflect
from the boundaries and also the obstacle. One should
note that the matrix A3, in contrast to H˜ , does not al-
low the random walkers to merge with the obstacles. We
remind the reader that B’s in (20) were responsible for
disappearance of the random walkers and the obstacles.
For a given n1 let us introduce an appropriate n1(L−
n1)-dimensional basis {|k1, k2〉} with 0 ≤ k1 ≤ n1 − 1
and n1 + 1 ≤ k2 ≤ L. We arrange these vectors
as {|0, n1 + 1〉, |0, n1 + 2〉, · · · |0, L〉, |1, n1 + 1〉, |1, n1 +
2〉, · · · |1, L〉, · · · , |n1−1, n1+1〉, |n1−1, n1+2〉, · · · , |n1−
1, L〉}. In this basis the evolution equations for the ran-
dom walkers can be written as follows
7A
(n1)
3 |k1, k2〉 = −ω1e−λ|k1 − 1, k2〉 − ω2e−λ(1− δk1,n1−1)|k1 + 1, k2〉
− ω1e−λ(1− δn1+1,k2)|k1, k2 − 1〉 − ω2e−λ|k1, k2 + 1〉
+ 2(ω1 + ω2)|k1, k2〉 for 1 ≤ k1 ≤ n1 − 1, n1 + 1 ≤ k2 ≤ L− 1 ,
A
(n1)
3 |0, k2〉 = −α(1− δn1,1)|1, k2〉 − ω1e−λ(1 − δn1+1,k2)|0, k2 − 1〉
− ω2e−λ|0, k2 + 1〉+ (α + ω1 + ω2)|0, k2〉 for n1 + 1 ≤ k2 ≤ L− 1 ,
A
(n1)
3 |k1, L〉 = −β(1− δn1,L−1)|k1, L− 1〉 − ω2e−λ(1− δk1,n1−1)|k1 + 1, L〉
− ω1e−λ|k1 − 1, L〉+ (β + ω1 + ω2)|k1, L〉 for 1 ≤ k1 ≤ n1 − 1 , (28)
A
(n1)
3 |0, L〉 = −α(1− δn1,1)|1, L〉 − β(1 − δn1,L−1)|0, L− 1〉+ (α+ β)|0, L〉 .
These equations can be used to find the eigenvalues and
eigenvectors of A
(n1)
3 . The reader can easily convince
himself that in the above mentioned basis, the matri-
ces A˜1,2’s are responsible for moving the position of the
second random walker while B˜0,1,2’s are responsible for
moving the position of the first random walker. For a
given n1, the eigenvalue equation
A
(n1)
3 |Λ3〉 = Λ3(λ)|Λ3〉 (29)
can now be solved by using (28) and introducing
|Λ3〉 =
n1−1∑
k1=0
L∑
k2=n1+1
Ck1,k2 |k1, k2〉 . (30)
By considering a plane wave ansatz and after some
straightforward calculations one finds that, for a given
n1, the coefficients Ck1,k2 are given by
Ck1,k2 =
∏2
i=1 η
ki
(
ai(zi)z
ki
i + ai(z
−1
i )z
−ki
i
)
(1− ζ)δk1 ,0(1 − ξ)δk2,L
for 0 ≤ k1 ≤ n1 − 1 and n1 + 1 ≤ k2 ≤ L in which
a1(z1)
a1(z
−1
1 )
= − F (z1,η,ζ)
F (z−11 ,η,ζ)
= −z−2n11 ,
a2(z2)
a2(z
−1
2 )
= −z−2L2 F (z
−1
2 ,η
−1,ξ)
F (z2,η−1,ξ)
= −z−2n12 .
The eigenvalues of A
(n1)
3 are also given by
Λ3(λ) = 2(ω1+ω2)−e−λ√ω1ω2(z1+z−11 +z2+z−12 ) (31)
in which the equations governing z1 and z2 are
z2n11 =
F (z−11 ,η,ζ)
F (z1,η,ζ)
,
z
2(L−n1)
2 =
F (z−12 ,η
−1,ξ)
F (z2,η−1,ξ)
.
(32)
The first equation in (32) has 2n1+2 solutions while the
second equation has 2(L−n1)+2 solutions. Excluding the
solutions z1 = ±1 and z2 = ±1 and noting that if the pair
(z1, z2) is a solution then the pairs (z
−1
1 , z
−1
2 ), (z1, z
−1
2 )
and (z−11 , z2) are also the solution, one finds n1(L − n1)
solutions (or eigenvalues) by mixing the solutions of the
equations (32).
In summary, for each n1 = 1, · · · , L − 1 one solves
the equations (32) to find z1 and z2. Substituting these
into (31) gives the corresponding eigenvalues. The total
number of eigenvalues of A3 obtained in this way will be
L(L2 − 1)/6.
C. Diagonalization of AN
In the basis (17) the matrix AN is a CL+1,N ×CL+1,N
block diagonal matrix. Our procedure in the preceding
sections can be continued to see that each block of AN for
N = 1, 3, · · · , L + 1 can be regarded as a non-stochastic
evolution operator for f + 1 = (N + 1)/2 biased ran-
dom walkers at the positions {k} = {k1, k2, · · · , kf+1}
which are separated by f obstacles at the positions
{n} = {n1, n2, · · · , nf} given that 0 ≤ k1 < n1 <
k2 < n2 < · · · < nf < kf+1 ≤ L. In other words, for
i = 1, 2, · · · , f + 1 the positions of the obstacles and the
random walkers should satisfy the following constraints
ni−1 + 2 ≤ ni ≤ L− (N − 2i) ,
ni−1 + 1 ≤ ki ≤ ni − 1
(33)
with n0 ≡ −1 and nf ≡ L+1. For a given N each block
of AN , which will be called A
({n})
N , is a D{n}-dimensional
square matrix where D{n} is given by
D{n} = n1(n2 − n1 − 1) · · · (nf − nf−1 − 1)(L− nf )
with the following property∑
{n}
D{n} = CL+1,N .
In order to diagonalize A
({n})
N we consider an appropriate
D{n}-dimensional basis {|k1, k2, · · · , kf+1〉} and write
A
({n})
N |ΛN〉 = ΛN (λ)|ΛN 〉
8in which the eigenvectors of AN are written as follows
|ΛN 〉 =
∑
{k}
Ck1,k2,··· ,kf+1 |k1, k2, · · · , kf+1〉 . (34)
The coefficients can be calculated using a plane wave
ansatz and one finds
Ck1,k2,··· ,kf+1 =
∏f+1
i=1 η
ki
(
ai(zi)z
ki
i + ai(z
−1
i )z
−ki
i
)
(1 − ζ)δk1,0(1− ξ)δkf+1 ,L
in which
a1(z1)
a1(z
−1
1 )
= − F (z1,η,ζ)
F (z−11 ,η,ζ)
= −z−2n11 ,
ai(zi)
ai(z
−1
i
)
= −z−2ni−1i = −z−2nii for i = 2, · · · , f ,
af+1(zf+1)
af+1(z
−1
f+1)
= −z−2Lf+1
F (z−1
f+1
,η−1,ξ)
F (zf+1,η−1,ξ)
= −z−2nff+1 .
The eigenvalues are also given by
ΛN(λ) = (f+1)(ω1+ω2)−e−λ√ω1ω2
f+1∑
i=1
(zi+z
−1
i ) (35)
in which zi’s satisfy the following equations
z2n11 =
F (z−11 ,η,ζ)
F (z1,η,ζ)
,
z
2(n2−n1)
2 = z
2(n3−n2)
3 = · · · = z2(nf−nf−1)f = 1 ,
z
2(L−nf)
f+1 =
F (z−1
f+1,η
−1,ξ)
F (zf+1,η−1,ξ)
.
(36)
In summary, the eigenvalues of AN can be calculated
as follows: we first fix the position of the obstacles {n}
which should satisfy the first relation in (33). We will
then solve the equations (36) and substitute their solu-
tions in (35) which gives the corresponding eigenvalues.
For each set of {n} one find D{n} eigenvalues.
Now that all of the eigenvalues of the modified Hamil-
tonian (15) are known, we discuss about the smallest one
in the forthcoming section from which the large deviation
function for the total particle current can be calculated.
V. MINIMUM EIGENVALUE OF H˜
It is clear that the minimum eigenvalue of the modified
Hamiltonian H˜ depends on both the microscopic reaction
rates and also λ. For each value of λ there are 2L eigen-
values. This section is divided into two parts. In the first
part we will consider the case λ ≥ 0. The second part is
devoted in the case λ ≤ 0.
A. The case λ ≥ 0
The formula (35) suggests that as λ → +∞ the mini-
mum eigenvalue of H˜ should come from the eigenvalues
of AN with the least number of random walkers, which
is in this case f = 0 i.e. the eigenvalues of A1. Let us
work in the thermodynamic limit L → ∞. In this limit,
A1 has two discrete eigenvalues Λ
(1)
1 and Λ
(2)
1 which can
be calculated by substituting (27) in (24). These two
eigenvalues go to zero as λ→ 0. We have found that for
λ ≥ 0 the minimum eigenvalue of the modified Hamilto-
nian is either Λ
(1)
1 or Λ
(2)
1 of A1 depending on the values
of the microscopic reaction rates ω1 and ω2 and also on
λ. Defining
λc ≡ ln[ (αω1 − βω2)
2 + (α− β)2ω1ω2
(α− β)[(αω1 − βω2)(ω1 + ω2) + αβ(ω2 − ω1)] ]
we bring a summery of the results in the following:
• ω1 > ω2
In this phase, for 0 ≤ λ ≤ λc, we have Λ∗ = Λ(1)1 .
For λ ≥ λc the minimum eigenvalue can be deter-
mined using the left panel of Fig. 2. As can be seen
in the region III (the shaded area) the minimum
eigenvalue is given by Λ
(2)
1 while it is given by Λ
(1)
1
in the regions I and II. The difference between these
regions is related to the asymptotic behavior of the
minimum eigenvalue Λ∗ when λ → +∞ which is
given by
lim
λ→+∞
Λ∗(λ) =


α in region I,
ω1 + ω2 in region II ,
β in region III .
(37)
• ω2 > ω1
In this phase, for 0 ≤ λ ≤ λc, we have Λ∗ = Λ(2)1 .
For λ ≥ λc the minimum eigenvalue can be deter-
mined using the right panel of Fig. 2. As can be
seen in the region I (the shaded area) the minimum
eigenvalue is given by Λ
(1)
1 while it is given by Λ
(2)
1
in the regions II and III. The asymptotic behaviors
of the minimum eigenvalue Λ∗ in different regions
is given by (37).
Using the above description of the minimum eigenvalue
Λ∗ and (16) one can easily reproduce the results in (12).
It is worth mentioning here that the first derivative
of the minimum eigenvalue Λ∗ is not continuous at λc.
This means that the large deviation function for the to-
tal particle current fluctuations, which can be obtained
using (14), is a linear function of J for Ja ≤ J ≤ Jb [6]
I(J) = Λ
(1)
1 (λc)− λcJ = Λ(2)1 (λc)− λcJ (38)
where for ω1 > ω2
Ja =
dΛ
(2)
1
dλ
∣∣∣
λ=λc
and Jb =
dΛ
(1)
1
dλ
∣∣∣
λ=λc
,
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FIG. 2: The minimum eigenvalue of the modified Hamiltonian H˜ for λ > λc is given by different expressions in different regions
(see text).
and that for ω2 > ω1
Ja =
dΛ
(1)
1
dλ
∣∣∣
λ=λc
and Jb =
dΛ
(2)
1
dλ
∣∣∣
λ=λc
.
The minimum eigenvalue of the modified Hamiltonian
for λ ≥ 0 generates, using (14), the large deviation
function for the total particle current fluctuations for
0 ≤ J ≤ 〈J〉.
B. The case λ ≤ 0
For λ ≤ 0 the situation is quite different. Let us first
define Min(ΛN ) as the smallest eigenvalue of AN . We
have found that for a given finite L the minimum eigen-
value of the modified Hamiltonian Λ∗ is given by Λ∗ =
Min(Λ2i−1) for λci ≤ λ ≤ λci−1 in which i = 1, 2, · · · , X
by defining λc0 = 0 and λcX = −∞. Here X is a discrete
parameter which maximizes
X cos(
Xpi
L
) . (39)
and that it can take one of the following values
X =


1, 2, 3, · · · , L+22 for an even L ,
1, 2, 3, · · · , L+12 for an odd L .
(40)
This means that in order to calculate the large devia-
tion function for the total particle current in a system
of length L, we only need to know the minimum eigen-
values of A2i−1’s for i = 1, · · · , X . This has been shown
schematically in Fig. 3. The inset of this figure shows
X as a function of L. For instance, for a system of
length 21 ≤ L ≤ 23 we only need to know Min(Λ1) up
to Min(Λ11). This can be understood as follows. Let us
assume that as λ→ −∞ the minimum eigenvalue of the
modified Hamiltonian is given by Min(Λ2X−1) which can
be obtained from (35) by substituting N = 2X − 1. X
is the number of random walkers which can be obtained
from (40). We are actually looking for the value of X
for which (35) is minimum. One can easily see that as
λ→ −∞ the equations (36) become
z2n11 ≃ 1 ,
z
2(n2−n1)
2 = · · · = z2(nX−1−nX−2)X−1 = 1 ,
z
2(L−nX−1)
X ≃ 1
in which ni’s should satisfy (33). It turns out that these
equations generate the minimum eigenvalue of (35) pro-
vided that the distribution of the obstacles on the lattice
is uniform i.e.
n1 = n2 − n1 = · · · = L− nX−1 ≃ L
X
which means z1 = z2 = · · · = zX = eiθ with θ ≃ XpiL .
It is now clear that for very small and negative values
of λ, (35) takes its minimum value provided that the
expression
X∑
i=1
(zi + z
−1
i ) = 2
X∑
i=1
cos θ = 2X cos(
Xpi
L
)
becomes maximum.
We have not been able to find exact analytical expres-
sions for λci ’s for i = 1, 2, · · · , X−1; however, it is possi-
ble to find λci numerically by solving the following equa-
tion
Min(Λ2i+1)
∣∣∣
λ=λci
= Min(Λ2i−1)
∣∣∣
λ=λci
. (41)
Our exact numerical calculations show that although the
minimum eigenvalue of the modified Hamiltonian Λ∗ is
continuous at λci ’s, its first derivative is not continuous
at these points which results in
I(J) = Min(Λ2i−1)
∣∣∣
λ=λci
− λciJ
= Min(Λ2i+1)
∣∣∣
λ=λci
− λciJ
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FIG. 3: Schematic of the structure of the minimum eigenvalue of the modified Hamiltonian Λ∗ as a function of λ. The inset
shows the maximum number of the random walkers X contributing in the minimum eigenvalue Λ∗ for a given L up to L = 30.
For more information see the text.
for J2i−1 ≤ J ≤ J2i where
J2i−1 =
d
dλ
Min(Λ2i−1)
∣∣∣
λ=λci
,
J2i =
d
dλ
Min(Λ2i+1)
∣∣∣
λ=λci
.
We have also found that, for a given finite L, J2i − J2i−1
decreases as i increases. This will be discussed in the
next section in terms of three examples.
In what follows we will consider the large-L limit which
seems to be much easier to manage. It turns out that for
L >> 1, |λci − λci−1 | for i = 2, · · · , X − 1 drops to zero
as iL−2. On the other hand, it can be shown that in the
thermodynamic limit L→∞ we have
λ∗ ≡ λc1 = λc2 = · · · = λcX−1 ≃ ln
2
√
ω1ω2
ω1 + ω2
.
This means that in the large-L limit, we only need to
work with the minimum eigenvalues of A1 and A2X−1
i.e.
Λ∗ =


Min(Λ1) for λ
∗ ≤ λ ≤ +∞ ,
Min(Λ2X−1) for −∞ ≤ λ ≤ λ∗ .
At λ = λ∗ we have found that
Min(Λ1)
∣∣∣
λ=λ∗
= Min(Λ2X−1)
∣∣∣
λ=λ∗
,
d
dλ
Min(Λ1)
∣∣∣
λ=λ∗
=
d
dλ
Min(Λ2X−1)
∣∣∣
λ=λ∗
(42)
which can be explained as follows. For L >> 1, as λ
approaches to λ∗ from above, we find using (24) that
Min(Λ1)
∣∣∣
λ=λ∗
≃ (ω1 + ω2)(1 − 1
2
(z∗1 + z
∗
1
−1)) (43)
where z∗1 is the real solution of (25) for λ = λ
∗ which is
given byG(η−1, ζ)|λ=λ∗ andG(η, ξ)|λ=λ∗ for ω1 > ω2 and
ω2 > ω1 respectively. On the other hand, as λ approaches
to λ∗ from below we have
Min(Λ2X−1)
∣∣∣
λ=λ∗
≃ (ω1 + ω2)
(
X (44)
−1
2
X∑
i=1
(z∗i + z
∗
i
−1)
)
in which z∗i ’s for i = 1, · · · , X are the solutions of the
equations (36) at λ = λ∗ for f = X − 1. We have nu-
merically checked that for ω1 > ω2 the solutions of (36)
satisfy
z∗1 ≃ G(η−1, ζ)|λ=λ∗ ,
X∑
i=2
(z∗i + z
∗
i
−1) ≃ 2(X − 1)
while for ω2 > ω1
z∗X ≃ G(η, ξ)|λ=λ∗ ,
X−1∑
i=1
(z∗i + z
∗
i
−1) ≃ 2(X − 1) .
Replacing these into (44) and comparing it with (43) con-
firms (42).
For λ << λ∗ and in the large-L limit, Min(Λ2X−1) is
approximately given by
Min(Λ2X−1) ≃ X
(
(ω1 + ω2)− 2√ω1ω2 cos(Xpi
L
)e−λ
)
.
The minimum eigenvalue of the modified Hamiltonian
for λ ≤ 0 generates, using (14), the large deviation func-
tion for the total particle current fluctuations for J ≥ 〈J〉.
In the next section we will check the validity of the
above mentioned results by studying three different ex-
amples.
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FIG. 4: (Color online) The minimum eigenvalue of the modified Hamiltonian Λ∗(λ) as a function of λ (the upper row) and
its corresponding large deviation function for the total particle current I(J) as a function of J (the lower row) for a system
of length L = 5, 7 and 10. In this figure the black dots represent the results of the numerical diagonalization of the modified
Hamiltonian and its Legendre-Fenchel transformation. See inside the text for more details.
VI. EXAMPLES: NUMERICAL RESULTS
In what follows we will discuss three examples in detail.
These examples consist of systems of length L = 5, 7 and
10. Assuming ω1 = 1.5, ω2 = 0.5, α = 2.5 and β = 1,
the results are given in Fig. 4 where we have plotted Λ∗
and its Legendre-Fenchel transformation obtained from
two different approaches. The first approach is the di-
rect diagonalization of H˜ given by (15) and the second
approach is the use of (35) by solving the equations (36).
Note that, according to (12), the average total particle
current in this phase is 〈J〉 ≃ 1.43.
As can be seen in the inset of Fig. 3, for a system of
length L = 5, the minimum eigenvalue of the modified
Hamiltonian Λ∗ is given by Min(Λ1) for −∞ ≤ λ ≤ +∞.
All other eigenvalues of H˜ lie above Min(Λ1). As can be
seen in the first column of Fig. 4 the results of the numeri-
cal diagonalization of H˜ (the black dotted line) lies on the
results of our analytical approach given by (24) (the blue
solid line). This confirms our analytical calculations for
the minimum eigenvalue Λ∗. On the other hand, it can
be seen in Fig. 3 that the Legendre-Fenchel transforma-
tion of the minimum eigenvalue of H˜ obtained from these
two approaches are exactly the same. While Min(Λ1) is
a continuous function of λ, its first derivative is not con-
tinuous at λc = 0.71. As we have already explained, the
large deviation function for the total particle current, as
a function of J , is linear where the first derivative of the
minimum eigenvalue of the modified Hamiltonian is not
continuous. The large deviation function for the total
particle current is a linear function of J for Ja ≤ J ≤ Jb
where Ja = 0.25 and Jb = 0.81.
A system of length L = 7 is brought as the second
example. As we have already explained for λ ≥ λc1
the minimum eigenvalue of the modified Hamiltonian
is given by Λ∗ = Min(Λ1) while for λ ≤ λc1 it is
given by Λ∗ = Min(Λ3). Using (41) we have obtained
λc1 = −0.50. It can be seen in the second column
of Fig. 4 that the minimum eigenvalue of the modified
Hamiltonian obtained from direct diagonalization of H˜
(the black dotted line) lies on Min(Λ1) (the blue solid
line) for λ ≥ λc1 while for λ ≤ λc1 it lies on Min(Λ3)
(the red dashed line). For λ ≤ λc1 the eigenvalue of A3
given by (31) is the minimum one if we choose n1 = 3
in (32). It is also clear that Min(Λ3) lies below Min(Λ1).
The large deviation function for the total particle cur-
rent I(J) is also given in the second column of Fig. 4.
As in the previous example, since the minimum eigen-
value of A1 is not differentiable at λc, the corresponding
Legendre-Fenchel transformation is a linear function of
its argument for Ja ≤ J ≤ Jb. At λ = λc1 the mini-
mum eigenvalue of A1 is equal to the minimum eigen-
value of A3 and, as we explained in the previous section,
Λ∗ is not differentiable at this point. This results in a
linear large deviation function for J1 ≤ J ≤ J2 where
J1 = 2.36 and J2 = 3.67. The large deviation function
in the second column of Fig. 4 has three parts. The first
part for 0 ≤ J ≤ J1 (the blue solid line) comes from the
Legendre-Fenchel transformation of Min(Λ1) for λ ≥ λc1 .
The second part for J1 ≤ J ≤ J2 (the black dotted line)
is a linear function of J . Finally, the third part for J ≥ J2
(the red dashed line) comes form the Legendre-Fenchel
transformation of Min(Λ3) for λ ≤ λc1 . It can be seen
that these lines lie exactly on the results obtained from
Legendre-Fenchel transformation of the minimum eigen-
value of H˜ (the black dotted line).
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Our final example is a system of length L = 10. Ac-
cording to the inset of Fig. 3, we need to know Min(Λ1),
Min(Λ3) and Min(Λ5). The minimum eigenvalue of A1
for λ ≥ λc1 should be obtained numerically using (24)
and (25). For λc2 ≤ λ ≤ λc1 the minimum eigenvalue
of A3 that is Min(Λ3) is given by (31) provided that we
choose n1 = 4 in (32). Finally for λ ≤ λc2 the minimum
eigenvalue of A5 that is Min(Λ5) is given by (35) provided
that we choose n1 = 3 and n2 = 7 in (36). The min-
imum eigenvalue of the modified Hamiltonian obtained
from direct diagonalization of H˜ defined in (15) is plot-
ted in the third column of Fig. 4 as a black dotted line
which lies on Min(Λ1) (the blue solid line) for λ ≥ λc1
while for λc2 ≤ λ ≤ λc1 it lies on Min(Λ3) (the red dashed
line). For λ ≤ λc2 it lies on Min(Λ5) which is plotted as a
black dot-dashed line. Numerical solutions of (41) reveal
that λc1 = −0.27 and λc2 = −1.35. Since Λ∗ is not a
differentiable function of λ at λc, λc1 and λc2 its result-
ing Legendre-Fenchel transformation is a linear function
of J for Ja ≤ J ≤ Jb, J1 ≤ J ≤ J2 and J3 ≤ J ≤ J4
respectively where J3 = 10.50 and J4 = 11.68. As can
be seen in the third column of Fig. 3, the large deviation
function for the total particle current obtained from nu-
merically exact diagonalization of H˜ defined in (15) (the
black dotted line) lies exactly on the Legendre-Fenchel
transformation of Min(Λ1), Min(Λ3) and Min(Λ5) except
where it has a linear behavior. One can also see that
J4 − J3 < J2 − J1. It turns out to be a generic property
that the distance between two consecutive Ji’s decreases
as i increases.
VII. CONCLUDING REMARKS
In this paper we have considered a variant of the
asymmetric zero-temperature Glauber process with open
boundaries and tried to study the total particle cur-
rent fluctuations in this system. It is known that the
steady-state probability distribution vector of the sys-
tem can be written as a linear combination of prod-
uct shock measures with one shock front which per-
forms a biased random walk on the lattice. Using the
same approach we have been able to diagonalize a mod-
ified Hamiltonian whose minimum eigenvalue generates,
through a Legendre-Fenchel transformation, the large de-
viation function for the total particle current fluctuations
in the system. More precisely, we have written the eigen-
vectors of the modified Hamiltonian as a linear combi-
nation of product shock measures with multiple shock
fronts.
Comparing our analytical results with the exact nu-
merical calculations in three different examples, confirm
the correctness of our approach. These examples consist
of the system with three different sizes. In the first exam-
ple the minimum eigenvalue of the modified Hamiltonian
can be obtained by diagonalizing it in an invariant sector
which is constructed by the product shock measures with
a single moving shock front. In order to calculate this
minimum eigenvalue in the second example we need to
diagonalize the modified Hamiltonian in another invari-
ant sectors which is constructed by the product shock
measures with one and two moving shock fronts. In the
third example the minimum eigenvalue of the modified
Hamiltonian should be obtained by diagonalizing it in an
invariant sectors consists of the product shock measures
with one, two and three moving shock fronts.
As we mentioned, the system studied in this paper
is a special variant of the asymmetric zero-temperature
Glauber process introduced in [13]. The reactions in this
process consist of only forward particle hopping. It would
be interesting to investigate the particle current fluctua-
tions in the full process where backward particle hopping
is also included.
Appendix A: Matrix elements of AN and BN
The matrix elements of AN and BN can be obtained
using the following relations for an odd i
〈k′1, n′1, ..., n′i−1, k′i, n′i, ..., n′f , k′f+1|AN |k1, n1, ..., ni−1, ki, ni, ..., nf , kf+1〉 =(
N+1
2 (ω1 + ω2)
)(1−δk1,0)(1−δkf+1,L)(
α+ β + N−32 (ω1 + ω2)
)δk1,0δkf+1,L(1−δN,1)
(
α+ N−12 (ω1 + ω2)
)δk1 ,0(1−δkf+1,L)(
β + N−12 (ω1 + ω2)
)δkf+1,L(1−δk1,0)∏f+1
j=1 δk′j ,kj
∏f
r=1 δn′r ,nr
−
(
(ω1e
−λ)1−δkf+1 ,Lδi,f+1βδkf+1 ,Lδi,f+1δk′
i
,ki−1 + (ω2e
−λ)1−δk1,0δi,1αδk1,0δi,1δk′
i
,ki+1
)∏f+1
j=1,j 6=i δk′j ,kj
∏f
r=1 δn′r ,nr ,
〈k′1, n′1, ..., n′f−1, k′f |BN |k1, n1, ..., ni−1, ki, ni, ..., nf , kf+1〉 =
−
(
(ω1e
−λ)1−δkf+1 ,Lδi,f+1βδkf+1 ,Lδi,f+1δni−1,ki−1
∏i−1
j=1 δkj ,k′j
∏f+1
j=i+1 δkj ,k′j−1
∏i−2
r=1 δnr,n′r
∏f
r=i δnr,n′r−1
+(ω2e
−λ)1−δk1,0δi,1αδk1 ,0δi,1δni,ki+1
∏i−1
j=1 δkj ,k′j
∏f+1
j=i+1 δkj ,k′j−1
∏i−1
r=1 δnr ,n′r
∏f
r=i+1 δnr,n′r−1
)
.
13
These matrix elements are zero for an even i. Appendix B: Matrices A˜1 and A˜2
The matrix representations for A˜1 and A˜2 are
A˜1 =


α+ ω1 + ω2 −ω1e−λ 0 · · · 0 0 0
−ω2e−λ α+ ω1 + ω2 −ω1e−λ · · · 0 0 0
0 −ω2e−λ α+ ω1 + ω2 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · α+ ω1 + ω2 −ω1e−λ 0
0 0 0 · · · −ω2e−λ α+ ω1 + ω2 −β
0 0 0 · · · 0 −ω2e−λ α+ β


,
A˜2 =


2(ω1 + ω2) −ω1e−λ 0 · · · 0 0 0
−ω2e−λ 2(ω1 + ω2) −ω1e−λ · · · 0 0 0
0 −ω2e−λ 2(ω1 + ω2) · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 2(ω1 + ω2) −ω1e−λ 0
0 0 0 · · · −ω2e−λ 2(ω1 + ω2) −β
0 0 0 · · · 0 −ω2e−λ 2(ω1 + ω2)


.
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