Three Essays on Sectoral Change and Unemployment by Sessa, Richard
Clemson University
TigerPrints
All Dissertations Dissertations
5-2018
Three Essays on Sectoral Change and
Unemployment
Richard Sessa
Clemson University, sessa.richard@gmail.com
Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations
This Dissertation is brought to you for free and open access by the Dissertations at TigerPrints. It has been accepted for inclusion in All Dissertations by
an authorized administrator of TigerPrints. For more information, please contact kokeefe@clemson.edu.
Recommended Citation
Sessa, Richard, "Three Essays on Sectoral Change and Unemployment" (2018). All Dissertations. 2108.
https://tigerprints.clemson.edu/all_dissertations/2108
THREE ESSAYS ON SECTORAL CHANGE AND UNEMPLOYMENT 
 
________________________________________________________________  
 
 
A Dissertation 
Presented to 
the Graduate School of 
Clemson University  
 
________________________________________________________________  
 
 
In Partial Fulfillment 
of the Requirements for the Degree 
Doctor of Philosophy 
Economics  
 
________________________________________________________________  
 
 
by 
Richard Alan Sessa 
May 2018  
 
________________________________________________________________  
 
 
Accepted by: 
Dr. Curtis Simon, Committee Chair 
Dr. Scott Baier 
Dr. Michal Jerzmanowski 
Dr. Andrew Hanssen
  
ii 
ABSTRACT 
 
 
The first chapter of this dissertation examines the phenomenon of labor reallocation 
at the level of industry during periods of recession and recovery. Whether permanent shifts of 
industries’ labor demand curves contribute to cyclical unemployment remains a highly 
controversial issue. With a focus on the timing of recessions and recoveries, I evaluate the 
empirical support for two competing explanations of cyclical unemployment: the pure sectoral-
shifts hypothesis and the pure aggregate disturbances hypothesis. Although recessions are considered 
times of low aggregate demand, they also coincide with remarkably large permanent changes 
to the sectoral distribution of labor demand. Strikingly, I show that, for declining sectors, the 
majority of jobs destroyed during a recession are lost permanently and do not reemerged 
during the subsequent economic recovery. This fact contradicts the idea that recessions are 
solely periods of weak aggregate demand. In addition, the observation that employment gains 
in expanding sectors tend to concentrate during economic recoveries casts doubt on a pure 
sectoral-shifts story. The findings suggest that, on their own, these two hypotheses provide 
incomplete explanations for the relatively high unemployment observed after business cycle 
downturns.  
The second chapter builds on the idea of the first by studying the impact of changes 
in local industry labor demand on unemployment transitions. Most research examining the 
relationship between local labor market conditions and unemployment summarize these 
conditions in the form of Bartik’s (1991) index. Such studies overlook an important 
component of local demand conditions, namely, the fortunes in workers’ prior industries. If 
labor is perfectly mobile between sectors, the performance of an unemployed person’s prior 
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industry should not affect their job finding prospects after controlling for local aggregate labor 
demand. In reality, however, jobseekers may face significant economic costs associated with 
switching industries. For example, a worker displaced from automobile manufacturing may 
incur a substantial wage reduction from switching to the retail sector due to the loss of 
industry-specific human capital. To the extent that a worker is tied to their previous line of 
production, it becomes useful to distinguish between labor demand in their prior sector and 
the level of aggregate labor demand within their locale. By combining several U.S. datasets 
spanning the years 2003-2015, I find that a 10-percentage point increase in labor demand 
within an individual’s prior local industry increases the probability of exiting unemployment 
by 2.7-percentage points after controlling for aggregate demand. Moreover, I document that 
the magnitude of this effect increases with a jobseeker’s age and level of educational 
attainment. These findings suggest that jobseekers may be more vulnerable to demand 
conditions in their prior industries than previously appreciated.  
The third chapter, written jointly with Mallika Pung, examines the effect of local labor 
demand shocks on the earnings losses of U.S. displaced workers. Specifically, we ask whether 
changes to local labor demand help explain the magnitude of displacement-related earnings 
losses after controlling for the national business cycle. We combine data from Displaced 
Workers Surveys (DWS) and the Bureau of Economic Analysis (BEA) to construct a novel 
dataset linking displaced workers to measures of local labor demand. Using a generalized 
difference-in-differences approach, our estimates suggest that a one standard deviation 
increase in local labor demand reduces the mean earnings loss associated with job 
displacement by 14 percentage points, after controlling for national business cycle fluctuations. 
Using a quantile regression (QR) approach, we document significant heterogeneity in the 
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effect of predicted demand shocks across the earnings loss distribution. The effect of labor 
demand is strongest in the lower region of the distribution with little or no effect in the upper 
region. In contrast, we find that local labor demand is an important determinant of earnings 
losses across the entire distribution of income. 
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CHAPTER ONE 
SECTORAL LABOR REALLOCATION IN RECESSIONS AND RECOVERIES 
 
 
 
1.1 Introduction  
This paper studies permanent labor reallocation at the level of industry in order to 
better characterize how labor markets adjust to recessionary shocks. Typically, economic 
downturns are periods of relatively high job reallocation (Davis, Faberman, and Haltiwanger 
2012). One explanation for this phenomenon is that recessions are times when firms face 
lower opportunity costs of restructuring and this encourages the destruction of obsolete jobs 
and the creation of novel jobs (Schumpeter 1942; Hall 1991; Caballero and Hammour 1996). 
Whatever the cause, an important question is whether such reallocations permanently alter the 
structure of labor demand across sectors. Even if an economy’s aggregate demand (AD) 
remains constant, permanent sectoral change can still generate temporary unemployment 
when jobseekers are not perfectly mobile between sectors. The view that such mean-
preserving labor reallocation causes cyclical unemployment is known as the pure sectoral-shifts 
hypothesis.  
In contrast, the pure aggregate disturbances hypothesis offers a competing explanation for 
cyclical unemployment. According to this view, recessions are periods in which low aggregate 
demand (AD) contributes to elevated unemployment rates. In other words, joblessness is 
ultimately the result of a change in the level, rather than the structure, of labor demand. This 
does not imply that temporary changes in the distribution of labor demand cannot accompany 
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recessions. Indeed, if (say) automobile manufacturing employment were more sensitive to 
fluctuations in real GDP than (say) healthcare services, we might expect a transitory change in 
the allocation of labor between these two sectors. Some researchers, however, would not 
interpret the associated unemployment as structural since AD is not held constant. Arguably, 
these sectoral shifts in labor demand will be reversed during the recovery in output growth. 
The fact that industries differ in their cyclical sensitivities creates a formidable empirical 
challenge for researchers attempting to determine whether cyclical unemployment is the result 
of weak aggregate demand or permanent sectoral change.   
In this paper, I calculate industry-specific measures of permanent labor reallocation to 
examine the factual basis for these two competing hypotheses. Previous research has focused 
on developing measures of total labor reallocation, free from the influence of aggregate 
demand, for use in unemployment regressions. However, little attention has been given to 
carefully describing sectoral change at the industry level. Following the timing procedure of 
Chodorow-Reich and Wieland (2016), I measure a permanent shift in labor demand as a 
sector’s total employment growth over a recession and recovery cycle. A recovery is defined 
as the number of months following a recessionary employment trough required for total U.S. 
employment to reach its prerecession peak. The recovery period is included in order to “net 
out” any purely transitory components of industry employment growth. Examining sectoral 
change based on the direction of these permanent employment shifts, in lieu of total 
reallocation measures, provides a better understanding of labor market adjustments.  
This empirical exercise reveals a few striking facts about U.S. business cycles. First, 
many sectors experience remarkably large permanent shifts in employment during a typical 
recession-recovery cycle. For example, during the 1990, 2000, and 2008 recession-recovery 
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cycles, durable goods manufacturing employment fell by 9, 17.4, and 12.3 percent, respectively. 
In contrast, leisure and hospitality employment grew by 3.7, 6.9, and 7.5 percent over the same 
periods. Since these shifts are measured at points in time where U.S. total employment levels 
are approximately equal, they also represent significant shifts in sector employment shares. 
Second, for declining sectors, most of the employment lost during recessions is a permanent 
rather than a transitory shift. That is, for declining sectors, most of the jobs destroyed during 
the recession never reappear during the recovery period. The fact that there is little to no 
employment rebound for many industries, even several years after the end of a recession, 
appears at odds with a pure aggregate disturbances explanation.  
In addition, permanent labor reallocation does not seem to reflect a pure sectoral shift. 
While some industries’ employment levels appear to permanently decrease during recessions, 
net employment gains in permanently expanding industries are concentrated in the recoveries. 
Expanding industries tend to experience slower growth during recessions and grow more 
rapidly during the recovery.  
In summary, this study suggests that economic recessions are better characterized as 
periods of relatively low aggregate demand that coincide with large permanent changes in the 
structure of labor demand. This implies that any public policy responses to economic 
recessions that fail to account for sectoral change may fall short of its objectives.  
Related Literature: The question of whether the cyclical unemployment associated 
with recessions is caused by sectoral shifts or by weak aggregate demand remains a 
controversial debate. A large literature documents a positive relationship between sectoral 
change and unemployment. Lilien (1982) measures sectoral change as the dispersion of 
industry employment growth rates, 
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𝜎" = $%𝑥𝑗𝑡𝑋𝑡 (Δ𝑙𝑜𝑔𝑥𝑗𝑡 − Δ𝑙𝑜𝑔𝑋𝑡)2𝐽𝑗=1 4 ,
12
 
 
where 𝑥67 represents employment in industry j in period t. 𝑋7 represents total U.S. employment 
in period t.  
Lilien concludes that, “a substantial fraction of cyclical unemployment is better 
characterized as fluctuations in the ‘frictional’ or ‘natural’ rate...” Abraham and Katz (1986) 
criticize Lilien’s findings by showing that a negative aggregate demand shock could generate a 
positive correlation between  𝜎"  and the unemployment rate. Single-factor business cycle 
models can produce this correlation under the existence of a negative relationship between 
industries’ trend rates of growth and cyclical sensitivity. This critique initiated a wave of 
research that attempts to isolate the effects of sectoral reallocation on labor market outcomes 
after removing the influence of cyclical factors.  
Intra-industry labor reallocation has also received much attention. Davis, Haltiwanger, 
and Schuh (1996) study job reallocation using a longitudinal panel of U.S. manufacturing 
plants. Their evidence suggests that job reallocation, measured as the sum of job creation and 
destruction rates, is strongly countercyclical. They find that job destruction dominates “…the 
cyclical features of aggregate employment.” Davis, Faberman, and Haltiwanger (2006, 2012) 
find similar patterns after extending the analysis to the entire private sector. While these studies 
provide important insights into the cyclicality of job reallocation, they do not directly measure 
long run sectoral shifts.  
More recently, Pilossoph (2013) uses a multisector model to study reallocation with 
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construction and non-construction sectors during the 2007-09 recession. Pilossoph concludes 
that the dispersion of sectoral shocks explained little of the increase in unemployment. Aysegül 
et al. (2012) also use a multisector model to examine the effect of sectoral change during the 
Great Recession. They estimate that industry-level mismatch accounts for 11 percent of the 
increase in unemployment.  
Neumann and Topel (1991) develop a long-run measure of sectoral change designed 
to remove purely transitory changes in employment shares. Simon (2014) estimates regressions 
of state-level unemployment rates on Neumann and Topel’s measure and finds a positive 
relationship after controlling for local demand conditions. These results hold across several 
time periods. Similarly, Bakas et al (2017) conduct a spatial panel data analysis and find a 
positive relationship between an employment dispersion index and state unemployment rates. 
Their findings are robust under alternative measures of labor reallocation and after accounting 
for cross-sectional dependence.  
Closest to my paper is a study by Chodorow-Reich and Wieland (2016), who find local 
labor markets with greater permanent labor reallocation have slower employment recoveries. 
Although I adopt the same timing methodology, my aim is to shed much needed light on 
industry-specific reallocation as opposed to aggregate reallocation. One limitation of 
employment share-based measures of total reallocation is that they do not distinguish between 
employment gains and employment losses. For example, the employment share of 
manufacturing may decrease when other sectors are expanding even if the employment level 
of manufacturing is unchanged. On the other hand, manufacturing’s employment share may 
decrease because the manufacturing sector is contracting. Therefore, this study contributes to 
the literature by providing a complete description of permanent employment shifts at the level 
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of industry.     
The remainder of the paper proceeds as follows. Section 2 describes the data and 
measurement methodology. Section 3 presents the empirical analysis of structural change over 
several U.S. recessions and recoveries. Finally, section 4 concludes.  
 
1.2 Data and Measurement 
This section describes the data and measurement used for quantifying permanent 
sectoral change. For the empirical analysis, I use private sector employment data from the 
Current Employment Statistics (CES) survey provided by the U.S. Bureau of Labor Statistics 
(BLS). These data span the years 1939 to 2016 at the two-digit North American Industry 
Classification System (NAICS) level. Beginning in 1990, these series provide industry 
employment data at the three-digit NAICS level. The BLS surveys approximately 147,000 
businesses and government agencies. Most of the analysis is conducted over the years 1990 to 
2016 in order to take advantage of more detailed industry classifications.  
Labor reallocation refers to long run shifts in the distribution of employment across 
industries. Any measure of secular labor reallocation must account for the potential that these 
shifts in the employment distribution are temporary if the employment levels of some 
industries are more sensitive to the business cycle than others. To address this concern, I 
analyze industry employment levels spanning over a time horizon long enough to allow for 
the possibility of such “cyclical reversals.” In particular, I compare sector employment by using 
the beginning and end of each national recession-recovery cycle, as sectors are likely to be 
similar in terms of their business cycle sensitivity at these two points in time.  
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I define a national recession-recovery cycle as the time interval running from the 
month of the U.S. economy’s prerecession (or recessionary) employment peak to the first 
month in which this peak employment level is exceeded. Chodorow-Reich and Wieland (2016) 
use this business cycle timing approach to develop a measure of total labor reallocation for 
their analysis of local labor market outcomes.  
For recent recessions, the endpoints of these national cycles typically exceed the end 
of an NBER dated recession by at least a year. For example, the 2007-09 recession- recovery 
cycle runs from January 2008 to March 2014. Employment growth over recessions is measured 
from employment peak to trough—though these periods closely correspond to NBER dated 
recessions. Figure 1.1 demonstrates the timing procedure. The results of this timing procedure 
are presented in Table 1.1.  
For a given recession-recovery cycle, I define the permanent employment growth for 
industry j as 
 𝑝𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑡	𝑔𝑟𝑜𝑤𝑡ℎ6,7,7AB = (CD,EFGHCD,E)	CD,E  ,                                      (1) 
 
 
 
where 𝑒6,7 represents the employment level of industry j during the month in which U.S. 
employment reached a prerecession peak, t. k is the duration of the recession-recovery cycle 
in months.  
I define an industry’s recession employment growth as 
 
𝑟𝑒𝑐𝑒𝑠𝑠𝑖𝑜𝑛	𝑔𝑟𝑜𝑤𝑡ℎ6,7,7AL = (CD,EFMHCD,E)	CD,E ,                                        (2) 
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where r is the duration of the recession (measured from peak to trough) in months.  
I define an industry’s recovery employment growth as 
 
    	𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦	𝑔𝑟𝑜𝑤𝑡ℎ6,7AL,7AB = (CD,EFGHCD,EFM)	CD,E .                                      (3) 
 
It should be noted that all growth measures are relative to employment in time 
period t. This allows for a straightforward comparison of employment changes in periods of 
recession and recovery.  
 
1.3 Empirical Analysis 
Before examining the trajectory of industry employment levels, it is helpful to 
understand the nature of the employment changes we might expect to observe in an economy 
consistent with the pure aggregate disturbances hypothesis. Figure 1.2 presents an idealized 
picture of how a “pure aggregate demand shock” should affect the evolution of employment 
levels for two hypothetical industries. The employment path for IND1 represents what might 
happen to an industry with high cyclical sensitivity. As a result of a negative shock to AD, 
IND1 experiences a sharp contraction followed by a quick rebound in employment during the 
recovery period. One might think of this sector as representing manufacturing. IND2 appears 
less sensitive to the aggregate shock and the magnitude of the employment loss is relatively 
small. At the end of the recovery, the allocation of workers across both sectors is equal to the 
initial allocation at the prerecession peak.  
Figures 1.3 and 1.4 show selected declining and expanding industries. For the purposes 
of these graphs, a declining industry exhibits negative permanent employment growth and an 
  
 
9 
expanding industry has positive permanent employment growth. 
It is clear that during the 2007-09 recession, the employment series of the selected 
industries do not appear consistent with a stylized version of an idealized aggregate demand 
shock. Some industries experience large employment losses during the recession that are not 
reversed even several months after the end of the recovery. In contrast, the selected expanding 
industries experience mild employment losses, if at all, and grow quickly during the recovery. 
This graphical evidence hints at the possibility that the 2007-09 recession dramatically altered 
the structure of labor demand across sectors.  
In order to make progress, however, we need to consider the behavior of all industries 
across multiple recessions and recoveries. The 2007-09 Financial Crisis was unusually severe 
relative to other post-1945 recessions. Hence, the patterns of industrial change may not be 
representative of labor market adjustment during a typical business cycle downturn. Next, I 
examine whether permanent sectoral shifts occurred during previous downturns.  
Table 1.2 presents permanent employment growth rates for two-digit NAICS 
industries during each U.S. recession since 1945. Each column represents a recession-recovery 
cycle, with the top row showing the year associated with the economy’s prerecession peak. We 
can see that the pattern of reallocation does not appear to be completely idiosyncratic. Goods 
producing industries are more susceptible to negative structural shifts. Durable Goods 
manufacturing employment permanently contracts in every downturn with the exception of 
1948. Nondurable Goods manufacturing also tends to be a declining industry. The results 
from the Construction industry are mixed. In early recessions, Construction appears to be an 
expanding sector. In more recent recessions, however, construction employment permanently 
declines with the exception of the early 2000s recession. The Information industry declines in 
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each cycle, but the magnitude of the decline is largest for the two most recent recessions.  
The expanding industries tend to be service providing. Leisure and Hospitality, as well 
as Education and Health Services, gain employment over each cycle. Financial and business 
services tend to gain employees. Wholesale and Retail Trade appear to switch from being 
expanding industries to declining industries in the 1980s.  This may reflect shifts away from 
small retailers to large national chains with better inventory management technologies.  
Permanent growth rates, however, do not reveal what proportion of sectoral change 
observed during recessions is permanent as opposed to transitory. Do permanently declining 
industries contract and then recover most of their lost employment? Or do these industries 
also grow at a relatively slow rate during an aggregate recovery? Evidence of “jobless 
recoveries” in declining sectors would be factually inconsistent with a pure aggregate 
disturbances explanation of business cycles in which changes to the structure of labor demand 
are completely transitory.  
To answer these questions, I examine the behavior of industry employment levels over 
recessions and recoveries from 1990-2016. This allows for an analysis of structural change 
using the more detailed 3-digit classification scheme. First, I rank industries according to the 
magnitude of their permanent employment growth. Then I plot employment growth by 
industry over three time periods: recession, recovery, and recession-recovery cycle (i.e. from t 
to t + k). This exercise provides a more complete view of the timing of reallocation.  
Figures 1.5 through 1.13 reveal a few empirical regularities that hold across all three 
recessions. First, permanently declining sectors experience large employment losses with little 
or no employment rebound during the recovery years. Remarkably, a few sectors with large 
permanent employment losses continue to shed workers during the recovery. That is, most of 
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the sectoral reallocation observed during recessions is permanent rather than transitory. 
Second, expanding industries tend to grow at a slower rate during recessions, but most of the 
permanent employment gain is concentrated in the recovery period. This is particularly true in 
the 2007-09 recession. Third, most industries experience structural decline during a recession. 
Employment gains are largely concentrated in relatively smaller number of service providing 
industries.  
It should be noted that these patterns do not contradict the notion that recessions are 
periods of weak aggregate demand. Indeed, aggregate shocks may be the driving force behind 
these sectoral reorganizations. They do show, however, that permanent sectoral reallocation 
is a prominent feature of economic downturns. Other studies (Simon 2014, Chodorow-Reich 
and Wieland 2016) find that long run sectoral reallocation is related to unemployment in 
periods of economic contraction but find little effect during periods of expansion. One 
explanation may be that labor reallocation is “bunched” in recessions, but expansionary 
permanent reallocation occurs at a slower rate. Chodorow-Reich and Wieland (2016) show 
that total sectoral reallocation, expressed as a monthly reallocation rate, is typically higher 
during periods of contraction.  
In order to summarize permanent reallocation by industry type, I divide up sectors 
into the following groups: declining, neutral, and expanding. I define a “declining sector” to 
have a permanent employment loss exceeding 3%; “neutral sectors” have permanent 
employment growth of between -3% and 3%; and “expanding sectors” grow by more than 
3%. I group some sectors into the neutral classification because it is not obvious that a sector 
is experiencing a structural change if growth is “close” to zero. Naturally, such demarcations 
are arbitrary; however, small changes to these cutoffs do not markedly change the findings of 
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this study.  
Figures 1.14 through 1.16 show employment levels (in thousands) summed across all 
industries by sector group. In all three recessions, these graphs show that employment within 
declining industries remains well below prerecession levels at the end of each recovery period. 
This is true even if one extends the recovery month by several months. The recession of 1990 
is unique in that declining sector employment begins to approach its prerecession peak in the 
mid-1990s, but this occurs several years after the recovery period ends. Furthermore, in the 
early 1990s, several manufacturing industries contract during the recession and continue to 
lose employment through the recovery period. 
In order to quantify the proportion of the recessionary job loss that is permanent, I 
take ratios of permanent employment changes to recessionary (peak-to-trough) employment 
changes. Table 1.3 quantifies these sectoral shifts by industry type. Strikingly, we can see from 
the blue cells that all of the employment lost in the declining sectors during the 1990 and 2001 
recessions were permanent as employment levels continued to fall during the recovery periods. 
In the 2007-09 recession, about 73% of the job loss was permanent in nature. This observation 
suggests that a rebound in aggregate demand is not sufficient for reversing the structural 
changes produced during economic downturns. By examining the green cells, we can see that 
most of the job growth in the expanding sectors occurs in recoveries, rather than during 
recessions. Therefore, although there are permanent shifts in labor demand during recessions, 
we should not expect to see job vacancies emerge in the expanding industries appear without 
a significant amount of delay. 
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1.4 Conclusion 
This chapter provides a detailed industry-specific analysis of labor reallocation during 
periods of recession and recovery. Specifically, I follow the timing methodology of Chodorow-
Reich and Wieland (2016) to quantify the magnitude of permanent shifts in the sectoral 
distribution of labor demand that coincide with economic downturns. This exercise reveals 
several important facts about how the U.S. economy adjusts to the business cycle.  
First, I show that for declining sectors, most of the job destruction is permanent rather 
than transitory. It is not my contention that such shifts caused the previous three economic 
recessions, but it is important to document that recessions coincide with large permanent 
changes to the structure of labor markets. Nevertheless, these permanent shifts in labor 
demand are inconsistent with the pure aggregate disturbances hypothesis. Therefore, existing 
research may understate the importance of sectoral change during times of recession. 
Second, the restructuring of employment across industries does not appear to reflect 
the change one might expect from the pure sectoral shifts hypothesis. This is because sectors 
that are destined to expand over a recession-recovery cycle experience the most employment 
growth during the recovery phase. Hence, an increase in job vacancies may be slow to 
materialize in the wake of a recession. These results suggest that both hypotheses may be, on 
their own, inadequate for fully characterizing cyclical unemployment.  
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Table 1.1: National Recession and Recovery Dates. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cycle Date NBER Official Recession Dates Employment Peak Date Employment Trough Date Employment Last-Peak Date Recovery Duration
1943 February 1945-October 1945 Nov-43 Sep-45 Aug-46 11
1948 November 1948-October 1949 Sep-48 Oct-49 Aug-50 10
1953 July 1953-May 1954 Jul-53 Aug-54 Jul-55 11
1957 August 1957-April 1958 Apr-57 Jun-58 Jul-59 13
1960 April 1960-February 1961 Apr-60 Feb-61 Feb-62 12
1970 December 1969-November 1970 Mar-70 Nov-70 Dec-71 13
1974 November 1973-March 1975 Jun-74 Apr-75 Jun-76 14
1980 January 1980-July 1980 Mar-80 Jul-80 Feb-81 7
1981 July 1981-November 1982 Aug-81 Dec-82 Oct-83 10
1990 July 1990-March 1991 Mar-90 Feb-92 Apr-93 14
2000 March 2001-November 2001 Dec-00 Jul-03 May-05 22
2008 December 2007-June 2009 Jan-08 Feb-10 Mar-14 49
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Table 1.2: Permanent Employment Growth by Major Industry and Recession-Recovery 
Cycle. 
 
 
*Manufacturing contains durable goods and nondurable goods. Trade, Transportation, and Utilities (TTU) 
contains Wholesale Trade, Retail Trade, Transportation and Warehousing, and Utilities.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Two-Digit Sector 1945 1948 1953 1957 1960 1969 1973 1980 1981 1990 2000 2008
Mining and Logging 0.1% -6.6% -7.6% -2.8% -9.7% -0.4% 9.9% 9.2% -19.4% -11.7% 3.5% 18.9%
Construction 46.8% 11.2% 10.8% 15.8% -11.7% 11.4% -11.9% -6.8% -3.3% -9.0% 9.8% -18.5%
Manufacturing* -15.1% -0.5% -4.7% -1.6% -1.8% -5.5% -6.2% -3.5% -7.0% -5.9% -17.2% -11.4%
Durable Goods -27.8% 0.3% -6.4% -3.5% -2.8% -7.8% -7.7% -4.5% -8.9% -8.7% -17.5% -12.0%
Nondurable Goods 10.0% -1.6% -2.1% 1.4% -0.4% -1.9% -3.6% -1.8% -4.1% -1.5% -16.6% -10.4%
TTU* 14.7% -0.2% 1.2% 0.9% -2.1% 7.3% 2.6% -0.3% 1.4% -1.5% -4.3% -2.5%
Wholesale Trade 26.4% 0.7% 2.8% 2.6% 1.1% 2.9% 2.4% 0.5% -0.8% -3.4% -2.2% -3.8%
Retail Trade 12.3% 0.3% 3.1% 2.7% -2.7% 12.4% 4.9% -0.2% 3.6% -1.5% -5.2% -2.9%
Transportation and Warehousing - - - - - - -3.3% -2.7% -2.9% 2.0% -3.6% 0.4%
Utilities - - - - - 2.3% -1.1% 2.7% 2.0% -3.5% -7.7% -0.9%
Information 0.0% -0.8% -3.1% -2.0% -2.3% -1.6% -2.8% -1.1% -2.3% -0.8% -17.5% -9.4%
Financial Activities 17.0% 5.7% 8.7% 7.4% 3.9% 6.0% 2.9% 2.6% 2.9% 1.4% 4.0% -4.1%
Professional and Business Services 7.5% 1.9% 3.1% 4.2% 2.4% 2.9% 5.0% 2.1% 4.3% 5.4% 0.0% 5.7%
Education and Health Services 15.8% 3.3% 6.5% 7.2% 5.1% 4.0% 8.0% 3.3% 6.7% 12.6% 13.3% 13.7%
Leisure and Hospitality 12.2% 0.8% 3.8% 3.5% -1.3% 11.0% 5.8% 0.4% 4.6% 6.1% 11.4% 9.9%
Other Services 15.4% 3.5% 6.6% 7.2% 5.0% 4.1% 7.8% 3.2% 6.5% 2.5% 4.3% 1.4%
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Table 1.3: Employment Levels (in thousands) and Shifts by Sector Type (defined according 
to 2000 cycle permanent employment changes) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cycle Industry Type Peak Trough Last-Peak Recession Δ Recovery Δ Permanent Δ (Permanent Δ)/(Recession Δ) (Recovery Δ)/(Permanent Δ)
1990 Declining 32734 30297.6 30190.3 -2436.4 -107.3 -2543.7 1.044 0.04
1990 Neutral 27852.8 27418.3 27854.2 -434.5 435.9 1.4 -0.003 311.36
1990 Expanding 29972.7 31121 32507.6 1148.3 1386.6 2534.9 2.208 0.55
2000 Declining 34956.9 30529.3 30344.1 -4427.6 -185.2 -4612.8 1.042 0.04
2000 Neutral 31279.4 30182.1 31264 -1097.3 1081.9 -15.4 0.014 -70.25
2000 Expanding 32320.1 33336.1 35003.4 1016 1667.3 2683.3 2.641 0.62
2008 Declining 39045.6 32658.9 34392 -6386.7 1733.1 -4653.6 0.729 -0.37
2008 Neutral 27050.7 25150.6 27217.1 -1900.1 2066.5 166.4 -0.088 12.42
2008 Expanding 48779.7 48366.2 53442.5 -413.5 5076.3 4662.8 -11.276 1.09
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Figure 1.1: The Timing Procedure for Identifying Permanent Versus Transitory Shifts in 
Industry Employment. The first vertical reference line at 2008m1 represents the month in 
which U.S. private employment achieves its peak level associated with the 2007-09 recession. 
The second reference line at 2010m2 represents the employment trough. The third reference 
line at 2014m3 is the first month in which employment exceeds its prerecession peak. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
An Application of the Timing Procedure 
 
 
National supersectors with a positive difference are assigned to the “expanding” 
group and supersectors with a negative difference are assigned to the “declining” group. It is 
assumed that !"#!,!!measures the secular change in employment during the cycle that does 
not reflect short-term cyclical sensitivities. By construction, a positive or negative value of !"#!,!! indicates whether a supersector’s employment share increased or decreased over the 
cycle, respectively.  
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Figure 1.2: An Idealized Graph of an Aggregate Demand Shock. IND1 represents an industry 
that has a high sensitivity to the cyclical fluctuations. In contrast, IND2 is an industry that is 
relatively insensitive to a negative AD shock. Assuming AD increases between 2010 and 2011, 
both industries return to their prerecession employment levels at the end of the cycle. This 
simple two-sector model illustrates how the relationship between unemployment and the 
variance of industry growth rates may not be causal. 
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Figure 1.3:  Selected Declining Industries. 
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Figure 1.4:  Selected Expanding Industries. 
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Figure 1.5: 1990 Recession Employment Growth by Industry. Industries are ranked from left 
to right by lowest permanent growth to highest permanent growth.  
 
 
Note: Industries are listed according to their 2012 NAICS code. E.g. n212 is the NAICS three-digit sector 212. 
Sector 8 is utilities.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
  
 
24 
Figure 1.6: 1990 Recovery Employment Growth by Industry. Industries are ranked from left 
to right by lowest permanent growth to highest permanent growth.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
25 
Figure 1.7: 1990 Permanent Employment Growth by Industry. Industries are ranked from left 
to right by lowest permanent growth to highest permanent growth.  
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Figure 1.8: 2001 Recession Employment Growth by Industry. Industries are ranked from left 
to right by lowest permanent growth to highest permanent growth.  
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Figure 1.9: 2001 Recovery Employment Growth by Industry. Industries are ranked from left 
to right by lowest permanent growth to highest permanent growth.  
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Figure 1.10: 2001 Permanent Employment Growth by Industry. Industries are ranked from 
left to right by lowest permanent growth to highest permanent growth.  
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Figure 1.11: 2008 Recession Employment Growth by Industry. Industries are ranked from 
left to right by lowest permanent growth to highest permanent growth.  
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Figure 1.12: 2008 Recovery Employment Growth by Industry. Industries are ranked from 
left to right by lowest permanent growth to highest permanent growth.  
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Figure 1.13: 2008 Permanent Employment Growth by Industry. Industries are ranked from 
left to right by lowest permanent growth to highest permanent growth. 
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Figure 1.14: Employment Levels by Sector Type (1990) 
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Figure 1.15: Employment Levels by Sector Type (2000) 
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Figure 1.16: Employment Levels by Sector Type (2008) 
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CHAPTER TWO 
LOCAL LABOR MARKET CONDITIONS AND THE TRANSITION OUT OF 
UNEMPLOYMENT: THE IMPORTANCE OF PRIOR-INDUSTRY DEMAND 
 
 
 
2.1 Introduction 
Economists have shown that local labor demand shocks have significant consequences 
for labor market outcomes. For example, Holzer (1991) presents evidence suggesting that 
firm-level adjustments to employment and wages are largely explained by fluctuations in local 
labor demand. Blanchard and Katz (1992) describe how adverse state-level employment 
shocks affect unemployment, wages, and migration patterns. Additionally, this strand of 
literature has made apparent the effectiveness of labor demand in reducing joblessness, 
particularly when local unemployment is relatively high (Bartik 2014). These studies, and 
others, typically measure the strength of local aggregate demand using an index developed by 
Bartik (1991), which is equal to the local employment share weighted sum of national industry 
growth rates. In this sense, they show that the job prospects of the unemployed depend on 
the industrial composition of labor demand.   
Implicit in such approaches is the notion that worker fortunes in a locale are 
independent of prior-industry demand, holding constant the level of local aggregate demand 
as measured by the demand index.1 Thus, a worker displaced from, say, the steel industry, is 
                                               
1 A certain amount of heterogeneity is incorporated by estimating models for different demographic groups, or 
constructing demographic-group-specific indexes using demographic-group specific employment shares.  
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presumed to face the same demand conditions as a worker displaced from the retail trade 
industry. However, a substantial literature has arisen demonstrating the importance of firm, 
industry, and occupation-specific human capital. This literature finds that laid off workers who 
find new employment arrangements tend to suffer earnings losses when they switch firms, 
industries, and occupations (Neal 1995). Recent work has also noted the importance of 
industry as more than a proxy for basic skills, as workers often have knowledge about products 
than cannot be transferred to other industries (Poletaev 2008). The notion that workers make 
substantial specific investments over the course of their working lives suggests that jobseekers 
who are fortunate enough to live in a locale with relatively strong labor demand in their prior 
industry may find superior wage offers, and in turn have a reduced incentive for continued 
search.  
This paper sheds new light on the impact of local conditions on worker transitions out 
of unemployment. In particular, I investigate whether otherwise identical jobseekers face 
different probabilities of exiting unemployment depending on the labor demand within their 
previous industries. I test this hypothesis by combining longitudinally linked Current 
Population Survey (CPS) records with employment data from the Bureau of Labor Statistics 
(BLS) covering the years 2003-2015. These data allow me to examine month-ahead labor 
market transitions as a function of local demand conditions, along with a rich set of controls 
for other variables potentially affecting transitions. 
I begin the analysis by presenting a multisector theoretical job search model a la Fallick 
(1993) to illustrate how the influence of prior-industry labor demand could differ from that of 
demand conditions within other industries. Insofar as workers are tied to their previous lines 
of production, they may optimally allocate a significant portion of their search intensity toward 
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their previous industry. Figure 1 shows unemployment outflows calculated as month ahead 
transition rates. Over the years 2003-2015, it is clear that jobseekers are more likely to return 
to their previous industry relative to switching industries. Consequently, labor demand shocks 
within a worker’s prior sector may lead to a disproportionately large change in the likelihood 
of exiting an unemployment spell. In contrast, improved job prospects in other sectors may 
have a relatively small impact on the probability of exiting unemployment.  
In the empirical analysis, I deploy a binary probit model of whether jobseekers exit 
unemployment during the succeeding month as a function of prior-industry employment 
growth while holding local aggregate demand constant. Although I am unable to directly 
measure industry-specific tenure, it is possible to gain insight into the intensity of industrial 
attachment by using age as a proxy for potential experience in a worker’s prior industry. 
Similarly, a worker’s level of educational attainment is likely to be related to their accumulated 
industry-specific human capital. I argue that higher levels of education tend to be investments 
in less general forms of human capital. Therefore, I present separate estimates of the prior-
industry demand effect by age and education. Finally, I consider competing exit risks with a 
multinomial probit model in which workers may return to their prior industry, transition into 
a new industry, or exit the labor force. 
My estimation results suggest that, on average, a 10-percentage point increase in prior-
industry labor demand raises the probability of exiting unemployment by 2.7-percentage 
points after controlling for local conditions. Moreover, the effect of prior-industry labor 
demand increases with age and educational attainment—evidence consistent with the notion 
that older, highly educated workers may possess a relatively large stock of industry-specific 
human capital. Results from the multinomial probit model show that prior-industry demand 
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raises the probability that a worker returns to their most recent industry. The relationship 
between prior-industry demand and switching industries, however, is not statistically 
significant at conventional levels. Finally, I find evidence that improvements in prior-industry 
conditions reduces the probability of exiting the labor force. 
As a robustness check, I construct an instrument using plausibly exogenous variation 
in industry labor demand based on an industry’s employment growth in nearby states. This 
approach allows me to reduce potential endogeneity resulting from labor supply adjustments. 
For example, an increase in employment growth may be a result of state population 
adjustments rather than changes in labor demand. In addition, my procedure also addresses 
the possibility for measurement error in measures of industry employment growth. The 
estimated effects from the 2SLS model are slightly larger than their corresponding LPM 
estimates, but the results are consistent with my main findings.  
This paper contributes to a large literature on the labor market consequences of 
industrial composition. As discussed above, Bartik has provided several studies on the role of 
local demand in reducing unemployment and poverty for different demographic groups 
(Bartik 1991, 1996, 2014). Other researchers have highlighted the relationship between 
industry-level employment dynamics and unemployment. Simon (1988) documents that cities 
with higher industrial diversity, as measured by a Herfindahl index of employment shares, have 
lower rates of frictional unemployment. Neumann and Topel (1991) find that permanent 
changes in labor demand across sectors lead to temporary increases in unemployment. While 
these studies utilize measures of aggregate industrial composition, this article emphasizes the 
importance of jobseekers’ prior local sectors. 
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In addition to contributing to the literature on local labor demand, this paper 
complements the work of Fallick (1993) who examines the role of own- and other-industry 
growth on the industrial mobility of displaced workers. An important difference between our 
studies is that I am able to examine prior-industry demand for all unemployed workers, instead 
of only using displaced workers. In addition, this study’s use of longitudinally linked CPS 
records overcomes potential recall bias, which is often a concern for studies utilizing Displaced 
Workers Survey (DWS) data.    
The remainder of this paper proceeds as follows. Section 2.2 presents a theoretical 
framework that incorporates industry-specific human capital into a job search model. Section 
2.3 describes the data. Section 2.4 develops the statistical models. Section 2.5 presents the 
estimation results. Section 2.6 presents the robustness results. Section 2.7 concludes.  
 
2.2 Theoretical Framework 
When a worker becomes unemployed, they must decide how much effort to allocate 
towards their job search. Most job search models assume the existence of a single sector in 
which individuals’ job prospects are influenced by the level of aggregate demand. This setup, 
however, is clearly inappropriate if one is interested in exploring changes in the industrial 
composition of labor demand. Since many economic models depend on basic job search 
theory, additional empirical work on the relationship between local labor market conditions 
and the unemployment exit hazard appears valuable.   
In this section, I outline a multisector job search model following Fallick (1993) to 
examine the role of prior-industry labor demand on the hazard rate associated with exiting 
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unemployment. I will show that there is a strong theoretical basis upon which to distinguish 
between industry-specific demands. In particular, the labor market conditions within distinct 
industries may not have equivalent effects of the job prospects of the unemployed.  
Consider a simple economy with J industries. When individual i becomes unemployed 
they choose a level of search intensity, 𝑠6P𝑡, 𝑋Q, ℎQ6R ∈ [0,1], to devote to finding a job in industry 
j. In this model, t represents the time period; 𝑋Q is a vector of individual characteristics; and ℎQ6 
is the level of industry-specific human capital for worker i in industry j. It is important to note 
that in my augmented version of Fallick’s model, industry-specific human capital, ℎQ6 , is 
broadly defined to represent a worker’s attachment to their prior industry. Therefore ℎQ6 may 
include items such as preferences for a particular industry or information that gives them an 
advantage in the job search process. The probability of finding an available job offer is given 
by 
 
   σP𝑡, 𝑋Q, ℎQ6R = σ X𝑠6P𝑡, 𝑋Q, ℎQ6RY,                                                             (1) 
 
where σ(⋅) is increasing and concave, with σ(0) = 0	and σ(1) = 1. Therefore, the probability 
of receiving a job offer from industry j in time period t is given by 
 							𝜋Q,6 = 𝛼6P𝑡, 𝑋Q, ℎQ6RσP𝑡, 𝑋Q, ℎQ6R,                                                             (2) 
 
where	𝛼6P𝑡, 𝑋Q, ℎQ6R is the probability of a worker receiving a job offer conditional on 
devoting all of their search effort to industry j, i.e. 𝑠6P𝑡, 𝑋Q, ℎQ6R = 1. The term 𝛼6P𝑡, 𝑋Q, ℎQ6R may 
be thought of as the offer arrival rate within industry j. Finally, let 𝐹6P𝑤6^ P𝑡, 𝑋Q, ℎQ6R, 𝑋Q, ℎQ6R 
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represent the probability of receiving a wage offer of less than the reservation wage rate, 𝑤6^ P𝑡, 𝑋Q, ℎQ6R. 
In this setup, the probability that a jobseeker will transition from unemployment to 
employment in month t  may be written as 
 𝜆Q,6(𝑡) = 𝛼6P𝑡, 𝑋Q, ℎQ6RσP𝑡, 𝑋Q, ℎQ6R`1 − 𝐹6P𝑤6^ P𝑡, 𝑋Q, ℎQ6R, 𝑋Q, ℎQ6Ra.                                (3) 
 
In this model, workers consider their stock of industry-specific human capital, ℎQ6, 
before selecting their optimal level of search intensity. Consider the extreme case where a 
worker chooses to allocate their entire endowment of search effort to their prior industry. If 
this were the case, the above job search model implies that 𝜆Q,B(𝑡) = 0	∀	𝑘 ≠ 𝑗. Hence, 
fluctuations in labor demand for other local industries do not affect the probability of 
reemployment. On the other hand, fluctuations in the employment growth rate of industry j 
affect the hazard function 𝜆Q,6(𝑡) through changes in the wage-offer distribution, 𝐹6 , or the offer 
arrival rate, 𝛼6 .  
 Search theory does not provide a definitive prediction as to the sign of the prior-
industry demand effect on 𝜆Q,6(𝑡) since improving conditions in industry j may also increase 
the individual’s reservation wage rate. However, it seems likely that an individual will choose 
to allocate more search effort to their previous industry if their industry-specific human capital 
improves their employment outcomes. To the extent this is true, the performance of an 
individual’s previous industry may be an important and distinct determinant of their 
unemployment exit probability even after controlling for the effects of aggregate labor 
demand. The rest of this paper is devoted to testing this claim.  
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2.3 Data 
 The U.S. Census Bureau’s Current Population Survey (CPS) provides monthly 
individual-level records on labor force status and the Census industry of most recent 
employment. Although the CPS is not a true panel, the use of longitudinally linked 
observations allows researchers to follow workers for up to a maximum of 16 months. 
Households remaining in the CPS for all rotations are surveyed for four months, ignored for 
eight months, and interviewed for an additional four months. This survey design allows for 
the construction of variables recording month-ahead unemployment transitions. 
Consequently, each individual may appear in my sample for a maximum of 6 months.2  
 A potential concern with using matched CPS data for modeling employment 
transitions is the existence of erroneous longitudinal linkages between individuals. In 
particular, two different individuals may be incorrectly assigned to the same unique 
identification number. I address this problem by removing observations for which there are 
obvious inconsistencies in age, race, or sex over time.3 On the other hand, the CPS has the 
advantage of avoiding recall bias inherent in many panel datasets as respondents are 
interviewed every month (Evans 1995). For example, the DWS requires participants to recall 
events several years prior to the interview date. Another advantage of my dataset is the 
relatively large sample size, which allows for exploring effect heterogeneity across 
demographic groups. 
                                               
2 Month-ahead transitions are available for 3 consecutive months in each of two 4-month rotations. 
3 In particular, an observation is deleted if the respondent reports ages that are greater than two years 
apart.   
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 I restrict my sample to respondents aged 18-64 who are unemployed for at least one 
month. To ensure that industry classification codes are consistent over time, the analysis uses 
data spanning the years 2003-2015—a time period using a common industrial classification 
scheme based on the 2000 Census. In addition, I do not include workers who are considered 
to be self-employed, unpaid family workers, or those serving in the armed forces. Summary 
statistics for the full sample of individuals who experience at least one unemployment spell 
are displayed in the Table 2.1. 
 To estimate the probability that jobseekers exit a spell of unemployment, I further 
restrict the sample to individuals who are unemployed during the current month and have a 
record for labor market status in the following month. The unemployment spells are required 
to be a result of job loss from a private sector employer. Therefore, it is likely that my sample 
is mostly capturing involuntary separations. This choice is made to reduce the number of 
transitions that may be a result of voluntary job-to-job mobility. Table 2.2 presents summary 
statistics for the sample restricted to unemployed person-month observations. 
 Measures of industry-level labor demand are computed using employment data from 
the U.S. Bureau of Labor Statistics (BLS) State and Area Employment survey. CPS data are 
not used to measure industry labor demand as state-industry cell sizes are too small to produce 
reliable estimates. The BLS collects monthly data from a sample of establishments in all 
nonagricultural sectors. Since the employment data are classified according to the 2012 North 
American Industrial Classification System (NAICS), I construct a crosswalk that maps 
individuals in the CPS sample to their corresponding 2-digit NAICS sector. This procedure 
provides a total of 20 industry categories. Although a finer level of industry detail is available 
for the largest states, there are missing data issues for small states. Therefore, my analysis 
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focuses on the 2-digit level of aggregation. Finally, state unemployment rate data come from 
BLS calculations of the official unemployment rate based on monthly CPS records.  
 
2.4 Statistical Models 
 To begin the empirical analysis, I estimate a binary probit model to examine the effect 
of prior-industry and aggregate labor demand on the probability that an individual exits 
unemployment. Each unemployed individual is observed in period t under particular labor 
market conditions that are hypothesized to influence their unemployment status in period t+1. 
This paper models the latent variable 𝑦∗, which represents the propensity to exit a spell of 
unemployment. It is assumed that an individual exits unemployment if 𝑦∗ is strictly positive. 
Formally, the latent variable 𝑦∗ is parameterized as  
 𝑦Q6g7∗ = 𝑿𝒊𝒔𝒕𝜷 + 𝜆𝐷𝐸𝑀𝐴𝑁𝐷6g7 +	𝒁𝒔𝒕𝜶 + 𝜔6 + 𝜙g + 𝜓7 + 𝜈Q6g7                    (4) 
 
and 
 
y	𝑦Q6g7 = 1			if	𝑦Q6g7∗ > 0,𝑦Q6g7 = 0			if	𝑦Q6g7∗ ≤ 0. 
 𝑦Q6g7 is an indicator variable for jobseeker i, in industry j, in state s, at time t. The variable 𝑦Q6g7 
takes a value of unity if a jobseeker exits unemployment, and takes a value of zero otherwise. 
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 The variable 𝐷𝐸𝑀𝐴𝑁𝐷6g7 is the 3-month ahead employment growth rate of a worker’s 
local prior-industry. Hence, the parameter of interest for the analysis is given by	𝜆. The vector 𝑿𝒊𝒔𝒕 contains standard demographic variables: age, age squared, female, married, 
(female)x(married), four education level indicators, white, central city, and citizenship. I allow 
for a flexible baseline hazard by including 20 month-of-unemployment indicators. Few 
workers are unemployed for a period exceeding 20 months. 
In my preferred specification, the vector 𝒁𝒔𝒕 includes the monthly unemployment rate 
and 3-month ahead employment growth rate for state s in month t.  In an alternative 
specification, I use the Bartik index to control for local labor demand. The Bartik index is a 
local employment share weighted sum of national industry employment growth rates. 
Effectively, this index predicts local area employment growth by using differences in industrial 
composition across states. Since the Bartik index excludes own-state employment, it is a 
plausibly exogenous shifter of labor demand. Following the literature, I compute the Bartik 
index as  
 
𝐵𝐴𝑅𝑇𝐼𝐾g,7 =%𝜃6,g,7𝑔6,Hg,76  
 ∑ 𝜃6,g,7 = 16 . 
 
 
 
The variable 𝜃6,g,7 is the employment share of industry j, in state s, during month t. The 
variable 𝑔6,Hg,7 is the 3-month ahead national employment growth rate of industry j, excluding 
employment in state s, during month t. Due to data restrictions on smaller state industries, I 
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am limited to using 38 states when including this control into any statistical model. For other 
specifications, I include all 48 contiguous states plus D.C.  
The terms 𝜔6 , 𝜙g, and 𝜓7 are industry, state, and date (month-year) indicators, 
respectively. The variable 𝜈Q6g7 is an error term following a normal distribution with mean zero 
and standard deviation, σ. The probability that a jobseeker exits a spell of unemployment is 
given by 
 𝑃𝑟𝑜𝑏P𝑦Q6g7 = 1		𝛄) = 𝚽X𝜸𝜽 Y                                           (5) 
 
where 𝛄 represents a vector of all covariates included in the probability model. 𝚽(∙) is the 
normal distribution function. The object 𝜽 represents a vector of parameters, and σ is 
normalized to unity. 
 Although estimation of binary probit models provides the main results of the paper, 
the estimates do not reveal where unemployed workers wind up following a job separation. 
For example, some jobseekers may be reemployed in their prior industries, while others may 
exit the labor force entirely. Consequently, I also estimate a multinomial probit model (MNP) 
to account for four possible alternatives: unemployment, prior-industry reemployment, other-
industry reemployment, and labor force exits.  
 The MNP model is estimated using a latent variable analogue to equation (4). Formally, 
I specify the latent variable as  
 𝑦Q6g7∗ = 𝑿𝒊𝒔𝒕𝜷𝒎 + 𝜆𝐷𝐸𝑀𝐴𝑁𝐷6g7 +	𝒁𝒔𝒕𝜶𝒎 + 𝜔6 + 𝜙g + 𝜓7 + 𝜈Q6g7 .              (6) 
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In this setting, the latent variable 𝑦Q6g7∗  is specific to alternative m. In addition, the MNP model 
assumes that the errors, 𝜈Q6g7, follow a multivariate normal distribution and may be correlated 
across alternatives. The main advantage of the MNP model is its relaxation of the 
independence of irrelevant alternatives (IIA) assumption imposed by other discrete choice 
models. For example, the popular multinomial logit (MNL) model assumes that the outcomes 
are independent, which is likely to be inappropriate in the context of labor market transitions. 
 
2.5 Estimation Results 
2.5.1 Binary Choice Models 
 I report average marginal effects (AME) from the binary probit model in Table 2.4. In 
model (1), I control for both the unemployment rate and actual state employment growth. As 
an alternative specification, I estimate model (2) and include the commonly used Bartik index 
as a measure of local labor demand. It is clear that there is a positive and statistically significant 
relationship between prior-industry demand and the predicted probability of exiting 
unemployment. In particular, a 10-percentage point increase in my measure of prior-industry 
labor demand increases the probability of exiting unemployment by about 2.7-percentage 
points. In any given month, the probability that a jobseeker transitions out of unemployment 
in the following month is 0.36. To give a sense of the estimated magnitude, a one standard 
deviation increase, about 0.064, in prior-industry demand increases the predicted probability 
of an unemployment exit by about 1.7 percentage points.  
 It is important to note that during the 2007-09 Great Recession, there were substantial 
differences in industry employment growth rates depending on the output of the sector. Table 
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2.3 shows means and standard deviations of 3-month employment growth rates for state-level 
industries. It is clear that some industries such as utilities are not particular volatile in terms of 
employment growth. On the other hand, the construction industry’s growth rate has a standard 
deviation of around 10 percentage points. In addition, recessions appear to reduce 
employment in goods producing industries more severely relative to service providing 
industries. At the state-level, some Construction and Manufacturing sectors experienced 3-
month employment declines well in excess of 10%. In contrast, a few local industries within 
the Health Care and Social Assistance exhibited growth rates exceeding 10%. These estimation 
results, when considered in the context of economic downturns, provide insight on the 
potentially severe labor market consequences of large-scale job destruction concentrated 
within particular industries.  
 Turning to the standard demographic variables, we can see that all categories of 
education have negative effects relative to the omitted education category of Less Than High 
School. Living in a central city has a small negative effect on exiting unemployment; however, 
it is not statistically significant at conventional levels. Finally, being a U.S. citizen has a large 
negative impact on leaving unemployment relative to jobseekers without U.S. citizenship.  
 To ensure that the relationship between prior-industry demand and the transition out 
of unemployment is not merely a result of aggregate business cycle fluctuations, the 
specification includes several controls to account for shifts in local aggregate demand. 
Although local unemployment and employment growth rates influence unemployment 
transitions, the inclusion of these covariates does little to affect the estimated coefficient on 
prior-industry demand. This finding is noteworthy because workers who are displaced in two 
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different labor markets with similar levels of aggregate demand may experience significant 
disparities in job finding rates depending on the state of their previous industry.  
 While the initial results are revealing, it is unclear how shifts in industry demand affect 
different groups of workers. To the extent that industry-specific human capital is driving the 
relationship of interest, we might expect older workers with more potential industry 
experience to be particularly sensitive to the demand conditions within their previous sector. 
At the extreme, prior-industry demand may have little effect on the youngest workers who 
possess limited industry experience. Intuitively, there may be less of a penalty for switching 
industries if a worker is relatively inexperienced.  
 Marginal effect estimates at sample means from the probit specification for different 
age groups are reported in Table 2.5. The results from estimating the model across different 
age groups are striking. For the youngest job seekers, ages 18-24, the effect of prior-industry 
demand on the probability of exiting unemployment is small and statistically insignificant. 
However, the estimates marginal effect increases with age—with the exception of the 45-54 
age group which is similar in magnitude to the 35-44 age group. The oldest jobseekers are the 
most sensitive to fluctuations in industry demand. For jobseekers 55-64 years old, a 10-
percentage point increase in demand is associated with an increased exit probability of 3.8 
percentage points, a significant difference relative to the youngest job seekers. 
 In terms of formal training, workers with higher levels of education may be more likely 
to have knowledge and skills tied to a particular field. With few exceptions, individuals with 
high school as their highest level of education are likely to have accumulated general human 
capital that prepares them to specialize in various industries. On the other hand, workers with 
a bachelor’s or graduate degree specialize in a major field of study that may be better suited to 
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a single industry. Therefore, we might expect more specialized workers to be particularly 
sensitive to industry demand shocks. 
 Table 2.6 presents marginal effect estimates for major education group subsamples. 
There is little difference in the own-industry effects for jobseekers with some college or less. 
This is consistent with an environment in which high schools and two-year education 
programs may be more focused on training workers with general skills. In marked contrast, I 
find a larger effect for college educated (BA or higher) jobseekers, with graduate degree 
holders having the highest estimated AME. For individuals with a graduate degree, a 10-
percentage point increase in own-industry demand increases the probability of exiting 
unemployment by 4.2 percentage points. Due to the imprecision associated with the estimates, 
only graduate degree holders and those with less than high school have significant differences 
in demand effects. 
 My results add a new dimension to previous work on the interaction between 
education and unemployment. There is strong evidence that highly educated workers suffer a 
lower risk of unemployment and that additional education increases the rate of reemployment 
(Mincer 1991; Riddell and Song 2011). Interestingly, my findings suggest that conditional on 
becoming unemployed, highly educated workers may be more vulnerable to industry-level 
demand shocks. Therefore, although additional education reduces the overall risk of 
unemployment, it may also make workers more dependent on their chosen industry for 
employment opportunities. This seems to be a promising avenue for future research.  
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2.5.2 Multinomial Probit (MNP) Models 
 Results from the MNP model are presented in Table 2.8. I report the estimated 
marginal effects of prior-industry demand at sample means for each type of unemployment 
transition: unemployment, prior-industry, other-industry, and not in labor force. The base 
outcome for the model is that the jobseeker remains in unemployment during the next month. 
In addition, estimates of the unconditional transition probabilities are provided in Table 2.9. 
 The largest marginal effect is with respect to reemployment in one’s prior-industry. It 
is useful to compare the marginal effect estimates to the unconditional transition probabilities. 
In particular, the probability of an unemployed individual returning to their previous industry 
is 0.12. And according to the MNP estimates, a 10-percentage point increase in own-industry 
labor demand raises the probability of own-industry reemployment by 0.025. Therefore, the 
demand effect appears to be one of an economically meaningful magnitude—especially 
considering the sharp reductions in local industry employment that are typically seen during 
recessionary episodes. 
 The impact of previous industry demand on the probability of becoming reemployed 
in a different industry is close to zero. This implies that most of the change in terms of the 
unemployment exit hazard is due to individuals returning to their old industries rather than 
joining other, possibly related, industries. This result is surprising because deteriorating 
conditions in a worker’s prior industry might lead them to search for work in other sectors. 
The fact that there is little evidence of such substitution suggests that workers have strong 
attachments to their chosen industries. 
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Finally, stronger labor demand in a jobseeker’s prior industry reduces the probability 
of exiting the labor force. A 10-percentage point increase in prior-industry demand reduces 
the probability of a labor force exit by 0.5 percentage points on a base of 14.3 percent. 
Therefore, considering the distribution of labor demand across industries, in addition to 
aggregate demand, may help explain why some individuals stop looking for work following a 
separation.  
 
2.6 Robustness Checks 
 Studies examining the impact of local shocks often use different measures of local 
labor demand. So far, the results have been estimated using the 3-month employment growth 
rate of a worker’s previous local industry. One potential issue is that the level of employment 
is an equilibrium quantity that is influenced by labor demand and labor supply. Consequently, 
it is possible that some of the estimated relationship is due to shifts in the supply of workers 
to an industry. In addition, if there is measurement error in the employment growth rates 
within particular sectors it is possible that my estimated marginal effects are biased towards 
zero. Using a valid instrumental variables approach can help address both of these concerns. 
 It is useful to consider an alternative measure designed to capture exogenous shocks 
to local industry labor demand. I develop an instrument that predicts the growth rate of a 
worker’s previous industry based on employment changes in the same industry for other states 
within the same region. 
Formally, my instrument for labor demand is defined as 
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𝐷𝐸𝑀𝐴𝑁𝐷 6,g,7 = ∑ 𝑒𝑗,𝑖,𝑡+3𝑖∈𝑅−𝑠∑ 𝑒𝑗,𝑖,𝑡	𝑖∈𝑅−𝑠 − 1                                            (7) 
 
where 𝑒6,Q,7 is the total employment level in industry j, in state s, during month t. 𝑅Hg is the 
Census region for state s that excludes state s. 
 By construction, the labor demand instrument is not affected by changes in own-state 
population or labor supply adjustments. Moreover, it is assumed that employment growth for 
an industry within the same Census region is, in part, driven by a common factor. Therefore, 
we can think of the instrument as capturing exogenous shifts in labor demand for industry j 
in state s at month t.  
 I estimate a 2SLS version of equation (4) by instrumenting for the 3-month ahead 
prior-industry employment growth rate. The 2SLS estimates for the full sample and by age 
group are displayed in Table 2.13. For comparisons, I provide LPM estimates without 
instruments in Tables 2.11 and 2.12. The estimated coefficient on Prior-Industry Demand is 
0.332, somewhat larger than the OLS estimate of 0.283. We can observe the same positive 
relationship between age and the magnitude of the own-industry effect. The 2SLS coefficients 
are of slightly larger magnitude across all age groups relative to OLS, but they agree with the 
main findings in the previous section. Table 2.14 presents the 2SLS results for five levels of 
educational attainment. The magnitude of the prior-industry demand effect is smaller for 
jobseekers with lower levels of educational attainment. 
 Unlike the OLS results, however, the estimated coefficient is higher for high school 
graduates and those with some college relative to individuals with less than a high school 
education. Once again, we can see that those with a bachelor’s degree or higher appear most 
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sensitive to own-industry demand shocks. This is particularly the case for jobseekers with 
graduate degrees. For graduate degree holders, a 10-percentage point increase in prior-industry 
demand increases the probability of exiting unemployment by 7.18 percentage points.  
 These findings provide additional evidence for the importance of industry-specific 
labor demand in terms of worker transitions. Given that the predicted employment growth 
rate cannot be influenced by labor supply adjustments in a jobseeker’s own-state, I conclude 
that the effects captured in the benchmark OLS and probit models are largely a result of 
demand side forces. Additionally, it is worth noting that OLS estimates may slightly 
underestimate the magnitude of the industry demand effects. 
 
2.7 Conclusion 
The existing labor literature firmly establishes relationship between local labor demand 
shocks and labor market outcomes. In particular, numerous studies have examined how 
aggregate shocks affect employment and unemployment within state labor markets. 
Unfortunately, evidence on the impacts of such aggregate fluctuations does not tell us about 
the importance of industry-level demand conditions. This is important because two workers 
displaced from labor markets with identical levels of aggregate demand may face stark 
differences in job search outcomes. In this article, I distinguish between local own-industry 
demand and aggregate demand as two forces capable of explaining the likelihood of exiting 
unemployment. Indeed, I find that own-industry demand is an economically significant 
determinant of unemployment transitions and for some workers may be as important as the 
level of aggregate demand.    
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Workers who become separated from industries with relatively low labor demand are 
less likely to exit unemployment even after accounting for time-varying state labor market 
conditions. On average, a 10-percentage point increase in own-industry demand reduces the 
probability of exiting unemployment in the following month by 2.7-percentage points. This 
point estimate, however, hides a large degree of heterogeneity in the impact of demand on 
different groups of workers. My analysis reveals that older workers are the most vulnerable to 
own-industry demand shocks. For example, the estimated marginal effect of a 10-percentage 
point industry demand shock on the unemployment exit probability is 3.8 percentage points 
for workers 55-64 years of age. Furthermore, there is some evidence that the most educated 
workers are more vulnerable to prior-industry demand fluctuations relative to those without a 
high school diploma. 
These estimates are consistent with an explanation in which workers accumulate 
industry-specific skills and knowledge that in turn make them more sensitive to the demand 
conditions prevailing within their previous sectors. It is important to note that I do not claim 
that these effects are solely driven by human capital accumulation as I do not directly measure 
industry tenure. Nevertheless, it is reasonable to expect that if industry-specific human capital 
increases with age and education that workers may be more sensitive to own-industry demand 
shocks.  The results of my MNP model show that these effects are primarily explained by 
increasing the likelihood that an unemployed worker returns to her former industry. The MNP 
results also suggest that better own-industry conditions may encourage the unemployed to 
continue searching for work. 
In addition to the primary findings, I follow a more conventional approach of using a 
Bartik style instrument to identify the effects of exogenous shocks to industry labor demand. 
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The estimated marginal effects from the 2SLS procedure are consistent with the effects 
estimated using the LPM specifications. In most cases, the 2SLS estimated marginal effects 
were only slightly larger relative to the LPM results. These slight differences may reveal either 
attenuation bias from measurement error in the industry growth covariate or they may reflect 
the influence of local labor supply adjustments. The precise source of these deviations is 
beyond the scope of this paper.   
The results show that the distribution of local labor demand, rather than solely the 
level of aggregate demand, is a significant factor in explaining unemployment transitions. More 
importantly, as discussed above these effects differ markedly by age and level of educational 
attainment. In terms of policy, my analysis suggests the importance of accounting for industry-
specific demand in addition to overall local economic conditions. This paper, however, does 
not take up a cost-benefit analysis of such policies. Finally, more evidence on how own-
industry demand effects other labor market outcomes seems to be a promising avenue for 
future work.  
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Table 2.1: Summary Statistics for the Respondents Experiencing at Least One Month of 
Unemployment 
 
Variable Obs. Mean Std. Dev. Min Max 
        
Employed  1,353,484  0.372 0.483369 0 1 
Unemployed  1,353,484  0.375 0.48425 0 1 
NILF  1,353,484  0.252 0.434386 0 1 
Age  1,353,484  35.856 13.31564 18 64 
Female  1,353,484  0.477 0.499455 0 1 
Married  1,353,484  0.384 0.486307 0 1 
Female*Married  1,353,484  0.194 0.395713 0 1 
White  1,353,484  0.733 0.442606 0 1 
LTHS  1,353,484  0.174 0.379332 0 1 
HS  1,353,484  0.352 0.477514 0 1 
SC  1,353,484  0.303 0.459737 0 1 
BA  1,353,484  0.126 0.332312 0 1 
GD  1,353,484  0.044 0.205463 0 1 
Central  1,353,484  0.303 0.459427 0 1 
Citizenship  1,353,484  0.898 0.302241 0 1 
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Table 2.2: Sample of Unemployed Individuals with Month-Ahead Labor Market Information 
 
Variable Obs. Mean Std. Dev. Min Max 
        
Exit Next Month? 168753 0.354 0.478221 0 1 
Age 168753 40.201 12.45436 18 64 
Female 168753 0.397 0.489252 0 1 
Married 168753 0.449 0.497357 0 1 
Female*Married 168753 0.173 0.378234 0 1 
White 168753 0.756 0.4295 0 1 
LTHS 168753 0.150 0.357489 0 1 
HS 168753 0.385 0.486695 0 1 
SC 168753 0.285 0.451324 0 1 
BA 168753 0.133 0.339938 0 1 
GS 168753 0.046 0.20952 0 1 
Central 168753 0.289 0.453438 0 1 
Citizen 168753 0.915 0.278839 0 1 
Months Unemployed 168753 6.439 7.23637 0 28.933 
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Table 2.3: Descriptive Statistics for State-Level Industries from 2003-2015 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Industry Name Mean 3-Month Employment Growth Rate Std. Dev. Frequency
Mining 0.0061 0.0783 1,264
Construction 0.0059 0.0969 7,426
Durable Goods -0.0029 0.0211 7,584
Nondurable Goods -0.0024 0.0236 7,584
Wholesale Trade 0.0010 0.0153 7,742
Retail Trade 0.0018 0.0322 7,742
Utilities -0.0005 0.0184 6,320
Transportation and Warehousing 0.0037 0.0330 6,782
Information -0.0037 0.0213 7,742
Finance and Insurance 0.0008 0.0101 7,426
Real Estate and Rental and Leasing 0.0016 0.0346 7,268
Professional, Scientific, and Technical Services 0.0052 0.0180 7,426
Management of Companies and Enterprises 0.0065 0.0225 6,892
Admin., Support, Waste Management, and Remediation 0.0066 0.0588 7,426
Educational Services 0.0129 0.1203 7,742
Health Care and Social Assistance 0.0056 0.0081 7,742
Arts, Entertainment, and Recreation 0.0214 0.1838 7,426
Accommodation and Food Services 0.0069 0.0641 7,426
Other Services 0.0018 0.0208 7,742
Government 0.0027 0.0583 7,742
All Industries 0.0040 0.0637 142,444
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Table 2.4: Binary Probit Model Estimation Results 
 
 
 
 
 
 
Dep. Var.: Exit Next Month?   
Covariates Model 1 Model 2 
   
Prior-Industry Demand 0.267*** 0.286*** 
 (0.0219) (0.0231) 
Age -0.0120*** -0.0120*** 
 (0.000844) (0.000894) 
Age_sq 0.000122*** 0.000122*** 
 (0.0000105) (0.0000112) 
Female 0.0186*** 0.0190*** 
 (0.00309) (0.0030361) 
Female x Married 0.0337*** 0.0351*** 
 (0.00441) (0.0046405) 
Married 0.00899*** 0.00751** 
 (0.00346) (0.0036872) 
White 0.00780** 0.00697** 
 (0.00328) (0.00331) 
Central -0.000917 -0.000818 
 (0.00403) (0.00426) 
Citizenship -0.0762*** -0.0777*** 
 (0.00702) (0.00727) 
HS -0.0217*** -0.0229*** 
 (0.00310) (0.00329) 
SC -0.0250*** -0.0267*** 
 (0.00329) (0.00339) 
BA -0.0484*** -0.0520*** 
 (0.00450) (0.00449) 
GD -0.0548*** -0.0592*** 
 (0.00741) (0.00684) 
UR -0.0155***  
 (0.00199)  
Local Demand 0.258*  
 (0.157)  
Bartik Index  -0.431 
  (0.459) 
State FE? Yes Yes 
Time FE? Yes Yes 
Industry FE? Yes Yes 
Flexible Baseline Hazard? Yes Yes 
   
Observations 162,322 143,830 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.5: Binary Probit Model Results by Age Group 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dep. Var.: Exit Next Month?      
Covariates 18-24 25-34 35-44 45-54 55-64 
      
Prior-Industry Demand 0.0763 0.234*** 0.296*** 0.276*** 0.375*** 
 (0.0550) (0.0462) (0.0477) (0.0436) (0.0521) 
UR -0.0182*** -0.0152*** -0.0147*** -0.0170*** -0.0127*** 
 (0.00392) (0.00237) (0.00386) (0.00337) (0.00330) 
Local Demand 0.475 0.336 0.372 0.187 0.0875 
 (0.346) (0.313) (0.252) (0.306) (0.224) 
      
Observations 20,086 35,897 38,063 41,160 27,116 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
Dep. Var.: Exit Next Month?      
Covariates 18-24 25-34 35-44 45-54 55-64 
      
Prior-Industry Demand 0.0431 0.253*** 0.344*** 0.290*** 0.388*** 
 (0.0526) (0.0476) (0.0505) (0.0497) (0.0550) 
Bartik Index 0.427 -0.728 -1.862** -0.00539 0.245 
 (0.992) (0.779) (0.835) (1.0206) (1.0628) 
      
Observations 17,610 31,673 33,744 36,694 24,109 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.6: Binary Probit Model Results by Education Level 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dep. Var.: Exit Next Month?      
Covariates LTHS HS SC BA GD 
      
Prior-Industry Demand 0.246*** 0.219*** 0.230*** 0.322*** 0.421*** 
 (0.0598) (0.0331) (0.0522) (0.0624) (0.0754) 
UR -0.0186*** -0.0182*** -0.0105*** -0.0135*** -0.0275*** 
 (0.00432) (0.00230) (0.00313) (0.00380) (0.00699) 
Local Demand 0.289 0.627*** 0.121 -0.175 -0.104 
 (0.391) (0.233) (0.222) (0.393) (0.497) 
      
Observations 23,730 63,101 46,250 21,646 7,595 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
Dep. Var.: Exit Next Month?      
Covariates LTHS HS SC BA GD 
      
Prior-Industry Demand 0.274*** 0.268*** 0.215*** 0.344*** 0.394*** 
 (0.0565) (0.0424) (0.0555) (0.0652) (0.0812) 
Bartik Index -1.419 -0.143 -0.476 -0.818 0.714 
 (0.890) (0.577) (0.725) (2.377) (2.583) 
      
Observations 20,821 55,406 41,377 19,499 6,727 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.7: Unemployment Exit Rates by Education Group 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Education Level Mean(Exit Next Month?) Std. Dev. Freq.
LTHS 0.404 0.49061 24415
HS 0.359 0.47968 64678
SC 0.351 0.47726 47087
BA 0.319 0.46627 21894
GD 0.336 0.47236 7673
Total 0.357 0.47910 165747
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Table 2.8: Multinomial Probit Model (MNP) Results by Transition Type 
 
 
Table reports robust standard errors (clustered by state) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Outcome Next Month Average Marginal Effect Standard Error P-value 95% CI Lower Bound 95% CI Upper Bound
Unemployment -0.183 0.0224 0 -0.227 -0.139
Prior-Industry 0.248 0.0148 0 0.219 0.277
Other-Industry -0.0129 0.0107 0.228 -0.0339 0.008
Not in Labor Force -0.0526 0.0169 0.002 -0.0857 -0.0194
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Table 2.9: Transition Probabilities for Unemployed Workers in Sample 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Outcome	Next	Month? Observations Mean	of	Outcome	Variable Standard	Deviation
Unemployed 165,747 0.647 0.478
Prior-Industry 165,747 0.119 0.323
Other-Industry 165,747 0.093 0.290
Not	in	Labor	Force 165,747 0.143 0.350
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Table 2.10: First Stage Estimates 
 
 
 
Dep. Var.: Prior-Industry Demand  
Covariates First Stage 
  
Predicted Growth 0.984*** 
 (0.0145) 
Age 4.23e-05 
 (6.91e-05) 
Age Squared -5.37e-07 
 (7.85e-07) 
Female -0.000409 
 (0.000236) 
Female*Married 0.000748** 
 (0.000266) 
Married -8.42e-05 
 (0.000235) 
White -0.000403 
 (0.000347) 
Central -0.000160 
 (0.000220) 
Citizenship 0.000578 
 (0.000461) 
HS 0.000244 
 (0.000144) 
SC -0.000415 
 (0.000405) 
BA -0.000166 
 (0.000396) 
GD -0.000393 
 (0.000519) 
UR 0.00142 
 (0.00229) 
UR Squared -0.000144 
 (0.000273) 
UR Cubed 6.99e-06 
 (1.19e-05) 
Local Demand 0.926*** 
 (0.224) 
Local Demand Squared 2.855 
 (1.700) 
Local Demand Cubed 78.38 
 (61.53) 
State FE? Yes. 
Time FE? Yes. 
Industry FE? Yes. 
Flexible Baseline Hazard? Yes. 
Constant -0.0272** 
 (0.0112) 
  
Observations 162,298 
R-squared 0.786 
Robust standard errors in parentheses (clustered by industry) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.11: LPM Estimates by Age Group 
 
 
 
 
 
 
 
 
 
 
 
 
Dep. Var.: Exit Next Month? (1) (2) (3) (4) (5) (6) 
Covariates Full Sample 18-24 25-34 35-44 45-54 55-64 
       
Prior-Industry Demand 0.283*** 0.0773 0.244*** 0.312*** 0.299*** 0.411*** 
 (0.0228) (0.0547) (0.0477) (0.0495) (0.0454) (0.0545) 
Age -0.0126*** -0.187*** -0.0305* -0.0416 0.0316 -0.150*** 
 (0.000864) (0.0449) (0.0172) (0.0288) (0.0293) (0.0462) 
Age Squared 0.000128*** 0.00399*** 0.000451 0.000513 -0.000330 0.00132*** 
 (1.07e-05) (0.00106) (0.000288) (0.000365) (0.000295) (0.000392) 
Female 0.0184*** 0.0313*** 0.0172*** 0.0201** 0.0122* 0.000154 
 (0.00308) (0.00817) (0.00599) (0.00827) (0.00671) (0.00899) 
Female x Married 0.0342*** 0.0401* 0.0405*** 0.0409*** 0.0432*** 0.0359*** 
 (0.00447) (0.0221) (0.0104) (0.00984) (0.00810) (0.0108) 
Married 0.00929*** -0.0227 0.00821 0.0152* -0.00364 0.0209** 
 (0.00338) (0.0156) (0.00735) (0.00767) (0.00605) (0.00948) 
White 0.00846** 0.0393*** 0.0130** -0.000953 -0.00311 -0.00164 
 (0.00319) (0.00886) (0.00589) (0.00568) (0.00538) (0.0121) 
Central -0.00100 0.0106 -0.00494 -0.00439 0.00117 0.000422 
 (0.00403) (0.00919) (0.00795) (0.00533) (0.00719) (0.00840) 
Citizenship -0.0795*** -0.126*** -0.104*** -0.0704*** -0.0552*** -0.0523*** 
 (0.00768) (0.0167) (0.0144) (0.00833) (0.0147) (0.0175) 
HS -0.0225*** -0.00529 -0.0203** -0.0231** -0.0339*** -0.0221 
 (0.00321) (0.00676) (0.00923) (0.00879) (0.00753) (0.0132) 
SC -0.0255*** 0.0467*** -0.0153* -0.0438*** -0.0401*** -0.0399*** 
 (0.00337) (0.0103) (0.00833) (0.00781) (0.00824) (0.0147) 
BA -0.0481*** 0.0439** -0.0240** -0.0677*** -0.0623*** -0.0592*** 
 (0.00450) (0.0206) (0.0103) (0.00980) (0.00904) (0.0152) 
GD -0.0545*** 0.0276 -0.0165 -0.0661*** -0.0682*** -0.0676*** 
 (0.00699) (0.0856) (0.0144) (0.0133) (0.0114) (0.0181) 
UR -0.0152*** -0.0183*** -0.0149*** -0.0143*** -0.0167*** -0.0122*** 
 (0.00197) (0.00397) (0.00239) (0.00380) (0.00339) (0.00338) 
Local Demand 0.258 0.495 0.335 0.368 0.194 0.0906 
 (0.158) (0.347) (0.314) (0.257) (0.312) (0.232) 
State FE? -0.00573*** -0.0318*** 0.0234*** -0.00363 -0.0101** -0.00775 
Time FE? (0.00187) (0.00569) (0.00463) (0.00365) (0.00385) (0.00551) 
Industry FE? -0.00597*** -0.0490*** 0.0305*** -0.00120 -0.0143*** -0.00408 
Flexible Baseline Hazard? (0.00200) (0.00556) (0.00390) (0.00434) (0.00408) (0.00678) 
Constant 0.681*** 2.605*** 0.923*** 1.234** -0.330 4.660*** 
 (0.0358) (0.465) (0.262) (0.569) (0.731) (1.357) 
       
Observations 162,322 20,086 35,897 38,063 41,160 27,116 
R-squared 0.070 0.080 0.063 0.067 0.068 0.083 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.12: LPM Estimates by Educational Attainment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dep. Var.: Exit Next Month? (1) (2) (3) (4) (5) 
Covariates LTHS HS SC BA GD 
      
Prior-Industry Demand 0.255*** 0.227*** 0.244*** 0.356*** 0.477*** 
 (0.0615) (0.0340) (0.0541) (0.0681) (0.0826) 
Age -0.0104*** -0.00991*** -0.0180*** -0.0213*** -0.0184*** 
 (0.00220) (0.00104) (0.00145) (0.00239) (0.00437) 
Age Squared 0.000114*** 0.000103*** 0.000183*** 0.000216*** 0.000190*** 
 (2.90e-05) (1.28e-05) (1.75e-05) (2.83e-05) (4.71e-05) 
Female 0.0279*** 0.0192*** 0.0121** 0.0203* 0.0128 
 (0.00952) (0.00574) (0.00585) (0.0115) (0.0190) 
Female x Married 0.0208 0.0276*** 0.0205** 0.0457*** 0.103*** 
 (0.0156) (0.00828) (0.00985) (0.0134) (0.0218) 
Married -0.00738 0.00561 0.0221*** 0.0217** -0.0122 
 (0.00740) (0.00509) (0.00663) (0.00974) (0.0223) 
White 0.0143 0.00415 0.00653 0.00936 0.0122 
 (0.00916) (0.00404) (0.00683) (0.0109) (0.0141) 
Central 0.00808 -0.00589 -0.000511 -0.00375 0.00308 
 (0.00804) (0.00652) (0.00585) (0.00700) (0.0128) 
Citizenship -0.0957*** -0.0824*** -0.0794*** -0.0445** -0.0103 
 (0.0118) (0.00884) (0.0163) (0.0199) (0.0170) 
UR -0.0185*** -0.0180*** -0.00995*** -0.0132*** -0.0271*** 
 (0.00433) (0.00236) (0.00309) (0.00387) (0.00758) 
Local Demand 0.268 0.640*** 0.120 -0.160 -0.0890 
 (0.391) (0.235) (0.225) (0.395) (0.521) 
State FE? Yes. Yes. Yes. Yes. Yes. 
Time FE? Yes. Yes. Yes. Yes. Yes. 
Industry FE? Yes. Yes. Yes. Yes. Yes. 
Flexible Baseline Hazard? Yes. Yes. Yes. Yes. Yes. 
Constant 0.633*** 0.639*** 0.708*** 0.755*** 1.072*** 
 (0.0766) (0.0362) (0.0753) (0.0694) (0.172) 
      
Observations 23,730 63,101 46,250 21,646 7,595 
R-squared 0.071 0.061 0.075 0.099 0.145 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.13: 2SLS Estimates by Age Group. 
 
 
  
 
 
 
 
 
 
 
 
Dep. Var.: Exit Next Month? (1) (2) (3) (4) (5) (6) 
Covariates Full Sample 18-24 25-34 35-44 45-54 55-64 
       
Prior-Industry Demand 0.332*** 0.106* 0.327*** 0.370*** 0.334*** 0.429*** 
 (0.0241) (0.0581) (0.0559) (0.0550) (0.0580) (0.0642) 
Age -0.0126*** -0.187*** -0.0307* -0.0413 0.0320 -0.149*** 
 (0.000852) (0.0442) (0.0169) (0.0283) (0.0289) (0.0455) 
Age Squared 0.000128*** 0.00399*** 0.000455 0.000510 -0.000334 0.00131*** 
 (1.06e-05) (0.00105) (0.000283) (0.000359) (0.000291) (0.000385) 
Female 0.0184*** 0.0313*** 0.0172*** 0.0201** 0.0122* 0.000130 
 (0.00304) (0.00803) (0.00593) (0.00813) (0.00662) (0.00886) 
Female x Married 0.0341*** 0.0398* 0.0402*** 0.0409*** 0.0432*** 0.0359*** 
 (0.00443) (0.0217) (0.0103) (0.00965) (0.00801) (0.0106) 
Married 0.00926*** -0.0227 0.00838 0.0151** -0.00374 0.0208** 
 (0.00334) (0.0154) (0.00723) (0.00752) (0.00599) (0.00934) 
White 0.00844*** 0.0393*** 0.0129** -0.000875 -0.00317 -0.00166 
 (0.00316) (0.00871) (0.00583) (0.00560) (0.00530) (0.0119) 
Central -0.000967 0.0107 -0.00484 -0.00441 0.00119 0.000447 
 (0.00397) (0.00904) (0.00782) (0.00526) (0.00710) (0.00828) 
Citizenship -0.0796*** -0.126*** -0.104*** -0.0705*** -0.0552*** -0.0524*** 
 (0.00758) (0.0164) (0.0142) (0.00819) (0.0145) (0.0172) 
HS -0.0224*** -0.00530 -0.0202** -0.0229*** -0.0338*** -0.0221* 
 (0.00315) (0.00664) (0.00911) (0.00863) (0.00740) (0.0130) 
SC -0.0254*** 0.0467*** -0.0151* -0.0435*** -0.0399*** -0.0399*** 
 (0.00333) (0.0101) (0.00822) (0.00770) (0.00811) (0.0145) 
BA -0.0480*** 0.0437** -0.0241** -0.0675*** -0.0621*** -0.0591*** 
 (0.00444) (0.0202) (0.0102) (0.00967) (0.00889) (0.0149) 
GD -0.0544*** 0.0274 -0.0173 -0.0658*** -0.0682*** -0.0675*** 
 (0.00692) (0.0842) (0.0144) (0.0130) (0.0112) (0.0179) 
UR -0.0152*** -0.0183*** -0.0148*** -0.0143*** -0.0167*** -0.0123*** 
 (0.00196) (0.00390) (0.00235) (0.00375) (0.00336) (0.00330) 
Local Demand 0.184 0.443 0.200 0.272 0.145 0.0659 
 (0.155) (0.349) (0.305) (0.257) (0.317) (0.230) 
State FE? Yes. Yes. Yes. Yes. Yes. Yes. 
Time FE? Yes. Yes. Yes. Yes. Yes. Yes. 
Industry FE? Yes. Yes. Yes. Yes. Yes. Yes. 
Flexible Baseline Hazard? Yes. Yes. Yes. Yes. Yes. Yes. 
Constant 0.677*** 2.603*** 0.921*** 1.228** -0.346 4.627*** 
 (0.0366) (0.458) (0.260) (0.559) (0.720) (1.333) 
       
Observations 162,298 20,086 35,885 38,058 41,154 27,115 
R-squared 0.070 0.080 0.062 0.067 0.068 0.083 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 2.14: 2SLS Estimates by Education Level. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dep. Var.: Exit Next Month? (1) (2) (3) (4) (5) 
Covariates LTHS HS SC BA GD 
      
Prior-Industry Demand 0.213*** 0.280*** 0.269*** 0.406*** 0.716*** 
 (0.0685) (0.0387) (0.0547) (0.0787) (0.116) 
Age -0.0104*** -0.00993*** -0.0180*** -0.0213*** -0.0184*** 
 (0.00217) (0.00102) (0.00143) (0.00236) (0.00429) 
Age Squared 0.000114*** 0.000103*** 0.000183*** 0.000216*** 0.000190*** 
 (2.86e-05) (1.25e-05) (1.73e-05) (2.79e-05) (4.60e-05) 
Female 0.0278*** 0.0192*** 0.0121** 0.0202* 0.0121 
 (0.00937) (0.00568) (0.00578) (0.0113) (0.0187) 
Female x Married 0.0208 0.0274*** 0.0205** 0.0457*** 0.103*** 
 (0.0153) (0.00817) (0.00972) (0.0132) (0.0215) 
Married -0.00765 0.00563 0.0221*** 0.0216** -0.0121 
 (0.00733) (0.00502) (0.00654) (0.00956) (0.0217) 
White 0.0145 0.00414 0.00650 0.00923 0.0121 
 (0.00904) (0.00399) (0.00673) (0.0107) (0.0139) 
Central 0.00786 -0.00582 -0.000472 -0.00368 0.00331 
 (0.00791) (0.00643) (0.00576) (0.00687) (0.0125) 
Citizenship -0.0958*** -0.0826*** -0.0795*** -0.0446** -0.0105 
 (0.0116) (0.00874) (0.0160) (0.0196) (0.0165) 
UR -0.0184*** -0.0180*** -0.00995*** -0.0131*** -0.0275*** 
 (0.00426) (0.00234) (0.00305) (0.00385) (0.00728) 
Local Demand 0.345 0.557** 0.0833 -0.212 -0.357 
 (0.390) (0.225) (0.221) (0.391) (0.521) 
State FE? Yes. Yes. Yes. Yes. Yes. 
Time FE? Yes. Yes. Yes. Yes. Yes. 
Industry FE? Yes. Yes. Yes. Yes. Yes. 
Flexible Baseline Hazard? Yes. Yes. Yes. Yes. Yes. 
Constant 0.603*** 0.642*** 0.707*** 0.747*** 1.073*** 
 (0.0711) (0.0359) (0.0757) (0.0715) (0.165) 
      
Observations 23,724 63,087 46,247 21,645 7,595 
R-squared 0.071 0.061 0.075 0.099 0.144 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Figure 2.1: Unemployment Outflows by Month-Ahead Outcome. 
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CHAPTER THREE 
BUSINESS CYCLE FLUCTUATIONS AND THE EARNINGS LOSSES OF 
DISPLACED WORKERS: DOES LOCAL LABOR DEMAND MATTER? 
 
 
 
3.1 Introduction 
Each year millions of U.S. workers lose their jobs. While some job losers manage to 
find new employment opportunities with higher wages, many accept substantial wage cuts as 
a consequence of job displacement. Studies using public survey data find long run mean 
earnings losses between 7 and 20 percent. Using administrative records from Pennsylvania, 
Jacobson, LaLonde, and Sullivan (1993) report the largest long run earnings loss estimate of 
approximately 25 percent. Couch and Placzek (2010), using a methodology similar to Jacobson 
et al., study mass layoffs in the state of Connecticut and find long run losses of around 15 
percent. They argue that the relatively large magnitude of the Jacobson et al. estimate is likely 
to be a result of the “…poor business cycle conditions in Pennsylvania during the time period 
examined…” Surprisingly, little is known about how local conditions might affect the 
magnitude of displacement related earnings losses. We shed new light on this potential 
explanation by estimating the impact of local labor demand shocks on the earnings losses 
experienced by U.S. displaced workers. However, instead of studying the labor market of a 
single locale, we provide the first systematic analysis of this phenomenon for all U.S. states.  
The purpose of this study is to determine whether local labor demand influences the 
earnings losses of displaced workers after controlling for the influence of national economic 
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shocks. We combine data from the 1994-2014 Displaced Worker Surveys (DWS) and the 
Bureau of Economic Analysis (BEA) to develop a novel dataset linking displaced workers to 
an exogenous measure of local labor demand at the time of their displacement. Following 
Bartik (1991), we construct an index to predict each state’s labor demand using cross-sectional 
differences in industry composition and national industry growth rates. The Bartik index has 
the advantage of isolating changes in local employment growth that do not reflect shifts in 
local labor supply. While the Bartik index is a well-known proxy for labor demand, to our 
knowledge this is the first paper to use this measure to study the effects of local conditions on 
post-displacement earnings losses. 
We begin the analysis by estimating a benchmark model to predict the log difference 
between a displaced worker’s current wage and the wage rate at their lost job. On average, a 
one standard deviation increase in local labor demand reduces the earnings loss associated 
with job displacement by about 10 percentage points. It is possible, however, that a worker 
would have experienced some growth in real earnings had they not been displaced. Following 
Farber (1993, 2017), we account for these counterfactual earnings changes by constructing a 
control group of non-displaced workers using the Merged Outgoing Rotation Group (MORG) 
files of the Current Population Survey (CPS). A comparison between the earnings of the 
displacement group and the control group captures the total effect of displacement. Results 
from our generalized difference-in-differences (DD) model confirm that the magnitude of the 
displacement effect depends on local demand conditions. Point estimates from our DD model 
suggest that local labor demand has a marginal effect of about 14 percentage points—only 
slightly larger than our benchmark model result.  
While estimates of the conditional mean function are informative they may not capture 
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potential heterogeneity with respect to the impact of local demand. Therefore, we also deploy 
a quantile regression (QR) version of our log change model to estimate the effect of local 
conditions across the entire distribution of earnings losses. The results are striking, we find 
that local labor demand has the strongest impact in the lower region of the earnings change 
distribution (i.e. those with the largest losses), with no statistically significant impact in the 
upper region. This finding suggests that displaced workers with the largest earnings losses may 
be the most vulnerable to local economic shocks. Workers who are able to find jobs paying 
high wages relative to initial wage rates appear to be unaffected by local shocks. In constrast, 
we find that all income quantiles are impacted by local shocks when estimating a QR version 
of our DD model. We believe that identifying the source of the displacement effect 
heterogeneity is a promising avenue for future research. 
The literature on displaced workers has firmly established the significant economic 
costs of job displacement. Using data for the manufacturing industry from 1979 to 1985, Topel 
(1990) finds mean earnings losses of about 20 percent. Farber (1993, 2011, 2017) provides 
more recent estimates of average earnings losses for all workers ranging from 6.8 to 13 percent. 
Studies utilizing Panel Study of Income Dynamics (PSID) data have reported short run post-
displacement earnings losses of between 12 and 18 percent (Topel 1990; Ruhm 1991; Stevens 
1997). The same studies report long run earnings losses of between 7 and 15 percent. Using 
the NLS data, White (2010) estimates a 10 percent short run loss in earnings.  
Although existing studies address the consequences of job displacement, less attention 
has been given to estimating the quantitative relationship between economic fluctuations and 
displacement-related earnings losses. This is surprising as much research has focused on 
studying the nature of real wage cyclicality. Though, macroeconomists have, using aggregate 
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data, described real wages to be only weakly cyclical (Abraham and Haltiwanger 1995), Solon 
et al (1994) show that the true cyclical nature of real wages is masked in these studies by biases 
caused by aggregation. Using micro level data from National Longitudinal Surveys (NLS), Bils 
(1985) and Tremblay (1990) find that real wages are procyclical with wages falling by 1.4 
percent to 1.8 percent in response to a 1 percent rise in unemployment rate. Shin (1994) finds 
that wages are more procyclical for job changers than job stayers.  
The effect of business cycles on the wages of new workers has also been studied 
extensively. Comparing real wages of German new hires with those of incumbent workers, 
Ludsteck (2008) – Permission to cite needed -- finds that new hires wages are 40 percent more 
procyclical, but Stuber (2017) finds that this difference can be explained by job upgrading and 
downgrading among workers that occurs during the course of business cycles. Gertler et al 
(2016) finds that new hire wages are more procyclical only for workers transitioning from 
employment rather than unemployment.  
With a backdrop of this extensive literature on real wage cyclicality, a few notable 
studies are suggestive of an important relationship between national business cycles and post-
displacement earnings. Farber (2017) shows that post-displacement losses among reemployed 
displaced workers increase during recessions. Korkeamäki and Kyyrä (2014) find that workers 
displaced during Finland’s 1992 recession experienced larger earnings losses relative to 
workers displaced during a period of economic expansion in 1997. They go on to document 
significant heterogeneity in the displacement effect over the earnings distribution. Couch et al. 
(2011) study the impact of the U.S. business cycle on the earnings losses of displaced workers 
using administrative data from Connecticut spanning the years 1994 to 2004. They find that 
the earnings losses of workers displaced during a recession are 1.7 to 3.9 times larger relative 
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to those displaced during a period of economic prosperity.  
Moreover, evidence in the literature suggesting that real wages are not only affected by 
aggregate shocks, but also by local cycles, is a key motivation for our study. For example, Ziliak 
et al (1999) analyze the spatial dynamics of real wage cyclicality and find that wages not only 
move with aggregate cycles, but also with local cycles at the county level. Blanchard and 
Oswald (2005) also find that wages are lower in U.S. states with higher unemployment rates 
and that the wage curve has a long run elasticity of approximately -0.1.  
In the presence of such local labor market effects on wages, it is of interest to 
understand if local labor demand conditions have additional effects on the post-displacement 
earnings of workers, beyond those caused by aggregate shocks. To this end, our work 
contributes to the literature by providing the first estimates of the impact of local economic 
conditions on post-displacement earnings losses using a nationally representative sample of 
displaced workers.  
The rest of the paper proceeds as follows. Section 3.2 describes the data and 
measurement. Section 3.3 presents our statistical models. Section 3.4 provides an overview of 
descriptive evidence. Section 3.5 presents the estimation results. Section 3.6 presents a 
robustness check. Sector 3.7 concludes. 
 
3.2 Data and Measurement 
3.2.1     Measuring Post-Displacement Earnings Losses 
 
Our sample consists of full-time private sector workers between the ages of 20 and 64 
who were displaced from their jobs. A worker is displaced when they are separated from their 
firm as a result of a plant closure, insufficient work, or position abolishment. The DWS surveys 
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households in January or February of even numbered years to collect information about job 
displacements that occur within the previous three calendar years. Hence, we are able to 
observe weekly wages at a worker’s current job and weekly wages at their lost job. 
We measure an individual’s post-displacement earnings change as the difference in 
natural logarithms of wages between the lost job and their current job. Our analysis focuses 
on workers making full-time to full-time job transitions, and we exclude individuals who have 
held multiple jobs since displacement. Weekly pay is converted into constant 2009 dollars 
using the BEA’s Personal Consumption Expenditure (PCE) price deflator.  
Formally, we measure earnings changes using 
 𝑑𝑙𝑛(𝑊) = ln	(𝑤6) − ln	(𝑤6),                                                    (1) 
 
where ln	(𝑤6) is the natural logarithm of weekly wages at the worker’s current job, 
and ln	(𝑤6) is the log of weekly wages at the worker’s lost job.  
 
3.2.2     Measuring Local Labor Demand 
 
Our BEA dataset provides employment totals for 20 industries from 1998-2015 
(NAICS classification) and 18 industries from 1990-1997 (SIC classification). We use two 
different industry classification schemes because employment levels are not available for the 
NAICS prior to 1998. To address this potential issue, we combine SIC codes in a manner that 
is comparable to the NAICS. Our econometric results are not sensitive to the coding change 
when we include a classification change dummy variable.   
Using private employment data from the BEA dataset, we exploit cross-state 
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differences in industry employment shares and aggregate industry growth rates to construct 
an exogenous proxy for local labor demand. States with employment concentrated in 
nationally growing industries are predicted to have high labor demand relative to states with 
large employment shares in nationally contracting industries.  
Our proxy of local labor demand is computed as 
 𝜋g,7 = ∑ 𝜃B,g,7 G,,EF G,,E ¡¢B                                              (2) 
  %𝜃B,g,7¢B = 1 
 
 
The demand measure, 𝜋g,7, is known in the labor and urban economics literature as a 
Bartik index. The Bartik index is a weighted sum of national industry growth rates where each 
weight, 𝜃B,g,7 , is the employment share of industry k in state s during year t. The variable 𝐸B,Hg,7 
is national employment in industry k, excluding state s, in year t.  
Unlike some studies that use past economic activity, we predict the one-year lead of 
employment growth to reflect the fact that a displaced worker will be searching for a job during 
the year of displacement and potentially in future months.  We intend to capture the demand 
conditions in the labor market at the time of the displaced worker’s job search.  
We assess whether the Bartik index predicts actual employment growth in each state 
by examining the scatterplot of both variables provided in Figure 3.1. There is a clear positive 
relationship between actual and predicted values.  
In Table 3.1, the OLS coefficient estimate on the Bartik index obtained from a state-
level regression is close to unity. Moreover, the index explains about 57% of the variation in 
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actual state employment growth. In theory, local employment is an equilibrium quantity and 
we should expect local labor supply to influence its value. Therefore, we will rely on the Bartik 
index as our preferred measure for local demand conditions in our econometric analysis. 
 
3.2.3     Summary Statistics for the Matched Sample 
 
In order to link workers to our local demand index at the time of displacement we 
focus on workers who do not change city or state following initial displacement. A limitation 
of our data is that we are unable to observe the location of the lost job if worker migrates. The 
DWS survey only asks about the current state of residence at the post-displacement survey 
date. However, we find that about 86% of our sample does not migrate after job loss. 
Moreover, we estimated a regression of the log change in real weekly earnings on an indicator 
variable that takes a value of one if a worker moved following displacement and zero 
otherwise. We find no evidence of a statistically significant migration effect on the change in 
log earnings at conventional levels (p=0.507). In addition, we include a set of demographic 
controls to account for differences in worker characteristics. Finally, we exclude individuals 
with implausibly high levels of tenure.4 
The summary statistics for our full sample are displayed in Table 3.2. The full sample 
contains workers who lose their jobs between the years of 1991 and 2015. We calculate 
summary statistics using the inverse probability weights for appearing in our DWS sample.  
  The mean value of 𝑑𝑙𝑛(𝑊) in our sample is -0.122, indicating that on average workers 
have an earnings loss of approximately 12 percent. This is slightly lower than the mean 
                                               
4 We exclude workers who do not satisfy the following condition: (Age-Tenure)>14. 
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earnings loss of 16 percent for all workers in the DWS because we exclude workers who 
transition from full-time to part-time employment. Typically, workers moving from full-time 
to part-time jobs experience larger reductions in earnings. Finally, since we pay special 
attention to the entire distribution of earnings losses, we report statistics on the distribution 
of post-displacement earnings losses in Table 3.3. 
As we can see, although the mean earnings loss is about 12 percent, the median loss is 
only around 3 percent. We find that there is substantial variation associated with earnings 
losses. These facts about the loss distribution suggest that a quantile regression (QR) approach 
may be a useful way of characterizing our data. It is possible that the effect of labor demand 
is not the same for individuals who face substantial wage cuts and those who manage to secure 
a relatively high wage.  
In addition to examining simple differences in log wages, we also estimate a generalized 
difference-in-differences (DD) model to allow for counterfactual earnings growth that may 
have occurred in the absence of displacement. Using an approach following Farber (1992, 
2011, 2015), we use the Merged Outgoing Rotation Group (MORG) files of the CPS to collect 
a control group of non-displaced workers.  
We form a separate control group for each DWS survey. Specifically, we use either the 
January or February earnings records of the MORG during DWS survey years as control group 
observations for displaced workers with current earnings. We also require some of the 
observations in our control group to be from years in which the displaced workers lost their 
jobs, i.e. the pre-displacement period. Consequently, we take random samples of workers from 
the MORGs in the three calendar years prior to each DWS survey month. The number of 
observations for each of these random samples roughly equals the number of control group 
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observations with current earnings in the DWS survey month. We set the probability of 
selecting a worker from each annual MORG file to be approximately equal to the probability 
of displacement in each year. This step ensures that the earnings growth experienced by 
workers in the control group is a valid counterfactual for our sample of displaced workers.  
 
3.3 Statistical Models 
3.3.1      Benchmark Log Change Model 
The hypothesis that local labor demand affects the earnings losses of displaced 
workers is testable. We first specify a benchmark log change model to estimate the effect of 
demand conditions on the conditional mean function.  
Formally, we specify the following OLS model 
 
 𝑑𝑙𝑛(𝑊Q,g,7) = 𝛼 + 𝛽𝜋g,7 + 𝚪¥𝒙𝒊,𝒔,𝒕 + 𝜉g + 𝜈7 + 𝜀Q,g,7 .                                   (3) 
 
 
 
Our parameter of interest is the coefficient,	𝛽, which is properly interpreted as the 
effect of a one unit increase in labor demand, 𝜋g,7 , on the change in the natural logarithm of 
real weekly earnings, 𝑑𝑙𝑛(𝑊Q,g,7). The vector 𝒙𝒊,𝒔,𝒕 contains individual controls including: age, 
age squared, sex, race, marital status, citizenship status, foreign born, rural, tenure, years since 
displacement, five levels of educational attainment, and broad occupation groups.  
We also account for time-invariant unobserved heterogeneity across states by 
including state-fixed effects, 𝜉g. This is important because some states may have persistently 
high (low) labor demand related to policies that could influence the magnitude of earnings 
losses. Finally, we control for national aggregate demand shocks by including an exhaustive 
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set of year of displacement indicators, 𝜈7 .  
 
3.3.2      Generalized Difference-in-Differences (DD) Model 
While using log changes in weekly wages as our outcome is a useful starting point for 
examining the effects of job displacement, it does not account for counterfactual earnings 
growth. That is, it is possible that a worker would have experienced some change in their 
wages, e.g. annual pay raises, had they not been displaced. Consequently, we estimate a 
generalized difference-in-differences model using a control group of non-displaced workers 
drawn from the Merged Outgoing Rotation Group (MORG) files of the CPS.  
Our DD specification is given by 
 lnP𝑊Q,©,g,7R = 𝛽ª + 𝛽𝐷Q,© + 𝛽«𝐼𝑛𝑡Q,©,7 + 𝛽¬𝜋g,7­ ∗ 𝐼𝑛𝑡Q,©,7 + 𝚪¥𝒙𝒊,𝒈,𝒔,𝒕 + 𝜉g + 𝜂7 + 𝜈Q,©,7 + 𝜀Q,©,g,7          (4) 
 
where 𝑊Q,©,g,7  is the weekly wage (in constant 2009 dollars) for individual 𝑖 in group 𝑔 in state 𝑠 
in year 𝑡. An individual from the DWS survey is assigned to the displacement group (𝑔 =𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑑) and an individual from the MORG sample is assigned to the control group (𝑔 =𝑐𝑜𝑛𝑡𝑟𝑜𝑙). The indicator variable 𝐷Q,© takes a value of unity if the worker is in the displacement 
group and zero otherwise. Individuals in the displacement group appear twice in our dataset. 
There is one record for pre-displacement wages and another record for post-displacement 
wages recorded during a DWS survey year. The variable 𝐼𝑛𝑡Q,©,7  is an indicator variable that 
takes a value of unity if the observation is both in the displacement group and a DWS survey 
year (a post-displacement observation), otherwise 𝐼𝑛𝑡Q,©,7  takes a value of zero. The parameter 𝛽« is the effect of displacement on the natural logarithm of weekly wages when our measure 
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of labor demand is zero. 𝛽¬ is our parameter of interest as it reflects the change in the average 
displacement effect resulting from a 1-unit increase in labor demand. 𝒙𝒊,𝒈,𝒔,𝒕 is vector of 
standard demographic and local labor market controls. Specifically, we include 
contemporaneous labor demand, 𝜋g,7H, as well as an interaction for differential group effects, 𝜋g,7H ∗ 𝐷Q,© . The variable 𝜂7 represents a year fixed effect term. 𝜈Q,©,7  represents the year of 
displacement fixed effect. 
 
3.3.3      Quantile Regression (QR) Model 
While most analyses in the literature on earnings losses of displaced worker emphasize 
the estimation of conditional means, there are a few notable exceptions. For example, 
Podgursky and Swaim (1987) document a median loss of 10 percent for blue-collar displaced 
workers and 5 percent for white-collar workers. Using the 1994 to 2014 DWS surveys, Garg 
(2016) presents OLS estimates of the mean loss at 12.4 percent, but finds that the loss at the 
median is only about 5.5 percent. Further, using quantile regressions she finds that the 
marginal effects of tenure, industry or occupation switching, vary considerably across the 
conditional distribution of earnings change, and that those effects are more pronounced 
among the workers with largest conditional losses. Korkeamaki and Kyyra (2014), in their 
analysis of earnings losses of displaced workers in Finland find that during recessions not only 
are the median losses larger compared to those during recovery, the effect of recession is even 
more pronounced at the lower tail of earnings distribution than at the upper tail. Eliason 
(2014), and Carneiro and Portugal (2006) also find the post-displacement losses to be more 
concentrated in the lower tail of the wage distribution.  These findings inform our decision to 
supplement our conditional mean estimates with quantile regression (QR) estimates for the 
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entire conditional distribution of change in earnings. This provides a more complete 
characterization of the effect of local labor demand on earnings of displaced workers.   
We augment the benchmark model from equation (3) to characterize the entire 
distribution of change in earnings of displaced workers as  	 𝑑𝑙𝑛(𝑊Q,g,7) = 𝛼°± + 𝛽²±𝜋g,7 + 𝚪𝝉¥𝒙𝒊,𝒔,𝒕 + 𝜉±,g + 𝜈±,7 + 𝜀±,Q,g,7																																		(5)		
where, 0 < 𝜏 < 1 indicates the proportion of workers with change in earnings below the 
quantile	𝜏. Using quantile regressions we are able to estimate the conditional quantile function 
of post-displacement change in earnings for each 𝜏 where, the estimated coefficients are equal 
to the marginal effect of the corresponding regressors on 𝑑𝑙𝑛(𝑊Q,g,7) at the 𝜏7µ conditional 
quantile of 𝑑𝑙𝑛(𝑊Q,g,7).  For example, a parameter estimate of 𝛽²ª.¶ represents the effect of a one-
unit increase in labor demand on the earnings change at the median, 50th percentile, of the 
earnings change distribution. We estimate this model across a set of quantiles: 𝜏 =0.05, 0.10,… , 0.90, 0.95. 
Similar to the benchmark model, we also augment our DD specification in equation 
(4) to characterize the displacement effect across the entire wage distribution, as follows: 	 lnP𝑊Q,©,g,7R = 𝛽ª±º + 𝛽±º 𝐷Q,© + 𝛽«±º 𝐼𝑛𝑡Q,©,7 + 𝛽¬±º 𝜋g,7­ ∗ 𝐼𝑛𝑡Q,©,7 + 𝚪𝝉¥𝒙𝒊,𝒈,𝒔,𝒕 + 𝜉±,g + 𝜂±,7 + 𝜈±,Q,©,7 +𝜀±,Q,©,g,7 																										                                                                                                                                     (6)	
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Once again, by changing the value of 𝜏 between 0 and 1 we express the entire 
conditional distribution of 	lnP𝑊Q,©,g,7R and are able to provide a more complete description of 
the local labor demand effect.  
Valid statistical inference requires the correct computation of the estimated variance-
covariance matrix for the estimators. The Parente-Santos Silva (2016) test rejects the null 
hypothesis that intra-state clusters are uncorrelated.  Therefore, we report a robust covariance 
matrix, clustered by state, using a method based on Chamberlain (1994), Angrist et al. (2006), 
and Powell (1984). All QR models are unweighted in order to compute correct standard errors. 
For more details see Parente and Silva (2016).  
 
3.4 Descriptive Evidence 
Our interest is in relating local labor demand to the earnings losses of displaced 
workers. A natural starting place is to examine state-level employment growth to the average 
earnings loss associated with each year of displacement. Unfortunately, cell sizes for most 
states are too small to provide precise estimates by state-year. Therefore, we illustrate our idea 
by using trends for three states with relatively large sample sizes: California, New York, and 
Texas. For each state, we plot the lead of annual employment growth from 1993 to 2015 
against the mean earnings losses for corresponding years of displacement. Only odd-
numbered years are estimated as overlap between adjacent DWS surveys provides larger 
sample sizes. These trends are displayed in Figures 3.2 through 3.4. 
 We can see that the results from our graphical exercise complement prior work 
suggesting that the magnitude of earnings losses depends on the phase of the business cycle 
(Farber 1993, 2011, 2015). There is a significant degree of variability in earnings losses, with 
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the mean change in log earnings ranging from less than -0.3 to over 0.05 depending on the 
time period. During periods of high employment growth, mean earnings losses are often close 
to zero in the states examined. 
As these figures make clear, there is a positive correlation between local employment 
growth and the change in log weekly wages for displaced workers. It should be noted, however, 
that we do not claim to establish a causal relationship between local labor demand and earnings 
losses on the basis of these trends alone. For these three large states, employment trends 
roughly track overall changes in U.S. private sector employment. It is possible that post-
displacement earnings losses are driven completely by the national business cycle. Hence, the 
goal of our empirical strategy is to isolate the effects of local labor demand after partialing out 
the influence of common aggregate shocks.   
 
3.5 Estimation Results 
3.5.1 Benchmark OLS Model 
The OLS estimation results for the full sample are provided in Table 4 below. Robust 
standard errors clustered by state are reported in parentheses. The first three columns, (1) – 
(3) provide estimates using the Bartik index as our measure of local growth. The last three 
columns, (4) – (6) report estimates using actual state employment growth as our measure of 
local growth. In all specifications, local growth rates are normalized into standard deviation 
units with mean zero. Our results for the full sample suggest that improvements in local 
economic conditions, whether measured by actual or predicted growth, are associated with 
smaller earnings losses. However, we do not find evidence of a statistically significant effect 
for displaced women. In model (1), a one standard deviation increase in the Bartik index is 
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predicted to increase the log change of real weekly wages by 0.1. The estimated marginal effects 
of local demand are 0.05 and 0.13 for women and men, respectively. 
We report smaller coefficients when using actual employment growth relative to 
predicted growth. This is not surprising as the actual employment level is an equilibrium 
quantity that will vary with changes in both local labor supply and demand. For the full sample, 
a one standard deviation increase in local growth is associated with a 0.03 increase in the log 
change of weekly wages. We report average marginal effects of 0.03 for both men and women.  
Other parameter estimates appear consistent with the existing literature. The 
coefficient estimate on ‘Lost Job Tenure’ is negative across all specifications, indicating that 
longer job tenure is associated with larger earnings losses. Other studies have attributed tenure 
effects to losses in firm or industry specific human capital (Neal 1995). We also find that 
earnings losses are smaller as ‘Years Since Displacement’ increases. The coefficients for 
various education levels relative to ‘Less Than High School’ are all positive, suggesting larger 
earnings losses for more educated workers.   
 
3.5.2 Generalized Difference-in-Differences (DD) Results 
The estimates from our benchmark specification suggest that, on average, displaced 
workers suffer larger earnings losses, measured relative to initial wages, if they are displaced 
during periods of weak local labor demand. However, these results may not capture the full 
economic costs of job displacement. If the displaced workers in our sample would have 
experienced earnings growth in the absence of displacement, then our previous findings may 
understate the true cost of job loss. Our difference-in-differences estimates in Table 4 below 
show the effect of job loss on log weekly wages relative to a control group drawn from the 
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CPS MORG files. 
The first three columns of Table 3.5 provide estimates when local growth is measured 
using the Bartik index. Since our Bartik index is normalized by standard deviation units with 
mean zero, the coefficient on ‘Int.’ measures the effect of job displacement on weekly wages 
when local growth is average. With average local growth, a worker is expected to incur a 24% 
reduction in real weekly wages as a result of job displacement. As one might expect, this 
estimate is larger than the simple averages obtained when using log differences in wages. For 
our full sample, the estimated coefficient on ‘Local Growth x Int.’ is 0.135 and is statistically 
significant at conventional levels. A one standard deviation increase in local labor demand, as 
measured by the Bartik index, reduces the magnitude of the earnings loss by approximately 
13.5 percentage points. This finding is consistent with the results from our simple differences 
model in the previous section. Turning to the differences between groups, we find that the 
impact of local labor demand on the displacement effect is similar for women and men, but 
the point estimate is larger for women.  
In models (4) - (6) we report our difference-in-differences results using actual local 
employment growth, mean zero and in standard deviation units, as our measure of demand. 
Consistent with our previous findings, local labor demand significantly effects earnings losses. 
For the full sample, a one standard deviation increase in local employment growth causes a 
4.4 percentage point change in the displacement effect. This effect is significant for both men 
and women, but our point estimate is higher for male workers.  
These results may go some way in explaining the wide range of displacement effect 
estimates reported in the displaced worker literature. Studies relying on data from individual 
states over short periods of time may capture local conditions that are not representative of 
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the national economy. Heterogeneity in local economic conditions in different locales, 
however, is not our only object of interest. In the next section, we ask whether the importance 
of local labor demand shocks varies across the earnings loss distribution. In addition, we ask 
whether workers are more or less vulnerable to local shocks based on their location in the 
distribution of income.  
 
3.5.3 Quantile Regression (QR) Results 
While we have presented evidence that local labor demand conditions have important 
consequences for the earnings of displaced workers, these effects may differ across the entire 
distribution of earnings losses. For example, workers who suffer the largest earnings losses 
may be more vulnerable to local demand shocks relative to those who find jobs with higher 
wage rates. To explore this possibility, we estimate an analogue to equation (3) using a quantile 
regression (QR) approach. This empirical strategy allows us to draw inferences about the 
conditional quantile function in addition to our earlier results regarding the conditional mean 
function. 
Table 3.6 presents the QR results for five major quantiles along the distribution of 
earnings losses. We find that workers at the 0.1 and 0.25 quantiles, or those with the largest 
earnings losses, are most affected by changes in local labor demand. For workers at the 10th 
and 25th percentile of earnings losses, a one standard deviation increase in labor demand 
increases the change in log earnings by 0.31 and 0.06, respectively. On the other hand, the 
estimated effect for workers at the median or higher is not statistically significant at the 0.10 
significance level. We take this as evidence that workers with large negative changes in wages 
are more sensitive to local economic conditions. In contrast, workers who manage to find 
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better job prospects after displacement may be less vulnerable to local demand. While 
examining the precise causes of the large dispersion in post-displacement earnings losses is 
beyond the scope of this paper, we believe this is a promising avenue for future work. 
A natural question is whether the influence of local demand shocks vary along the 
distribution of income rather than along the distribution of earnings losses. To answer this, we 
estimate a quantile regression analogue of equation (4).  
The results of our quantile regression analysis with control group are presented in 
Table 3.7 below. Turning first to the overall effect of job displacement, there is some evidence 
that workers in the lower income quantiles suffer larger earnings losses relatively to workers 
in the upper income quantiles. At the 10th income percentile, a displaced worker is expected 
to experience a 25 percent reduction in earnings under average local labor demand conditions. 
In contrast, at the 90th income percentile the expected loss is only 17.6 percent.  This finding 
is consistent with the uneven earnings losses across the income distribution observe for 
displaced Finnish workers (Korkeamäki and Kyyrä 2014). 
Surprisingly, local labor demand shocks appear to have a remarkably consistent effect 
across our five earnings quantiles. At the median, we find that a one standard deviation 
increase in local labor demand reduces the losses associated with job displacement by about 
eight percentage points. At the 10th percentile this effect increases to approximately 15 
percentage points, and at the 90th percentile the effect is about 9 percentage points. These 
results suggest that although labor demand shocks have heterogeneous effects on workers 
with different magnitudes of earnings losses, workers appear vulnerable to local shocks 
regardless of their position in the income distribution.  
Our contributions offer some important implications for public policy. To the extent 
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that local demand policies are used during periods of weak aggregate demand, they may reduce 
earnings losses associated with job displacement regardless of a worker’s income. In contrast, 
we have shown that workers suffering from the largest earnings losses may benefit 
disproportionately from local demand policies. In light of this result, explaining the size of 
displacement related earnings losses appears to be a useful avenue for future work. 
 
3.6 Robustness Check 
 
A concern with using DWS data is the potential for recall bias. Recall bias occurs when 
survey respondents incorrectly report wages or dates associated with pre-displacement jobs. 
Since the DWS asks respondents about displacement events up to three years prior to the 
survey date, one solution to this concern is to limit the dataset to displacement events that 
occur only in the year prior to the survey date. Unfortunately, such a restriction in our study 
leads to a prohibitively small sample sizes. In order to determine whether recall bias is a 
significant issue we examine differences in pre-displacement real earnings between the 
displacement and control groups. 
Figure 5 presents stacked histograms of real weekly wages for our displacement group 
and control group in pre-displacement years. If there were a significant issue of recall bias, we 
would expect to see the distribution for the displacement group shifted to the right of the 
distribution of our control group. Reassuringly, we note that there are no significant 
differences in the general shapes of the earnings distributions for both groups. Some outliers 
in the displacement group with relatively high real weekly earnings can be seen in the 
histogram; however, these observations represent less than 1% of the displacement sample. 
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Therefore, we do believe that recall bias represents a significant threat to statistical inference 
for our study.  
 
3.7 Conclusion 
This paper uses data on U.S. worker displacement from the 1994-2014 Displaced 
Worker Surveys (DWS) and shows that, after controlling for the national business cycle, local 
labor demand shocks have large effects on the earnings losses experienced by displaced 
workers. Using a benchmark model of log differences between a worker’s current and initial 
earnings we find that a one standard deviation increase in local labor demand, as measured by 
a Bartik type index, reduces the average earnings loss by approximately ten percentage points. 
We account for counterfactual earnings growth using a control group drawn from the Merged 
Outgoing Rotation Groups (MORG) of the CPS. Our difference-in-differences results suggest 
that a one standard deviation increase in local demand reduces earnings losses by about 14 
percentage points.  
Given recent studies highlighting the importance studying the entire distribution of 
earnings losses, rather than just mean earnings losses, we also estimate a set of quantile 
regression models. Interestingly, we find that local labor demand shocks have relatively large 
effects on workers with the largest earnings losses. We find little evidence that local demand 
conditions affect displaced workers who are able to secure employment opportunities with 
higher post-displacement wages. Identifying the underlying source of this demand effect 
heterogeneity is left for future work. In marked contrast, we show that local economic 
conditions affect the earnings losses of workers regardless of their position in the income 
distribution. Therefore, local policies used to stimulate labor demand are unlikely to 
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disproportionately benefit displaced workers based on their income levels. We should note, 
however, that workers in the lower region of the income distribution tend to suffer larger 
earnings losses as a result of job loss.  
The evidence from our study suggests that while national business cycles may be 
important determinants of earnings losses, they are likely to mask significant disparities 
between job losers who face different local demand conditions. To the extent that locales 
differ in their sensitivity to national economic conditions, workers in the hardest hit areas may 
suffer larger losses than what has been documented in previous studies. National policies 
designed to ameliorate displacement induced earnings losses may benefit considerably by 
incorporating information on the state of local labor demand.  
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Table 3.1: State-Level Regression of Actual Employment Growth on Bartik Predicted 
Growth. 
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Table 3.2: Summary Statistics for the Full Sample. 
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Table 3.3: Detailed Statistics on Post-Displacement Earnings Change. 
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Table 3.4: OLS Estimation Results Using Log Changes in Earnings. NB: Models (1) – (3) use 
the Bartik index to measure local economic growth. Models (4) – (6) use actual state employment growth to 
measure local economic growth. 
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Table 3.5: Generalized Difference-in-Differences Estimation Results. NB: Models (1) – (3) use 
the Bartik index to measure local economic growth. Models (4) – (6) use actual state employment growth. 
 
 
 
 
 
 
 
Dep. Var: ln(W) (1) (2) (3) (4) (5) (6) 
Covariates Full Sample Women Men Full Sample Women Men 
       
Local Growth x Int. 0.135*** 0.178** 0.124** 0.0443*** 0.0373** 0.0499*** 
 (0.0411) (0.0834) (0.0486) (0.0128) (0.0181) (0.0181) 
Int. -0.235*** -0.181** -0.261*** -0.178*** -0.0965* -0.214*** 
 (0.0527) (0.0680) (0.0669) (0.0451) (0.0529) (0.0590) 
D 0.0250*** 0.0267*** 0.0226** 0.0254*** 0.0265*** 0.0237** 
 (0.00841) (0.00840) (0.0108) (0.00807) (0.00805) (0.0108) 
Local Growth 0.0273* 0.0175 0.0322* -0.00459 -0.00507 -0.00469 
 (0.0140) (0.0145) (0.0161) (0.00360) (0.00387) (0.00424) 
Local Growth x D -0.0127*** -0.0167** -0.0105** -0.00971** -0.0175** -0.00462 
 (0.00427) (0.00756) (0.00506) (0.00396) (0.00724) (0.00490) 
Age 0.0574*** 0.0511*** 0.0616*** 0.0574*** 0.0511*** 0.0616*** 
 (0.00126) (0.00155) (0.00147) (0.00126) (0.00155) (0.00147) 
Age_Sq -0.000593*** -0.000528*** -0.000639*** -0.000593*** -0.000528*** -0.000639*** 
 (1.38e-05) (1.76e-05) (1.69e-05) (1.38e-05) (1.76e-05) (1.69e-05) 
Female -0.269*** - - -0.269*** - - 
 (0.00714)   (0.00716)   
White 0.132*** 0.0847*** 0.177*** 0.132*** 0.0846*** 0.177*** 
 (0.00619) (0.00605) (0.00867) (0.00624) (0.00605) (0.00874) 
Married 0.0911*** 0.0316*** 0.140*** 0.0910*** 0.0315*** 0.140*** 
 (0.00374) (0.00419) (0.00518) (0.00375) (0.00421) (0.00519) 
HS 0.285*** 0.301*** 0.281*** 0.285*** 0.301*** 0.281*** 
 (0.0214) (0.0252) (0.0202) (0.0214) (0.0252) (0.0202) 
SC 0.421*** 0.459*** 0.396*** 0.421*** 0.459*** 0.396*** 
 (0.0240) (0.0273) (0.0230) (0.0240) (0.0274) (0.0230) 
CG 0.750*** 0.792*** 0.720*** 0.750*** 0.792*** 0.720*** 
 (0.0303) (0.0316) (0.0311) (0.0303) (0.0316) (0.0311) 
GD 0.957*** 0.996*** 0.929*** 0.957*** 0.996*** 0.929*** 
 (0.0324) (0.0297) (0.0357) (0.0324) (0.0298) (0.0357) 
State FE? Yes. Yes. Yes. Yes. Yes. Yes. 
Year FE? Yes. Yes. Yes. Yes. Yes. Yes. 
Disp. Year FE? Yes. Yes. Yes. Yes. Yes. Yes. 
Constant 4.672*** 4.494*** 4.585*** 4.626*** 4.462*** 4.533*** 
 (0.0358) (0.0425) (0.0368) (0.0352) (0.0374) (0.0381) 
       
Observations 194,171 81,061 113,110 194,171 81,061 113,110 
R-squared 0.311 0.270 0.296 0.311 0.270 0.296 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 3.6: Log Differences Quantile Regression (QR) Estimation Results. 
 
 
 
 
 
 
 
 
 
Dep. Var: dln(W) (1) (2) (3) (4) (5) 
Covariates QR (0.10) QR (0.25) QR (0.50) QR (0.75) QR (0.90) 
      
Bartik Index 0.311*** 0.0625** -0.00169 0.00895 -0.00303 
 (0.102) (0.0263) (0.0247) (0.0216) (0.0667) 
Age 0.000708 -0.00191 -0.00501** -0.0152*** -0.0150*** 
 (0.0109) (0.00427) (0.00234) (0.00290) (0.00574) 
Age Squared -5.36e-05 -2.53e-05 2.93e-05 0.000133*** 0.000129* 
 (0.000142) (5.40e-05) (2.82e-05) (3.41e-05) (6.61e-05) 
Female 0.0936*** 0.0480*** 0.00183 -0.00832 -0.0227 
 (0.0337) (0.0125) (0.00585) (0.00655) (0.0174) 
White -0.0165 0.0109 0.00731 0.0149 0.0186 
 (0.0386) (0.0177) (0.00905) (0.0119) (0.0198) 
Rural -0.0637* -0.0310 0.00488 0.0147 0.0378** 
 (0.0371) (0.0211) (0.00973) (0.0127) (0.0189) 
Citizen -0.00709 -0.0281 -0.0103 -0.0150 -0.0548 
 (0.0793) (0.0198) (0.0132) (0.0164) (0.0456) 
Foreign Born 0.120 0.0599*** 0.0166 -0.00693 -0.0421** 
 (0.0734) (0.0213) (0.0115) (0.0124) (0.0207) 
Married -0.0158 0.00656 0.00578 0.000106 0.00280 
 (0.0339) (0.0140) (0.00679) (0.00960) (0.0166) 
Years Since Disp. 0.0255 0.0142* 0.00877* 0.0315*** 0.0535*** 
 (0.0160) (0.00740) (0.00464) (0.00409) (0.00706) 
Lost Job Tenure -0.0135*** -0.0111*** -0.00619*** -0.00578*** -0.00761*** 
 (0.00344) (0.00105) (0.000731) (0.000521) (0.00121) 
HS 0.0711 0.0122 0.00198 0.0288*** 0.0910*** 
 (0.0487) (0.0244) (0.0114) (0.0104) (0.0251) 
SC 0.0573 0.0102 0.00116 0.0275* 0.0808** 
 (0.0563) (0.0296) (0.0142) (0.0147) (0.0317) 
CG 0.00262 0.0359 0.0154 0.0313** 0.0985*** 
 (0.0662) (0.0308) (0.0140) (0.0134) (0.0366) 
GD -0.0503 0.0680* 0.0318** 0.0550** 0.101** 
 (0.122) (0.0368) (0.0162) (0.0221) (0.0453) 
Occupational FE? Yes Yes Yes Yes Yes 
State FE? Yes Yes Yes Yes Yes 
Year FE? Yes Yes Yes Yes Yes 
Constant -0.243 -0.117 0.118 0.520*** 0.791*** 
 (0.401) (0.133) (0.0944) (0.0923) (0.199) 
      
Observations 10,215 10,215 10,215 10,215 10,215 
R-squared 0.026 0.027 0.029 0.026 0.021 
Standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Table 3.7: Difference-in-Differences Quantile Regression (QR) Estimation Results. 
 
 
 
 
 
 
 
 
Dep. Var: ln(W) (1) (2) (3) (4) (5) 
Covariates QR (0.10) QR (0.25) QR (0.50) QR (0.75) QR (0.90) 
      
Local Growth x Int. 0.146** 0.0940*** 0.0819** 0.0968** 0.0947 
 (0.0639) (0.0294) (0.0368) (0.0405) (0.0723) 
Int. -0.250** -0.206*** -0.206*** -0.176*** -0.176* 
 (0.104) (0.0425) (0.0396) (0.0600) (0.0955) 
D 0.0140 0.0180** 0.0195** 0.0202*** 0.0470*** 
 (0.0104) (0.00905) (0.00961) (0.00768) (0.0143) 
Local Growth 0.0232 0.0362** 0.0260** 0.00998 0.0485*** 
 (0.0293) (0.0171) (0.0121) (0.0145) (0.0172) 
Local Growth x D -0.00508 -0.0113** -0.0134*** -0.0117*** -0.0206*** 
 (0.00561) (0.00498) (0.00415) (0.00444) (0.00602) 
Age 0.0412*** 0.0489*** 0.0587*** 0.0640*** 0.0667*** 
 (0.00156) (0.00120) (0.00131) (0.00128) (0.00189) 
Age_Sq -0.000445*** -0.000514*** -0.000600*** -0.000643*** -0.000668*** 
 (1.89e-05) (1.36e-05) (1.44e-05) (1.44e-05) (2.20e-05) 
Female -0.200*** -0.238*** -0.274*** -0.302*** -0.306*** 
 (0.00877) (0.00752) (0.00655) (0.00690) (0.00905) 
White 0.113*** 0.129*** 0.134*** 0.131*** 0.143*** 
 (0.00742) (0.00679) (0.00774) (0.00730) (0.00660) 
Married 0.0910*** 0.0957*** 0.0919*** 0.0820*** 0.0754*** 
 (0.00589) (0.00557) (0.00407) (0.00290) (0.00454) 
HS 0.204*** 0.257*** 0.294*** 0.304*** 0.307*** 
 (0.00992) (0.0185) (0.0251) (0.0241) (0.0188) 
SC 0.308*** 0.384*** 0.439*** 0.458*** 0.456*** 
 (0.0128) (0.0224) (0.0278) (0.0263) (0.0200) 
CG 0.546*** 0.690*** 0.794*** 0.839*** 0.856*** 
 (0.0186) (0.0280) (0.0335) (0.0331) (0.0267) 
GD 0.756*** 0.918*** 1.018*** 1.064*** 1.034*** 
 (0.0235) (0.0335) (0.0385) (0.0362) (0.0226) 
State FE? Yes. Yes. Yes. Yes. Yes. 
Year FE? Yes. Yes. Yes. Yes. Yes. 
Disp. Year FE? Yes. Yes. Yes. Yes. Yes. 
Constant 4.711*** 4.706*** 4.749*** 4.940*** 5.064*** 
 (0.0449) (0.0422) (0.0535) (0.0449) (0.0505) 
      
Observations 194,171 194,171 194,171 194,171 194,171 
R-squared 0.301 0.308 0.310 0.309 0.306 
Robust standard errors in parentheses (clustered by state) 
*** p<0.01, ** p<0.05, * p<0.1 
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Figure 3.1: Actual and Predicted Local Employment Growth Rates from 1990 to 2015. 
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Figure 3.2: Employment Growth and Earnings Changes in California. 
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Figure 3.3: Employment Growth and Earnings Changes in New York. 
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Figure 3.4: Employment Growth and Earnings Changes in Texas. 
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Figure 3.5: Earnings Distributions of Displacement and Control Groups. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
