Abstract. We use Colored Petri Nets (CPNs) for the modeling and performance analysis of grid architectures. We define a strategy for the optimization of grid storage usage, based on the addition of data removal tasks to grid workflows. We evaluate the strategy by simulating our CPN model of the grid. Experiments show that the strategy significantly reduces the amount of storage space needed to execute a grid application.
Introduction
Grid computing has emerged as a powerful platform for executing data and computation intensive applications. Several grid architectures have been proposed to orchestrate available resources (e.g. [1, 5, 2] ). However, as the complexity of grid applications continuously increases, there is always a need for new solutions. These solutions are typically first evaluated on a simulation model. In this paper we propose Colored Petri Nets (CPNs) [6] for the modeling and simulation of grid architectures.
Grid simulation has been an active area of research for quite some time, and several grid simulators have been developed [7, 4] . There are, however, several advantages in using CPNs for this purpose: 1) CPNs are graphical, hierarchical, modular, and have a formal semantics 1 . They are executable and thus can model the dynamics of the grid as well. 2) CPNs are supported by CPN tools [6] , a powerful framework for modeling, verification and performance analysis. 3) Petri nets have been extensively used for many years to model and analyze concurrent systems. Simple reuse of ideas makes grid modeling a relatively easy task. 4) Most grid workflow languages can be easily converted to Petri nets.
The grid architecture we model is reasonably generic, suitable for executing grid applications that are computationally intensive and manipulate (large) data. It can be seen as a computational grid in which data also plays an important role. We believe that our model covers all relevant aspects with enough detail, and that it can be used to discover trends that remain valid in more complex settings.
Every task in a grid workflow typically specifies the set of its input data files and the data that it generates. We frequently see cases where some data is only used at one region of a workflow. This data, although not needed after a certain point in time, stays on the grid until the complete workflow is finished. In an environment with reliable resources this is a waste of storage space and an optimization strategy is needed. In this paper we propose one such strategy, in form of a method that inserts data clean-up tasks to a workflow, at the points from which no further tasks access this data. We perform simulations on our CPN model of the grid, and show that the amount of storage space an application uses during execution is indeed significantly reduced when our strategy is applied. 
Modeling Grid Architectures
Our grid architecture consists of three layers. On the top is the application layer, a workflow environment in which the users describe their applications. On the bottom is the fabric layer consisting of grid nodes connected in a network. In between is the middleware layer, responsible for the allocation of resources and data handling. 
Data Removal Strategy
Our optimization strategy is based on the insertion of data clean-up tasks at the points from which this data is no longer needed. Since data elements can be (re)used in loops, in parallel or in alternative branches, the main challenge is to identify these points. However, Petri nets provide ways to achieve this easily. We present the method on the basis of an example. Fig. 2 shows a (sound 3 ) grid workflow (ignore the gray elements for the moment), where a, b, c, and d are data elements shared among the tasks. Our method introduces a clean-up task for each element, with one guard place to ensure that the removal request is issued only once. These additions are illustrated in gray color in Fig. 2 . The element c is thus deleted when there is a token in place p 5 and a token in place p 6 . The element d is deleted when there is a token in p 8 or a token in p 9 . While a can be deleted immediately after the first task, b can only be deleted at the end, as it can be used in the loop between p 8 and p 9 .
We evaluate the strategy by means of simulation, using our CPN model. The testbed consists of nine grid nodes, fully connected in a homogeneous network. The input workflow is fixed, but investigated for the case-arrival rates ranging from 1/175 to 1/125. We use periodic Min-Min scheduling with the period varied from 0 to 100.
The results in Table 1 show the percentage of storage space that becomes available when the strategy is applied. The improvement is greater for longer scheduling periods and for higher arrival rates. This is expected, as longer periods enable more effective prioritization of removal tasks, and more cases result in longer unnecessary space occupation.
Conclusion
We modeled a grid architecture in terms of Colored Petri Nets. The model is formal, graphical and executable, offering an unambiguous view of how different parts of the grid are structured and how they interact. The model is suitable for performance analysis, it is fully adaptable and extendible.
To solve the problem of data occupying the grid storage space unnecessarily long, we introduced a method for the addition of data clean-up tasks to grid workflows. We evaluated this method by conducting a simulation experiment using our CPN model of the grid. The results showed that the required storage space could be reduced by as far as 80%.
