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2Abstract
Nanoscale pattern formation in reactive adsorbates on single crystal surfaces
is investigated theoretically. Because on such small scales uctuations beco-
me important, a mesoscopic theory for the adsorbate coverage is developed,
which aims at providing a link between microscopic lattice models and reaction-
diusion equations. It describes the dynamics for the locally averaged adsorbate
coverages in a continuum model taking into account internal uctuations. This
approach is applied to several systems, where patterns on scales smaller than
the characteristic diusion length, which typically lies in the micrometer range,
can be formed.
As has been observed e.g. in recent experiments with fast scanning tunne-
ling microscopy, a variety of nanoscale patterns can result from the presence
of attractive adsorbate-adsorbate interactions. Here, at rst a single species
of such an adsorbate is considered. In the absence of nonequilibrium reactions,
strong enough attractive lateral interactions can induce a rst-order phase tran-
sition in the adsorbate coverage. The mesoscopic evolution equation is applied
to model the kinetics of this phase transition. If additionally a nonequilibrium
reaction is present, stationary spatially periodic microstructures may arise as
a result of the competition of the attractive lateral interactions and the reacti-
ons. The conditions for their appearance and their properties are investigated
in detail, e.g. alternating lateral interactions are discussed and the inuence of
global coupling through the gas phase is analyzed. Furthermore, it is shown
that they are not destroyed by relatively strong internal uctuations.
In the next step, a hypothetical model for two dierent reactive adsorbate
species is investigated, where a similar mechanism leads to the formation of
nanoscale traveling and standing waves. In the presence of relatively strong in-
ternal uctuations these waves break up and a complex dynamics of interacting
wave fragments is observed.
In the last example, it is shown in the analysis of a simple model that self-
organized nonequilibrium microreactors with submicrometer sizes may sponta-
neously develop in a single reactive adsorbate species without attractive lateral
interactions. They represent localized structures resulting from the interplay
between reaction, diusion and an adsorbate-induced structural transformation
of the surface.
Keywords:
heterogeneous catalysis at surfaces, self-organized systems, pattern formation,
stochastic analysis methods
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
urzte Zusammenfassung
In der vorliegenden Arbeit werden Musterbildungsph

anomene auf Submikro-
meterskalen in reaktiven Adsorbaten auf einkristallinen Katalysatorober

achen
theoretisch untersucht. Da auf solch kleinen Skalen Fluktuationen nicht mehr
vernachl

assigt werden k

onnen, wird eine mesoskopische Theorie entwickelt, die
zwischen mikroskopischen Gittermodellen und Reaktions-Diusions-Systemen
vermittelt. Sie beschreibt die Dynamik lokal gemittelter Adsorbatbedeckungen
im Rahmen eines Kontinuumsmodells unter Ber

ucksichtigung interner Fluktua-
tionen. Dieser Ansatz wird auf verschiedene Systeme angewendet, in denen sich
Muster auf L

angenskalen ausbilden, die kleiner als die charakteristische Diu-
sionsl

ange sind, die typischerweise im Mikrometerbereich liegt.
Wie beispielsweise in k

urzlich durchgef

uhrten Experimenten mit einem ver-
gleichsweise schnellen Rastertunnelmikroskop beobachtet wurde, k

onnen at-
traktive Adsorbat-Adsorbat-Wechselwirkungen zu verschiedenen Mustern auf
Nanometerskalen f

uhren. Hier wird zun

achst eine einzelne Adsorbatspe-
zies betrachtet. In Abwesenheit von Nichtgleichgewichtsreaktionen k

onnen
hinreichend starke attraktive laterale Adsorbatwechselwirkungen einen Pha-
sen

ubergang erster Ordnung in der Adsorbatbedeckung induzieren. Die meso-
skopische Entwicklungsgleichung wird auf die Modellierung der Kinetik dieses
Phasen

ubergangs angewendet. Ber

ucksichtigt man zus

atzlich eine Nichtgleich-
gewichtsreaktion, so k

onnen sich station

are r

aumlich periodische Mikrostruktu-
ren aufgrund der Konkurrenz zwischen dem Phasen

ubergang und der Reaktion
ausbilden. Die Vorraussetzungen f

ur deren Auftreten und ihre charakteristi-
schen Eigenschaften werden hier detailliert analysiert. Unter anderem werden
alternierende Wechselwirkungen diskutiert und der Einu globaler Kopplung
durch die Gasphase auf die Musterbildung wird betrachtet. Auerdem wird ge-
zeigt, da die Mikrostrukturen auch durch vergleichsweise starke interne Fluk-
tuationen nicht zerst

ort werden.
Im n

achsten Schritt wird ein hypothetisches Modell f

ur zwei verschiedene
Adsorbatspezies untersucht, in dem ein

ahnlicher Mechanismus zur Bildung
von laufenden und stehenden Wellenmustern auf der Nanoskala f

uhrt. Werden
vergleichsweise starke interne Fluktuationen ber

ucksichtigt, so brechen diese
Wellenmuster auf und man beobachtet eine komplexe Dynamik miteinander
wechselwirkender Wellenfragmente.
Im letzten Beispiel wird anhand der Analyse eines einfachen Modells
gezeigt, da sich auf Skalen unterhalb der Diusionsl

ange selbstorganisierte
Mikroreaktoren in einer einzelnen reaktiven Adsorbatspezies ausbilden k

onnen,
ohne da die Teilchen miteinander wechselwirken. Sie entsprechen lokalisierten
Strukturen, die aufgrund des Zusammenspiels einer Nichtgleichgewichtsreakti-
on, der Diusion und eines adsorbatinduzierten strukturellen Phasen

ubergangs
in der Substratober

ache entstehen.
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Kapitel 1
Einleitung
Die Zeit ist ein Strom, der mich fortreit, aber ich bin der Strom; sie
ist ein Tiger, der mich zereischt, aber ich bin der Tiger; sie ist ein Feuer,
das mich verzehrt, aber ich bin das Feuer.
Jorge Luis Borges
Biologische Systeme beeindrucken immer wieder durch ihre feine Struktur,
ihre vielf

altigen Funktionen und ihre Komplexit

at [1, 2]. Das dynamische Prin-
zip der Selbstorganisation, das der Formenvielfalt des Lebendigen zugrunde
liegt [3, 4], oenbart sich aber auch in vielen physikalischen und chemischen
Prozessen, die sich als

uberschaubarere Modellsysteme f

ur eine Untersuchung
grundlegender Strukturbildungsmechanismen anbieten.
Zumeist handelt es sich dabei um sogenannte dissipative Systeme, die im
Gegensatz zu thermodynamischen Systemen durch einen st

andigen Zu- und
Abu von Energie gekennzeichnet sind. Diese Unterscheidung beruht auf der
von I. Prigogine und Mitarbeitern [5, 6] entwickelten Erweiterung der Ther-
modynamik auf Prozesse, die fernab vom thermodynamischen Gleichgewicht
ablaufen. Kennzeichnend f

ur oene Systeme ist, da ihre Dynamik nicht mehr
durch lineare Zusammenh

ange beschrieben werden kann. Andererseits legte
H. Poincare mit seiner noch vor der Jahrhundertwende erschienenen Arbeit [7]
den Grundstein f

ur die sp

ater einsetzende Entwicklung der nichtlinearen Dyna-
mik [8, 9, 10]. Aus der unter anderem von H. Haken verbreiteten Erkenntnis,
da die Entstehung neuer Strukturen typischerweise durch universelle Gleichun-
gen mit nur wenigen Variablen beschrieben werden kann, entwickelte sich dann
die interdisziplin

are Forschungsrichtung der ,,Synergetik" [11, 12, 13], die sich
vorwiegend mit dem Studium einfacher nichtlinearer Modellsysteme in sehr ver-
schiedenen physikalischen Kontexten besch

aftigt.
Auf der anderen Seite k

onnen sich jedoch auch im thermodynamischen
Gleichgewicht inhomogene Strukturen ausbilden. Beispielsweise wurden in einer
7
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Vielzahl von physikalischen Situationen modulierte Gleichgewichtsphasen be-
obachtet, deren Entstehung auf der Konkurrenz zwischen kurzreichweitigen at-
traktiven und langreichweitigen repulsiven Wechselwirkungen beruht [14]. Zum
anderen seien Untersuchungen zur Kinetik von Phasen

uberg

angen erster Ord-
nung erw

ahnt. Dabei wird ein System mit homogener Anfangsverteilung be-
trachtet, das in zwei Gleichgewichtsphasen separiert. Seit der Pionierarbeit von
I. M. Lifshitz und V. V. Slyozov [15], in der eine Skalentheorie f

ur das kollektive
Wachstum

uberkritischer Keime aufgestellt wurde, hat sich dieser Teilbereich
der statistischen Physik betr

achtlich weiterentwickelt [16, 17, 18]. Beispielsweise
wurden seitdem auch Modelle f

ur die Kinetik von Phasen

uberg

angen mit nicht
erhaltenem Ordnungsparameter aufgestellt [19] und spinodal entmischende Sy-
steme theoretisch untersucht [20].
In der Chemie wurde die Untersuchung nichtlinearer Musterbildung durch
die experimentellen Arbeiten von B. P. Belouzov [21] und A. M. Zhabotinsky
[22] sowie die theoretischen Studie von A. M. Turing [23] in Gang gesetzt. Ein
konstanter Zuu der Edukte bzw. Abu der Produkte ist auch f

ur kataly-
tische Ober

achenreaktionen kennzeichnend. Nach der Entdeckung zeitlicher
Oszillationen der Reaktionsrate bei der Oxidation von Kohlenmonoxid auf ei-
nem Platindraht zu Beginn der siebziger Jahre [24, 25] wurden nichtlineare
Ph

anomene bei dieser Modellreaktion sp

ater intensiv untersucht [26, 27].
Ein Durchbruch wurde mit dem in den sp

aten achtziger Jahren entwickelten
Photoemissions-Elektronenmikroskop erzielt, das die Beobachtung von kineti-
schen Mustern wie stehenden und laufenden Wellen und rotierenden Spiralen
erm

oglichte [28, 29]. Im Vergleich zur Gr

oe eines Adsorptionsplatzes (einige
10
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m) k

onnen die charakteristischen L

angenskalen dieser Strukturen (min-
destens einige m) als makroskopisch angesehen werden. Ihre kinetischen Ei-
genschaften lassen sich gut durch Reaktions-Diusions-Systeme modellieren, bei
denen sowohl Fluktuationen als auch laterale Wechselwirkungen vernachl

assigt
werden [30, 31].
Diese zuf

alligen bzw. intermolekularen Kr

afte werden jedoch f

ur die Mu-
sterbildung auf wesentlich kleineren Skalen wichtig. Mit dem Rastertunnelmi-
kroskop k

onnen Adsorbatverteilungen mit atomarer Au

osung sichtbar gemacht
werden [32]. Dabei ndet man h

aug die Bildung uktuierender kristalliner Ad-
sorbatcluster aufgrund einer sich nur auf wenige Nachbarpl

atze erstreckenden
attraktiven Wechselwirkung zwischen adsorbierten Sauersto-Teilchen [33, 34].
In reaktiven Systemen wurden auch Nichtgleichgewichtsstrukturen auf der Na-
noskala beobachtet [35, 36, 37].
In der vorliegenden Arbeit werden Musterbildungsph

anomene von wech-
selwirkenden Adsorbaten auf katalytischen Ober

achen im Submikrometer-
bereich theoretisch untersucht. Es wird dabei eine mesoskopische Beschrei-
bungsebene gew

ahlt, d.h., es werden Kontinuumsmodelle f

ur lokal gemittel-
te Adsobatbedeckungen unter Ber

ucksichtigung interner Fluktuationen be-
9trachtet. Der Schwerpunkt liegt in der Analyse von Systemen, in denen die
Strukturbildung auf der Konkurrenz zwischen Reaktions-Diusions-Kinetik und
Phasen

uberg

angen in der Bedeckung basiert, die aufgrund von attraktiven
Adsorbat-Adsorbat-Wechselwirkungen auftreten.
Die Darstellung der Ergebnisse ist wie folgt gegliedert. Zun

achst werden die
hier nur angedeuteten experimentellen Befunde eingehender betrachtet. An-
schlieend werden im dritten Kapitel mikroskopische Aspekte der Dynamik
diskutiert, woraufhin eine mesoskopische Theorie durch lokale Gl

attung der
mikroskopischen Dynamik abgeleitet wird. Die neue Theorie erfat nichtlokale
Wechselwirkungen adsorbierter Teilchen und interne Fluktuationen. Als erste
Anwendung wird im vierten Kapitel die Kinetik von wechselwirkungsinduzier-
ten Phasen

uberg

angen in thermodynamischen Systemen mit erhaltenem bzw.
nicht erhaltenem Ordnungsparameter qualitativ untersucht.
Im f

unften Kapitel wird ein Modell f

ur eine attraktiv wechselwirkende Adsor-
batspezies unter dem Einu einer Nichtgleichgewichtsreaktion betrachtet. Dar-
in auftretende periodisch modulierte station

are Mikrostrukturen werden einge-
hend untersucht, und die Vorraussetzungen f

ur ihre Existenz werden diskutiert.
In Kapitel 6 besch

aftigen wir uns mit einer Mischung aus zwei verschiedenen
Sorten adsorbierter Molek

ule in einem oenen Flureaktor, die sich gegenseitig
anziehen. In diesem System ndet man laufende und stehende Wellen, deren
charakteristische L

angenskalen

ublicherweise im Submikrometerbereich liegen
sollten.
Schlielich wird im siebten Kapitel ein deterministisches Modell f

ur ein wech-
selwirkungsfreies reaktives Adsorbat konstruiert, dessen Dynamik an die Kine-
tik des Ordnungsparameters f

ur einen adsorbatinduzierten Phasen

ubergang in
der Ober

achenstruktur gekoppelt ist. Es bilden sich selbstorganisierte Mikro-
reaktoren aus, die analytisch mittels st

orungstheoretischer Methoden und in
numerischen Simulationen untersucht werden. Abschlieend gibt die Zusam-
menfassung einen

Uberblick

uber die wichtigsten Ergebnisse und Perspektiven
dieser Arbeit.
Kapitel 2
Experimentelle Befunde
Da katalysierte chemische Reaktionen typischerweise in oenen Durchureak-
toren ablaufen, handelt es sich um Nichtgleichgewichtssysteme, in denen die
Bildung dissipativer Strukturen m

oglich ist. Wie bereits einleitend erw

ahnt,
avancierte die CO-Oxidation schon bald nach der ersten Entdeckung von Oszil-
lationen vor beinahe dreiig Jahren [24, 25] zum meistuntersuchten derartigen
System [26, 27]. Besonders intensiv wurde sie in den Arbeitsgruppen um G.
Ertl untersucht [28, 29, 38]. Die Aufkl

arung der Mechanismen f

ur die Reaktion
und die Oszillationen wurde durch die Verwendung von Einkristallkatalysato-
ren unter Ultrahochvakuum-Bedingungen (UHV) m

oglich [39, 40, 41, 42, 43].
In diesem Fall kann die katalytische Reaktion als strikt isotherm angesehen wer-
den, und das etwaige Wechselspiel der Ober

achenstruktur mit der Reaktion
ist wohl deniert.
Durch die Entwicklung des Photoemissions-Elektronenmikroskops (PEEM)
konnten erstmals Messungen der Ober

achenkonzentrationen mit einer ty-
pischen r

aumlichen Au

osung von einem Mikrometer bei einer zeitlichen
Au

osung von 20 ms durchgef

uhrt werden [44]. Mit dieser Technik konnte eine
Vielzahl raumzeitlicher Selbstorganisationsprozesse in Echtzeit verfolgt werden
[45, 46, 47, 48, 49], die sp

ater erfolgreich durch Reaktions-Diusions-Modelle
modelliert wurden [30, 31, 50, 51, 52]. Fluktuationen oder laterale Wechselwir-
kungen zwischen Adsorbatteilchen wurden dabei nicht ber

ucksichtigt, da die
charakteristische Skala der kinetischen Muster Zehntausende Adsorptionspl

atze
umfat. In den letzten Jahren wurde dann auch der sogenannte ,,pressure gap"
geschlossen: Mit Hilfe von laserspektroskopischen Methoden (EMSI) gelang die
Beobachtung von Musterbildungsprozessen bei Normaldr

ucken [53, 54].
Andere experimentelle Durchbr

uche gelangen in den letzten Jahren bei der
Beobachtung von Adsorbatsystemen auf Nanometerskalen mittels Rastertun-
nelmikroskopie (STM) im UHV [34, 36, 55, 56, 57, 58, 59, 60] und Feldio-
nenmikroskopie [35, 61, 62, 63]. Auf solch kleinen Skalen f

uhren die diskrete
Natur der Adsorptionspl

atze und die von Null verschiedene Temperatur der
10
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metallischen Ober

ache zu starken Fluktuationen. Auerdem ist die Kenntnis
der lateralen Wechselwirkungen zwischen adsorbierten Teilchen f

ur ein tiefer-
gehendes Verst

andnis der Bildung mikroskopisch kristalliner Adsorbatphasen,
der Beweglichkeit von Teilchen und der mikroskopischen Reaktionskinetik ad-
sorbierter Partikel essentiell [64, 65, 66]. Hierbei unterscheidet man im we-
sentlichen vier Arten: In physisorbierten Adsorptionsschichten k

onnen Van der
Waals-Wechselwirkungen [67] von Bedeutung sein. Auerdem sind zwischen
stark elektropositiven bzw. -negativen Adsorbatteilchen elektrostatische Wech-
selwirkungen von Bedeutung, wie z.B. Dipol-Dipol-Wechselwirkungen [68], die
repulsiv oder attraktiv sein k

onnen. Bei chemisorbierten Adsorbaten spielen
h

aug indirekte elektronische Wechselwirkungen eine groe Rolle [69, 70, 71], die
dadurch zustande kommen, da zwei Adsorbatteilchen von den Metallelektro-
nen des Substrats abgeschirmt werden. Diese Wechselwirkungen sind nichtlokal
und typischerweise repulsiv f

ur die n

achsten Nachbarpl

atze und attraktiv f

ur
weiter entfernte Adsorptionspl

atze [72]. Eine weitere indirekte Wechselwirkung
zwischen adsorbierten Teilchen basiert auf adsorbatinduzierten elastischen Ver-
zerrungen des Substrats, die untereinander wechselwirken [73, 74, 75, 76, 77, 78].
Diese Wechselwirkung ist typischerweise repulsiv und vergleichsweise langreich-
weitig. Im Gegensatz zu den sich nur

uber einige Nachbarpl

atze erstreckenden
anderen lateralen Wechselwirkungen k

onnen die Verspannungen

uber mehrere
zehn Adsorptionspl

atze wirken. Typischerweise

ubersteigen die Energien der
elektrostatischen und der indirekten elektronischen Wechselwirkungen die der
anderen Kr

afte deutlich. Die Wechselwirkungen des Adsorbats mit dem Sub-
strat sorgen auerdem daf

ur, da die auf der Ober

ache bendlichen Teilchen
nur bestimmte Adsorptionspl

atze einnehmen k

onnen.
Hinreichend starke attraktive Wechselwirkungen zwischen adsorbierten Teil-
chen k

onnen zur Bildung von kristallinen zweidimensionalen Adsorbatphasen
f

uhren. Solche geordneten Phasen wurden in LEED- und STM-Experimenten
charakterisiert (siehe z.B. [79, 80, 81]). Mit dem vor allem von J. Wintterlin und
Mitarbeitern verwendeten dynamischen STM (zum experimentellen Aufbau sie-
he [57]), das Scanraten von bis zu 20 Hz erlaubt, konnte im folgenden auch die
mikroskopische Kinetik des Adsorbats bei Temperaturen zwischen 300 K und
375 K unter UHV-Bedingungen sichtbar gemacht werden [33, 34, 82, 83, 84].
Dabei wurde eine (nahezu) einkristalline Metallober

ache zun

achst mit Adsor-
batteilchen wie z.B. Sauersto belegt, bis eine mittlere Bedeckung erreicht war.
Dann wurde die Gaszufuhr abgestellt und die Kinetik der adsorbierten Teilchen
mit dem Rastertunnelmikroskop sichtbar gemacht. Typischerweise beobachtete
man in diesen Experimenten die Bildung mikroskopischer Inseln in der kristal-
linen Phase vor einem gasf

ormigen oder uiden Hintergrund. Die erhaltenen
Bilder wurden statistisch untersucht.
Abbildung 2.1 zeigt eine typische Sequenz von STM-Bildern f

ur den Fall von
Sauersto-Atomen (wei) auf einer Ruthenium-Ober

ache [34]. In einer Mo-
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Abb. 2.1: Digitalisierte STM-Aufnahmen einer sauerstobedeckten Ru(0001)-
Ober

ache bei einer Temperatur T = 300K. Die mittlere Sauerstobedeckung be-
tr

agt  = 0:09, wobei  = 0:25 einer vollst

andig mit der 2  2-Phase des Adsorbats
bedeckten Ober

ache entspricht. Die aufeinanderfolgenden Schnappsch

usse zeigen
einen Ausschnitt der Ober

ache zu den Zeitpunkten t = 0, t = 0:17s, t = 1min : und
t = 5min. Der Ausschnitt ist 80

A190

A gro (aus [34]).
mentaufnahme erkennt man neben d

unn besetzten Bereichen mit gasf

ormiger
Charakteristik Inseln, in denen die adsorbierten Teilchen in einer regul

aren 22-
Phase angeordnet sind. Die R

ander der Inseln sind sehr rauh und starken
Fluktuationen unterworfen. Die ganze Zeit entstehen neue Bereiche mit der
charakteristischen 2  2-Struktur, und alte Inseln l

osen sich auf. Die Daten
legen eine Interpretation des Adsorbats als dichtes Gittergas in der N

ahe des
kritischen Punktes nahe. Andererseits kann auch nicht ausgeschlossen werden,
da z.B. langreichweitige Substratspannungen f

ur die Inhibition makroskopi-
scher Phasenseparation verantwortlich sind. Das in [84] errechnete Potential
f

ur die Paar-Wechselwirkungen ist alternierend. W

ahrend sich ein Teilchen
und andere Partikel auf n

achsten und

ubern

achsten Nachbarpl

atzen abstoen,
ist seine Wechselwirkung mit einem anderen Teilchen auf einem drittn

achsten
Nachbarplatz attraktiv. Der Wert des Paarpotentials f

ur den Abstand 2a
0
be-
tr

agt ungef

ahr  48 meV, wobei a
0
= 0:271 nm die Gitterkonstante f

ur Ru(0001)
bezeichnet. Diese Attraktion basiert vermutlich auf indirekten elektronischen
Wechselwirkungen. Sie ist f

ur die Bildung der 2  2-Bereiche verantwortlich.

Ahnliche statistische Analysen wurden auch f

ur den Fall koadsorbierter Syste-
me wie Cs+O auf Ru(0001) [33, 82] und N+O auf Ru(0001) [83] angestellt. In
den meisten dieser Untersuchungen wurden die experimentellen Daten auch mit
Monte-Carlo-Simulationen bzw. Gittergasmodellen f

ur bin

are Fl

ussigkeiten ver-
glichen. Die attraktive Wechselwirkung kann auch, wie im Fall von atomarem
Sticksto auf Ruthenium, zu schwach sein, um Inselbildung zu induzieren [85].
Diusionsbarrieren und H

upfprozesse adsorbierter Teilchen wurden in [86, 87]
mit Hilfe des STM genauer untersucht.
In einer anderen Serie von STM-Experimenten wurden mikroskopische
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Aspekte bei dissoziativen Adsorptionsprozessen untersucht. Bei der mole-
kularen und atomaren Adsorption von Sauersto auf Al(111)- und Pt(111)-
Ober

achen k

onnen die aus der Gasphase auftreenden Teilchen einen hoch
mobilen, ,,heien" Zwischenzustand einnehmen [57, 88, 89], bevor sie auf aus-
gezeichneten Adsorptionspl

atzen zur Ruhe kommen [90]. Auerdem kann dis-
soziative Adsorption auf mikroskopischen Skalen dynamisch heterogen werden,
da die Dissoziation entweder an bevorzugten Pl

atzen der Ober

ache erfolgt [60]
oder durch bereits dissoziierte und chemisorbierte Teilchen in der Nachbarschaft
eines freien Adsorptionsplatzes beeinut wird [59].
Da die Funktionsweise eines STM auf der Messung des Tunnelstroms zwi-
schen der Oberf

ache und einer (im Idealfall monoatomaren) metallischen Spitze
beruht, k

onnen Messungen mit dieser Apparatur durch in der Gasphase bend-
liche Teilchen stark beeinut werden, so z.B. durch Adsorption von Partikeln
auf der Spitze. Dies erschwert neben der begrenzten Zeitau

osung des STM die
in-situ-Beobachtung von katalytischen Ober

achenreaktionen. Dennoch gelang
es, einige Reaktionen mit dem STM sichtbar zu machen, darunter die katalyti-
sche Oxidation von Kohlenmonoxid auf einer Platin(111)-Ober

ache [36], wo-
bei in der Versuchsf

uhrung aus den eben genannten Gr

unden eine Submonolage
Sauersto pr

aadsorbiert und dann erst CO in die Gasphase zugeleitet wurde.
Abbildung 2.2 zeigt eine Serie von STM-Aufnahmen f

ur ein solches Experiment:
Abb. 2.2: Zeitlicher Ablauf der CO-Oxidation auf einer sauerstobedeckten
Platin(111)-Ober

ache bei einer Temperatur T = 247 K. Vor dem Experiment
wurde eine Submonolage Sauersto pr

apariert und dann CO mit dem Partialdruck
p
CO
= 5 10
 8
mbar in die Gasphase geleitet. Die Gr

oe des gezeigten Ausschnitts
betr

agt 180

A170

A (aus [36]).
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Man erkennt, da sich die pr

aadsorbierten Sauersto-Atome (schwarz) zu mi-
kroskopischen Inseln mit der typischen 2  2-Bedeckung gruppieren (t = 0).
Leitet man nun CO in die Gasphase, so werden die 2  2-Bereiche zun

achst
aufgrund der repulsiven Wechselwirkung mit adsorbierten CO-Molek

ulen zu
gr

oeren Inseln zusammengepret (t = 90 s). In den darauf folgenden Bildern
(t = 140 1100 s) vollzieht sich die Reaktion, was man in Abb. 2.2 am Schrump-
fen der 22-Fl

ache erkennt. Die abreagierten Bereiche (CO
2
verl

at sofort nach
seiner Bildung die Ober

ache) f

ullen sich mit der charakteristischen c(4  2)-
Phase, die aus dicht gepackten, immobilen CO-Molek

ulen zusammengesetzt ist.
Zum Zeitpunkt t = 2020 s ist die Reaktion dann beendet. Durch Bestimmung
der Reaktionsrate aus der zeitlichen Zunahme der 42-Fl

ache konnte eindrucks-
voll best

atigt werden, da die Reaktion nahezu ausschlielich an den R

andern
der Sauersto-bedeckten Inseln abl

auft und somit die Reaktionsrate proportio-
nal zur Gesamtl

ange der Inselr

ander ist. Die Reaktionsrate ist also nicht mehr
proportional zum Produkt der Bedeckungen von Sauersto und CO, wie in der

ublichen Mean-Field-N

aherung f

ur r

aumlich homogene Reaktionen angenom-
men wird (siehe auch [91] f

ur eine

alteres, thermodesorptionsspektroskopisches
Experiment). Es sei noch bemerkt, da bei der Oxidation von Wassersto auf
einer polykristallinen Platinspitze eines Feld-Ionenmikroskops wenige Nanome-
ter breite Reaktionsfronten sichtbar gemacht werden konnten [35].
In dieser Arbeit wird der Einu von lateralen Wechselwirkungen und Fluk-
tuationen auf die Dynamik von Adsorbaten im Rahmen einer mesoskopischen
Theorie untersucht. In den folgenden Kapiteln werden im Rahmen von einfa-
chen Modellsystemen haupts

achlich Strukturbildungsmechanismen untersucht,
die auf der Konkurrenz von kurzreichweitigen attraktiven Adsorbat-Adsorbat-
Wechselwirkungen einerseits und Reaktions-Diusionskinetik im Nichtgleichge-
wicht andererseits beruhen. Da, wie bereits erw

ahnt, die direkte Beobachtung
von Reaktionen mit dem STM durch die Beeinussung der Messung durch Teil-
chen in der Gasphase und die begrenzte zeitliche Au

osung erschwert wird, w

are
eine Technik wie das PEEM geeigneter, solche Strukturen zu beobachten. Wie
unsere Untersuchungen ergeben werden, ist zu erwarten, da die typischen Wel-
lenl

angen der hier beschriebenen Muster zwischen dem Wechselwirkungsradius
(typischerweise wenige nm) und den charakteristischen Diusionsl

angen der Re-
aktionskinetik (gr

oer als m) liegen, d.h., zwischen einigen nm und einem m
gro sind. Dies liegt noch unterhalb der bisher erreichten Au

osungsgrenze des
PEEM. F

ur die n

achsten Jahre ist jedoch eine Neuentwicklung dieses Ger

ats zu
erwarten, die dann auch Submikrometerskalen PEEM-Experimenten zug

anglich
macht. Auerdem seien noch spiegelelektronenmikroskopische (MEM-) Aufnah-
men erw

ahnt, die bereits erste Musterbildungsph

anomene auf Submikrometer-
skalen sichtbar machen konnten [92].
Schlielich sei auch auf das k

urzlich durchgef

uhrte Experiment von C. D.
Zangmeister und J. E. Pemberton hingewiesen [37]. Sie untersuchten mit ei-
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nem Kraftmikroskop (AFM) die Bildung von Natriumnitrat(NaNO
3
)-Kristallen
aus gasf

ormiger Salpeters

aure (HNO
3
) auf einer einkristallinen NaCl(100)-
Ober

ache. Setzt man eine solche Ober

ache einer nicht zu groen Menge von
gasf

ormigem HNO
3
aus, so formt sich eine d

unne metastabile Natriumnitrat-
Schicht aus, die das Substrat bedeckt und es vor weiterer Reaktion sch

utzt.
F

uhrt man nun dieser Konguration Wasserdampf zu, so bilden sich aus der
NaNO
3
-Schicht Kristalle, die auf der Kochsalz-Ober

ache sitzen, und freiwer-
dendes NaCl reagiert weiter mit Salpeters

aure. Abbildung 2.3 zeigt eine AFM-
Aufnahme der Ober

ache kurz nach dem Beginn der Wasserdampfzufuhr. Man
ndet die Bildung propagierender NaNO
3
-Streifen auf der durch das Wasser zu
einer ges

attigten NaCl-L

osung abgeschmolzenen Ober

ache. Die charakteristi-
sche Wellenl

ange des Streifenmusters betr

agt ungef

ahr 100 nm. Obwohl es sich
bei diesen Wellenmustern nicht um strikt zweidimensionale Strukturen handelt,
l

at sich mutmaen, da deren Bildung auf einem

ahnlichen Konkurrenzmecha-
nismus von attraktiven Wechselwirkungen und Reaktionen beruht wie in dem in
Kapitel 6 untersuchten Modell f

ur reaktive monomolekulare Adsorbatschichten.
Im folgenden Kapitel wird zun

achst die in dieser Arbeit betrachtete meso-
skopische Theorie hergeleitet.
Abb. 2.3: AFM-Aufnahme einer NaCl(100)-Ober

ache, die 110
 6
mol/cm
3
HNO
3
ausgesetzt wurde, gefolgt von 1  10
 5
mol/cm
3
H
2
O. Abbildung (a) zeigt einen
5m5m groen Ausschnitt der Ober

ache mit NaNO
3
-Streifen auf NaCl direkt
nach der Zuleitung des Wasserdampfs; in (b) ist eine 1m1m groe Vergr

oerung
des eingerahmten Bereichs aus (a) dargestellt (aus [37]).
Kapitel 3
Theorie reaktiver Adsorbate auf
Einkristallober

achen unter dem
Einu lateraler
Wechselwirkungen
3.1 Einleitende Bemerkungen
Im vorhergehenden Kapitel haben wir gesehen, da laterale Adsorbatwechsel-
wirkungen bei Ober

achenreaktionen f

ur die Musterbildung auf Nanoskalen
verantwortlich sein k

onnen. Da an der Bildung von Mustern auf so kleiner
Skala im Gegensatz zu der fr

uher beobachteten raumzeitlichen Dynamik auf
der Mikrometerskala nur noch wenige Adsorbatmolek

ule beteiligt sind, m

ussen
Fluktuationen bei ihrer Beschreibung ber

ucksichtigt werden.
Prinzipiell gibt es zwei verschiedene theoretische Ans

atze zur Beschreibung
raumzeitlicher Musterbildung bei Ober

achenreaktionen auf metallischen Ein-
kristallober

achen. Der eine Ansatz basiert auf der Verwendung von Reaktions-
Diusions-Modellen (RDS) [12], wobei der Einu von Wechselwirkungen zwi-
schen den adsorbierten Molek

ulen vernachl

assigt wird und das Adsorbat als
zweidimensionales ,,ideales Gas" betrachtet wird, dessen Molek

ule sich durch
stochastische Diusion (Brownsche Bewegung) bewegen. Laterale Wechsel-
wirkungen wurden dann sp

ater rein ph

anomenologisch ber

ucksichtigt, indem
man bedeckungsabh

angige Diusionskonstanten annahm. Dennoch liefern
Reaktions-Diusions-Modelle eine relativ gute Beschreibung raumzeitlicher Mu-
ster, deren charakteristische Mae mit der Diusionsl

ange vergleichbar sind.
So konnten insbesondere mittels Photoelektronen-Emissionsmikroskopie beob-
achtete Muster wie propagierende Anregungswellen, Spiralen oder oszillierende
zellul

are Strukturen erfolgreich modelliert werden [30, 31, 93]. Ihre Wellenl

ange
liegt typischerweise zwischen einigen Mikrometern und mehreren Hundert Mi-
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krometern. Bei der Beschreibung von Strukturen auf der Nanoskala, wie z.B.
scharfen, propagierenden Fronten oder reaktiven Inseln, ergeben sich jedoch er-
hebliche Probleme, da die Gr

oe dieser Strukturen

ublicherweise kleiner als die
charakteristische Diusionsl

ange eines reaktiven Adsorbats ist. Letztere ist aber
die kleinste durch ein RDS erfabare L

angenskala. Ferner sei hier angemerkt,
da auch makroskopische Gr

oen wie die Reaktionsrate signikant durch das
kollektive Verhalten einer groen Anzahl von Strukturen auf der Nanoskala be-
einut werden k

onnen und somit eine mikroskopische Modellierung notwendig
wird [36, 94]. Beispielsweise k

onnen die kollektive Entstehung und Vernichtung
reaktiver Nano-Inseln f

ur das Auftreten von chaotischen Oszillationen der Re-
aktionsrate in katalytischen Ober

achenreaktionen verantwortlich sein [95, 96].
Mit solchen Populationen von synchronisierten Nanoinseln werden wir uns in
Kapitel 7 eingehender auseinandersetzen.
Die andere Beschreibungsebene besteht aus einer mikroskopischen Betrach-
tung eines Ensembles aus einzelnen, sich stochastisch auf der Ober

ache be-
wegenden Adsorbatmolek

ulen und der zwischen ihnen ablaufenden Reaktionen.
Genau genommen betrachtet man das aus allen Adsorptionspl

atzen gebildete
Ensemble. Die Ober

ache wird dabei als Gitter interpretiert. Die einzelnen
Pl

atze sind durch einen Satz von Besetzungszahlen der am Proze beteiligten
Molek

ulsorten charakterisiert, die die Werte Null oder Eins f

ur besetzt bzw. un-
besetzt annehmen k

onnen. F

ur die Wahrscheinlichkeitsverteilung des Gesamt-
zustandes l

at sich unter bestimmten allgemeinen Annahmen eine partielle Dif-
ferentialgleichung formulieren, die Mastergleichung [11, 13, 97]. Sie gibt die zeit-
liche

Anderung der Wahrscheinlichkeitsverteilung in einem bestimmten Zustand
als Bilanz der

Ubergangsraten derjenigen Prozesse an, die ihn herbeif

uhren bzw.
aufheben. Die Mastergleichung liefert eine vollst

andige Ber

ucksichtigung von
Fluktuationen und ist nur in Spezialf

allen analytisch l

osbar. Im allgemeinen
Fall k

onnen Realisierungen des stochastischen Prozesses nur mittels kinetischer
Monte-Carlo-Simulationen erhalten werden [98, 99, 100, 101]. In solchen nu-
merischen Untersuchungen wurden auch nichtlokale Wechselwirkungen bis zum

ubern

achsten Nachbarn ber

ucksichtigt [102, 103, 104, 105]. Mikroskopische Si-
mulationen f

ur langreichweitigere Wechselwirkungen stehen noch aus. Das prin-
zipielle Problem von Monte-Carlo-Simulationen besteht darin, da die maxima-
le Ausdehnung eines modellierten Systems durch endliche Arbeitsspeicherka-
pazit

at und Rechengeschwindigkeit begrenzt wird, was systematische Untersu-
chungen von mesoskopischen Strukturen bzw. Wechselwirkungen zwischen ver-
schiedenen Strukturen erheblich erschwert. Im Gegensatz zu dem hier betrach-
teten Ensemble von Adsorptionspl

atzen bietet, insbesondere im Fall niedriger
Bedeckungen, die statistische Betrachtung der auf der Ober

ache bendlichen
Teilchen Vorteile. Die Adsorbatmolek

ule k

onnen als (miteinander reagierende)
Brownsche Teilchen interpretiert werden [106]. Die mikroskopische Dynamik ist
auch n

aherungsweise durch sogenannte Gittergasmodelle beschrieben worden
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[107, 108], die jedoch eine rigorose Verbindung zur mikroskopischen Master-
gleichung vermissen lassen. Will man nur die statistischen Eigenschaften von
homogenen Gleichgewichtszust

anden erfassen, so stehen analytische Methoden
wie die Kirkwood-N

aherungen zur Verf

ugung [109, 110, 111], die jedoch bei der
Beschreibung von inhomogenen Mustern versagen.
Vom Standpunkt der Modellbildung aus klat eine L

ucke zwischen der ,,ma-
kroskopischen", auf Reaktions-Diusions-Modellen basierenden Theorie, die
Wellen und r

aumliche Strukturen beschreibt, jedoch Fluktuationen und Wech-
selwirkungen zwischen Adsorbatteilchen vernachl

assigt, und der mikroskopi-
schen Gittertheorie, die prim

ar die statistischen Eigenschaften von Fluktua-
tionen erfat. Um beide Ebenen miteinander in Verbindung zu bringen, ist
eine mesoskopische Theorie w

unschenswert.

Ahnlich zu Reaktions-Diusions-
Modellen sollte diese auf einer Beschreibung durch kontinuierliche Adsorbat-
bedeckungen basieren. Dennoch sollte sie stochastisch sein, d.h., internes Rau-
schen aufgrund von Fluktuationen der Einzelprozesse ber

ucksichtigen. Die Form
und die Intensit

at dieses Rauschens m

uten aus der Mastergleichung f

ur das zu-
grunde liegende Gittermodell abgeleitet werden. Tats

achlich existieren bereits
mesoskopische Modelle. Sie wurden prim

ar f

ur Reaktions-Diusions-Systeme
entwickelt, bei denen interne Fluktuationen nicht mehr vernachl

assigt werden
k

onnen [13, 97, 112, 113, 114]. Dies ist der Fall, wenn die Diusionsprozesse
nicht mehr wesentlich h

auger als die Reaktionsereignisse auftreten.
In diesem Kapitel werden wir diesen Ansatz unter Ber

ucksichtigung lateraler
Adsorbat-Adsorbat-Wechselwirkungen erweitern [115]. Zun

achst besch

aftigen
wir uns jedoch in Kapitel 3.2 mit der zugrunde liegenden mikroskopischen Mo-
dellierung. In Kapitel 3.3 wird dann die mesoskopische Entwicklungsgleichung
aus der mikroskopischen Theorie hergeleitet. Man erh

alt eine Langevin-artige
partielle Dierentialgleichung, die die ,,Brownsche Bewegung" einer makrosko-
pischen Variablen (der Bedeckung) unter dem Einu stochastischer Wechsel-
wirkungen beschreibt. Diese f

ur die Untersuchungen in den folgenden Kapiteln
grundlegende Entwicklungsgleichung wird in Kapitel 3.4 eingehend diskutiert,
und die sogenannte Cahn-Hilliard-N

aherung f

ur die deterministische Dynamik
wird hergeleitet. In den Kapiteln 4-7 werden wir dann verschiedene Variatio-
nen der hier hergeleiteten mesoskopischen Grundgleichung auf die Untersuchung
spezieller Modellsysteme anwenden.
3.2 Mikroskopische Theorie: Mastergleichung
Die Dynamik eines Teilchenensembles von Adsorbatmolek

ulen setzt sich aus
verschiedenen, statistisch voneinander unabh

angigen Einzelprozessen zusam-
men. Betrachtet man zum Beispiel eine Einkristallober

ache in einer oenen
Kammer, in der die Ober

achentemperatur konstant gehalten wird und sich
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eine Teilchensorte mit konstantem Partialdruck bendet, so werden einige der
in der Kammer bendlichen Teilchen auf bestimmten Pl

atzen der Ober

ache
adsorbieren. Bereits adsorbierte Teilchen k

onnen ihren Adsorptionsplatz wie-
der verlassen, indem sie sich zu einem benachbarten Platz bewegen, von der
Ober

ache desorbieren oder durch eine Reaktion mit einem anderen Teilchen
ein Reaktionsprodukt bilden, das die Ober

ache verl

at.
Ein bestimmter Adsorptionsplatz kann entweder frei oder von einem Teil-
chen besetzt sein. Eine vollst

andige mikroskopische Theorie der Ober

ache
liefert die Zust

ande aller Adsorptionspl

atze zu beliebigen Zeitpunkten.
Die konkrete Modellbildung setzt die Kenntnis aller an einer

Anderung
des Gesamtzustandes beteiligten stochastischen Prozesse und der sie charak-
terisierenden

Ubergangsraten voraus. Letztere erh

alt man aus vereinfachenden
N

aherungsannahmen oder direkt als Fits an experimentelle Daten. Entschei-
dend f

ur eine theoretische Beschreibung mittels Dierentialgleichungen ist da-
bei die Ged

achtnislosigkeit des Systems, die sich in der sogenannten Markov-
Eigenschaft ausdr

uckt: Die

Ubergangswahrscheinlichkeiten der Einzelprozesse
f

ur einen

Ubergang von einem bestimmten Gesamtzustand zur Zeit t zu einem
anderen Gesamtzustand zur Zeit t
0
h

angen nicht von Zust

anden zu fr

uheren
Zeitpunkten ab [11, 13, 97]. Die zeitliche

Anderungsrate der Wahrscheinlich-
keit, das System zum Zeitpunkt t im Zustand fng anzutreen, setzt sich nun aus
zwei Beitr

agen mit unterschiedlichen Vorzeichen zusammen. Zum einen kann
das System von anderen Zust

anden fn
0
g aus in den Zustand fng

ubergehen.
Zum anderen kann das System den Zustand fng aber durch einen

Ubergang in
einen anderen Zustand verlassen. Die jeweiligen Gesamtbeitr

age ergeben sich
nun durch Aufsummation aller

Ubergangsraten. Letztere setzen sich dabei mul-
tiplikativ aus der Wahrscheinlichkeit, da das System sich zur Zeit t im Zustand
n bzw. n
0
bendet, und der Summe

uber die

Ubergangswahrscheinlichkeiten der
Einzelprozesse f

ur

Uberg

ange n! n
0
bzw. n
0
! n zusammen. Die so erhaltene
Dierentialgleichung f

ur die Wahrscheinlichkeitsverteilung des Gesamtzustan-
des heit Mastergleichung. Da die Bildung von Nichtgleichgewichts-Mustern auf
dem Vorhandensein nichtlinearer R

uckkopplungsprozesse beruht, ist diese Glei-
chung einer analytischen Behandlung nur in bestimmten Grenzf

allen zug

anglich
und mu im allgemeinen numerisch gel

ost werden.
Im speziellen wollen wir in der folgenden Modellierung die Beeinussung der
mikroskopischen Dynamik des Adsorbats durch attraktive laterale Wechselwir-
kungen zwischen adsorbierten Molek

ulen ber

ucksichtigen. Diese Abh

angigkeit
ergibt sich daraus, da Adsorption, Desorption, Reaktion und Flu des Adsor-
bats im allgemeinen Fall aktivierte Prozesse sind, d.h., vor einem erfolgreichen
Ablauf eines solchen Vorgangs mu Energie aufgebracht werden, um die jeweili-
ge Aktivierungsbarriere zu

uberwinden. Die Abh

angigkeit dieser Barrieren vom
Wechselwirkungspotential basiert auf dem zugrunde liegenden mikroskopischen
Modell der Wechselwirkung.
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3.2.1 Mikroskopische Modellierung des Wechselwir-
kungspotentials
Wie wir in Kapitel 2 bereits gesehen haben, wechselwirkt ein einzelnes
Adsorbatmolek

ul mit Molek

ulen auf benachbarten Adsorptionspl

atzen

uber
mehrere Gitterpl

atze hinweg, das Paarwechselwirkungspotential u() zwischen
zwei im Abstand  voneinander entfernten Molek

ulen ist also nichtlokal. Es
ist durch eine charakteristische Reichweite r
0
, den Wechselwirkungsradius,
charakterisiert. F

ur Entfernungen kleiner als der Abstand zweier benachbarter
Adsorbatteilchen ist es stark repulsiv. Insgesamt kann die Paarwechselwir-
kung sowohl repulsiv [104] als auch attraktiv [85] sein. Sie kann monoton
(repulsiv) sein oder zwischen Repulsion und Attraktion alternieren. Ihre
Reichweite kann einige Promille der Diusionsl

ange betragen (wie im Fall
der Dipol-Dipol-Wechselwirkung bei atomarem Sauersto oder Sticksto
auf Ruthenium (0001),vgl. [82]) oder diese gar

ubertreen (wie im Fall
von langreichweitigen Spannungen (vgl. [74, 75, 77]). F

ur das auf ein
Teilchen am Ort r wirkende Potential U (r) machen wir den folgenden An-
satz, bei dem die Paarwechselwirkungen mit den Nachbarn aufsummiert werden
U(r) =
X
r
0
u(r  r
0
)n(r
0
); (3.1)
wobei n(r
0
) die Besetzungszahl am Ort r
0
bezeichnet, die die Werte n = 1
f

ur einen besetzten Adsorptionsplatz und n = 0 f

ur einen unbesetzten Platz
annehmen kann. Die Summation in Gleichung (3.1) erstreckt sich

uber alle
Gitterpl

atze r
0
. Da die Funktion u() jedoch f

ur Abst

ande, die gr

oer als der
Wechselwirkungsradius sind, nahezu verschwindet, l

at sich die Summation auf
eine bestimmte Nachbarschaft des Ortes r reduzieren.
Ein bestimmtes Adsorbatmolek

ul wechselwirkt nicht nur mit benachbarten
Molek

ulen, sondern auch mit dem Substrat. Das sogenannte Gitterpotenti-
al, welches letztere Wechselwirkung beschreibt, l

at sich durch ein jeweils in
beide Raumrichtungen periodisches Potentialgebirge mit Amplitude jV
G
j be-
schreiben [vgl. Abb. 3.1 (a)]. Adsorptionspl

atze sind Minima dieses Poten-
tials, zwischen ihnen liegen die ,,on-top"-Pl

atze, die den Maxima entsprechen.
Die

Uberg

ange zwischen verschiedenen Besetzungszust

anden sind im allgemei-
nen aktivierte Prozesse. Das bedeutet, da f

ur einen

Ubergang die beteiligten
Teilchen zuerst eine Potentialbarriere

uberwinden m

ussen, die wiederum ent-
scheidend davon abh

angt, wie die Adsorbat-Adsorbat-Wechselwirkung zwischen
zwei direkt benachbarten Adsorptionspl

atzen wirkt. Die Abbildungen 3.1 (b)
und (c) zeigen im Fall einer attraktiven Adsorbat-Adsorbat-Wechselwirkung
den Verlauf beider Potentiale im Querschitt f

ur die zwei unterschiedlichen phy-
sikalischen Grenzf

alle, bei denen der on-top-Platz entweder ganz [Abb. 3.1 (b)]
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oder gar nicht [Abb. 3.1 (c)] von der Wechselwirkung beeinut wird. Die in
(b) gezeigte Situation k

onnte sich z.B. f

ur die Modellierung der Dipol-Dipol-
Wechselwirkung zwischen adsorbierten Teilchen eignen. In diesem Fall ist das
Wechselwirkungspotential zwischen zwei benachbarten Adsorptionspl

atzen in
erster N

aherung durch lineare Interpolation gegeben [vgl. Abb. 3.1 (b)]. Dabei
m

ussen zwei Situationen unterschieden werden.
j−1/2 j j+1/2 j+1 j+3/2
0
Uj
Uj+1
0
Uj
Uj+1
VG
0 a
b
c
Abb. 3.1: (a) Schematische Darstellung des Gitterpotentials V
G
(durchgezogene Li-
nie) und lineare Interpolation, wie sie in den folgenden Abbildungen verwendet wird
(gestrichelte Linie); (b) zeigt die lineare Interpolation f

ur ein attraktives Wechsel-
wirkungspotential, bei dem die Wechselwirkungen wie das arithmetische Mittel der
Potentialwerte an den benachbarten Adsorptionspl

atzen auf den \on-top"-Platz wir-
ken; in (c) wechselwirkt ein Teilchen auf einem on-top-Platz hingegen

uberhaupt
nicht.
Bei der Wechselwirkung von Sauersto-Atomen auf Ruthenium beispiels-
weise betr

agt der Unterschied zwischen einem am Rand einer Sauersto-Insel
bendlichen Teilchen und einem benachbarten Atom im Volumen der Insel
etwa 40 meV, w

ahrend die Amplitude der Adsorbat-Substrat-Wechselwirkung
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bei ca. 600 meV liegt, d.h., jV
G
j =  V
G

ubertrit die lokalen Schwankungen
der Wechselwirkung um ein Vielfaches [vgl. Abb. 3.2 (a)]. Dann sind die

Ubergange vom tieferliegenden und vom h

oherliegenden Adsorptionsniveau
auf das top-Niveau beide aktiviert. Die zu

uberwindende Aktivierungsbarriere

j!j1
f

ur den

Ubergang eines Teilchens von einem Adsorptionsplatz j zu
einem (in einem eindimensionalen Querschnitt) direkt benachbarten Adsorp-
tionsplatz j  1 stimmt hier mit der Barriere 
j!j1=2
f

ur den

Ubergang auf
den zwischen j und j1 bendlichen on-top-Platz ( j1=2)

uberein und betr

agt

j!j1
= (U
j1
  U
j
)=2  V
G
;

j!j1=2
= 
j!j1
: (3.2)
Dies gilt genau genommen dann, wenn jU
j1
  U
j
j < 2 jV
G
j.
Nullniveau
Uj+VG
Uj+1+VG
∆j ∆j+1
Uj
VG
Uj+1
j j+1j+1/2
a
Nullniveau
Uj+1
Uj
Uj+VG
Uj+1+VG
∆j
VG
j j+1j+1/2
b
Abb. 3.2: Schematische Potentialdiagramme in linearer Interpolation f

ur die in den
Gleichungen (3.2) und (3.3) diskutierten F

alle. Die gepunkteten Linien entspre-
chen dem linear interpolierten Verlauf des Gitterpotentials, die gestrichelten Linien
dem linearen Verlauf des Wechselwirkungspotentials und die durchgezogene Linie der

Uberlagerung dieser beiden Potentiale. In (a)

ubertrit die Amplitude des Gitterpo-
tentials die lokalen Schwankungen um ein Vielfaches, in (b) hingegen ist der Fall sehr
starker Schwankungen des Wechselwirkungspotentials gezeigt.
Bei atomarem Sauersto auf Ruthenium ist die Wechselwirkung des Ad-
sorbatatoms mit dem Substrat so stark, da eine gemeinsame Wellenfunktion
gebildet wird, d.h., der Sauersto liegt im chemisorbierten Zustand vor. Nun
gibt es aber auch Ober

achen, auf denen das Adsorbat nur schwach

uber
Van-der-Waals-Kr

afte mit der Ober

ache wechselwirkt. Diesen Adsorptions-
zustand nennt man physisorbiert. Im Fall einer hinreichend starken lateralen
Wechselwirkung gilt dann jU
j1
  U
j
j > 2 jV
G
j [vgl. Abb. 3.2 (b)]. Nun ist nur
noch der

Ubergang vom tiefer liegenden Wechselwirkungsniveau in ein h

oher
gelegenes Niveau aktiviert. F

ur die entsprechenden Barrieren gilt in diesem Fall
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
j!j1
= (U
j1
  U
j
)H(U
j1
  U
j
);

j!j1=2
= [(U
j1
  U
j
)=2  V
G
]H(U
j1
  U
j
): (3.3)
Hier ist die Stufenfunktion H(z) deniert als H(z) = 1 f

ur z > 0 und
H(z) = 0 f

ur z < 0. Die Aktivierungsbarrieren der in den Gleichungen (3.2)
und (3.3) unterschiedenen F

alle k

onnen in den folgenden Ausdr

ucken f

ur die
Aktivierungsbarrieren eines

Ubergangs zu einem benachbarten on-top-Platz

j!j1=2
bzw. Adsorptionsplatz 
j!j1
zusammengefat werden.

j!j1
= f[U
j1
  U
j
]=2  V
G
gfH ([U
j1
  U
j
]=2  V
G
)
 H ([U
j1
  U
j
]=2 + V
G
)g
+(U
j1
  U
j
)H ([U
j1
  U
j
]=2  V
G
)
H ([U
j1
  U
j
]=2 + V
G
) ;

j!j1=2
= 
j!j1
  ([U
j1
  U
j
]=2 + V
G
) H ([U
j1
  U
j
]=2  V
G
)
H ([U
j1
  U
j
]=2 + V
G
) : (3.4)
Es sei angemerkt, das hier die Fallunterscheidung von der Gr

oe der lokalen
Schwankungen und nicht von der Wechselwirkung selbst abh

angt.
Theoretisch ist auch folgende Situation denkbar: Ein Teilchen auf einem
Adsorptionsplatz interagiert mit benachbarten Teilchen indirekt aufgrund der
Nichtlokalit

at des gemeinsam mit dem Substrat gebildeten Ober

achenzustands
(z.B.

Uberlappung benachbarter Wellenfunktionen). Bendet sich das Teil-
chen hingegen auf einem on-top-Platz, so wird seine Bildung zum Substrat
schw

acher sein als auf dem Adsorptionsplatz. Es w

are m

oglich, da sein
Ober

achenzustand

uberhaupt nicht nicht mit den Zust

anden der in tiefer
liegenden Niveaus gebundenen Nachbarn

uberlappt. Das Teilchen auf dem
on-top-Platz w

are somit wechselwirkungsfrei. Die entsprechende lineare
N

aherung f

ur das zwischen zwei benachbarten Adsorptionspl

atzen liegende
laterale Wechselwirkungspotential zeigt Abb. 3.1 (c). Da per Denitionem
die Energieniveaus der Adsorptionspl

atze unterhalb der on-top-Niveaus liegen
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m

ussen, ergibt sich f

ur die Aktivierungsbarrieren des H

upfprozesses

j!j1
=  V
G
  U
j
;

j!j1=2
= 
j!j1
: (3.5)
F

ur diesen Fall zeigt Abb. 3.3 die entsprechende energetische Anordnung der
Energieniveaus von Adsorptions- und on-top-Pl

atzen.
Nullniveau
Uj+VG
Uj+1+VG
∆j
∆j+1
Uj
VG
Uj+1
j j+1j+1/2
Abb. 3.3: Schematisches Potentialdiagramm in linearer Interpolation f

ur den in Glei-
chung (3.5) diskutierten Fall, in dem der on-top-Platz wechselwirkungsfrei ist. Die
Bezeichnungen wurden wie in Abb. 3.2 gew

ahlt.
Wir haben in diesem Abschnitt bei der mikroskopische Modellierung des
H

ufprozesses drei physikalische Grenzf

alle unterschieden [vgl. Gl. (3.2), (3.3)
und (3.5)]. Die Herleitung der mesoskopischen Entwicklungsgleichung in Kapi-
tel 3.3 wird ergeben, da die beiden in Abb. 3.2 unterschiedenen Situationen
in der dort hergeleiteten mesoskopischen N

aherung

ubereinstimmen. Hingegen
kann der Grenzfall, bei dem ein Teilchen auf einem on-top-Platz mit den direkt
benachbarten Adsorptionspl

atzen wie das arithmetische Mittel aus deren Poten-
tialen interagiert [Gl. (3.4)], auch im mesoskopischen Limes von dem Grenzfall
unterschieden werden, in dem es auf einem on-top-Platz

uberhaupt nicht lateral
wechselwirkt [Gl. (3.5)]. Abschlieend sei bemerkt, da die Aktivierungsbar-
rieren f

ur den H

upfproze im allgemeinen auf kompliziertere Art und Weise
von dem Potential der lateralen Wechselwirkungen abh

angen k

onnen als hier
betrachtet. Es ist beispielsweise denkbar, da ein auf einem on-top-Platz bend-
licher Partikel zwar mit umliegenden Teilchen wechselwirkt, diese Interaktion
jedoch wesentlich schw

acher ist als f

ur ein Teilchen auf einem direkt daneben
liegenden Adsorptionsplatz.
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3.2.2

Ubergangswahrscheinlichkeiten
Die stochastische Dynamik eines Adsorbats auf katalytischen Einkristallober-


achen in einem oenen Reaktor ist im wesentlichen durch die Prozesse der
Adsorption, Desorption, Reaktion mit anderen Partikeln und die Bewegung zu
benachbarten Pl

atzen gekennzeichnet. In diesem Abschnitt wollen wir die mi-
kroskopischen

Ubergangsraten f

ur diese Einzelprozesse unter den einfachsten
Bedingungen herleiten und kompliziertere Situationen diskutieren.
Die Wahrscheinlichkeit, da ein Teilchen aus der Gasphase auf einem be-
stimmten Adsorptionsplatz der Ober

ache adsorbiert, setzt sich multiplikativ
zusammen aus der Auftrewahrscheinlichkeit eines freien Teilchens auf dem
Platz, der Wahrscheinlichkeit, da der getroene Adsortionsplatz leer ist und
der Wahrscheinlichkeit, da das Teilchen beim Aufprall auf die Ober

ache
nicht reektiert wird, d.h., die Aktivierungsbarriere f

ur eine Bindung mit dem
Substrat

uberwindet. Unter einfachsten Annahmen ist die Ratenkonstante der
Adsorption w
a
bzw. die Wahrscheinlichkeit f

ur die erfolgreiche Adsorption
eines Molek

uls aus der Gasphase auf einem leeren Gitterplatz, gegeben als
w
a
= k
a
p, wobei k
a
und p das Produkt von Auftreraten und HaftkoeÆzienten
bzw. den (konstanten) Partialdruck der betrachteten Spezies bezeichnen. Die
Wahrscheinlichkeit f

ur ein Teilchen aus der Gasphase, beim Auftreen auf die
Ober

ache die f

ur eine erfolgreiche Adsorption ben

otigte Anzahl von freien
Pl

atzen vorzunden, h

angt von mehreren Faktoren ab. Die Chemisorption
eines Molek

uls kann je nach Reaktorbedingungen molekular oder dissoziativ
ablaufen, d.h., erster oder zweiter Ordnung bez

uglich der Anzahl freier
Adsorptionspl

atze sein. Auerdem k

onnen die auftreenden Teilchen vor ihrer
Chemisorption physisorbierte ,,Precursor"-Zust

ande einnehmen [116, 117], so
da sie verschiedene Adsorptionspl

atze ausprobieren k

onnen, bevor sie wieder
in die Gasphase zur

uckkehren. Die im Precursor-Zustand bendlichen Teilchen
k

onnen wiederum anisotrop durch bereits chemisorbierte Teilchen beeinut
werden [59]. Wir wollen uns in den im folgenden konstruierten Modellen auf
den einfachsten Fall direkter molekularer Chemisorption konzentrieren. F

ur
die Adsorptionsrate ~w
a
(r) an einem am Ort r bendlichen Adsorptionsplatz
gilt in linearer N

aherung
~w
a
(r) = k
a
p (1  n(r)): (3.6)
Bei endlicher Temperatur k

onnen adsorbierte Teilchen aufgrund thermischer
Fluktuationen desorbieren. Dabei mu das Teilchen zum einen die laterale
Wechselwirkung und zum anderen die Bindung an die Ober

ache

uberwinden,
die Desorption ist demnach aktiviert. Nach dem Arrhenius-Ansatz lautet die
Ratenkonstante f

ur die Desorption erster Ordnung [118]
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w
d
(r) = k
d;0
exp[U(r)=k
B
T ]: (3.7)
Hierbei bezeichnet k
d;0
die Desorptionsrate f

ur ein Molek

ul, das einen isolierten
Adsorptionsplatz besetzt, U(r) ist das in Gleichung (3.1) eingef

uhrte laterale
Wechselwirkungspotential, T die Temperatur und k
B
die Boltzmann-Konstante.
Die Desorption kann ein Proze erster oder zweiter Ordnung bez

uglich der
Anzahl adsorbierter Teilchen sein. F

ur die Desorptionsrate eines Prozesses
erster Ordnung gilt in linearer N

aherung
e
w
d
(r) = k
d;0
exp[U(r)=k
B
T ]n(r): (3.8)
Neben thermischer gibt es auch photoinduzierte Desorption. Betrachtet
man beispielsweise den Einfall von Photonen auf die Metallober

ache, die
im Vergleich zur Desorptionsbarriere und somit insbesondere zu den auf ein
adsorbiertes Molek

ul wirkenden lateralen Wechselwirkungen auf einem viel
h

oheren Energieniveau liegen, so kann das Molek

ul die f

ur die Abl

osung
von der Ober

ache notwendige Energie durch St

oe mit den einfallenden
Lichtteilchen aufnehmen. Die Desorption ist deshalb nicht mehr aktiviert, die
Ratenkonstante h

angt nur noch von der Intensit

at des Photonenusses ab. F

ur
die Desorptionsrate gilt dann in linearer N

aherung
e
w
d
(r) = k
d;photo
n(r): (3.9)
Dabei ist k
d;photo
proportional zur Intensit

at der einfallenden Photonen.
Ein adsorbiertes Teilchen kann auch auf verschiedene Arten Reaktionen
mit anderen Teilchen eingehen, die entweder gleichartig sein k

onnen oder einer
anderen Spezies angeh

oren. Diese Reaktionen sind typischerweise zweiter Ord-
nung. Unter bestimmten Bedingungen lassen sich diese jedoch n

aherungsweise
durch Reaktionen erster Ordnung beschreiben. Gehen die Teilchen Reaktionen
mit nur sehr schwach physisorbierten Partikeln einer anderen Spezies ein, so
l

at sich die Reaktion n

aherungsweise durch den Eley-Rideal-Mechanismus
beschreiben, bei dem das zweite Teilchen direkt aus der Gasphase kommend rea-
giert. Dieser Mechanismus l

at sich n

aherungsweise durch eine monomolekulare
Reaktion der chemisorbierten Spezies mit einer Ratenkonstante proportional
zum Partialdruck der zweiten Spezies beschreiben.

Ahnliches gilt f

ur den Fall
einer Reaktion mit einer zweiten adsorbierten Spezies, die andere Adsorptions-
pl

atze als die betrachtete Spezies besetzt und auf der Ober

ache im

Uberu
vorhanden ist. Die Rate der entsprechenden monomolekularen Reaktion ist in
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diesem Fall proportional zur nahezu konstanten Bedeckung der zweiten Spezies.
Wie bei der Desorption ist die spezielle Form der Aktivierung der Reaktion
durch die lateralen Wechselwirkungen (unter anderem) abh

angig von der
kinetischen Energie der Teilchen der zweiten Spezies.

Ubersteigt diese Energie
die Aktivierungsbarriere f

ur die Reaktion, so gilt in Analogie zu Gleichung (3.9)
e
w
r
(r) = k
r
n(r): (3.10)
Typischerweise reicht die kinetische Energie des zweiten Teilchens nicht aus,
das erste Teilchen

uber die Aktivierungsbarriere f

ur die Reaktion zu heben.
Im allgemeinen Fall h

angt diese Barriere von der lateralen Wechselwirkung
ab. Die Wahrscheinlichkeit, da ein Teilchen vom Adsorptionsplatz r aus eine
,,monomolekulare" Reaktion eingeht, betr

agt in diesem Fall
e
w
r
(r) = k
r
'(r)n(r); (3.11)
wobei k
r
wechselwirkungsunabh

angige Beitr

age zur

Ubergangswahrschein-
lichkeit zusammenfat. F

ur den Fall, da die reagierenden Teilchen das zwi-
schen ihnen bendliche top-Niveau erreichen m

ussen, um miteinander zu rea-
gieren, ist '(r) (f

ur eine linearen Kette) als Kontinuumslimes von '
j

exp( 
j!j+1=2
=k
B
T ) + exp( 
j!j 1=2
=k
B
T ) gegeben. Allgemein eignet sich
der Ansatz '(r) = exp(U(r)=k
B
T ), wobei der Faktor  2 [0; 1] den Einu der
lateralen Wechselwirkung auf die Aktivierungsbarriere der Reaktion bezeichnet
und neben der kinetischen Energie der zweiten Spezies von

Ubergangszust

anden
abh

angt, die bei der Reaktion auftreten [119, 120, 121, 122].
Die CO-Oxidation auf verschiedenen Einkristallober

achen, wie z.B. Pla-
tin, ist das prominenteste Beispiel f

ur eine musterbildende Ober

achenreaktion
[28, 46, 36]. Hier reagieren zwei verschiedene Spezies miteinander. Verallgemei-
nert gilt f

ur den Fall einer bimolekularen Reaktion, an der Teilchen der Sorten
U und V beteiligt sind, das Reaktionsschema U+V ! 2 , wobei  einem freien
Adsorptionsplatz entspricht. Mit der Modellierung einer solchen Reaktion wer-
den wir uns genauer in Kapitel 6 auseinandersetzen. Hierbei mu man unter
anderem ber

ucksichtigen, welche Adsorptionspl

atze von beiden Sorten benutzt
werden. Prinzipiell k

onnen U und V verschiedene oder gleiche Adsorptions-
pl

atze benutzen. Es gibt auch Reaktionen mit asymmetrischer Inhibierung,
d.h., U kann auf Adsorptionspl

atzen von V adsorbieren, aber nicht umgekehrt.
Bei endlicher Temperatur der Ober

ache kann ein Molek

ul von einem
Adsorptionsplatz r zu einem benachbarten Platz r
1
h

upfen. Die Wahrschein-
lichkeit f

ur einen H

upfproze von r nach r
1
ist allgemein gegeben durch
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e
w(r! r
1
) = w(r! r
1
)n(r) [1  n(r
1
)]; (3.12)
wobei die entsprechende Ratenkonstante (nach Arrhenius) wie folgt angesetzt
werden kann
w(r! r
1
) = 
0
exp[ 
r!r
1
=k
B
T ]: (3.13)
Hierbei entspricht 
r!r
1
dem jeweiligen Kontinuumslimes der vom Wechselwir-
kungspotential abh

angigen Beitr

age zu den in den Gleichungen (3.2), (3.3) und
(3.5) unterschiedenen F

allen f

ur die Aktivierungsbarrieren, 
0
bezeichnet die
(mikroskopische) H

upfrate in Abwesenheit von lateralen Wechselwirkungen.
3.2.3 Mikroskopische Mastergleichung
Ber

ucksichtigt man nun alle im vorigen Paragraphen dargestellten Ein-
zelprozesse, f

ur deren Modellierung wir jeweils Markov-Eigenschaften
(Ged

achtnislosigkeit) und wechselseitige Unabh

angigkeit vorausgesetzt
haben, so l

at sich eine Mastergleichung f

ur die Wahrscheinlichkeitsverteilung
P (fn(r)g; t) der verschiedenen Ober

achenzust

ande erstellen, die durch das
Ensemble der Besetzungszahlen aller Adsorptionspl

atze zum Zeitpunkt t
eindeutig bestimmt ist. Betrachtet man eine Spezies und geht man von einer
Desorption nach Gl. (3.8) und einer monomolekularen Reaktion nach Gl.
(3.10) aus, so hat sie die Form
dP
dt
=
X
r
k
a
p fn(r)P (=n(r)  1=)  (1  n(r))Pg
+
X
r
k
d;0
exp
 
1
k
B
T
X
r
1
u(r  r
1
)n(r
1
)
!
f[1  n(r)]P (=n(r) + 1=)  n(r)Pg
+
X
r
k
r
f[1  n(r)]P (=n(r) + 1=)  n(r)Pg
+
X
r;r
1
w(r! r
1
)fn(r)[1  n(r
1
)]P (=n(r)  1; n(r
1
) + 1=)
 [1  n(r)]n(r
1
)Pg: (3.14)
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Die Summation

uber r
1
umfat dabei nur Adsorptionspl

atze, die n

achste Nach-
barn des Adsorptionsplatzes r sind, w(r ! r
1
) ist durch Gl. (3.13) gegeben.
In Gl. (3.14) wurden die Abk

urzungen P (=n(r)  1=) verwendet, die die Ver-
teilungen f

ur ein Ensemble von Besetzungszahlen bezeichnen, das sich von dem
Ensemble der Verteilung P nur am Ort r unterscheidet, wobei die Besetzungs-
zahl n(r) um Eins erh

oht bzw. erniedrigt ist.
3.3 Herleitung der mesoskopischen Theorie
Da die mikroskopische Mastergleichung (3.14) kompliziert ist und Realisierun-
gen des entsprechenden stochastischen Prozesses im allgemeinen nur durch di-
rekte Monte-Carlo-Simulationen erhalten werden k

onnen, ist es w

unschenswert,
leichter zug

angliche N

aherungen zu entwickeln. Ziel des folgenden Abschnitts
ist, eine gen

aherte Beschreibung der mikroskopischen Dynamik zu entwickeln,
die auf kontinuierlichen Variablen basiert, jedoch den Einu von Fluktuationen
mitber

ucksichtigt.
Hierbei wird die mikroskopische Dynamik lokal gemittelt, d.h., einem soge-
nannten ,,Coarse Graining" unterzogen. Ist die charakteristische L

angenskala
der Mittelung hinreichend klein gegen

uber der kleinsten, die Dynamik (bzw. die
daraus resultierenden Muster) charakterisierenden L

ange, so ist die Annahme
perfekter diusiver Durchmischung innerhalb eines Mittelungsbereichs gerecht-
fertigt. Die mikroskopische Dynamik kann also durch eine Mastergleichung
f

ur die gemittelte Bedeckung, d.h., den relativen Anteil der besetzten Adsorp-
tionspl

atze in einer Mittelungsbox, beschrieben werden. Andererseits wird die
L

ange eines Mittelungsbereichs hinreichend gro im Vergleich zur mikrosko-
pischen Skala gew

ahlt, die durch die Gr

oe eines Adsorptionsplatzes gegeben
ist. Dies erlaubt, die Mastergleichung durch eine Fokker-Planck-Gleichung an-
zun

ahern. Da die Variation der lokalen Bedeckung auf der Skala der Mitte-
lung sehr klein ist, gestattet dies die Einf

uhrung kontinuierlicher r

aumlicher
Koordinaten. Die resultierende funktionale Fokker-Planck-Gleichung f

ur die
Bedeckung kann dann als eine stochastische partielle Dierentialgleichung ge-
schrieben werden, deren Integration eine kontinuierliche Beschreibung der Dy-
namik unter Ber

ucksichtigung von Fluktuationen liefert. Da in typischen ra-
stertunnelmikroskopischen Experimenten der Wechselwirkungsradius nur einige
(mikroskopische) Gitterl

angen betr

agt, ist deren Beschreibung durch den me-
soskopischen Ansatz nicht vollauf gerechtfertigt. Dennoch kann dieser Ansatz
eine qualitative Interpretation der experimentellen Daten bereitstellen, und im
Vergleich zu den eigentlich ben

otigten Monte-Carlo-Simulationen ist er dem
physikalischen Verst

andnis leichter zug

anglich. Auerdem liefert er eine exakte
Beschreibung langreichweitigerer lateraler Wechselwirkungen, die beispielsweise
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durch elastische Deformationen im Substrat induziert werden k

onnen.
3.3.1 ,,Coarse Graining" der mikroskopischen Master-
gleichung
Die Herleitung einer Fokker-Planck-Gleichung mittels ,,Coarse Graining" ba-
siert darauf, da

uber viele voneinander unabh

angige Einzelprozesse gemittelt
wird. Die lokale Bedeckung in einem Mittelungsbereich

andert sich aufgrund
eines in der Box stattndenden Einzelprozesses kaum, wenn die Anzahl der
Adsorptionspl

atze in der Box hinreichend gro ist. Der vorher durch diskre-
te

Uberg

ange in den Besetzungszahlen der Adsorptionspl

atze charakterisierte
Zufallsproze n

ahert sich somit einem kontinuierlichen stochastischen Proze
an, bei dem die Wahrscheinlichkeit, da zwei durch ein Zeitintervall t ge-
trennte Zust

ande verschieden sind, im Limes t! 0 schneller gegen Null geht
als t selbst. Es l

at sich zeigen, da diese Eigenschaft dem

Ubergang zu ei-
ner Gau-f

ormigen Wahrscheinlichkeitsverteilung gem

a dem zentralen Grenz-
wertsatz entspricht [12, 97]. Dies bedeutet wiederum, da die als Kramer-
Moyal-Entwicklung bekannte Taylor-Reihenentwicklung der (die lokal gemit-
telte Dynamik beschreibenden) Mastergleichung bez

uglich der inversen Anzahl
von Adsorptionspl

atzen in einer Box nach dem Term zweiter Ordnung abbricht
[123, 124].
Nun werden wir explizit die erw

ahnte Mittelung der lokalen Dynamik
durchf

uhren. Der Einfachheit halber werden wir die Dynamik einer einzelnen
Spezies auf einer eindimensionalen Kette betrachten. Die erhaltenen Resultate
lassen sich jedoch leicht auf ein zweidimensionales System

ubertragen. Ferner
werden wir hier eine nicht aktivierte monomolekulare Reaktion [vgl. Gl.
(3.10)] und aktivierte Desorption [gem

a Gl. (3.8)] betrachten. Wir teilen
das aus Adsorptionspl

atzen bestehende Gitter in m Boxen der L

ange l
B
ein, die jeweils eine groe Anzahl N
max
von Adsorptionspl

atzen enthalten.
Andererseits nehmen wir an, da l
B
wesentlich kleiner als die kleinste f

ur die
makroskopische Musterbildung relevante L

angenskala ist, so da in jeder Box
vollst

andige diusive Durchmischung angenommen werden kann. Die Gesamt-
wahrscheinlichkeiten pro Zeiteinheit f

ur den Fall, da ein Teilchen in der j-ten
Box, die n
j
Adsorbatmolek

ule enth

alt, adsorbiert, desorbiert oder reagiert,
h

angt entsprechend (in erster N

aherung) von der Anzahl der unbesetzten bzw.
besetzten Adsorptionspl

atze ab. Die

Ubergangswahrscheinlichkeiten f

ur einen
Adsorptions-, Desorptions- oder Reaktionsproze in einer Box j sind somit in
linearer N

aherung gegeben durch
~w
a
(n
j
) = w
a
(N
max
  n
j
);
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~w
d
(n
j
) = w
d
j
n
j
;
~w
r
(n
j
) = w
r
n
j
; (3.15)
wobei die entsprechenden

Ubergangswahrscheinlichkeiten f

ur einen einzelnen
Adsorptionsplatz wie in Kapitel 3.2.2 gegeben sind durch
w
a
= k
a
p;
w
d
j
= k
d;0
exp(U
j
=k
B
T );
w
r
= k
r
: (3.16)
F

ur die Bedeutung der Parameter sei auf Kapitel 3.2.2 verwiesen. Wir nehmen
an, da das laterale Wechselwirkungspotential U(r) sich innerhalb einer Box j
nicht signikant

andert und deswegen durch einen Wert U
j
charakterisiert ist.
Die horizontale Bewegung adsorbierter Teilchen wird durch einen stocha-
stischen H

upfproze entlang der Kette von Boxen beschrieben. W

ahrend
dieser Proze bei alleiniger Gegenwart von Diusion isotrop ist, wird er bei
Gegenwart eines Potentials anisotrop, d.h., die

Ubergangsraten eines Teilchens
zu den links und rechts benachbarten Pl

atzen stimmen nicht mehr

uberein.
Schematisch kann der Wahrscheinlichkeitsu wie folgt dargestellt werden
[j   1]
~w
+
j 1
! [j]
~w
+
j
! [j + 1] ;
[j   1]
~w
 
j
 [j]
~w
 
j+1
 [j + 1] : (3.17)
Unter der Annahme vollst

andiger diusiver Durchmischung einer Box sind die
Wahrscheinlichkeiten pro Zeiteinheit ~w

j
f

ur einen

Ubergang zu benachbarten
Boxen proportional zur Anzahl n
j
der adsorbierten Teilchen in der Ursprungs-
box und dem Anteil leerer Pl

atze 1  n
j1
=N
max
in der Zielbox. Deshalb gilt
~w

j
= w

j

1 
n
j1
N
max

n
j
: (3.18)
Hierbei sind die H

upfraten w

j
f

ur ein einzelnes Teilchen auf einen freien Platz
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einer direkt benachbarten Box entsprechend der jeweiligen mikroskopischen Mo-
dellierung der lateralen Wechselwirkung durch eine Kombination aus Gl. (3.13)
und einer der Gleichungen (3.2), (3.3) oder (3.5) aus Kapitel 3.2.1 gegeben,
wobei die dort verwendete mikroskopische H

upfrate zwischen Gitterpl

atzen 
0
durch die entsprechende mesoskopische H

upfrate f

ur Boxen  zu ersetzen ist.
Somit erhalten wir die Mastergleichung f

ur die mehrdimensionale Verteilung
p (fn
1
; ::::; n
m
g ; t), die die Wahrscheinlichkeit daf

ur angibt, n
1
; ::::; n
m
Teilchen
in den jeweils an den Orten x
1
; ::::; x
m
bendlichen Boxen zum Zeitpunkt t
anzutreen
@p
@t
= w
a
X
j
h
(N
max
  n
j
+ 1) ~p
 
j
  (N
max
  n
j
) p (fn
j
g ; t)
i
+
X
j
w
d
j
h
(n
j
+ 1)~p
+
j
  n
j
p (fn
j
g ; t)
i
+
X
j
w
r
h
(n
j
+ 1) ~p
+
j
  n
j
p (fn
j
g ; t)
i
+
X
j
h
w
+
j 1
(n
j 1
+ 1)p
+
j 1
+ w
 
j+1
(n
j+1
+ 1)p
 
j+1
i

1 
n
j
  1
N
max

 
X
j

w
+
j

1 
n
j+1
N
max

+ w
 
j

1 
n
j 1
N
max

n
j
p (fn
j
g ; t) : (3.19)
Hier und im folgenden laufen die Summationen

uber j von 1 bis m. Ferner
haben wir die folgenden Abk

urzungen verwendet
e
p
 
j
= p(fn
1
; ::::; n
j
  1; ::::; n
m
g; t);
e
p
+
j
= p(fn
1
; ::::; n
j
+ 1; ::::; n
m
g; t);
p
 
j
= p(fn
1
; ::::; n
j 1
  1; n
j
+ 1; ::::; n
m
g; t);
(3.20)
p
+
j
= p(fn
1
; ::::; n
j
+ 1; n
j+1
  1; ::::; n
m
g; t):
Verschiebt man den Summationsindex j in der vierten Summe von Gl. (3.19),
und zerlegt man den H

upfproze in symmetrische und asymmetrische Anteile
durch die Transformationen

j
= (w
+
j
+ w
 
j
)=2;
Herleitung der mesoskopischen Theorie 33

j
= (w
+
j
  w
 
j
)=2; (3.21)
so kann die Mastergleichung (3.19) wie folgt geschrieben werden
@p
@t
= w
a
X
j
h
(N
max
  n
j
+ 1) ~p
 
j
  (N
max
  n
j
) p (fn
j
g ; t)
i
+
X
j
w
d
j
h
(n
j
+ 1) ~p
+
j
  n
j
p (fn
j
g ; t)
i
+
X
j
w
r
h
(n
j
+ 1) ~p
+
j
  n
j
p (fn
j
g ; t)
i
+
X
j

j
(n
j
+ 1)

1 
n
j+1
  1
N
max

p
+
j
+

1 
n
j 1
  1
N
max

p
 
j

 
X
j

j
n
j

2 
n
j+1
+ n
j 1
N
max

p (fn
j
g ; t)
+
X
j

j
(n
j
+ 1)

1 
n
j+1
  1
N
max

p
+
j
 

1 
n
j 1
  1
N
max

p
 
j

+
X
j

j
n
j

n
j+1
  n
j 1
N
max

p (fn
j
g ; t) : (3.22)
3.3.2 Herleitung der mesoskopischen Entwicklungsglei-
chung
Nun verwenden wir die urspr

ungliche Annahme unserer Herleitung, da viele
Adsorptionspl

atze in einem Mittelungsbereich vorhanden sein sollen, d.h.,
es gilt N
max
 1. Denieren wir die lokalen Bedeckungen c
j
= n
j
=N
max
und ber

ucksichtigen, da sich die Bedeckung aufgrund eines Prozesses, der
ein einzelnes Teilchen betrit, kaum

andert, so k

onnen wir n

aherungsweise
schreiben
~p

j
 P N
 1
max
@P
@c
j
+
1
2
N
 2
max
@
2
P
@c
2
j
;
p

j
 P +N
 1
max
(
@P
@c
j
 
@P
@c
j1
)
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+N
 2
max
(
1
2
@
2
P
@c
2
j
+
1
2
@
2
P
@c
2
j1
 
@
2
P
@c
j
@c
j1
)
; (3.23)
wobei P als Abk

urzung f

ur die Verteilungsfunktion P (fc
j
g ; t) steht. Sub-
stituiert man diese N

aherungen in Gl. (3.22) und ber

ucksichtigt Terme bis
zur Ordnung 1=N
max
, so erh

alt man eine multidimensionale Fokker-Planck-
Gleichung f

ur die gemeinsame Wahrscheinlichkeitsverteilung P (fc
j
g ; t). Diese
Gleichung hat die Form
@P
@t
=  
X
j
@
@c
j
[w
a
(1  c
j
)P ] +
1
2N
max
X
j
@
2
@c
2
j
[w
a
(1  c
j
)P ]
 
X
j
@
@c
j
h
 w
d
j
c
j
P
i
+
1
2N
max
X
j
@
2
@c
2
j
h
w
d
j
c
j
P
i
 
X
j
@
@c
j
[ w
r
c
j
P ] +
1
2N
max
X
j
@
2
@c
2
j
[w
r
c
j
P ]
 
X
j
@
@c
j
[(
j+1
c
j+1
+ 
j 1
c
j 1
  2
j
c
j
) (1  c
j
)P ]
 
X
j
@
@c
j
[(c
j+1
+ c
j 1
  2c
j
)
j
c
j
P ]
+
1
2N
max
X
j
@
2
@c
2
j
[f(
j+1
c
j+1
+ 
j 1
c
j 1
  2
j
c
j
)(1  c
j
)
 (c
j+1
+ c
j 1
  2c
j
)
j
c
j
gP ]
 
1
N
max
X
j
@
@c
j
(
@
@c
j+1
(1  c
j+1
) +
@
@c
j 1
(1  c
j 1
)
 2
@
@c
j
(1  c
j
)
)
 [
j
c
j
P ]
 
X
j
@
@c
j
[f
j
c
j
(c
j+1
  c
j 1
) + (c
j
  1)(
j+1
c
j+1
  
j 1
c
j 1
)gP ]
 
1
2N
max
X
j
@
2
@c
2
j
[f
j
c
j
(c
j+1
  c
j 1
)
 (
j+1
c
j+1
  
j 1
c
j 1
)(c
j
  1)gP ]
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 
1
N
max
X
j
@
@c
j
(
@
@c
j+1
(1  c
j+1
) 
@
@c
j 1
(1  c
j 1
)
)
[
j
c
j
P ] :
(3.24)
Wie bereits bemerkt, ist hier die Gr

oe einer einzelnen Box l
B
klein im Ver-
gleich zur kleinsten charakteristischen L

angenskala der betrachteten Muster.
Die Bedeckungen c
j
variieren deshalb nur sehr gering zwischen benachbarten
Boxen, so da sie als Werte einer bestimmten glatten Bedeckung c(x) an dis-
kreten Koordinatenpunkten interpretiert werden k

onnen. Im Kontinuumslimes
k

onnen wir somit Gl. (3.24) f

ur die glatte Bedeckungsvariable c(x) schreiben.
Durch die Transformation zu kontinuierlichen Variablen wird die mehrdi-
mensionale Verteilungsfunktion P (fc
j
g; t) zu einem Funktional P ([c(x)]; t),
welches der Wahrscheinlichkeitsdichte f

ur verschiedene Realisierungen des
stochastischen Feldes c(x) entspricht. Aufgrund dieser

Uberlegungen l

at sich
die Entwicklungsgleichung dieses Funktionals wie folgt ausdr

ucken
@P
@t
=  
Z
dx
Æ
Æc(x)
("
w
a
(1  c)  w
d
c  w
r
c  2l
B
@ (c (1  c))
@x
#
P
)
 l
2
B
Z
dx
Æ
Æc(x)
("
(1  c)
@
2
(c)
@x
2
+ c
@
2
c
@x
2
#
P
)
+
1
2
Z
dx
Æ
2
Æc(x)
2
nh
w
a
(1  c) + w
r
c+ w
d
c
i
P
o
+
l
2
B
2
Z
dx
Æ
2
Æc(x)
2
("
(1  c)
@
2
(c)
@x
2
  c
@
2
c
@x
2
#
P
)
+
l
B
2
Z
dx
Æ
2
Æc(x)
2
("
2c
@c
@x
  2(1  c)
@ (c)
@x
#
P
)
 
l
2
B

Z
dx
Æ
Æc(x)
@
2
@x
2
 
Æ
Æc(x)
(1  c)
!
fcPg
 
l
B

Z
dx
@
@x
0
@
"
Æ
Æc(x)
#
2
1
A
fc(1  c)Pg : (3.25)
Hier haben wir den neuen Parameter  = N
max
=l
B
eingef

uhrt, der die Anzahl
der Adsorptionspl

atze pro Einheits

ache bezeichnet. Die Gr

oe eines Adsorp-
tionsplatzes l
0
ist somit in einer Raumdimension gegeben durch l
0
= 
 1
.
Die KoeÆzienten  und  charakterisieren die symmetrischen bzw. asym-
metrischen Anteile des lateralen Adsorbatusses und sind im allgemeinen
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(nichtlokal) von der Bedeckung abh

angig. Sie ergeben sich aus dem Kontinu-
umslimes (l
B
=r
0
! 0) der entsprechenden mikroskopischen

Ubergangsraten. In
diesem Limes ist die Denition der (makroskopischen) Diusionskonstante D
zu ber

ucksichtigen, die sich aus der mesoskopischen H

upfrate  wie folgt ergibt
D = lim
l
B
!0

l
2
B

: (3.26)
Nun wollen wir den Limes l
B
! 0 in Gl. (3.25) betrachten. Dazu denieren
wir den folgenden Dierentialoperator
^
A(x) =
Æ
Æc(x)
(3.27)
und f

uhren die allgemeinen Bezeichnungen

0
(x)  lim
l
B
!0

(x)l
2
B

=D (3.28)
und

0
(x)  lim
l
B
!0
((x)l
B
) =D (3.29)
ein. Unter Verwendung der Gleichungen (3.26) bis (3.29) ergibt sich im Limes
l
B
! 0 die folgende Gleichung
@P
@t
=  
Z
dx
^
A(x)
"
w
a
(1  c)  w
d
c  w
r
c D
@
@x
(2
0
c (1  c))
+D
@
@x
 

0
@c
@x
+ c(1  c)
@
0
@x
!#
P
+
1
2
Z
dx
^
A
2
(x)
"
w
a
(1  c) + w
d
c+ w
r
c+D(1  c)
@
2
(
0
c)
@x
2
 D
0
c
@
2
c
@x
2
+ 2D
0
c
@c
@x
  2D(1  c)
@
@x
(
0
c)
#
P
 
D

Z
dx
"
^
A(x)
@
2
@x
2

^
A(x)(1  c)


0
c+
@
@x

^
A
2
(x)


0
c(1  c)
#
P:
(3.30)
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Um diese Gleichung in die Form einer funktionalen Fokker-Planck-Gleichung
f

ur das Wahrscheinlichkeitsfunktional P zu bringen, m

ussen wir zun

achst noch
einige Umformungen vornehmen. Dazu betrachten wir in Gl. (3.30) die Terme,
die proportional zu 
 1
sind und von 
0
abh

angen, d.h.,
F
d
=
D
2
Z
dx
(
^
A
2
(x)
"
(1  c)
@
2
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0
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2
  
0
c
@
2
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2
#
 2
^
A(x)
@
2
@x
2
h
^
A(x)(1  c)
i

0
c
)
P: (3.31)
Mit Hilfe mehrfacher partieller Integration l

at sich dieser Ausdruck wie folgt
umformen
F
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Als n

achstes betrachten wir die Terme der Ordung O(
 1
) in Gl. (3.30), die
von 
0
abh

angig sind. Diese Terme heben sich auf:
F
u
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D
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#
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 
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= 0: (3.33)
Setzt man nun die Gleichungen (3.32) und (3.33) in die urspr

ungliche Gl. (3.30)
ein, so ergibt sich die Fokker-Planck-Gleichung f

ur das Funktional P ([c(x)]; t)
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Æ
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Aus der Theorie stochastischer Prozesse ist bekannt [13, 97], da eine
Fokker-Planck-Gleichung ihre Entsprechung in einer stochastischen Dierenti-
algleichung hat. Dabei mu eine bestimmte physikalische Interpretation gem

a
Ito oder Stratonovich angenommen werden. Folgen wir der Ito-Interpretation,
so erhalten wir die folgende stochastische partielle Dierentialgleichung f

ur das
uktuierende Feld c(x; t)
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(3.35)
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Hier ist w
d
(x) = k
d;0
exp(U(x)=k
B
T ) und die Fluktuationsterme f
ad
(x; t),
f
d
(x; t), f
r
(x; t) und f
diff
(x; t) entsprechen voneinander unabh

angigem weiem
Rauschen der Intensit

at Eins.
Nun k

onnen wir die bisher allgemein gehaltenen Ausdr

ucke 
0
(x) und 
0
(x)
konkret f

ur die in den Gl. (3.2), (3.3) und (3.5) unterschiedenen mikroskopi-
schen Situationen berechnen. Aus den Denitionen f

ur 
j
und 
j
(vgl. Gl.
(3.21)) erhalten wir f

ur den im Zusammenhang mit Gl. (3.2) diskutierten Fall
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Aus Gl. (3.3) ergibt sich entsprechend
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Berechnet man nun 
0
(x) und 
0
(x) durch explizite Limesbildung [vgl. Gl.
(3.28) und (3.29)], so stimmen sie f

ur die Ausdr

ucke aus Gl. (3.36) und Gl.
(3.37)

uberein. Unterliegen also die on-top-Pl

atze dem Einu der lateralen
Wechselwirkung, wie in Abb. 3.2 gezeigt, so werden mikroskopisch verschiedene
Situationen auf der mesoskopischen Ebene ununterscheidbar. Im Limes l
B
! 0
erh

alt man f

ur diese F

alle

0
(x) = lim
l
B
!0

l
2
B

=D = 1; (3.38)
und

0
(x) = lim
l
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1
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B
T
@U
@x
: (3.39)
Setzt man diese Ausdr

ucke nun in Gleichung (3.35) ein und verallgemeinert sie
f

ur ein zweidimensionales System, so ergibt sich die mesoskopische Entwick-
lungsgleichung
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F

ur das Wechselwirkungspotential U(r; t) gilt dabei entsprechend Gleichung
(3.1) im Kontinuumslimes
U(r) =
Z
u(r  r
0
) c(r
0
)dr
0
: (3.41)
F

ur die voneinander unabh

angigen Rauschterme in Gleichung (3.40) gilt
hf
a
(r; t)f
a
(r
0
; t
0
)i = Æ(r  r
0
)Æ(t  t
0
);
hf
d
(r; t)f
d
(r
0
; t
0
)i = Æ(r  r
0
)Æ(t  t
0
);
hf
r
(r; t)f
r
(r
0
; t
0
)i = Æ(r  r
0
)Æ(t  t
0
);
D
f
()
diff
(r; t)f
()
diff
(r
0
; t
0
)
E
= Æ

Æ(r  r
0
)Æ(t  t
0
); ;  = 1; 2: (3.42)
F

ur den Fall, da ein Teilchen auf einem on-top-Platz im Unterschied zu einem
Partikel auf einem Adsorptionsplatz nicht mit seinen Nachbarn wechselwirkt,
ergibt sich auch im mesoskopischen Limes ein anderes Modell als Gl. (3.40).
Aus Gl. (3.5) erh

alt man
(x) =  exp(U= k
B
T );
(x) = 0: (3.43)
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Wendet man den Limes l
B
! 0 an, so ergibt sich

0
(x) = exp(U= k
B
T );

0
(x) = 0: (3.44)
Folglich ist der Adsorbatu auch im mesoskopischen Grenzfall aktiviert. Im
Gegensatz zu Gleichung (3.40) lautet die entsprechende stochastische partielle
Dierentialgleichung nun
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: (3.45)
F

ur die weies Rauschen bezeichnenden Terme gilt wieder Gl. (3.42).
Wir haben somit aus den mikroskopischen Mastergleichungen (f

ur ein ein-
dimensionales System) entsprechende mesoskopische Entwicklungsgleichungen
abgeleitet. Dabei wurden die Grenzf

alle (3.40) und (3.45) unterschieden, die
auf verschiedenen mikroskopischen Modellen des H

upfprozesses basieren. Die
mesoskopischen Entwicklungsgleichungen unterscheiden sich durch eine wech-
selwirkungsfreie bzw. eine vom lateralen Wechselwirkungspotential (in Arrhe-
niusform) abh

angige Diusionskonstante. In den folgenden Untersuchungen der
Kinetik von wechselwirkenden Adsorbaten werden wir von der Entwicklungsglei-
chung (3.40) ausgehen, die auf dem mikroskopischen Metropolis-Algorithmus
f

ur den H

upfproze beruht.
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3.4 Interpretation der mesoskopischen Glei-
chungen
3.4.1 Der deterministische Grenzfall
Der makroskopische Limes, den man durch Vernachl

assigung der Rauschterme
in Gleichung (3.40) erh

alt, wurde bereits kurz vor Beginn dieser Arbeit aus
physikalischen Argumenten abgeleitet [125]. Dieser Grenzfall unterscheidet
sich nur durch die nichtlokale Aktivierung der Desorptions- und eventuell
Reaktionsraten und den nichtlinearen Fluterm, der proportional zum Po-
tentialgradienten ist, von dem entsprechenden Reaktions-Diusions-Modell.
Makroskopisch l

at sich dieser zus

atzliche Adsorbatu wie folgt verstehen:
Aufgrund des ortsabh

angigen Wechselwirkungspotentials U(r) wirkt auf
adsorbierte Teilchen eine Kraft F =  rU und erzeugt dort einen Flu J. Die
Geschwindigkeit eines adsorbierten Teilchens ist dann als Produkt dieser auf
es einwirkenden Kraft und seiner Beweglichkeit auf der Ober

ache gegeben.
Die Beweglichkeit erf

ullt dabei die klassische Einstein-Relation b = D=k
B
T .
Wie wir in der Herleitung gesehen haben, entspricht der DiusionskoeÆzient
D dabei der Ober

achendiusionskonstanten f

ur ein einzelnes Teilchen in Ab-
wesenheit anderer Adsorbatpartikel. Aufgrund der Tatsache, da die Partikel
nur zu freien Pl

atzen h

upfen k

onnen, ist der Flu nicht nur einfach als Produkt
von Teilchengeschwindigkeit und Bedeckung des Adsorbats gegeben, sondern
ist auerdem noch proportional zum relativen Anteil freier Ober

achenpl

atze,
so da gilt
J =  
D
k
B
T
c(1  c)rU(r): (3.46)
Der im viskosen Term enthaltene Faktor (1   c), der ber

ucksichtigt, da ein
adsorbiertes Teilchen sich nur zu leeren Adsorptionspl

atzen hin bewegen kann,
ist nicht im makroskopischen Diusionsterm enthalten. Dieser Term ist be-
reits symmetrisch bez

uglich der Betrachtung leerer bzw. besetzter Pl

atze. Die
Intensit

at des Fluktuationsterms f

ur die Diusion ist jedoch proportional zu
(1  c).
F

ur den makroskopischen Limes von Gleichung (3.40) gilt aufgrund dieser

Uberlegungen
@c
@t
= k
a
p(1  c)  k
d;0
exp [U(r)=k
B
T ] c  k
r
c
+
D
k
B
T
rf(1  c)crU(r)g+Dr
2
c: (3.47)
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Dies entspricht formal dem Grenzwert  ! 1 in Gleichung (3.40), d.h., so
starker Gl

attung der lokalen Dynamik, da Fluktuationen vollst

andig ,,ausge-
waschen" werden. Es sei bemerkt, da eine solche deterministische Gleichung
auch f

ur bin

are Legierungen im Grenzfall unendlich langreichweitiger Wechsel-
wirkungen hergeleitet worden ist [126].
Das nichtlokale attraktive Wechselwirkungspotential U(r) ist

uber Glei-
chung (3.41) als Integral der Paarwechselwirkung

uber die Bedeckung
benachbarter Adsorptionspl

atze gegeben. In den analytischen und numerischen
Untersuchungen der folgenden Kapitel werden wir dabei haupts

achlich ein
symmetrisches Gausches Paarpotential der Form
u(r) =  u
0
(r
2
0
)
 d=2
exp(r
2
=r
2
0
) (3.48)
betrachten, wobei u
0
=  
R
S
u(r) dr der integralen St

arke der Paarwechselwir-
kung entspricht und d = 1; 2 die r

aumliche Dimension des Systems angibt.
Wenn der Wechselwirkungsradius im Vergleich zu den Diusionsl

angen klein
ist, d.h., im Grenzfall schwacher Nichtlokalit

at des Wechselwirkungspotentials,
kann das Integral in Gleichung (3.41) durch r

aumliche Ableitungen der Be-
deckung angen

ahert werden.
Variiert die Bedeckung nicht signikant auf der charakteristischen Skala der
Wechselwirkung, so gilt n

aherungsweise
Z
S
u(r  r
0
)c(r
0
)dr
0

Z
S
u(r  r
0
)

c(r) + (r
0
  r)rc(r) +
1
2
(r
0
  r)
2
r
2
c(r) + : : :

dr
0
;
so da
Z
S
u(r  r
0
)c(r
0
)dr
0
  u
0
c  r
2
c(r): (3.49)
Hierbei ist  =  1=2
R
S
r
2
u(r)dr. In der Entwicklung wurde ber

ucksichtigt,
da aus Symmetriegr

unden die r

aumlichen Ableitungen ungerader Ordnung
verschwinden, also beispielsweise gilt
R
S
r u(r)dr = 0: F

ur ein Gau-f

ormiges
Paarpotential mit Radius r
0
ist f

ur eine eindimensionale Geometrie 
1d
=
u
0
r
2
0
=4; im zweidimensionalen System gilt 
2d
= u
0
r
2
0
=2. Setzt man nun die
N

aherung (3.49) in die Entwicklungsgleichung der deterministischen Dynamik
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(3.47) ein, so ergibt sich
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a
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D
k
B
T
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c
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: (3.50)
Vernachl

assigt man nun die kleine Korrektur zur zweiten r

aumlichen Ablei-
tung der Bedeckung aus dem Desorptionsterm und f

uhrt man die folgenden
Bezeichnungen ein,
D
eff
(c) = D

1 
u
0
k
B
T
c(1  c)

; (3.51)
G(c) =
D
k
B
T
c (1  c); (3.52)
so l

at sich Gleichung (3.50) unter Vernachl

assigung der zweiten r

aumlichen
Ableitung im Exponenten des Desorptionsterms kompakt ausdr

ucken als
@c
@t
= k
a
p(1  c)  k
d;0
e
 u
0
c=k
B
T
c
 k
r
c+r (D
eff
(c)rc) r

G(c)r
3
c

: (3.53)
Im Unterschied zu einem typischen Reaktions-Diusions-System enth

alt die-
se Gleichung auch r

aumliche Ableitungen dritter und vierter Ordnung. Ist
die attraktive Wechselwirkung schwach, so ist die eektive Diusionskonstante
D
eff
(c) positiv, und die Ableitungen h

oherer Ordnung k

onnen vernachl

assigt
werden. F

ur starke Attraktion der Adsorbatpartikel kann jedoch, wie wir in
den folgenden Kapiteln sehen werden, D
eff
(c) negativ werden. Dann mu der
letzte Term in Gleichung (3.53) mitber

ucksichtigt werden, um unphysikalische
Divergenzen zu vermeiden.
3.4.2 Fluktuationen
Gleichung (3.40) enth

alt neben deterministischen auch uktuierende Terme.
Sie spiegeln mikroskopische Eigenschaften des Systems wider, das eigentlich
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diskret und stochastisch ist und durch eine kontinuierliche Bedeckung nur
n

aherungsweise beschrieben werden kann. Die Ber

ucksichtigung des inter-
nen Rauschens erlaubt es, mikroskopische Fluktuationen in die makroskopi-
sche Beschreibung einzubeziehen, die f

ur kontinuierlich variierende Bedeckun-
gen formuliert wurde. Diesbez

uglich kann Gleichung (3.40) als eine ,,Langevin-
Gleichung" f

ur die ,,Brownsche Bewegung" einer makroskopischen Variablen
(der Bedeckung c) unter dem Einu mikroskopischer stochastischer Wechsel-
wirkungen betrachtet werden [127, 128].
Im Gegensatz zum additiven Rauschen ist f

ur multiplikatives Rauschen
der Zusammenhang zwischen der Fokker-Planck-Gleichung (vgl. Gleichung
(3.34)) und der stochastischen Dierentialgleichung (vgl. Gleichung (3.40))
nicht eindeutig. Eine ph

anomenologisch erstellte stochastische Dierentialglei-
chung kann dann auf zwei Arten interpretiert werden: Nimmt man an, da das
multiplikative Rauschen eine verschwindend geringe, jedoch endliche Korrelati-
onszeit hat, so mu die ,,Stratonovich-Interpretation" [129] zum

Ubergang auf
die entsprechende Fokker-Planck-Gleichung angewendet werden. Ist die mittels
der stochastischen Dierentialgleichung modellierte Dynamik jedoch diskret in
der Zeit und das Rauschen sogar f

ur kleinste Zeitr

aume unkorreliert, so ist die
,,Ito-Interpretation" [130] sinnvoll. Die beiden Auslegungen unterscheiden sich
beim

Ubergang zur Fokker-Planck-Gleichung dann durch verschiedene Driftter-
me.
Beim umgekehrten

Ubergang von einer aus einer mikroskopischen Theo-
rie abgeleiteten Fokker-Planck-Gleichung hin zu entsprechenden stochastischen
Dierentialgleichungen (wie dies im vorangegangenen Abschnitt der Fall war)
unterscheiden sich letztere in beiden Interpretationen zwar formal im nichtuk-
tuierenden Anteil. Im makroskopischen Grenzfall (!1) stimmen sie jedoch

uberein, und bei der Integration der stochastischen Dierentialgleichung m

ussen
der jeweiligen Interpretation entsprechende Integrationsvorschriften verwendet
werden (f

ur eine eingehendere Diskussion zu diesem Thema siehe z.B. [97]), so
da die L

osung dieser Gleichung f

ur beide Auslegungen identisch ist. Da f

ur
eine numerische Behandlung die Ito-Interpretation die zug

anglichere von beiden
ist, wurde sie hier f

ur den

Ubergang von Gleichung (3.34) zu Gleichung (3.40)
ausgew

ahlt.
Nun wollen wir die einzelnen Fluktuationsterme in Gleichung (3.40) noch
einmal eingehender betrachten. Sie ber

ucksichtigen Adsorption, (thermische)
Desorption, einen monomolekularen Reaktionsterm (der auch Photodesorp-
tion modellieren kann) und Diusion von adsorbierten Teilchen im internen
Wechselwirkungsfeld. Im einzelnen gilt f

ur das interne Rauschen der Adsorption

a
(r; t) = 
 1=2
[k
a
p(1  c)]
1=2
f
a
(r; t); (3.54)
46 3 Theorie reaktiver Adsorbate . . .
der thermischen Desorption

d
(r; t) = 
 1=2
[k
d;0
c]
1=2
exp [U(r)=2k
B
T ] f
d
(r; t); (3.55)
der Reaktion

r
(r; t) = 
 1=2
[k
r
c]
1=2
f
r
(r; t); (3.56)
und der Diusion

diff
(r; t) = 
 1=2
div (j
stoch
(r; t)) ; (3.57)
wobei f

ur den stochastischen Flu gilt
j
stoch
(r; t) = [2Dc(1  c)]
1=2
f
diff
(r; t); (3.58)
und die Zufallskr

afte f
a
(r; t), f
d
(r; t), f
r
(r; t) und f
diff
(r; t), die Gleichung (3.42)
erf

ullen.
Im Gegensatz zum deterministischen Flu, der sich aus isotroper Diu-
sion und einem durch die laterale Adsorbatwechselwirkung hervorgerufenen
Beitrag zusammensetzt, ist der stochastische Flu unabh

angig von den
Wechselwirkungen. Seine Intensit

at h

angt jedoch von der Bedeckung ab.
Sie ist proportional zu c(1   c), so da das interne Rauschen aufgrund von
Transportprozessen von Adsorbatteilchen entlang der Ober

ache bei sehr hoher
oder sehr niedriger Bedeckung klein wird. Die mit den anderen, die ,,lokale"
Kinetik repr

asentierenden Prozessen verbundenen Rauschterme stellen hinge-
gen stochastische Quellen bzw. Senken dar, d.h., sie werden bei hohen bzw.
niedrigen Bedeckungen mageblich. Man beachte, da ihre Intensit

at jeweils
dem im makroskopischen Grenzfall erhaltenen Term entspricht. W

ahrend bei
nahezu vollst

andiger Bedeckung der Ober

ache der stochastische Anteil der
Dynamik von der thermischen Desorption und dem Reaktionsterm dominiert
wird,

uberwiegt f

ur eine nahezu leere Ober

ache das interne Rauschen der
Adsorption. Bei mittleren Bedeckungen (d.h., c nahe 1=2) ist auf kleinen
Skalen der stochastische Transportterm mageblich. Um dies zu erkennen, ist
es hilfreich, das Diusionsrauschen als eine Superposition uktuierender Moden
mit verschiedenen Wellenl

angen zu betrachten. Die Intensit

at einer solchen
Mode h

angt von ihrer Wellenl

ange ab. Gr

oenordnungsm

aig l

at sich die
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Amplitude des Diusionsrauschens auf einer charakteristischen L

angenskala l
wie folgt absch

atzen

diff
(r; t) / 
 1=2
[2Dc(1  c)]
1=2
=l: (3.59)
F

ur mittlere Bedeckungen auf kleinen L

angenskalen l < L
d
und l < L
r
wird deshalb das Diusionsrauschen im Vergleich zu den Fluktuationen von
Desorption bzw. Reaktion dominieren, wobei wir die charakteristischen Diu-
sionsl

angen der thermischen Desorption L
d
= (D=k
d;0
exp [U(r)=k
B
T ])
1=2
und
der Reaktion L
r
= (D=k
r
)
1=2
eingef

uhrt haben. Ferner ist f

ur einen homoge-
nen Gleichgewichtszustand die St

arke des Adsorptionsrauschens als Summe der
Rauschst

arken von Desorption und Reaktion gegeben, so da dann auf kleinen
L

angenskalen l, die l < L
d
und l < L
r
erf

ullen, die stochastische Dynamik
durch den mit Transportprozessen assoziierten Beitrag zu den Fluktuationen
dominiert wird, solange die Ober

ache weder voll besetzt noch vollkommen leer
ist.
Neben den Parametern, die bereits die deterministische Dynamik charakte-
risieren, h

angen die stochastischen Terme in Gleichung (3.40) noch zus

atzlich
vom Parameter  ab, der die Anzahl der Adsorptionspl

atze pro Einheits

ache
bezeichnet. W

ahrend in die makroskopischen Gleichungen nur die Bedeckung,
d.h., der Prozentsatz besetzter Pl

atze, als Variable eingeht, h

angt die Intensit

at
der Fluktuationen entscheidend von der Anzahl der Adsorbatmolek

ule pro Ein-
heits

ache ab. Die Intensit

at aller Terme, die internes Rauschen beschreiben,
ist invers proportional zu .
Bei der ,,Coarse Graining"-Prozedur, auf der die Herleitung von Gleichung
(3.40) im vorangegangenen Abschnitt basiert, wurde die Bedingung verwendet,
da eine r

aumliche Mittelungsbox der L

ange l
B
eine hinreichend groe Anzahl
von Adsorbatteilchen enth

alt. Dies entspricht (im zweidimensionalen System)
der Bedingung  l
2
B
 1. Auerdem l

at sich die mesoskopische Gleichung nur
auf die Beschreibung von dynamischen Prozessen anwenden, deren charakteri-
stische L

ange gr

oer als die Boxl

ange l
B
ist [dies sichert den Kontinuumslimes
beim

Ubergang von Gleichung (3.24) zu Gleichung (3.30)]. F

ur typische Ad-
sorbatwechselwirkungen ist der Wechselwirkungsradius r
0
im Vergleich zu typi-
schen Diusionsl

angen die kleinere der hier betrachteten L

angenskalen. Somit
ist die mesoskopische N

aherung f

ur eine quantitative Beschreibung der Dyna-
mik anwendbar, wenn die Bedingung  r
2
0
 1 erf

ullt ist, d.h., wenn die Anzahl
der Gitterpl

atze innerhalb des Wechselwirkungsradius hinreichend gro ist.
F

ur mehrere Wechselwirkungstypen erstreckt sich die laterale Anziehung der
Teilchen jedoch nur

uber wenige Nachbarpl

atze. In dem in Kapitel 2 vorgestell-
ten Experiment mit Sauersto auf Ruthenium (0001) beispielsweise wirkt die

uber das Substrat vermittelte indirekte Wechselwirkung nur

uber drei Nach-
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barpl

atze. In einem Kreis mit Radius r
0
um einen festen Gitterpunkt benden
sich somit immer noch ca. 25 Nachbarpl

atze, und der in der obigen Herleitung
verwendete Entwicklungsparameter N
 1
max
liegt in der Gr

oenordnung 10
 2
. F

ur
solche Systeme ist die quantitative Anwendung der hier entwickelten mesosko-
pischen Theorie nicht mehr vollst

andig gerechtfertigt; dennoch stellt sie auch
dann einen wertvollen Zugang f

ur ein qualitatives Verst

andnis von wechselwir-
kungsinduzierten Musterbildungsph

anomenen und die Interpretation von expe-
rimentellen Systemen dar.
In den Beispielsystemen der nachfolgenden Kapitel werden wir auf verschie-
dene weitere stochastische Aspekte der Dynamik im einzelnen eingehen. Im
n

achsten Kapitel werden wir ausgehend von einem metastabilen homogenen
Zustand die stochastische Dynamik vor der Bildung makroskopischer Keime
f

ur ein phasenseparierendes Gleichgewichtssystem untersuchen. Dar

uber hin-
aus richten wir unser Augenmerk auf die Nukleations- und die Keimwachs-
tumskinetik und den Einu von Fluktuationen auf selbstorganisierte Muster-
bildungsph

anomene.
Kapitel 4
Nichtreaktive Kinetik eines
wechselwirkenden Adsorbats
4.1 Einleitende Bemerkungen
Die Kinetik von Phasen

uberg

angen erster Ordnung ist in einer Vielzahl von
Systemen untersucht worden und bildet ein aktuelles Forschungsgebiet der sta-
tistischen Physik von Nichtgleichgewichtsprozessen. Eine gute

Ubersicht

uber
dieses Thema ndet man in [16, 17, 131, 132, 133, 134]. Sch

one Beispie-
le f

ur die experimentelle Beobachtung phasenseparierender Systeme sind in
[135, 136] zu nden. F

ur phasenseparierende Systeme wurden insbesondere
Ph

anomene wie Nukleation, spinodale Entmischung, die sp

ate Wachstumspha-
se und das Anwachsen der charakteristischen L

angenskala eingehend betrachtet.
In der klassischen Theorie [137] unterscheidet man zwei verschiedene Mechanis-
men, die die Anfangsphase der Separationskinetik charakterisieren. Bei kleinen

Ubers

attigungen der Minorit

atsphase wird der metastabile Anfangszustand nur
bez

uglich tropfenartiger Fluktuationen mit endlicher Amplitude instabil. F

ur
hinreichend groe

Ubers

attigungen hingegen f

uhren schon langwellige Fluktua-
tionen mit innitesimaler Amplitude zum Zerfall des instabilen Zustands.
Zur Beschreibung von Nukleationsprozessen bei kleinen

Ubers

attigungen
wurde in den dreiiger Jahren von R. Becker und W. D

oring eine klassische
Theorie f

ur die Durchschnittsanzahl n
l
(t) von Tropfen der Gr

oe l aufgestellt
[138]. Dabei ist die Kinetik von n
l
(t) durch einen Verdampfungs- und Kondensa-
tionsmechanismus f

ur die Tr

opfchen vollst

andig bestimmt. Eine feldtheoretische
Nukleationstheorie wurde sp

ater von J. S. Langer und Mitarbeitern entwickelt
[139]. Beide Theorien interpretieren die Nukleation als einen Proze der durch
die f

ur die Bildung eines kritischen Tropfens bzw. Keims allgemeiner Form
ben

otigte freie Energie F aktiviert ist. F

ur die Nukleationsrate I ergibt sich
der Ansatz I / exp( F=k
B
T ) (siehe auch [16, 17] f

ur weitere Referenzen).
Die Langzeitentwicklung phasenseparierender Systeme ist typischerweise
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durch eine einzige zeitabh

angige L

angenskala charakterisiert, die mittlere Gr

oe
der sich ausbildenden Dom

anen R(t). Deren Wachstum gehorcht oft einem Po-
tenzgesetz der Form R(t) / t
m
. Hierbei charakterisiert der Wachstumsexpo-
nent m den die Phasenseparation treibenden Mechanismus. In Abh

angigkeit
von m k

onnen phasenseparierende Systeme in Universalit

atsklassen mit jeweils
gleichen kinetischen Eigenschaften eingeteilt werden. Die einfachsten dieser
Klassen sind die Modelle A und B, die Systeme mit nicht erhaltenem bzw.
erhaltenem Ordnungsparameter beschreiben [140] beschreiben.
Das Modell A wird

ublicherweise als zeitabh

angige Ginzburg-Landau-
Gleichung bezeichnet [141]. Hierbei wird das Wachstum der Dom

anen der
Minorit

atsphase durch die lokale Kr

ummung getrieben, und es gilt m = 1=2
[19, 142]. Das Modell B ist in der Literatur als Cahn-Hilliard-Gleichung bekannt
[143, 144, 145, 146]. Im Falle eines erhaltenen Ordnungsparameters separieren
die Phasen f

ur kleine

Ubers

attigungen aufgrund von langreichweitiger Diusion
und sind durch den Exponenten m = 1=3 charakterisiert. Dieses Resultat wur-
de 1959 von I. M. Lifshitz und V. V. Slyozov berechnet [15]. Man erh

alt es aus
der nach diesen Autoren benannten Theorie f

ur das asymptotische Zeitverhalten
der Verteilungsfunktion f

ur die Dom

anengr

oen [15, 147, 148, 149]. Physikalisch
f

uhrt der diusionsgetriebene Mechanismus zum Wachstum gr

oerer Dom

anen
auf Kosten der kleineren; dieses Ph

anomen wird Ostwald-Reifung genannt.
Es sei bemerkt, da die Lifshitz-Slyozov-Theorie f

ur den Grenzfall her-
geleitet wurde, in dem der Volumenanteil der Minorit

atsphase verschwin-
det. Erweiterungen dieser Theorie f

ur zweidimensionale Systeme und endliche

Ubers

attigungen wurden sp

ater von anderen Autoren untersucht [150, 151, 152,
153]. Ist die

Ubers

attigung so gro, da das System spinodal entmischt [154], so
wird der Exponent m im allgemeinen zeitabh

angig. F

ur bin

are Fl

ussigkeiten,
die durch den kritischen Punkt gequencht werden, ndet man beispielsweise
einen

Ubergang von diusivem Verhalten mit m = 1=3 hin zu einer von hydro-
dynamischen Perkolationseekten dominierten Separationskinetik mit m = 1
[20].
In diesem Kapitel werden wir die Kinetik von wechselwirkungsinduzierten
Phasen

uberg

angen mit erhaltenem und nicht erhaltenem Ordnungsparameter
in Adsorbatsystemen auf metallischen Einkristallober

achen mit Hilfe der in
Kapitel 3 hergeleiteten mesoskopischen Theorie untersuchen. Dabei wird eine
einzelne Adsorbatspezies betrachtet, und durch

auere Aktivierung induzierte
Nichtgleichgewichtsreaktionen werden ausgeschlossen.
Zuerst wird ein System untersucht, in dem eine bestimmte Menge einer
Teilchensorte auf einer Ober

ache pr

aadsorbiert wird, die das Substrat nicht
durch Desorptions- oder andere kinetische Prozesse verlassen kann. Dann wird
die Teilchenzufuhr beendet. Die mittlere Bedeckung ist deshalb eine zeitliche
Erhaltungsgr

oe. Die Teilchen k

onnen sich nun

uber die Ober

ache bewegen.
Hier werden wir uns auf die Kinetik des Phasen

ubergangs mit erhaltenem Ord-
Kinetik einer Spezies mit konstanter mittlerer Bedeckung 51
nungsparameter konzentrieren, der eintritt, wenn die attraktive Wechselwirkung
zwischen den Adsorbatteilchen hinreichend stark wird.
Im zweiten Teil dieses Kapitels betrachten wir den Fall, in dem Teilchen
die ganze Zeit aus der Gasphase adsorbieren k

onnen und adsorbierte Teilchen
die Ober

ache

uber den Proze der thermischen Desorption wieder verlassen
k

onnen. Der f

ur hinreichend starke attraktive Wechselwirkungen auftreten-
de Phasen

ubergang ist nun durch einen nicht erhaltenen Ordnungsparameter
charakterisiert. Die Kinetik dieses Phasen

ubergangs wird eingehend unter-
sucht. Schlielich wird diskutiert, warum in beiden Systemen keine Strukturbil-
dung m

oglich ist, die von kinetischen Parametern wie der Diusionskonstante
abh

angt.
4.2 Kinetik einer Spezies mit konstanter mitt-
lerer Bedeckung
Wie bereits in Kapitel 2 erw

ahnt, ist es f

ur die rastertunnelmikroskopische
Beobachtung der Kinetik von adsorbierten Partikeln sehr hilfreich, wenn die
Gasphase nahezu teilchenfrei ist, so da die Spitze des Mikroskops nicht mit
Partikeln (insbesondere Sauersto) aus der Gasphase beschl

agt und somit der
Beobachtungsvorgang behindert wird. Ferner kann eine Beeinussung der Ad-
sorptionsprozesse durch das Feld der Spitze die Abbildung der Adsorbatdyna-
mik verf

alschen. Bei den von J. Wintterlin und anderen [33, 34] durchgef

uhrten
Titrationsexperimenten wird eine (nahezu) einkristalline Metallober

ache (Ru-
thenium) zun

achst mit Sauersto belegt, bis eine mittlere Bedeckung c
av
er-
reicht ist. Dann wird die Gaszufuhr abgestellt und die Kinetik der adsorbierten
Teilchen mit dem Rastertunnelmikroskop sichtbar gemacht. Sauersto-Teilchen
auf Ruthenium (0001) ziehen sich aufgrund von attraktiven Wechselwirkungen ,
die durch die Bildung von nichtlokalen Ober

achenzust

anden mit dem Substrat
vermittelt werden, stark an.
Bei Temperaturen um 300 K ndet man Phasenkoexistenz von einer kri-
stallinen und einer gasf

ormigen oder uiden Phase. In der im Rahmen dieser
Arbeit untersuchten Kontinuumsn

aherung w

urde ein solcher

Ubergang von ei-
ner festen zu einer gasf

ormigen Phase einem Phasen

ubergang entsprechen, bei
dem eine 

ussige (hohe lokale Bedeckung) und eine gasf

ormige Phase (niedri-
ge lokale Bedeckung) miteinander koexistieren. Da die Desorption adsorbierter
Sauersto-Teilchen bei den betrachteten Temperaturen vernachl

assigt werden
kann, ist der den Phasen

ubergang erster Ordnung charakterisierende Ordnungs-
parameter (die mittlere Bedeckung) eine Erhaltungsgr

oe. Aus thermodynami-
scher Sicht w

urde man f

ur eine kleine

Ubers

attigung nach anf

anglicher Nuklea-
tion

uberkritischer Keime und anschlieender Ostwald-Reifung die Separation
in zwei Bereiche unterschiedlicher Phase erwarten. Dabei divergiert der Radius
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der kritischen Keime f

ur sehr kleine

Ubers

attigungen. F

ur hinreichend groe

Ubers

attigungen hingegen wird die homogene Phase absolut instabil. F

ur eine
homogene Anfangsbedingung erwartet man dann spinodale Entmischung in la-
byrinthische Phasen, deren charakteristische Wellenl

ange mit der Zeit zunimmt.
In den Experimenten wurde jedoch bisher nur mikroskopische Strukturbildung
in Form einer Vielzahl uktuierender Inseln beobachtet, deren mittlere Gr

oe
typischerweise einige Wechselwirkungsradien (d.h., einige nm) betr

agt. In die-
sem Abschnitt werden wir

ahnliche mikrostrukturierte Zust

ande in numerischen
Simulationen einer mesoskopischen Entwicklungsleichung untersuchen. Auer-
dem wird die Entwicklung des Systems hin zu makroskopischer Phasensepara-
tion betrachtet. Zun

achst wird jedoch ein geeignetes mesoskopisches Modell
diskutiert und ein Phasendiagramm konstruiert.
4.2.1 Modellbildung und Funktional der freien Energie
Die Kinetik einer pr

aadsorbierten, lateral wechselwirkenden Spezies bei
konstanter mittlerer Adsorbatbedeckung, d.h., in Abwesenheit von Adsorp-
tion, Desorption und Reaktionstermen, ist charakterisiert durch diusive
H

upfprozesse unter dem Einu der Wechselwirkung mit umliegenden Ad-
sorbatpartikeln. Makroskopisch entspricht dies neben der Diusion einem
durch r

aumliche Variationen des Wechselwirkungspotentials induzierten ,,vis-
kosen" Fluterm. Die in den oben genannten Experimenten beobachteten
Sauersto-Inseln sind jedoch typischerweise nur einige Nanometer gro,
w

ahrend die Gr

oe eines einzelnen Adsorptionsplatzes etwa einen halben
Nanometer betr

agt, so da eine Insel eine relativ geringe Anzahl von Git-
terpl

atzen umfat. Deswegen sollten Fluktuationen bei einer Modellierung
ber

ucksichtigt werden. Anstelle von Monte-Carlo-Simulationen wollen wir hier
die physikalisch zug

anglichere mesoskopische Theorie zur Beschreibung der
Adsorbatdynamik anwenden, die im vorangegangenen Abschnitt hergeleitet
wurde. Dazu vernachl

assigen wir in Gleichung (3.40) die entsprechenden Terme
der Adsorption, der Desorption und der Nichtgleichgewichtsreaktion und erhal-
ten die folgende Entwicklungsgleichung f

ur die lokale Adsorbatbedeckung c(r; t)
@c
@t
= r

D
k
B
T
c(1  c)rU(r)

+Dc+ (r; t): (4.1)
Hierbei bezeichnet U(r) das aus den Paarwechselwirkungen mit umliegenden
Teilchen resultierende eektive Wechselwirkungspotential gem

a Gleichung
(3.41). Im folgenden werden wir das attraktive Paarwechelwirkungspotential
u(r) durch eine Gau-Verteilung mit St

arke u
0
modellieren, deren Reichweite
durch den charakteristischen Wechselwirkungsradius r
0
gegeben ist [vgl. Glei-
chung (3.48)]. Der Fluktuationsterm (r; t) beschreibt das durch H

upfprozesse
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adsorbierter Teilchen verursachte interne Rauschen; f

ur ihn gilt
(r; t) =
1
p

r

q
2Dc(1  c)f
diff
(r; t)

: (4.2)
Wie bereits im vorangegangenen Kapitel erw

ahnt, bezeichnet  die Anzahl der
Gitterpl

atze pro Einheits

ache, und f
diff
(r; t) entspricht weiem Rauschen.
F

ur den deterministischen Anteil der Adsorbatdynamik in Gleichung (4.1)
l

at sich ein lokales chemisches Potential '(r; t) wie folgt einf

uhren
'(r; t) =
Z
S
u(r  r
0
)c(r
0
)dr
0
+ k
B
T ln

c
1  c

; (4.3)
so da Gleichung (4.1) im deterministischen Grenzfall in der folgenden Form
ausgedr

uckt werden kann
@c
@t
= r

D
k
B
T
c(1  c)r'(r; t)

: (4.4)
Man erkennt, da sich '(r; t) aus zwei verschiedenen Termen zusammensetzt.
Der erste Term entspricht dabei dem Wechselwirkungspotential, welches auf die
adsorbierten Teilchen wirkt, w

ahrend der zweite logarithmische Term entropi-
scher Natur ist.
Betrachten wir zun

achst ausschlielich den deterministischen Grenzfall.
Station

are Gleichgewichte von Gleichung (4.4) entsprechen einem r

aumlich
konstanten chemischen Potential. Um diese weiter zu charakterisieren, ist
es hilfreich, das entsprechende Funktional f

ur die freie Energie F [c(r; t)] zu
betrachten, welches durch die Funktionalableitung ÆF=Æc = ' deniert ist.
1
Es gilt
F [c(r)] =
1
2
Z
S
Z
S
u(r  r
0
)c(r)c(r
0
)drdr
0
+ k
B
T
Z
S
f (c(r)) dr: (4.6)
Hierbei ist f(c) = c ln (c=(1  c)) + ln (1  c). Auf die Charakterisierung der
Gleichgewichtsphasen des Modells (4.4) werden wir im folgenden Teilabschnitt
1
Die Variationsableitung ist deniert durch
ÆF [c]
Æc(r
1
)
= lim
R
Æc(r)dr!0
F [c+ Æc]  F [c]
R
Æc(r)dr
; (4.5)
wobei die Variation Æc(r) in der N

ahe der Stelle r = r
1
lokalisiert ist.
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n

aher eingehen. Zun

achst wollen wir die freie Energie in der N

ahe des
kritischen Punktes betrachten. Bei Ann

aherung an diesen Punkt, an dem der
Phasen

ubergang zweiter und nicht erster Ordnung ist, werden die Unterschiede
der Bedeckungen in den beiden Phasen immer kleiner. Dies rechtfertigt zumin-
dest in der N

ahe des kritischen Punktes die Annahme, da sich die Bedeckung
c(r) auf der L

angenskala des Wechselwirkungsradius r
0
nicht merklich

andert.
Somit l

at sich die Entwicklung (3.49) f

ur das Wechselwirkungspotential aus
dem vorangegangenen Kapitel anwenden:
U(r)   u
0
c  r
2
c(r): (4.7)
In dieser N

aherung gilt dann f

ur das Funktional der freien Energie
F [c(r)] 
Z
S

 
1
2
u
0
c
2
(r) + k
B
T f [c(r)]

dr 
1
2
Z
S
c(r)r
2
c(r)dr: (4.8)
Integriert man nun das zweite Integral partiell und ber

ucksichtigt das Ver-
schwinden der dabei auftretenden Randterme, so ergibt sich f

ur das Funktional
der freien Energie in der N

ahe des kritischen Punktes
F [c(r)] 
Z
S

 
1
2
u
0
c
2
(r) + k
B
T f [c(r)]

dr+

2
Z
S
[rc(r)]
2
dr: (4.9)
Der erste Term in dieser N

aherung ber

ucksichtigt die Beitr

age eines homogenen
,,Volumens" (in d = 2 Dimensionen). In der N

ahe des kritischen Punktes kann
er, wie typischerweise in der ,,Ginzburg-Landau-Entwicklung der freien Ener-
gie" durchgef

uhrt, durch Potenzreihenentwicklung in c(r) noch weiter gen

ahert
werden. Der zweite Term ber

ucksichtigt (in niedrigster Ordnung) den Energie-
aufwand, der mit lokalen Variationen der Bedeckung verbunden ist, insbeson-
dere denjenigen, der f

ur die Bildung von Phasengrenzen ben

otigt wird. In zwei
Dimensionen entspricht er bei Phasentrennung dem Produkt aus der Linien-
spannung (dem Analogon der Ober

achenspannung in drei Dimensionen) und
der L

ange der Phasengrenze.
Schlielich sei noch bemerkt, da in thermodynamischen Systemen wie dem
hier untersuchten auch r

aumlich modulierte Gleichgewichtsphasen auftreten
k

onnen. Dies wird m

oglich, wenn zus

atzlich zur hier untersuchten kurzreichwei-
tigen Attraktion zwischen adsorbierten Teilchen auch langreichweitige repulsi-
ve Wechselwirkungen zwischen ihnen existieren. W

ahrend die kurzreichweitige
Anziehung typischerweise auf gemeinsam mit dem Substrat gebildeten nichtlo-
kalen Wellenfunktionen beruht, kann die langreichweitige Abstoung zwischen
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adsorbierten Teilchen durch adsorbatinduzierte Verspannungen der Ober

ache
hervorgerufen werden [74, 75, 76, 77, 79]. Auf dem Konkurrenzmechanismus
zwischen kurzreichweitiger Attraktion und langreichweitiger Repulsion beru-
hende r

aumlich modulierte Gleichgewichtsphasen wurden auch in einer Vielzahl
anderer physikalischer Systeme gefunden (siehe z.B. [14]). Auf diesen Struktur-
bildungsmechanismus werden wir im n

achsten Kapitel noch n

aher eingehen.
4.2.2 Der Phasen

ubergang
Nun soll zun

achst einmal gezeigt werden, da bei hinreichender St

arke der
attraktiven Wechselwirkung ein Phasen

ubergang erster Ordnung in dem
im vorherigen Abschnitt behandelten Modell auftritt. Dabei separiert das
System in eine dichte und eine d

unne Adsorbatphase. Die Bedeckungen der
koexistierenden Gleichgewichtsphasen werden in Abh

angigkeit vom Wechsel-
wirkungsparameter " = u
0
=k
B
T berechnet und ein Phasendiagramm wird
erstellt. F

ur homogene Verteilungen des Adsorbats gilt f

ur das chemische
Potential aus Gleichung (4.3)
'
hom
(c) =  u
0
c+ k
B
T ln

c
1  c

: (4.10)
Die homogene Phase wird absolut instabil, wenn diese Funktion nicht monoton
wird, d.h., sie hat Extrema. Die Ableitung von '
hom
(c) verschwindet, wenn die
Bedingung
D
eff
(c) = 1  "c(1  c) = 0 (4.11)
erf

ullt ist. Dies wiederum l

at sich nur f

ur " > 4 realisieren, d.h., man
ndet einen Phasen

ubergang erster Ordnung f

ur Temperaturen unterhalb der
kritischen Temperatur T
c
= u
0
=4k
B
. Der Gleichgewichtszustand des Systems
ist eindeutig charakterisiert durch die Bedeckung c und den Wechselwirkungs-
parameter ". Die Bedeckungen der koexistierenden Phasen c
1
und c
2
bei
Phasenseparation lassen sich

uber die sogenannte Maxwell-Relation berechnen,
die der Gleichgewichtsbedingung des phasenseparierten Zustandes entspricht.
Es gilt
Z
c
2
c
1
('(c)  '
0
)dc = 0 mit '
0
= '
hom
(c
1
) = '
hom
(c
2
): (4.12)
F

uhrt man diese Integration durch, so ergibt sich
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Z
c
2
c
1

 u
0
c+ k
B
T ln

c
1  c

  '
0

dc
=  
1
2
u
0
c
2
+ k
B
T ln (1  c) + k
B
Tc ln

c
1  c

  '
0
c




c
2
c
1
= 0: (4.13)
Einsetzen der Integrationsgrenzen f

uhrt auf die Gleichung
 
1
2
u
0
c
1
2
+ k
B
T ln (1  c
1
) + k
B
Tc
1
ln

c
1
1  c
1

  '
0
c
1
=  
1
2
u
0
c
2
2
+ k
B
T ln (1  c
2
) + k
B
Tc
2
ln

c
2
1  c
2

  '
0
c
2
: (4.14)
Hierbei sind c
1
und c
2
die Gleichgewichtsbedeckungen der zwei Phasen, welche
die folgenden Bedingungen f

ur Stationarit

at erf

ullen
 u
0
c
1
+ k
B
T ln

c
1
1  c
1

= '
0
; (4.15)
 u
0
c
2
+ k
B
T ln

c
2
1  c
2

= '
0
: (4.16)
Das aus den Gleichungen (4.14), (4.15) und (4.16) bestehende System legt somit
die Bedingung f

ur eine station

are Koexistenz der beiden Phasen und die Werte
der Bedeckungen der beiden koexistierenden Phasen fest.
Multipliziert man nun die Gleichungen (4.15) und (4.16) mit c
1
bzw. mit
c
2
und setzt das Ergebnis in Gl. (4.14) ein, so erh

alt man die Bedingung
u
0
(c
2
2
  c
2
1
)
2
+ k
B
T ln

1  c
2
1  c
1

= 0: (4.17)
Subtrahiert man auerdem Gl. (4.16) von Gl. (4.15), so erh

alt man die
Gleichung
u
0
(c
2
  c
1
) + k
B
T ln

c
1
c
2

= k
B
T ln

1  c
1
1  c
2

: (4.18)
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Subtrahiert man nun Gl. (4.18) von Gl. (4.17), so erh

alt man die neue
Bedingung
1
2
u
0
h
(1  c
2
)
2
  (1  c
1
)
2
i
+ k
B
T ln

c
2
c
1

= 0: (4.19)
Das Gleichungssystem (4.15), (4.17) und (4.19) ist

aquivalent zu dem aus
(4.14), (4.15) und (4.16) bestehenden System. Man erkennt, da die L

osungen
dieses neuen Gleichungssystems die Bedingung
c
1
+ c
2
= 1 (4.20)
erf

ullen m

ussen. Die Anwendung dieser Bedingung reduziert Gl. (4.17) auf Gl.
(4.19). Substitution von c
2
= 1  c
1
in Gl. (4.19) ergibt
 u
0
c
1
+ k
B
T ln

c
1
1  c
1

+
u
0
2
= 0: (4.21)
Vergleicht man Gl. (4.21) mit Gl. (4.15), so ergibt sich f

ur den Wert des
chemischen Potentials im homogenen Gleichgewicht
'
0
=  
u
0
2
: (4.22)
Aus Betrachtung der Gleichungen (4.20) und (4.21) erkennt man, da die Be-
deckungen der koexistierenden Phasen durch die mittlere Bedeckung c und den
Wechselwirkungsparameter " = u
0
=k
B
T eindeutig bestimmt sind. Abbildung
4.1 zeigt das Phasendiagramm in der Ebene (c, "); die durchgezogene Linie ent-
spricht der mit Hilfe der Gleichungen (4.20) und (4.21) berechneten Grenze des
bistabilen Bereichs, die gestrichelte Linie bezeichnet die spinodale Grenzlinie
gem

a Gl. (4.11), im von ihr eingeschlossenen Bereich ist die homogene Phase
absolut instabil. Dort erwartet man f

ur eine fast homogene Anfangsbedingung
durch innitesimale St

orungen induzierte spinodale Entmischung. Im Bereich
zwischen der Koexistenzgrenze und der Spinodalen ist die homogene Phase me-
tastabil. Die Trennung der beiden durchmischten Phasen kann nur durch eine

uberkritische Nukleation erfolgen. Es sei noch bemerkt, da in Gegenwart von
Fluktuationen auch in einem metastabilen Zustand immer nach hinreichend
langer Wartezeit Phasenseparation induziert wird.
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Abb. 4.1: Phasendiagramm f

ur das System aus Gl. (4.4). Die durchgezogene Linie
kennzeichnet die Grenze des Koexistenzbereichs und die gestrichelte Linie die Grenze
des spinodalen Bereichs. Der Phasen

ubergang ist nur f

ur " > 4 m

oglich. F

ur gege-
benes " lassen sich mit Hilfe dieses Diagramms die zugeh

origen Bedeckungen c
2
der
dichten Phase und c
1
der d

unnen Phase ablesen.
Im Koexistenzbereich des Phasendiagramms Abb. 4.1 ist es im Hinblick auf
die Interpretation von experimentellen Beobachtungen [33, 34] interessant zu
untersuchen, ob das System sich im physikalischen Phasenraum auf dem Weg
von einem in der metastabilen homogenen Phase bendlichen Anfangszustand
zu einem makroskopisch phasenseparierten Endzustand l

angere Zeit in anderen
metastabilen, aber r

aumlich strukturierten Zust

anden aufhalten kann. Insbe-
sondere interessieren dabei mikrostrukturierte Zwischenzust

ande, wie sie in den
Experimenten beobachtet wurden. Je nach H

ohe der Aktivierungsbarrieren,
die entlang einem stochastischen Pfad von der metastabilen homogenen Pha-
se hin zum makroskopisch phasenseparierten Endzustand

uberwunden werden
m

ussen, ist es denkbar, da ein System sehr kurz oder sehr lange in einem
metastabilen Zustand verharrt. Auerdem ist es denkbar, da ein System lan-
ge zwischen zwei verschiedenen metastabilen Zust

anden hin und her pendelt.
In der N

ahe des kritischen Punktes ist zu erwarten, da die Fluktuationen
st

arker wirken, so da die Aktivierungsbarrieren f

ur einen solchen Proze leich-
ter

uberwunden werden k

onnen.
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4.2.3 Numerische Simulationen
Die mesoskopische Entwicklungsgleichung (4.1) wurde in Simulationen nume-
risch integriert. In der N

ahe des kritischen Punktes ndet man tats

achlich Para-
meterbereiche, in denen sich das anf

anglich homogen pr

aparierte System vor der
Nukleation eines makroskopischen Keims lange Zeit in einem stark uktuieren-
den mikrostrukturierten Zustand aufh

alt. Abbildung 4.2 zeigt entsprechende
Simulationen f

ur ein eindimensionales System. Im oberen Bild bendet sich
das System die ganze Dauer der Simulation

uber in einem stark uktuierenden
t
x
Abb. 4.2: Zeitliche Entwicklung eines eindimensionalen Prols beim Eintritt in
den Koexistenzbereich f

ur ein vergleichsweise groes System (L = 62:5 r
0
). Als
Werte f

ur die Durchschnittsbedeckung wurden gew

ahlt (von oben nach unten):
c
av
= 0:25; 0:3; 0:4. F

ur die weiteren Parameter wurden " = 4:1 und  = 800=r
0
gew

ahlt.
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Mikrozustand. Dieser Zustand ist charakterisiert durch die Existenz von ver-
gleichsweise kurzlebigen Bereichen dichter Bedeckung vor einem d

unn bedeck-
ten Hintergrund. Diese Bereiche bleiben auch r

aumlich betrachtet nicht lokali-
siert, sondern bewegen sich erratisch durch das System. F

ur den im mittleren
Bild gezeigten Fall ndet man nach hinreichend langer Wartezeit, da sich aus
diesem mikrostrukturierten Zwischenzustand schlielich durch eine hinreichend
starke Fluktuation ein

uberkritischer Keim bildet, der deterministisch w

achst,
bis letztendlich makroskopische Phasenseparation erreicht ist. Den stark uk-
tuierenden Mikrozustand ndet man nur hinreichend nahe an der Grenze des
Koexistenzbereichs und in der N

ahe des kritischen Punktes. In Simulationen
im spinodalen Bereich induzieren bereits mikroskopische Fluktuationen makro-
skopische Phasenseparation (unteres Bild). Da das System in diesem Bild in
mehrere Bereiche separiert, erkl

art sich aus der Abwesenheit der Linienspan-
nung in eindimensionalen Systemen. Die im oberen Bild gezeigte stark uktu-
ierende Dynamik vor der Nukleation eines makroskopischen Keims beobachtet
man bei Variation der Parameter f

ur Systeme, die sich hinreichend nahe an der
Koexistenzgrenze des Phasen

ubergangs und in der N

ahe des kritischen Punktes
benden. Dies entspricht unseren zuvor dargelegten

Uberlegungen. F

ur eine
eingehendere numerische Analyse von Gl. (4.1) sei auf die Diplomarbeit von
Florian Ulmar [155] verwiesen.
Neben der Untersuchung metastabiler Zwischenzust

ande eignet sich Gl.
(4.1) auch f

ur die Betrachtung anderer stochastischer Aspekte der Kinetik
phasenseparierender Systeme. Insbesondere bietet sich ein Vergleich mit der
Lifschitz-Slyozov-Theorie [15, 148] und ihren Erweiterungen [150, 151, 152, 153]
an. Auerdem kann spinodale Entmischung durch Gl. (4.1) simuliert werden.
Da quantitative Vergleiche extrem rechenzeitintensiv sind, wird hier die stocha-
stische Kinetik des Phasen

ubergangs nur qualitativ betrachtet.
Die Abbildungen 4.3, 4.4 und 4.5 zeigen die kinetische Entwicklung der
Phasenseparation f

ur ein zweidimensionales System in relativ groer Entfer-
nung vom kritischen Punkt. Die Bedeckung der homogenen Anfangsbedin-
gung in Abb. 4.3 liegt in der N

ahe der linken Koexistenzgrenze aus Abb. 4.1.
Zun

achst nukleieren superkritische Keime der dichten Phase aus dem zuneh-
mend d

unner besetzten Hintergrund. Nach einer kurzen ersten Wachstumspha-
se der Keime verschmelzen kleinere Inseln zu gr

oeren oder bilden sich wieder
zur

uck, w

ahrend groe Inseln auf Kosten der kleineren wachsen. Letzteres ist
in

Ubereinstimmung mit den qualitativen Vorhersagen der Lifschitz-Slyozov-
Theorie; in der Literatur wird ein solches Wachstum gr

oerer Keime auf Kosten
kleinerer Keime als Ostwald-Reifung bezeichnet. F

ur Simulationen im spino-
dalen Bereich des Phasendiagramms entmischt das System in Form eines laby-
rinthische Musters (siehe Abb. 4.4). In der N

ahe der rechten Koexistenzgrenze
aus Abb. 4.1 beobachtet man die Bildung von Inseln d

unner Bedeckung vor
einem dicht bedeckten Hintergrund (siehe Abb. 4.5). Abschlieend sei noch
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Abb. 4.3: Hier ist der Vorgang der Phasentrennung f

ur ein zweidimensionales Git-
ter dargestellt. Der zeitliche Ablauf der Bildfolge erfolgt von links nach rechts bzw.
von oben nach unten, wobei zwischen jedem Bild 2.5 Zeiteinheiten liegen. Als Sy-
stemparameter wurden gew

ahlt: " = 6:0, L = 80:0 r
0
und  = 800=r
0
, f

ur die
Durchschnittsbedeckung gilt c
av
= 0:3.
            
Abb. 4.4: Phasentrennung im mittleren spinodalen Bereich, wobei c
av
= 0:5. An-
sonsten gleiche Parameter wie in Abb. 4.3.
bemerkt, da sich das hier diskutierte Modell auch auf die F

alle erweitern l

at,
wenn sich mehrere Sorten von Adsorbatmolek

ulen auf der Ober

ache benden
oder komplexere Paarwechselwirkungspotentiale auf sie einwirken.
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Abb. 4.5: Phasentrennung im rechten Bereich des Koexistenzgebietes f

ur c
av
= 0:7.
Ansonsten wurden die gleichen Parameter wie in Abb. 4.3 gew

ahlt.
4.3 Eine Spezies mit Adsorption und Desorp-
tion
Betrachten wir nun eine Ober

ache in einem Reaktionsreaktor, in dem die ganze
Zeit

uber eine hinreichend groe Menge Teilchen im gasf

ormigen Zustand ent-
halten ist, so da permanent Partikel auf die Ober

ache auftreen und mit ei-
ner bestimmten Wahrscheinlichkeit adsorbieren. Auerdem sei die Temperatur
hinreichend gro, so da bereits adsorbierte Teilchen die Ober

ache aufgrund
thermischer Fluktuationen wieder verlassen k

onnen. Die Temperatur sei jedoch
niedrig genug, so da die lateralen Wechselwirkungen einen Phasen

ubergang in
der Adsorbatbedeckung induzieren. In diesem Abschnitt wird gezeigt, da das
System immer auf einen homogenen Zustand relaxiert. Auerdem wird die Re-
laxationskinetik eingehend im Rahmen der mesoskopischen Theorie untersucht.
4.3.1 Adsorption und Desorption im oenen Reaktor
Betrachten wir zun

achst die Dynamik einer Teilchensorte auf einer Ober

ache
in einem oenen Beh

alter, in dem sich die ganze Zeit eine bestimmte Menge
an Teilchen im gasf

ormigen Zustand bendet. Teilchenzu- und -abu seien so
reguliert, da sich der Partialdruck p der Teilchen in der Gasphase nicht

andert.
Modellgleichung
Die Dynamik der Adsorbatkinetik kann dann durch die mesoskopische Glei-
chung (3.40) unter Vernachl

assigung der Terme f

ur die Nichtgleichgewichtsre-
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aktion beschrieben werden
@c
@t
= k
a
p(1  c)  k
d;0
exp [U(r)=k
B
T ] c
+
D
k
B
T
@
@r
(
(1  c)c
@U
@r
)
+D
@
2
c
@r
2
+
 1=2
[k
a
p(1  c)]
1=2
f
a
(r; t)
+
 1=2
[k
d;0
c]
1=2
exp [U(r)=2k
B
T ] f
d
(r; t)
+
 1=2
@
@r
n
[2Dc(1  c)]
1=2
f
diff
(r; t)
o
; (4.23)
wobei die f
j
voneinander unabh

angiges weies Rauschen bezeichnen [siehe Gl.
(3.42)]. Alle Bezeichnungen wurden im vorangegangenen Kapitel eingef

uhrt. In
der folgenden Untersuchung der Dynamik werden wir h

aug auf die dimensi-
onslosen Parameterkombinationen " = u
0
=k
B
T f

ur die St

arke der Paarwechsel-
wirkung in Einheiten der thermischen Energie k
B
T und  = k
a
p=k
d;0
f

ur das
Verh

altnis der Ratenkonstanten von Adsorption und thermischer Desorption
zur

uckgreifen.
Der deterministische Grenzfall
Betrachten wir zun

achst die Dynamik (4.23) im deterministischen Grenz-
fall. Die Adsorptionsisotherme f

ur homogene Gleichgewichtszust

ande mit
Bedeckung c lautet
k
a
p(1  c)  k
d;0
c exp ( "c) = 0: (4.24)
Wie schon im zuvor untersuchten thermodynamischen System tritt auch
hier bei hinreichend tiefen Temperaturen ein Phasen

ubergang erster Ordnung
auf. Im Unterschied zu jenem Fall ist der Ordnungsparamter keine zeitliche
Erhaltungsgr

oe mehr. F

ur t ! 1 erwartet man deswegen keine Phasense-
paration, sondern Relaxation auf einen homogenen Zustand. In Abh

angigkeit
von den Anfangsverteilungen kann das System jedoch entweder auf einen dicht
bedeckten oder einen d

unn besetzten homogenen Zustand relaxieren. Einer von
diesen beiden Zust

anden ist dabei metastabil, w

ahrend der andere absolut sta-
bil ist. Abbildung 4.6 zeigt das Phasendiagramm in der Ebene (", ) f

ur diesen
Phasen

ubergang. In der Region II koexistieren zwei homogene Gleichgewichts-
zust

ande, das System ist bistabil.
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Abb. 4.6: Phasendiagramm in der Ebene (", a), wobei " = u
0
=k
B
T und  =
k
a
p=k
d;0
. Die d

unne homogene Adsorbatphase ndet man in Region I, die dichte
Phase in Region III, beide Phasen sind m

oglich in Region II. Die gestrichelte Linie
zeigt die Kurve station

arer Koexistenz der beiden Phasen, sie ist gegeben durch  =
exp( "=2).
Um die thermodynamischen Eigenschaften des Systems eingehender zu
untersuchen, ist es wiederum hilfreich, ein lokales chemisches Potential der
Form (4.3) einzuf

uhren. Der deterministische Grenzfall von Gl. (4.23) kann
dann wie folgt ausgedr

uckt werden
@c
@t
= k
a
p(1  c)

1  exp

' 
e
'
0
k
B
T

+r

D
k
B
T
c(1  c)r'(r; t)

; (4.25)
wobei wir
e
'
0
= k
B
T ln
 
k
a
p
k
d;0
!
(4.26)
gesetzt haben. Im Gleichgewicht ist das chemische Potential r

aumlich konstant.
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Es nimmt den Wert
e
'
0
an. F

ur homogene Verteilungen ist das chemische Po-
tential wie in Kapitel 4.2 durch Gl. (4.10) gegeben. Wie man leicht einsieht,
liefert die Bedingung ' =
e
'
0
die Adsorptionsisotherme (4.24). Die Grenze des
bistabilen Bereichs II im in Abb. 4.6 gezeigten Phasendiagramm errechnet sich
aus der Bedingung @'=@c = 0. Explizit erh

alt man als Bestimmungsgleichung
dieser Grenze die Gleichung (4.11), d.h., die Bedingung D
eff
(c) = 0. Der ef-
fektive DiusionskoeÆzient in der Cahn-Hilliard-artigen Entwicklungsgleichung
(3.53) wechselt deshalb an der Grenze des bistabilen Bereichs sein Vorzeichen
und wird negativ im bistabilen Bereich. Um Divergenzen zu vermeiden, mu
deshalb der n

achste Term mit Ableitungen h

oherer Ordnung in der Dynamik
(3.53) ber

ucksichtigt werden.
Im allgemeinen Fall bewegt sich eine Front, die die beiden im bistabilen
Bereich koexistierenden homogenen Phasen trennt, in eine bestimmte Richtung,
so da die durch die metastabile Phase bedeckte Fl

ache kleiner wird. Die Front
steht, wenn zus

atzlich die Maxwell-Bedingung (4.12) erf

ullt ist, wobei c
1
und c
2
die Bedeckungen der homogenen Phasen bezeichnen. Die Maxwell-Bedingung
l

at sich wie in Kapitel 4.2 berechnen. Zus

atzlich zu Gl. (4.26) erh

alt man Gl.
(4.22) f

ur
e
'
0
und somit die folgende Kurve in der Parameterebene (, ")
 = exp( "=2): (4.27)
Diese Kurve ist in Abb. 4.6 als gestrichelte Linie dargestellt. Auf beiden Seiten
dieser Linie sind die Fronten zwischen den homogenen Gleichgewichtszust

anden
nicht station

ar, sondern bewegen sich

uber die Ober

ache.
Wenn die Bedeckung nicht signikant auf der charakteristischen Skala der
Wechselwirkung variiert, so kann die Dynamik n

aherungsweise durch Gl. (3.50)
beschrieben werden. Setzt man im Rahmen dieser N

aherung ' =
e
'
0
mit
e
'
0
aus Gl. (4.22), so erh

alt man f

ur das Prol einer ebenen station

aren Front die
folgende gew

ohnliche Dierentialgleichung
 "c+ ln

c
1  c

 

k
B
T
@
2
c
@x
2
=  
"
2
: (4.28)
Nun kann das Prol der stehenden Front durch numerische Integration dieser
Gleichung mit den Randbedingungen c(x)! c
1
f

ur x!  1 und c(x)! c
2
f

ur
x! +1 berechnet werden. Man beachte, da Gl. (4.28) nicht den Diusions-
koeÆzienten D enth

alt, die stehende Front somit vom kinetischen Parameter
des Systems unabh

angig ist. Auerdem ist die Breite der Front proportional
zum Wechselwirkungsradius, da in Gl. (4.28) in zwei Dimensionen  / u
0
r
2
0
gilt. Dies bedeutet, da die Front, die die beiden homogenen Phasen sepa-
riert, typischerweise sehr schmal (d.h., im Nanometerbereich liegend) ist, da
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der Wechselwirkungsradius

ublicherweise wesentlich kleiner als die charakteri-
stischen Diusionsl

angen der Dynamik ist. Das Prol einer stehenden Front ist
in Abb. 4.7 (a) gezeigt.
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Abb. 4.7: Prole der stehenden Gleichgewichtsfront (a) und einer sich bewegenden
Front (b) f

ur " = 6 und r
0
= 0:1 (D=k
d;0
)
1=2
. Die stehende Grenz

ache wurde
durch numerische Integration der Gleichung (4.28) f

ur  = exp( "=2) = 0:0498
erhalten. Die in (b) gezeigte Front, die sich nach rechts bewegt, wurde durch numeri-
sche Integration der Entwicklungsgleichung (4.23) im deterministischen Grenzfall f

ur
 = 0:07753 erhalten, in einem System mit der Gesamtl

ange 40 (D=k
d;0
)
1=2
.
Die Eigenschaften sich bewegender Fronten, wie zum Beispiel Frontgeschwin-
digkeiten oder das Wachstum eines kritischen Nukleus, k

onnen durch die nume-
rische L

osung der kinetischen Gleichung (4.23) erfat werden bzw. im determini-
stischen Grenzfall durch Simulation von deren

Aquivalent Gl. (4.25). Abbildung
4.7 (b) zeigt ein durch Simulation von Gl. (4.23) im deterministischen Limes
( ! 1) erhaltenes Prol einer sich nach rechts bewegenden Front. Man er-
kennt, da sie im Gegensatz zur in (a) gezeigten stehenden Front vor und hinter
der scharfen Grenz

ache breite Bereiche aufweist, in denen die Bedeckung noch
erkennbar variiert, den sogenannten ,,Precursor" und den R

ucken. Die Breite
dieser Bereiche ist wesentlich gr

oer als der Wechselwirkungsradius. Sie existie-
ren aufgrund der Adsorbatdiusion, die mit der Bewegung der Front einher-
geht. Gr

oenordnungsm

aig ist die Breite durch die Diusionsl

ange bez

uglich
thermischer Desorption L
d
= [Dk
 1
d;0
exp("c)]
1=2
gegeben, wobei c hier die Be-
deckung der entsprechenden homogenen Phase bezeichnet. Physikalisch kann
die Existenz der breiten

Ubergangsbereiche wie folgt plausibel gemacht werden.
Aufgrund der attraktiven Wechselwirkung zwischen adsorbierten Teilchen wirkt
der sich ausbreitende dicht besetzte Bereich wie eine Senke auf die diundie-
renden Adsorbatpartikel, die das Adsorbat aus der angrenzenden Region mit
d

unner Bedeckung saugt. Deswegen verarmt die Adsorbatbedeckung im d

unn
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besetzten Bereich, der vor der Front liegt, und der in Abb. 4.7 (b) gezeigte Pre-
cursor bildet sich aus. Die gegen

uber der dichten homogenen Phase erniedrigte
Bedeckung im hinter der Front liegenden Bereich resultiert aus der diusiven
,,Verdampfung" von Teilchen aus der dicht besetzten Phase in die d

unn besetz-
te. Abbildung 4.8 zeigt die Geschwindigkeit v
F
einer sich bewegenden ebenen
Grenz

ache als Funktion des dimensionslosen Parameters ; die Geschwindig-
keit wurde in Einheiten von (Dk
d;0
)
1=2
dargestellt. Man erkennt, da der Betrag
der Frontgeschwindigkeit von den R

andern des bistabilen Bereichs her monoton
zur Mitte hin abnimmt.
0.03 0.04 0.05 0.06 0.07
−0.06
−0.04
−0.02
0.00
0.02
0.04
α
vF
Abb. 4.8: Frontgeschwindigkeit v
F
als Funktion des Parameters  f

ur " = 6 und
r
0
= 0:2 (D=k
d;0
)
1=2
. Die Grenz

ache steht f

ur  = exp( "=2) = 0:0498.
Eine wichtige Folge der soeben beschriebenen Struktur bewegter Fronten
ist, da, wenn zwei solcher Grenz

achen aufeinander zulaufen, sie anfangen, ab
einer Entfernung von der Gr

oenordnung der Diusionsl

ange L
d
miteinander
wechselzuwirken. Wie aus Abb. 4.9 ersichtlich, verlangsamt sich die Bewegung
der aufeinander zulaufenden Fronten zunehmend bei ihrer Ann

aherung.
Obwohl das hier untersuchte Modell nur eine einzige Adsorbatspezies be-
trachtet, ist die Struktur einer bewegten Front dennoch durch zwei charakteri-
stische L

angenskalen bestimmt, den Wechselwirkungsradius r
0
und die Diusi-
onsl

ange L
d
, die involviert ist, sobald kinetische Prozesse des Systems betrachtet
werden. Im Gegensatz dazu ist im Fall thermodynamischen Gleichgewichts die
stehende Front nur durch eine einzige charakteristische L

ange bestimmt, den
Wechselwirkungsradius.
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Abb. 4.9: Abh

angigkeit der Geschwindigkeit v
F
zweier kollidierender Fronten vom
Abstand x (D=k
d;0
)
 1=2
zwischen ihnen. Die gestrichelte Linie zeigt den Verlauf f

ur
 = 0:07395, was dem Fall entspricht, in dem die d

unn besetzte Phase metastabil ist.
Die durchgezogene Kurve zeigt die entsprechende Abh

angigkeit f

ur  = 0:033, wenn
die dicht besetzte Phase metastabil ist. Alle anderen Parameter wurden wie in Abb.
4.8 gew

ahlt.
Betrachtet man ein in der metastabilen homogenen Phase pr

apariertes
System, so ist eine hinreichend groe St

orung n

otig, um einen

Ubergang in
die absolut stabile homogene Phase zu induzieren. Wird durch eine geeignete
St

orung ein

uberkritischer Keim erzeugt, so beginnt er zu wachsen, bis sich
schlielich das ganze System in der absolut stabilen Phase bendet. Der kriti-
sche Keim entspricht einem station

aren Muster des Satteltyps: Innitesimale

uberkritische St

orungen bewirken ein Anwachsen des Keims, unterkritische
St

orungen ein Zusammenschrumpfen. Diese instabile station

are L

osung l

at
sich, wenn die r

aumlichen Bedeckungsvariationen hinreichend langwellig sind,
durch eine Gleichung

ahnlich der f

ur eine stehende Front (4.28) berechnen
 "c+ ln

c
1  c

 

k
B
T
@
2
c
@x
2
=
e
'
0
; (4.29)
mit
e
'
0
aus Gl. (4.26) und der Randbedingung c(r) ! c
1
f

ur r ! 1, wobei
c
1
die Bedeckung der metastabilen homogenen Phase bezeichnet.
Deshalb ist die Gr

oe eines kritischen Keims durch den Wechselwirkungsra-
dius bestimmt und nicht durch die Diusionsl

ange. Die aus Gl. (4.29) berech-
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Abb. 4.10: Prole kritischer Keime f

ur " = 6 und drei verschiedene Werte von :
 = 0:0499 (durchgezogene Kurve, nahe der Koexistenzlinie), 0:0601 (strichpunktier-
te Linie) und 0:0741 (gestrichelte Kurve, nahe der absoluten Stabilit

atsgrenze der
d

unnen Phase), die durch numerische Integration von Gl. (4.29) mit =k
B
T = "r
2
0
=4
und dem entsprechenden Paarwechselwirkungspotential aus Gl. (3.48) f

ur die im Text
spezizierten Randbedingungen erhalten wurden.
neten Prole kritischer Keime im eindimensionalen System sind in Abb. 4.10
f

ur verschiedene Werte des Parameters  = k
a
p=k
d;0
dargestellt. In der N

ahe
der Gleichgewichtslinie ist der kritische Nukleus (durchgezogene Linie) sehr gro
und stark ausgepr

agt. Bei Ann

aherung an die Existenzgrenze der metastabilen
homogenen Phase schrumpfen Gr

oe und Auspr

agung des Keims (gestrichelte
Linie in Abb. 4.10).
Wenn ein

uberkritischer Keim zu wachsen beginnt, saugt er das Adsorbat des
angrenzenden Bereichs niedriger Dichte an und erzeugt somit einen ringf

ormigen
Bereich um sich herum, in dem die Adsorbatbedeckung verarmt ist. Diesen Be-
reich erkennt man als aufgehelltes Gebiet in Abb. 4.11. Der Einu des Keims
erstreckt sich von seinem Rand aus

uber einen Bereich von der Gr

oenordnung
der Diusionsl

ange L
d
.
Bis jetzt besch

aftigte sich unsere Untersuchung mit dem makroskopischen
Grenzfall von Gl. (4.23). F

ur so kleine Strukturen wie die hier untersuchten
kritischen Keime oder Fronten k

onnen Fluktuationen nicht mehr vernachl

assigt
werden. Deshalb mu die volle mesoskopische Entwicklungsgleichung (4.23) f

ur
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Abb. 4.11: Wachstum eines

uberkritischen Nukleus der dicht besetzten Phase (von
links oben nach rechts unten), berechnet durch numerische Integration von Gl. (4.23)
im deterministischen Grenzfall f

ur " = 6,  = 0:0753 und r
0
= 0:2 (D=k
d;0
)
1=2
.
Als anf

anglicher Radius wurde 1:5r
0
gew

ahlt. Die Systemgr

oe betrug L = 16
(D=k
d;0
)
1=2
. Der Zeitraum zwischen zwei aufeinander folgenden Momentaufnahmen
betr

agt T = 20=k
d;0
. Die lokale Bedeckung nimmt von schwarz nach wei hin ab.
die Modellierung der Dynamik verwendet werden. Damit werden wir uns in
dem nun folgenden Abschnitt besch

aftigen.
Stochastische Nukleation
Eine direkte Folge der Gegenwart interner Fluktuationen ist, da die Adsorbat-
bedeckung sogar im ,,station

aren" homogenen Zustand lokal uktuiert. Wenn
das System wie im Bereich II der Abb. 4.6 zwei stabile station

are homogene
Zust

ande hat, kann die Pr

asenz des Rauschens jedoch noch einschneidendere
Folgen haben. Durch eine hinreichend starke lokale Fluktuation, einen super-
kritischen Nukleus auf dem Hintergrund der metastabilen homogenen Phase,
kann im System ein Phasen

ubergang induziert werden. Die mesoskopische Ent-
wicklungsgleichung (4.23) kann auch dahingehend angewendet werden, diesen
Proze der stochastischen Nukleation eingehender zu untersuchen.
Wir haben die stochastische partielle Dierentialgleichung (4.23) numerisch
in ein- und zweidimensionalen Systemen integriert. Nach Einf

uhrung eines Git-
ters und Ersetzung der Ableitungen durch nite Dierenzen k

onnen die Zufalls-
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felder f
a
(r; t), f
d
(r; t) und f
diff
(r; t) durch unabh

angige Gausche Zufallszahlen
modelliert werden, die jeweils einem Punkt des numerischen Gitters zugeordnet
sind. Ihre Intensit

aten werden dabei so gew

ahlt, da die Korrelationen (3.42)
erf

ullt sind.
Eine detaillierte statistische Analyse der Nukleationsph

anomene in Adsorba-
ten mit attraktiven lateralen Wechselwirkungen

ubersteigt den Rahmen dieser
Arbeit. Hier werden wir nur die Anwendung der mesoskopischen Theorie auf
die Untersuchung solcher Prozesse illustrieren.            
Abb. 4.12: Spontane Nukleation der dichten Phase (schwarze Bereiche) auf ei-
nem d

unnen Hintergrund (helle Bereiche) im eindimensionalen System:  = 10
4
(D=k
d;0
)
 1=2
, " = 6,  = 0:0753 und r
0
= 0:1 (D=k
d;0
)
1=2
. Die Gr

oe des numerischen
Gitters betr

agt x = 0:02 (D=k
d;0
)
1=2
und die Systemgr

oe ist L = 20 (D=k
d;0
)
1=2
.
Die Entwicklung des Systems ist

uber einen Zeitraum T = 77=k
d;0
gezeigt (von links
nach rechts).
In einer typischen Simulation wird der homogene Zustand, der der d

unn be-
setzten metastabilen Phase entspricht, als Anfangsbedingung gew

ahlt. Wie
in Abb. 4.12 f

ur den eindimensionalen Fall gezeigt, bewirkt das Rauschen
das Erscheinen von Fluktuationen unterschiedlicher Gr

oe vor dem metastabi-
len Hintergrund. Schlielich erzeugt eine hinreichend starke Fluktuation einen

uberkritischen Keim. Wenn dann ein solcher Keim entstanden ist, w

achst er
auf eine deterministische Art und Weise, und der Bereich, der mit der absolut
stabilen Phase bedeckt ist, breitet sich

uber das ganze System aus (siehe Abb.
4.12).
Um die Rate der stochastischen Nukleation abzusch

atzen, wurde das fol-
gende Verfahren angewendet: Als Anfangsbedingung wurde immer der gleiche
station

are homogene Zustand gew

ahlt und die mesoskopische Entwicklungsglei-
chung f

ur verschiedene Realisierungen der internen Fluktuationen numerisch in-
tegriert, bis sich ein superkritischer Nukleus einer bestimmten Gr

oe entwickelt
hatte. Wenn dies geschah, wurde die Integration beendet und die Zeit T
0
vom
72 4 Nichtreaktive Kinetik eines Adsorbats
0.060 0.065 0.070 0.075
α
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
g
Abb. 4.13: Mittlere Rate g der spontanen Nukleation eines dichten Nukleus auf ei-
nem d

unnen Hintergrund im eindimensionalen Modell (4.23) als Funktion von  f

ur
 = 10
4
(D=k
d;0
)
 1=2
, " = 6 und r
0
= 0:2 (D=k
d;0
)
1=2
. Die Systeml

ange betrug
L = 32 (D=k
d;0
)
1=2
, die numerische Diskretisierung x = 0:1 (D=k
d;0
)
1=2
. Die Nu-
kleationsrate wurde als inverse Wartezeit (gemittelt

uber 10
4
Realisierungen) f

ur eine
superkritische Nukleation aus einer anf

anglich homogenen Verteilung in der d

unnen
metastabilen Phase berechnet.
Anfang dieses stochastischen Prozesses bis zum Erreichen des Ereignisses auf-
genommen. Durch Wiederholung der Simulationen f

ur unterschiedliche statisti-
sche Realisierungen wurde die statistische Verteilung der Nukleationszeiten T
0
ermittelt. Der statistische Mittelwert von T
 1
0
ergibt dann die mittlere Nuklea-
tionsrate. Abbildung 4.13 zeigt die so errechnete Abh

angigkeit der mittleren
Nukleationsrate vom dimensionslosen Parameter  = k
a
p=k
d;0
im eindimensio-
nalen System. Wie zu erwarten, divergiert die Nukleationsrate, wenn man sich
im Phasendiagramm aus Abb. 4.6 der Grenze des bistabilen Bereichs n

ahert.
Numerische Simulationen stochastischer Nukleation im zweidimensionalen
System ben

otigen l

angere Rechenzeiten, und deshalb werden wir hier nur ein
Beispiel diskutieren. Abbildung 4.14 zeigt das Fr

uhstadium dieses Prozesses.
Am Anfang erscheinen einzelne Inseln der dichten Phase auf dem d

unnen Hin-
tergrund. Wenn die Inseln wachsen und ihre Anzahl zunimmt, beginnen sie
wechselzuwirken. Diese Wechselwirkung r

uhrt von der Verarmung der d

unnen
Phase in der Umgebung einer Insel dichter Phase her. Deshalb halten die Inseln
einen bestimmten Abstand voneinander ein, und die Bildung neuer Keime wird
im Bereich zwischen den Inseln unterdr

uckt. Die St

arke der Fluktuationen ist
in diesem Bereich ebenfalls erniedrigt.
Der hier dargestellte Proze der stochastischen Nukleation erinnert
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Abb. 4.14: Spontane Nukleation im stochastischen zweidimensionalen Modell (4.23)
(von links oben nach rechts unten). Das Zeitintervall zwischen zwei aufeinander
folgenden Momentaufnahmen betr

agt T = 5=k
d;0
. Auerdem sind  = 2  10
3
(D=k
d;0
)
 1
und x = 0:1 (D=k
d;0
)
1=2
; alle anderen Parameter wurden wie in Abb.
4.11 gew

ahlt.
qualitativ an das Ph

anomen der Ostwald-Reifung in einem Gas-Fl

ussig-
Phasen

ubergang erster Ordnung [15, 147], das wir bereits in Kapitel 4.2 dis-
kutiert haben. Die Gesamtmenge des auf der Ober

ache bendlichen Adsor-
bats ist jedoch in dem hier untersuchten System keine Erhaltungsgr

oe. Die
Prozesse der Adsorption und der thermischen Desorption treiben hier die Ad-
sorbatbedeckung auf eine station

are homogene Phase. Wie bereits bemerkt,
kann sich der Einu einer sich bewegenden Front nur

uber die Diusionsl

ange
L
d
erstrecken. Zwei Inseln wechselwirken somit nur, wenn sie eine Distanz von-
einander entfernt sind, die geringer als diese charakteristische L

ange ist. In
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Abb. 4.15: Momentaufnahmen der Bedeckung f

ur die Simulation aus Abb. 4.14
zu den Zeitpunkten T = 75=k
d;0
(a), T = 195=k
d;0
(b), T = 555=k
d;0
(c) und
T = 1455=k
d;0
(d) nach Beginn der Simulation des anf

anglich in der homogenen
metastabilen Phase bendlichen Systems.
der letzten in Abb. 4.14 gezeigten Momentaufnahme ist der mittlere Abstand
zwischen benachbarten Inseln gr

oenordnungsm

aig durch L
d
gegeben.
In der folgenden Sp

atphase des Inselwachstums verformt sich die anf

anglich
nahezu radialsymmetrische Struktur durch die Wechselwirkung der Inseln mit-
einander. Die vorher voneinander getrennten Inseln verschmelzen zu einem
streifenf

ormigen Muster, das sich kontinuierlich ausdehnt (Abb. 4.15), bis sich
schlielich f

ur t ! 1 die ganze Ober

ache in der absolut stabilen homogenen
Phase bendet.
Eine Spezies mit Adsorption und Desorption 75
4.3.2 Adsorption und Desorption im geschlossenen Re-
aktor - ein Vergleich
Betrachten wir nun die Adsorptions-Desorptions-Kinetik in einem abgeschlos-
senen Reaktionsreaktor. In diesem Fall ist die Gesamtzahl N der betrachteten
Teilchen im Beh

alter mit Volumen V eine zeitliche Erhaltungsgr

oe. Benden
sich anf

anglich alle Partikel in der Gasphase, und nimmt man an, da die
Teilchen zwar auf der Ober

ache miteinander wechselwirken, nicht jedoch in
der Gasphase, so l

at sich der anf

angliche Partialdruck p
i
nach der idealen
Gasgleichung berechnen:
p
i
=
Nk
B
T
V
; (4.30)
wobei k
B
die Boltzmann-Konstante ist und T die Ober

achentemperatur
bezeichnet. Mit der Zeit wird sich eine (makroskopisch gesehen) homogene
Verteilung mit Bedeckung c
f
auf der Ober

ache einstellen. Dies f

uhrt zu einer
Partialdruckerniedrigung
p = p

c
f
; (4.31)
wobei
p

=
N
OF
k
B
T
V
(4.32)
die Partialdruck

anderung bezeichnet, die die Desorption einer mit N
OF
Teilchen voll besetzten Ober

ache verursacht. Die station

are homogene Be-
deckung c
f
erh

alt man somit als L

osung der folgenden transzendenten Gleichung
k
a
(p
i
  p

c
f
)(1  c
f
)  k
d;0
c
f
exp( "c
f
) = 0: (4.33)
Betrachtet man nun den Grenzfall N
OF
 N , so k

onnen die Partialdruck-
schwankungen vernachl

assigt werden, d.h., es gilt n

aherungsweise p  0. Au-
erdem kann die Kinetik im Grenzfall N
OF
=N ! 0 durch die dynamische Glei-
chung (4.23) f

ur den oenen Reaktor beschrieben werden. Gleichung (4.23)
beschreibt deshalb auch ein System, das sich beliebig nahe an einem System
mit erhaltenem Ordnungsparameter bendet, d.h., welches auf einen thermo-
dynamischen Gleichgewichtszustand relaxiert, der von kinetischen Parametern
wie der Diusionskonstanten unabh

angig sein mu. Im Rahmen von Gleichung
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(4.23) ist dauerhafte Strukturbildung deshalb nur als Folge miteinander kon-
kurrierender Wechselwirkungen denkbar [14]. Die Bildung von Nichtgleichge-
wichtsstrukturen wird jedoch m

oglich, wenn dem System von auen Energie,
beispielsweise in Form von Licht, zugef

uhrt wird. Diesem Thema werden wir
uns in den folgenden Kapiteln eingehend widmen.
Kapitel 5
Station

are Mikrostrukturen
5.1 Einleitende Bemerkungen
Wie wir im vorangegangenen Kapitel gesehen haben, k

onnen sich bei Abwesen-
heit von Nichtgleichgewichtsreaktionen auf sehr kurzen Skalen transiente Mu-
ster in den anf

anglichen Entwicklungsstadien der Phasenseparation ausbilden.
Dort wurden jedoch nur Modelle f

ur abgeschlossene Systeme betrachtet; im in
Abschnitt 4.2 untersuchten System war die Anzahl der adsorbierten Teilchen
eine Erhaltungsgr

oe, das in Abschnitt 4.3 behandelte Modell beschreibt un-
ter anderem den reversiblen Austausch von Teilchen zwischen der Ober

ache
und einem im Vergleich dazu sehr groen Gasreservoir, wobei die Gesamtzahl
der Partikel erhalten bleibt. Ein solches System mu also einem makrosko-
pischen, thermodynamischen Gleichgewichtszustand zustreben, der nicht von
kinetischen Eigenschaften des Systems abh

angt, d.h., unabh

angig von der Dif-
fusionskonstanten der adsorbierten Partikel ist.
Auf einkristallinenMetallober

achen katalysierte chemische Reaktionen lau-
fen jedoch zumeist weit entfernt vom thermodynamischen Gleichgewicht ab, so
da eine komplexe nichtlineare Kinetik zur Bildung vielf

altiger raumzeitlicher
Muster f

uhren kann. Bisher noch nicht eingehend untersucht worden ist die
Frage, ob und wie f

ur t ! 1 raumzeitliche Muster aufgrund des Zusammen-
spiels zwischen den attraktiven lateralen Adsorbatwechselwirkungen und der
chemischen Kinetik entstehen k

onnen, die in Abwesenheit der Wechselwirkun-
gen nicht auftreten. Da die Reichweite der Wechselwirkungen typischerweise
wesentlich kleiner als die makroskopischen Diusionsl

angen der Kinetik ist, ist
zu erwarten, da auch die charakteristischen Schwankungen dieser Muster auf
submakroskopischen L

angenskalen auftreten, so da f

ur deren experimentelle
Beobachtung neue Techniken wie Rastertunnelmikroskopie oder Weiterentwick-
lungen des PEEM n

otig sind (vgl. Kapitel 2).
In diesem Kapitel werden wir uns auf die Untersuchung station

arer Mu-
ster dieses Typs in einem phasenseparierenden System sich stark anziehender
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Adsorbatteilchen einer Sorte unter dem Einu einer Nichtgleichgewichtsreak-
tion konzentrieren. Der Mechanismus f

ur die Bildung solcher Muster wurde
zuerst von B. Huberman [156] vorgeschlagen. Die mathematische Beschreibung
erfolgte im Rahmen der Cahn-Hilliard-Theorie [143, 144] unter Einbeziehung
reaktiver Terme. In der Folgezeit wurde diese Gleichung von verschiedenen Au-
toren analytisch und numerisch [157, 158, 159, 160, 161] untersucht. Auch wur-
den Monte-Carlo- und molekulardynamische Simulationen zur Phasenseparati-
on in chemisch reaktiven bin

aren Mischungen durchgef

uhrt [162, 163]. All diese
Untersuchungen kamen darin

uberein, da das Einschalten von Nichtgleichge-
wichtsreaktionen mit geeigneter St

arke in einem phasenseparierenden System
das Wachstum der Phasendom

anen auf intermedi

are L

angenskalen beschr

ankt
und zur Bildung station

arer r

aumlich periodischer Nichtgleichgewichtsphasen
f

uhrt.
Die Bildung solcher Phasen wurde experimentell von Tanaka und Mit-
arbeitern [164] f

ur Phasenseparation in einer Mischung aus Polycarbonat
und Polyestern unter dem Einu einer Transesterikationsreaktion beobach-
tet. K

urzlich wurden r

aumlich modulierte Nichtgleichgewichtsphasen auch
in verschiedenen Polymermischungen mit photoinduziertem ,,Cross Linking"
[165, 166, 167], Photoisomerisationsreaktionen [168, 169] und ebenso in ther-
misch polymerisierenden Systemen [170, 171] beobachtet.
Mathematisch betrachtet stimmt die Instabilit

at, die in jenen Systemen
zur Bildung mikrostrukturierter modulierter Phasen f

uhrt, mit der Turing-
Bifurkation

uberein, die in einer speziellen Klasse von Reaktions-Diusions-
Systemen, den sogenannten Aktivator-Inhibitor-Systemen, auftritt. Sie wur-
de 1938 von N. Rashevsky [172] vorgeschlagen, ihr Mechanismus 1952 von A.
M. Turing [23] formuliert, und ihre Bedeutung f

ur Symmetriebrechungen in
dissipativen Systemen wie dem bekannten Br

usselator-Modell [173, 174] un-
tersucht. Aufgrund der Komplexit

at lebender Wesen konnte ihre Relevanz in
biologischen Systemen, obwohl vielfach postuliert (siehe z. B: [3, 175]), bis-
her noch nicht zweifelsfrei nachgewiesen werden. Auch in chemischen Syste-
men dauerte der eindeutige Nachweis einer solchen Bifurkation bis 1989, als
die ,,Bordeaux-Gruppe" um P. de Kepper sie in der CIMA-Reaktion entdeckte
[176, 177], bei der die wesentlichen Reaktanden Chlorit- und Iodidionen so-
wie Malons

aure sind [178]. Dieser Entdeckung folgten zahlreiche Experimen-
te [179, 180, 181, 182, 183], in denen eine reichhaltige Morphologie von

uber
eine Turing-Bifurkation entstandenen dissipativen Strukturen gefunden wur-
de. Turing-Bifurkationen wurden auch in einer Vielzahl von Modellen sowohl
numerisch [184, 185, 186], als auch analytisch im schwach nichtlinearen Be-
reich der Instabilit

at mittels allgemeing

ultiger Amplitudengleichungen mit sy-
stemabh

angigen KoeÆzienten untersucht [187, 188, 189, 190].
In katalytischen Ober

achenreaktionen konnten bisher noch keine Turing-
Muster in der r

aumlichen Verteilung der Adsorbatbedeckung beobachtet wer-
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den. Dies liegt daran, da die inhibierende Komponente des Systems zur
Bildung von Turing-Strukturen st

arker diundieren mu als die aktivierende
Spezies. Bei typischen Ober

achenreaktionen wie z.B. der CO-Oxidation auf
Platin-Einkristallen entspricht der Inhibitor jedoch einer Strukturumwandlung
der Substratober

ache [43, 191], deren Atome im Vergleich zu den adsorbierten
Teilchen immobil sind, was erkl

art, da bisher in mittels PEEM oder

ahnlichen
Techniken durchgef

uhrten Experimenten keine Turing-Muster gefunden werden
konnten. G. Ertl und Mitarbeiter konnten jedoch experimentell nachweisen,
da bei der CO-Oxidation eine Platin(110)-Ober

ache unter Oszillationsbedin-
gungen eine r

aumlich periodische Facettierung besitzen kann [192, 193, 194].
Diese Struktur wurde auch in entsprechenden Monte-Carlo-Simulationen repro-
duziert [195], und die Facettierungskinetik wurde in einem Mean-Field-Modell
[43] zur Erkl

arung von zuvor beobachteten Mixed-Mode-Oszillationen in der
CO-Oxidation auf Pt(110) einbezogen [42].
Modulierte Phasen existieren auch in einer Vielzahl von Gleichgewichtssy-
stemen [14]. Dort beruht der Strukturbildungsmechanismus auf der Konkurrenz
verschiedener Wechselwirkungen, d.h., der Kombination von langreichweitiger
Repulsion und kurzreichweitiger Attraktion. Beispiele hierf

ur sind epitaktische
ferroelektrische Filme [196] und ferroelektrische Kristalle [197], bei denen die
Strukturbildung auf dem Zusammenspiel von Polarisation einerseits und ela-
stischen Spannungen andererseits beruht.

Ahnliche Konkurrenzmechanismen
wurden in einer Vielzahl von Systemen identiziert und beschrieben (siehe z.B.
[198, 199, 200, 201, 202, 203, 204]). In Adsorbatsystemen auf einkristallinen
Metallober

achen wurden modulierte Gleichgewichtsphasen gefunden, f

ur deren
Bildung elektrische oder magnetostatische Dipolwechselwirkungen oder Span-
nungen verantwortlich sein k

onnen, die durch das Nichtaufeinanderpassen von
Adsorbat- und Substratschicht verursacht werden [74, 75, 77, 79].
Nur in Spezialf

allen k

onnen kinetische Turing-Strukturen formal mit modu-
lierten Gleichgewichtsphasen verglichen werden, n

amlich dann, wenn die ki-
netischen Gleichungen mit einem der freien Energie in Gleichgewichtssyste-
men entsprechenden Lyapunov-Funktional in Variationsform geschrieben wer-
den k

onnen. Dies ist z.B. dann der Fall, wenn der Inhibitor adiabatisch elimi-
niert werden kann und dann als langreichweitige ,,Repulsion" mit der vergleichs-
weise kurzreichweitigen ,,Attraktion" der Autokatalyse in der Aktivatordyna-
mik konkurriert [205, 206]. Auch die in [156, 158] untersuchte kinetische Cahn-
Hilliard-Gleichung kann in Variationsform geschrieben werden [159, 207]. Dabei
f

uhren die linearen Reaktionsterme zu einer eektiven langreichweitigen Repul-
sion; das erhaltene Lyapunov-Funktional entspricht formal der freien Energie
in Block-Copolymer-Systemen mit mikroskopisch modulierten Gleichgewichts-
phasen [203, 208, 209].
Eine sehr

ahnliche kinetische Cahn-Hilliard-Gleichung mit quadratischer Re-
aktionskinetik wurde von J. Verdasca u. a. [210] f

ur die Modellierung von
80 5 Station

are Mikrostrukturen
modulierten Nichtgleichgewichtsphasen in katalytischen Ober

achenreaktionen
verwendet. In dieser Untersuchung wurde jedoch f

alschlicherweise der Proze
der thermischen Desorption durch eine Nichtgleichgewichtsreaktion modelliert
(vgl. Diskussion in [211, 212]). Diese Reaktion kann jedoch als Photodesorp-
tion interpretiert werden. Unter der Voraussetzung, da die Photonenenergien
wesentlich gr

oer als die lokalen Schwankungen des Potentials f

ur die Wechsel-
wirkungen zwischen Adsorbatteilchen sind, ist die Ratenkonstante der Reakti-
on unabh

angig von eben diesem Wechselwirkungspotential. Wie wir in diesem
Kapitel sehen werden, ist die Charakterisierung der Kinetik mit Hilfe eines
Lyapunov-Funktionals nicht mehr m

oglich, wenn man zus

atzlich zur Photo-
desorption auch die thermische Desorption von Adsorbatteilchen ber

ucksichtigt.
Auerdem ist zu beachten, da die in [210] verwendete Cahn-Hilliard-
Gleichung eine lokale N

aherung f

ur die typischerweise nichtlokalen Wechsel-
wirkungen darstellt. Sie ist nur g

ultig, wenn die Reichweite der lateralen Wech-
selwirkungen viel kleiner als alle charakteristischen L

angenskalen der entstehen-
den Muster ist. In manchen F

allen k

onnen diese Wechselwirkungen zwischen
adsorbierten Teilchen jedoch vergleichsweise langreichweitig werden, wie z.B.
bei stressinduzierten Wechselwirkungen [74, 75, 76, 77]. Andererseits k

onnen
die charakteristischen Diusionsl

angen der adsorbierten Spezies vergleichsweise
kurz, d.h., gr

oenordnungsm

aig vergleichbar mit dem Wechselwirkungsradius
sein. In diesen Situationen ist die Cahn-Hilliard-Gleichung nicht anwendbar,
und eine erweiterte, nichtlokale kinetische Modellierung wird n

otig.
Nichtlokale Wechselwirkungen wurden bisher nur von B. N. Belintsev und
Mitarbeitern [213, 214] in einem ph

anomenologischen Einvariablenmodell ana-
lytisch untersucht, bei dem die Wechselwirkung von einem zuvor adiabatisch
eliminierten Inhibitor stammt. In diesem Kapitel werden wir den Einu einer
irreversiblen Nichtgleichgewichtsreaktion auf Phasen

uberg

ange von Adsorbaten
in Gegenwart von Adsorptions- und thermischen Desorptionsprozessen mit
Hilfe der in Kapitel 3 hergeleiteten mesoskopischen Modellgleichung (3.40)
untersuchen. Dieses Modell macht die Ein

usse von nichtlokalen Wechselwir-
kungen und intrinsischen Fluktuationen auf die Dynamik einer systematischen
Untersuchung zug

anglich. Die Modellgleichung f

ur die lokale Bedeckung c(r; t)
einer Sorte von Teilchen, die adsorbieren, thermisch oder photoinduziert
desorbieren und sich diusiv

uber die Ober

ache bewegen k

onnen, lautet
@
t
c = k
a
p
0
(1  c)  k
d;0
c exp [U(r)=k
B
T ]  k
r
c
+Dc+
D
k
B
T
r [c(1  c)rU(r)] + (r; t): (5.1)
Im Term f

ur die Adsorption sind k
a
der anf

angliche HaftkoeÆzient und p
0
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der konstante Partialdruck des gasf

ormigen Stoes, k
d;0
ist die Ratenkon-
stante der thermischen Desorption in Abwesenheit der Wechselwirkungen,
k
r
die Ratenkonstante der ,,monomolekularen" Nichtgleichgewichtsreaktion,
D die Diusionskonstante und T die Temperatur der Ober

ache. In der
folgenden Bifurkationsanalyse werden wir h

aug die dimensionslosen Para-
meterkombinationen  = k
a
p
0
=k
d;0
und  = k
r
=k
a
p
0
verwenden. Das lokale
Ober

achenpotential U(r), das auf die adsorbierten Teilchen einwirkt, basiert
auf paarweise attraktiven lateralen Wechselwirkungen und ist gegeben durch
das Integral
U(r) =
Z
u(r  r
0
)c(r
0
)dr
0
: (5.2)
In der folgenden Analyse von Gl. (5.1) werden wir mit Ausnahme von
Abschnitt 5.2.4 das folgende Gau-f

ormige, radialsymmetrische Paarpotential
u(r) =  u
0
(r
2
0
)
 d=2
exp( r
2
=r
2
0
) (5.3)
mit St

arke u
0
und charakteristischer Reichweite r
0
betrachten. Der Wech-
selwirkungsparameter " in Gleichung (5.1) ist als KoeÆzient der St

arke der
Paarwechselwirkung u
0
und der thermischen Energie k
B
T gegeben. Der Zufall-
sterm (r; t) beinhaltet das interne Rauschen der verschiedenen Einzelprozesse
und ist gegeben durch
(r; t) = 
 1=2
[k
a
p
0
(1  c)]
1=2
f
a
(r; t)
+
 1=2
[k
d;0
c]
1=2
exp [U(r)=2k
B
T ] f
d
(r; t)
+
 1=2
[k
r
c]
1=2
f
r
(r; t) + 
 1=2
@
@r
n
[2Dc(1  c)]
1=2
f
diff
(r; t)
o
;
(5.4)
wobei f
a
(r; t), f
d
(r; t), f
r
(r; t) und f
diff
(r; t) unabh

angigem weien Rauschen der
Intensit

at Eins entsprechen (siehe Gl. (3.42)). Es sei nochmals darauf hinge-
wiesen, da die mesoskopische Entwicklungsgleichung (5.1) nur f

ur Situationen
quantitativ anwendbar ist, in denen der Wechselwirkungsradius r
0
eine gr

oere
Anzahl von Adsorptionspl

atzen mit Gr

oe l
0
= 
 1=2
umfat, d.h., wenn gilt
r
0
 l
0
.
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Im folgenden Abschnitt 5.2 werden wir eine lineare Stabilit

atsanalyse
homogener Adsorbatphasen im deterministischen Grenzfall von Gl. (5.1)
durchf

uhren. Im ersten Teilabschnitt werden Bifurkationsdiagramme erstellt,
und der Einu thermischer Desorption auf diese Diagramme wird untersucht.
Danach wird die Relevanz dieser Ergebnisse f

ur m

ogliche Experimente in kom-
pakter Form diskutiert. Im darauf folgenden Teilabschnitt vergleichen wir
die Ergebnisse mit denen aus der f

ur Gl. (5.1) hergeleiteten Cahn-Hilliard-
N

aherung und den Untersuchungen in [156, 158, 159, 160, 161, 210]. Schlielich
wird noch der Fall alternierender Paarwechselwirkungen diskutiert.
In Abschnitt 5.3 wird eine schwach nichtlineare Theorie f

ur die Dynamik
aus Gl. (5.1) entwickelt. Dies f

uhrt auf universelle nichtlineare Gleichungen
f

ur die Amplituden der kritischen Moden in der N

ahe des Bifurkationspunktes,
deren KoeÆzienten entscheiden, ob die Bifurkation sub- oder superkritisch ist
und welche der entstehenden Muster stabil sind. In Abschnitt 5.4 werden f

ur
Bereiche des Parameterraums, die auch weit von der Bifurkation entfernt sein
k

onnen, die nichtlineare Entstehung und die morphologische Selektion stati-
on

arer Mikrostrukturen numerisch untersucht. Im ersten Teilabschnitt werden
numerische Simulationen des deterministischen Grenzfalls von Gl. (5.1) in ei-
ner und zwei Raumdimensionen dargestellt, im zweiten Teilabschnitt wird der
Einu von internen Fluktuationen auf die Stabilit

at der Mikrostrukturen ana-
lysiert. In Abschnitt 5.5 wird der Einu globaler Kopplung durch die Gasphase
auf die Adsorbatdynamik ber

ucksichtigt. Die auftretenden Oszillationen werden
analytisch und numerisch untersucht.
5.2 Lineare Stabilit

atsanalyse
5.2.1 Erstellung von Bifurkationsdiagrammen
Wir wollen zun

achst den welchselwirkungsbedingten Einu auf die determini-
stische Dynamik des durch Gl. (5.1) beschriebenen Modellsystems untersuchen.
Dazu vernachl

assigen wir den Fluktuationsterm (r; t) in dieser Gleichung. Zu-
erst werden wir station

are homogene Gleichgewichtszust

ande untersuchen. Da-
nach werden wir mittels einer linearen Stabilit

atsanalyse der homogenen Phasen
zeigen, da, wenn die betrachtete Spezies ohne Reaktion einen Phasen

ubergang
zeigt und wenn die Reaktionsrate einen kritischen Wert

uberschreitet, die ho-
mogenen Gleichgewichtszust

ande bez

uglich r

aumlich periodischer Modulationen
instabil werden k

onnen.
Die Bedeckungen c im homogenen Gleichgewicht erh

alt man als L

osungen
der folgenden transzendenten Gleichung
k
a
p
0
(1  c)  k
d;0
c exp ( "c)  k
r
c = 0: (5.5)
Lineare Stabilit

atsanalyse 83
Wenn die thermische Desorption vernachl

assigt werden kann (k
d;0
= 0), ist
das System immer monostabil mit dem homogenen Gleichgewichtszustand
c = k
a
p
0
=(k
a
p
0
+ k
r
). F

ur hinreichend starke thermische Dersorption kann das
System jedoch bistabil werden. F

ur eine bestimmteWahl der Photodesorptions-
bzw. Reaktionsratenkonstante k
r
tritt ein Phasen

ubergang erster Ordnung
auf, wenn der Wechselwirkungsparameter hinreichend gro und die thermi-
sche Desorption hinreichend stark im Vergleich zur Adsorption ist, in ande-
ren Worten, wenn gilt " > "
cp
= 4 (1 + ) und k
a
p
0
=k
d;0
< e
 2
(1 + )
 1
, wobei
 = k
r
=k
a
p
0
dem relativen Verh

altnis der Ratenkonstanten f

ur die Photodesorp-
tion und die Adsorption entspricht. Bei Erh

ohung von  verschiebt sich die Kus-
pe somit hin zu h

oheren Werten des Wechselwirkungsparameters und kleineren
Werten der dimensionslosen Ratenkonstante der Adsorption  = k
a
p
0
=k
d;0
. Ist
die Wechselwirkung zu schwach (" < 4) oder die thermische Desorption im Ver-
gleich zur Adsorption zu gering ( > e
 2
), so existiert nur ein einziger homoge-
ner Gleichgewichtszustand. Die Bedeckung des homogenen Gleichgewichtszu-
stands am kritischen Punkt h

angt ebenfalls von  ab, es gilt c
cp
= 2
 1
(1+)
 1
:
Die Stabilit

at der homogenen station

aren Zust

ande kann bez

uglich
r

aumlich homogener und inhomogener St

orungen untersucht werden. Im
folgenden werden wir uns auf die Analyse eines eindimensionalen Systems
beschr

anken. St

ort man den homogenen Gleichgewichtszustand c innitesimal
mit Æc(x; t) = Æc exp(
k
t + ikx) und linearisiert man die kinetische Gl. (5.1),
so ergibt sich f

ur die Wachstumsrate dieser St

orungen

k
=  k
a
p
0
  k
r
+ k
d;0
("c  1) exp( "c) Dk
2
[1  "c(1  c)]
 "c [k
d;0
exp( "c) +Dk
2
(1  c)] [1  exp( r
2
0
k
2
=4)]: (5.6)
Die Wachstumsrate 
k
ist deshalb immer reell, so da instabile Moden nicht
oszillieren k

onnen. Bei geeigneter Wahl der Parameter hat 
k
ein einzelnes Ma-
ximum mit Wellenzahl k
c
. Dieses Maximum wechselt an der Instabilit

at sein
Vorzeichen. Mathematisch entspricht dieser

Ubergang der klassischen Turing-
Bifurkation [23]. Abbildung 5.1 (a) zeigt die Dispersionsrelation 
k
f

ur end-
lichen Wechselwirkungsradius und verschiedene Werte der Ratenkonstante k
r
.
F

ur eine unterkritische Reaktionsrate (gestrichelte Linie) ist 
k
f

ur alle k nega-
tiv, d.h., der homogene Gleichgewichtszustand ist stabil bez

uglich modulierter
St

orungen. Bei Erreichen der kritischen Reaktionsrate (durchgezogene Linie)
verschwindet 
k
am Maximum bei k = k
c
. F

ur

uberkritische Reaktionsraten
(strich-punktierte Linie) ist 
k
bereits in einem ganzen Intervall positiv, d.h.,
mehrere Moden sind aktiv. Abbildung 5.1 (b) zeigt die Wachstumsraten 
k
f

ur
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das System aus Gl. (5.1) mit (durchgezogene Linie) und ohne (gestrichelte Li-
nie) chemische Kinetik, wobei c in Gl. (5.6) so gew

ahlt wurde, da das System
in Abwesenheit der chemischen Prozesse spinodal mischt. Durch die kineti-
schen Terme wird der homogene Zustand stabilisiert. W

ahrend ohne Kinetik
alle Fluktuationen mit Wellenzahlen k < k
m
anwachsen, f

uhren die kinetischen
Terme zu einem weiteren Schwellwert k
m1
bei kleinen Wellenzahlen; auerdem
erniedrigt sich der obere Schwellwert k
m
zu k
m2
. Durch die Kinetik werden also
sehr langwellige Fluktuationen unterdr

uckt.
0 4 k
c
8
−0.6
−0.4
−0.2
0.0
0.2 a
k(D/kd,0)
1/2
γk
0 k
m1 4 8 km2
−0.3
0
0.3
k
m
k(D/kd,0)
1/2
γk b
Abb. 5.1: Dispersionsrelationen 
k
aus Gl. (5.6) als Funktionen der dimensionslosen
Wellenzahl k(D=k
d;0
)
1=2
; (a) zeigt das Spektrum der Wachstumsraten f

ur " = 4:6,
k
a
p
0
=k
d;0
= 0:14, r
c
= 0:02(D=k
d;0
)
1=2
und verschiedene Ratenkonstanten der Reak-
tion k
r
= 0:1593 k
a
p
0
(gestrichelte Linie), k
r
= 0:1596 k
a
p
0
(durchgezogene Linie) und
k
r
= 0:162 k
a
p
0
(strich-punktierte Linie). In (b) ist 
k
f

ur das System mit (durch-
gezogene Linie) und ohne chemische Kinetik (gestrichelte Linie) f

ur " = 4:6 und
r
c
= 0:02(D=k
d;0
)
1=2
dargestellt. Im kinetischen System wurden k
a
p
0
=k
d;0
= 0:14
und k
r
= 0:162 k
a
p
0
gew

ahlt, so da in der homogenen Phase c = 0:674 betr

agt; der
gleiche Wert wurde im System ohne chemische Kinetik verwendet.
Die Wellenzahl der ersten instabilen Mode am Bifurkationspunkt ist durch
die Bedingungen 
k
= 0 und @
k
=@k = 0 am Punkt k = k
c
bestimmt. Mit
Hilfe von Gl. (5.6) ergeben sich daraus die Stabilit

atsgrenzen und die kritische
Wellenzahl k
c
. F

ur k
c
erh

alt man
k
2
c
=
1
1  c
0
"
 
1
L
2
d
+
1
2L
2
r
 
 1 +
s
1 +
16L
2
r
r
2
0
(1  c
0
)
!#
: (5.7)
Hier haben wir die beiden Diusionsl

angen L
d
und L
r
eingef

uhrt, wobei
L
d
= (D=k
d;0
)
1=2
exp("c
0
=2) die Diusionsl

ange adsorbierter Teilchen bez

uglich
ihrer thermischen Desorption und L
r
= (D=k
r
)
1=2
die Diusionsl

ange bez

uglich
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der Nichtgleichgewichtsreaktion erster Ordnung sind. Die Wellenzahl der er-
sten instabilen Mode h

angt ferner von der homogenen Bedeckung c
0
an der
entsprechenden Stabilit

atsgrenze ab.
Es folgt aus Gl. (5.7), da die Wellenzahl k
c
verschwindet, und damit
die Wellenl

ange der ersten instabilen Mode 
c
= 2=k
c
divergiert, wenn der
Wechselwirkungsradius sich dem kritischen Wert r
c
ann

ahert, der wie folgt
gegeben ist
r
c
= 2L
d
s
1  c
0
1 + L
2
r
=L
2
d
: (5.8)

Uberschreitet nun der Wechselwirkungsradius diesen kritischen Wert, so ergibt
sich aus Gl. (5.7) k
2
c
< 0, d.h., die hier untersuchte Instabilit

at des station

aren
homgenen Zustandes tritt nicht auf. Ist der Wechselwirkungsradius andererseits
klein im Vergleich zu den beiden charakteristischen Diusionsl

angen, d.h., die
Bedingungen r
0
 L
r
und r
0
 L
2
d
=L
r
sind erf

ullt, so kann die Wellenl

ange
der ersten instabilen Mode mittels Gl. (5.7) wie folgt gen

ahert werden

c
= 2
1=2
(1  c
0
)
1=4
(r
0
L
r
)
1=2
: (5.9)
Somit liegt die kritische Wellenl

ange in diesem Grenzfall zwischen dem charak-
teristischen Radius der lateralen Wechselwirkungen r
0
und der Diusionsl

ange
L
r
. Es sei bemerkt, da sich diese Gleichung auch direkt aus der Cahn-Hilliard-
N

aherung (3.50) ergibt.
Die Grenzen des instabilen Bereichs im Parameterraum lassen sich im
allgemeinen nur numerisch bestimmen, indem man den Ausdruck (5.7) in
die Bedingung 
k
c
= 0 (unter Verwendung von Gl. (5.6)) einsetzt. Ist der
Wechselwirkungsradius jedoch wesentlich kleiner als die Wellenl

ange der ersten
instabilen Mode, so lassen sich diese Grenzen sehr leicht bestimmen. Im
Limes r
0
k
c
! 0 kann der letzte Term auf der rechten Seite von Gl. (5.6)
vernachl

assigt werden, und 
k
c
ist dann gegeben als

k
c
= 
k=0
 Dk
2
c
[1  "c
0
(1  c
0
)] : (5.10)
Ist der station

are Zustand mit homogener Bedeckung c
0
stabil bez

uglich homo-
gener St

orungen, so mu 
k=0
=  k
a
p
0
  k
r
  k
d;0
("c
0
  1) exp( "c
0
) negativ
sein. Dieser Zustand wird jedoch instabil bez

uglich r

aumlich modulierter
St

orungen mit hinreichend groen Wellenzahlen k > 
k=0
=D
eff
(c
0
), wenn der
eektive DiusionskoeÆzient D
eff
(c
0
) = D[1   "c
0
(1   c
0
)] negativ ist. An
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der Stabilit

atsgrenze gilt somit im Limes r
0
k
c
! 0 zusammen mit Gl. (5.5)die
Gleichung D
eff
(c
0
) = 0, d.h., das entsprechende Gleichgewichtssystem w

urde
innerhalb des spinodalen Bereichs liegen (vgl. Kapitel 4.2). In diesem Grenzfall
sind die Bedeckungen c

an den entsprechenden Grenzen des instabilen
Bereichs deshalb wie folgt gegeben
c

(") = [1 (1  4"
 1
)
1=2
]=2; (5.11)
so da die Stabilit

atsgrenzen der homogenen Phase durch die folgende Bedin-
gung gegeben sind


("; ) = [1  (1 + )c

]
 1
c

exp( "c

): (5.12)
Abbildung 5.2 zeigt die so berechneten Stabilit

atsgrenzen in der Parameterebe-
ne (; ") f

ur verschiedene Werte der dimensionslosen relativen Ratenkonstante
 = k
r
=k
a
p
0
. In Abwesenheit der Nichtgleichgewichtsreaktion (f

ur  = 0) hat
das System einen stabilen station

aren homogenen Zustand im Bereich I und
zwei solche Zust

ande im Bereich III [in der Kuspenregion, siehe Abb. 5.2 (a)].
F

ur endliche, aber sehr kleine Werte von  [vgl. Abb. 5.2 (b)] entsteht der
instabile Bereich zuerst in der N

ahe des kritischen Punktes [Bereich II in Abb.
5.2 (b)] und an den Grenzen der Kuspenregion (in den Bereichen IV und V).
In den Bereichen I und III relaxiert das System jedoch auf einen homogenen
Zustand. Im Bereich IV hat das System eine stabile homogene Phase mit
niedriger Bedeckung, w

ahrend die dicht bedeckte homogene Phase instabil
bez

uglich inhomogener St

orungen ist. In dem sehr d

unnen Bereich V verh

alt
es sich umgekehrt; die homogene Phase mit hoher Bedeckung ist stabil, und
in der d

unn bedeckten Adsorbatphase schaukeln sich r

aumliche Modulationen
auf. Im Bereich VI sind die beiden (bez

uglich r

aumlich einheitlicher St

orungen
stabilen) homogenen Phasen instabil bez

uglich bestimmter r

aumlich periodi-
scher St

orungen. Erh

oht man die Rate der Nichtgleichgewichtsreaktion weiter,
so da  > 0:162, so

andert sich das Bifurkationsdiagramm wesentlich [Abb.
5.2 (c)]. Der Bereich V verschwindet, und die Region II dehnt sich zu h

oheren
Werten des Wechselwirkungsparameters " hin aus. Den genauen Wert von 
f

ur diesen

Ubergang erh

alt man als L

osung des nichtlinearen Gleichungssystems
H("; )  
+
("; )  
 
("; ) = 0;
@H=@" = 0: (5.13)
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Abb. 5.2: Bifurkationsdiagramme in der Parameterebene (, ") f

ur (a)  = 0
(Abwesenheit der Nichtgleichgewichtsreaktion), (b)  = 0:05, (c)  = 0:162 und
(d)  = 0:5. Die gestrichelte Linie zeigt die Stabilit

atsgrenzen homogener Phasen
bez

uglich r

aumlich periodischer Modulationen im Grenzfall r
0
 L
r
. In den mit
r

omischen Ziern bezeichneten Bereichen hat das System eine einzelne homogene Pha-
se (Bereich I), eine einzelne r

aumlich modulierte Phase (II), zwei homogene Phasen
(III), eine homogene Phase d

unner Bedeckung und eine r

aumlich modulierte Phase
(IV), eine homogene Phase hoher Bedeckung und eine r

aumlich modulierte Phase (V)
und zwei verschiedene stabile r

aumlich modulierte Nichtgleichgewichtsphasen (VI).
F

ur noch h

ohere Raten der Nichtgleichgewichtsreaktion ist schlielich die ho-
mogene Phase in einem groen Bereich des Parameterraums instabil [Abb. 5.2
(d)], sogar in Bereichen, die sehr weit von der Kuspenregion entfernt sind. Es
sei noch bermerkt, da f

ur  > 1 der Bereich II (mit einer modulierten Phase)
oberhalb des Schwellwertes "
s
= 
 1
(1 + )
2
liegt.
Wie bereits in Kapitel 2 erw

ahnt wurde, kann der charakteristische Radius
der lateralen Adsorbatwechselwirkungen ziemlich gro werden, insbesondere,
wenn die Wechselwirkungen durch elastische Verformungen der metallischen
Substratober

ache hervorgerufen werden [75, 76, 77, 74]. Dies legt die Untersu-
chung der Entwicklung des Bifurkationsdiagramms bei gradueller Erh

ohung des
Wechselwirkungsradius nahe. Beschr

anken wir unsere Analyse zun

achst auf den
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Abb. 5.3: Bifurkationsdiagramm in der Parameterebene (, ") bei Abwesenheit ther-
mischer Desorption (k
d;0
= 0) f

ur verschiedene Werte des dimensionslosen Wechsel-
wirkungsradius 
0
= r
0
=L
r
: 
0
= 0 (durchgezogene Linie), 
0
= 0:1 (fein gestrichelte
Linie), 
0
= 0:5 (strich-punktierte Linie) und 
0
= 1 (grob gestrichelte Linie). In den
Bereichen oberhalb dieser Kurven existiert eine einzelne r

aumlich modulierte Phase.
Auerhalb dieser Bereiche hat das System eine einzelne homogene Phase.
Fall, in dem die thermische Desorption von adsorbierten Teilchen vernachl

assigt
werden kann (k
d;0
= 0). F

ur diesen Fall, in dem immer nur eine einzige homo-
gene Phase existiert, zeigt Abb. 5.3 die Grenzen des instabilen Bereichs in der
Ebene (, ") f

ur verschiedene Werte des dimensionslosen Wechselwirkungsradi-
us 
0
= r
0
=L
r
. In dem Bereich oberhalb der jeweiligen Kurven ist der station

are
homogene Zustand instabil bez

uglich r

aumlicher Modulationen. Die durchge-
zogene Linie in Abb. 5.3 entspricht dem Grenzfall r
0
! 0. Bei Erh

ohung des
Wechselwirkungsradius bewegt sich der instabile Bereich in diesem Diagramm
nach oben, d.h., zu h

oheren Werten der eektiven Wechselwirkungsst

arke ".
Erh

oht man den Wechselwirkungsradius f

ur festes ", so schrumpft das Intervall
von -Werten, in dem die homogene Phase instabil ist, bis schlielich - f

ur einen
bestimmten kritischen Wert von 
0
- der station

are homogene Zustand f

ur alle
Werte von  stabil ist. Dies l

at sich durch Betrachten von Gl. (5.6) verstehen:
Die nichtlokalen Beitr

age in Gl. (5.6), d.h., der letzte Term auf der rechten
Seite, haben alle negatives Vorzeichen und

uben somit einen stabilisierenden
Eekt auf die homogene Phase aus. F

ur hinreichend groe Wechselwirkungsra-
dien werden diese Beitr

age im Vergleich zu dem die Instabilit

at verursachenden
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(lokalen) eektiven Diusionsterm so gro, da f

ur festes " die homogene Phase
f

ur beliebige St

arken der Nichtgleichgewichtsreaktion stabil bleibt.
Anders als im eben beschriebenen Szenario, das f

ur kleine Werte von
k
d;0
eintritt, verh

alt es sich in Gegenwart starker thermischer Desorption.

Uberschreitet die Ratenkonstante der thermischen Desorption den Wert
k
d;0
= e
2
k
r
, so hat das System in einem bestimmten Intervall von -Werten
zwei homogene Phasen. In der Ebene (, ") erh

alt man die Grenzen dieses
bistabilen Bereichs 
sn;
(; ") numerisch, indem man die folgenden Ausdr

ucke
f

ur die station

aren homogenen Bedeckungen c
sn;
an der jeweiligen Grenze in
Gl. (5.5) einsetzt, wobei
c
sn;
=
1
2(1 + )

1
q
1  4(1 + ) "
 1

: (5.14)
Hierbei bezieht sich das Plus-Zeichen auf die d

unne Phase und das Minus-
Zeichen auf die dichte Phase. In der Parameterebene (, ") liegt der kritische
Punkt dieser Instabilit

at bei 
cp
= [e
 2
k
d;0
=k
r
  1]
 1
und "
cp
= 4(1 + 
cp
).
Abbildung 5.4 zeigt Bifurkationsdiagramme f

ur k
d;0
= 50k
r
und verschiede-
ne Werte des dimensionslosen Wechselwirkungsradius 
0
.

Ahnlich den in Abb.
5.2 gezeigten Graphen tritt hier eine Kuspenregion auf, in der zwei homogene
Zust

ande existieren, die bez

uglich r

aumlich einheitlicher St

orungen stabil sind.
Die Grenzen dieser Region sind unabh

angig vom Wechselwirkungsradius [siehe
Gleichungen (5.5) und (5.14)]. Die Stabilit

atsgrenzen bez

uglich r

aumlich hete-
rogener St

orungen, die in Abb. 5.4 durch gestrichelte Linien dargestellt sind,
h

angen jedoch von der charakteristischen Reichweite der Wechselwirkungen ab.
Zusammen mit den Grenzen der Kuspenregion legen sie die Bereiche I bis VI
fest, die die gleiche Bedeutung haben wie in Abb. 5.2. F

ur den Fall sehr kurz-
reichweitiger Wechselwirkungen (f

ur 
0
! 0) zeigt die Abb. 5.4 (a) einen relativ
groen Bereich II, in dem das System eine einzige, r

aumlich modulierte Phase
hat. Zus

atzlich existieren jedoch innerhalb der Kuspenregion die Bereiche IV
und VI, in denen entweder eine oder beide homogenen Phasen instabil bez

uglich
r

aumlicher Modulationen sind. Erh

oht man nun den Wechselwirkungsradius,
so beginnen die Stabilit

atsgrenzen sich in Richtung der in Abb. 5.4 gezeigten
Pfeile zu bewegen. F

ur 
0
= 0:1 [siehe Abb. 5.4 (b)] hat sich der Bereich II
nach oben bewegt und ist kleiner geworden (vgl. Abb. 5.3). Dar

uber hinaus
ist innerhalb der Kuspenregion die Stabilit

atsgrenze f

ur die d

unn bedeckte ho-
mogene Phase beinahe mit der Existenzgrenze dieser Phase verschmolzen, so
da der Bereich VI fast verschwunden ist. F

ur 
0
= 0:17 [siehe Abb. 5.4 (c)]
existieren die Bereiche II und VI bereits nicht mehr. Auerdem tritt nun der
Bereich III auf, da sich die Stabilit

atsgrenze f

ur die dicht bedeckte homogene
Phase (die gestrichelte Linie) auf ihre Existenzgrenze zubewegt hat. Schlielich
schrumpft bei weiterer Erh

ohung des Wechselwirkungsradius auch der instabile
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Abb. 5.4: Bifurkationsdiagramme in der Parameterebene (, ") f

ur k
d;0
=k
r
= 50.
Die durchgezogenen Linien zeigen die Grenzen des Bereichs, in dem zwei homogene
Phasen koexistieren, die beide stabil bez

uglich homogener St

orungen sind. Die Stabi-
lit

atsgrenzen der homogenen Phasen bez

uglich r

aumlich periodischer Modulationen
sind durch gestrichelte Linien f

ur verschiedene Werte des dimensionslosen Wechsel-
wirkungsradius dargestellt: (a) 
0
! 0, (b) 
0
= 0:1, (c) 
0
= 0:17 und (d) 
0
= 0:23.
Bereich IV der dichten Phase (vgl. Abb. 5.4 (d) mit 
0
= 0:23), bis er letztlich
ebenfalls verschwindet.
Um die Entwicklung der station

aren Mikrostrukturen bei Erh

ohung des
Wechselwirkungsradius (zumindest in der N

ahe der Bifurkation) zu erfassen,
ist es hilfreich, die entsprechende Abh

angigkeit der kritischen Wellenl

ange 
c
der ersten instabilen Mode zu betrachten, die im allgemeinen Fall durch Gl.
(5.7) gegeben ist. Ist die eektive St

arke der attraktiven Wechselwirkungen
" kleiner als der kritische Wert "
cp
, so liegt der instabile Bereich II zwischen
zwei Grenzlinien mit verschiedenen kritischen Wellenl

angen. Die Abh

angigkeit
dieser beiden Wellenl

angen vom dimensionslosen Wechselwirkungsradius 
0
ist
in Abb. 5.5 (a) durch die dicken Linien dargestellt. Man erkennt, da bei
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Ann

aherung an den kritischen Wert 
0
c
, der dem Aufeinandertreen der beiden
Stabilit

atsgrenzen und damit dem Verschwinden des instabilen -Intervalls -
bei gegebenem " - entspricht, die beiden kritischen Wellenl

angen sich einan-
der ann

ahern und sich schlielich f

ur 
0
c
bei einem endlichen Wert treen. Der
kritische (dimensionslose) Radius 
0
c
, f

ur den im - auf homogene Verteilungen
bezogenen - monostabilen Bereich die beiden Stabilit

atsgrenzen miteinander
verschmelzen, ist immer kleiner als der kritische Wert 
c
= r
c
=L
r
[mit r
c
aus
Gl. (5.8)], bei dem die kritische Wellenl

ange der ersten instabilen Mode [aus
Gl. (5.7)] divergiert. Der Schwellwert 
0
c
hingegen l

at sich nur numerisch
berechnen.
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c
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Abb. 5.5: Abh

angigkeit der kritischen Wellenl

ange der ersten instabilen Mode 
c
vom dimensionslosen Wechselwirkungsradius 
0
f

ur " = 6 und (a) k
d;0
=k
r
= 1 und
(b) k
d;0
=k
r
= 50. Die d

unnen Linien zeigen den entsprechenden Verlauf gem

a der
N

aherung (5.9). In (a) entsprechen die durchgezogene bzw. die gestrichelte Linie den
beiden verschiedenen Grenzen des instabilen Bereichs, in (b) entspricht die durch-
gezogene Linie der Stabilit

atsgrenze f

ur die d

unn besetzte homogene Phase und die
gestrichelte Linie der Stabilit

atsgrenze der dichten homogenen Phase. In (b) bezeich-
nen 
c;1
und 
c;2
die kritischen Werte des dimensionslosen Wechselwirkungsradius aus
Gl. (5.8) f

ur die d

unne bzw. die dichte Adsorbatphase.
Die Abh

angigkeit der charakteristischen Wellenl

ange 
c
vom Parameter 
0
ist von dem soeben beschriebenen Verhalten sehr verschieden, wenn der Wech-
selwirkungsparameter " den kritischen Wert "
cp

uberschreitet [Abb. 5.5 (b)]. In
diesem Fall wird der instabile Bereich f

ur die beiden koexistierenden homogenen
Phasen jeweils durch eine 
0
-abh

angige Stabilit

atsgrenze und die Existenzgren-
ze der jeweiligen Phase eingerahmt. Somit sind die Stabilit

atsgrenzen der bei-
den homogenen Phasen jeweils durch eine kritische Wellenl

ange charakterisiert.
Letztere wiederum w

achst bei Erh

ohen des dimensionslosen Wechselwirkungs-
radius 
0
an, bis sie bei Ann

aherung an den (im allgemeinen f

ur die beiden
Phasen verschiedenen) kritischen Wert 
c
wie 
c
/ (
c
  
0
)
 1=2
divergiert.
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Diese Divergenz tritt auf, wenn die Stabilit

atsgrenze einer der beiden homoge-
nen Phasen mit der Existenzgrenze der entsprechenden Phase zusammenst

ot
(vgl. Abb. 5.4), so da bei Erreichen von 
c
die Bedeckung der betrachteten
homogenen Phase als Funktion der Parameter  und " durch Gl. (5.14) gege-
ben ist. Einsetzen von c
0
= c
sn
in Gl. (5.8) ergibt 
c
in Abh

angigkeit von ,
" und k
r
=k
d;0
. Wie man aus Abb. 5.5 (b) entnimmt, sind die Werte f

ur 
c
im
allgemeinen verschieden f

ur die beiden homogenen Phasen.
W

are die hier diskutierte Instabilit

at der homogenen Verteilung der Adsor-
batteilchen superkritisch f

ur den Fall, wenn der Wechselwirkungsradius Wer-
te nahe 
c
annimmt, so w

aren die entstehenden station

aren Strukturen, die
dann ja eine sehr groe Wellenl

ange haben, stabil bez

uglich r

aumlich homogener
St

orungen ihrer Amplitude. Deshalb w

urde man auch in geeigneten Experimen-
ten mit grob (d.h., gr

oer als 1m) au

osenden Memethoden in einem engen
Parameterbereich die Beobachtung station

arer periodisch modulierter Muster
erwarten. In Abschnitt 5.3 werden wir jedoch zeigen, da f

ur 
0
! 
c
die
Turing-artige Bifurkation stets subkritisch ist.
In den Abbildungen 5.5 (a) und (b) sind die Abh

angigkeiten der kritischen
Wellenl

angen von 
0
gem

a der N

aherung (5.9) als d

unne (durchgezogene bzw.
gestrichelte) Linien dargestellt. Im allgemeinen ist diese N

aherung nur f

ur sehr
kleine Wechselwirkungsradien g

ultig. Wie aus 5.5 (a) ersichtlich, liegt das aus
der N

aherungsformel (5.9) errechnete Ergebnis f

ur diesen Fall jedoch sehr nahe
an dem tats

achlichen Wert der kritischen Wellenl

ange, sogar bis kurz vor dem
Punkt, an dem die beiden Stabilit

atsgrenzen miteinander verschmelzen und der
instabile Bereich verschwindet.
5.2.2 Vorhersagen f

ur Experimente
Stellt man nun die Frage nach der experimentellen Realisierbarkeit der hier un-
tersuchten symmetriebrechenden Instabilit

at, so w

are es am naheliegendsten,
als Nichtgleichgewichtsreaktion erster Ordnung in Gl. (5.1) den Proze der
Photodesorption zu betrachten. Dieser Proze l

at sich n

amlich als Reaktion
erster Ordnung f

ur adsorbierte Teilchen der Sorte X interpretieren: X+ ! .
Hierbei ,,reagieren" die adsorbierten Partikel der Sorte X mit dem Photon 
zu einem unbesetzten Platz . Wie bereits erw

ahnt, ist die Ratenkonstante f

ur
hinreichend kurzwelliges Licht unabh

angig vom Potential, das durch die latera-
len Wechselwirkungen zwischen den adsorbierten Teilchen hervorgerufen wird.
Die in einem solchen Experiment zug

anglichen Kontrollparameter sind dann
die Temperatur, die Lichtintensit

at, die die Ratenkonstante k
r
in Gl. (5.1) be-
stimmt, und der Partialdruck p
0
, der die Adsorptionsrate steuert. Zur Planung
eines Experiments ist es sinnvoll, vorher theoretisch zu untersuchen, in welchen
Parameterbereichen station

are Mikrostrukturen existieren. Da typischerwei-
se (insbesondere im Fall streinduzierter, langreichweitiger Wechselwirkungen)
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der Wechselwirkungsradius r
0
nicht genau bekannt ist bzw. stark vom Typ
der auftretenden lateralen Wechselwirkungen abh

angt, ist es auch sinnvoll zu
untersuchen, wie diese Bereiche mit r
0
variieren.
Betrachten wir zun

achst ein Experiment bei konstanter Temperatur, von der
ja s

amtliche in Gl. (5.1) auftretenden Ratenkonstanten und auch die zur Tempe-
ratur invers proportionale, dimensionslose Wechselwirkungsst

arke " abh

angen.
Nun stellt sich bei Variation der Ratenkonstante f

ur die Photodesortion k
r
die
Frage, ob durch geeignetes Nachregeln des Partialdrucks p
0
Bereiche des Pa-
rameterraums erreicht werden k

onnen, in denen station

are Mikrostrukturen zu
erwarten sind. Abbildung 5.6 zeigt die Grenzen der Bereiche, in denen (gem

a
der bisherigen, rein linearen Analyse) verschiedene mikrostrukturierte Phasen
durch geeignete Variation des Partialdrucks gefunden werden k

onnen.
0 1 2
0.00
0.02
0.04
0.06
0.08
k
r
/kd,0
r0(kd,0/D)
1/2
1
23
4 5
χ
max
(ε)
Abb. 5.6: Hier sind in der durch den dimensionslosen Wechselwirkungsradius
r
0
(k
d;0
=D)
1=2
und die dimensionslose Ratenkonstante k
r
=k
d;0
aufgespannten Para-
meterebene die Bereiche dargestellt, in denen durch geeignetes Nachregeln des Par-
tialdrucks (d.h., der Ratenkonstante der Adsorption) station

are r

aumlich modulierte
Phasen f

ur " = 5 gefunden werden k

onnen. F

ur weitere Erkl

arungen siehe Text.
Eine einzelne oder zwei stabile homogene Phasen ndet man im Bereich 1.
Im Bereich 2 kann - bei geeigneter Wahl des Partialdrucks - die homogene Phase
mit hoher Bedeckung instabil bez

uglich r

aumlich periodischer Modulationen
werden, wohingegen die d

unn besetzte Phase immer stabil bleibt. Im Bereich
3 k

onnen sogar die beiden homogenen Phasen instabil werden und zur Bildung
von zwei koexistierenden Mikrostrukturen mit verschiedenen charakteristischen
Wellenl

angen f

uhren. Im Bereich 4 hat das System immer genau eine Phase,
die bei geeigneter Wahl des Partialdrucks inhomogen werden kann. Im Bereich
5 existiert f

ur beliebige Partialdr

ucke eine einzige, stabile homogene Phase.
In Abh

angigkeit vom Wechselwirkungsradius r
0
gibt es drei verschiedene
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Szenarien f

ur das asymptotische Verhalten des Systems bei Erh

ohung der In-
tensit

at des auf der Ober

ache einfallenden Lichts.

Ubersteigt der Wechsel-
wirkungsradius den kritischen Wert r
max
= 
max
(") (D=k
d;0
)
1=2
, so relaxiert das
gest

orte System immer auf eine homogene Verteilung (Bereiche 1 und 5). Ist
der Wechselwirkungsradius jedoch kleiner als r
max
, so k

onnen f

ur bestimmte
Partialdr

ucke Mikrostrukturen auftreten, wenn die Ratenkonstante der Photo-
desorption im Vergleich zu derjenigen der thermischen Desorption gro genug
ist. Erh

oht man die Lichtintensit

at, von der die Ratenkonstante k
r
abh

angt, so
entstehen Mikrostrukturen zun

achst aus einer Instabilit

at der dicht besetzten
homogenen Phase (Bereich 2).
Die folgende Entwicklung des Systems bei weiterer Erh

ohung von k
r
h

angt
von der Gr

oe des Wechselwirkungsradius ab. F

ur verh

altnism

aig groe Ra-
dien, die nur etwas kleiner als r
max
sind, geht das System bei h

oheren Lichtin-
tensit

aten in den Bereich 5

uber, in dem nur eine homogene Phase existiert.
F

ur kleinere Wechselwirkungsradien jedoch geht das System bei Erh

ohung von
k
r
vom Bereich 2 in den Bereich 3

uber.

Ubersteigt k
r
den kritischen Wert
e
 2
k
d;0
(dem die d

unn gestrichelten Linie in Abb. 5.6 entspricht), so erfolgt
der

Ubergang in den Bereich 4 mit einer einzigen, r

aumlich modulierten Phase.
Der r
0
-abh

angige

Ubergang vom Bereich 4 in den Bereich 5 f

ur Werte von k
r
oberhalb dieser Schwelle stimmt qualitativ mit dem

Ubergang in Abwesenheit
thermischer Desorption (f

ur k
d;0
= 0)

uberein. Weiterhin sei bemerkt, da,
obwohl in Abb. 5.6 die spezielle Wahl " = 5 getroen wurde, das diskutierte
Diagramm sich mit " nicht qualitativ

andert.
0 4 10 20 30
0
1
2
3
r m
ax
(k d
,0
/D
)1/2
ε
Abb. 5.7: Abh

angigkeit des dimensionslosen maximalen Wechselwirkungsradius
r
max
(k
d;0
=D)
1=2
, oberhalb dessen keine mikrostrukturierten Phasen mehr existieren,
von der dimensionslosen St

arke der Wechselwirkung ".
Der maximale Wechselwirkungsradius r
max
, f

ur den die Parameterbereiche,
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in denen Mikrostrukturen existieren, verschwinden, h

angt per Denition von
k
d;0
und " ab. Abbildung 5.7 zeigt die Funktion 
max
(") = r
max
(k
d;0
=D)
1=2
.
Man erkennt, da 
max
(") mit sinkendem " kleiner wird, die Bereiche 2 und 3
in Abb. 5.6 also schrumpfen und f

ur " = 4 verschwinden.
Abschlieend sei bemerkt, da die bisher in diesem Kapitel konstruierten Bi-
furkationsdiagramme auf einer linearen Stabilit

atsanalyse der station

aren homo-
genen Zust

ande basierten, d.h., wir konnten bisher nur zwischen Bereichen un-
terscheiden, in denen homogene Phasen bez

uglich r

aumlicher Modulationen sta-
bil oder instabil sind.

Uber die nichtlineare Entwicklung anf

anglicher St

orungen
k

onnen wir bisher keine Aussage machen. Auerdem kann die hier untersuch-
te Symmetriebrechung subkritisch sein, was zu hysteretischem Verhalten f

uhrt,
d.h., zur Bildung von Bereichen im Bifurkationsdiagramm, in denen eine sta-
bile homogene Phase mit stabilen und instabilen mikrostrukturierten Phasen
koexistiert. Des weiteren war die bisherige Analyse auf quasi eindimensionale
r

aumliche Muster beschr

ankt. Im realen, zweidimensionalen System k

onnen je-
doch Moden mit verschiedenen Richtungsvektoren aneinanderkoppeln und zur
Bildung hexagonal oder labyrinthartig strukturierter Phasen f

uhren.
5.2.3 Cahn-Hilliard-N

aherung
Wie wir bereits in Kapitel 3 hergeleitet haben, kann die partielle Integro-
Dierentialgleichung (5.1) im deterministischen Grenzfall - unter der Vor-
aussetzung, da sich die Bedeckung in Raumbereichen von der Gr

oe des
Wechselwirkungsradius r
0
nur sehr geringf

ugig

andert - durch die partielle
Dierentialgleichung (3.50) angen

ahert werden. Diese N

aherung kann in der

aquivalenten Form
@c
@t
= Q(c) +
@
@r
 
M(c)
@
@r
ÆF
Æc(r)
!
; (5.15)
geschrieben werden, wobei f

ur das Funktional der freien Energie gilt
F [c] =
Z
S
2
4
 
1
2
"c
2
+ c ln c+ (1  c) ln(1  c) +

2
"r
2
0
 
@c
@r
!
2
3
5
dr: (5.16)
Hierbei gilt f

ur die Wahl des bin

aren Wechselwirkungspotentials aus Gl. (5.3)
im eindimensionalen System 
1d
= 1=4 und im zweidimensionalen System

2d
= 1=2. Der BeweglichkeitskoeÆzient M(c) ist gegeben durch
M(c) = Dc(1  c); (5.17)
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und Q(c) bezeichnet die ,,Reaktionsterme"
Q(c) = k
a
p
0
(1  c)  k
d;0
exp

 
u
0
c
k
B
T

c  k
r
c: (5.18)
Gl. (5.15) entspricht der lokalen, kinetischen Cahn-Hilliard-Gleichung f

ur das
betrachtete System unter Ber

ucksichtigung der Prozesse der Adsorption, der
thermischen Desorption und der Reaktion bzw. Photodesorption. Im Gegensatz
zur Standardform der Cahn-Hilliard-Gleichung h

angt hier der KoeÆzient M(c)
von der Bedeckung c ab. Diese Abh

angigkeit kann nur vernachl

assigt werden,
wenn die Schwankungen der Bedeckung sehr klein sind, d.h., wenn die Muster
sehr kleine Amplituden haben.
In der N

ahe des kritischen Punktes des Gleichgewichts

ubergangs (siehe
Kapitel 4.2), der bei " = 4 liegt, kann man die N

aherung noch weitergehender
in Potenzen kleiner Schwankungen um die kritische Bedeckung c
cp
= 1=2
entwickeln. Deniert man  = c   1=2, so erh

alt man anstelle von Gl. (5.15)
n

aherungsweise die folgende Cahn-Hilliard-Gleichung in der Nachbarschaft des
kritischen Punktes
@
@t
= Q( + 1=2) +D
@
2
@r
2
 
Æ
e
F
Æ(r)
!
; (5.19)
mit dem Landau-Funktional f

ur die freie Energie
e
F [] =
1
4
Z
S
2
4
 
1
2
("  4)
2
+
4
3

4
+ 2r
2
0
 
@
@r
!
2
3
5
dr: (5.20)
F

ur die Modellierung der nichtlinearen Dynamik eines nichtlokal wechselwirken-
den Adsorbats aus Gl. (5.1) ist Gl. (5.19) jedoch nur eingeschr

ankt anwendbar.
Zum einen mu der Wechselwirkungsradius r
0
hinreichend klein sein, damit
h

ohere r

aumliche Ableitungen in Gl. (5.19) vernachl

assigt werden k

onnen [sie-
he auch Gl. (5.9)]. Zum anderen ndet man die Instabilit

at der dichten bzw.
d

unnen homogenen Phasen bei Gegenwart thermischer Desorption f

ur zu schwa-
che Adsorption ( > 1) schon im Grenzfall 
0
! 0 nur oberhalb der Schwell-
werte "
cp
= 4(1 + ) bzw. "
s
= 
 1
(1 + )
2
, d.h., f

ur " = 4 ist die homogene
Phase immer stabil.
Die Cahn-Hilliard-Gleichung der Form (5.19) mit dem Landau-Funktional
(5.20) und bedeckungsunabh

angigem BeweglichkeitskoeÆzienten wurde zu-
erst 1976 von B. Huberman [156] angewendet, um den Einu chemischer
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Reaktionen auf phasenseparierende Systeme zu untersuchen. Sp

ater wurde
sie f

ur theoretische Untersuchungen von zuvor beobachteten Musterbil-
dungsph

anomenen in Polymersystemen mit chemischen Reaktionen verwendet
[158, 159]. Dabei wurden Polymermischungen extrem vereinfachend als einfa-
che bin

are Mischungen der wechselwirkenden Spezies A und B interpretiert,
zwischen denen die Reaktionen A ! B (mit Ratenkonstante  
1
) und A  B
(mit Ratenkonstante  
2
) ablaufen. Die Ratenkonstanten der Reaktionen wur-
den unabh

angig vom Wechselwirkungspotential gew

ahlt, d.h., die betrachteten
Reaktionen werden durch

auere Energiezufuhr wie z.B. durch die Bestrahlung
mit Licht induziert und laufen somit weit entfernt vom thermodynamischen
Gleichgewicht ab. Unter Verwendung der Inkompressibilit

atsbedingung
c
A
+ c
B
= 1 ergibt sich die Dynamik (5.19) mit dem Reaktionsteil
Q(c) =  
2
  ( 
1
+  
2
) c; (5.21)
wobei c = c
A
gesetzt wurde. S. Glotzer und andere [158] verwendeten die
Cahn-Hilliard-Gleichung der Form (5.15) mit dem Funktional f

ur die freie
Energie aus (5.16), wobei jedoch M(c) = D gesetzt wurde. Auerdem wurde
von diesen Autoren nur der symmetrische Fall  
1
=  
2
untersucht. In nume-
rischen Simulationen wurden f

ur diesen Fall labyrinthische Muster gefunden.
M. Motoyama und T. Ohta haben sp

ater [159] auch den asymmetrischen
Fall ( 
1
6=  
2
) im Rahmen einer Cahn-Hilliard-Gleichung mit konstantem
BeweglichkeitskoeÆzienten untersucht. In ihren numerischen Simulationen
verwendeten sie ebenfalls einen konstanten Mobilit

atskoeÆzienten und einen
einfachen Modellansatz f

ur die freie Energie, der vorher f

ur die numerische
Analyse phasenseparierender Systeme vorgeschlagen worden war [215]. In den
zweidimensionalen Simulationen fanden sie labyrinthische Muster und hexago-
nal symmetrische Anordnungen kreisf

ormiger Bereiche mit dichter Bedeckung
vor d

unn besetztem Hintergrund und umgekehrt. F

ur den symmetrischen Fall
konnte ferner analytisch gezeigt werden, da die mittlere Gr

oe station

arer
Dom

anen R mit der Reaktionsrate   wie R /  
s
skaliert, wobei s f

ur kleine
Reaktionsraten ungef

ahr 1=3 und f

ur starke Reaktionen exakt 1=4 betr

agt
[160]. All diese Untersuchungen k

onnen auch zu fr

uheren Studien von Mikro-
phasenseparation in reinen Diblock-Copolymeren in Beziehung gesetzt werden,
bei denen zur Modellierung der Kinetik die gleiche Cahn-Hilliard-Gleichung
verwendet wurde und die langreichweitige repulsive Wechselwirkung von der
osmotischen Inkompressibilit

at des Systems herr

uhrt [203, 208, 216, 217]. F

ur
den linearen Reaktionsteil (5.21) kann die gesamte rechte Seite von Gl. (5.19)
in Variationsform ausgedr

uckt werden:
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@
@t
= D
@
@r
 
@
@r
Æ
b
F
Æ(r)
!
; (5.22)
wobei sich das Funktional
b
F aus einem lokalen Funktional
e
F der in (5.19)
verwendeten Form (5.20) und einer repulsiven nichtlokalen Wechselwirkung f

ur
die Reaktionen (5.21) wie folgt zusammensetzt
b
F [] =
e
F [] +
 
1
+  
2
2
Z
S
G(r  r
0
)[(r)  ][(r
0
)  ] dr
0
: (5.23)
Dabei haben wir  = ( 
2
   
1
)=( 
1
+  
2
) und die Green's-Funktion G(r   r
0
)
eingef

uhrt, die durch G(r  r
0
) =  Æ(r  r
0
) deniert ist.
Auch Adsorbate auf metallischen Ober

achen lassen sich formal als einfache
bin

are Mischungen betrachten, indem man adsorbierte Partikel als Teilchen
der Sorte A und unbesetzte Adsorptionspl

atze als hypothetische Teilchen der
Spezies B interpretiert. Aus dem Vergleich von Gl. (5.21) mit Gl. (5.18)
ergibt sich, da die Resultate aus [158, 159] unter bestimmten Bedingungen auf
reaktive Adsorbate mit lateralen Wechselwirkungen anwendbar sind. Dazu mu
die thermische Desorption (k
d;0
= 0) abwesend sein, der Wechselwirkungsradius
mu im Vergleich zu den charakteristischen Diusionsl

angen sehr kurz sein,
und die Bedeckung der untersuchten Muster darf nur sehr schwach um einen
Mittelwert variieren. Die in den vorangegangenen Abschnitten durchgef

uhrte
Analyse des vollen nichtlokalen Modells (5.1) ist hingegen allgemeing

ultig.
J. Verdasca u. a. [210] haben bereits die Cahn-Hilliard-Gleichung (5.19)
mit der freien Energie (5.20) auf die Untersuchung von Phasen

uberg

angen
erster Ordnung in Adsorbaten angewendet, die adsorbieren und assoziativ
(d.h., mit einer Kinetik zweiter Ordnung) desorbieren k

onnen. Diese Kinetik
wurde durch die Wahl des quadratischen Reaktionsterms
Q(c) = k
a
p
0
(1  c)  k
d
c
2
; (5.24)
ber

ucksichtigt. Hierbei wurde angenommen, da die Ratenkonstante k
d
der
Desorption unabh

angig vom Potential f

ur die lateralen Wechselwirkungen ist.
Wie wir bereits in Kapitel 4 und der Einleitung zu diesem Kapitel dargelegt
haben, mu f

ur thermische Desorption die Ratenkonstante von eben diesem
Potential abh

angen. In einer der Publikation [210] folgenden Diskussion wiesen
J. Verdasca u. a. [218] darauf hin, da die experimentellen Daten f

ur thermisch
desorbierende Systeme oft Abweichungen von dem zu erwartenden klassischen
Mean-Field-Resultat f

ur die Ratenkonstante k
d
= k
d;0
exp( 2u
0
c=k
B
T ) (mit
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homogener Bedeckung c) zeigten und da Gl. (5.24) deswegen immer noch
f

ur die ph

anomenologische Beschreibung thermisch desorbierender Adsorbat-
systeme von Nutzen sein k

onne. Da jedoch eine ohne

auere Energiezufuhr
adsorbierende und desorbierende Teilchensorte als in einem geschlossenen Sy-
stem bendlich betrachtet werden kann, mu das System trotz der Gegenwart
dieser ,,Gleichgewichtsreaktionen" in einen thermodynamischen Gleichgewichts-
zustand relaxieren, der unabh

angig von kinetischen KoeÆzienten wie der Dif-
fusionskonstante ist. Wie in Kapitel 4 gezeigt wurde, ist letzteres der Fall,
wenn eine entsprechend aktivierte Ratenkonstante der Desorption angenommen
wird. Aus dem Blickwinkel dieser Arbeit sind die experimentellen Abweichun-
gen von den lokalen Mean-Field-Vorhersagen eher auf inhomogene Verteilungen
der Bedeckung, die Nichtlokalit

at der Wechselwirkungen und r

aumlich hetero-
gene Desorptionseigenschaften zur

uckzuf

uhren. Die Ergebnisse von [210] sind
nur auf Situationen anwendbar, in denen die Desorption durch externe Ener-
giezufuhr aktiviert wird, die adsorbierten Teilchen jedoch praktisch nicht allein
aufgrund thermischer Fluktuationen desorbieren k

onnen. Ferner sei noch be-
merkt, da eine lineare Stabilit

atsanalyse f

ur das nichtlokale Modell (5.1) mit
einer bimolekularen anstelle einer monomolekularen Vernichtungsreaktion qua-
litativ das gleiche Ergebnis wie die Untersuchung in Kapitel 5.2.1 ergibt.
Schlielich sei noch erw

ahnt, da von D. Carati und R. Lefever [161] allge-
mein gezeigt wurde, da in Zweivariablensystemen im Gegensatz zu den bisher
betrachteten Modellen f

ur eine einzelne Spezies die Bildung von Mikrostruktu-
ren auch m

oglich ist, wenn das System im Gleichgewicht nicht spinodal mischt.
Auerhalb des spinodalen Bereichs wurde die Bifurkation deshalb ,,Ostwald
ripening freezing instability" (ORFI) getauft. Abschlieend sei nochmals dar-
auf hingewiesen, da f

ur Systeme mit langreichweitigen Wechselwirkungen die
Analyse der vollen nichtlokalen Gl. (5.1) n

otig wird.
5.2.4 Alternierende Wechselwirkungen
In unseren bisherigen Untersuchungen haben wir zumeist ein monotones Gau-
f

ormiges Potential u(r) f

ur die attraktive Paarwechselwirkung betrachtet [siehe
Gl. (5.3)]. In der Realit

at sind die Wechselwirkungen zwischen zwei adsorbier-
ten Teilchen jedoch sehr oft alternierend, d.h., f

ur kurze Abst

ande stoen sich
die zwei Partikel ab, und f

ur groe Abst

ande ziehen sie sich an. Dies ist bei-
spielsweise f

ur das eektive Wechselwirkungspotential von auf einkristallinem
Ruthenium(0001) adsorbierten Stickstoatomen der Fall [82].
F

ur ein allgemeines, durch Paarwechselwirkungen mit benachbarten ad-
sorbierten Teilchen hervorgerufenes Ober

achenpotential U(r) der Form (5.2)
lautet die Linearisierung der Dynamik aus Gl. (5.1) f

ur innitesimale St

orungen
Æc(x; t) = Æc exp(
k
t) exp(ikx) um eine homogene Phase mit Bedeckung c
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@
t
(Æc) =  (k
a
p
0
+ k
r
) Æc  k
d;0
exp( u
0
c=k
B
T ) (cÆU=k
B
T + Æc)
+DÆc+Dc(1  c)ÆU=k
B
T; (5.25)
wobei u
0
=  
R
u(r)dr die integrale St

arke der Paarwechselwirkung u(r)
bezeichnet. Sie ist so gew

ahlt, da sie f

ur eektiv attraktive Wechselwirkungen
positiv und f

ur eektiv repulsive Wechselwirkungen negativ ist. F

ur die lineare
Antwort ÆU(x; t) des Wechselwirkungspotentials auf die St

orungen Æc(x
0
; t) gilt
ÆU(x; t) = Æc(x; t)
1
Z
 1
u(x
0
) cos(kx
0
)dx
0
: (5.26)
Sie ist also direkt proportional zur einkomponentigen Fourier-
Kosinustransformierten des bin

aren Wechselwirkungspotentials u(r). Die
Dispersion 
k
[vgl. Gl. (5.6)] l

at sich also im allgemeinen Fall wie folgt
ausdr

ucken:

k
=  k
a
p
0
  k
r
+ k
d;0
exp( "c) ("c  1) Dk
2
[1  "c(1  c)]
 [k
d;0
c exp( "c) +Dc(1  c)k
2
] ["+
e
u(k)=k
B
T ]; (5.27)
wobei die Abk

urzungen
e
u(k) =
1
R
 1
u(x
0
) cos(kx
0
)dx
0
und " = u
0
=k
B
T verwendet
wurden.
Die Beitr

age zu 
k
in der ersten Zeile von Gl. (5.27) entsprechen lokalen
Beitr

agen, die in dem Grenzfall dominieren, wenn der Wechselwirkungsradius
wesentlich kleiner als die charakteristischen Diusionsl

angen ist. Die nichtlo-
kalen Beitr

age zur Dispersion stehen in der zweiten Zeile von Gl. (5.27). Es
ist leicht einzusehen, da diese Terme f

ur rein attraktive Wechselwirkungen
(u(r) < 0 f

ur alle r) immer negative, d.h., stabilisierende Beitr

age zur Disper-
sion liefern. In diesem Fall beruht der Mechanismus auf dem lokalen Beitrag
zur Dispersion, der f

ur bestimmte Wellenzahlen positiv werden kann, wenn der
eektive DiusionskoeÆzient D
eff
(c) = D [1 "c(1 c)] negativ wird, was wie-
derum f

ur " > 4 m

oglich wird. Dieser Mechanismus ist also unabh

angig von der
spezischen Form des attraktiven Paarpotentials. Im Fall monoton fallender,
rein repulsiver Wechselwirkungen (u(r) > 0 und u
0
(r) < 0 f

ur alle r) wirkt der
nichtlokale Beitrag zur Dispersion destabilisierend. Es l

at sich jedoch leicht
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zeigen, da dann immer 
k
<  k
a
p
0
  k
r
  k
d;0
exp( "c) gilt, d.h., da der
nichtlokale Beitrag nie gro genug wird, um den stabilisierenden Einu der
lokalen Terme auf die homogene Phase zu

ubertreen. Die Instabilit

at tritt
deshalb f

ur monotone, rein repulsive Wechselwirkungen nicht auf.
Wie bereits erw

ahnt, ist das Potential der Paarwechselwirkung in der Rea-
lit

at oft alternierend, d.h., repulsiv f

ur kurze Abst

ande und attraktiv f

ur groe
Entfernungen zwischen zwei adsorbierten Teilchen. In diesem Fall ist aus Gl.
(5.27) leicht ersichtlich, da die M

oglichkeit von Instabilit

aten der homoge-
nen Phase entscheidend vom Vorzeichen der integralen Paarwechselwirkung u
0
abh

angt. W

ahrend f

ur ein eektiv attraktives Potential (u
0
> 0) der lokale
Beitrag zur Dispersion einen Stabilit

atswechsel der homogenen Phase bewirken
kann, ist dies f

ur eektiv repulsive Wechselwirkungen nicht m

oglich.
Als Beispiel wollen wir zun

achst ein bin

ares Morse-Potential betrachten
u(r) =  
u
0
r
0
exp( r=r
0
) [exp(r
m
=r
0
)  4]
 1
[exp( (r   r
m
)=r
0
)  2]: (5.28)
Gilt u
0
> 0 und exp(r
m
=r
0
)  [2; 4], so ist dieses Potential eektiv attraktiv
und repulsiv f

ur kleine Abst

ande (u(r = 0) > 0). Es besitzt ein Minimum bei
r = r
m
. F

ur
e
u(k) gilt in diesem Fall
e
u(k) =  4u
0
[exp(r
m
=r
0
)  4]
 1
"
exp(r
m
=r
0
)
4 + r
2
0
k
2
 
1
1 + r
2
0
k
2
#
: (5.29)
Es ist nun leicht zu zeigen, da der nichtlokale Beitrag zur Dispersion f

ur das
Morse-Potential (5.28) mit u
0
> 0 und exp(r
m
=r
0
)  [2; 4] immer eine stabili-
sierende Wirkung auf die homogene Phase aus

ubt. Die symmetriebrechende
Bifurkation beruht nun wiederum auf den lokalen Beitr

agen zur Dispersion;
f

ur langreichweitige Wechselwirkungen wird die Instabilit

at zunehmend unter-
dr

uckt.
Da die nichtlokalen Beitr

age in Gl. (5.27) f

ur alternierende, eektiv
attraktive Potentiale auch destabilisierend auf die homogene Phase wirken
k

onnen, wenn das Paarwechselwirkungspotential f

ur kurze Abst

ande attraktiv
ist, wird bei Betrachtung des folgenden sinoidal oszillierenden Potentials mit
exponentieller D

ampfung deutlich
u(r) =  
u
0
2r
0
(1 + r
2
0
k
2
0
) exp( r=r
0
) cos(k
0
r): (5.30)
In diesem Fall gilt f

ur
e
u(k)
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e
u(k) =  
u
0
2
(1 + r
2
0
k
2
0
)
"
1
1 + r
2
0
(k   k
0
)
2
+
1
1 + r
2
0
(k + k
0
)
2
#
: (5.31)
Somit folgt f

ur den Faktor ["+
e
u(k)=k
B
T ] in der zweiten Zeile von Gl. (5.27)
"+
e
u(k)=k
B
T =
"r
2
0
k
2
(1 + r
2
0
k
2
  3r
2
0
k
2
0
)
(1 + r
2
0
(k   k
0
)
2
)(1 + r
2
0
(k + k
0
)
2
)
: (5.32)
Dieser Beitrag kann deshalb f

ur hinreichend groe r
0
und k
0
negativ werden
und eine destabilisierende Wirkung des nichtlokalen Beitrags in Gl. (5.27) her-
vorrufen.
Zusammenfassend sei nochmals festgestellt, da das Auftreten der Turing-
artigen Instabilit

at f

ur alternierende Wechselwirkungen durch das Vorzeichen
der integralen St

arke der Wechselwirkung u
0
bestimmt wird. Sind die Paar-
wechselwirkungen eektiv repulsiv (u
0
< 0), so tritt keine Instabilit

at auf, an-
dernfalls (u
0
> 0) f

uhrt sie bei geeigneter Wahl der Parameter zur Bildung
station

arer Mikrostrukturen.
5.3 Schwach nichtlineare Analyse
In diesem Abschnitt wird eine schwach nichtlineare Theorie f

ur die Dynamik
aus Gl. (5.1) entwickelt. Dies f

uhrt auf universelle nichtlineare Gleichungen
f

ur die Amplituden der kritischen Moden in der N

ahe des Bifurkationspunktes,
deren KoeÆzienten entscheiden, ob die Bifurkation sub- oder superkritisch ist
und welche der entstehenden Muster stabil sind. Die folgende Analyse werden
wir uns auf den Fall quasi-eindimensionaler Strukturen, d.h., zweidimensionaler
Streifenmuster, beschr

anken.
Die Dynamik der Adsorbatbedeckung in Gl. (5.1) l

at sich auf die charak-
teristischen Zeit- bzw. L

angenskalen des Adsorptionsprozesses umskalieren.
Dadurch ist f

ur eine Charakterisierung des Systems ein Parameter weniger
n

otig. Man erh

alt
@
t
c = 1  c  c  
 1
c exp [U(r)=k
B
T ]
+c+r [c(1  c)rU(r)=k
B
T ] +
e
(r; t): (5.33)
Die deterministische Dynamik des Systems ist nun vollst

andig durch die dimen-
sionslosen Parameter  = k
a
p
0
=k
d;0
,  = k
r
=k
a
p
0
und " = u
0
=k
B
T charakteri-
siert, wobei u
0
die St

arke des attraktiven bin

aren Potentials u(r) aus Gl. (5.3)
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bezeichnet. In dieser Skalierung werden Zeiten in Einheiten von (k
a
p
0
)
 1
und
L

angen in Einheiten der charakteristischen L

ange L
ad
= (D=k
a
p
0
)
1=2
gemessen;
f

ur den Fluktuationsterm in Gl. (5.33) gilt
e
(r; t) = (r; t)=k
a
p
0
mit (r; t) aus
Gl. (5.4).
Im folgenden wollen wir das Auftreten einer Turing-artigen Instabilit

at
in Abh

angigkeit vom Wechselwirkungsradius r
0
betrachten. Der homoge-
nene station

are Zustand wird instabil bez

uglich inhomogener St

orungen,
wenn der Wechselwirkungsradius den kritischen Wert r
c
unterschreitet. Der
kritische Radius ist als L

osung der folgenden transzendenten Gleichung gegeben
0 =  1   + 
 1
exp( "c
0
)f"c
0
exp( r
2
c
k
2
c
=4)  1g
 (k
c
L
ad
)
2
f1  "c
0
(1  c
0
) exp( r
2
c
k
2
c
=4)g; (5.34)
wobei k
c
die kritische Wellenzahl der ersten instabilen Mode und c
0
die Be-
deckung in der homogenen Phase bezeichnen. Auerdem ist L
ad
= (D=k
a
p
0
)
1=2
.
Der Abstand zum Bifurkationspunkt ist durch den Paramter Æ = (r
2
c
 r
2
0
)
1=2
=r
c
charakterisiert. F

ur Æ  1, d.h., hinreichend nahe am Bifukationspunkt ist
die Amplitude der entstehenden r

aumlich periodischen Muster sehr klein.
Die Bedeckung c(r; t) kann um den (gerade instabil gewordenen) station

aren
homogenen Zustand c
0
an der Instabilit

at wie folgt entwickelt werden
c(r; t) = c
0
+ Æc
1
+ Æ
2
c
2
+ Æ
3
c
3
+ ::::: : (5.35)
In dieser Gleichung ist c
1
eine Linearkombination der instabilen Moden; c
2
und
c
3
entsprechen schwach nichtlinearen Kopplungen dieser Moden. Aus diesem
Ansatz folgen die EntwicklungskoeÆzienten f

ur das in Gl. (5.33) enthaltene
nichtlokale Wechselwirkungspotential U(r; t). Zun

achst setzen wir allgemein
an
U(r; t)=k
B
T =  "
h
c
0
+ ÆV
1
+ Æ
2
V
2
+ Æ
3
V
3
+ :::::
i
: (5.36)
Somit lautet die Linearisierung der deterministischen Dynamik aus Gl. (5.33)
@
t
c
1
=  (1 + )c
1
+ 
 1
exp( "c
0
)("c
0
V
1
  c
1
)
+c
1
  "c
0
(1  c
0
)V
1
: (5.37)
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Die linearisierte Dynamik wird durch den folgenden allgemeine Ansatz f

ur c
1
gel

ost
c
1
(r; t) =
m
X
j=1
[A
j
(T
1
; T
2
; :::; X
1j
; Y
1j
; X
2j
; Y
2j
; ::::) exp(ik
j
r) + cc:] : (5.38)
Hierbei sind die A
j
die komplexen Amplituden der kritischen Moden mitWellen-
vektor k
j
. Im Vergleich zu der f

ur die Relaxation einer Anfangsverteilung (mit
beliebig vielen angeregten Moden) auf die kritischen Moden ben

otigten Zeit, va-
riieren die Amplituden nur langsam, weshalb hier die Hierarchie von Zeitskalen
T
l
= Æ
l
t (l = 1; 2; :::) eingef

uhrt wurde. Langwellige Modulationen der A
j
auf-
grund von Kopplungen der kritischen Moden exp(ik
j
r) an die kurz nach der Bi-
furkation entstehenden instabilen Seitenb

ander sind durch deren Abh

angigkeit
von der langwelligen Skalenhierarchie X
1j
; Y
1j
; X
2j
; Y
2j
; ::: ber

ucksichtigt. Da-
bei bezeichnen die X
l j
die Koordinate in Richtung des kritischen Wellenvektors
und die Y
l j
die Koordinate in der dazu orthogonalen Richtung. Es l

at sich
zeigen (siehe z.B. [189]), da die zu w

ahlenden Skalen folgendermaen von Æ
abh

angen: X
1j
= Æx
j
, Y
1j
= Æ
1=2
y
j
, X
lj
= Æ
l
x
j
und Y
lj
= Æ
l
y
j
(l = 2; 3; :::).
In einer Dimension sind die kritischen Moden durch die Skalare k
i
= k
c
indiziert. Im zweidimensionalen System liegen die kritischen Wellenvektoren
auf einem Kreis mit Radius jk
i
j = k
c
. Da Bedeckungen chemischer Spezies
reelle Gr

oen sind, m

ussen aktive Moden paarweise mit entgegengesetzten
Wellenvektoren auftreten. Jeder Satz von Wellenvektoren legt ein entsprechen-
des Muster fest. Im allgemeinen erh

alt man f

ur m = 1 Streifen, f

ur m = 2
Quadrate oder Rhomben, f

ur m = 3 Hexagone und f

ur m > 3 quasi-kristalline
Strukturen. Die

Uberg

ange von Streifenmustern zu verschiedenen Phasen mit
hexagonaler Symmetrie f

ur ein Modell des Cahn-Hilliard-Typs (5.19) sind
ausf

uhrlich im Rahmen von Amplitudengleichungen in [210] untersucht worden.
Hier werden wir uns auf die Untersuchung von Streifenmustern (d.h., von
eektiv eindimensionalen Strukturen mit m = 1) im Rahmen des nichtlokalen
Modells (5.33) beschr

anken. Der Ansatz (5.38) vereinfacht sich dann zu
c
1
(r; t) = A(T
1
; T
2
; :::; X
1
; X
2
; ::::) exp(i k
c
x
0
) + cc: (5.39)
Die Frage, ob die Streifenmuster

uber eine sub- oder eine superkritische
Bifurkation entstehen, l

at sich nur durch die Betrachtung nichtlinearer Ord-
nungen der Dynamik in Æ entscheiden. Die Ber

ucksichtigung der Beitr

age zu den
verschiedenen Ordnungen in Æ f

uhrt auf eine Hierarchie inhomogener linearer
Gleichungen, die iterativ gel

ost werden m

ussen. Als L

osbarkeitsbedingungen
dieser Gleichungen erh

alt man nach dem Theorem von Fredholm nichtlineare
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partielle Dierentialgleichungen f

ur die Amplituden A und A

der kritischen
Moden. Im folgenden werden wir die Dynamik bis zur dritten Ordnung in Æ
betrachten.
Zun

achst werden die in Gl. (5.33) auftretenden zeitlichen und r

aumlichen
Dierentialoperatoren auf den eingef

uhrten Skalenhierarchien entwickelt
@
t
= @
t
0
+ Æ@
T
1
+ Æ
2
@
T
2
+ ::::: ;
@
x
= @
x
0
+ Æ@
X
1
+ Æ
2
@
X
2
+ ::::: : (5.40)
In der nun folgenden Herleitung der KoeÆzienten der Amplitudengleichungen
wird der Index von x
0
fallengelassen, d.h., x anstelle von x
0
geschrieben.
Die EntwicklungskoeÆzienten V
j
aus Gl. (5.36) lassen sich iterativ

uber das
Einsetzen der Entwickung (5.35) in die Denition von U(r; t) berechnen
U(r; t)=k
B
T =  "
2
4
c
0
+
1
X
j=1
Æ
j
1
Z
 1
v(jr  r
0
j) c
j
(r
0
; t) dr
0
3
5
; (5.41)
wobei v(r) das auf Eins normierte dimensionslose Paarwechselwirkungspoten-
tial bezeichnet. Zun

achst l

at sich der zu Æ proportionale Term betrachten.
Substitution von Gl. (5.39) ergibt f

ur den Term erster Ordnung in Gl. (5.41)
 " Æ
8
<
:
exp [ik
c
x]
1
Z
 1
v(x
0
  x) exp [ik
c
(x
0
  x)] A(T
i
; X
0
i
)dx
0
+ cc
9
=
;
=  " exp [ik
c
x]
1
X
l=1
1
X
j=0
(
1
j!
Æ
l j+1
@
j
X
l
A(T
i
; X
i
)

1
Z
 1

j
v() exp [ik
c
] d
9
=
;
+ cc; (5.42)
wobei der langwellige Anteil von c
1
(x; t) in einer Taylor-Reihe entwickelt wurde.
Betrachtet man das normierte Gau-f

ormige Paarwechselwirkungspotential
v(x) = (r
2
0
)
 1=2
exp( x
2
=r
2
0
), so gilt f

ur den Term erster Ordnung in Gl. (5.36)
V
1
(r; t) = exp( r
2
c
k
2
c
=4)A(T
i
; X
i
) exp(ik
c
x) + cc: (5.43)
Man beachte jedoch, da die Entwicklung (5.42) auch Terme h

oherer Ordnung
enth

alt.
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Sammeln der Beitr

age zweiter Ordnung in Æ zur in Gl. (5.33) beschriebenen
Dynamik ergibt die folgende lineare inhomogene Gleichung f

ur c
2

@
t
+ 1 +    @
2
x

c
2
=  @
T
1
c
1
+ "(2c
0
  1) exp( r
2
c
k
2
c
=4) @
x
(c
1
@
x
c
1
)
+2
n
1  "c
0
(1  c
0
) exp( r
2
c
k
2
c
=4)
o
@
X
1
(@
x
c
1
)
+
 1
exp( "c
0
)f"c
0
V
2
  c
2
+ "c
1
V
1
  "
2
c
0
V
2
1
=2g
 "c
0
(1  c
0
)@
2
x
V
2
: (5.44)
Da diese Gleichung nur quadratische Nichtlinearit

aten in c
1
enth

alt, ergibt sich
der folgende allgemeine L

osungsansatz f

ur c
2
c
2
(r; t) =
2
X
j= 2

j
(T
1
; T
2
; :::; X
1
; X
2
; ::::) exp [ijk
c
x] ; (5.45)
w

ahrend f

ur den Term zweiter Ordnung in der Entwicklung (5.36) des Wech-
selwirkungspotentials gilt
V
2
(r; t) =
2
X
j= 2

j
exp(ijk
c
x)
1
Z
 1
v(x
0
  x) exp [ijk
c
(x
0
  x)] dx
0
+
(
@
X
1
A exp(ik
c
x)
1
Z
 1
(x
0
  x) v(x
0
  x) exp [ik
c
(x
0
  x)] dx
0
+cc
)
: (5.46)
F

ur die spezielle Wahl des bin

aren Wechselwirkungspotentials v(x) =
(r
2
0
)
 1=2
exp( x
2
=r
2
0
) gilt
V
2
(r; t) =
n
ir
2
c
L
 1
ad
k
c
=2 exp( r
2
c
k
2
c
=4) exp(ik
c
x) @
X
1
A+ cc
o
+f
0
=2 + 
1
exp(ik
c
x) exp( r
2
c
k
2
c
=4)
+
2
exp(2ik
c
x) exp( r
2
c
k
2
c
) + ccg: (5.47)
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Projiziert man nun Gl. (5.44) auf die erste Fouriermode, d.h., betrachtet
man nur Terme, die von x wie exp(ik
c
x) abh

angen, so erh

alt man die
L

osbarkeitsbedingung (,,Fredholm-Alternative")
 
k
c

1
=  @
T
1
A  2ik
c
L
ad
@
k
2

k
j
k
c
@
X
1
A; (5.48)
woraus @
T
1
A = 0 folgt, da 
k
c
= @
k
2

k
j
k
c
= 0 aufgrund der Denition des Bifur-
kationspunktes gilt. Analog erh

alt man aus der Betrachtung der zu exp( ik
c
x)
proportionalen Terme die Bedingung @
T
1
A

= 0: Somit sind A und die 
j
un-
abh

angig von T
1
und in jeweils niedrigster Ordnung in Æ Funktionen vonX  X
1
und T  T
2
.
Setzt man den Ansatz (5.45) in Gl. (5.44) ein, so ergeben sich die Entwick-
lungskoeÆzienten 
0
(T; :::; X;X
2
; :::) und 
2
(T; :::; X;X
2
; :::) zu

0
= 
 1
" exp( "c
0
) exp( r
2
c
k
2
c
=4)[2  "c
0
exp( r
2
c
k
2
c
=4)]
[1 +    
 1
exp( "c
0
)("c
0
  1)]
 1
jAj
2
; (5.49)
und

2
= 

 2
=
n
 2"k
2
c
L
2
ad
(2c
0
  1) exp( r
2
c
k
2
c
=4) + 
 1
" exp( "c
0
)
 exp( r
2
c
k
2
c
=4) [1  "c
0
exp( r
2
c
k
2
c
=4)=2]
o

n
1 +  + 4k
2
c
L
2
ad
[1  "c
0
(1  c
0
) exp( r
2
c
k
2
c
)]
  
 1
exp( "c
0
) ["c
0
exp( r
2
c
k
2
c
)  1]
o
 1
 A
2
; (5.50)
w

ahrend 
1
(T; :::; X;X
2
; :::) = 

 1
frei w

ahlbar ist.
In der Ordnung Æ
3
f

uhrt Einsetzen des allgemeinen Ansatzes
c
3
(x;X;X
2
; :::; T; :::) in Gl. (5.41) auf den folgenden Ausdruck f

ur den
Entwicklungsterm des Wechselwirkungspotentials V
3
aus Gl. (5.36)
V
3
(x; t) =
1
p
r
c
1
Z
 1
exp
h
 (x
0
  x)
2
=r
2
c
i
c
3
(x
0
; X;X
2
; :::; T ) dx
0
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+
(
r
2
c
4L
2
ad
 
1 
r
2
c
k
2
c
2
!
exp( r
2
c
k
2
c
=4)@
2
X
A exp(ik
c
x) + cc
)
+
n
ik
c
L
 1
ad
r
2
c
@
X
h

1
exp(ik
c
x) exp( r
2
c
k
2
c
=4)=2
+ 
2
exp(2ik
c
x) exp( r
2
c
k
2
c
)
i
+ cc
o
: (5.51)
In dritter Ordnung ergibt sich (wiederum durch Projektion auf die erste
Fourier-Komponente) die L

osbarkeitsbedingung (mit reellen KoeÆzienten)
@A(T;X)
@T
=
e
A +  jAj
2
A+D
A
@
2
A
@X
2
: (5.52)
In dieser Amplitudengleichung f

ur die aktive Mode ist der lineare KoeÆzient
immer positiv, denn es gilt
e
 =
"c
0
4
n
(1  c
0
) exp

 r
2
c
k
2
c
=4

L
2
ad
k
2
c
+ 
 1
exp( "c
0
)
o
r
2
c
k
2
c
: (5.53)
F

ur den DiusionskoeÆzienten ergibt sich
D
A
= 1 + "c
0
exp

 r
2
c
k
2
c
=4



(1  c
0
)

 1 +
5
4
r
2
c
k
2
c
 
1
8
r
4
c
k
4
c

+
 1
exp( "c
0
)

1 
1
2
r
2
c
k
2
c

r
2
c
L
 2
ad
4
)
=  
1
2
d
2

k
dk
2
j
k
c
: (5.54)
Da die Dispersion 
k
bei k
c
ein Maximum hat, ist D
A
ebenfalls immer positiv.
Dies ist f

ur den KoeÆzienten des kubischen Terms in Gl. (5.52) anders: Er
kann in Abh

angigkeit von den Parametern sein Vorzeichen wechseln. Hat er
ein negatives Vorzeichen, so liegt eine superkritische Turing-Bifurkation vor.
In dem (der Bifurkation sehr nahen) Bereich, in dem die homogene Phase
instabil ist, existiert eine stabile r

aumlich periodische station

are L

osung, deren
Amplitude proportional Æ anw

achst. Ist  hingegen positiv, so ist der

Ubergang
subkritisch, und der entstehende r

aumlich periodische Zustand ist instabil.
In diesem Fall existiert typischerweise eine r

aumlich periodische Verteilung
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mit groer Amplitude, die

uber eine sekund

are Bifurkation entsteht und in
einem beschr

ankten Parameterbereich auch mit dem stabilen homogenen Prol
koexistiert. Zur Beschreibung der nichtlinearen Dynamik der kritischen Moden
reicht nun die kubische Ordnung in Æ nicht mehr aus. Beitr

age zur Dynamik, die
von h

oherer Ordnung in Æ sind, m

ussen dann ber

ucksichtigt werden (siehe z.B.
[219, 220, 221, 222] f

ur die quintische komplexe Ginzburg-Landau-Gleichung).
F

ur die Dynamik aus Gleichung (5.33) ergibt sich der folgende Ausdruck f

ur
den kubischen KoeÆzienten in Gl. (5.52)
 =  "L
2
ad
k
2
c
exp( r
2
c
k
2
c
=4)  "L
2
ad
k
2
c
(2c
0
  1)
f2 exp( r
2
c
k
2
c
)  exp( r
2
c
k
2
c
=4)g
b

2
 
 1
"
2
exp( "c
0
) exp( r
2
c
k
2
c
=2)f3  "c
0
exp( r
2
c
k
2
c
=4)g=2
 "(2c
0
  1)L
2
ad
k
2
c
exp( r
2
c
k
2
c
=4)
b

0
  
 1
" exp( "c
0
)
f("c
0
exp( r
2
c
k
2
c
=4)  1) exp( r
2
c
k
2
c
)  exp( r
2
c
k
2
c
=4)g
b

2
 
 1
" exp( "c
0
)

h
1 + (1  "c
0
) exp( r
2
c
k
2
c
=4)
i
b

0
; (5.55)
wobei wir
b

0
= 
0
= jAj
2
und
b

2
= 
2
=A
2
gesetzt haben.
Abbildung 5.8 (a) zeigt die Abh

angigkeit des kritischen Wechselwirkungs-
radius r
c
am Bifurkationspunkt von der dimensionslosen Ratenkonstante  in
Abwesenheit thermischer Desorption f

ur " = 5. Jedem kritischen Wechselwir-
kungsradius entsprechen zwei Werte von , die den beiden Grenzen des insta-
bilen Bereichs in der Parameterebene (, ") entsprechen (vgl. Abb. 5.3). Bei
Erreichen eines maximalenWechselwirkungsradius verschwindet die Instabilit

at
(siehe Kapitel 5.2). In Abb. 5.8 (b) ist die Abh

angigkeit des kubischen KoeÆ-
zienten  in Gl. (5.52) von  f

ur " = 5 und 
 1
= 0 dargestellt. Betrachtet man
diese Abbildung zusammen mit (a), so erkennt man, da die symmetriebrechen-
de Bifurkation zu gestreiften Mikrostrukturen f

ur sehr kleine Wechselwirkungs-
radien subkritisch ist ( > 0), w

ahrend sie hinreichend nahe am maximalen
Wechselwirkungsradius superkritisch ist. Abbildung 5.9 zeigt die Entwicklung
dieser beiden Kurven bei gradueller Erh

ohung der dimensionslosen Ratenkon-
stante 
 1
der thermischen Desorption. Aus Abb. 5.9 (a) ist ersichtlich, da
der Wechselwirkungsradius am Bifurkationspunkt bei Erh

ohung von 
 1
gr

oer
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Abb. 5.8: (a) Abh

angigkeit des dimensionslosen kritischen Wechselwirkungsradius

c
= r
c
=L
r
von der dimensionslosen Ratenkonstante  = k
r
=k
a
p
0
. (b) Abh

angigkeit
des kubischen KoeÆzienten  aus Gl. (5.52) von . F

ur beide Kurven ist " = 5, und
thermische Desorption ist abwesend (
 1
= 0).
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Abb. 5.9: (a) Abh

angigkeit des dimensionslosen kritischen Wechselwirkungsradius

c
= r
c
=L
r
von der Bedeckung der homogenen Phase an der Instabilit

at c
0
f

ur " = 5
und 
 1
= 0 (durchgezogene Linie), 
 1
= 5 (gepunktet), 
 1
= 9 (gestrichelt),

 1
= 10 (strich-punktiert) und 
 1
= 12 (grob gestrichelt). Liegen zwei Kurven f

ur
einen bestimmten Wert von 
 1
vor, so entspricht die linke Kurve der d

unnen Phase
und die rechte der dichten Phase. (b) Abh

angigkeit des kubischen KoeÆzienten  aus
Gl. (5.52) von c
0
f

ur " = 5 und 
 1
= 0 (durchgezogene Linie), 
 1
= 5 (gepunktet),

 1
= 9 (gestrichelt) und 
 1
= 10 (strich-punktiert, im Bildausschnitt ist nur die
Kurve f

ur die dichte Phase zu sehen, die Kurve f

ur die d

unn besetzte Phase liegt bei
h

oheren Werten von ).
wird. Ist 
 1
hinreichend gro, so da ein Phasen

ubergang in der homogenen
Bedeckung entstanden ist und " > "
cp
gilt, so entstehen zwei Kurven, wobei
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die Kurve bei niedrigen  der Stabilit

atsgrenze der dichten homogenen Phase
entspricht, w

ahrend die Stabilit

atsgrenze der d

unnen Phase bei h

oheren  liegt.
Abbildung 5.9 (b) zeigt, da der kubische KoeÆzient  aus Gl. (5.52) f

ur festes
c
0
bei Erh

ohung von 
 1
ansteigt, d.h., die Bifurkation subkritischer wird. Wie
gezeigt, ist die Bifurkation bereits f

ur alle Werte von  subkritisch, wenn bei
Erh

ohung von 
 1
die dimensionslose Wechselwirkungsst

arke " den Wert des
kritischen Punktes "
cp

uberschreitet.
Wie wir im vorangegangenen Kapitel bereits gezeigt haben [vgl. Abb.
(5.2)], kann die Turing-artige Bifurkation auch in dem Bereich auftreten,
in dem zwei (bez

uglich homogener St

orungen) stabile homogene Zust

ande
koexistieren, wenn die thermische Desorptionsrate im Vergleich zur Rate der
Nichtgleichgewichtsreaktion hinreichend stark ist. Wir haben gesehen, da bei
der Ann

aherung der Turing-artigen Instabilit

at an die Grenzen dieses Bereichs,
d.h. f

ur r
0
! r
max
, die kritische Wellenl

ange divergiert (d.h., k
c
! 0). Im
Hinblick auf die Beobachtbarkeit in Experimenten ist die Frage interessant, ob
in dieser Situation die an der Bifurkation entstehenden Muster im Gegensatz
zu dem in Abb. 5.9 gezeigten Fall auch stabil sein k

onen. Dies w

are gegeben,
wenn der kubische KoeÆzient  in Gl. (5.52) negativ werden w

urde. Im
Grenzfall k
c
L
ad
! 0 gilt
b

0
= 
 1
" exp( "c
0
)(2  "c
0
)
[1 +    
 1
exp( "c
0
)("c
0
  1)]
 1
; (5.56)
und
b

2
=
b

0
=2; (5.57)
und somit f

ur  im Limes k
c
L
ad
! 0
 =  
 1
"
2
exp( "c
0
)(3  "c
0
)=2
+1:5
 2
"
2
exp( 2"c
0
) ("c
0
  2)
2
[1 +    
 1
exp( "c
0
)("c
0
  1)]
 1
: (5.58)
Da der letzte Faktor im zweiten Term auf der rechten Seite dieser Gleichung
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gerade 
 1
k=0
entspricht und die kritische Wellenzahl k
c
Null erreicht, wenn die
Stabilit

atsgrenze mit der entsprechenden Koexistenzgrenze f

ur homogene Pha-
sen zusammenst

ot [vgl. Gl. (5.14)], also 
k=0
ebenfalls Null wird, divergiert
eben dieser zweite Term f

ur k
c
L
ad
! 0. In diesem Grenzfall gilt somit im-
mer  > 0, d.h., divergiert die Wellenl

ange der ersten instabilen Mode, so ist
die Bifurkation immer subkritisch. Somit m

ussen an der Bifurkation entste-
hende station

are Strukturen, deren charakteristische Wellenl

ange zu gro ist,
ebenfalls instabil sein.
Die hier durchgef

uhrte Analyse war auf streifenartige Muster mit einer ein-
zelnen angeregten Mode beschr

ankt. Gekoppelte Amplitudengleichungen f

ur
drei angeregte Moden mit unterschiedlichen Richtungsvektoren wurden von J.
Verdasca u. a. [210] im Rahmen der Cahn-Hilliard-Gleichung (5.19) mit der
freien Energie (5.20) und dem Reaktionsterm (5.24) hergeleitet und detailliert
untersucht. Diese Autoren fanden in Abh

angigkeit von der Bedeckung der ho-
mogenen Phase an den R

andern des instabilen Bereichs jeweils subkritische Bi-
furkationen zu hexagonal-symmetrischen Mustern und im Innern dieses Bereichs
hysteretische

Uberg

ange zu Streifenmustern, die in den Amplitudengleichungen
in der Mitte des instabilen Bereichs erscheinen. Das Auftreten von labyrinthi-
schen Mustern in numerischen Simulationen f

ur diesen Bereich weist auf eine
transversale Instabilit

at der Streifenmuster hin.
5.4 Numerische Simulationen
5.4.1 Deterministische Dynamik
Die Langzeitdynamik des Systems (5.1) wurde in numerischen Simulationen un-
tersucht. Im eindimensionalen System f

uhrt die Instabilit

at immer zur Bildung
station

arer periodischer Strukturen. Abbildung 5.10 zeigt zwei charakteristi-
sche Beispiele f

ur diese Muster. Die in Abb. 5.10 (a) gezeigte Struktur hat
eine kleine Amplitude, und ihr Prol ist fast harmonisch. Deswegen kann sie
durch die N

aherung (5.15) beschrieben werden. Den in (a) gezeigten Muster-
typ ndet man in der direkten Nachbarschaft superkritischer Instabilit

aten. Im
Gegensatz dazu ist die in Abb. 5.10 (b) gezeigte Struktur durch zwei verschie-
dene L

angenskalen charakterisiert, sie stellt eine periodische Anordnung von
Dom

anen mit scharfen Grenzen dar. Die r

aumliche Periode der Dom

anen ist
dabei wesentlich gr

oer als der charakteristische Radius der Wechselwirkungen.
Die Breite der Dom

anengrenzen entspricht aber ungef

ahr diesem Radius. Au-
erdem variiert die Bedeckung innerhalb dieser Grenzen betr

achtlich. Dieser
stark anharmonische Mustertyp kann deshalb nur mit Hilfe der vollen nicht-
lokalen Gleichung (5.1) modelliert werden. Man erh

alt ihn fast im gesamten
instabilen Bereich der Bifurkationsdiagramme aus Abschnitt 5.2. Abbildung
5.11 zeigt die Entstehung einer anharmonischen station

aren Mikrostruktur aus
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der innitesimal gest

orten homogenen Phase im eindimensionalen System. Am
Anfang ist die Dynamik durch das lineare Wachstum der instabilsten Mode
charakterisiert. Darauf folgt ein nichtlinearer Selektionsproze der instabilen
Moden, bis das System schlielich auf den station

aren r

aumlich periodischen
Zustand relaxiert.
Innerhalb der Kuspenregion in Abb. 5.2 existieren zwei verschiedene homo-
gene Phasen mit dichter bzw. d

unner Bedeckung. Typischerweise ist eine der
beiden Phasen stabil bez

uglich inhomogener St

orungen, w

ahrend die andere in-
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Abb. 5.10: Bedeckungsprole station

arer Mikrostrukturen im eindimensionalen Sy-
stem f

ur (a)  = 0:3846;  = 0:52; " = 6; 
0
= 0:0447; L = 3:8L
r
und (b)
 = 0:1;  = 0:2; " = 6; 
0
= 0:0141; L = 1:15L
r
.
t
x
Abb. 5.11: Zeitliche Entwicklung des in Abb. 5.10 gezeigten eindimensionalen Prols
aus einer Anfangsbedingung mit leicht gest

orter homogener Phase. Gezeigt ist ein
Zeitraum von ungef

ahr 4k
 1
d;0
.
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stabil ist. Es gibt jedoch kleine Parameterbereiche (Bereich VI in den Abb. 5.2
und 5.4), in denen die beiden homogenen Phasen instabil sind. Verschiedene An-
fangsbedingungen f

uhren dann zur Bildung unterschiedlicher Mikrostrukturen,
die sich im eindimensionalen System durch ihre r

aumliche Periode unterschei-
den, w

ahrend im zweidimensionalen System auch Strukturen unterschiedlicher
Morphologie koexistieren k

onnen. Abbildung 5.12 zeigt die Zeitentwicklung ei-
ner Anfangsbedingung, bei der in der einen H

alfte des Systems ein mikrostruk-
turierter Zustand mit charakteristischer Wellenzahl k
1
vorliegt und das System
sich in der anderen H

alfte in einem Zustand mit Wellenzahl k
2
6= k
1
bendet.
Wie man aus Betrachtung von Abb. 5.13 erkennt, entwickelt sich das System
zu einer vollkommen periodischen Struktur, deren Wellenzahl als arithmetisches
Mittel von k
1
und k
2
gegeben ist. Die Bildung neuer und die Vernichtung alter
Dom

anen mit erh

ohter Bedeckung werden demnach unterdr

uckt. Dieses Ver-
halten erinnert stark an ,,frustrierte" Zust

ande, wie sie in strukturbildenden
Gleichgewichtssystemen endlicher L

ange beobachtet wurden [14].
x
t
Abb. 5.12: Zeitentwicklung einer jeweils zur H

alfte in einer der beiden koexistieren-
den mikrostrukturierten Phasen bendlichen Anfangsverteilung im eindimensionalen
System f

ur  = 0:0807,  = 0:5, " = 6:4, 
0
= 0:12 und L = 64L
r
. Die gezeigte
Simulation erstreckt sich

uber den Zeitraum T = 36538k
 1
d;0
.
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Abb. 5.13: Der charakteristische Abstand aufeinanderfolgender Maxima der Be-
deckung in Einheiten von L
r
(x) ist

uber dem Ort zu den Zeitpunkten t = 0
(durchgezogene Linie), t = 7692 k
 1
d;0
(gestrichelte Linie) und t = 36538 k
 1
d;0
(gepunk-
tete Linie) f

ur die Simulation aus Abb. 5.12 dargestellt.
In zweidimensionalen Systemen f

uhrt die Instabilit

at zur Entwicklung
r

aumlicher Muster, deren Struktur sich f

ur lange Zeiten einer hexagonal-
symmetrischen Anordnung kreisf

ormiger Dom

anen oder einer irregul

aren laby-
rinthischen Verteilung ann

ahert. Die sp

ate Entwicklungsphase anharmonischer
Mikrostrukturen, in der die instabilen Moden nichtlinear interagieren, verl

auft
viel langsamer als im eindimensionalen System. Deshalb ist es in den bisher
durchgef

uhrten Simulationen noch nicht gelungen, den f

ur t ! 1 zu erwar-
tenden, vollkommen symmetrischen Endzustand zu erreichen. Dennoch liegen
die in Abb. 5.14 gezeigten Momentaufnahmen nahe genug an diesem Endzu-
stand, um die wesentlichen morphologischen Klassen der entstehenden Muster
zu unterscheiden.
Wird die dimensionslose St

arke " der lateralen Wechselwirkung f

ur feste
Werte von  und  schrittweise erh

oht, so ndet man morphologische

Uberg

ange
von einer hexagonal-symmetrischen periodischen Anordnung dicht bedeckter
Dom

anen vor einem d

unn besetzten Hintergrund [Abb. 5.14 (a), (b)]

uber
komplexe labyrinthische Phasen [Abb. 5.14 (c)] bis hin zu dem zu (a) inver-
sen Dom

anengitter in Abb. 5.14 (d). Im eindimensionalen System sinkt die
Wellenl

ange bei Erh

ohung von " (vergleiche auch [14] f

ur morphologische Se-
lektion in Gleichgewichtssystemen). F

ur das in Abb. 5.15 gezeigte System
wurden die Systemparameter so gew

ahlt, da es sich

ahnlich zu dem in Abb.
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Abb. 5.14: Typische reaktionsinduzierte Mikrostrukturen in zwei-dimensionalen Sy-
stemen. Die dunkleren Bereiche entsprechen dicht besetzten Gebieten. Die Gr

oe
des Systems ist L = 3:39L
r
, der dimensionslose Wechselwirkungsradius betr

agt

0
= 0:042. Des weiteren wurden  = 0:09 und  = 0:5 gew

ahlt. Die dimensi-
onslose St

arke der lateralen Wechselwirkungen ist " = 6 (a), " = 6:02 (b), " = 6:4 (c)
und " = 8 (d).
5.12 und Abb. 5.13 gezeigten Fall in einem Parameterbereich bendet, in dem
verschiedene mikrostrukturierte Phasen miteinander koexistieren. Zus

atzlich
zu unterschiedlichen charakteristischen Wellenl

angen kann im zweidimensiona-
len System wie im hier gezeigten Fall auch die Morphologie der koexistierenden
Muster verschieden sein. Abbildung 5.15 zeigt die zeitliche Entwicklung einer
jeweils zur H

alfte in einer der beiden Phasen bendlichen Anfangsverteilung.
In der sehr langsamen Entwicklung dominiert zunehmend die Phase mit der
hexagonal-symmetrischen Anordnung kreisf

ormiger Dom

anen. Somit ist zu er-
warten, da sich diese Morphologie f

ur t!1 im ganzen System durchsetzt.
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Abb. 5.15: Zeitliche Entwicklung einer jeweils zur H

alfte in einer der beiden ko-
existierenden mikrostrukturierten Phasen unterschiedlicher Morphologie bendlichen
Anfangsverteilung im zweidimensionalen System. Als Parameter in Gl. (5.1) wurden
L = 3:21L
r
, 
0
= 0:04,  = 0:0806,  = 0:5 und " = 6:4 gew

ahlt. Der Zustand des
Systems ist zu den Zeitpunkten t = 0, t = 78 k
 1
d;0
, t = 228k
 1
d;0
und t = 378k
 1
d;0
gezeigt;
die Farbkodierung ist die gleiche wie in Abb. 5.14.
5.4.2 Stochastische Simulationen
Die Ausdehnung der in den beiden vorangegangenen Abbildungen gezeigten Sy-
steme betr

agt jeweils nur einige Diusionsl

angen, d.h., die r

aumlichen Perioden
der gezeigten Muster w

urden in einem typischen Experiment im Submikrome-
terbereich liegen. Bei Erniedrigung des Wechselwirkungsradius in Gl. (5.1)
werden diese Perioden sogar noch kleiner [vgl. Gl. (5.9)]. Oensichtlich wird
die stochastische Natur der Reaktions- und Diusionsprozesse auf diesen Ska-
len wichtig. Da die volle mesoskopische Entwicklungsgleichung (5.1) internes
Rauschen der dynamischen Prozesse auf charakteristischen Skalen gr

oer als
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die Boxl

ange l
B
der in Kapitel 3 durchgef

uhrten ,,Coarse Graining"-Prozedur
ber

ucksichtigt, kann durch numerische Integration der stochastischen partiellen
Dierentialgleichung der Einu (hinreichend schwacher) statistischer Fluktua-
tionen auf die Bildung der hier betrachteten Nanostrukturen untersucht werden.
W

ahrend im deterministischen Grenzfall die Dynamik nicht von der Gr

oe
eines Gitterplatzes l
0
= 
 1=2
abh

angt, d.h., die Eigenschaften der Adsor-
batmuster unabh

angig von absoluten Gr

oen in Einheiten von l
0
sind, ist die
St

arke der Fluktuationen in einer Mittelungsbox mesoskopischer Gr

oe l
B
in-
vers proportional zur Anzahl der Teilchen in einer Box, d.h., proportional zum
Verh

altnis l
2
0
=l
2
B
. Es ist zu ber

ucksichtigen, da f

ur die G

ultigkeit von Gl.
(5.1) der in der Herleitung in Kapitel 3 verwendete Entwicklungsparameter
N
max
= (l
B
=l
0
)
d
(wobei d = 1; 2 der Dimension des Systems entspricht) hin-
reichend gro sein mu, d.h., die internen Fluktuationen m

ussen hinreichend
schwach sein (l
0
=l
B
 1). In numerischen Simulationen kann die Feinheit des
numerischen Gitters x = L=N
Gitter
als Boxgr

oe l
B
eines entsprechenden Ver-
gr

oberungsprozesses aus Kapitel 3 deniert werden, wobei L die Systeml

ange
und N
Gitter
die Anzahl der Punkte des numerischen Gitters in einer bestimmten
Raumrichtung bezeichnen. Um den Kontinuumslimes (5.1) in den Simulationen
korrekt zu erfassen, mu das Verh

altnis l
B
=r
0
hinreichend klein sein. Die Wahl
der numerischen Diskretisierung x ist also gerade bei Simulationen f

ur klei-
ne Wechselwirkungsradien wie in Abb. 5.16 sehr eingeschr

ankt, da man dem
Idealfall l
0
 x r
0
m

oglichst nahe kommen sollte.
Die stochastische partielle Dierentialgleichung (5.1) mit den Rauschter-
men (5.4) wurde f

ur ein zweidimensionales System numerisch integriert. Das
System wurde

uber einem Gitter mit 160  160 Punkten diskretisiert. Das
weie Rauschen in Gl. (5.4) wurde an jedem Gitterpunkt unabh

angig vonein-
ander mit einem Gauschen Zufallsgenerator bestimmt. Abbildung 5.16 zeigt
eine typische stochastische Simulation dieses Typs. Dabei wurden die gleichen
Systemparameter wie in der deterministischen Simulation f

ur Abb. 5.14 (c)
verwendet. Der zus

atzliche Parameter  in Gl. (5.4) betr

agt  = 2:2 10
3
L
 2
r
.
Da  = l
 2
0
gilt, k

onnen die charakteristischen L

angenskalen des Systems in
Einheiten der Gitterl

ange l
0
angegeben werden. Im Fall von Abb. 5.16 gilt f

ur
die Diusionsl

ange bez

uglich der Reaktion L
r
 149l
0
, die Systemgr

oe betr

agt
L  506l
0
und der Wechselwirkungsradius r
0
 6l
0
. Man erinnere sich, da
die Gitterl

angen f

ur Metallober

achen wie beispielsweise Platin typischerwei-
se im Bereich von einem

Angstrm liegen, so da das in Abb. 5.16 gezeigte
System ungef

ahr 50 Nanometer gro ist. In dieser Abbildung zeigen die vier
Momentaufnahmen die r

aumliche Verteilung des Adsorbats f

ur aufeinander-
folgende Zeitpunkte, die jeweils t = 15=k
d;0
Zeiteinheiten auseinanderliegen.
Obwohl die Fluktuationen schon relativ stark sind, haben sie keinen Einu
auf die grundlegende Morphologie der Nichtgleichgewichtsstruktur. Abbildung
5.17 zeigt ein charakteristisches Querschnittsprol f

ur die letzte in Abb. 5.16
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Abb. 5.16: Fluktuierende Verteilungen der Bedeckung, die durch numerische Inte-
gration der mesoskopischen Entwicklungsgleichung mit internen Fluktuationen f

ur
 = 2:2  10
4
L
 2
r
erhalten wurden. Als Zeitintervall zwischen aufeinderfolgenden
Schnappsch

ussen wurde t = 15=k
d;0
gew

ahlt. Die anderen Parameter und Bezeich-
nungen stimmen mit denen aus Abb. 5.14 (c)

uberein.
gezeigten Momentaufnahme. Man erkennt, da aufgrund der Gegenwart von
Fluktuationen das Muster nicht mehr strikt periodisch ist. Auch die Gr

oe ein-
zelner Dom

anen variiert nun. Ferner ist die Struktur durch das Rauschen auf
der Skala der Boxgr

oe moduliert, die hier ca. 3 Gitterl

angen betr

agt.
Abbildung 5.18 zeigt charakteristische Verteilungen in zweidimensionalen
stochastischen Systemen. Der Wechselwirkungsradius betr

agt r
0
 20 l
0
(a),
r
0
 14 l
0
(b), r
0
 9 l
0
(c) und r
0
 6 l
0
(d). Die Verh

altnisse der ande-
ren L

angen wurden von Bild zu Bild entsprechend gew

ahlt, d. h. f

ur die Sy-
steml

ange gilt beispielsweise L = 1687 l
0
(a), L = 1181 l
0
(b), L = 759 l
0
(c) und
L = 506 l
0
(d). Die charakteristische Skala des uktuierenden Musters nimmt
von (a) nach (d) hin ab. Dies ist eine Folge der Nichtlinearit

at des internen Rau-
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Abb. 5.17: Typisches Querschnittsprol der Bedeckung aus dem Schnappschu von
Abb. 5.16 (d).
schens. Auerdem werden die Fluktuationen in der r

aumlichen Verteilung der
Adsorbatmolek

ule mit abnehmendem Wechselwirkungsradius sichtbarer. Dies
ist darauf zur

uckzuf

uhren, da die St

arke der auf einen numerischen Gitterplatz
einwirkenden Fluktuationen, die in zwei Dimensionen proportional zu (l
0
=l
B
)
2
ist, von (a) nach (d) zunimmt.
Bisher haben wir gezeigt, da die homogene Phase im reaktiven Modell
(5.1) instabil bez

uglich periodisch modulierter St

orungen werden kann (Kapi-
tel 5.2). Die schwach nichtlineare Analyse in Kapitel 5.3 ergab, da die ent-
sprechende Bifurkation sub- oder superkritisch sein kann. Die in diesem Ab-
schnitt dargestellten numerischen Simulationen zeigen, da im hier betrach-
teten Modell station

are Mikrostrukturen aufgrund der Konkurrenz der at-
traktiven lateralen Wechselwirkungen und der aktivierten Vernichtungsreak-
tion entstehen k

onnen. Ihre Morphologie

ahnelt der von Turing-Mustern in
Reaktions-Diusions-Systemen und modulierten Gleichgewichtsphasen in ther-
modynamischen Systemen. Die hier untersuchten Muster bleiben auch bei
Ber

ucksichtigung von internen Fluktuationen erhalten. Im folgenden Abschnitt
wird nun zus

atzlich der Einu globaler Kopplung durch die Gasphase in der
Modellgleichung (5.1) ber

ucksichtigt.
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a ba
c d
Abb. 5.18: Typische Schnappsch

usse der zweidimensionalen Verteilung der Adsor-
batmolek

ule im stochastischen System f

ur  = 2:2  10
5
L
 2
r
(a),  = 1:1  10
5
L
 2
r
(b),  = 4:4 10
4
L
 2
r
(c) und  = 2:2 10
4
L
 2
r
(d); alle anderen Parameter wurden
wie in Abb. 5.16 gew

ahlt.
5.5 Globale Kopplung durch die Gasphase
In den bisherigen Untersuchungen von wechselwirkenden Adsorbaten haben wir
bisher einen zus

atzlichen, sehr langreichweitigen Kopplungstyp vernachl

assigt.
Dieser basiert darauf, da lokale Schwankungen der katalytischen Aktivit

at auf
der Ober

ache zu

Anderungen der lokalen Partialdr

ucke f

uhren. Da diese lo-
kalen Druckvariationen sich typischerweise im Vergleich zu den charakteristi-
schen Zeitskalen der Adsorbatkinetik instantan ausgleichen, wechselwirken die
adsorbierten Teilchen also zus

atzlich indirekt

uber eine globale Kopplung durch
die Gasphase. Betrachtet man beispielsweise die CO-Oxidation auf Platin, so
betr

agt die Geschwindigkeit eines Gasmolek

uls sogar unter UHV-Bedingungen
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schon ca. 1000ms
 1
, so da eine eektive Synchronisation der Druckschwan-
kungen in weniger als 10
 3
s stattndet [29, 30, 41, 223].
Der Einu globaler Kopplung auf die nichtlineare Kinetik chemischer Ober-


achenreaktionen ist auch theoretisch untersucht worden [224, 225]. Dabei sind
insbesondere die umfangreichen Studien von A. S. Mikhailov u. a. hervorzuhe-
ben, bei denen die komplexe Ginzburg-Landau-Gleichung mit globaler Kopp-
lung verwendet worden ist [226, 227, 228, 229, 230]. F

ur eine einzelne reaktive
Spezies wurde der Einu der globalen Gasphasenkopplung von I. G. Kevrekidis
u. a. [224] analysiert. Diese Autoren beschr

ankten sich jedoch auf die Unter-
suchung homogen bedeckter Zust

ande. Sie verwendeten ein Modell mit zwei
aneinander gekoppelten gew

ohnlichen Dierentialgleichungen f

ur die Variablen
Bedeckung und Partialdruck unter Ber

ucksichtigung lateraler Wechselwirkun-
gen. Sie konnten zeigen, da das System bei geeigneter Wahl der Parameter
homogene Oszillationen zeigt.

Uber die Stabilit

at dieser Oszillationen konn-
ten sie jedoch keine Aussage machen, da sie in ihrem Modell weder r

aumliche
Kopplungen f

ur inhomogene Verteilungen durch Diusion und laterale Wech-
selwirkungen noch Fluktuationen ber

ucksichtigten. Eine vollst

andige Beschrei-
bung des in [224] untersuchten Systems wird durch die Erweiterung des bisher
untersuchten Einvariablenmodells (5.1) m

oglich, wobei zus

atzlich die Dynamik
des Partialdrucks ber

ucksichtigt wird. In den folgenden Unterabschnitten wird
gezeigt, da die besagten homogenen Oszillationen nur f

ur kleine Systeme sta-
bil sein k

onnen. Im unendlich ausgedehnten System hingegen koexistieren sie
immer mit einem mikrostrukturierten station

aren Zustand, der sich bei Ge-
genwart von Ober

achendefekten oder Fluktuationen durchsetzt. In endlichen
Systemen k

onnen die superkritische Hopf-Bifurkation, in der die homogenen
Oszillationen entstehen, und die Turing-artige Instabilit

at des homogenen Zu-
stands gleichzeitig einsetzen, so da man eine dem Turing-Hopf-Punkt in klas-
sischen Reaktions-Diusions-Systemen

ahnliche Bifurkation der Kodimension
Zwei erh

alt [231, 232]. In der N

ahe dieses Punktes treten auch Mixed-Mode-
Oszillationen auf,

ahnlich denen, die bereits im Brusselator [231, 232, 233, 234]
oder auch im Oregonator [235] beobachtet wurden.
5.5.1 Modellierung der Gasphasenkopplung
Nun soll die globale Kopplung adsorbierter Teilchen durch die Gasphase in
das bisherige Modell (5.1) einbezogen werden. Ist die Bedeckung heterogen,
so wird auch das Adsorptions- und Desorptionsverhalten der adsorbierten Sub-
stanz ortsabh

angig sein. Dies wiederum f

uhrt zu lokalen Schwankungen des
Partialdrucks, die sich jedoch nahezu instantan ausgleichen, da die mittlere
freie Wegl

ange der Teilchen in der Gasphase wesentlich gr

oer ist als auf der
Katalysatorober

ache. Der Partialdruck kann deshalb als homogene dynami-
sche Variable angesehen werden. Neben der Abh

angigkeit des Partialdrucks von
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den mittleren Adsorptions- und Desorptionsraten ist jedoch auch die Wechsel-
wirkung mit der

aueren Umgebung zu ber

ucksichtigen. Der Reaktor ist oen
in dem Sinne, da fortw

ahrend Teilchen zu- und abgepumpt werden.
F

ur die zeitliche

Anderung des Partialdrucks ergibt sich der folgende Ansatz
@p
@t
=
p
0
  p

r
+ p

hk
d;0
c exp(U(r)=k
B
T )  k
a
p(1  c)i : (5.59)
Betrachten wir zun

achst den ersten Term auf der rechten Seite dieser Glei-
chung, der Druck

anderungen aufgrund von Zu- und Abu beschreibt. Hierbei
ist 
r
die Verweilzeit der Teilchen im Reaktor; p
0
=
r
entspricht dann der
Zuurate, w

ahrend p=
r
die Aburate darstellt, die sich zusammensetzt
aus der Pumprate 1=
r
und dem Druck p(t) im Inneren des Flureaktors.
Der andere Term auf der rechten Seite von Gl. (5.59) ber

ucksichtigt die
Druck

anderung _p
int
im Inneren des Gasbeh

alters, die proportional zur die
Ober

ache netto verlassenden Teilchenmenge ist (vgl. Kapitel 4.3). In diesem
Term bezeichnen h:::i die r

aumliche Mittelung

uber die Ober

ache und p

die
Druck

anderung, die die Desorption einer vollbesetzten Ober

ache verursachen
w

urde. Die Dynamik der lokalen Teilchenbedeckung c(r; t) ist durch Gl. (5.1)
mit p anstelle von p
0
gegeben
@
t
c = k
a
p(1  c)  k
d;0
c exp [U(r)=k
B
T ]  k
r
c
+Dc+
D
k
B
T
r [c(1  c)rU(r)] + (r; t); (5.60)
mit ansonsten den gleichen Notationen wie in Gl. (5.1). Die Dynamik des aus
Gl. (5.59) und Gl. (5.60) gebildeten Modells ist eindeutig durch die dimensi-
onslosen Parameter 
r
= k
r
=k
d;0
, 

= (
r
k
d;0
)
 1
,
e
p
0
= k
a
k
 1
d;0
p
0
,
e
p

= k
a
k
 1
d;0
p

,
" und 
0
charakterisiert.
5.5.2 Oszillationen und Bifurkationsdiagramme
Betrachten wir zun

achst homogene station

aren L

osungen (c
f
; p
f
) des Modells
(5.59, 5.60). Man erh

alt c
f
als L

osung der transzendenten Gleichung
h(c
f
) = k
a
p
0
(1  c
f
)  k
d;0
c
f
e
 "c
f
  k
r
c
f
[1 + k
a
p


r
(1  c
f
)] = 0: (5.61)
Der station

are Partialdruck ist linear von der L

osung dieser Gleichung abh

angig
p
f
= p
0
  k
r

r
p

c
f
: (5.62)
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Gleichung (5.61) hat je nach Wahl der Parameter entweder eine (bez

uglich
homogener St

orungen stabile) L

osung oder drei L

osungen. Die Grenzen des
Bereichs, in dem mehr als eine homogene L

osung existiert, entsprechen Sattel-
Knoten-Bifurkationen und sind durch die Bedingungen h(c
f
) = 0 und h
0
(c
f
) = 0
gegeben. Es l

at sich wiederum zeigen, da f

ur das Auftreten eines solchen Be-
reichs " > 4 gelten mu.
Nun kann wieder die Stabilit

at der so erhaltenen station

aren homogenen
L

osungen bez

uglich innitesimaler, homogener und inhomogener St

orungen
untersucht werden. Der Einfachheit halber beschr

anken wir uns wieder auf
die Untersuchung von quasi-eindimensionalen St

orungen. F

ur die Bedeckung
wird im Gleichungssystem (5.59, 5.60) der Ansatz c = c
f
+ Æc(x; t) mit
Æc(x; t) = Æc
0
exp(
k
t+ ikx) verwendet. F

ur den ortsunabh

angigen Druck setzt
man p(t) = p
f
+ Æp(t) mit Æp(t) = Æp
0
exp(
k
t) an. F

ur die Linearisierung von
(5.59, 5.60) ergibt sich

k
Æc =  
h
k
a
p
f
+ k
r
+ k
d;0
exp( "c
f
) f1  "c
f
exp( r
2
0
k
2
=4)g
i
Æc
+k
a
(1  c
f
)Æp Dk
2
h
1  "c
f
(1  c
f
) exp( r
2
0
k
2
=4)
i
Æc;

k
Æp = p

h
k
a
p
f
+ k
d;0
exp( "c
f
)f1  "c
f
exp( r
2
0
k
2
=4)g
i
Æ
k;0
Æc
+
h
 
 1
r
  k
a
p

(1  c
f
)
i
Æp; (5.63)
so da man f

ur die Wachstumsrate den folgenden Ausdruck erh

alt

k
=  k
a
p
0
  k
r
+ k
d;0
exp( "c
f
) ["c
f
exp( r
2
0
k
2
=4)  1]
 Dk
2
h
1  "c
f
(1  c
f
) exp( r
2
0
k
2
=4)
i
+k
a
p

(1  c
f
)
h
k
a
p
f
+ k
d;0
exp( "c
f
)f1  "c
f
exp( r
2
0
k
2
=4)g
i
[
k
+ 
 1
r
+ k
a
p

(1  c
f
)]
 1
Æ
k;0
: (5.64)
Man erkennt sofort, da dieser Ausdruck f

ur k 6= 0 formal mit der in Abwe-
senheit der Gasphasenkopplung hergeleiteten Gleichung (5.6)

ubereinstimmt,
so da auch hier die zur Bildung station

arer Mikrostrukturen f

uhrende Turing-
artige Bifurkation auftreten kann. Man beachte jedoch, da die Lage des ho-
mogenen Zustands durch die Gasphasenkopplung verschoben wird. Setzt man
c
f
anstelle von c
0
in den Formeln (5.7) - (5.9) ein, so bleiben diese Ausdr

ucke
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f

ur die kritische Wellenl

ange und den maximalen Wechselwirkungsradius jedoch
weiterhin g

ultig.
F

ur k = 0 hat die Dispersionsrelation eine Sprungstelle, was typisch f

ur
Systeme mit globaler Kopplung ist. In Gl. (5.64) tritt ein zus

atzlicher Term
auf, der durch die globale Kopplung hervorgerufen wird. Dieser Term h

angt
von 
k=0
selbst ab, so da die Wachstumsrate f

ur k = 0 als L

osung einer qua-
dratischen Gleichung gegeben ist und auch imagin

ar werden kann. Tats

achlich
kann der Realteil von 
k=0
sein Vorzeichen wechseln, wobei der Imagin

arteil
einen endlichen Wert annimmt. Dies ist gleichbedeutend mit dem Autreten
einer Hopf-Bifurkation (siehe z.B. [236]), bei der ein homogener Grenzzy-
klus entsteht. Bei einer subkritischen Hopf-Bifurkation ist der entstehende
Grenzzyklus instabil, bei einer superkritischen Instabilit

at stabil. Im Parame-
terraum erh

alt man die Grenzen des Hopf-instabilen Bereichs aus der Gleichung
 k
a
p
f
  k
r
+ k
d;0
("c
f
  1) exp( "c
f
)  
 1
r
  k
a
p

(1  c
f
) = 0; (5.65)
zusammen mit den Bestimmungsgleichungen (5.61) und (5.62) f

ur c
f
und p
f
.
Gleichzeitig mu die folgende Ungleichung erf

ullt sein
k
a
p

(1  c
f
)  (
r
k
r
)
 1
[ k
a
p
f
  k
r
+ k
d;0
("c
f
  1) exp( "c
f
)]  0: (5.66)
Abbildung 5.19 zeigt das Bifurkationsverhalten von (c
f
; p
f
) bez

uglich homo-
gener St

orungen in der Parameterebene (k
a
p
0
=k
d;0
, "). Die durchgezogenen
Linien entsprechen Sattel-Knoten-Bifurkationen. In der Gegenwart von Gas-
phasenkopplung ist der erzeugte Knoten instabil, w

ahrend er in ihrer Abwe-
senheit stabil ist und zu bistabilem Verhalten f

uhrt. Die strich-punktierten
Linien entsprechen Hopf-Bifurkationen. Innerhalb der Kuspenregion sind sie
typischerweise subkritisch, w

ahrend sie auerhalb superkritisch sind, so da im
letzteren Fall homogene Oszillationen zu erwarten sind. Aus Abb. 5.19 (a) ist
ersichtlich, da der Hopf-instabile Bereich innerhalb des Turing-instabilen Be-
reichs liegt. Da langwellige Moden immer instabil sind, wenn der homogene
Zustand Hopf-instabil wird, erkennt man durch Betrachtung des Grenzwertes

k!0
=  k
a
p
f
  k
r
+ k
d;0
("c
f
  1) exp( "c
f
), der bei Erf

ullen von Gleichung
(5.65) immer positiv sein mu. Abbildung 5.20 zeigt den typischen Verlauf der
Dispersion bei einer Hopf-Bifurkation. Man erkennt deutlich den Sprung der
Dispersion bei k = 0.
Integriert man die homogenen Bewegungsgleichungen, die man aus (5.59)
und (5.60) erh

alt, numerisch, so beobachtet man, abh

angig vom Verh

altnis
der charakteristischen Zeitskalen von c und p, zwei verschiedene Typen von
Oszillationen.
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Abb. 5.19: (a) Bifurkationsdiagramm f

ur homogene station

are Zust

ande. Die durch-
gezogenen Linien entsprechen Sattel-Knoten-Bifurkationen, die strichpunktierten Li-
nien Hopf-Bifurkationen und die gestrichelten Linien Turing-artigen Instabilit

aten.
(b) zeigt den Bereich um die Kuspe aus (a) in Vergr

oerung. Als Parameter wurden
gew

ahlt: " = 14; p

= 0:4 p
0
; 
r
= 30:1 (k
a
p

)
 1
und k
r
= 0:033 k
a
p
0
.
0.0 0.4 0.8
−0.10
−0.05
0.00
0.05
k(D/kd,0)
1/2
Re(γk)
Abb. 5.20: Dispersionsrelation Re(
k
) vs. k (D=k
d;0
)
1=2
f

ur r
0
= (D=k
d;0
)
1=2
; " =
5:1; k
a
p
0
= 0:146k
d;0
; p

= 0:225 p
0
; 
r
= 30:1 (k
a
p

)
 1
und k
r
= 0:033 k
a
p
0
.
F

ur sehr kleine Werte des dimensionslosen Parameters 

= (
r
k
d;0
)
 1
ist
die Dynamik des Drucks wesentlich langsamer als die der Bedeckung, und f

ur
c sind sehr langsame Relaxationsoszillationen die Folge [Abb. 5.21 (a)]. Je
gr

oer man  w

ahlt, desto mehr gleichen sich die Zeitskalen der beiden Va-
riablen an. Die Oszillationen werden schneller und sinoidaler [Abb. 5.21 (b)].
In der direkten N

ahe zur Hopf-Bifurkationen ndet man, wie aufgrund von
entsprechenden Amplitudengleichungen zu erwarten [189], auch bei stark un-
terschiedlichen Zeitskalen schnelle, harmonische Oszillationen, die jedoch bei
Entfernen vom Bifurkationspunkt in einer sogenannten Canard-Explosion [237]
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in groamplitudige Relaxationsoszillationen

ubergehen. Abbildung 5.22 veran-
schaulicht diese pl

otzliche

Anderung der Oszillationsamplitude bei Erh

ohen des
Bifurkationsparameters.
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Abb. 5.21: Oszillationen der homogenen Bedeckung im Gleichungssystem (5.59),
(5.60) f

ur 
 1
r
= 310
 7
k
d;0
(a) und 
 1
r
= 310
 3
k
d;0
(b), k
a
p
0
= 0:155 k
d;0
; " = 5:1
und die

ubrigen Parameter wie in Abb. 5.20.
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Abb. 5.22: Das linke Bild zeigt die

Anderung der Oszillationsamplitude bei Erh

ohung
des dimensionslosen Parameters k
a
p
0
=k
d;0
f

ur konstantes " = 4:3. Das rechte Bild
zeigt als Ausschnitt die Entstehung des Grenzzyklus direkt hinter der linken Hopf-
Bifurkation. Die Systemparameter wurden bis auf p

= 0:001 p
0
wie in Abb. 5.20
gew

ahlt.
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5.5.3 Musterbildung im deterministischen System
Aus dem in Abb. 5.20 gezeigten Verlauf der Dispersion an der Hopf-Bifurkation
ist ersichtlich, da im unendlich ausgedehnten System homogene Oszillationen
immer mit mikrostrukturierten station

aren Zust

anden koexistieren. Anders
verh

alt es sich in endlichen Systemen der L

ange L, bei denen die Wellenzahlen
k
n
= 2n=L der m

oglichen Moden diskret sind. Ist die Systeml

ange hinreichend
klein, so werden trotz Hopf-Instabilit

at alle im System m

oglichen heterogenen
Moden ausged

ampft. Erh

oht man die Systeml

ange, so wird bei Erreichen eines
kritischen Wertes L
cr
zun

achst die Dispersion f

ur die erste Mode mit Wellenzahl
k
1
positiv und dann sukzessiv die Moden mit h

oheren Wellenzahlen. Betrachtet
man L neben den

ubrigen Systemparametern als weiteren Bifurkationsparame-
ter, so entspricht der

Ubergang bei L
cr
bei gleichzeitiger Hopf-Bifurkation einem
Kodimension-2-Punkt, der mathematisch einer Turing-Hopf-Bifurkation

ahnelt,
wie sie in Reaktions-Diusions-Systemen untersucht wurde [231]. Aus diesen
Forschungen sind zwei wesentliche Szenarien bekannt. Zum einen k

onnen in der
N

ahe von L
cr
stabile ,,Mixed-Moden" auftreten, bei denen das System zwischen
r

aumlich homogenen und heterogenen Zust

anden oszilliert. Im zweiten Fall ist
die gemischte Mode instabil; nahe L
cr
koexistieren der homogene Grenzzyklus
und die station

aren r

aumlich periodischen Muster (vgl. Abb. 5.23).
T
H
MM
T
MM
H
Systemlänge L Systemlänge L
Abb. 5.23: Skizzierung der beiden Mixed-Mode-Szenarien nach A. de Witt u. a.
[231]. Die durchgezogenen Linien entsprechen stabilen Zust

anden, w

ahrend gestri-
chelte

Aste instabil sind. Im links gezeigten Bifurkationsdiagramm ist die Mixed-
Mode-Oszillation instabil, w

ahrend man f

ur den rechts gezeigten Fall stabile Mixed-
Moden erwartet.
Wie bereits erw

ahnt, koexistieren in hinreichend groen Systemen die ho-
mogenen Oszillationen immer mit station

aren r

aumlich periodischen Zust

anden.
Nun wollen wir untersuchen, welches der beiden Muster sich letztlich im Lang-
zeitverhalten durchsetzt. Dazu simulieren wir ein eindimensionales System hin-
reichend groer L

ange L, so da im Hopf-instabilen Bereich mehrere r

aumliche
Moden aktiv sind. Geht man dabei von homogenen Anfangsbedingungen aus,
wobei die Bedeckung in der N

ahe des (instabilen) homogenen Zustands gew

ahlt
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wird, so setzen sich Turing-artige Muster am Rand des Hopf-instabilen Bereichs
in der Parameterebene (k
a
p
0
=k
d;0
, ") (vgl. Abb. 5.19) durch, w

ahrend man in
der Mitte dieses Bereichs f

ur t ! 1 homogene Oszillationen ndet. Letz-
teres Gebiet schrumpft bei Erh

ohung der Systeml

ange, so da schlielich f

ur
sehr groe L homogene Oszillationen vollst

andig unterdr

uckt werden und man
nur noch station

are Muster ndet. Da die Dynamik des Systems auerdem
entscheidend von der Wahl der Anfangsbedingungen abh

angt, impliziert die-
ses Ergebnis nur, da der Attraktionsbereich des homogenen Grenzzyklus bei
Erh

ohung der Systeml

ange schrumpft. Tats

achlich bevorzugt die in diesem Zu-
sammenhang getroene Wahl der Anfangsbedingungen die Bildung station

arer
r

aumlich periodischer Muster. Im folgenden Abschnitt werden wir jedoch dis-
kutieren, wie die Gegenwart von Ober

achendefekten und/oder Fluktuationen
in Systemen mit L > L
cr
den Attraktionsbereich der homogenen Oszillatio-
nen dramatisch verkleinert, so da in realistischen Systemen die Beobachtung
homogener Schwingungen nicht zu erwarten ist.
Wenden wir uns jedoch zun

achst wieder der Untersuchung des deterministi-
schen Grenzfalls zu. Untersucht man das l

angenabh

angige Bifurkationsszenario
f

ur verschiedene Werte der Systemparameter im Hopf-instabilen Bereich der
Parameterebene (k
a
p
0
=k
d;0
, "), so ndet man tats

achlich die beiden in Abb.
5.23 dargestellten F

alle (vgl. Abb. 5.24). An der R

andern des Hopf-instabilen
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Abb. 5.24:
"
Landkarte\ innerhalb des Hopf-instabilen Bereichs in der Parametere-
bene (k
a
p
0
=k
d;0
; ") f

ur die beiden l

angenabh

angigen Bifurkationsszenarien aus Abb.
5.23. Parameterwerte f

ur die man das bistabile Szenario mit instabilen gemischten
Moden beobachtet, sind mit B markiert, w

ahrend Punkte, an denen stabile Mixed-
Mode-Oszillationen gefunden werden, mit M markiert sind. Die Parameter wur-
den wie folgt gew

ahlt: r
0
= 0:95 (D=k
d;0
)
1=2
; p

= 0:225 p
0
; 
r
= 30:1 (k
a
p

)
 1
und
k
r
= 0:033 k
a
p
0
.
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Bereichs beobachtet man

uberwiegend das Szenario mit stabilen Mixed-Moden,
w

ahrend im Inneren dieses Bereichs immer der bistabile Fall mit instabilen
Mixed-Moden auftritt. Beim Bifurkationsszenario mit stabilen Mixed-Moden
erh

alt man - bei sukzessiver Erh

ohung der Systeml

ange - homogene Oszillatio-
nen, stabile Mixed-Mode-Oszillationen, bei denen das System zwischen einem
t
x
Abb. 5.25: Hier sind von oben nach unten eindimensionale Simulationen dargestellt,
die den l

angenabh

angigen

Ubergang von homogenen Oszillationen zu Turing-artigen
Mustern

uber eine stabile Mixed-Mode illustrieren. Dabei entsprechen dunkle Be-
reiche einer erh

ohten Bedeckung, w

ahrend die Bedeckung in den hellen Bereichen
geringer ist. Die Integrationszeit betrug jeweils 400 k
 1
d;0
. Die Systeml

angen betru-
gen, von oben nach unten, L = 6 (D=k
d;0
)
1=2
; L = L
cr
= 7:222 (D=k
d;0
)
1=2
und
L = 8 (D=k
d;0
)
1=2
. F

ur die

ubrigen Systemparameter gilt: r
0
= 0:95(D=k
d;0
)
1=2
; " =
5:1; k
a
p
0
= 0:148 k
d;0
; p

= 0:4 p
0
; 
r
= 30:1 (k
a
p

)
 1
und k
r
= 0:033 k
a
p
0
.
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homogenen und einem durch die erste Mode modulierten Zustand oszilliert,
und schlielich ein station

ares Muster mit Wellenzahl k
1
= 2=L (siehe Abb.
5.25). Wie f

ur die homogenen Schwingungen ndet man in Abh

angigkeit vom
Verh

altnis der charakteristischen Zeitskalen von Druck und Bedeckung entwe-
der Mixed-Mode-Oszillationen mit nahezu sinoidal oszillierender mittlerer Be-
deckung oder solche, bei denen die mittlere Bedeckung Relaxationsoszillationen
zeigt. F

ur bestimmte Parameter ndet man auch Mixed-Mode-Oszillationen,
bei denen das System zwischen zwei inhomogenen Zust

anden mehrere homoge-
ne Oszillationszyklen durchl

auft [siehe Abb. 5.26 (a)]. Auerdem beobachtet
man f

ur vergleichsweise kleine Werte von " und Systeml

angen, die geringf

ugig
kleiner als L
cr
sind, ein Periodenverdopplungsszenario f

ur die gemischten Mo-
den. Abbildung 5.26 (b) zeigt eine Mixed-Mode-Oszillation der Periode Zwei.
Abschlieend sei noch erw

ahnt, da von F. Ulmar [155] auch Simulationen im
zweidimensionalen System durchgef

uhrt wurden, die das hier f

ur eindimensio-
nale Systeme beschriebene Bifurkationsverhalten qualitativ best

atigen.
t
x
Abb. 5.26: Das obere Bild zeigt Mixed-Moden mit mehreren homogenen Oszillations-
zyklen zwischen zwei aufeinanderfolgenden inhomogenen Zust

anden. Hierbei wurden
r
0
= 0:95 (D=k
d;0
)
1=2
; k
a
p
0
= 0:146 k
d;0
; " = 14; p

= 0:4 p
0
; 
r
= 30:1 (k
a
p

)
 1
; k
r
=
0:033 k
a
p
0
und L = 7:224 (D=k
d;0
)
1=2
gew

ahlt. Das untere Bild zeigt Mixed-Mode-
Oszillationen mit Periode zwei f

ur L = 6:72 (D=k
d;0
)
1=2
; " = 5:04; k
a
p
0
= 0:156 k
d;0
und die anderen Parameter wie oben.
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5.5.4 Ober

achendefekte und Fluktuationen
Nun wollen wir uns der Untersuchung realistischer Situationen zuwenden. Die
in typischen Experimenten verwendeten Platineinkristalle sind einige Millime-
ter gro. Somit

ubertrit dann die Systeml

ange die gr

oten bei der Musterbil-
dung relevanten L

angenskalen, die Diusionsl

angen um drei Gr

oenordnungen.
Deshalb ist die Beobachtung der soeben untersuchten Mixed-Moden, die f

ur Sy-
steml

angen der Gr

oenordnung Diusionsl

ange oder kleiner auftreten, in diesen
Experimenten nicht zu erwarten. F

ur groe Systeme mit L > L
cr
existiert der
homogene Grenzzyklus jedoch weiterhin, allerdings in Koexistenz mit stati-
on

aren Mikrostrukturen. Es bleibt also die Frage zu kl

aren, welches der beiden
Muster sich f

ur lange Zeiten durchsetzen, insbesondere wenn, wie in Experimen-
ten auch, die Ober

ache Heterogenit

aten aufweist und interne Fluktuationen
auf die Dynamik einwirken.
Typische Katalysatorober

achen haben Bereiche, in denen der Haftkoef-
zient f

ur auftreende Adsorbatteilchen aufgrund von Gitterbaufehlern, Stu-
fen oder

ahnlichem gegen

uber dem mittleren HaftkoeÆzienten erh

oht oder
erniedrigt ist. Solche Ober

achendefekte k

onnen grob durch den folgenden
ortsabh

angigen Ansatz f

ur den RatenkoeÆzient der Adsorption k
a
(r) = [1 +

a
(r)] hk
a
i in dem Gleichungssystem (5.59), (5.60) modelliert werden, wobei

a
(r) das Prol der Defekte mit beschreibt, wobei h
a
i = 0. Numerische Si-
mulationen f

ur das heterogene System mit verschiedenen Defektprolen [155]
zeigen, da Systeme mit L

angen L > L
cr

auerst empndlich auf die Defek-
te reagieren: Der Attraktionsbereich der homogenen Oszillationen schrumpft
schlagartig schon dann, wenn der RatenkoeÆzienten der Adsorption (im Sinne
der zur Verf

ugung stehenden Computergenauigkeit) innitesimal moduliert ist.
F

ur Experimente erwartet man deshalb die Verdr

angung homogener Oszillatio-
nen durch station

are Turing-artige Muster aufgrund der (immer vorhandenen)
nat

urlichen Rauheit der Ober

ache. Abbildung 5.27 veranschaulicht den so-
eben geschilderten Sachverhalt: Im homogen oszillierenden System wird nach
einer bestimmten Zeit die zun

achst homogene Ratenkonstante der Adsorption
durch eine modulierte ersetzt. Nahezu instantan stirbt die Oszillation ab, und
es bilden sich Turing-artige Mikrostrukturen aus.
Die Wirkung der internen Fluktuationen, die durch die Ber

ucksichtigung der
Terme aus Gl. (5.4) in Gl. (5.60) modelliert werden k

onnen, ist mit der von
Ober

achendefekten vergleichbar. F

ur L > L
cr
setzen sich wiederum station

are
periodisch modulierte Muster gegen

uber homogenen Ozillationen durch. Es sei
jedoch bemerkt, da f

ur Systeme mit L < L
cr
, d.h., wenn nur ein oszillatori-
sches Muster, jedoch kein station

ares existiert, auch bei Gegenwart von Defek-
ten und/oder Fluktuationen Oszillationen beobachtet werden k

onnen. Wie aus
Abb. 5.28 ersichtlich, f

uhren die Fluktuationen jedoch zu stark unregelm

aigen
Oszillationen. Auerdem ist zu beachten, da durch die globale Kopplung

uber
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Abb. 5.27: In dieser Simulation wird ein System der L

ange L = 60 (D=k
d;0
)
1=2
 L
cr
betrachtet. Nach der H

alfte des hier dargestellten Zeitraums werden in dem homogen
oszillierenden System Defekte
"
angeschaltet\. Dies hat zur Folge, da die homogenen
Oszillationen unterdr

uckt werden und sich ein Turing-artiges Muster herausbildet.
Als Defektprol wurden 20 zuf

allig verteilte Defekte gew

ahlt, f

ur die der Ratenko-
eÆzient der Adsorption maximal 0.1 % um seinen Mittelwert schwankte. F

ur die
Systemparameter wurde gew

ahlt: p

= 0:225 p
0
; " = 5:4; < k
a
> p
0
= 0:2 k
d;0
und
die

ubrigen Parameter wurden wie in Abb. 5.26 gew

ahlt.
die Gasphase verursachten Oszillationen nur f

ur Ober

achen sehr kleiner Aus-
mae zu beobachten w

aren, da L
cr
typischerweise im Submikrometerbereich
liegen d

urfte. Zus

atzlich darf der Reaktor, in dem sich die Ober

ache bendet,
nicht zu gro sein, sonst werden der Parameter p

in Gl. (5.59) und damit
auch der oszillatorische Bereich in der Parameterebene (k
a
p
0
=k
d;0
, ") zu klein.
Schlielich sei auch noch erw

ahnt, da von uns - im Hinblick auf mikrostruk-
turierte Ober

achen - auch Simulationen mit zwei verschiedenen,

uber eine
gemeinsame Gasphase gekoppelten Mikroreaktoren identischer L

ange L < L
cr
durchgef

uhrt wurden. Dabei f

uhrt die Gegenwart von Fluktuationen in beiden
Reaktoren zu homogenen Verteilungen mit unterschiedlicher Bedeckung. Auch
in diesem Fall werden somit Oszillationen durch Fluktuationen unterdr

uckt.
Als Fazit unserer Untersuchungen l

at sich schlieen, da im Gegensatz zu
den Vorhersagen von I. G. Kevrekidis u. a. [224] durch Gasphasenkopplung
in einem reaktiven Einvariablenmodell induzierte homogene Oszillationen in
realistischen Experimenten nur sehr schwer zu beobachten sein werden. Statt
dessen erwartet man station

are Mikrostrukturen wie schon bei Vernachl

assigung
der globalen Kopplung.
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Abb. 5.28: Verrauschte Mixed-Mode-Oszillationen im uktuierenden System f

ur  =
2  10
4
(D=k
d;0
)
 1=2
(oberes Bild) und  = 210 (D=k
d;0
)
 1=2
(unteres Bild). Des
weiteren wurden L = 7:22 (D=k
d;0
)
1=2
; " = 5:1; k
a
p
0
= 0:13 k
d;0
und die

ubrigen
Parameter wie in Abb. 5.27 gew

ahlt. Die Integrationsdauer betrug 2:2 10
4
k
 1
d;0
.
Kapitel 6
Laufende Wellen auf der
Nanoskala
6.1 Einleitende Bemerkungen
Laufende Wellen treten in einer Vielzahl von r

aumlich ausgedehnten Nicht-
gleichgewichtssystemen auf. Besonderes Interesse wurde Spiralwellen ent-
gegengebracht, wie sie beispielsweise in der Belouzov-Zhabotinsky-Reaktion
[238, 239, 240], bei Herzbrillation [241], der Aggregationsphase des Schleim-
pilzes Dictyostelium Discoideum [242] oder auch in der heterogenen Katalyse
[46] beobachtet werden. Solche und andere bewegte Strukturen wie Zielschei-
benmuster [22] und solit

are Wellen [47] wurden theoretisch insbesondere f

ur
zweidimensionale Geometrien im Rahmen von zwei-komponentigen Reaktions-
Diusions-Systemen untersucht [12, 243, 244, 245].
In ihrem perspektivischen Artikel [246] wiesen A. S. Mikhailov und G. Ertl
auf die M

oglichkeit der selbstorganisierten Bildung von Nichtgleichgewichts-
strukturen in sogenannter ,,weicher Materie", d.h., kondensierten molekularen
Systemen, unter dem Einu

auerer Aktivierung hin. Station

are Strukturen
dieses Typs haben wir bereits eingehend im vorangegangenen Kapitel unter-
sucht. Wie in [246] dargestellt, wurde k

urzlich eine experimentelle Beobach-
tung gemacht, bei der laufende Wellen in einem System dieser Klasse gefun-
den wurden. Dabei handelt es sich um d

unne Langmuir-Blodgett-Filme, die
im thermodynamischen Gleichgewicht r

aumlich modulierte Phasen und unter
dem Einu lichtinduzierter trans-cis-Isomerisationen bewegte Muster zeigen
[247]. Es wurden sowohl periodische Wellenz

uge als auch solit

are laufende Wel-
len beobachtet. Laufende Wellen wurden auch bei der bereits in Kapitel 2
vorgestellten Bildung von Natriumnitrat-Kristallen aus Salpeters

aure auf einer
einkristallinen Kochsalzober

ache [37] und als langlebige metastabile Zust

ande
in Modellen f

ur Polymermischungen gefunden [248].
Laufende Wellen k

onnen auch direkt vom station

aren homogenen Zustand
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abzweigen, wobei letzterer in einer Hopf-Bifurkation mit gebrochener Trans-
lationssymmetrie (die im folgenden Text oft als Wellenbifurkation bezeichnet
wird) seine Stabilit

at wechselt. Solche Hopf-Bifurkationen f

ur Moden mit
nichtverschwindenden Wellenzahlen wurden in vielen Systemen gefunden, in
denen sie zur Bildung von laufenden oder stehenden Wellen f

uhren, so un-
ter anderem bei der Konvektion von bin

aren Fl

ussigkeiten. F

ur dieses Bei-
spiel seien insbesondere die Pionierstudien von M. C. Cross [249] auf theo-
retischer und P. Kolodner [250, 251] auf experimenteller Seite hervorgeho-
ben. Ferner wurden Wellenbifurkationen in elektrisch getriebenen nemati-
schen Fl

ussigkristallen [252, 253] und drei-komponentigen Reaktions-Diusions-
Systemen [254] untersucht. Analytisch wurden die bei der Bifurkation entste-
henden Muster im Rahmen von schwach nichtlinearen Amplitudengleichungen
untersucht [189, 255, 256, 257, 258, 259, 260]. Diese Analyse f

uhrt auf gekop-
pelte, in Abh

angigkeit vom speziellen System, lokale oder nichtlokale Ginzburg-
Landau-Gleichungen f

ur die Amplituden links- und rechtslaufender Wellen. Mit
ihrer Hilfe kann entschieden werden, ob bei der Bifurkation stehende Wellen oder
laufende Wellenz

uge entstehen und ob diese bez

uglich modulierter St

orungen
stabil oder instabil sind. In [261, 262, 263, 264, 265] und anderen Publikatio-
nen wurde gezeigt, da additives Rauschen in lokalen gekoppelten Ginzburg-
Landau-Gleichungen zur Bildung raumzeitlicher Muster f

uhren und den Selek-
tionsproze zwischen verschiedenen Mustertypen beeinussen kann.
In diesem Kapitel wird zun

achst untersucht, ob durch eine geeignete Nicht-
gleichgewichtsreaktion laufende Wellen in attraktiv wechselwirkenden Adsor-
baten auf Einkristallober

achen induziert werden k

onnen. Dazu konstruieren
wir zuerst ein Zweivariablenmodell f

ur wechselwirkende Adsorbatteilchen unter
dem Einu einer durch zus

atzliche Aktivierungsenergie (z.B. zugef

uhrt durch
Licht oder eine dritte Teilchensorte) induzierten bin

aren Vernichtungsreaktion.
Die anschlieend durchgef

uhrte lineare Stabilit

atsanalyse zeigt, da in diesem
Modell unter geeigneten Annahmen tats

achlich eine Hopf-Bifurkation bez

uglich
St

orungen mit endlicher Welllenzahl auftreten kann. Es folgt eine detaillierte
Analyse des Bifurkationsverhaltens und eines Kodimension-2-Punktes, bei dem
die Wellenbifurkation und eine Turing-artige Instabilit

at des station

aren homo-
genen Zustands simultan auftreten. Das Selektionsverhalten und die Stabilit

at
der an der Wellenbifurkation entstehenden Muster wird im folgenden Abschnitt
analytisch im Rahmen von schwach nichtlinearen Amplitudengleichungen un-
tersucht. Auerdem wird gekl

art, unter welchen Bedingungen die Bifurkation
sub- bzw. superkritisch ist. Die so erhaltenen Ergebnisse werden anschlieend
in numerischen Simulationen im deterministischen System

uberpr

uft. Ferner
wird schlielich der Einu internen Rauschens auf die Musterbildung durch
numerische Integration der mesoskopischen Entwicklungsgleichung untersucht.
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6.2 Zweivariablensystem mit attraktiven Ad-
sorbatwechselwirkungen
6.2.1 Modellierung
Im folgenden wollen wir die bisherigen

Uberlegungen f

ur eine einzelne Spezies
auf eine Situation verallgemeinern, in der zwei verschiedene Spezies U und
V auf der Ober

ache adsorbieren und entsprechend dem Reaktionsschema
U + V ! 0 miteinander zu einem Produkt reagieren, das die Ober

ache
sofort verl

at. Die Reaktion verlaufe im Nichtgleichgewicht, d.h., sie sei
durch

auere Energiezufuhr aktiviert, und ihre Ratenkonstante sei von den
lateralen Wechselwirkungen unabh

angig. Wir nehmen vereinfachend an, da
die Teilchen der Sorten U bzw. V verschiedene Typen von Adsorptionspl

atzen
besetzen. Wie sich im Rahmen der hier entwickelten Analyse zeigen l

at,
ist diese Annahme nicht notwendig f

ur das Auftreten der hier diskutierten
Muster. Wir nehmen ferner an, da sich die Ober

ache in einem oenen
Gasreaktor bendet, in dem die Partialdr

ucke der Teilchen konstant gehalten
werden. Beide Spezies werden somit durch Adsorption aus der Gasphase die
ganze Zeit auf die Ober

ache nachgeliefert. Der Einu langreichweitiger
Kopplungen adsorbierter Teilchen durch die Gasphase wird in der folgenden
Analyse vernachl

assigt. Des weiteren seien adsorbierte Teilchen der Sorte V
im Vergleich zu denen der Sorte U sehr stark an die Ober

ache gebunden,
d.h., stark chemisorbiert. W

ahrend die relativ schwach an die Ober

ache
gebundenen U -Teilchen thermisch desorbieren k

onnen und sehr beweglich sind,
verl

at ein adsorbiertes V -Teilchen seinen Platz im Vergleich zur (stark exo-
thermen) Reaktion nur sehr selten

uber einen dieser Prozesse. In den meisten
der unten durchgef

uhrten Rechnungen werden wir sogar voraussetzen, da ein
adsorbierter Partikel der Sorte V seinen Platz ausschlielich

uber die Reaktion
mit einem benachbarten U -Teilchen verlassen kann. Auerdem ber

ucksichtigt
das folgende Modell attraktive Wechselwirkungen zwischen den adsorbierten
Teilchen. Hier nehmen wir an, da sich Teilchen der Sorte U so stark anziehen,
da dieses Adsorbat in Abwesenheit der Spezies V einen Phasen

ubergang erster
Ordnung vollziehen kann. Die Partikel der Spezies V werden von U -Teilchen
angezogen, wechselwirken jedoch nicht untereinander. Unter den gegebenen
Voraussetzungen werden somit sowohl die thermischen Desorptions- als auch
die H

upfraten der U -Teilchen zu benachbarten Adsorptionspl

atzen durch die
jeweils auf sie wirkenden lateralen Wechselwirkungen mit umgebenden Teilchen
aktiviert. Die durch

auere Energiezufuhr aktivierte Reaktion kann hingegen
als unabh

angig von den Adsorbatwechselwirkungen betrachtet werden. Unter
Annahme linearer

Ubergangsraten ergibt sich somit die folgende mesoskopische
Entwicklungsgleichung f

ur die uktuierenden Bedeckungen u und v
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Hierbei sind k
u
ad
und k
v
ad
die HaftkoeÆzienten der Spezies U und V , p
u
und
p
v
sind die entsprechenden Partialdr

ucke der Teilchen in der Gasphase. Die
Ratenkonstanten der Desorption von U - bzw. V -Teilchen in Abwesenheit la-
teraler Wechselwirkungen entsprechen k
u
des
bzw. k
v
des
, D
u
und D
v
sind die je-
weiligen Diusionskonstanten, k
r
bezeichnet die Ratenkonstante f

ur die Reak-
tion, und T ist die Temperatur. Es sei bemerkt, da unter den obigen An-
nahmen D
u
 D
v
und k
u
des
 k
v
des
gilt. Die lokalen Ober

achenpotentiale
W (r) und
f
W (r) ergeben sich aus den attraktiven paarweisen Wechselwir-
kungen eines adsorbierten U - bzw. V -Teilchens mit umliegenden Molek

ulen.
Da Partikel der Sorte U mit umliegenden Teilchen beider Sorten wechsel-
wirken, gilt W (r) =
R
w
uu
(r   r
0
) u(r
0
) dr
0
+
R
w
uv
(r   r
0
)v(r
0
) dr
0
. Da die
V -Teilchen nur die Anziehung benachbarter Molek

ule der anderen Spezies
sp

uren, ist
f
W (r) =
R
w
uv
(r   r
0
) u(r
0
) dr
0
. F

ur die in diese Ausdr

ucke einge-
henden Paarpotentiale w
uu
(r) und w
uv
(r) w

ahlen wir als einfache N

aherung
Gau-f

ormige Prole der Form w
uu
(r) =  

w
0
uu
=(r
2
1
)
d=2

exp ( r
2
=r
2
1
) und
w
uv
(r) =  

w
0
uv
=(r
2
2
)
d=2

exp ( r
2
=r
2
2
), wobei d = 1; 2 die Raumdimension des
Systems bezeichnet. Auerdem sind w
0
uu
und w
0
uv
die entsprechenden Wechsel-
wirkungsst

arken, die im allgemeinen verschieden sind; r
1
und r
2
bezeichnen die
entsprechenden Wechselwirkungsradien. Im folgenden werden wir ausschlielich
den Fall gleicher Wechselwirkungsradien betrachten, wobei wir die charakteri-
stische Wechselwirkungsl

ange r
0
 r
1
= r
2
denieren.
Die Zufallsterme 
u
(r; t) und 
v
(r; t) in den mesoskopischen Gleichungen
(6.1) ber

ucksichtigen das interne Rauschen der Adsorptions-, Desorptions-,
Reaktions- und Diusionsprozesse, die, wie wir in Kapitel 3.2 bereits gesehen
haben, als diskrete stochastische Prozesse auf dem zugrunde liegenden Gitter
deniert sind und durch die mikroskopische Mastergleichung f

ur die gemein-
same Wahrscheinlichkeitsverteilung beschrieben werden. Verallgemeinert man
die in Kapitel 3.3 f

ur eine einzelne Spezies durchgef

uhrte Herleitung der
mesoskopischen Grundgleichungen auf zwei Variablen, so erh

alt man
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
u
(r; t) = 
 1=2
q
k
u
ad
(1  u) f
ad
(r; t)
+
 1=2
q
k
u
des
u exp [W (r)=k
B
T ] f
des
(r; t)
+
 1=2

q
k
r
uvq
reac
(r; t) +r

q
D
u
u(1  u)f(r; t)

;

v
(r; t) = 
 1=2
q
k
v
ad
(1  v) g
ad
(r; t)

 1=2
r
k
v
des
v exp
h
f
W (r)=k
B
T
i
g
des
(r; t)
+
 1=2

q
k
r
uvq
reac
(r; t) +r

q
D
v
v(1  v)g(r; t)

: (6.2)
Hierbei sind die Rauschterme der Reaktion in beiden Ausdr

ucken identisch,
da jede einzelne Vernichtungsreaktion die Anzahl der Teilchen beider Spezies
gleichermaen

andert. Die Rauschterme f , g, f
ad
, f
des
, g
ad
, g
des
und q
reac
beschreiben voneinander unabh

angiges weies Rauschen der Intensit

at Eins,
d.h., es gilt
hf
ad
(r; t)f
ad
(r
0
; t
0
)i = hf
des
(r; t)f
des
(r
0
; t
0
)i = hg
ad
(r; t)g
ad
(r
0
; t
0
)i =
hg
des
(r; t)g
des
(r
0
; t
0
)i = hq
reac
(r; t)q
reac
(r
0
; t
0
)i = hf
x
(r; t)f
x
(r
0
; t
0
)i =
hf
y
(r; t)f
y
(r
0
; t
0
)i = hg
x
(r; t)g
x
(r
0
; t
0
)i = hg
y
(r; t)g
y
(r
0
; t
0
)i =
= Æ(r  r
0
)Æ(t  t
0
);
hf
x
(r; t)f
y
(r
0
; t
0
)i = hg
x
(r; t)g
y
(r
0
; t
0
)i = 0: (6.3)
Wie bereits in den vorangegangenen Kapiteln bezeichnet der Parameter  in
den Gleichungen (6.2) die Anzahl der Adsorptionspl

atze pro Einheits

ache der
Substratober

ache. Er charakterisiert deshalb die mikroskopische Natur der
Dynamik. Die St

arke der Fluktuationen ist proportional zur atomaren Git-
terl

ange l
0
= 1=
p
. Wie bereits in Kapitel 3 dargelegt, sind die mesoskopischen
Gleichungen (6.1) strikt nur dann g

ultig, wenn die Wechselwirkung sich

uber
hinreichend viele Adsorptionspl

atze erstreckt, d.h., wenn gilt r
0
 l
0
.
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6.2.2 Reskaliertes Modell
F

ur die Durchf

uhrung von numerischen Simulationen ist es hilfreich, die
Anzahl der die Dynamik charakterisierenden Parameter durch geeignetes
Umskalieren der Orts- und Zeitkoordinaten zu reduzieren. Dabei werden
die Zeit in Einheiten der charakteristischen Zeit f

ur die Adsorption eines
U -Teilchens und die Ortskoordinaten in Einheiten der charakteristischen
L

ange L
ad
 D
1=2
u
(k
u
ad
p
u
)
 1=2
gemessen. Das hier untersuchte System ist
dann durch den folgenden Satz dimensionsloser Parameter charakterisiert:
 = k
u
ad
p
u
=k
u
des
,  = k
r
=k
u
ad
p
u
,  = k
v
des
=k
u
ad
p
u
, Æ
D
= D
v
=D
u
,  = k
v
ad
p
v
=k
r
,
" = w
0
uu
=k
B
T , "
0
= w
0
uv
=k
B
T und 
0
= r
0
=L
r
. Das in den Gleichungen (6.1) auf-
gestellte Modell kann nach diesen Umskalierungen wie folgt ausgedr

uckt werden
@
t
u = (1  u)  
 1
u exp [ "
u
(r)  "
0

v
(r)]  uv
+u  rfu(1  u)r["
u
(r) + "
0

v
(r)]g+
e

u
(r; t);
@
t
v = (1  v)   v exp [ "
0

u
(r)]  uv
+Æ
D
v   Æ
D
"
0
r [v(1  v)r
u
(r)] +
e

v
(r; t); (6.4)
wobei bei Gleichheit der Wechselwirkungsradien die normierten Wech-
selwirkungen mit umliegenden Teilchen der Sorte U bzw. V (bei
Gau-f

ormiger Paarwechselwirkung) im zweidimensionalen System gege-
ben sind als 
u
(r) = 
 1
r
 2
0
R
dr
0
exp ( (r  r
0
)
2
=r
2
0
) u(r
0
) und 
v
(r) =

 1
r
 2
0
R
dr
0
exp ( (r  r
0
)
2
=r
2
0
) v(r
0
). F

ur die Rauschterme in den Gleichun-
gen (6.4) gilt folgender Zusammenhang mit den Gleichungen (6.2):
e

u;v
(r; t) =
(k
u
ad
p
u
)
 1

u;v
(r; t).
6.3 Bifurkationsanalyse im deterministischen
System
In diesem Abschnitt soll zun

achst wieder der Einu von Fluktuationen ver-
nachl

assigt werden. Verhalten sich beide Adsorbate wie ideale Gase, d.h., sind
laterale Wechselwirkungen abwesend, so relaxiert das System auf einen homo-
genen Gleichgewichtszustand. Untersucht man Anzahl und Stabilit

at der ho-
mogenen L

osungen der Gleichungen (6.1), so ndet man

ahnlich zu den in den
Kapiteln 4.3 und 5 behandelten Systemen einen bistabilen Bereich, wenn die
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Wechselwirkung zwischen U -Teilchen attraktiv und stark genug ist (vgl. durch-
gezogene Kurven in Abb. 5.2). In Anlehnung an die in Kapitel 5.2 durchgef

uhrte
Analyse l

at sich die Stabilit

at homogener L

osungen bez

uglich innitesimaler
St

orungen in Form ebener Wellen untersuchen. Hierbei wollen wir uns ebenfalls
auf ein eindimensionales System beschr

anken.
6.3.1 Homogene L

osungen
Die Bedeckungen im homogenen Gleichgewicht u = u
0
und v = v
0
ergeben sich
als L

osungen der folgenden transzendenten Gleichung
1  u  
 1
u exp ( "u  "
0
v
0
(u))  uv
0
(u) = 0; (6.5)
wobei
v
0
(u) =

 +  exp ( "
0
u) =+ u
: (6.6)

Ahnlich zu den bisher behandelten Modellen ergibt sich hier, da das homo-
gene System entweder monostabil oder bistabil sein kann. Wiederum ist die
Abh

angigkeit der thermischen Desorption adsorbierter U -Teilchen von den zwi-
schen ihnen wirkenden attraktiven Wechselwirkungen f

ur die Bistabilit

at ver-
antwortlich.
6.3.2 Linearisierung
In den reskalierten Gleichungen (6.4) l

at sich wie in der in Kapitel 5.2
durchgef

uhrten Analyse die linearisierte Dynamik innitesimaler r

aumlich
periodischer St

orungen des homogenen Zustandes betrachten. Setzt man f

ur
die Bedeckungen u = u
0
+ Æu exp(
k
t+ ikx) und v = v
0
+ Æv exp(
k
t+ ikx) an,
so ergibt sich aus der Linearisierung von Gleichung (6.4) das Eigenwertproblem

k
 
Æu
Æv
!
= J (k)
 
Æu
Æv
!
: (6.7)
F

ur die Linearisierungsmatrix bez

uglich homogener St

orungen J
0
= J (k = 0)
gilt
J
0
=
 
 1  v
0
+ 
 1
("u
0
  1)e
 "u
0
 "
0
v
0

 1
"
0
u
0
e
 "u
0
 "
0
v
0
  u
0
 "
0
v
0
e
 "
0
u
0
  v
0
    e
 "
0
u
0
  u
0
!
:(6.8)
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Im allgemeinen Fall f

ur k 6= 0 berechnen sich die Elemente der Matrix J (k)
wie folgt aus den Matrixelementen von J
0
J
11
(k) = J
0
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  L
2
ad
k
2
(1  "u
0
(1  u
0
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0
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e
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0
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J
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0
v
0
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0
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2
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0
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2
u
0
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0
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2
0
k
2
=4);
J
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(k) = J
0
21
   "
0
v
0
e
 "
0
u
0
[1  exp( r
2
0
k
2
=4)]
+Æ
D
"
0
L
2
ad
k
2
v
0
(1  v
0
) exp( r
2
0
k
2
=4);
J
22
(k) = J
0
22
  Æ
D
L
2
ad
k
2
: (6.9)
Die Eigenwerte 

k
von J (k) lassen sich aus der allgemeinen Formel f

ur 2 2-
Matrizen berechnen


k
=
tr[J (k)]
2

s
tr
2
[J (k)]
4
  det[J (k)]; (6.10)
wobei tr[J (k)] und det[J (k)] die Spur bzw. die Determinante von J (k) be-
zeichnen. Die Eigenwerte sind entweder beide reell oder beide komplex. In-
stabilit

aten entsprechen Parameterwerten, f

ur die die erste instabile Mode k
w
die Bedingungen Re(
k
w
) = 0 und dRe(
k
)=dk
2
(k
w
) = 0 erf

ullt. Im Fall reeller
Eigenwerte ergibt sich wieder eine Turing-artige Bifurkation aus der station

are
inhomogene Muster folgen, wie sie bereits in Kapitel 5 untersucht wurden. In
der hier vorliegenden Situation k

onnen die Eigenwerte am Bifurkationspunkt
jedoch auch komplex sein. F

ur endliche r
0
l

at sich die Dispersionsrelation,
d.h., 
+
k
als Funktion von k, nur numerisch berechnen. Abbildung 6.1 zeigt
das Spektrum des gr

oten Realteils und des Imagin

arteils der Eigenwerte 
k
f

ur
eine typische Situation kurz nach dem Passieren der Instabilit

at. Man erkennt,
da im Gegensatz zur gew

ohnlichen Turing-artigen Bifurkation die instabilste
Mode mit einer endlichen Frequenz oszilliert. Dies ist kennzeichnend f

ur eine
Bifurkationsanalyse im deterministischen System 143
0.0 0.5
−0.4
−0.2
0.0
0.2
0.4
kL
r
Abb. 6.1: Dispersionsrelation f

ur " = 5, "
0
= 3,  = 3,  = 1,  = 0:01 und
r
0
= 0:01L
r
: Die durchgezogene Linie zeigt Re(
k
) und die gestrichelte Linie den
Imagin

arteil von 
k
als Funktionen der dimensionslosen Wellenzahl kL
r
.
Wellenbifurkation. Im folgenden betrachten wir zun

achst der Einfachheit hal-
ber den Grenzfall, in dem V -Teilchen die Ober

ache nur

uber eine Reaktion
mit einem U -Partikel verlassen k

onnen, d.h., weder desorbieren noch sich auf
der Ober

ache bewegen k

onnen ( = Æ
D
= 0).
Sind die Eigenwerte mit dem gr

oten Realteil komplex, so gilt f

ur die
erste instabile Mode Re[(k
w
)] =tr[J (k
w
)]=2 bzw. an der Wellenbifurkation
tr[J (k
w
)] = 0 und dtr[J (k)]=dk
2
(k
w
) = 0. Letztere Bedingung l

at sich
nach exp[ r
2
0
k
2
w
=4] au

osen und in tr[J (k
w
)] = 0 einsetzen, so da sich ein
quadratisches Polynom f

ur das Quadrat der Wellenzahl der ersten instabilen
Mode k
2
w
ergibt. Man erh

alt
L
2
ad
k
2
w
=  
1
u
0
   ( + u
0
) +

2

v
0
1  u
0
+  + u
0


0
@
1 +
v
u
u
t
1 +
16(1  u
0
)

2
0
[ + v
0
+ (1  ) u
0
  u
2
0
]
1
A
; (6.11)
wobei 
0
= r
0
=L
r
den dimensionslosen Wechselwirkungsradius bezeichnet; L
r
=
q
D
u
=k
r
ist die charakteristische Diusionsl

ange bez

uglich der Reaktion.
Um ein qualitatives Bild der hier betrachteten Instabilit

at zu gewinnen, ist
es hilfreich, zun

achst den Grenzfall 
0
! 0 zu betrachten. F

ur 
0
= 0 gilt
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tr[J (k)] = tr[J
0
]   k
2
D
eff
(u
0
) und det[J (k)] = det[J
0
]   k
2
[D
eff
(u
0
)J
0
22
+
"
0
u
0
(1 u
0
)J
0
21
]. Dies bedeutet, da die homogene Phase nur instabil bez

uglich
kurzwelliger Fluktuationen werden kann, wenn die Bedeckung die Bedingung
D
eff
(u
0
) < 0 erf

ullt. Dies ist nur f

ur " > 4 m

oglich, d.h., wenn die attraktive
Wechselwirkung zwischen adsorbierten U -Teilchen im Vergleich zur thermischen
Energie k
B
T so gro ist, da das reine U -Adsorbat in Abwesenheit von V -
Teilchen einen Phasen

ubergang zeigt. F

ur endliche 
0
 1 ist der

Ubergang
folglich durch die Bedingung D
eff
(u
0
) = O(
0
) bestimmt, d.h., es gilt u
0
=
u
D
+ O(
0
), wobei u
D
 (1
q
1  4=")=2 und u
0
gleichzeitig Gleichung (6.5)
erf

ullt. Da dieser

Ubergang einer Welleninstabilit

at der homogenen Phase
entspricht, ergibt sich daraus, da dann f

ur  = 0 und groe k det[J(k)] > 0
gilt. Es sei bemerkt, da f

ur endliche  im Limes 
0
! 0 die Determinante
am

Ubergang nur dann positiv ist, wenn "
0
einen kritischen Wert

uberschreitet.
Abbildung 6.2 zeigt das Bifurkationsdiagramm in der Parameterebene (, ")
im Grenzfall 
0
= 0 f

ur verschiedene Werte der reskalierten Ratenkonstante der
Reaktion  = k
r
=k
u
ad
p
u
. In Abwesenheit der Vernichtungsreaktion ( = 0) ist
die homogene Phase immer stabil bez

uglich inhomogener St

orungen [Abb. 6.2
(a)].

Ahnlich zum einkomponentigen reaktiven Modell (vgl. Abb. 5.2) wird bei
Erh

ohung von  die Kuspe des bistabilen Bereichs zu h

oheren Werten von "
und niedrigeren Werten von  hin verschoben. F

ur kleine  entwickelt sich die
Region, in der der homogene station

are Zustand instabil bez

uglich inhomogener
St

orungen ist, zuerst um diese Kuspe herum [Abb. 6.2 (b)]. Nach

Uberschreiten
eines kritischen Schwellwertes [Abb. 6.2 (c)] f

ullt die instabile Region schlielich
einen groen Teil der Ebene (, ") aus [Abb. 6.2 (d)].
Im Grenzfall sehr kleiner Wechselwirkungsradien l

at sich die Wellen-
zahl der instabilsten St

orungsmode am Bifurkationspunkt entwickeln als
L
r
k
w
=
q
'
w
=
0
[1 + O(
0
)], wobei '
w
= 2 [v
D
=(1  u
D
) +  + u
D
]
1=2
mit
v
D
= =( + u
D
). Die Wellenl

ange an der Bifurkation 
w
l

at sich somit in
erster N

aherung wie folgt ausdr

ucken

w
= 2
1=2
 [v
D
=(1  u
D
) +  + u
D
]
 1=4
(r
0
L
r
)
1=2
: (6.12)
Im Gegensatz zur klassischen Wellenbifurkation, wie sie von Turing f

ur drei-
komponentige Reaktions-Diusions-Systeme beschrieben wurde und in der die
Wellenl

ange der ersten instabilen Mode an der Instabilit

at als Kombination
der kinetischen Diusionsl

angen gegeben ist, ist hier die Wellenl

ange der er-
sten instabilen Mode durch eine Kombination der Diusionsl

ange (einer ki-
netischen Gr

oe) und des Wechselwirkungsradius (einer energetischen Gr

oe)
gegeben. Im hier vorliegenden Fall basiert die Wellenbifurkation auf der Kon-
kurrenz von zwei (kurzreichweitigen) attraktiven Wechselwirkungen und der
Reaktions-Diusions-Kinetik der Adsorbate.
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Abb. 6.2: Bifurkationsdiagramme in der Parameterebene (; ") f

ur "
0
= 3 und ein
konstantes Verh

altnis = = 3 und  = 0 (a),  = 0:1 (b),  = 0:162 (c),  = 4
(d). Innerhalb der Kuspenregion (durchgezogene Kurve) existieren zwei homogene
Zust

ande. Die gestrichelte Linie entspricht der Wellenbifurkation im Limes 
0
! 0.
In den markierten Bereichen hat das System eine homogene Phase (I), eine Sorte
laufender Wellen (II), zwei homogene Phasen (III), eine homogene Phase niedriger
Bedeckung und eine Sorte laufender Wellen (IV), eine homogene Phase hoher Be-
deckung und eine Sorte laufender Wellen (V) und zwei verschiedene Sorten laufender
Wellen (VI).
Abbildung 6.3 zeigt die Abh

angigkeit der in der N

aherung (6.12) berech-
neten dimensionslosen Wellenl

ange an der Instabilit

at 
w
(r
0
L
r
)
 1=2
von den
dimensionslosen Parametern. Je nach Wahl der anderen Parameter kann sie
mit steigendem " entweder ansteigen [Abb. 6.3 (a)] oder abfallen [Abb. 6.3
(b)]. Abbildung 6.3 (c) zeigt die typische Abh

angigkeit von der dimensionslosen
Ratenkonstante  f

ur die Reaktion: Ist sie klein genug, so liegt 
w
(r
0
L
r
)
 1=2
bei einem endlichen konstanten Wert. Bei Ann

aherung an einen kritischen
Schwellwert 
c
wird schlielich die Kuspe der Wellenbifurkation erreicht, d.h.,
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Abb. 6.3: Reskalierte Wellenl

ange am Punkt der Wellenbifurkation 
w
(L
r
r
0
)
 1=2
gem

a der N

aherung (6.12) in Abh

angigkeit von den dimensionslosen Parametern;
(a) und (b) zeigen sie als Funktion von " f

ur  = 3 und  = 1 (a), und  = 0:1
und  = 10 (b); in (c) ist ihre Abh

angigkeit von  f

ur " = 5 und  = 3 dargestellt;
(d) zeigt die Abh

angigkeit der kritischen Wellenl

ange vom Parameter  f

ur  =
8 und " = 10. Die dunklen Punkte markieren die Endpunkte der Instabilit

at im
Parameterraum, die gestrichelten Linien entsprechen den Werten an der Instabilit

at
der dichten homogenen Phase.
f

ur  > 
c
ist die homogene Phase immer stabil [vgl. Abb. 6.2 (d)]. Ein

ahnliches Verhalten l

at sich im Verlauf von 
w
(r
0
L
r
)
 1=2
als Funktion des di-
mensionslosen Parameters  = k
v
ad
p
v
=k
r
beobachten. Zun

achst sinkt sie f

ur
steigendes , bis sie bei Erreichen eines kritischen Wertes verschwindet.

Ahnlich der in Kapitel 5 untersuchten Turing-artigen Instabilit

at verschwin-
det die Wellenbifurkation, wenn der Radius der attraktiven Paarwechselwirkun-
gen zwischen adsorbierten Teilchen zu gro wird. Wiederum gibt es abh

angig
vom dimensionslosen Wechselwirkungsparameter zwei verschiedene Szenarien
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Abb. 6.4: Abh

angigkeit der dimensionslosen Wellenl

ange 
w
=L
r
, bzw. 
t
=L
r
am
Punkt der Instabilit

at vom dimensionslosen Wechselwirkungsradius 
0
= r
0
=L
r
f

ur
 = "
0
= 3,  = 1 und " = 5 (a), bzw. " = 9 (b). In (a) ist die Situation unterhalb der
Kuspe des bistabilen Bereichs gezeigt. Die dicken Linien bezeichnen die Werte von

w
=L
r
aus Gl. (6.11) an den beiden Grenzen des instabilen Bereichs; die gestrichelte
Linie entspricht dabei der bei h

oheren Werten von  liegenden Wellenbifurkation. Die
d

unne Linie stellt den Wert von 
w
=L
r
gem

a der N

aherung (6.12) dar. In (b) liegt "
oberhalb der Kuspe des bistabilen Bereichs. Die dicken Linien zeigen die Werte von

w
=L
r
(durchgezogene Linie) und 
t
=L
r
(gestrichelte Linie) aus den Gl. (6.11) und
(6.13) an der Instabilit

at der d

unn besetzten homogenen Phase. Die d

unnen Linien
entsprechen den jeweiligen N

aherungen (6.12) und (6.14).
f

ur das Verschwinden der Instabilit

at. Unterhalb der Kuspe des multistabilen
Bereichs gibt es nur einen station

aren homogenen Zustand, der in der Para-
meterebene (, ") f

ur festes " zwischen zwei Grenzen bez

uglich modulierter
St

orungen instabil wird, wenn der Wechselwirkungsradius hinreichend klein ist.
Die Abh

angigkeit der kritischen Wellenl

angen am Punkt der Wellenbifurkati-
on vom dimensionslosen Wechselwirkungsradius 
0
= r
0
=L
r
gem

a Gleichung
(6.11) ist in Abb. 6.4 (a) f

ur " = 5 durch die dicken Linien dargestellt. Wieder-
um verschmelzen bei Ann

aherung an einen kritischen Wert 
0
c
die beiden Sta-
bilit

atsgrenzen der homogenen Phase. An diesem Punkt nehmen die kritischen
Wellenl

angen einen gemeinsamen endlichen Wert an. F

ur gr

oere Wechselwir-
kungsradien ist die Instabilit

at abwesend.
Anders verh

alt es sich oberhalb der Kuspe des bistabilen Bereichs der ho-
mogenen Phase. In der Parameterebene (, ") (siehe auch Abb. 6.2) ist der
instabile Bereich einer der beiden koexistierenden homogenen Phasen f

ur fe-
stes " dann durch eine Stabilit

atsgrenze und die Existenzgrenze der homogenen
Phase begrenzt. Die dicken Linien in Abb. 6.4 (b) zeigen die Abh

angigkeit
der kritischen Wellenl

ange an der Stabilit

atsgrenze f

ur die d

unn besetzte Pha-
se vom dimensionslosen Wechselwirkungsradius 
0
gem

a Gleichung (6.11), die
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d

unnen Linien entsprechen der N

aherung (6.12). F

ur kleine 
0
handelt es sich
bei der Instabilit

at um eine Wellenbifurkation [durchgezogene Linie in Abb. 6.4
(b)]. Diese Bifurkation verschwindet bei einem endlichen Wert der kritischen
Wellenl

ange, wenn der Wechselwirkungsradius zu gro wird.
Eine genauere Analyse der Linearisierung (6.7) ergibt jedoch, da f

ur
hinreichend groe Wechselwirkungsradien neben der bisher in diesem Ka-
pitel untersuchten Hopf-Bifurkation f

ur modulierte St

orungen auch eine
Heugabel-Bifurkation des Turing-Typs auftritt. Formal entspricht sie der
im vorangegangenen Kapitel untersuchten Instabilit

at. Tats

achlich reduziert
sich das hier untersuchte Zweivariablenmodell (6.1) im Grenzfall  ! 1
und "
0
! 0 auf das in Kapitel 5 ausf

uhrlich analysierte Einvariablenmodell
(5.1). In der Linearisierung (6.7) tritt die Turing-artige Bifurkation auf,
wenn die Determinante der Jakobi-Matrix hinreichend klein bzw. negativ
wird, so da die Eigenwerte 
k
aus Gl. (6.10) f

ur die erste instabile Mode
am Punkt der Instabilit

at der homogenen Phase reell sind. Die charakte-
ristische Wellenzahl der instabilsten Mode am Bifurkationspunkt ist gegeben als
L
2
ad
k
2
t
=  
1
u
0
 


u
0
v
2
0
+

2
 
v
0
1  u
0
 
u
0
v
2
0

!

0
@
1 +
v
u
u
t
1 +
16(1  u
0
)

2
0
[v
0
  (1  u
0
)u
0
v
2
0
=]
1
A
: (6.13)
Wie zu erwarten, konvergiert dieser Ausdruck im Grenzfall  !1 und "
0
! 0
gegen die Gl. (5.7) aus Kapitel 5, wenn man ber

ucksichtigt, da  = L
2
ad
=L
2
r
.
Es sei noch bemerkt, da oberhalb der Kuspe des bistabilen Bereichs wie im
in Kapitel 5 untersuchten Modell die Turing-artige Bifurkation verschwindet
und die kritische Wellenl

ange divergiert, wenn der Wechselwirkungsradius einen
kritischen Wert erreicht.
Betrachtet man hingegegen den Grenzfall 
0
! 0 f

ur endliche Werte von 
und "
0
, so ergibt sich analog zu den N

aherungen (5.9) und (6.12)

t
= 2
1=2

"
v
D
=(1  u
D
) 
u
D
v
2
D

#
 1=4
(r
0
L
r
)
1=2
: (6.14)
F

ur  !1 ergibt sich die N

aherung (5.9) aus Kapitel 5. Man beachte ferner,
da die Wellenl

angen f

ur unter Umst

anden gleichzeitig auftretende Turing- und
Wellenbifurkationen im allgemeinen verschieden sind.
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6.3.3 Bifurkationsdiagramme
Das "
0
-abh

angige Szenario des

Ubergangs von einer Wellenbifurkation hin zu
einer Turing-artigen Instabilit

at l

at sich analytisch sehr einfach im Grenzfall

0
 1 untersuchen. In der Parameterebene (, "
0
) ndet man f

ur festes ",
da die Wellenbifurkation nur oberhalb eines kritischen Wertes "
0
crit;w
existiert.
Auerdem ndet man unterhalb eines zweiten Schwellwerts "
0
crit;t
> "
0
crit;w
eine
Turing-artige Instabilit

at. Ferner gibt es einen weiteren kritischen Wert "
0
t w
,
f

ur den beide Instabilit

aten der homogenen Phase gleichzeitig eintreten. Ober-
halb von "
0
t w
wird der station

are homogene Zustand zuerst instabil bez

uglich
oszillierender Modulationen. Unterhalb dieses Schwellwerts tritt zuerst die
Turing-artige Bifurkation auf. Dieser Sachverhalt ist in Abb. 6.5 f

ur " = 5
dargestellt: Im Grenzfall 
0
! 0 wird die homogene Phase immer in einer
0.0 0.5 1.0 1.5
0.0
0.2
0.4
0.6
α
P1
P2
P3
P4
ε
/
Abb. 6.5: Bifurkationsdiagramme in der Ebene (a; "
0
) f

ur  = 3,  = 1 und " =
4:2. Die strichpunktierte Linie bezeichnet die Wellenbifurkation im Limes 
0
! 0
(in diesem Grenzfall ist die homogene Phase rechts von der strichpunktierten Linie
instabil). F

ur r
0
= 0:025(D=k
u
des
)
1=2
entspricht die gestrichelte Linie einer Turing-
artigen Bifurkation, die durchgezogene einer Wellenbifurkation der homogenen Phase.
Letztere ist instabil in dem durch diese Linien begrenzten Bereich.
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Abb. 6.6: Dispersionsrelationen an den Punkten P
1
bis P
4
der vorhergehenden Ab-
bildung f

ur  = 3,  = 1, " = 4:2 und r
0
= 0:025(D=k
u
des
)
1=2
. P
1
entspricht  = 0:73
und "
0
= 0:368, P
2
entspricht  = 0:78 und "
0
= 0:315, P
3
entspricht  = 0:667 und
"
0
= 0:415, und P
4
 = 0:679 und "
0
= 0:346. Die durchgezogene Linie zeigt den
gr

oeren Realteil der Eigenwerte 
k
, die gestrichelte Linie ihren Imagin

arteil.
Wellenbifurkation instabil. F

ur endliche Werte des Wechselwirkungsradius n-
det man bei hinreichend kleinen Werten von "
0
eine Turing-artige Instabilit

at
(gestrichelte Linie). F

ur groe Werte von "
0
ndet man nur noch die Wellenbi-
furkation (durchgezogene Linie). Abbildung 6.6 zeigt die Dispersionsrelationen
an den Punkten P
1
bis P
4
in Abb. 6.5 (a)-(d). In (a) ist die Situation der Ko-
dimension Zwei gezeigt, bei der gerade sowohl Wellen- als auch Turing-artige
Bifurkation auftreten. Es l

at sich zeigen, da in diesem Fall die Wellenl

ange
der ersten instabilen Mode an der Turing-artigen Bifurkation immer gr

oer ist
als die kritische Wellenl

ange an der Wellenbifurkation [vgl. Abb. 6.4 (b)]. Im
in Abb. 6.6 (b) gezeigten Fall sind nur station

are Moden instabil, in (c) nur os-
zillatorische. Abbildung 6.6 (d) zeigt den Fall, in dem beide Typen von Moden
Bifurkationsanalyse im deterministischen System 151
instabil sein k

onnen.
0.0 0.1 0.2
4
5
6
α
ε
Abb. 6.7: Bifurkationsdiagramme in der Ebene (; ") f

ur  = "
0
= 3,  = 1 und
verschiedene Werte des Wechselwirkungsradius r
0
. Die durchgezogene Linie zeigt die
Wellenbifurkation im Limes r
0
! 0 (vgl. Abb. 6.2), f

ur r
0
= 0:02(D=k
u
des
)
1=2
ist
diese Instabilit

at durch die weit gestrichelte Linie dargestellt, f

ur r
0
= 0:1(D=k
u
des
)
1=2
durch die strichpunktierte Linie und f

ur r
0
= 0:5(D=k
u
des
)
1=2
durch die gepunktete
Linie. Die eng gestrichelte Linie entspricht einer Turing-artigen Bifurkation f

ur r
0
=
0:5(D=k
u
des
)
1=2
.
Abbildung 6.7 zeigt das

Ubergangsszenario aus einer anderen Perspektive:
Im dargestellten Bifurkationsdiagramm in der Parameterebene (, ") sind Insta-
bilit

aten der homogenen Phase f

ur verschiedene Werte des Wechselwirkungsra-
dius r
0
abgebildet. F

ur hinreichend kleine Wechselwirkungsradien (siehe durch-
gezogene Linie f

ur r
0
! 0, weit gestrichelte Linie f

ur r
0
= 0:02 (D=k
u
des
)
1=2
und
strichpunktierte Linie f

ur r
0
= 0:1 (D=k
u
des
)
1=2
) wird die homogene Phase im-
mer

uber eine Wellenbifurkation instabil. Der instabile Bereich verschiebt sich
bei Erh

ohung von r
0
zu h

oheren Werten von " hin, in -Richtung zieht er sich
zusammen. F

ur hinreichend groe r
0
kann die homogene Phase auch

uber eine
Turing-artige Bifurkation instabil werden. Diese ist f

ur r
0
= 0:5 (D=k
u
des
)
1=2
als eng gestrichelte Linie dargestellt, die gepunktete Linie entspricht der Wel-
lenbifurkation f

ur denselben Wert von r
0
. W

ahrend an der linken Seite des
instabilen Bereichs die homogene Phase durch eine Wellenbifurkation instabil
wird, unterl

auft sie bei vergleichsweise hohen Werten von  eine Turing-artige
Instabilit

at.
Die kritischen Werte von "
0
k

onnen f

ur 
0
 1 leicht aus den Bedingungen
152 6 Laufende Wellen auf der Nanoskala
f

ur das Auftreten der jeweiligen Bifurkationen errechnet werden. In niedrigster
Ordnung von 
0
gilt am Punkt der Wellenbifurkation tr[J(k
w
)] = O(
0
), was
wie folgt ausgedr

uckt werden kann
D
eff
(u
0
) =  '
w

0
=2 +O(
2
0
); (6.15)
mit '
w
= 2 [v
D
=(1  u
D
) +  + u
D
]
1=2
. An der Wellenbifurkation mu au-
erdem det[J(k
w
)] > 0 erf

ullt sein. Sie h

ort auf zu existieren, wenn f

ur die
Determinante der Jakobi-Matrix aus Gl. (6.9) det[J(k
w
)] = O(
0
) gilt. Dies
f

uhrt auf den folgenden Ausdruck f

ur "
0
crit;w
in niedrigster Ordnung von 
0
"
0
crit;w
= " (
2
v
 3
D
+ u
D
)(k
w
L
r
)
 2
; (6.16)
wobei k
w
= 2=
w
mit 
w
aus Gl. (6.12). Die Turing-artige Bifurkation ist f

ur

0
 1 durch die Bedingungen det[J(k
t
)] = O(
0
) und ddet[J(k
t
)]=dk
2
= O(
2
0
)
bestimmt. Auerdem mu die Spur von J(k
t
) negativ sein. Die Turing-
Bifurkation verschwindet, wenn tr[J(k
t
)] = O(
0
). Dies ergibt f

ur "
0
crit;t
in
niedrigster Ordnung von 
0
"
0
crit;t
= " (
2
v
 3
D
+ u
D
)(k
t
L
r
)
 2
; (6.17)
mit k
t
= 2=
t
und 
t
aus der N

aherung (6.14).
In der Parameterebene (, "
0
) liegt zwischen "
0
crit;t
und "
0
crit;w
ein Bereich, in
dem sowohl die Wellenbifurkation als auch die Turing-artige Instabilit

at der ho-
mogenen Phase auftreten. Beim kritischen Wert "
0
t w
treten beide Instabilit

aten
der homogenen Phase gleichzeitig auf. Er errechnet sich aus der gleichzeitigen
Erf

ullung der Bedingungen tr[J(k
w
)] = O(
0
), dtr[J(k
w
)]=dk
2
= O(
2
0
),
det[J(k
t
)] = O(
0
) und d det[J(k
t
)]=dk
2
= O(
2
0
). In niedrigster Ordnung von

0
gilt
"
0
t w
= 2" (
2
v
 3
D
+ u
D
)L
 2
r
(k
2
w
+ k
2
t
)
 1
: (6.18)
Es sei bemerkt, da im Grenzfall 
0
 1 immer "
0
crit;w
< "
0
t w
< "
0
crit;t
gilt.
Abbildung 6.8 zeigt die Abh

angigkeit der kritischen Werte von "
0
=
0
im Li-
mes 
0
 1 von den

ubrigen Systemparametern gem

a den Gleichungen (6.16)-
(6.18). Der Endpunkt der Turing-Bifurkation "
0
crit;t
ist durch die strichpunk-
tierte Linie dargestellt, "
0
t w
durch die gestrichelte Linie und "
0
crit;w
durch die
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Abb. 6.8: Abh

angigkeit der kritischen Werte von "
0
=
0
im Limes 
0
 1 von den

ubrigen Systemparametern gem

a den Gl. (6.16)-(6.18). Der Endpunkt der Turing-
Bifurkation "
0
crit;t
ist durch die strichpunktierte Linie dargestellt, "
0
t w
durch die ge-
strichelte Linie und "
0
crit;w
durch die durchgezogene Linie; (a) und (b) zeigen die
Abh

angigkeit von " f

ur  = 0:1 und  = 30 bzw.  = 10 und  = 0:1; (c) zeigt
den typischen Verlauf mit  f

ur " = 5 und  = 3; in (d) ist die Abh

angigkeit der
kritischen Werte von "
0
=
0
von  f

ur  = 8 und " = 10 dargestellt.
durchgezogene Linie. In Abb. 6.8 (a) ist ihre typische Abh

angigkeit von " f

ur
relativ kleine Reaktionsraten dargestellt ( = 0:1,  = 30). Der untere Zweig
entspricht jeweils der Instabilit

at bei h

oheren Bedeckungen der homogenen Pha-
se, der obere der Wellenbifurkation einer vergleichsweise d

unn bedeckten homo-
genen Phase. Die kritischen Werte von "
0
steigen mit " an. Im Vergleich dazu
sinken diese kritischen Werte mit steigendem " f

ur den in (b) gezeigten Fall
vergleichsweise hoher Reaktionsraten ( = 10,  = 0:1). Abbildung 6.8 (c)
zeigt, da die kritischen Werte nicht von der dimensionslosen Ratenkonstante
 = k
r
=k
u
ad
p
u
abh

angen. Bei Erreichen kritischer Werte von  verschwindet die
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Wellenbifurkation. Ferner zeigt Abb. 6.8 (d), da die kritischen Schwellwerte
von "
0
bei Erh

ohung von  ansteigen.
Zusammenfassend l

at sich zun

achst schlieen, da im Zweivariablenmodell
(6.1) eine Wellenbifurkation auftritt, wenn der Wechselwirkungsradius im Ver-
gleich zur charakteristischen Diusionsl

ange der Reaktion hinreichend klein ist,
bzw. wenn die St

arke der Wechselwirkung zwischen verschiedenen Teilchen "
0
einen kritischen Wert

uberschreitet. F

ur zu kleine Werte von "
0
verschwin-
det diese Bifurkation; die homogene Phase kann jedoch

uber eine Turing-artige
Bifurkation instabil werden. Das entsprechende

Ubergangsszenario wurde dis-
kutiert. Auerdem wurde gezeigt, da die charakteristischen Wellenl

angen der
an der Wellenbifurkation entstehenden Muster wesentlich kleiner als die Diusi-
onsl

ange der Reaktion werden k

onnen, wie es schon f

ur die im vorangegangenen
Kapitel analysierten Mikrostrukturen der Fall war. Im folgenden Abschnitt wer-
den wir mittels einer schwach nichtlinearen Analyse eingehender untersuchen,
welche Muster in der N

ahe der Wellenbifurkation zu erwarten sind.
6.4 Schwach nichtlineare Analyse
In diesem Abschnitt werden die KoeÆzienten der schwach nichtlinearen Ampli-
tudengleichungen, die die Musterbildung in der N

ahe superkritischer Bifurkatio-
nen beschreibt, analytisch berechnet und deren Auswirkungen auf Selektion und
Stabilit

at der entstehenden Strukturen betrachtet. Der folgenden mathemati-
schen Analyse liegt das reskalierte Modell (6.4) im deterministischen Grenzfall
mit  = Æ
D
= 0 (Grenzfall sehr stark gebundener V -Teilchen) zugrunde. Der
Einfachheit halber werden wir uns im folgenden auf den Grenzfall beschr

anken,
in dem die Teilchen der Spezies U ebenfalls vertikal so stark an die Substratober-


ache gebunden sind, da der Term in Gl. (6.4), der die thermische Desorption
dieser Spezies beschreibt, vernachl

assigt werden kann (d.h., 
 1
= 0). Die
U -Teilchen k

onnen sich jedoch noch entlang der Ober

ache bewegen.
Wie bei unserer Untersuchung der Turing-Instabilit

at in Kapitel 5.3
w

ahlen wir den dimensionslosen Bifurkationsparameter r
2
0
=L
2
ad
. Der homogene
station

are Zustand wird instabil bez

uglich inhomogener St

orungen, wenn der
Wechselwirkungsradius den kritischen Wert r
c
unterschreitet, der sich als
L

osung der Gleichung
trJ
0
  (k
w
L
ad
)
2
f1  "u
0
(1  u
0
) exp[ r
2
c
k
2
w
=4]g = 0 (6.19)
ergibt, wobei
(k
w
L
ad
)
2
= trJ
0
=2

1 +
q
1  16L
2
ad
=[trJ
0
r
2
c
]

; (6.20)
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Abb. 6.9: Abh

angigkeit des dimensionslosen kritischen Wechselwirkungsradius 
c
=
r
c
=L
r
von der dimensionslosen Ratenkonstanten  = k
r
=k
u
ad
p
u
f

ur "
0
=  = 3, " = 5
und 
 1
= 0.
und trJ
0
=  1   v
0
    u
0
. Die Abh

angigkeit von r
c
=L
ad
von dem Re-
aktionsparameter  = k
r
=k
u
ad
p
u
ist in Abb. 6.9 f

ur den Fall k
u
des
= 0 dargestellt.
Wie f

ur station

are Mikrostrukturen im Fall von Abb. 5.8 entsprechen jedem
kritischen Wechselwirkungsradius zwei verschiedene Werte von , die die bei-
den Grenzen des instabilen Bereichs in der Parameterebene (; ") ergeben. Bei
Erreichen eines maximalenWechselwirkungsradius verschwindet die Instabilit

at
(vgl. Abb. 6.4).
Als Entwicklungsparameter f

ur die Amplitude der am Bifurkations-
punkt entstehenden r

aumlich periodischen Muster w

ahlen wir wiederum
Æ = (r
2
c
  r
2
0
)
1=2
=r
c
. Die Bedeckungen u(r; t) und v(r; t) k

onnen um den
station

aren homogenen Zustand entwickelt werden
u(r; t) = u
0
+ Æu
1
+ Æ
2
u
2
+ Æ
3
u
3
+ :::: ;
v(r; t) = v
0
+ Æv
1
+ Æ
2
v
2
+ Æ
3
v
3
+ :::: : (6.21)
In dieser Gleichung sind u
0
und v
0
die Bedeckungen der homogenen Phase;
u
1
und v
1
sind durch Linearkombinationen der instabilen Moden bestimmt,
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w

ahrend die KoeÆzienten h

oherer Ordnung nichtlineare Kopplungen dieser
Moden ber

ucksichtigen. F

ur das nichtlokale Wechselwirkungspotential W (r)
setzen wir allgemein an:
W (r; t)=k
B
T =
h
 "u
0
  "
0
v
0
+ ÆV
1
+ Æ
2
V
2
+ Æ
3
V
3
+ :::::
i
: (6.22)
Um zu vereinfachen, wird die nun folgende schwach nichtlineare Analyse wieder
auf quasi-eindimensionale Muster beschr

ankt (d.h., m = 1 kritische Wellen-
vektoren in 2d, vgl. die Diskussion in Kapitel 5.3). F

ur die r

aumliche und
die zeitliche Koordinate wird die folgende Hierarchie langsamer Skalen angesetzt
X
1
= Æx; X
2
= Æ
2
x:::: ;
T
1
= Æt; T
2
= Æ
2
t; :::: : (6.23)
Entsprechend lassen sich die in Gleichung (6.4) auftretenden Dierentialopera-
toren entwickeln
@
t
! @
t
+ Æ@
T
1
+ Æ
2
@
T
2
+ :::: ;
@
x
! @
x
+ Æ@
X
1
+ Æ
2
@
X
2
+ :::: : (6.24)
Hierbei ist zu beachten, da der hier durchgef

uhrten Analyse das dimensions-
lose Modell (6.4) zugrunde liegt, d.h., die Zeit wird in Einheiten von (k
u
ad
p
u
)
 1
gemessen und die r

aumliche Koordinate in Einheiten von L
ad
= (D=k
u
ad
p
u
)
1=2
.
In linearer Ordnung in Æ ergibt sich als Beitrag zur durch Gl. (6.4)
beschriebenen Dynamik f

ur den Grenzfall  = Æ
D
= a
 1
= 0
@
t
u
1
=  (1 + v
0
)u
1
  u
0
v
1
+ @
2
x
u
1
+ u
0
(1  u
0
) @
2
x
V
1
;
@
t
v
1
=  ( + u
0
)v
1
  v
0
u
1
: (6.25)
Die L

osung dieser Gleichung ist als

Uberlagerung rechtslaufender und links-
laufender Wellen mit komplexen Amplituden A(T
1
; T
2
; :::; X
1
; X
2
; :::) bzw.
B(T
1
; T
2
; :::; X
1
; X
2
; :::) gegeben. Sie l

at sich allgemein als Linearkombination
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der kritischen Moden ansetzen
(u
1
(r; t); v
1
(r; t))
t
= fA exp[i (k
c
x  !
c
t)]ev
 
+B exp[i (k
c
x+ !
c
t)]ev
+
g
+ cc: (6.26)
Hierbei bezeichnet t die Transposition eines Vektors und ev

sind das
Paar komplexer Eigenvektoren der Linearisierungsmatrix J
0
[siehe Gl.
(6.8)] zu den kritischen Eigenwerten i!
c
mit !
2
c
= detJ
0
. Ein sol-
ches Paar ist (ev

)
t
= (1; P  iQ) mit P =  J
0
21
J
0
22
=[(J
0
22
)
2
+ !
2
c
] und
Q = J
0
21
!
c
=[(J
0
22
)
2
+!
2
c
]. Die rechtslaufenden und linkslaufenden Elementarwel-
len in Gl. (6.26) k

onnen sich entweder zu stehenden Wellen (A = B = A
0
(T
2
))
oder in eine Richtung laufenden Wellenz

ugen (A = A
0
(T
2
) und B = 0 oder
B = B
0
(T
2
) und A = 0)

uberlagern. Welcher von beiden Wellentypen stabil
bzw. instabil ist, kann nur durch Ber

ucksichtigung nichtlinearer Kopplungen
zwischen den Amplituden A und B entschieden werden. Dazu werden nun
sukzessive Beitr

age quadratischer und kubischer Ordnung in Æ zur Dynamik
in Gl. (6.4) ber

ucksichtigt. Dies m

undet in die Herleitung der nichtlinearen
Amplitudengleichungen f

ur A und B, die man als L

osbarkeitsbedingung in
dritter Ordnung in Æ (die sogenannte Fredholm-Alternative) erh

alt [259, 260].
Zun

achst betrachten wir eingehender die EntwicklungskoeÆzienten V
j
aus Gl.
(6.22). Diese lassen sich iterativ aus dem folgenden Ausdruck berechnen, den
man durch Einsetzen der Entwickung (6.21) in die Denition von W (r; t) erh

alt
W (r; t)=k
B
T =  "u
0
  "
2
v
0
 
1
X
j=1
Æ
j
1
Z
 1
f"v
r
c
(jr  r
0
j) u
j
(r
0
; t)
+"
0
v
 r
c
(jr  r
0
j) v
j
(r
0
; t)g dr
0
; (6.27)
wobei  = r
1
=r
0
und v

(r) = exp( r
2
=
2
)=(
2
)
d=2
im System mit d = 1; 2
Dimensionen das auf Eins normierte Paarwechselwirkungspotential bezeichnet.
F

ur den Term erster Ordnung in Gl. (6.22) erh

alt man durch Entwicklung der
langwelligen Anteile in den in Gl. (6.27) auftretenden Integranden
V
1
(r; t) =  " exp( r
2
c
k
2
c
=4) u
1
  "
0
exp( 
2
r
2
c
k
2
c
=4) v
1
: (6.28)
Sammeln der Beitr

age zweiter Ordnung in Æ zur in Gl. (6.4) beschriebenen
Dynamik ergibt das folgende lineare, inhomogene Gleichungssystem f

ur u
2
(x; t)
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und v
2
(x; t)

@
t
+ 1 + v
0
  @
2
x

u
2
+ u
0
v
2
  c
0
(1  c
0
)@
2
x
V
2
=  c
g
f@
X
1
A exp[i (k
c
x  !
c
t)]  @
X
1
B exp[i (k
c
x+ !
c
t)] + ccg
 @
T
1
u
1
  u
1
v
1
+ (1  2u
0
) @
x
(u
1
@
x
V
1
) ;
v
0
u
2
+ (@
t
+  + u
0
) v
2
=  c
g
f(P + iQ) @
X
1
A exp[i (k
c
x  !
c
t)]
 (P   iQ) @
X
1
B exp[i (k
c
x+ !
c
t)] + ccg   @
T
1
v
1
  u
1
v
1
; (6.29)
wobei c
g
= d!=dkj
k
c
die Gruppengeschwindigkeit der ebenen Wellen bezeichnet.
Da diese Gleichung nur quadratische Nichtlinearit

aten in c
1
enth

alt, ergibt
sich der folgende allgemeine L

osungsansatz f

ur die Entwicklungsterme zweiter
Ordnung in (6.21):
u
2
(x; t) = 
0
=2 + 
A1
exp[i(k
c
x  !
c
t)] + 
B1
exp[i(k
c
x + !
c
t)]
+
A2
exp[2i(k
c
x  !
c
t)] + 
B2
exp[2i(k
c
x+ !
c
t)]
+
3
exp[2ik
c
x] + 
4
exp[2i!
c
t] + cc;
v
2
(x; t) =  
0
=2 +  
A1
exp[i(k
c
x  !
c
t)] +  
B1
exp[i(k
c
x + !
c
t)]
+ 
A2
exp[2i(k
c
x  !
c
t)] +  
B2
exp[2i(k
c
x + !
c
t)]
+ 
3
exp[2ik
c
x] +  
4
exp[2i!
c
t] + cc; (6.30)
w

ahrend f

ur den Term zweiter Ordnung in der Entwicklung (6.22) des Wech-
selwirkungspotentials gilt
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V
2
(x; t) =  "f
0
=2 + 
4
exp[2i!
c
t] + exp[ r
2
c
k
2
c
=4]
A1
exp[i(k
c
x  !
c
t)]
+ exp[ r
2
c
k
2
c
=4]
B1
exp[i(k
c
x+ !
c
t)]
+ exp[ r
2
c
k
2
c
](
A2
exp[2i(k
c
x  !
c
t)] + 
B2
exp[2i(k
c
x + !
c
t)])
+ exp[ r
2
c
k
2
c
]
3
exp[2ik
c
x] + ccg
 "
0
f 
0
=2 +  
4
exp[2i!
c
t] + exp[ 
2
r
2
c
k
2
c
=4]
 
A1
exp[i(k
c
x  !
c
t)]
+ exp[ 
2
r
2
c
k
2
c
=4] 
B1
exp[i(k
c
x+ !
c
t)]
+ exp[ 
2
r
2
c
k
2
c
]
( 
A2
exp[2i(k
c
x  !
c
t)] +  
B2
exp[2i(k
c
x + !
c
t)])
+ exp[ 
2
r
2
c
k
2
c
] 
3
exp[2ik
c
x] + ccg
 i"r
2
c
L
 1
ad
k
c
=2 exp
h
 r
2
c
k
2
c
=4
i
@
X
1
u
1
 i"
0

2
r
2
c
L
 1
ad
k
c
=2 exp
h
 
2
r
2
c
k
2
c
=4
i
@
X
1
v
1
: (6.31)
Projiziert man nun Gleichung (6.29) auf die ersten Moden der rechts-
bzw. linkslaufenden Wellen, d.h., betrachtet man nur Terme proportional
zu exp [+ik
c
x i!
c
t], so erh

alt man die L

osbarkeitsbedingung (Fredholm-
Alternative)
@
T
1
A+ c
g
@
X
1
A = 0;
@
T
1
B   c
g
@
X
1
B = 0; (6.32)
so da man A = A(; T
2
; X
2
) und B = B(; T
2
; X
2
) mit den mitbewegten Ko-
ordinaten  = c
g
T
1
 X
1
und  = c
g
T
1
+X
1
f

ur die Beschreibung der Dynamik
auf Zeitskalen t = O(Æ
 2
) erh

alt.
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Die KoeÆzienten 
A1
,  
A1
, 
B1
und  
B1
sind beliebig. F

ur die in der
weiter unten betrachteten L

osbarkeitsbedingung kubischer Ordnung relevanten
KoeÆzienten in (6.30) ergibt sich durch Einsetzen in Gleichung (6.29)

0
=  
2P
 + u
0
+ v
0
(jAj
2
+ jBj
2
);
 
0
= 
0
= (6.33)
und
(
A2
;  
A2
) = A
2
=B
2
(
B2
;  
B2
)
=  (J (2k
c
) + 2i!
c
E)
 1
(H
1
+H
2
(P + iQ); (P + iQ))
t
A
2
; (6.34)
wobei wir die Platzhalter H
1
= 2"(1   2u
0
)k
2
c
L
2
ad
exp( r
2
c
k
2
c
=4) und H
2
=
2"
0
(1   2u
0
)k
2
c
L
2
ad
exp( 
2
r
2
c
k
2
c
=4)    eingef

uhrt haben; E bezeichnet die Ein-
heitsmatrix, und J (2k
c
) ist die Linearisierungsmatrix f

ur ebene Wellen mit Wel-
lenzahl 2k
c
, deren Matrixelemente als J
11
(2k
c
) =  1   v
0
+ 4k
2
c
L
2
ad
f"u
0
(1  
u
0
) exp [ r
2
c
k
2
c
]   1g; J
12
(2k
c
) =  u
0
+ 4"
0
u
0
(1   u
0
)k
2
c
L
2
ad
exp [ 
2
r
2
c
k
2
c
] ;
J
21
(2k
c
) = J
0
21
und J
22
(2k
c
) = J
0
22
gegeben sind.
In der Ordnung Æ
3
f

uhrt Einsetzen des allgemeinen Ansatzes
c
3
(x;X
1
; X
2
; :::t; T
1
; T
2
; :::) in Gleichung (6.27) f

ur das Potential V
3
(x; t) auf
einen zu Gleichung (5.51) aus Kapitel 5.3 analogen Ausdruck. Betrachtet man
ferner die Beitr

age dritter Ordnung in Æ zur Dynamik (6.4) und projiziert diese
auf die ersten Moden, d.h., diejenigen, welche proportional zu exp[i(k
c
x  !
c
t)]
bzw. exp[i(k
c
x + !
c
t)] sind, so erh

alt man eine L

osbarkeitsbedingung, die
gekoppelten nichtlinearen Dierentialgleichungen f

ur die Amplituden A und
B entspricht. Die Gr

oenordnung der zuvor eingef

uhrten Gruppengeschwin-
digkeit c
g
bestimmt dabei, ob die Dynamik der Amplituden durch lokale oder
nichtlokale komplexe Ginzburg-Landau-Gleichungen beschrieben wird. Wenn
c
g
= O(Æ) gilt, wird die Dynamik durch gekoppelte partielle Dierentialglei-
chungen beschrieben, wie sie in [255, 257, 189, 258] eingehend untersucht
worden sind. Typischerweise ist die Gruppengeschwindigkeit jedoch endlich.
Dann m

ussen die lokalen Ginzburg-Landau-Gleichungen modiziert werden,
wie von E. Knobloch gezeigt wurde [259, 260, 266]. Dann ist die Dynamik
von A an das mittlere B-Feld gekoppelt. Man erh

alt dann die folgende
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Integro-Dierentialgleichung
@A
@T
=
e
A +

L
B
L
B
Z
0
jBj
2
d A+  jAj
2
A+ 
@
2
A
@
2
;
@B
@T
=
e
B +

L
A
L
A
Z
0
jAj
2
d B +  jBj
2
B + 
@
2
B
@
2
; (6.35)
wobei T  T
2
und L
A
und L
B
die Perioden von A und B bez

uglich der mitbe-
wegten Koordinaten  und  bezeichnen. In dieser Gleichung sind
e
 =
f

r
+ i
f

i
,
 = 
r
+ i
i
,  = 
r
+ i
i
und  = 
r
+ i
i
komplexe KoeÆzienten.
Es l

at sich nun zeigen, da die Gruppengeschwindigkeit f

ur das hier
untersuchte System (6.4) im allgemeinen nicht beliebig klein werden kann,
d.h., f

ur innitesimal kleine Æ kann die f

ur die Anwendbarkeit der lokalen
Ginzburg-Landau-Gleichungen notwendige Bedingung c
g
= O(Æ) nicht erf

ullt
werden. F

ur die Gruppengeschwindigkeit gilt hier
c
g
= Dk
r
v
0
"
0
k
c
" !
c
: (6.36)
Hierbei bezeichnet v
0
die homogene station

are Bedeckung der V -Teilchen
am Bifurkationspunkt. Es sei bemerkt, da diese Gleichung sowohl in Ab-
wesenheit als auch bei Gegenwart thermischer Desorption der U -Teilchen
und f

ur beliebige Werte des kritischen Wechselwirkungsradius g

ultig bleibt.
Gem

a Gleichung (6.36) ist die Gruppengeschwindigkeit invers proportional
zur Phasengeschwindigkeit c
p
= !
c
=k
c
. Der Proportionalit

atsfaktor ist durch
die Bedingung f

ur das Auftreten einer Wellenbifurkation (!
2
c
> 0) nach unten
beschr

ankt. Aus dieser Bedingung folgt im Fall gleicher Wechselwirkungsradien
(d.h., f

ur  = 1)
v
0
"
0
"
>
k
r
[(k
v
ad
p
v
=k
r
+ u
0
)
2
+ u
0
v
0
]
k
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ad
p
u
+ k
v
ad
p
v
+ k
r
(v
0
+ u
0
)  k
u
des
("u
0
  1)e
 "u
0
 "
0
v
0
+Dk
2
c
;
(6.37)
wobei u
0
und v
0
wiederum die station

aren homogenen Bedeckungen an der
Instabilit

at bezeichnen. Die Gruppengeschwindigkeit aus Gl. (6.36) nimmt
somit f

ur das hier analysierte System immer einen endlichen Wert an. Nahe
genug am Bifurkationspunkt (d.h., f

ur Æ ! 0) wird somit c
g
immer O(1), so
da dann die nichtlokale Amplitudengleichung (6.35) die Dynamik (6.4) korrekt
beschreibt.
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Die KoeÆzienten von Gleichung (6.35) werden durch die spezische Modell-
gleichung (6.4) bestimmt. Das Vorzeichen von Re() entscheidet, ob die Wel-
lenbifurkation subkritisch (Re() > 0) oder superkritisch (Re() < 0) ist. Ent-
sprechend entstehen am Bifurkationspunkt der homogenen Phase stabile oder
instabile raumzeitliche Muster. Die Selektionskriterien, die entscheiden, ob lau-
fende oder stehende Wellen oder gar turbulente Muster auftreten, k

onnen eben-
falls mit Hilfe der KoeÆzienten von Gleichung (6.35) formuliert werden. Wie
von E. Knobloch gezeigt wurde [259, 260, 266], sind laufende ebene Wellenz

uge
stabil bez

uglich homogener St

orungen ihrer Amplitude, wenn Re() < 0 und
Re( ) > 0. Wenn die Bedingungen Re(+) < 0 und Re( ) < 0 erf

ullt
sind, dann sind stehende Wellen stabil bez

uglich homogener St

orungen ihrer
Amplitude. Beide Wellentypen werden instabil bez

uglich modulierter St

orungen
ihrer Amplitude, wenn Re() positiv wird. Es sei noch bemerkt, da von E.
Knobloch auch gezeigt wurde [260, 266], da diese Stabilit

atskriterien sich von
denen der lokalen Ginzburg-Landau-Gleichungen nur im Kriterium f

ur die mo-
dulatorische Stabilit

at stehender Wellen unterscheiden.
F

ur den linearen KoeÆzienten in Gleichung (6.35) gilt
e
 = u
0
(1  u
0
)L
2
ad
r
2
c
k
4
c
(Q + iP )(8Q)
 1
f" exp(  r
2
c
k
2
c
=4) + "
2

2
(P + iQ) exp(  
2
r
2
c
k
2
c
=4)g: (6.38)
Es l

at sich leicht zeigen, da Real- und Imagin

arteil von
e
 immer positiv
sind. Re(
e
) entspricht der Wachstumsrate der Amplitude der ersten instabilen
Mode und Im(
e
) der kritischen Frequenz !
c
. F

ur den TransportkoeÆzienten 
in Gleichung (6.35) ergibt sich
 = (Q+ iP )(2Q)
 1
u
0
(1  u
0
)f" exp(  r
2
c
k
2
c
=4)(r
2
c
k
2
c
  r
4
c
k
4
c
=8)
+"
0
exp( 
2
r
2
c
k
2
c
=4)( 1 + 5
2
r
2
c
k
2
c
=4  
4
r
4
c
k
4
c
=8) (P + iQ)g
=  (Q+ iP )(4Q)
 1
(
d
2
J
11
(k)
dk
2
j
k
c
+ (P + iQ)
d
2
J
12
(k)
dk
2
j
k
c
)
: (6.39)
Da die Spur der Jakobi-Matrix J (k) bei k
c
ein Maximum besitzt, ist leicht
einsehbar, da der Realteil von , der die Diusion der beiden Felder A und B
charakterisiert, immer positiv sein mu. Der Imagin

arteil von  beschreibt die
Dispersion dieser beiden Felder.
Der Realteil des KoeÆzienten  entscheidet, ob die hier untersuchte Wel-
lenbifurkation sub- oder superkritisch ist. W

ahrend an einer superkritischen
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Bifurkation entweder laufende oder stehende Wellen erzeugt werden, die
bez

uglich homogener St

orungen ihrer Amplituden stabil sind, erwartet man im
subkritischen Fall wie schon f

ur die station

aren Mikrostrukturen aus Kapitel
5 typischerweise ein Muster mit groer Amplitude, das

uber eine sekund

are
Bifurkation entsteht und in einem beschr

ankten Parameterbereich auch mit
dem stabilen homogenen Prol koexistiert. Zur Beschreibung dieser groampli-
tudigen Muster m

ussen dann wiederum Terme h

oherer als kubischer Ordnung
in Æ in die Dynamik (6.35) einbezogen werden. Auerdem sei bemerkt, da die
Stabilit

atskriterien der entstehenden Muster sowohl bez

uglich homogener wie
modulierter St

orungen von  abh

angen. F

ur die Dynamik aus Gleichung (6.35)
ergibt sich der folgende Ausdruck f

ur den kubischen KoeÆzienten 
 = (Q+ iP )(2Q)
 1
L
2
ad
f "k
2
c
exp[ r
2
c
k
2
c
=4]
 (P + 3iQ) "
2
k
2
c
exp[ 
2
r
2
c
k
2
c
=4]
 "(2u
0
  1) k
2
c
[exp[ r
2
c
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2
c
=4]
0
+(2 exp[ r
2
c
k
2
c
]  exp[ r
2
c
k
2
c
=4])
A2
]
 "
2
(2u
0
  1) k
2
c
[2 exp[ 
2
r
2
c
k
2
c
] 
A2
+ exp[ 
2
r
2
c
k
2
c
=4]
((P + iQ)
0
  (P   iQ)
A2
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 (1  (P   iQ)
 1
)L
 2
ad
[ 
A2
+  
0
+ (P + iQ)
0
+ (P   iQ)
A2
]g: (6.40)
F

ur den nichtlinearen KopplungskoeÆzienten  in Gleichung (6.35) gilt
 = (Q+ iP )(2Q)
 1
L
2
ad
f 2"k
2
c
exp[ r
2
c
k
2
c
=4]
 2(P   iQ) "
2
k
2
c
exp[ 
2
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2
c
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2
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=4]
 "(2u
0
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2
c
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2
c
k
2
c
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 "
2
(2u
0
  1) k
2
c
exp[ 
2
r
2
c
k
2
c
=4] (P + iQ)
0
 (1  (P   iQ)
 1
)L
 2
ad
[ 
0
+ (P + iQ)
0
]g: (6.41)
Sein Realteil beeinut die Selektion der entstehenden Muster.
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Abb. 6.10: Typischer Verlauf von Re() (durchgezogene Linie), Re( ) (gestrichelte
Linie) und Re() (strichpunktierte Linie) am Bifurkationspunkt, die aus den Gl.
(6.39), (6.40) und (6.41) berechnet wurden, in Abh

angigkeit von der dimensionslosen
Ratenkonstanten  = k
r
=k
u
ad
p
u
f

ur "
0
= 3 (a) und "
0
= 1 (b) und " = 5 und  = 3.
Die f

ur Selektion und Stabilit

at der an der Bifurkation entstehenden Muster
relevanten KoeÆzientenkombinationen sind in Abbildung 6.10 dargestellt. Sie
zeigt den typischen Verlauf von Re() (durchgezogene Linie), Re(   ) (ge-
strichelte Linie) und Re() (strichpunktierte Linie) am Bifurkationspunkt in
Abh

angigkeit von der dimensionslosen Ratenkonstanten  = k
r
=k
u
ad
p
u
f

ur "
0
= 3
(a) und "
0
= 1 (b). In der in (a) gezeigten Situation wird der Punkt der Ko-
dimension Zwei, der durch Gleichung (6.37) bestimmt ist, f

ur keinen Wert von
 erreicht. Man erkennt, da in diesem Fall auer in kleinen Teilintervallen
an den beiden Enden des instabilen Intervalls die Bifurkation superkritisch ist
(Re() < 0). Auerdem gilt im superkritischen Bereich immer Re(   ) > 0,
d.h., laufende Wellenz

uge sind in diesem Teilintervall stabil bez

uglich homoge-
ner St

orungen ihrer Amplitude. Es kann allgemein gezeigt werden [260, 266],
da dies die gleichzeitige Stabilit

at von an der Bifurkation eventuell entstande-
nen stehenden Wellen ausschliet. Auerdem ist die KoeÆzientenkombination
Re() in dem superkritischen Teilintervall immer negativ, was bedeutet, da
die erzeugten laufenden Wellenz

uge ebenfalls stabil bez

uglich periodisch modu-
lierter St

orungen ihrer Amplitude sind. Aus dem Vergleich mit Abb. 6.9 erkennt
man, da die Wellenbifurkation subkritisch verl

auft, wenn der kritische Wechsel-
wirkungsradius sehr klein wird. Die charakteristische Periode der entstehenden
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Wellenz

uge, die im Grenzfall 
0
! 0 durch Gleichung (6.12) gegeben ist, kann
also nicht beliebig klein werden. In der in Abb. 6.10 (b) gezeigten Situation
existiert die Wellenbifurkation nur noch in zwei unzusammenh

angenden Teilin-
tervallen von . Die durch Gleichung (6.37) gegebenen Kodimension-2-Punkte
liegen bei 
 
und 
+
. Dazwischen kann die homogene Phase nur durch eine
Turing-artige Bifurkation instabil werden, nicht jedoch durch eine Wellenbifur-
kation. In den Teilintervallen mit Wellenbifurkation ist die Instabilit

at wieder-
um nur dann superkritisch, wenn der Wechselwirkungsradius hinreichend gro
ist. In den superkritischen Bereichen werden wiederum laufende Wellenz

uge se-
lektiert, die bez

uglich homogener und modulierter St

orungen ihrer Amplitude
stabil sind.
Abschlieend sei nochmals bemerkt, da wir uns in dieser Fallanalyse der
Dynamik in der direkten Umgebung des Bifurkationspunktes auf den Spezialfall
beschr

ankt haben, in dem Diusion der Spezies V und thermische Desorption
sowohl von U als auch von V vernachl

assigt worden sind. Auerdem wurde nur
der Fall analysiert, in dem Moden nur in eine einzige Raumrichtung angeregt
werden k

onnen, d.h., es handelte sich hier um quasi-eindimensionale Systeme.
Im folgenden Abschnitt werden die f

ur ein unendliches System erhaltenen ana-
lytischen Ergebnisse in numerischen Simulationen mit endlicher Systeml

ange
untersucht.
6.5 Numerische Simulationen
Die Modellgleichungen (6.4) wurden in Simulationen mit periodischen Rand-
bedingungen im deterministischen Grenzfall und unter Ber

ucksichtigung der
Fluktuationsterme aus Gleichung (6.2) numerisch in dem Parameterbereich in-
tegriert, in dem die homogene Phase instabil bez

uglich r

aumlich modulierter
St

orungen ist und "
0
die Ungleichung (6.37) erf

ullt.
Abbildung 6.11 zeigt die zeitliche Entwicklung der Bedeckung u(x; t) in ein-
dimensionalen Simulationen des deterministischen Systems aus einer nahezu
homogenen Anfangsbedingung. Die Parameter wurden so gew

ahlt, da die in-
stabilen Fouriermoden oszillieren. Hinreichend nahe an der Instabilit

at der
homogenen Phase ndet man nach einem durch nichtlineare Interaktion ver-
schiedener Moden gekennzeichneten Transienten laufende Wellenmuster (obe-
res Bild). F

ur vergleichsweise kleine Wechselwirkungsradien, d.h., wenn das
System sich weit im instabilen Bereich bendet, bilden sich stehende Wellen
aus (unteres Bild). Wie aus Abb. 6.12 ersichtlich, ist das Prol des laufenden
Wellenzugs fast harmonisch [Abb. 6.12 (a)], w

ahrend es f

ur die stehende Welle
stark anharmonisch ist [Abb. 6.12 (b)].
In Abb. 6.13 ist die Zeitentwicklung der Adsorbatbedeckung der Spezies
U in einer typischen zweidimensionalen Simulation in Gegenwart thermischer
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Abb. 6.11: Zeitliche Entwicklung der Bedeckung u(x; t) in eindimensionalen nume-
rischen Simulationen der Modellgleichung (6.4) im deterministischen Grenzfall f

ur
" = 5, "
0
= 3,  = 3,  = 1,  = 0:5 und r
0
= 0:089L
r
in einem System der
L

ange L = 17:54L
r
(oberes Bild) bzw. r
0
= 0:014L
r
und L = 3:89L
r
(unteres Bild),
wobei als Anfangsbedingung die (instabile) homogene Phase leicht gest

ort wurde.
Gezeigt ist ein Zeitraum T = 77=k
r
(oben) bzw. T = 8:1=k
r
(unten), dunkle Bereiche
entsprechen dicht bedeckten Gebieten.
.
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Abb. 6.12: Eindimensionale Prole, die nach hinreichend langer Simulation von
Gleichung (6.4) mit periodischen Randbedingungen erhalten wurden. In (a) ist der
Querschnitt f

ur das obere Bild aus Abb. 6.11 dargestellt, (b) zeigt das Prol f

ur das
untere Bild der gleichen Abbildung.
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Abb. 6.13: Entwicklung laufender Wellenz

uge f

ur " = 5, "
0
= 3,  = 3,  = 1,  = 0:5
und r
0
= 0:07L
r
in einem deterministischen System der L

ange L = 4:24L
r
mit peri-
odischen Randbedingungen. Die zweidimensionalen Momentaufnahmen (a), (b) und
(c) entsprechen den Zeitpunkten t = 9=k
r
(a), t = 22:5=k
r
(b) und t = 36=k
r
(c). In
(d) ist die Zeitentwicklung f

ur das Intervall 9=k
r
< t < 42:5=k
r
nach Beginn der Simu-
lation mit einer fast homogenen Anfangsbedingung im eindimensionalen Querschnitt
dargestellt, der in (a)-(c) durch die gestrichelte vertikale Linie markiert ist. Dunklere
Bereiche entsprechen h

oheren Werten der lokalen Ober

achenbedeckung der Spezies
U .
.
Desorption der U -Teilchen, jedoch in Abwesenheit stochastischer Fluktuationen
dargestellt. Als Anfangsbedingung wurde die schwach irregul

ar gest

orte insta-
bile homogene Phase gew

ahlt, die Randbedingungen sind periodisch. Die drei
Momentaufnahmen (a,b,c) zeigen die Verteilung der Bedeckung u(x; y; t) f

ur
das gesamte System zu aufeinanderfolgenden Zeitpunkten. Um die Dynamik
des Musters darzustellen, zeigt Abb. 6.13 (d) die Zeitentwicklung in dem ein-
dimensionalen Querschnitt, der den gestrichelten Linien in (a)-(c) entspricht.
Man erkennt, da in der fr

uhen Phase der Entwicklung aus dem instabilen
homogenen Zustand heraus irregul

ar verformte stehende Wellen den Transien-
ten bestimmen. Sp

ater jedoch entwickeln sich daraus Wellenz

uge laufender,
nahezu planarer Wellen, die sich mit einer konstanten Geschwindigkeit fortbe-
wegen. Die Wellenz

uge bilden ein periodisches Muster, das punktartige Defekte
enth

alt. Solche ebenen Wellenz

uge mit lokalisierten St

orstellen sind beispiels-
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weise auch aus experimentellen Untersuchungen in getriebenen nematischen
Fl

ussigkristallen bekannt [267]. In der hier gezeigten Simulation wurde der
Wechselwirkungsradius r
0
= 0:07L
r
gew

ahlt, die charakteristische Wellenl

ange
des Musters betr

agt ca. 0:75L
r
. Sie ist also, obwohl in diesem Fall wesentlich
gr

oer als der Wechselwirkungsradius, noch immer kleiner als die charakteristi-
sche Diusionsl

ange der Reaktion.
x
a b c d
e
ta bc d
Abb. 6.14: Stehende Wellen in einem zweidimensionalen System der L

ange L =
4:24L
r
in Abwesenheit thermischer Desorption von adsorbierten U -Partikeln (f

ur
k
u
des
= 0); die anderen Parameter und die Farbkodierung wurden wie in Abbildung
6.13 gew

ahlt. Zwischen den Momentaufnahmen der Bedeckung u(x; y; t), die in (a)-
(d) gezeigt sind, liegt jeweils ein Zeitintervall t = 0:16 k
 1
r
; in (e) ist die Zeitent-
wicklung in dem in (a) markierten eindimensionalen Querschnitt

uber einen Zeitraum
t = 8:8 k
 1
r
dargestellt
.
Abbildung 6.14 zeigt eine stabile stehende Welle in einem zweidimensio-
nalen System f

ur den Fall, da die thermische Desorption von adsorbierten
U -Partikeln vernachl

assigt werden kann (d.h., f

ur k
u
des
= 0). Das System oszil-
liert zwischen zwei zueinander orthogonalen und r

aumlich periodischen Strei-
fenmustern, wie aus den in (a)-(d) gezeigten Momentaufnahmen von u(x; y; t)
ersichtlich ist. In der Zeitentwicklung eines geeigneten eindimensionalen Quer-
schnittsprols (e) erkennt man deutlich die Knoten und B

auche der stehenden
Welle.
Da es sich auch bei den laufenden Wellenz

ugen wie schon bei den im vorange-
gangenen Kapitel untersuchten station

aren Mustern um Strukturen handelt, die
sehr viel kleiner sein k

onnen als die charakteristische Diusionsl

ange (die selbst
im Submikrometerbereich liegen kann) haben wir die mesoskopische Entwick-
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lungsgleichung (6.4) auch mit dem internen Rauschen aus Gl. (6.2) numerisch
integriert.
tab c
a b c
dx
Abb. 6.15: Fluktuierende laufende Wellenfragmente im zweidimensionalen System
der L

ange L = 1:7L
r
mit  = 1:07  10
5
L
 2
r
, " = 5, "
0
= 3,  = 3,  = 1,  = 0:08
und r
0
= 0:028L
r
. Die numerische Diskretisierung betr

agt x = 0:014L
r
. Dunkle
Bereiche entsprechen einer erh

ohten lokalen Bedeckung der Spezies U . Zwischen
den Momentaufnahmen (a), (b) und (c) liegt jeweils ein Zeitintervall t = 0:07 k
 1
r
.
Die Zeitentwicklung im eindimensionalen Querschnitt (d) ist

uber einen Zeitraum
t = 3:6 k
 1
r
gezeigt.
.
Abbildung 6.15 zeigt die Verteilungen der uktuierenden Bedeckung
u(x; y; t) im asymptotischen statistischen Regime, die man durch numerische
Integration des zweidimensionalen Systems erh

alt. Im stochastischen System
k

onnen alle L

angenskalen in Einheiten der Gr

oe eines Adsorptionsplatzes
l
0
= 
 1=2
angegeben werden. In der gezeigten Simulation betr

agt der Wechsel-
wirkungsradius nur 9 Gitterl

angen, die laterale Systeml

ange betr

agt L = 555l
0
und die charakteristische Diusionsl

ange L
r
= 327l
0
. Man ndet, da auf solch
kleinen L

angenskalen die internen Fluktuationen einen starken Einu auf den
raumzeitlichen Strukturbildungsproze aus

uben. Die einzelnen Streifen brechen
in kleine Fragmente auf, die ein irregul

ares r

aumliches Muster bilden [Abb. 6.15
(a)-(c)]. Wie man aus der Darstellung der Zeitentwicklung eines eindimensio-
nalen Querschnittsprols in (d) erkennt, handelt es sich dabei nicht um einen
vollkommen zuf

alligen Proze. Die mikroskopischen Wellenfragmente bewegen
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sich

uber die Ober

ache, w

ahrend ihre Form irregul

ar variiert. Die Bewegungs-
richtung der Fragmente ist erratisch, was zu h

augen Kollisionen zwischen ihnen
f

uhrt. Dabei verschmelzen typischerweise zwei Fragmente. Ebenso ndet man
die Aufspaltung eines Fragments in zwei neue. Wie man auerdem aus der
Zeitentwicklung des Querschnitts erkennt, sind die Fragmente im Raum nahezu
periodisch angeordnet und der Betrag ihrer Geschwindigkeit unterscheidet sich
kaum f

ur verschiedene Fragmente.
baa
Abb. 6.16: Charakteristische Momentaufnahmen der lokalen Bedeckung der Spezies
U im stochastischen Modell (6.4) f

ur  = 2:14  10
5
L
 2
r
(a) und  = 5:4  10
4
L
 2
r
(b). Die anderen Parameter und Bezeichnungen wurden wie in Abb. 6.15 gew

ahlt.
.
Im Vergleich zu Abb. 6.15 zeigt Abb. 6.16 charakteristische Momentaufnah-
men eines zweidimensionalen Systems f

ur in Einheiten von l
0
doppelt so groe
(a) und halb so groe (b) L

angen r
0
, L
r
und L und ansonsten gleiche Parameter-
werte. In (a) ist die Wechselwirkung vergleichsweise langreichweitig (r
0
 18l
0
),
so da die Fluktuationen den nichtlinearen Musterbildungsproze nur schwach
beeinussen. Die einzelnen Streifen brechen nicht auf, sie formen zusammen
einen schwach stochastisch modulierten periodischen Wellenzug. Das Gegenteil
erkennt man in der in (b) gezeigten Momentaufnahme, f

ur den der Wechsel-
wirkungsradius nur noch ca. vier Adsorptionspl

atze betr

agt. Die vollkommen
unregelm

aige Anordnung der Wellenfragmente hebt sich kaum noch von dem
stark uktuierenden Hintergrund ab.
In Abb. 6.17 sind charakteristische Querschnittsprole der Bedeckung aus
Simulationen des eindimensionalen Systems f

ur verschiedene Werte der Feinheit
des numerischen Gitters x (in Einheiten der charakteristischen L

ange des phy-
sikalischen Adsorptionsgitters l
0
= 
 1
) dargestellt, der Wechselwirkungsradius
betr

agt jeweils r
0
= 980l
0
. Alle anderen Parameter wurden gleich gew

ahlt. F

ur
x = 490l
0
(a) erh

alt man in Relation zu x = 98l
0
(b) ein vergleichbares,
jedoch wesentlich glatteres Querschnittsprol. Dies liegt darin begr

undet, da
Numerische Simulationen 171
0 2 4
0.2
0.4
0.6
0.8
x/L
r
u(x) a
0 2 4
0.2
0.4
0.6
0.8
x/L
r
u(x) b
Abb. 6.17: Querschnittsprole verrauschter Wellenfragmente, die nach hinreichend
langer numerischer Integration des stochastischen Modells (6.4) in einer Dimension
erhalten wurden. Als Parameter wurden in beiden F

allen  = 1:4  10
4
L
 1
r
, " = 5,
"
0
= 3,  = 3,  = 1,  = 0:5, L = 4:24L
r
und r
0
= 0:07L
r
gew

ahlt. Die Gr

oe des
stochastischen Gitters in den Simulationen betrug in (a) x = 0:035L
r
und in (b)
x = 0:007L
r
.
die Gr

oe des numerischen Gitters, die in der Simulation die charakteristische
L

angenskala einer Fluktuation festlegt, als Boxgr

oe l
B
der Mittelungsbereiche
interpretiert werden kann, die die ,,Coarse Graining"-Prozedur in der Herlei-
tung der mesoskopischen Entwicklungsgleichung in Kapitel 3.3 kennzeichnet.
Eine Erh

ohung von x entspricht einer gr

oberen lokalen Mittelung der Dy-
namik. Die

Ahnlichkeit der hier gezeigten Prole reektiert die qualitative

Ubereinstimmung der raumzeitlichen Dynamik. Dies ist ein Indiz f

ur die Kon-
sistenz der hier durchgef

uhrten stochastischen Simulationen.
Abbildung 6.18 zeigt die stochastische Dynamik im eindimensionalen Sy-
stem f

ur verschiedene Werte des charakteristischen Wechselwirkungsradius. Die
charakteristische Skala des Wellenzugs wird bei Verringerung des Wechselwir-
kungsradius kleiner, wie gem

a Gleichung (6.12) zu erwarten ist. Auerdem
werden die propagierenden Streifen mit erh

ohter Bedeckung in diesen Bildern
klarer sichtbar. Die entsprechenden Querschnittsprole zeigen immer anharmo-
nischere Wellen.
In diesem Kapitel haben wir somit gezeigt, da die geeignete Kombinati-
on kurzreichweitiger attraktiver Adsorbat-Adsorbat-Wechselwirkungen mit ei-
ner durch hinreichend starke Energiezufuhr aktivierten Vernichtungsreaktion
in einem Zweivariablensystem zur Bildung laufender und stehender Wellenmu-
ster auf L

angenskalen f

uhren kann, die typischerweise wesentlich kleiner als die
charakteristischen Diusionsl

angen des Systems sind. Unter dem Einu star-
ker interner Fluktuationen ergibt sich eine durch miteinander wechselwirkende
Wellenfragmente charakterisierte komplexe raumzeitliche Dynamik. Die Analo-
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Abb. 6.18: Stochastische Entwicklung laufender Wellenfragmente im eindimensiona-
len System f

ur r
0
= 0:035L
r
(oberes Bild) und r
0
= 0:014L
r
(unteres Bild). Der
gezeigte Ausschnitt entspricht dem Zeitraum T = 7:68 k
 1
r
. Die anderen Parameter
und Bezeichnungen wurden wie in Abb. 6.17 (b) gew

ahlt.
gie zwischen dem betrachteten Adsorbatsystem und phasenseparierenden Poly-
mermischungen [165, 166, 167, 168, 169] oder beleuchteten Langmuir-Blodgett-
Schichten [247] legt nahe, da

ahnliche Mechanismen zur Bildung propagie-
render Strukturen in anderen aus sogenannter weicher Materie bestehenden
Nichtgleichgewichtssystemen f

uhren k

onnen (siehe auch [37]).
Kapitel 7
Selbstorganisierte Mikro-
reaktoren in Gegenwart eines
Ober

achenphasen

ubergangs
7.1 Einleitende Bemerkungen
In den letzten Jahren haben experimentelle Untersuchungen k

unstlich mi-
krostrukturierter Ober

achen einiges Aufsehen erregt [268, 269, 270, 271].
Dabei wurden einige zehn Mikrometer groe reaktive Fl

achen durch mikro-
lithographische Methoden erzeugt. In diesem Kapitel werden wir zeigen,
da sich lokalisierte Nichtgleichgewichtsstrukturen noch kleinerer Ausmae (im
Submikrometer- oder Nanometerbereich) unter Reaktionsbedingungen spontan
ausbilden k

onnen. Diese selbstorganisierten Mikroreaktoren entstehen aufgrund
der Kopplung einer Nichtgleichgewichtsreaktion an einen strukturellen Pha-
sen

ubergang der Substratober

ache.
Es ist seit langem bekannt, da die Gegenwart eines Adsorbats auf einkristal-
linen Metallober

achen strukturelle Phasen

uberg

ange induzieren kann. Sie wer-
den durch eine negative Dierenz der chemischen Potentiale der neuen und der
alten Phase, die sogenannte Adsorptionsw

arme getrieben. In einer Vielzahl von
Systemen wurden unterschiedliche Typen dieser strukturellen

Uberg

ange unter-
sucht (siehe [18] und Referenzen darin). Typischerweise wurden zu ihrer Mo-
dellierung zellul

are Automatenmodelle [101, 107, 272] oder ph

anomenologisch
erstellte Reaktions-Diusions-Systeme (siehe z.B. [273, 274]) verwendet.
Ein ausf

uhrlich untersuchtes Beispiel f

ur einen strukturellen Pha-
sen

ubergang der Substratober

ache ist die CO-Oxidation auf einkristallinen
Platin(100)- oder Platin(110)-Ober

achen [275, 276, 277, 278]. Die saubere
Ober

ache liegt in der rekonstruierten 1x2-Struktur vor, der sogenannten ,,mis-
sing row"-Struktur. Eine hinreichend groe Adsorbatbedeckung kann einen

Ubergang zu der 1x1-Struktur induzieren, die auch im Inneren des Metalls vor-
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liegt.
Ein

ahnliches Ph

anomen beobachtet man bei der NO+CO-Reaktion auf ei-
ner Platin(100)-Ober

ache. Dabei k

onnen hinreichend hohe Bedeckungen von
NO und CO die quasi-hexagonale (,,hex") Rekonstruktion der obersten Sub-
stratschicht aufheben und zur Bildung der 1x1-Phase f

uhren [279, 280, 281, 282,
283]. Experimente von A. Hopkinson und Mitarbeitern f

ur CO auf Platin(100)
haben k

urzlich indirekt gezeigt [94, 284], da sich in Abwesenheit der Reaktion
wachsende mikroskopische Adsorbatinseln bilden k

onnen. G. Veser und R. Im-
bihl [285] haben vor einigen Jahren die Existenz instation

arer NO/CO-bedeckter
1x1-Inseln vor einem hexagonal strukturierten Hintergrund als essentielles Ele-
ment f

ur die Erkl

arung komplexer Oszillationen der CO
2
-Produktionsrate vor-
geschlagen. Es wurde dabei angenommen, da die wachsenden Mikroreaktoren
kleiner als ein Mikrometer sind, so da sie in den durchgef

uhrten Experimenten
mit dem Photoelektronen-Emissionsmikroskop nicht beobachtet werden konn-
ten. A. S. Mikhailov und andere untersuchten die komplexen Hochtemperatu-
roszillationen in einem Modell gekoppelter gew

ohnlicher Dierentialgleichungen
mit Zeitverz

ogerung, wobei die mittlere Bedeckung von NO und CO auf der hex-
Phase, der durch diese beiden Spezies in der Gasphase erzeugte Partialdruck
und die von den reaktiven 1x1-Inseln bedeckte Fl

ache die betrachteten Varia-
blen waren [95, 96]. Bisher existiert jedoch keine befriedigende Theorie f

ur die
Bildung submakroskopischer Adsorbatinseln und ihre weitere Entwicklung.
Aus dem Zusammenspiel von nichtlinearen Reaktionen und Diusion ent-
standene lokalisierte Strukturen mit teilchenartigen Eigenschaften sind in einer
Vielzahl numerischer [286, 287, 288, 289] und experimenteller Studien beobach-
tet worden. Station

are und bewegte lokalisierte eindimensionale Muster wurden
in halbleitenden Materialien [290, 291, 292], bei der Entladung von Gasen [293]
und in chemischen Systemen [294] gefunden. Der Mechanismus der Entste-
hung station

arer dissipativer Muster basiert auf der Existenz einer schnellen
langreichweitigen negativen R

uckkopplung (siehe z.B. Kapitel 5 in [12]). F

ur
integrale R

uckkopplungsterme wurden solche station

aren Strukturen in eindi-
mensionalen [295] und mehrdimensionalen Systemen [296] analysiert. Sie treten
jedoch auch in Systemen auf, in denen die negative R

uckkopplung eine endli-
che Reichweite hat. Dies wurde insbesondere in einer speziellen Klasse von
zweikomponentigen Reaktions-Diusions-Systemen untersucht, den sogenann-
ten Aktivator-Inhibitor-Systemen [12]. Station

are und bewegte lokalisierte Pul-
se im eindimensionalen System [295, 297, 298, 299, 300, 301] und station

are
kreisf

ormige Strukturen auf Ober

achen [302] wurden in einfachen Modellen
mit st

uckweise linearer Kinetik analytisch im singul

aren St

orungslimes kon-
struiert, d.h., in dem Grenzfall, in dem die charakteristische L

angenskala des
Aktivators wesentlich kleiner ist als die des Inhibitors (siehe auch [303]). Trans-
latorische Instabilit

aten eindimensionaler station

arer Strukturen [295, 297, 299]
wurden ebenso untersucht wie Atmungsinstabilit

at und statische Deformationen
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kreisf

ormiger Inseln [205, 302, 304]. Bewegte lokalisierte Strukturen in zwei-
dimensionalen Systemen wurden in dreikomponentigen Reaktions-Diusions-
Systemen gefunden [305, 306]. Die stochastische Dynamik von selbstorgani-
sierten Inseln wurde von L. Schimansky-Geier und Mitarbeitern in Modellen
untersucht, die die Bewegung eines Ensembles von aktiven Brownschen Teil-
chen beschreiben [106, 307, 308].
In diesem Kapitel wird ein deterministisches Modell f

ur die Bildung von sub-
makroskopischen Adsorbatinseln auf Einkristallober

achen metallischer Kataly-
satoren ph

anomenologisch erstellt und mit st

orungstheoretischen Methoden und
numerischer Integration untersucht. Es beschreibt die Dynamik eines reaktiven
Adsorbats, das an einen adsorbatinduzierten Phasen

ubergang der Substratober-


ache gekoppelt ist. Die Inseln k

onnen als Mikroreaktoren im Nichtgleichge-
wicht aufgefat werden. Die inself

ormigen L

osungen werden analytisch im sin-
gul

aren St

orungslimes konstruiert, d.h., wenn die charakteristische L

angenskala
der Adsorbatkinetik wesentlich gr

oer als die des Ordnungsparameters f

ur den
Phasen

ubergang ist. Die Stabilit

at der Inseln wird in numerischen Simulationen
untersucht.
7.2 Modellbildung
Im folgenden wird ein einfaches Modellsystem f

ur ein einzelnes reaktives Adsor-
bat X untersucht. Der strukturelle Zustand der Ober

ache sei durch den konti-
nuierlichen Ordnungsparameter  charakterisiert. Die leere Ober

ache bende
sich im Zustand mit  = 0. Adsorption von Teilchen der Sorte X beg

unstige
die Transformation der Ober

ache in einen anderen strukturellen Zustand mit
 = 1. Ferner ist es aufgrund experimenteller Beispiele gerechtfertigt anzuneh-
men, da ein Bereich der Ober

ache, der sich in der neuen strukturellen Phase
mit  = 1 bendet, adsorbierte Partikel st

arker bindet als der Zustand mit
 = 0 (siehe z.B. [18, 274]). Abbildung 7.1 skizziert den Mechanismus f

ur die
Bildung station

arer Adsorbatinseln in einem solchen System in Gegenwart von
Adsorption aus der Gasphase und einer durch

auere Energiezufuhr aktivierten
Vernichtungsreaktion gem

a dem Schema X ! 0. Aufgrund des Gradienten
in der St

arke der Adsorbat-Substratbindung werden umherdiundierende Teil-
chen von einer Insel mit  = 1 eingefangen, d.h., ein solcher Bereich wirkt auf
die Adsorbatpartikel wie eine Senke. Durch den Anlagerungsproze weiterer
Teilchen w

urde sich demnach in Abwesenheit von Reaktionen eine wachsende
Adsorbatinsel formen, die sich auf einer

uberwiegend in der Phase mit  = 1
strukturierten Ober

ache bendet. Diesem Wachstum der Insel wirkt jedoch
die Vernichtungsreaktion entgegen, die aufgrund der erh

ohten Bedeckung die
Adsorbatkinetik im Innern der Insel dominiert. Auerhalb der Insel dominiert
die Adsorption, die zusammen mit der Diusion daf

ur sorgt, da st

andig neue
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FlussFluss
ReaktionAdsorption Adsorption
U(η)
η=0
η=1
Abb. 7.1: Mechanismus f

ur die Bildung station

arer Adsorbatinseln. Die Adsorbat-
teilchen (ausgef

ullte Kreise) sind innerhalb der Insel, wo  = 1 gilt, st

arker an das
Substrat gebunden als auerhalb. Dadurch werden umherdiundierende Teilchen von
der Insel eingefangen, in der sie aufgrund der erh

ohten Bedeckung verst

arkt abrea-
gieren. Im d

unn besetzten Bereich auerhalb der Insel dominiert die Adsorption, die
zusammen mit der Diusion daf

ur sorgt, da st

andig Teilchen in den ,,Mikroreaktor"
nachgeliefert werden.
Teilchen in die Insel nachgeliefert werden, die diese dann

uber die Reaktion
wieder verlassen. Die Inseln k

onnen somit als selbstorganisierte Mikroreak-
toren auf katalytischen Ober

achen angesehen werden. Da der r

ucktreibende
Reaktionsterm proportional zur Fl

ache der Adsorbatinsel ist, w

ahrend der Teil-
chenzuu proportional zum Inselumfang ist, erwartet man die Bildung von
Mikroreaktoren, die bez

uglich radialer St

orungen stabil sind. Dies ist entgegen-
gesetzt zu dem Fall eines kritischen Nukleus in phasenseparierenden Gleichge-
wichtssystemen (siehe Kapitel 4.2), bei dem der die Insel verkleinernde Beitrag
typischerweise proportional zur Linienspannung und zum Umfang des Keims
ist, w

ahrend der sie vergr

oernde entropische Beitrag proportional zur Fl

ache
w

achst. Deswegen entspricht ein solcher kritischer Keim einer instabilen L

osung
des Satteltyps.
Im folgenden betrachten wir einen strukturellen Phasen

ubergang erster Ord-
nung mit nicht erhaltenem Ordnungsparameter (vgl. auch [274]). Die freie
Energie eines solchen Systems kann durch ein Ginzburg-Landau-Funktional der
Form
F [; c] =
Z
d
2
x

1
2

2
jrj
2
+ ' (; c)

(7.1)
beschrieben werden [17]. Wie bereits in den vorangegangenen Kapiteln disku-
tiert, entspricht hierbei der erste Term der Linienspannung, w

ahrend der zweite
,,Volumen"-term entropische Beitr

age zur freien Energie beschreibt (vgl. auch
[14]). Der KoeÆzient  in Gl. (7.1) legt die St

arke der energetischen Kopplung
des Ordnungsparameters in benachbarten Elementen der Ober

ache fest.
Der entropische Beitrag zur Dichte der freien Energie ' (; c) ist im allge-
meinen eine komplizierte Funktion des Ordnungsparameters  und der lokalen
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Adsorbatbedeckung c. Entsprechend der oben beschriebenen physikalischen
Situation w

ahlen wir hier einen Ansatz in Polynomform f

ur diese Energiedichte
'(; c) = 

4
3

3
  2
2

c+ 
4
 
8
3

3
+ 2
2

; (7.2)
wobei der KoeÆzient  die Gr

oe der Schwankungen der Dichte der freien Ener-
gie steuert. Abbildung 7.2 zeigt die normierte freie Energiedichte '(; c)= einer
homogenen Verteilung als Funktion des Ordnungsparameters  f

ur einen nied-
rigen Wert der Bedeckung c (durchgezogene Linie) und f

ur hohe Bedeckung
(gestrichelte Linie). F

ur hohe Bedeckung liegt das absolute Minimum von '
bei  = 1, bei  = 0 erreicht ' nur ein relatives Minimum. F

ur niedrige Be-
deckung verh

alt es sich umgekehrt.
−1 0 1
−0.5
0.0
0.5
1.0
φ/χ
η
Abb. 7.2: Normierte freie Energiedichte '(; c) einer homogenen Verteilung als Funk-
tion des Ordnungsparameters  f

ur den strukturellen Ober

achenphasen

ubergang f

ur
zwei verschiedene Werte der Bedeckung c = 0:1 (durchgezogene Linie) und c = 0:9
(gestrichelt).
Die lokale Relaxation des Ordnungsparameters kann deshalb durch die
folgende kinetische Gleichung beschrieben werden
@
@t
=   
ÆF [; c]
Æ(x; t)
= 4 
(
(1  )( + c  1) +

2
4
r
2

)
; (7.3)
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wobei   die Ratenkonstante f

ur die Relaxation des Ordnungsparameters  be-
zeichnet. Die kinetische Gleichung (7.3) hat also zwei stabile station

are homo-
gene Zust

ande f

ur  = 0 und  = 1 und einen instabilen homogenen Zustand
f

ur  = 1  c.
F

ur die Adsorbatkinetik w

ahlen wir ein dem in Kapitel 5 untersuchten Sy-
stem (5.1)

ahnliches Modell. Wir nehmen hier ebenfalls an, da die Teilchen
der Sorte X eine durch

auere Energiezufuhr induzierte Ober

achenreaktion
mit einer eektiven Kinetik erster Ordnung X ! 0 eingehen. Die unten her-
geleiteten Ergebnisse bleiben im

ubrigen qualitativ erhalten, wenn anstatt der
monomolekularen Reaktion eine bin

are Vernichtungsreaktion nach dem Schema
X + X ! 0 gew

ahlt wird. Auerdem nehmen wir wiederum an, da die X-
Teilchen aus der Gasphase eines oenen Reaktors mit Zuu adsorbieren und
desorbieren k

onnen. Der Einu der Gasphasenkopplung (vgl. Kapitel 5.5) und
Fluktuationen werden hier zun

achst vernachl

assigt.
Die Bewegung und die thermische Desorption adsorbierter Molek

ule X

uber die Ober

ache werden durch das lokale Ober

achenpotential
U () = n
 1
0
@' (; c)
@c
=  2n
 1
0


2
 
2
3

3

(7.4)
beeinut, wobei n
0
die Anzahl der Adsorptionspl

atze f

ur die betrachtete
Molek

ulsorte X pro Einheits

ache bezeichnet. Das Potential U() ist im
Unterschied zum nichtlokalenWechselwirkungspotential (3.41) nur vom lokalen
Wert des Ordnungsparameters abh

angig, d.h., es wird nicht durch den Zustand
benachbarter Ober

achenelemente beeinut. Liegt eine r

aumlich inhomogene
Verteilung des Ordnungsparameters vor, so f

uhrt dies zu einem Gradienten des
Potentials aus Gl. (7.4), der einen Adsorbatu

uber die Ober

ache induziert
[siehe Gl. (3.46)]. Wir wir in Kapitel 3 ausf

uhrlich dargelegt haben, f

uhrt dieser
Flu neben den Reaktions- und Diusionstermen zu einem zus

atzlichen Beitrag
in der kinetischen Gleichung f

ur die Adsorbatbedeckung. Diese Gleichung
lautet f

ur das hier betrachtete System
@c
@t
= q(; c) +
D
k
B
T
@
@x
"
(1  c)c
@U
@x
#
+D
@
2
c
@x
2
(7.5)
mit der lokalen Kinetik
q(; c) = k
a
p
0
(1  c)  k
d
() c  k
r
c; (7.6)
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wobei p
0
den konstanten Partialdruck der Molek

ule X in der Gasphase be-
zeichnet, k
a
ihr HaftkoeÆzient ist, k
d
() = k
d;0
exp[U()=k
B
T ] f

ur die lokale
Ratenkonstante der thermischen Desorption steht und k
r
die Ratenkonstan-
te der Reaktion, D die Konstante der Ober

achendiusion und T die Ober-


achentemperatur bezeichnen. F

ur numerische Simulationen von Gl. (7.5) ist
es hilfreich, den dimensionslosen Parameter " = n
 1
0
=k
B
T f

ur die relative
St

arke der Adsorbat-Substrat-Wechselwirkungen einzuf

uhren.
Die L

angenskalen, auf denen der Ordnungsparameters f

ur den Pha-
sen

ubergang variiert, liegen typischerweise im Submikrometerbereich und sind
somit wesentlich kleiner als die kinetischen Diusionsl

angen der Adsorbatmo-
lek

ule. Deshalb kann f

ur das hier betrachtete Modell angenommen werden,
da die charakteristische L

ange l

= =
p
4, die die Breite einer Front zwi-
schen den zwei verschiedenen strukturellen Phasen der Ober

ache bestimmt,
wesentlich kleiner ist als die charakteristische Diusionsl

ange reagierender Mo-
lek

ule L
r
=
q
D=k
r
. Deshalb ist das Verh

altnis dieser beiden charakteristischen
L

angen  = l

=L
r
ein kleiner Parameter, und es ist sinnvoll, eine singul

are
St

orungstheorie f

ur den Grenzfall  ! 0 zu entwickeln,

ahnlich den Arbei-
ten [295, 300, 303] f

ur Aktivator-Inhibitor-Systeme. Im folgenden wird diese
St

orungstheorie f

ur die Untersuchung selbstorganisierter Mikroreaktoren her-
geleitet, die stabilen station

aren L

osungen der deterministischen Gleichungen
(7.3) und (7.5) entsprechen. Es sei noch bemerkt, da es sich dabei weder um
ein Reaktions-Diusions-System handelt noch im allgemeinen eine Aktivator-
Inhibitor-Kopplung zwischen  und c besteht. Die Adsorbatinseln werden auch
numerisch f

ur endliche Werte von  untersucht.
7.3 Singul

are St

orungstheorie und numerische
Simulationen
In diesem Abschnitt werden nun die station

aren Insell

osungen im singul

aren
St

orungslimes konstruiert, d.h. f

ur  = l

=L
r
! 0.
Im folgenden betrachten wir der Einfachheit halber zun

achst die Bildung
von station

aren Mikroreaktoren mit Gleichgewichtsradius R
0
in einem eindi-
mensionalen System bzw. von station

aren Adsorbatstreifen der Breite 2R
0
im zweidimensionalen System. In zwei Dimensionen

ahneln solche L

osungen
Stromlamenten, wie sie in Halbleitern untersucht wurden [290, 291, 292]. In
der N

aherung  ! 0 kann ein Querschnitt durch eine solche Struktur in drei
verschiedene Zonen unterteilt werden: Einen scharfen

Ubergangsbereich, in dem
der Ordnungsparameter  und die Bedeckung c sich auf der kurzen L

angenskala
l

stark

andern, und

auere und innere Bereiche, in denen der Ordnungspara-
meter bis auf vernachl

assigbare Korrekturen die konstanten Werte  = 0 bzw.
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 = 1 annimmt und die Adsorbatbedeckung auf den Skalen der charakteristi-
schen Diusionsl

angen variiert.
Betrachten wir zun

achst die scharfe Front zwischen den beiden struktu-
rellen Phasen der Ober

ache. Dazu f

uhren wir die gestreckte Ortskoordinate
 = x=l

ein. In der Ordnung O (
2
) ergibt sich f

ur die station

are Bedeckung
im

Ubergangsbereich aus Gl. (7.5)
@
@
 
@c
@
+
1
k
B
T
c(1  c)
@U()
@
!
= 0: (7.7)
Ber

ucksichtigt man, da der Ordnungsparameter sich an den Grenzen der
Front den konstanten Werten  = 1 (am linken Rand) und  = 0 (am rechten
Rand) ann

ahert, so l

at sich Gl. (7.7) zweimal bez

uglich der Ortskoordinate
integrieren. Nach einmaliger Integration erh

alt man zun

achst
@c
@
+
1
k
B
T
c(1  c)
@U()
@
= O(): (7.8)
Integriert man nun Gl. (7.8) nochmals bez

uglich , so erh

alt man in nullter
Ordnung des kleinen Entwicklungsparameters  den folgenden Ausdruck f

ur
die Abh

angigkeit der Bedeckung im Bereich der Front vom Ordnungsparameter

c
(0)
() =
1
1 + (1  c
 
)c
 1
 
exp (U()=k
B
T )
; (7.9)
wobei das lokale chemische Potential U() durch Gl. (7.4) gegeben ist. Der
Parameter c
 
bezeichnet den asymptotischen Wert der Adsorbatbedeckung am
rechten Rand der Front. Aus Gl. (7.9) ergibt sich der folgende Zusammenhang
zwischen c
 
und der asymptotischen Bedeckung am linken Rand der Grenz-


ache c
+
c
+
=
1
1 + (1  c
 
)c
 1
 
exp ( 2"=3)
: (7.10)
An den R

andern der Grenz

ache, die im Grenzfall  ! 0 bei  ! 1
liegen, relaxiert der Ordnungsparameter auf die Werte  = 0 bzw.  = 1 am
rechten bzw. linken Rand. Die r

aumliche

Anderung des Ordnungsparameters
@

 verschwindet an den R

andern f

ur einen station

aren Adsorbatstreifen im
Gleichgewicht. Aus Gl. (7.3) erh

alt man als Gleichgewichtsbedingung f

ur den
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Ordnungsparameter  in nullter Ordnung von 
1
2
(@

j
!+1
)
2
=
1
Z
0
f(; c
(0)
())d = (4 ")
 1
 
"
3
+ ln
"
c
 
c
+
#!
= 0; (7.11)
wobei f(; c) =  (1   )( + c   1). Aus den Gleichungen (7.10) und (7.11)
erh

alt man f

ur ! 0 die folgenden Ausdr

ucke f

ur c
 
und c
+
c

=
1
1 + exp ("=3)
: (7.12)
Es gilt also f

ur die Bedeckungen an den R

andern der scharfen Grenz

ache immer
c
+
+ c
 
= 1.
Auerhalb der Front ist der Ordnungsparameter konstant, deshalb wird
Gl. (7.5) zu einer linearen Reaktions-Diusions-Gleichung. Im inneren Bereich
der hier betrachteten eindimensionalen Adsorbatinsel gilt im station

aren
Fall die Gleichung k
a
p
0
(1  c)   k
d;0
exp( 2"=3)c   k
r
c + Dd
2
c=dx
2
= 0
mit den Randbedingungen @
x
c = 0 f

ur x = 0 und c = c
+
f

ur x = R
0
,
wobei c
1
= [1 + k
r
=k
a
p
0
+ k
d;0
=k
a
p
0
exp ( 2"=3)]
 1
die station

are homogene
Bedeckung von Gl. (7.5) f

ur  = 1 bezeichnet; R
0
entspricht der halben Breite
eines station

aren geraden Adsorbatstreifens im zweidimensionalen System bzw.
dem Gleichgewichtsradius einer eindimensionalen Insel. Das Bedeckungsprol
ist in diesem Bereich gegeben als
c
in
(x) = c
1
+ (c
+
  c
1
)
cosh(x=L
in
)
cosh(R
0
=L
in
)
; (7.13)
wobei L
in
= L
r
[1 + k
a
p
0
=k
r
+ k
d;0
exp ( 2"=3) =k
r
]
 1=2
die charakteristische
Diusionsl

ange im Inneren der Insel bezeichnet.
Im auerhalb des Mikroreaktors gelegenen Bereich ist  = 0, und die Be-
deckung erf

ullt die lineare Gleichung k
a
p
0
(1  c)  k
d;0
c  k
r
c+Dd
2
c=dx
2
= 0
mit den Randbedingungen c = c
 
f

ur x = R
0
und c ! c
0
f

ur x ! 1, wobei
c
0
= [1 + k
r
=k
a
p
0
+ k
d;0
=k
a
p
0
]
 1
die station

are homogene Bedeckung von Gl.
(7.5) f

ur  = 0 bezeichnet. Als L

osung der lineraren Diusionsgleichung erh

alt
man somit f

ur das Prol der Bedeckung im

aueren Bereich
c
out
(x) = c
0
+ (c
 
  c
0
) exp [ (x  R
0
)=L
out
] ; (7.14)
wobei L
out
= L
r
[1 + k
a
p
0
=k
r
+ k
d;0
=k
r
]
 1=2
die charakteristische Diusionsl

ange
auerhalb der Insel bezeichnet.
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Somit haben wir die ortsabh

angigen Bedeckungsprole innerhalb und
auerhalb eines station

aren Mikroreaktors im Grenzfall  ! 0 berechnet. In
der stehenden Front zwischen diesen Bereichen ist die Bedeckung durch Gl.
(7.9) als Funktion des Ordnungsparameters gegeben. Durch Einsetzen dieser
Funktion in Gl. (7.3), Betrachten des station

aren Falls @
t
 = 0 und Einf

uhrung
der neuen Koordinate  = x=l

, Multiplikation mit @

 und Integration von Gl.
(7.3) bez

uglich  erh

alt man die folgende numerisch zu l

osende, gew

ohnliche
Dierentialgleichung erster Ordnung f

ur das Prol des Ordnungsparameters in
der Front
d
d
=  
v
u
u
t
1
6
 
2
3

3
+
1
2

4
+
1
2"
ln
 
c
(0)
()
c
+
!
; (7.15)
mit c
(0)
() aus Gl. (7.9).
0 5 10
0.0
0.5
1.0
c
0.0
0.5
1.0
η
a
b
x(D/kd,0)
−1/2
Abb. 7.3: Prole des Ordnungsparameters (a) und der Bedeckung (b) f

ur ei-
ne eindimensionale station

are Adsorbatinsel, die vergleichsweise breit ist (R
0
=
1:95 (D=k
d;0
)
1=2
). Diese Prole wurden durch numerische Integration des Gleichungs-
systems (7.3) und (7.5) f

ur k
a
p
0
= 0:05 k
d;0
, k
r
= 0:025 k
d;0
, 4 =k
d;0
= " = 15,
l

= 0:032 (D=k
d;0
)
1=2
und Neumannsche Randbedingungen in einem System der
L

ange L = 15:5 (D=k
d;0
)
1=2
erhalten.
Gem

a der singul

aren St

orungstheorie ist also das folgende Querschnittspro-
l zu erwarten: Der Ordnungsparameter  ist auerhalb der scharfen Front kon-
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stant. In der Grenz

ache selbst f

allt der Ordnungsparameter schnell von  = 1
auf  = 0 ab. Auerhalb der Grenz

ache

andert sich  nicht mehr. Entspre-
chend der linearen Diusionskinetik f

ur c w

achst das Bedeckungsprol in den
Bereichen auerhalb der Front langsam mit Entfernung vom Mittelpunkt des
station

aren Mikroreaktors an. In der Front zwischen dem

aueren und dem
inneren Bereich f

allt die Bedeckung sehr schnell von c
+
auf c
 
ab.
Abbildung 7.3 zeigt Prole des Ordnungsparameters (a) und der Bedeckung
(b) f

ur eine station

are Adsorbatinsel, mit vergleichsweise groem Gleichge-
wichtsradius R
0
= 1:95(D=k
d;0
)
1=2
, die durch numerische Integration des ein-
dimensionalen Systems aus Gl. (7.3) und Gl. (7.5) f

ur  = 5:1 10
 3
erhalten
wurden. Der Radius der station

aren Struktur stimmt gut mit dem aus der
singul

aren St

orungstheorie berechneten Wert

uberein. Die Front zwischen den
Phasen  = 0 und  = 1 hat hier jedoch eine endliche Breite. Da in der gezeig-
ten Simulation " = 15 gew

ahlt wurde, liegen die Werte der Bedeckung an den
R

andern der Front in

Ubereinstimmung mit Gl. (7.12) sehr nahe bei 0 bzw. 1.
4 8
0.0
0.5
1.0
c
0.0
0.5
1.0
η
a
b
x(D/kd,0)
−1/2
Abb. 7.4: Ausschnitt aus Prolen eindimensionaler Mikrostrukturen mit Radius
R
0
= 0:4 (D=k
d;0
)
1=2
, die als numerische L

osungen der Gleichungen (7.3) und (7.5)
f

ur k
r
= 0:1 k
d;0
, l

= 0:032 (D=k
d;0
)
1=2
(durchgezogene Linie), l

= 0:008 (D=k
d;0
)
1=2
(gestrichelte Linie) und die anderen Parameter wie in Abb. 7.3 erhalten wurden.
Abbildung 7.4 zeigt Ausschnitte aus simulierten Prolen eindimensionaler
station

arer Mikrostrukturen mit Radius R
0
= 0:4(D=k
d;0
)
1=2
und vergleichswei-
se breiter Front ( = 5:1  10
 3
, durchgezogene Linie) bzw. schmaler Front
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( = 1:28 10
 3
, gestrichelte Linie). Im

aueren und im inneren Bereich stim-
men die Prole der Bedeckung

uberein. Man erkennt, da bei Erh

ohung von
 die Front des Ordnungsparameters zunehmend in die Bereiche hineinragt, in
denen die Bedeckung bereits wieder anw

achst.
Der die Bedeckungsprole in den Gleichungen (7.13) und (7.14) charakteri-
sierende Gleichgewichtsradius R
0
ist durch die Gleichgewichtsbedingung f

ur das
Feld c(x) bestimmt. Mathematisch formuliert bedeutet dies, da der Gradient
der Bedeckung an den Enden des station

aren Prols verschwindet. Wie man
durch Integration von Gl. (7.5) leicht erkennt, ist dies gleichbedeutend mit der
Erf

ullung der Bedingung
1
Z
0
fk
a
p
0
(1  c)  k
d
() c  k
r
cg dx = 0: (7.16)
Ber

ucksichtigt man nun in dieser Bedingung wieder nur Beitr

age niedrigster
Ordnung in , so kann Gl. (7.16) ausgedr

uckt werden als
D@
x
c
in
(R
 
0
) = D@
x
c
out
(R
+
0
); (7.17)
wobei R
+
0
und R
 
0
die rechte bzw. linke Grenze der scharfen Front bezeichnen.
Physikalisch l

at sich diese Gleichung wie folgt interpretieren: F

ur eine
station

are Grenz

ache einer dichtbedeckten Adsorbatinsel mit  = 1 stimmen
die diusiven Fl

usse des Adsorbats aus der dichtbesetzten Phase in die Front
hinein und aus der Front in die d

unnbesetzte Phase heraus

uberein. Makro-
skopisch betrachtet ist der diusive Adsorbatu im singul

aren St

orungslimes
also an der Front stetig, im Gegensatz zum Prol der Bedeckung, das bei
Erreichen von R
0
von c
+
auf c
 
springt. Aus Gl. (7.17) erh

alt man f

ur den
Gleichgewichtsradius R
0
im Limes ! 0
R
0
= L
in
tanh
 1
 
L
in
L
out

c
0
  c
 
c
+
  c
1
!
; (7.18)
wobei tanh
 1
die hyperbolische Arcustangensfunktion bezeichnet, L
in
und L
out
die Diusionsl

angen innerhalb bzw. auerhalb der station

aren Mikrostruktur
und c
1
bzw. c
0
die entsprechenden station

aren homogenen Bedeckungen sind;
c
+
und c
 
sind durch Gl. (7.12) gegeben. Damit der Gleichgewichtsradius in Gl.
(7.18) einen positiven Wert annimmt, mu das Argument der hyperbolischen
Arcustangensfunktion positiv sein. Dies f

uhrt auf die folgenden Ungleichungen
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f

ur die Ratenkonstanten der kinetischen Prozesse in Gl. (7.5)
k
a
p
0
exp( "=3)  k
d;0
< k
r
< k
a
p
0
exp("=3)  k
d;0
: (7.19)
Station

are Mikrostrukturen sind also nur in einem bestimmten Intervall der
Reaktionsratenkonstante k
r
m

oglich. Gem

a den Ungleichungen (7.19) ver-
schiebt sich der Existenzbereich bei Erh

ohung der thermischen Desorptionsrate
zu niedrigeren Werten der Ratenkonstante k
r
der Nichtgleichgewichtsreaktion,
bis er bei Erreichen eines kritischen Wertes ganz verschwindet. Da k
r
eine
positive Konstante ist, ergibt sich aus der rechten Ungleichung in (7.19) die
folgende obere Schwelle f

ur die Ratenkonstante der thermischen Desorption
k
d;0
< k
a
p
0
exp("=3): (7.20)
Dies bedeutet zus

atzlich zu den Bedingungen (7.19) f

ur k
r
, da in der Mitte
der Front (d.h., f

ur  = 0:5) die thermische Desorptionsrate, die durch 0:5 
k
d
(0:5) = 0:5 k
d;0
exp( "=3) gegeben ist, kleiner als die Rate der Adsorption
sein mu, deren Wert in der Frontmitte 0:5 k
a
p
0
betr

agt.
Einen weiteren unteren Schwellwert f

ur k
r
erh

alt man, wenn man
ber

ucksichtigt, da das Argument des hyperbolischen Arcustangens in Glei-
chung (7.18) kleiner als Eins sein mu; dieser kritische Wert k
c
r
, an dem der
Gleichgewichtsradius R
0
divergiert, ist eine reelle Nullstelle des folgenden
Polynoms dritter Ordnung in k
r
0 = k
3
r
+ [k
a
p
0
+ k
d;0
(1 + exp( 2"=3))]k
2
r
+ [k
2
d;0
exp( 2"=3)  (k
a
p
0
)
2
]k
r
 k
a
p
0
[k
a
p
0
  k
d;0
exp( "=3)]
2
: (7.21)
In Abwesenheit thermischer Desorption ndet man sofort, da k
c
r
= k
a
p
0
gilt.
F

ur endliche Werte der Ratenkonstante f

ur die thermische Desorption liegt k
c
r
im Vergleich dazu bei niedrigeren Werten. Auerdem l

at sich zeigen, da k
c
r
unter der Voraussetzung (7.20) immer die Ungleichungen (7.19) erf

ullt. Dies be-
deutet, da der Existenzbereich eindimensionaler Mikroreaktoren in einer geeig-
neten Parameterebene durch die rechte Ungleichung aus (7.19) und die Unglei-
chung k
r
> k
c
r
festgelegt ist. Der untere Schwellwert ist darauf zur

uckzuf

uhren,
da f

ur sehr kleine k
r
die Reaktionsverluste im Innern der Insel durch Adsorp-
tion von Teilchen aus der Gasphase im gleichen Bereich kompensiert werden
k

onnen. Dies f

uhrt zur Divergenz von R
0
bzw. der Ausbreitung der Insel

uber
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die ganze Ober

ache. Der obere Schwellwert f

ur k
r
entspricht einer zu starken
Reaktion, so da der Inselradius f

ur diesen Wert der Reaktionsratenkonstanten
verschwindet. In numerischen Simulationen f

ur endliches  ndet man, da der
obere Schwellwert f

ur k
r
niedriger als der durch die rechte Ungleichung in (7.19)
gegebene Wert liegt. Dies ist darauf zur

uckzuf

uhren, da auch im eindimensio-
nalen System st

orungstheoretische Korrekturen daf

ur sorgen, da nur stabile
Strukturen mit einem Gleichgewichtsradius m

oglich sind, der einen kritischen
Wert

uberschreitet, der gr

oenordnungsm

aig mit der Breite der Front zwi-
schen den strukturellen Phasen bzw. der charakteristischen L

angenskala l

des
Ordnungsparameters

ubereinstimmt. Das gleiche Ph

anomen beobachtet man
in Aktivator-Inhibitor-Systemen mit langreichweitiger Inhibition, wo es auch
analytisch untersucht worden ist (siehe z.B. Kapitel 5.4 in [12]). Wir werden
hier sp

ater das Auftreten eines minimalen Gleichgewichtsradius f

ur stabile In-
seln mit kreisf

ormiger Symmetrie betrachten, wobei Linienspannungsterme der
Ordnung 
1
ber

ucksichtigt werden.
0 1 5
0
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10
k
r
/k
a
p0
ε
a
0.00 0.05
0.0
0.1
0.2
k
a
p0/kd,0
k
r
/kd,0 b
Abb. 7.5: Phasendiagramme in den Ebenen (k
r
=k
a
p
0
, ") (a) und (k
a
p
0
=k
d;0
, k
r
=k
d;0
)
(b). In (a) stellt die durchgezogene Linie die Existenzgrenzen station

arer Adsor-
batinseln in Abwesenheit thermischer Desorption (d.h., f

ur k
d;0
= 0) dar. Die
anderen Linien entsprechen den Grenzen in Gegenwart thermischer Desorption f

ur
k
a
p
0
=k
d;0
= 1:66 (strichpunktiert) bzw. k
a
p
0
=k
d;0
= 0:25 (gestrichelt). Station

are
Adsorbatinseln existieren im Bereich zwischen den beiden jeweiligen Kurven. An der
unteren Grenze tendiert ihr Gleichgewichtsradius gegen Null, an der oberen Grenze,
die durch Gl. (7.21) gegeben ist, divergiert er. In (b) sind die beiden Existenzgrenzen
f

ur " = 15 gezeigt. In dieser Darstellung divergiert der Gleichgewichtsradius aus Gl.
(7.18) an der unteren Grenze und strebt gegen Null an der oberen.
Abbildung 7.5 (a) zeigt die aus k
r
= k
a
p
0
exp("=3) k
d;0
(untere Linien) und
Gl. (7.21) (obere Linien) berechneten Existenzgrenzen in der Ebene (k
r
=k
a
p
0
, ")
f

ur verschiedene Werte des Parameters k
a
p
0
=k
d;0
. W

ahrend der Gleichgewichts-
radius an der unteren Grenze gegen Null strebt, divergiert er an der oberen. An
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der Kuspe, an der sich die untere und die obere Grenze treen, k

onnen Bereiche
mit  = 0 bzw.  = 1 von beliebiger Gr

oe im eindimensionalen System mit-
einander koexistieren. In diesem Fall entspricht die station

are Mikrostruktur
der Phasenseparation in einem thermodynamischen System. F

ur hinreichend
schwache thermische Desorption (k
a
p
0
> k
d;0
) liegt die Kuspe bei " = 0 und
k
r
= k
a
p
0
  k
d;0
und das System separiert in die zwei Phasen des Ordnungs-
parameter, w

ahrend die Bedeckung homogen ist und den Wert 1=2 annimmt.
F

ur k
a
p
0
< k
d;0
hingegen liegt die Kuspe bei "
c
=  3 ln(k
a
p
0
=k
d;0
) und k
r
= 0.
Dabei separiert das System in Bereiche mit  = 0 und c = 1=(1 + k
a
p
0
=k
d;0
)
bzw.  = 1 und c = 1=(1 + k
d;0
=k
a
p
0
).
In Abwesenheit thermischer Desorption (durchgezogene Linie) existieren sta-
tion

are Adsorbatinseln nur f

ur k
r
> k
a
p
0
. Bei Erh

ohung von k
d;0
verschiebt sich
der Existenzbereich in der gezeigten Darstellung nach links (siehe strichpunk-
tierte Linie), und f

ur k
d;0
> k
a
p
0
existieren die Inseln nur, wenn die St

arke der
Adsorbat-Substrat-Wechselwirkung in Einheiten von k
B
T den kritischen Wert
"
c

uberschreitet (gestrichelte Linie). Abbildung 7.5 (b) zeigt die Existenzbe-
reiche in der Ebene (k
a
p
0
=k
d;0
, k
r
=k
d;0
) f

ur " = 15. Qualitativ ergibt sich ein

ahnliches Bild wie in (a). In (b) entspricht jedoch die obere Grenze einem
verschwindenden Gleichgewichtsradius, w

ahrend R
0
an der unteren Grenze di-
vergiert. Man erkennt ebenfalls, da station

are Adsorbatinseln nur m

oglich
sind, wenn die Ungleichung (7.20) erf

ullt ist.
F

ur im Vergleich zur charakteristischen Diusionsl

ange L
in
sehr kleine
Radien R
0
kann Gl. (7.18) weiter vereinfacht werden. Man erh

alt dann
n

aherungsweise
R
0

c
0
  c
 
c
+
  c
1

L
2
in
L
out
: (7.22)
Diese Gleichung kann umgeschrieben werden als
R
0
q(1; c
+
)   D@
x
c
out
(R
0
); (7.23)
wobei q(; c) die lokale Kinetik der Bedeckung aus Gl. (7.6) bezeichnet. Glei-
chung (7.23) entspricht dem Gleichgewicht des Adsorbatzuues durch die Front
in die Insel hinein und der ,,reaktiven" Verluste im Innern der Insel, wobei die
Bedeckung dort aufgrund des vergleichsweise kleinen Radius n

aherungsweise
den konstanten Wert c
+
annimmt. Diese Balance bricht zusammen, wenn die
Reaktionsrate zu klein wird, d.h., f

ur k
r
< k
c
r
.
Abbildung 7.6 (a) zeigt die Abh

angigkeit des dimensionslosen Gleichge-
wichtsradius R
0
(D=k
a
p
0
)
 1=2
eindimensionaler Adsorbatinseln vom Verh

altnis
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Abb. 7.6: Abh

angigkeit des Gleichgewichtsradius R
0
(in Einheiten von (D=k
d;0
)
1=2
)
streifenf

ormiger Adsorbatbereiche mit erh

ohter Bedeckung und  = 1 von den dimen-
sionslosen Ratenkonstanten k
r
=k
a
p
0
(a) und k
r
=k
d;0
(b) f

ur " = 15. In (a) ist das
aus der singul

aren St

orungstheorie erhaltene Ergebnis (7.18) in Abwesenheit ther-
mischer Desorption (siehe durchgezogene Linie f

ur k
d;0
= 0) und in ihrer Gegen-
wart f

ur k
a
p
0
=k
d;0
= 1:66 (strichpunktierte Linie) und k
a
p
0
=k
d;0
= 0:25 (gestrichel-
te Linie) dargestellt. Abb. (b) zeigt die Abh

angigkeit des Radius von k
r
=k
d;0
f

ur
k
a
p
0
=k
d;0
= 0:05. Die durchgezogene Linie zeigt das st

orungstheoretische Ergebnis
aus Gl. (7.18), die gestrichelte Linie die entsprechende N

aherung (7.22) f

ur kleine Ra-
dien, und die Kreise stellen die aus numerischen Simulationen des Gleichungssystems
(7.3), (7.5) f

ur l

= 0:032 (D=k
d;0
)
1=2
in einem System der L

ange L = 15:5 (D=k
d;0
)
1=2
erhaltenen Gleichgewichtsradien dar.
der Ratenkonstanten f

ur die Nichtgleichgewichtsreaktion und die Adsorption
k
r
=k
a
p
0
in Abwesenheit thermischer Desorption (durchgezogene Linie) und in
ihrer Gegenwart f

ur k
d;0
= 0:6k
a
p
0
(strichpunktiert) und k
d;0
= 4k
a
p
0
(gestri-
chelt). Man erkennt, da der Gleichgewichtsradius bei Erh

ohung von k
d;0
kleiner
wird und die untere Schwelle f

ur die Ratenkonstante k
r
sich ebenfalls erniedrigt.
Dies ist darauf zur

uckzuf

uhren, da die thermische Desorption zu zus

atzlichen
Verlusten im Volumen der Insel f

uhrt.
In Abb. 7.6 (b) ist die Abh

angigkeit R
0
(D=k
d;0
)
 1=2
vom Verh

altnis der
Ratenkonstanten der Nichtgleichgewichtsreaktion und der thermischen Desorp-
tion in Abwesenheit der Wechselwirkungen dargestellt. Abstrakt formuliert
entspricht dies dem relativen Gewicht der Nichtgleichgewichts- im Vergleich zur
Gleichgewichtsreaktion. Qualitativ erh

alt man eine

ahnliche Abh

angigkeit des
Gleichgewichtsradius wie in (a). Ist das Verh

altnis k
r
=k
d;0
zu klein bzw. zu
gro, so setzt sich eine der beiden homogenen strukturellen Phasen auf Ko-
sten der Insel durch. In (b) zeigen die kleinen Kreise die Gleichgewichtsradien
stabiler Inseln, die durch numerische Integration der zeitabh

angigen Modell-
gleichungen (7.3) und (7.5) f

ur l

= 0:032(D=k
d;0
)
1=2
erhalten wurden. Die
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durchgezogene Linie entspricht den nach Gl. (7.18) errechneten Werten, die
gestrichelte Linie stellt die Werte aus der N

aherungsgleichung (7.22) dar. Die
aus der singul

aren St

orungstheorie berechnete Gl. (7.18) stimmt also mit den
numerischen Ergebnissen sehr gut

uberein. Die N

aherung (7.22) stimmt f

ur
hinreichend groe Werte des Parameters k
r
=k
d;0
ebenfalls gut mit den Simula-
tionsergebnissen

uberein.
Da es sich in der Realit

at um Ober

achen, d.h., zweidimensionale Systeme
handelt, ist zu erwarten, da sich aufgrund von Linienspannung die Grenz-


achen minimieren wollen, d.h., es sind kreisf

ormige selbstorganisierte Reak-
toren zu erwarten. Mit diesen wollen wir uns nun befassen.
Im singul

aren St

orungslimes ist auch f

ur kreisf

ormige station

are Dom

anen
die Bedeckung im Frontbereich eine Funktion des lokalen Wertes des Ord-
nungsparameters  und gehorcht dem funktionalen Zusammenhang aus Gl.
(7.9). F

ur kleine Radien eines kreisf

ormigen Mikroreaktors wird jedoch durch
zunehmende Kr

ummung der Phasengrenz

ache die Linienspannung relevant.
Dadurch

andert sich auch der Parameter c
 
in Gl. (7.9), der der Bedeckung
an der rechten Phasengrenze entspricht und f

ur eine ebene Grenz

ache durch
Gl. (7.12) gegeben ist. Dies liegt am Auftreten von Ober

achentermen in
der Gleichgewichtsbedingung (7.11) f

ur den Ordnungsparameter. F

ur eine
kreisf

ormige Grenz

ache erh

alt man statt dessen die Gleichgewichtsbedingung
ln
 
e
c
 
e
c
+
!
=  
"
3
+ 4"
R
+
0
=l

Z
R
 
0
=l


 1
[@

]
2
d; (7.24)
wobei R
+
0
und R
 
0
die rechte bzw. linke Grenze der scharfen Front bezeichnen
und
e
c
+
und
e
c
 
den Bedeckungen an dem linken bzw. rechten Rand dieser
kreisf

ormigen Grenz

ache entsprechen.
Betrachtet man nun wieder  ! 0 und ferner R
0
 l

, dann l

at sich Gl.
(7.24) wie folgt als Balance der entropischen Beitr

age zur freien Energie und
der aus der Linienspannung interpretieren [vgl. Gl. (7.1)]
n
0
 R
2
0
 
ln
"
e
c
 
e
c
+
#
+
"
3
!
k
B
T = 2 R
0
; (7.25)
wobei
 = (")n
0
l

k
B
T (7.26)
im nichtentropischen Anteil der freien Energie, der auf der rechten Seite von
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Gl. (7.25) steht, die Linienspannung einer kreisf

ormigen Insel mit Radius R
0
bezeichnet. Unter den hier betrachteten Voraussetzungen gilt dabei f

ur den
dimensionslosen KoeÆzienten 
(") = 2"
1
Z
 1
(@

)
2
d
= "
1
Z
0

2
3
 
8
3

3
+ 2 
4
+
2
"
ln

c
 1
+
c
(0)
()


1=2
d; (7.27)
wobei wir f

ur @

 in Gl. (7.27) den Ausdruck (7.15) f

ur eine ebene Grenz

ache
verwendet haben. Der dimensionslose KoeÆzient der Linienspannung  h

angt
allein von " ab und kann numerisch berechnet werden. Abbildung 7.7 zeigt diese
Abh

angigkeit.
0 10
0
4
ε
γ(ε)
Abb. 7.7: Abh

angigkeit des dimensionslosen KoeÆzienten der Linienspannung  aus
Gl. (7.27) von der dimensionslosen St

arke der Adsorbat-Substrat-Wechselwirkung ".
Aus den Gleichungen (7.10) und (7.25) ergibt sich, da die Bedeckungen
e
c
+
am linken Rand und
e
c
 
am rechten Rand der kreisf

ormigen Grenz

ache
aufgrund der zus

atzlichen Koh

asion beide um einen zu  proportionalen
Korrekturterm Æc gegen

uber den Werten f

ur eine ebene Front aus Gl. (7.12)
erh

oht sind. Dieser ist in niedrigster Ordnung gegeben als
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Æc =
(")
sinh("=3)
l

R
0
: (7.28)
Es sei bemerkt, da, obwohl  mit " monoton anw

achst (vgl. Abb. 7.7), der
Korrekturterm Æc f

ur "!1 verschwindet.
Die Prole auerhalb der Front sind durch modizierte Bessel-Funktionen
erster und zweiter Gattung und nullter Ordnung gegeben. F

ur die radiale
Abh

angigkeit der Bedeckung im Innern einer kreisf

ormigen Adsorbatinsel gilt
also
c
in
(r) = c
1
+ (
e
c
+
  c
1
) I
0

r
L
in

I
 1
0

R
0
L
in

; (7.29)
wobei I
0
die modizierte Bessel-Funktion erster Gattung und nullter Ordnung
bezeichnet. Im d

unn bedeckten Bereich um die station

are Insel herum gilt
entsprechend
c
out
(r) = c
0
+ (
e
c
 
  c
0
)K
0

r
L
out

K
 1
0

R
0
L
out

; (7.30)
wobei K
0
die modizierte Bessel-Funktion zweiter Gattung und nullter Ord-
nung bezeichnet. Insgesamt ergibt sich also auch f

ur kreisf

ormige station

are
Adsorbatinseln wie im Fall der eindimensionalen Mikrostrukturen ein auerhalb
der scharfen Grenz

ache langsam vom Mittelpunkt der Insel aus ansteigendes
Prol der Bedeckung, das in der Grenz

ache selbst jedoch scharf abf

allt.
F

ur die Bedeckung erh

alt man

ahnlich zu Gl. (7.17) in niedrigster Ordnung
von  die Gleichgewichtsbedingung @
r
c
in
(R
 
0
) = @
r
c
out
(R
+
0
). Betrachtet man
zun

achst sehr groe Adsorbatinseln, d.h., aus Gl. (7.28) resultierende Korrek-
turen k

onnen vernachl

assigt werden, so ergibt sich die folgende transzendente
Gleichung f

ur den Gleichgewichtsradius R
0
c
+
  c
1
L
in
I
1

R
0
L
in

I
 1
0

R
0
L
in

=
c
0
  c
 
L
out
K
1

R
0
L
out

K
 1
0

R
0
L
out

;
(7.31)
wobei
e
c
+
und
e
c
 
aufgrund der geringen Kr

ummung einer groen Insel durch Gl.
(7.12) angen

ahert wurden.
Ist das Verh

altnis der charakteristischen Zeitskalen von  und c sehr
gro, d.h., die Bedeckung im Innern der station

aren Struktur reagiert nahezu
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instantan auf

Anderungen des Radius der strukturellen Insel, so liefert die fol-
gende

Uberlegung ein Argument f

ur die Stabilit

at der station

aren Strukturen:
F

ur die Anzahl N der sich im Innern einer Insel mit Radius R bendenen
Adsorbatteilchen gilt
N(R) = 2n
0
R
Z
0
c
in
(r) r dr; (7.32)
F

ur die zeitliche

Anderung von N gilt einerseits (vgl. Diskussion im vorange-
gangenen Abschnitt)
:
N
= 2n
0
R
Z
0
q[c
in
(r)] r dr + 2n
0
RD@
r
c
out
(R); (7.33)
andererseits

andert sich N bei instantaner Relaxation der Bedeckung im
Innern der Insel nur aufgrund der Bewegung der Front, die die Phasen des
Ordnungsparameters trennt
:
N
=
dN
dR
:
R
= 2n
0
R c
in
(R)
:
R: (7.34)
Vergleicht man nun Gl. (7.33) mit Gl. (7.34) und setzt die Ausdr

ucke f

ur
die Bedeckung aus Gl. (7.29) und Gl. (7.30) unter Vernachl

assigung der
Kr

ummungskorrekturen ein, so ergibt sich
d
_
R
dR





R
0
< 0; (7.35)
d.h., f

ur schnelle Relaxation der Bedeckung sind die Inseln mit Radius R
0
aus
Gl. (7.31) stabil bez

uglich radialen

Anderungen. Es sei bemerkt, da die so-
eben angestellte

Uberlegung nichts

uber die Stabilit

at bez

uglich St

orungen in
angularer Richtung oder St

orungen in radialer Richtung bei vergleichbaren Re-
laxationszeiten von c und  aussagen kann.
Analog zu Gl. (7.23) erh

alt man im Grenzfall l

 R
0
 L
in
, d.h., wenn
Kr

ummungskorrekturen noch vernachl

assigt werden k

onnen, der Radius aber
im Vergleich zur charakteristischen Diusionsl

ange des Adsorbats im Innern
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der Insel sehr klein ist, die folgende Beziehung durch Entwicklung von Gl. (7.31)
R
2
0
q(1; c
+
)   2R
0
D@
r
c
out
(R
0
): (7.36)
Dies entspricht wiederum dem Gleichgewicht des in die Grenz

ache hinein-
str

omenden Adsorbatusses und der Abreaktion durch die lokale Kinetik im
Innern des selbstorganisierten Reaktors.
F

ur noch kleinere Adsorbatinseln mit R
0
= O(l

) hingegegen wird die
Kr

ummungskorrektur (7.28) relevant. In diesem Fall ist der Gleichgewichtsra-
dius R
0
eine Nullstelle der Funktion
h(R) =
 
c
0
  c
 
L
out
 
Æc
L
out
!
K
1

R
L
out

K
 1
0

R
L
out

 
 
c
+
  c
1
L
in
+
Æc
L
in
!
I
1

R
L
in

I
 1
0

R
L
in

; (7.37)
wobei c

die durch Gl. (7.12) gegebenen Bedeckungen bezeichnen und Æc durch
Gl. (7.28) mit R anstelle von R
0
gegeben ist.
0.0 0.5 1.0
−0.2
−0.1
0.0
0.1
R(D/kd,0)
−1/2
h(R)
Abb. 7.8: Abh

angigkeit der Funktion h(R) aus Gl. (7.37) vom dimensionslosen
Inselradius R(D=k
d;0
)
 1=2
(durchgezogene Linie) f

ur k
a
p
0
= 0:05 k
d;0
k
r
= 0:1 k
d;0
" =
15 und l

= 0:032 (D=k
d;0
)
1=2
. Die gestrichelte Linie entspricht der N

aherung f

ur
groe Radien aus Gl. (7.31). Vereinfachte Stabilit

ats

uberlegungen f

ur

Anderungen
des Inselradius (siehe Text) ergeben, da die durch den weien Kreis dargestellte
Nullstelle einer Adsorbatinsel entspricht, die bei geeigneter Wahl der Zeitskalen stabil
bez

uglich radialer St

orungen ist, w

ahrend die durch einen schwarzen Kreis dargestellte
Nullstelle einer instabilen Insel entspricht.
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Abbildung 7.8 zeigt die Funktion h(R) aus Gl. (7.37) in Abh

angigkeit vom
dimensionslosen Inselradius R(D=k
d;0
)
 1=2
f

ur  = 0:01. Man erkennt, da
die unter Ber

ucksichtigung des Korrekturterms erhaltene Bedingung f

ur den
Gleichgewichtsradius mehrwertig wird, w

ahrend sie f

ur  ! 0 immer nur eine
einzige L

osung besitzt (vgl. gestrichelte Linie in Abb. 7.8). Aus numerischen
Simulationen und den oben genannten Argumenten ergibt sich, da die L

osung
mit vergleichsweise groem Gleichgewichtsradius stabil bez

uglich radialsymme-
trischer Expansion bzw. Kontraktion ist, w

ahrend die Insel mit dem kleineren
Gleichgewichtsradius instabil bez

uglich solcher St

orungen ist. Letztere stellt
einen kritischen Keim f

ur die Bildung der stabilen Adsorbatinseln dar.
0.0 0.2 0.4
  0
  1
  2
  3
  4
R
0(D
/k d
,0
)−1
/2
k
r
/kd,0
Abb. 7.9: Abh

angigkeit des Gleichgewichtsradius R
0
(in Einheiten von (D=k
d;0
)
1=2
)
station

arer Adsorbatbereiche mit erh

ohter Bedeckung und  = 1 von der dimensions-
losen Ratenkonstanten k
r
=k
d;0
f

ur " = 15 und k
a
p
0
=k
d;0
= 0:05. Die gepunktete Linie
entspricht den st

orungstheoretischen Werten f

ur streifenf

ormige Strukturen gem

a
Gl. (7.18), und die strichpunktierte Linie zeigt die Werte f

ur kreisf

ormige Strukturen
gem

a Gl. (7.31), jedoch ohne Ber

ucksichtigung der Korrektur (7.28). Die durchge-
zogene und die gestrichelte Linie stellen die Gleichgewichtsradien bez

uglich radialer
St

orungen stabiler bzw. instabiler kreif

ormiger Strukturen dar, die durch L

osung von
Gl. (7.37) f

ur l

= 0:032(D=k
d;0
)
1=2
berechnet wurden.
Abbildung 7.9 zeigt den dimensionslosen Gleichgewichtsradius R
0
(D=k
d;0
)
1=2
station

arer Adsorbatbereiche mit erh

ohter Bedeckung und  = 1 in
Abh

angigkeit von der dimensionslosen Ratenkonstanten k
r
=k
d;0
: Vernachl

assigt
man zun

achst Korrekturen erster Ordnung in , so erkennt man, da der
Gleichgewichtsradius kreisf

ormiger Adsorbatinseln gem

a Gl. (7.31) (strich-
punktierte Linie) wesentlich gr

oer ist als f

ur eindimensionale bzw. strei-
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fenf

ormige Strukturen der Breite 2R
0
(gepunktete Linie). Die Ber

ucksichtigung
von Kr

ummungkorrekturen gem

a Gl. (7.37) f

uhrt zu zwei Werten von R
0
, der
gr

oere (durchgezogene Linie) entspricht bez

uglich radialen St

orungen stabilen
kreisf

ormigen Inseln, w

ahrend der kleinere (gestrichelte Linie) einer instabilen
Struktur korrespondiert. Je kleiner die Insel, desto deutlicher wird die Ernied-
rigung des Gleichgewichtsradius der stabilen Inseln durch die Linienspannung
gegen

uber dem Wert aus Gl. (7.37). Auerdem mu nun der Gleichgewichtsra-
dius immer einen kritischen Wert R
min

uberschreiten, bei dem der stabile und
der instabile Zweig miteinander verschmelzen.
0.00 0.05
0.0
0.1
0.2
k
a
p0/kd,0
k
r
/kd,0
Abb. 7.10: Phasendiagramm in der Ebene (k
a
p
0
=k
d;0
, k
r
=k
d;0
) f

ur die gleichen Pa-
rameter wie in Abb. 7.5 (b). Die durchgezogenen Linien stellen die Existenzgrenzen
f

ur station

are streifenf

ormige Ober

achenbereiche mit erh

ohter Bedeckung und  = 1
dar, die gestrichelte Linie entspricht der oberen Existenzgrenze einer kreisf

ormigen
Insel unter Ber

ucksichtigung der aus Gl. (7.28) resultierenden Korrekturen mit
l

= 0:032(D=k
d;0
)
1=2
. Die untere Existenzgrenze, an der der Gleichgewichtsradi-
us divergiert, ist auch f

ur eine kreisf

ormige Insel durch Gl. (7.21) gegeben.
Die Existenz eines minimalen Gleichgewichtsradius hat auch Auswirkungen
auf den Existenzbereich station

arer Adsorbatinseln. Wie man dem in Abb.
7.10 dargestellten Phasendiagramm in der Ebene (k
a
p
0
=k
d;0
, k
r
=k
d;0
) entnehmen
kann, erniedrigt sich der obere Schwellwert f

ur k
r
, der f

ur station

are Streifen
durch k
r
= k
a
p
0
exp("=3) k
d;0
gegeben ist und hier der oberen durchgezogenen
Linie entspricht, deutlich f

ur kreisf

ormige Inseln (gestrichelte Linie), w

ahrend
der untere Schwellenwert (untere durchgezogene Linie), bei dem R
0
divergiert,
durch die Kr

ummung der Grenz

ache nicht beeinut wird.
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7.4 Instabilit

aten der Mikroreaktoren
Bisher haben wir in unserer Analyse selbstorganisierter station

arer Reaktoren
m

ogliche Instabilit

aten dieses L

osungstyps auer Acht gelassen. Tats

achlich zei-
gen numerische Simulationen f

ur kreisf

ormige Inseln jedoch, da diese instabil
bez

uglich Deformationen ihrer Form werden k

onnen, wenn ihr Gleichgewichts-
radius einen kritischen Wert

uberschreitet. Abbildung 7.11 zeigt eine wachsen-
de schneeockenartige Struktur, die als Folge einer solchen Instabilit

at entsteht.
Als Anfangsbedingung wurde eine radialsymmetrische Verteilung mit einem aus
der entsprechenden eindimensionalen Simulation erhaltenen Querschnittsprol
und R
0
aus Gl. (7.31) gew

ahlt (a). In radialer Richtung

andert sich die Insel
zun

achst nur wenig. Sehr langsam entwickelt sich in angularer Richtung eine
periodische Modulation ihrer Form (b). In (c) und (d) sind die Verteilungen der
Bedeckung zu sp

ateren Zeitpunkten dargestellt. Die wachsende Struktur mit
vierz

ahliger Symmetrie entwickelt sich sehr langsam, was einen extrem hohen
Aufwand an Computerzeit erfordert, so da bisher noch nicht gekl

art werden
konnte, ob sie eventuell aufbricht und eine Dynamik sich selbst replizierender
Dom

anen folgt,

ahnlich denen, die von E. Pearson in einem einfachen Reaktions-
Diusions-System beobachtet wurden [286]. Die schneeockenartige Struktur
ist jedoch an machen Stellen in dem in (d) gezeigten Bild bereits so d

unn, da
ihr Aufbrechen in Gegenwart von Fluktuationen erfolgen sollte und somit meh-
rere kleine Inseln entstehen sollten, die sich im folgenden

ahnlich entwickeln wie
die hier gezeigte Struktur.
Eine vergleichbare ,,statische Instabilit

at" eines kreisf

ormigen Musters wur-
de analytisch im singul

aren St

orungslimes von T. Ohta und anderen [302]
f

ur den Fall von station

aren Strukturen im st

uckweise linearen Rinzel-Keller-
Modell untersucht. Die Autoren fanden, da die Instabiliti

at unabh

angig vom
Verh

altnis der charakteristischen Zeitskalen auftritt und der kritische Gleich-
gewichtsradius, oberhalb dessen die Instabilit

at eintritt, als R
c
 (lL)
1=2
ab-
gesch

atzt werden kann, wobei l und L die charakteristischen L

angen des Ak-
tivators bzw. des Inhibitors bezeichnen. Entsprechend erwartet man f

ur das
hier untersuchte System, da der kritische Radius f

ur diese Instabilit

at wie das
geometrische Mittel aus l

und der charakteristischen Diusionsl

ange des Ad-
sorbats skaliert.

Ahnliches gilt f

ur station

are Streifen, die, wenn sie zu breit
werden, in ein Zickzackmuster

ubergehen.
Neben der durch Modulationen der Kontur hervorgerufenen Instabilit

at
k

onnen station

are Inseln in Reaktions-Diusion-Systemen noch auf zwei andere
Arten instabil werden. Dabei handelt es sich zum einen um eine oszillatori-
sche Instabilit

at, bei der die Insel in radialer Richtung zu atmen beginnt, und
zum anderen um eine translatorische Instabilit

at, bei der sich die lokalisierte
Struktur als Ganzes zu bewegen beginnt. In diesen F

allen wird die station

are
Struktur bez

uglich radialer St

orungen instabil. Im Falle der Atmung geschieht
Instabilit

aten der Mikroreaktoren 197
dc
a b
Abb. 7.11: Instabilit

at einer kreisf

ormigen Insel. Die Momentaufnahmen (a) - (d)
entsprechen den Zeitpunkten t = 0 (a), 65 k
 1
d;0
(b), 237 k
 1
d;0
(c) und t = 363 k
 1
d;0
(d)
nach Beginn der Simulation. Die lokale Bedeckung ist in Graustufen dargestellt, sie
nimmt von wei nach schwarz zu. Es ist k
r
= 0:05 k
d;0
, und die anderen Parameter
wurden wie in Abb. (7.3) gew

ahlt.
dies

uber eine Hopf-Bifurkation und bei der translatorischen Instabilit

at

uber
eine Heugabel-Bifurkation, die sogenannte ,,Drift-Pitchfork". Analytisch wur-
den diese Instabilit

aten ebenfalls ausf

uhrlich in st

uckweise linearen Aktivator-
Inhibitor-Systemen untersucht [295, 297, 299, 300, 12]. Es zeigt sich, da die sta-
tion

aren Reaktions-Diusions-Strukturen instabil werden, wenn das Verh

altnis
der charakteristischen Zeitskalen von Aktivator und Inhibitor zu klein wird.
W

ahrend f

ur kleine Inseln zuerst die translatorische Instabilit

at auftritt, fangen
groe Inseln zuerst an zu atmen. K. Krischer und A. S. Mikhailov haben auer-
dem ein System untersucht [305], in dem die oszillatorische Instabilit

at durch
eine geeignete globale Kopplung unterdr

uckt wird und sich bewegende Inseln
mit ungew

ohnlichem Streuverhalten entstehen k

onnen. In unseren eindimensio-
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nalen Simulationen konnten wir diese beiden zuletzt vorgestellten Instabilit

aten
bisher noch nicht beobachten.
7.5 Ausblick: Erweiterte Modelle
Die in diesem Kapitel durchgef

uhrte Modellanalyse hat gezeigt, da die Bildung
station

arer selbstorganisierter Mikroreaktoren durch die Kopplung eines reakti-
ven Adsorbats an einen adsorbatinduzierten Phasen

ubergang m

oglich wird. Um
die f

ur die Erkl

arung von experimentell beobachteten Oszillationsph

anomenen
postulierte Existenz von synchronisiert entstehenden bzw. verschwindenden
Populationen von solchen Mikroreaktoren [285] zu erfassen, sind jedoch Erwei-
terungen des hier betrachteten Systems n

otig. In diesem Abschnitt werden wir
solche Erweiterungen vorstellen und nur kurz andiskutieren. Eine ausf

uhrliche
Analyse der erweiterten Modelle ist in Vorbereitung.
Zun

achst wollen wir eine komplexere lokale Kinetik des Ordnungsparame-
ters f

ur den strukturellen Phasen

ubergang betrachten. Im bisher untersuchten
Modell koexistieren f

ur beliebige homogene Bedeckungen immer zwei station

are
Phasen des Ordnungsparameters, eine metastabile und eine absolut stabile
Phase. In der Realit

at erwartet man jedoch, da bei Variation der Parameter,
wie z.B. bei Erh

ohung der Ober

achentemperatur, ein kritischer Punkt erreicht
wird, und der hier betrachtete Phasen

ubergang erster Ordnung verschwindet.
Dieser Sachverhalt l

at sich durch den folgenden Ansatz f

ur die Kinetik des
Ordnungsparameters ber

ucksichtigen
@
@t
= 4 
(
(1  )( + c  1) 

2

  
1
2

+

2
4
r
2

)
; (7.38)
wobei der neue Parameter  eingef

uhrt wurde, der die Entfernung vom kritischen
Punkt des Phasen

ubergangs charakterisiert. Betrachtet man die Bedeckung in
Gl. (7.38) zun

achst als Parameter, so ndet man den Phasen

ubergang nur f

ur
 < 0:5; der kritische Punkt liegt bei  = c =  = 1=2.
Um zu veranschaulichen, da f

ur eine solche Modikation der Kinetik des
Ordnungsparameters komplexere Musterbildungsph

anomene zu erwarten sind,
zeigt Abbildung 7.12 als Beispiel ein typisches Bifurkationsdiagramm f

ur die
homogenen station

aren Zust

ande in dem aus Gl. (7.5) und Gl. (7.38) beste-
henden gekoppelten Zweivariablenmodell in der Parameterebene (k
r
=k
d;0
; ) im
Grenzfall ! 0. Es ist komplexer als f

ur das oben untersuchte einfache Modell.
In den Bereichen I und II existiert nur eine einzige homogene Phase, die d

unn
bzw. dicht besetzt ist und niedrige bzw. hohe Werte des Ordnungsparameters
annimmt. Nur im Bereich III koexistieren zwei station

are homogene Phasen, die
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Abb. 7.12: Phasendiagramm in der Parameterebene (k
r
=k
d;0
, ) f

ur das erweiterte
Modell aus Gl. (7.5) und Gl. (7.38) mit k
r
= 0:8 k
a
p
0
und " = 15 im Grenzfall
 ! 0. Die gestrichelte Linie entspricht einer Turing-artigen Bifurkation der d

unn
besetzten Phase, die strichpunktierte Linie bezeichnet die entsprechende Instabilit

at
der dicht besetzten Phase. Die durchgezogenen Linien bezeichnen die Phasengrenzen
f

ur die dichte (links) bzw. die d

unne (rechts) homogene Phase. F

ur die Bezeichnung
der mit r

omischen Ziern gekennzeichneten Bereiche siehe Text.
bez

uglich r

aumlicher Modulationen stabil sind. Im Bereich IV ist die dicht be-
setzte homogene Phase instabil bez

uglich innitesimaler r

aumlich periodischer
St

orungen, w

ahrend die d

unn besetzte homogene Phase stabil ist. Im Bereich
V sind beide homogenen Phasen instabil bez

uglich periodischer Modulationen.
Erste Ergebnisse aus numerischen Simulationen zeigen, da in diesem System
ebenfalls die Bildung station

arer Mikroreaktoren m

oglich ist.
Zus

atzlich zu dieser komplexeren Kinetik des Ordnungsparameters l

at sich
wie in Kapitel 5.5 der Einu globaler Kopplung von adsorbierten Teilchen

uber die Gasphase ber

ucksichtigen. Die Dynamik von Gl. (7.5) und Gl. (7.38)
ist dann an die Kinetik des Partialdrucks gekoppelt [vgl. Gl. (5.59)]
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@p
@t
=
p
0
  p

r
+ p

hk
d;0
c exp(U()=k
B
T )  k
a
p(1  c)i ; (7.39)
wobei die gleichen Bezeichnungen wie in Kapitel 5.5 gew

ahlt wurden. Aufgrund
der Untersuchungen aus Kapitel 5.5 erwartet man f

ur das so erhaltene Dreiva-
riablenmodell oszillatorische Ph

anomene. Interessant ist in diesem Zusammen-
hang vor allem die Frage, ob durch die Kombination der globalen Kopplung
und der modizierten Kinetik (7.38) die Bildung synchronisierter Populationen
von Nanoinseln m

oglich wird, die periodisch neu entstehen bzw. verschwinden.
Schlielich sei erw

ahnt, da aus den gleichen Gr

unden wie f

ur den Fall la-
teraler Adsorbat-Adsorbat-Wechselwirkungen Fluktuationen auch bei der Mo-
dellierung von den in diesem Kapitel untersuchten Nanostrukturen prinzipiell
ber

ucksichtigt werden m

ussen. W

ahrend die stochastische Dynamik der Be-
deckung durch Gl. (3.40) mit dem Potential U() aus Gl. (7.4) modelliert
werden kann, liee sich f

ur die Fluktuationen in der Kinetik Ordnungsparame-
ters additives Rauschen ansetzen, dessen St

arke

uber den Zusammenhang von
Fluktuationen und Dissipation bestimmt ist.
Kapitel 8
Zusammenfassung
Diese Arbeit untersuchte die Bildung von Strukturen auf Submikrometerska-
len in attraktiv wechselwirkenden Adsorbaten im Rahmen einer mesoskopischen
Theorie. Dabei wurden die lokalen Bedeckungen der Adsorbatteilchen, die kom-
plexe kinetische Prozesse wie Adsorption, Desorption, Diusion oder Reaktio-
nen eingehen k

onnen, als kontinuierliche Variablen erfat. Im Rahmen dieser
Theorie k

onnen die Ein

usse von lokal variierenden Wechselwirkungen adsor-
bierter Teilchen untereinander oder mit der zugrunde liegenden Metallober

ache
beschrieben werden. Zus

atzlich ber

ucksichtigt die mesoskopische Modellbildung
auch den Einu von internen Fluktuationen, indem geeignete Terme f

ur die
Fluktuationen in die Entwicklungsgleichungen f

ur die Bedeckungen der chemi-
schen Spezies einbezogen werden. Dies ist insbesondere notwendig, wenn Muster
auf kleinen L

angenskalen modelliert werden sollen.
Wechselwirkungen zwischen adsorbierten Teilchen spielen eine zentrale Rol-
le in der Ober

achenphysik, da zwischen ihnen nicht nur die gleichen zwi-
schenmolekularen Kr

afte wie in dreidimensionalen Fl

ussigkeiten oder Gasen
wirken k

onnen (z.B. Van der Waals- oder elektrostatische Wechselwirkungen
[67, 68]), sondern auch indirekte, durch die Gegenwart des Substrats induzierte
[70, 71, 73, 77]. Indirekte elektronische Adsorbat-Adsorbat-Wechselwirkungen
erstrecken sich typischerweise nur

uber wenige Adsorptionspl

atze (d.h., nm)
und sind alternierend [72], w

ahrend durch Spannungen im Substrat vermittelte
Wechselwirkungen langreichweitiger sein k

onnen. Aus diesem Grund sind f

ur
wechselwirkungsinduzierte Muster kleinere charakteristische L

angen und somit
ein st

arkerer Einu von Fluktuationen zu erwarten als f

ur typische Reaktions-
Diusions-Muster. Zusammen mit den lateralen Wechselwirkungen bestimmen
die Adsorbat-Substrat-Wechselwirkungen und die Temperatur der Ober

ache
die Aktivierungsbarrieren f

ur die kinetischen Prozesse der Adsorbatmolek

ule.
Die hier durchgef

uhrte Untersuchung raumzeitlicher Musterbildung wurde
motiviert durch eine F

ulle von Experimenten mit neuen mikroskopischen Tech-
niken, in denen Strukturbildungsprozesse auf der Nanoskala sichtbar gemacht
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werden konnten (siehe z.B. [34, 35, 36, 37]). In anderen aus sogenannter wei-
cher Materie bestehenden Systemen wurden Strukturbildungsph

anomene beob-
achtet, denen das Wechselspiel von nichtlinearer Kinetik und viskosen Eigen-
schaften zugrunde liegt. Auf diesem Mechanismus beruhende Nichtgleichge-
wichtsmuster wurden z.B. in Polymersystemen (z.B. [165, 169]) und beleuchte-
ten Langmuir-Blodgett-Schichten [247] experimentell untersucht. Dies verleiht
den hier untersuchten Modellen eine

uber die Ober

achenphysik hinausgehende
Bedeutung.
Auf theoretischer Seite stellt die mesoskopische Entwicklungsgleichung eine
Br

ucke zwischen Monte-Carlo-Simulationen und Reaktions-Diusions-Modellen
her, da sie zwischen den mikroskopischen und makroskopischen Beschreibungs-
ebenen vermittelt. W

ahrend letzterer durch die Verwendung kontinuierlicher
Variablen Rechnung getragen wird, ndet die diskrete Natur des Adsorptionsgit-
ters indirekt in der Ber

ucksichtigung interner Fluktuationen Ausdruck. Daraus
ergaben sich zwei Schwerpunkte f

ur die Untersuchung der hier betrachteten Mo-
dellsysteme: Zun

achst wurden deterministische Mechanismen f

ur die Bildung
wechselwirkungsinduzierter Muster in Systemen aufgezeigt und studiert, die in
Abwesenheit der Wechselwirkungen auf einen station

aren homogenen Zustand
relaxieren. Auerdem wurde der Einu interner Fluktuationen auf die Muster-
bildung betrachtet. In einigen F

allen wurden uktuationsinduzierte qualitative

Uberg

ange in der raumzeitlichen Dynamik gefunden.
Der Ausgangspunkt unserer Bem

uhungen war die Herleitung einer mesosko-
pischen Entwicklungsgleichung f

ur die Bedeckung einer einzelnen wechselwir-
kenden Adsorbatspezies. Ausgehend von der mikroskopischen Mastergleichung,
die den gesamten stochastischen Proze erfat, wurde eine stochastische par-
tielle Dierentialgleichung f

ur das lokal gemittelte, jedoch immer noch uktu-
ierende Feld der Adsorbatbedeckung hergeleitet [siehe Gl. (3.40)]. Die lokale
Mittelung erstreckt sich dabei

uber Bereiche, die kleiner als der Wechselwir-
kungsradius sind, jedoch eine groe Anzahl von Adsorptionspl

atzen enthalten.
Es wurde des weiteren angenommen, da sich die Teilchen innerhalb eines Mitte-
lungsbereichs vollst

andig diusiv durchmischen. Unter diesen Annahmen wurde
dann eine funktionale Fokker-Planck-Gleichung als N

aherung an die Masterglei-
chung f

ur das lokal gemittelte System abgeleitet.
Bei dieser Herleitung wurden zwei verschiedene Arten von H

upfprozessen
adsorbierter Teilchen unterschieden: Wenn die Teilchen zwar mit umliegenden
Partikeln wechelwirken, wenn sie sich auf Adsorptionspl

atzen benden, jedoch
auf den dazwischen liegenden Stellen durch diese Wechselwirkungen nicht be-
einut werden, so h

angt die makroskopische Diusionskonstante vom Potential
der Wechselwirkung ab. Beeinut die laterale Wechselwirkung die Dynamik
der Adsorbatpartikel an allen Stellen der Ober

ache gleichartig, so ist die Diu-
sionskonstante unabh

angig von besagtem Potential. In der vorliegenden Arbeit
wurden ausschlielich Modelle f

ur den letzteren Fall untersucht.
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Die Dynamik in der mesoskopischen Entwicklungsgleichung setzt sich ad-
ditiv aus deterministischen und uktuierenden Beitr

agen zusammen. Im de-
terministischen Anteil ist gegen

uber dem entsprechenden Reaktions-Diusions-
System f

ur ein wechselwirkungsfreies Adsorbat der Proze der thermischen De-
sorption durch das Potential f

ur die lateralen Wechselwirkungen aktiviert. Au-
erdem f

uhren lokale Variationen des Wechselwirkungspotentials zus

atzlich zum

ublichen Diusionsterm zu einem nichtlinearen Beitrag im Adsorbatu. Hier
wurden ausschlielich interne Fluktuationen ber

ucksichtigt.
Stark attraktive Adsorbat-Adsorbat-Wechselwirkungen f

uhren zu der Ko-
existenz zweier Phasen mit unterschiedlicher Adsorbatbedeckung. Als erste
Anwendung der zuvor entwickelten Theorie wurde die Kinetik von solchen Pha-
sen

uberg

angen erster Ordnung in Modellen f

ur eine einzelne Adsorbatspezies
exemplarisch untersucht. F

ur den Fall, da der Ordnungsparameter, d.h., die
mittlere Bedeckung des Adsorbats, eine zeitliche Erhaltungsgr

oe ist, wurde
gezeigt, da die mesoskopische Entwicklungsgleichung auf die Modellierung der
Kinetik anwendbar ist, die von einer homogenen Anfangsverteilung aus hin zu
makroskopischer Phasenseparation f

uhrt. Auerdem wurde in Simulationen der
mesoskopischen Entwicklungsgleichung f

ur kleine

Ubers

attigungen und hinrei-
chend nahe am kritischen Punkt ein transienter Zustand vor der Nukleation
eines makroskopischen Keims beobachtet, der durch mikroskopisch kleine uk-
tuierende Inseln mit erh

ohter Adsorbatbedeckung charakterisiert ist. Dieses
Verhalten

ahnelt qualitativ der Koexistenz von kristallinen Inseln und einer
uiden Phase, wie sie in STM-Experimenten beobachtet wurde.
Somit bietet sich das Modell f

ur eine quantitative

Uberpr

ufung der Lifshitz-
Slyozov-Theorie [15] an. Neben dem eben betrachteten Fall ist auch die Situa-
tion von Interesse, in der die ganze Zeit

uber Teilchen aus der Gasphase auf der
Ober

ache adsorbieren. Auerdem k

onnen adsorbierte Teilchen

ublicherweise
die Ober

ache

uber den Proze der thermischen Desorption wieder verlassen.
Unter dem Einu dieser Kinetik ist der Ordnungsparameter f

ur den wechsel-
wirkungsinduzierten Phasen

ubergang nicht mehr erhalten. Deshalb relaxiert
das System immer in einen homogenen Zustand. Im bistabilen Bereich des
Phasendiagramms koexistiert diese Gleichgewichtsphase jedoch mit einem wei-
teren homogenen Zustand, der metastabil ist. Wie in numerischen Simulatio-
nen verfolgt wurde, induzieren interne Fluktuationen in der metastabilen Pha-
se

uberkritische Keime des Gleichgewichtszustands, wobei der kritische Keim-
radius in etwa der Reichweite der Wechselwirkung entspricht. In der Form
der sich im folgenden ausbreitenden Keime spiegeln sich die zwei charakteristi-
schen L

angenskalen des Modells wider: Sie ist gekennzeichnet durch eine schar-
fe Front, in der sich die Bedeckung stark

andert und deren Breite durch den
Wechselwirkungsradius bestimmt ist, und Bereiche vor und hinter der Front,
in denen die Bedeckung nur schwach variiert und deren Breite der charakte-
ristischen Diusionsl

ange der Desorption entspricht. Letztere f

uhren zu einer
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langreichweitigen repulsiven Wechselwirkung zwischen verschiedenen Keimen.
Die soeben diskutierten Modelle beschreiben beide ein abgeschlossenes Sy-
stem, da ohne bzw. mit Adsorptions-Desorptions-Kinetik die Zahl der betrach-
teten Teilchen auf der Ober

ache bzw. im abgeschlossenen Reaktor eine zeitli-
che Erhaltungsgr

oe ist. Folglich mu das System auf einen thermodynamischen
Gleichgewichtszustand relaxieren, der unabh

angig von kinetischen Parametern
wie der Diusionskonstante ist.
Die Bildung durch die chemische Kinetik beeinuter Muster wird jedoch
m

oglich, wenn dem System von auen ausreichend Energie zugef

uhrt wird, z.B.
in Form von kurzwelligem Licht, das auf die Ober

ache gestrahlt wird. Um dies
genauer zu untersuchen, wurde zus

atzlich zur Adsorptions- und Desorptionski-
netik eine Nichtgleichgewichtsreaktion erster Ordnung ber

ucksichtigt, die bei-
spielsweise photoinduzierter Desorption entsprechen kann. Unter den Vorauset-
zungen, da der Wechselwirkungsradius klein genug ist, die Nichtgleichgewichts-
reaktion hinreichend stark ist und in ihrer Abwesenheit zwei verschiedene Ad-
sorbatphasen koexistieren, bilden sich in diesem erweiterten Modell station

are
r

aumlich periodische Muster aus, deren charakteristische Wellenl

ange typischer-
weise im Bereich zwischen 1 nm und 1 m, d.h., im mesoskopischen Bereich,
liegen d

urfte und f

ur kleine Reichweiten der Wechselwirkung durch das geo-
metrische Mittel aus Wechselwirkungsradius und Diusionsl

ange bestimmt ist
[Gl. (5.9)]. Letzteres spiegelt den Konkurrenzmechanismus von Wechselwirkun-
gen und Nichtgleichgewichtsreaktion wider, der der Bildung der hier untersuch-
ten Strukturen zugrunde liegt. Dies unterscheidet sie von Turing-Mustern in
Reaktions-Diusions-Systemen und modulierten Gleichgewichtsphasen in ther-
modynamischen Systemen. Im zweidimensionalen System ndet man jedoch
vergleichbare morphologische

Uberg

ange von Mustern.
Im Unterschied zu zuvor angestellten Untersuchungen einer kinetischen
Cahn-Hilliard-Gleichung [156, 158] ist das hier betrachtete Modell auch weit ent-
fernt vom kritischen Punkt des Phasen

ubergangs anwendbar und ber

ucksichtigt
Fluktuationen. Wie numerische Simulationen des stochastischen Systems zei-
gen, bleiben die periodischen Mikrostrukturen auch unter dem Einu internen
Rauschens erhalten. Auerdem wurde hier der Einu thermischer Desorption
auf deren Existenz ber

ucksichtigt und gezeigt, da wenn jene ,,Gleichgewichts-
reaktion" im Vergleich zur Photodesorption zu stark wird, das System immer
auf einen homogenen Zustand relaxiert.
Schlielich wurde der Einu globaler Kopplung

uber die Gasphase auf die
Kinetik des reaktiven Adsorbats untersucht. Dazu wurden Schwankungen des
Partialdrucks in der Gasphase betrachtet, die als Folge von Adsorptions- und
Desorptionsprozessen auftreten. Die Kinetik dieser homogenen Variable wieder-
um ist

uber die Adsorptionsrate an die Adsorbatdynamik gekoppelt. In fr

uheren
Untersuchungen homogener Zust

ande wurde festgestellt, da durch den Einu
der globalen Kopplung homogene Oszillationen der Bedeckung induziert werden
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k

onnen [224]. Hier wurde jedoch gezeigt, da in realistischen Situationen diese
Oszillationen nicht beobachtbar sein werden, sondern sich statt dessen wie bei
Vernachl

assigung der Gasphasenkopplung station

are r

aumlich periodische Ad-
sorbatphasen durchsetzen werden. Um die Oszillationen zu beobachten, m

ute
die Ober

ache kleiner als ein Mikrometer sein, und der Beh

alter, in dem sie sich
bendet, m

ute ebenfalls wesentlich kleiner sein als in bisherigen Experimenten.
Im n

achsten Schritt wurde eine Mischung aus zwei verschiedenen Sorten ad-
sorbierter Molek

ule U und V in einem oenen Flureaktor betrachtet. Es wurde
angenommen, da sie eine durch

auere Energiezufuhr angetriebene Paarver-
nichtungsreaktion nach dem Schema U + V ! 0 eingehen k

onnen. In diesem
Modell sind adsorbierte Teilchen der Sorte U im Gegensatz zu denen der Sorte
V mobil und k

onnen thermisch desorbieren. Dabei ziehen sich die U -Teilchen
gegenseitig so stark an, da in Abwesenheit der Spezies V ein Phasen

ubergang
auftritt. Auerdem werden sie von den V -Teilchen angezogen, die untereinander
nicht wechselwirken.
Unter diesen Annahmen kann die homogene Phase in einer Hopf-Bifurkation
mit nichtverschwindender Wellenzahl instabil werden. Aus dem Studium von
universellen Amplitudengleichungen ist bekannt, da an einer solchen Instabi-
lit

at eines station

aren homogenen Zustands entweder laufende oder stehendene
Wellen entstehen [189, 260]. Hier wurde durch Berechnung der KoeÆzienten
dieser Gleichungen gezeigt, da an einer superkritischen Bifurkation bei Ver-
nachl

assigung von thermischer Desorption der Sorte U und von Fluktuationen
im eindimensionalen System immer stabile laufende Wellenz

uge entstehen. De-
ren Bildung liegt ein vergleichbarer Konkurrenzmechanismus zugrunde wie den
zuvor betrachteten station

aren Nichtgleichgewichtsstrukturen. Deshalb sind ih-
re Wellenl

angen vergleichbar. Aus der Bifurkationsanalyse des Systems ergaben
sich zudem

ahnliche Kriterien f

ur ihre Existenz. Im Rahmen dieser Analyse wur-
de auch der

Ubergang von laufenden zu station

aren Streifenmustern untersucht,
der eintritt, wenn die laterale Anziehungskraft zwischen verschiedenartigen Teil-
chen zu schwach wird. In numerischen Simulationen des zweidimensionalen
deterministischen Systems wurden neben laufenden auch stehende Wellenmu-
ster beobachtet, bei denen das System zwischen zwei zueinander orthogonalen
Streifenmustern oszilliert.
Simulationen des stochastischen Systems zeigen in diesem Modell einen
st

arkeren Einu interner Fluktuationen auf die Musterbildung als f

ur die oben
diskutierten station

aren Strukturen: Anstelle von periodischen Wellenz

ugen be-
obachtet man bei hinreichend starkem Rauschen eine komplexe Dynamik mit-
einander wechselwirkender Wellenfragmente.
Im letzten Teil dieser Arbeit wurden schlielich selbstorganisierte Nano-
strukturen in einem Adsorbat ohne laterale Wechselwirkungen betrachtet. In
diesem System basiert die Strukturbildung auf der Konkurrenz einer Nicht-
gleichgewichtsreaktion mit Adsorbat-Substrat-Wechselwirkungen, die bei einem
206 Zusammenfassung
adsorbatinduzierten Phasen

ubergang in der Struktur der Ober

ache auftreten
[275, 279]. Der nicht erhaltene Ordnungsparameter des Phasen

ubergangs wur-
de durch eine Ginzburg-Landau-Gleichung mit kubischer Kinetik modelliert,
die an die Dynamik eines reaktiven Adsorbats gekoppelt ist. Das Potential der
Adsorbat-Substrat-Wechselwirkung ist durch den lokalenWert des Ordnungspa-
rameters bestimmt, wobei die freie Energie so gew

ahlt wurde, da die durch eine
hohe Bedeckung adsorbierter Teilchen beg

unstigte strukturelle Phase auf diese
wie eine Senke wirkt. Dies f

uhrt zu einem zum Umfang eines sich ausbreitenden
Keims proportionalen Teilchenzuu, w

ahrend die Reaktion, die aufgrund der
im Innern des Keims erh

ohten Bedeckung vorwiegend dort stattndet, Teilchen
mit einer Rate von der Ober

ache entfernt, die proportional zur Fl

ache des
Keims w

achst. Deshalb sollten sich station

are Mikroreaktoren bilden.
Da die charakteristische L

angenskala f

ur die Kinetik des Ordnungsparame-
ters typischerweise wesentlich kleiner ist als die Diusionsl

ange f

ur die Adsor-
batdynamik, wurden diese selbstorganisierten Strukturen in einer singul

aren
St

orungstheorie untersucht. Es wurde gezeigt, da die Rate der Nichtgleichge-
wichtsreaktion f

ur deren Bildung weder zu klein noch zu gro sein darf. Auer-
dem wurden im zweidimensionalen System Korrekturterme ber

ucksichtigt, die
dem Einu der Linienspannung auf gekr

ummte Grenz

achen entsprechen und
zu einem minimalen Gleichgewichtsradius kreisf

ormiger Inseln f

uhren. W

ahrend
die station

aren Mikroreaktoren im eindimensionalen Fall stabil sind, ndet man
in Simulationen des zweidimensionalen Systems h

aug, da die zu erwartenden
kreisf

ormigen Inseln bez

uglich Deformationen ihrer Form instabil werden. Das
hier untersuchte determinististische Modell l

at sich durch Ber

ucksichtigung
von Fluktuationen bzw. einer komplexeren Kinetik auf realistischere Situatio-
nen verallgemeinern.
Im Rahmen dieser Arbeit wurden einfache Modellsysteme untersucht, bei
denen u.a. perfekte einkristalline Ober

achen und homogene Reaktionen vor-
ausgesetzt wurden. Auerdem wurden f

ur die chemische Kinetik ausschlielich
die einfachstm

oglichen Ans

atze verwendet. Einer Erweiterung auf komplizier-
tere kinetische Modelle, wie sie z.B. f

ur die Beschreibung von Precursor-Kinetik
bei der Adsorption oder assoziative Desorption n

otig werden, steht jedoch im
Prinzip nichts im Weg. Ausblickend sei auch bemerkt, da f

ur die gleich-
zeitige Ber

ucksichtigung von globaler Kopplung, Reaktions-Diusions-Kinetik,
Adsorbat-Substrat- und Adsorbat-Adsorbat-Wechselwirkungen bzw. f

ur mesos-
kopische Modelle mit zus

atzlichen Adsorbatspezies weitere selbstorganisierte
Musterbildungsph

anomene zu erwarten sind.
Schlielich sind

ahnliche Strukturbildungsmechanismen, wie die hier unter-
suchten, in anderen Systemen zu erwarten, die als ,,weiche Materie" im Nicht-
gleichgewicht angesehen werden k

onnen. Beispielsweise k

onnten solche Mecha-
nismen bei Musterbildungsprozessen in biologischen Zellen eine Rolle spielen
[309, 310].
Anhang A
Numerische Integration der
Modellgleichungen
In diesem Kapitel sollen kurz die wichtigsten numerischen Aspekte erl

autert
werden, die den in dieser Arbeit gezeigten Simulationen zugrunde liegen.
Die hier untersuchte mesoskopische Gleichung wurde durch die Methode der
niten Dierenzen numerisch gel

ost. Dabei werden Raum und Zeit diskretisiert:
x = 0;x; 2x; ::::; Nx = L; (A.1)
t = 0;t; 2t; :::: (A.2)
Um den verwendeten Algorithmus

ubersichtlich zu veranschaulichen, be-
schr

anken wir uns hier auf die Betrachtung einer linearen Kette und die
folgende einfache Form einer mesoskopischen Entwicklungsgleichung f

ur die
Bedeckung c(x; t)
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Zur Integration dieser Gleichung verwenden wir ein explizites Forward-Time-
Centered-Space (FTCS) Dierenzen-Schema. Betrachten wir ein Prol aus
N Punkten, welche mit i indiziert sind, so l

at sich Gleichung (A.3) in
diskretisierter Form wie folgt ausdr

ucken
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wobei 
n
i
und U
n
i
die Beitr

age des internen Rauschens zur Dynamik der Be-
deckung bzw. den Wert des nichtlokalen Wechselwirkungspotentials am i-ten
Punkt des numerischen Gitters im n-ten Zeitschritt bezeichnen.
Betrachten wir zun

achst den deterministischen Anteil der Dynamik in Gl.
(A.4), d.h., wir setzen zun

achst 
n
i
= 0. Die symmetrisierte Diskretisierung des
viskosen Flusses und des Diusionsterms wurde in Gl. (A.4) so gew

ahlt, da
sich f

ur periodische Randbedingungen die Gesamtmenge des auf der linearen
Kette bendlichen Adsorbats durch diese Terme nicht

andert, d.h. sie erf

ullen
die Massenbilanz. Dies erkennt man daran, da sich die Fluterme in Gl. (A.4)
bei Summation

uber i zu Null addieren.
F

ur das nichtlokale Wechselwirkungspotential U(x) in Gl. (A.3) wurde von
uns ausschlielich die durch die Kombination von Gl. (3.41) und Gl. (3.48)
gegebene Form verwendet. Bezogen auf die hier betrachtete lineare Kette der
L

ange L gilt demnach
U(x) =

r
2
0

 1=2
Z
L
0
exp
 
(x  x
0
)
2
r
2
0
!
c(x
0
)dx
0
: (A.5)
Um ein eektives Potential in diskretisierter Form zu erhalten, bemerken
wir, da die Gau-Verteilung bei einer Entfernung jx   x
0
j = (2r
2
0
)
1=2
vom
Scheitelpunkt x bereits auf den 1=e
2
-ten Teil abgefallen ist. Ber

ucksichtigt
man daher Punkte mit einem maximalen Abstand dx  2r
0
von der Stelle i,
so ist von den restlichen Punkten des Prols kein wesentlicher Beitrag mehr
zu erwarten. N

aherungsweise ergibt sich somit die folgende Formel f

ur das
Potential am i-ten Gitterpunkt im n-ten Zeitschritt
U
n
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Hierbei ist d  2r
0
=(x). Numerische Berechnungen zeigen, da bei einer
Ber

ucksichtigung von zus

atzlichen Gitterpunkten f

ur das Wechselwirkungspo-
tenial nur unbedeutende Abweichungen in den Ergebnissen zu beobachten sind.
Zur numerischen Integration von Gl. (A.4) m

ussen Randbedingungen spe-
ziziert werden. Da es sich bei Gl. (A.3) um eine Integrodierentialgleichung
handelt, gen

ugt es nicht die Werte der Bedeckung, bzw. von deren r

aumlicher
Ableitung, an den R

andern des Systems anzugeben. Vielmehr mu ein Band
ktiver Gitterpunkte mit Breite d um das Medium gelegt werden. In unseren
Simulationen verwendeten wir reektierende und periodische R

ander. Im Fall
reektierender R

ander wurden die Werte der Bedeckung im Band so gew

ahlt,
da sie mit den Werten von c in den am Rand gespiegelten Punkten im Innern
des Mediums

ubereinstimmen. F

ur periodische Randbedingungen wurde ein
entsprechendes Verfahren gew

ahlt.
Schlielich sei bemerkt, da die numerischen Parameter t und x bei der
Integration von Gl. (A.4) nicht beliebig gew

ahlt werden d

urfen. Es l

at sich
vielmehr zeigen [311], da das folgende Stabilit

atskriterium erf

ullt sein mu:
Dt 
x
2
4
: (A.7)
Betrachten wir nun abschlieend den stochastischen Beitrag 
n
i
in Gl. (A.4).
Er wurde wie folgt diskretisiert

n
i
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t
x
!
1=2
(
(k
r
c
n
i
)
1=2
f
r
(i)
+
1
2x


2Dc
n
i+1
(1  c
n
i+1
)

1=2
f
diff
(i+ 1)
 

2Dc
n
i 1
(1  c
n
i 1
)

1=2
f
diff
(i  1)

)
; (A.8)
wobei f
r
(i) und f
diff
(i) unkorrelierten Gau-verteilten Zufallszahlen entspre-
chen, die an jedem Punkt des numerischen Gitters unabh

angig voneinander mit
einem Zufallszahlengenerator modelliert wurden, dessen Periode hinreichend
lang war (> 2 10
18
, vgl. auch [311]).
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