The renormalization group (RG) method for differential equations is one of the perturbation methods which allows one to obtain invariant manifolds of a given ordinary differential equation together with approximate solutions to it. This article investigates higher order RG equations which serve to refine an error estimate of approximate solutions obtained by the first order RG equations. It is shown that the higher order RG equation maintains the similar theorems to those provided by the first order RG equation, which are theorems on well-definedness of approximate vector fields, and on inheritance of invariant manifolds from those for the RG equation to those for the original equation, for example. Since the higher order RG equation is defined by using indefinite integrals and is not unique for the reason of the undetermined integral constants, the simplest form of RG equation is available by choosing suitable integral constants. It is shown that this simplified RG equation is sufficient to determine whether the trivial solution to time-dependent linear equations is hyperbolically stable or not, and thereby a synchronous solution of a coupled oscillators is shown to be stable.
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Introduction
The renormalization group (RG) method for differential equations is one of the perturbation technique proposed by Chen, Goldenfeld, and Oono [1, 2] , which provides approximate solutions of the system of the formẋ = F x + εg 1 (t, x) + ε 2 g 2 (t, x) + · · · , x ∈ R n , (1.1) where ε > 0 is a small parameter. The RG method unifies traditional singular perturbation methods, such as the multi-scaling method [1, 2] , the boundary layer theory [1, 2] , the averaging method [3, 5] , the normal form theory [3, 5] and the center manifold theory [2, 4, 6] . Kunihiro [10, 11] showed that an approximate solution obtained by the RG method is an envelope of a family of curves constructed by the naive expansion. Ziane [15] , DeVille et al. [5] and Chiba [3] gave an error estimate of approximate solutions obtained by the RG method. Chiba [3] proved that a family of approximate solutions constructed by the RG method defines a vector field which is approximate to an original vector field (ODE) in C 1 topology. Further, he gave a definition of the higher order RG equation, and proved that if the RG equation has a normally hyperbolic invariant manifolds N, the original equation also has an invariant manifold which is diffeomorphic to N. In this paper, properties of higher order RG equations and of RG transformations are investigated in detail, although some of them, such as an error estimate of approximate solutions, well-definedness of approximate vector fields, existence of invariant manifolds and inheritance of symmetries, are proved in Chiba [3] . It is to be noted that the higher order RG equation and the RG transformation are not uniquely determined because of the indefiniteness of integral constants in the integrals in the definitions of them. This non-uniqueness has already seen in the normal form theory [13] , although its origin is not integral constants. In general, for a given vector field, many kinds of normal forms are possible, and there exist many coordinate transformations which bring the original vector field into the respective normal forms. The simplest form among them is called hypernormal form or simplified normal form [12, 13] .
Our purpose in the present paper is to define and derive the simplified RG equation in an analogous way to the hypernormal form theory. It is known that the RG equation is easier to solve than the original equation because the RG equation has larger symmetries than the original equation (Theorem 3.6). The simpified RG equation proposed in this paper enables one to obtain more simpler equation than the conventional RG equation for both nonlinear and linear equations. In particular, the simplified RG equations for time-dependent linear equations of the forṁ x = F x + εG 1 (t)x + ε 2 G 2 (t)x + · · · , x ∈ R n , |ε| 1,
are investigated in detail (see Section 5 for the assumptions for matrices F and G i (t)). We show that the simplified RG equation to the extent of finite order is sufficient to determine whether the trivial solution x(t) ≡ 0 to Eq. (1.2) is hyperbolically stable or not. This method is also useful to investigate nonlinear equations because a variational equation for a nonlinear equation is a linear equation. In Section 5, we prove that a synchronous solution to a coupled oscillators (5.52) is stable by analyzing the simplified variational equation for the RG equation of the original equation. This paper is organized as follows: Section 2 presents definitions and basic facts on dynamical systems. Section 3 gives a brief review of and main theorems on the RG method. In Sections 4 and 5, the simplified RG equation is defined, and applied to time-dependent linear equations, respectively.
Notations
Let f be a time-independent C ∞ vector field on R n and ϕ : R × R n → R n its flow. We denote by ϕ t (x 0 ) ≡ x(t), t ∈ R, a solution to the ODEẋ = f (x) through x 0 ∈ R n , which satisfies ϕ t • ϕ s = ϕ t+s , ϕ 0 = id R n , where id R n denotes the identity map of R n . For fixed t ∈ R, ϕ t : R n → R n defines a diffeomorphism of R n . We assume that ϕ t is defined for all t ∈ R. For a time-dependent vector field f (t, x), let x(t, τ , ξ) denote a solution to the ODEẋ(t) = f (t, x) through ξ at t = τ , which defines a flow ϕ :
Conversely, a family of diffeomorphism ϕ t,τ of R n , which are C 1 with respect to t and τ , satisfying the above equality for any t, τ ∈ R defines a time-dependent vector field on R n through
Next theorem will be used to prove Theorem 5.3. See [7, 8, 14] for the proof of Theorem 2.1 and the definition of normal hyperbolicity. 
Review of the renormalization group method
In this section, we give the definition of the higher order RG equation and show how to construct approximate solutions on the RG method. Four fundamental theorems on the RG method will be given, all of whose proofs and ideas are shown in Chiba [3] .
Let F be a diagonalizable n × n matrix all of whose eigenvalues lie on the imaginary axis and g(t, x, ε) a time-dependent vector field on R n which is of C ∞ class with respect to t, x and ε. Let g(t, x, ε) admit a formal power series expansion in ε,
We suppose that g i (t, x)'s are periodic in t ∈ R and polynomial in x, although the results in this section still hold even if g i (t, x)'s are almost periodic functions as long as the set of Fourier exponents of g i (t, x)'s does not have accumulation points (see Chiba [3] ).
Consider an ODEẋ
where ε ∈ R is a small parameter. Replacing x in (3.1) by x = x 0 + εx 1 + ε 2 x 2 + · · · , we rewrite (3.1) aṡ
Expanding the right-hand side of the above equation with respect to ε and equating the coefficients of each ε i of the both sides, we obtain ODEs of
3) (3.4) . . . (3.5) . . . where the inhomogeneous term G i is a smooth function of t, x 0 , x 1 , . . . ,
and G 4 are given by (3.9) respectively. We can verify the equality (see Lemma A.2 of Chiba [3] for the proof) 10) and it may help in deriving G i .
We denote a solution of the unperturbed partẋ 0 = F x 0 by x 0 (t) = X(t) A, where X(t) = e F t is the fundamental matrix and A ∈ R n is an initial value. With this x 0 (t), the equation of x 1 is written aṡ
a solution to which we denote by 12) where h ∈ R n is an initial value at an initial time τ ∈ R. Define R 1 (A) and h := h (1) τ (A) by is decomposed into two parts:
Here, one part h (1) t (A) is bounded uniformly in t ∈ R, as is proved by using almost periodicity of [3] ), and the other X(t)R 1 (A)(t − τ ) is linearly increasing in t, which is called the secular term. We note here that X(t) is bounded in t.
In a similar manner, we solve the equations of x 2 , x 3 , . . . step by step. The solutions are expressed as
where R i (A) and h 
t (A) defined in Eqs. (3.14), (3.18), we define the mth order RG transformation (ii) There exists a time-dependent vector field F ε (t, x) such that 
The following two theorems are concerned with an autonomous equatioṅ (3.26) where ε ∈ R is a small parameter, F is a diagonalizable n × n matrix all of whose eigenvalues lie on the imaginary axis, and g i (x) are C ∞ vector fields on R n .
Theorem 3.5 (Existence of invariant manifolds). Let ε k R k (A) be a first non-zero term in the RG equation (3.19).
If the vector field ε k R k (A) has a normally hyperbolic invariant manifold N, then the original equation (3.1) also has a normally hyperbolic invariant manifold N ε , which is diffeomorphic to N, for sufficiently small |ε|. In particular, the stability of N ε coincides with that of N.
Theorem 3.6 (Inheritance of the symmetries). (i) If vector fields F x and g
1 (x), g 2 (x), .
. . are invariant under the action of a Lie group G, then the mth order RG equation is also invariant under the action of G. (ii) The mth order RG equation commutes with the linear vector field F x with respect to Lie bracket product.

Equivalently, each R
In the rest of this section, we apply these theorems to several equations.
Example 3.7. Consider the perturbed harmonic oscillator
It is convenient to identify R 2 with C by introducing a complex variable
In this case, the matrix F and the vector-valued functions G 1 , G 2 defined by Eqs. (3.6), (3.7), respectively, are given by
To obtain a first order approximate solution, we calculate R 1 (A) and h
where we have chosen the integral constant to be zero. Therefore, the first order RG equation is expressed asȦ
It is solved by
where a, θ ∈ R are arbitrary constants. A first order approximate solution in complex variable is written as
Finally, a first order approximate solution of Eq. (3.28) is given bỹ
Next, to find a second order approximate solution, we calculate (3.17) and (3.18) to obtain, respectively, 
. (3.37) Therefore, the second order RG equation is expressed aṡ
where a, θ ∈ R are arbitrary constants. With this A(t), a second order approximate solution in complex variables is written as Changing the coordinates by (x, y) = (ε X, εY ) and substituting them into the above system, we obtain
For this system, F , g 1 , g 2 in Eq. (3.1) are expressed, respectively, as
The second order RG equation for this system is given bẏ 
In this case, F , g 1 , g 2 in Eq. (3.1) are put in the form
The first order RG equation for this system is given by
Again it is easy to verify that this RG equation has a stable periodic orbit r = √ 
We introduce a complex variable z by X = z + z, Y = i(z − z). Then, the above system is rewritten as
For this system, R 1 (A) defined by Eq. (3.13) vanishes and the second order RG equation is given bẏ
(3.56)
It is easy to verify that this RG equation has a stable periodic orbit r = √ 1/3 if ε > 0. Since R 1 (A) = 0, Theorem 3.5 implies that the original system (3.52) also has a stable periodic orbit if ε > 0.
Note that all RG equations in Examples 3.7 to 3.9 are invariant under the action of the rotation group on R 2 , and RG equations split into equations of radius r and of angle θ . This fact results from Theorem 3.6.
Simplified RG equation
Recall that the definitions of the functions R i (A) and h (i)
t (A) given in Eqs. (3.13), (3.14), (3.17), (3.18) include the indefinite integrals and we have left the integral constants undetermined in the previous section. In this section, we use the integral constants to simplify the RG equation.
For a given Eq. (3.1), we have defined the RG equatioṅ
and the RG transformation
Note that if the original equation (3.1) is autonomous, the above equation is reduced to an equatioṅ (4.6) and (4.10) respectively. It is easy to verify that Theorem 3.3 to Theorem 3.5 hold for these new RG equation and new RG transformation, because the proof of them are independent of the integral constants in Eqs. (3.14), (3.18). In particular, like Eq. (3.24), the equality
holds, whereφ RG t is the flow of Eq. (4.9). However, in general, Theorem 3.6 fails to hold since
We now calculate the right-hand sides of Eqs. (4.5) to (4.8) to look into relations between R i (A),
respectively. Since Similar calculation shows that (4.19) where the argument A is omitted for notational simplicity.
Lemma 4.1. The equalitiesh
(i) t (A) = X(t)B i (A) hold for i = 1, 2, . . . .
Proof.
We prove the lemma by induction. Assume thath is a linear combination of functions of the form 
The left-hand side of the above is calculated as
where id is the identity matrix. Hence, Eq. (4.24) is brought into
To expand the right-hand side of the above, we use the following equalities 
. , satisfies R k (X(t)A) = X(t)R k (A). If every B k (A),
k = 1, 2, . . . , satisfies B k (X(t)A) = X(t)B k (A), then R k (A), k = 1, 2, .
. . , also satisfies R k (X(t)A) = X(t) R k (A).
| P k (R n ) in P k+1 (R n ).
Theorem 4.4. Suppose that g i (t, x) given in (3.1) is a homogeneous polynomial vector field of degree
i + 1 in x. Let C i+1 be a complementary subspace to Im ad R 1 | P i (R n ) in P i+1 (R n ): P i+1 (R n ) = Im ad R 1 | P i (R n ) ⊕C i+1 .
Then, there exist vector fields B i ∈
P i+1 (R n ), i = 1,α a • X(a) −1 •α a •φ RG a−t •α −1 t • X(t) • α −1 t (x) = F x + εg 1 (t, x) + · · · + ε m g m (t, x) + O ε m+1 (4
If Eq. (3.26) is autonomous, the RG equation (4.1) has the property that R k (X(t)A) = X(t)R k (A). Thus it is convenient to define B k (A)'s so that the new RG equation (4.9) may have the same properties R k (X(t)A) = X(t) R k (A)
We take an arbitrary complementary subspace C i+1,F to Im ad R 1 | P i (R n ;F ) into P i+1 (R n ; F ), and fix it: where 
(4.37)
Our purpose is to determine a constant q ∈ C in B( A) so that R j+1 may be simplified. ,p j+1 ∈ R. As a next restricted example, consider an equation on R 
(4.41)
The RG equation for this equation takes the form
. . , (4.42) where R 2i (A) is a monomial vector field of the form 
respectively, where
Note that Eq. (4.47) can be further simplified by applying the hypernormal form theory (see Murdock [13] ). Indeed, the simplified RG equation is not unique, because we can express R 2 (A) given by (4.16) as
where
Example 4.7.
Consider the equation 
Now the reason we have looked for is clear. The simplified RG equation (4.49) cannot imply the existence of the periodic orbit, since the periodic orbit lies out of the region on which the RG transformation associated with the simplified RG equation (4.49) is a diffeomorphism.
In general, the more the RG equation is simplified, the more the RG transformation, which brings the RG equation into the original equation, becomes complex and a region on which the RG transformation is a diffeomorphism may become small.
Simplified RG equation for time-dependent linear equations
In this section, the simplified RG equation is applied to time-dependent linear equations. In particular, it is shown that hyperbolic stability of a trivial solution of a time-dependent linear equation is determined by the simplified RG equation along with metanormal form theory proposed by Murdock [13] .
Consider a linear equation on R
and
for i = 2, 3, . . . , where X(t) = e F t and the integral constants of the indefinite integrals in the above equations are fixed arbitrary as in Section 3. With these matrices, the mth order RG equation and the mth order RG transformation for Eq. (5.1) are given bẏ (5.10) where B i 's are arbitrary constant matrices. For example, matrices R 2 , R 3 and R 4 are put in the form (5.13) respectively, where the bracket denotes the usual one for matrices. Let M(n, C) be the set of n × n complex matrices and define an operator ad
It is easy to verify that
where R * 1 denotes the conjugate transpose matrix of R 1 . Since R i , i = 2, 3, . . . , are rewritten as 
holds, whereφ which is bounded in t ∈ R and bounded as ε → 0.
Our purpose in this section is to study the stability of the trivial solution x(t) ≡ 0 of Eq. (5.1).
Changing coordinates by x = α t X(t) −1α t y brings Eq. (5.1) into the equatioṅ
where S is a matrix-valued function which is bounded in t ∈ R and bounded as ε → 0. Since α t X(t) −1α t is almost periodic in t ∈ R and bounded in t ∈ R, the stability of the trivial solution are ε (double root), so that y = 0 is an unstable fixed point if ε > 0. This example shows that if we truncate the higher order term of ε, the stability of y = 0 of Eq. (5.21) may change. To handle this problem, we need two propositions about stability of the trivial solutions of linear equations. By using metanormal form theory, we can put Eq. (5.21) in the form to which the propositions are applicable. Step (I). For a given equation (5.1), we calculate the RG equation up to some finite order m. After changing coordinates so that R 1 may take the Jordan form, we calculate the simplified RG equation up to order m.
Step (II). Proposition 5.1 shows that if R 1 = R 1 is hyperbolic, the stability of the trivial solution x = 0 of Eq. (5.1) coincides with that of the first order RG equationv = εR 1 v. If R 1 is not hyperbolic, go to
Step (III).
Step (III) is divided into three cases according to the type of R 1 .
Case (i). Suppose that R 1 is a diagonal matrix all of whose eigenvalues are distinct. Since
Ker ad R * Case (ii). Suppose that R 1 is a diagonal matrix all of whose eigenvalues are equal. In this case, we have where a and ε > 0 are parameters. If a = 1/4, then x = 0 is an unstable fixed point, which is verified by using the first order RG equation and Proposition 5.1, see Chiba [3] . To examine the parameter dependency of the instability more precisely, we put a = [16] . The Kuramoto model is one of the most studied model of synchronization in a population of oscillators although a few open problems remain [17] . In what follows, we suppose that ω 1 = ω 3 , ω 2 = 0,
(5.51)
In this case, it is easy to verify that there exists a synchronous solution θ 2 (t) = const., θ 1 (t) = θ 3 (t).
Our purpose is to investigate the stability of the solution. In addition to the assumptions above, we The RG equation for the resultant equation is as follows: 
