A probability distribution function F is said to be symmetric, when 1 − F (x) − F (−x) = 0 for all x ∈ IR. Given a sequence of alternatives contiguous to a certain symmetric F0, the authors are concerned with testing for the null hypothesis of symmetry. The proposed tests are consistent against any nonsymmetric alternative, and their power with respect to the given sequence can easily be optimized. The tests are constructed by means of transformed empirical processes with an adequate selection of the underlying isometry, and the optimum power is obtained by suitably choosing the score functions. The test statistics are very easy to compute, and their asymptotic distributions are simple.
INTRODUCTION
The testing of symmetry is a frequently visited subject in nonparametric statistics. Given a sample X 1 , . . . , X n of i.i.d. random variables with unknown continuous distribution function F , consider the hypothesis of symmetry around a known centre which can be assumed to be zero, viz. (1)
The probability distribution functions satisfying (1) will be said to be symmetric. Most commonly used tests of symmetry are either based on linear rank statistics, or on some functional of the empirical estimate 1 − F n (x) − F n (−x) obtained from the empirical distribution function
Examples of the former kind are the sign test, the Wilcoxon test, the Fraser test, or the van der Waerden test (cf. Hájek & Sidák 1967) . Each one is asymptotically optimum for detecting specific contiguous alternatives of shifts in location for a particular symmetric distribution. The sign test, for double-exponential, the Wilcoxon test for logistic, and the last two, for normal samples. Tests of the same type can be designed as well to have asymptotically optimum power against any given sequence of contiguous alternatives. However, none of these tests is consistent against any nonsymmetric alternative.
Typical examples of the second kind are the test in Butler (1969) with critical region { √ n sup x |1 − F n (x) − F n (−x)| > constant}, the test in Rothman & Woodroofe (1972) , of the Cramér-von Mises type (cf. Huškova 1984 and references therein) and the test in Baringhaus & Henze (1992) . All such tests are consistent against any nonsymmetric fixed alternative, i.e., when the sample size goes to infinity and (1) does not hold, then H 0 is a.s. eventually rejected. Although each one has a good performance in detecting some specific alternatives, they do not seem to have been designed for that purpose. As far as we know, optimal designs for improving the power of consistent tests against some selected alternatives are not developed in the statistical literature.
The aim of this paper is precisely the design of consistent tests of symmetry, with improved power against some given alternatives. The tests are based on the use of the transformed empirical processes, introduced in Cabaña (1996) to test the goodness-of-fit to a single distribution F 0 , and further developed in Cabaña & Cabaña (1997) for the construction of tests sharing the following two properties:
(P 1 ) they are consistent against all fixed alternatives, and (P 2 ) their power with respect to one specific class of contiguous alternatives is optimized.
This last property is a bonus to be added to the basic consistency of the test, and it is shown that it can be obtained at no extra cost. Such tests should be applied when the main requirement is consistency, but when the statistician also wants to be especially careful not to mistake the null hypothesis with some specific sequence of contiguous alternatives.
Let F 0 denote a particular symmetric probability distribution function, and assume that a sequence of probability distributions F (n) is given, with the following properties:
(n) has density f n with respect to a certain measure µ;
(ii) F 0 has density f 0 with respect to µ;
Then, as we describe in the next section, one may construct consistent tests for the null hypothesis of symmetry, with asymptotic power as close as desired to the asymptotic power of the likelihood ratio test for the alternatives F (n) .
THE PROPOSED TESTS

Test Statistics, Critical Regions and Asymptotic Powers.
Let F −1 0 denote the generalized inverse F −1 0 (u) = inf{x : F 0 (x) ≥ u}, of the continuous symmetric probability distribution F 0 , and η 0 denote the mapping x → η 0 (x) = F −1 0 (2F 0 |x| − 1). The general form of our test statistic is
where
1(A) denotes the indicator function of the set A, and a is a bounded score function appearing as a parameter. The critical regions have the form {S
}/2 the odd part of the function k defined in (iv) which describes how the sequence of alternatives F (n) approaches F 0 . In order to construct a test sensitive to that sequence of alternatives, a is chosen to be equal toâ
(see the theoretical justification in Section 5.6) with η
, which is non-negative.
Since η
The supremum in the previous equation is taken for a piecewise constant function, so that it can be written as the maximum of a finite set. With
We have required the score function a to be bounded, for technical reasons. For unboundedâ, and a given positive N , let us choose a =â (N) where the super index (N ) denotes the truncation
The constant N can be chosen as large as necessary to achieve a power as close as desired to the optimum Π(δ, α) indicated in (6). A similar formula obtained by
The following properties, to be established in Section 5, describe briefly the asymptotic behaviour of our tests under H 0 , under fixed non symmetric alternatives and under the sequence of contiguous alternatives for which the test is optimized.
(a) For each bounded score a, the statistic S (a) n behaves asymptotically under H 0 as the supremum of the absolute value of a Wiener process with total variance equal to one.
, is consistent against any non-symmetric fixed alternative F absolutely continuous with respect to F 0 .
(c) When the optimum scoreâ for the sequence of alternatives F (n) described in Section 1 (cf. (3)) is bounded, the asymptotic behaviour of S
is that of sup
where w is a standard Wiener process in [0, 1] and k o is the odd part of k.
(d) As a consequence of (a) and (c), the critical region
has asymptotic level α and power
(e) For unboundedâ, the truncating constant N (cf. (4)) can be chosen as large as necessary, in order that the test with critical region {S
Well known properties of the Wiener process imply that c α is the solution of the equation
is the cumulative distribution function of the standard normal, and
Asymptotic Power Comparisons With the Likelihood Ratio Test.
Let us assume that k = k o (and hence k o = k = 1). This is a reasonable assumption, because a nontrivial component k − k o contributes nothing to describe a depart from symmetry. It is interesting to note that, under this assumption, the statistic
has essentially the same asymptotic behaviour as the logarithm of the likelihood ratio Zwet (1979) that properties (i) to (iv) in Section 1 imply that Λ n is asymptotically N(−δ 2 /2, δ 2 ) and therefore, λ n = Λ n /δ + δ/2 and t n are both asymptotically N(δ, 1).
This implies that when δ > 0, the test with critical region {t n > Φ −1 (1−α)} and the (Neyman and Pearson) optimum test with critical region {λ n > Φ −1 (1 − α)} have the same level α and power Π 1 (δ, α) = 1 −Φ{Φ −1 (1 − α) − δ}. The two-sided tests with critical regions
also have the same level α and their power is
Neither of those tests is consistent. The consistency is obtained by using instead the critical region (5) based on the maximum of a set of random variables including |t n |. It may be noticed that the reduction in the power due to the use of (5) instead of (7) is not very important.
In fact, the graphs of Figure 1 ), as functions of δ, show that there is only a small loss in power due to the use of the consistent tests instead of the two-sided ones, and also show that this loss is much smaller than the one due to the replacement of the optimal critical region by the two-sided one. 
EXAMPLES
Let us construct tests of symmetry with improved power for the particular sequence of contiguous alternatives
It is not hard to see that, in the following examples, the function
The constant c is chosen to meet the condition k = 1.
which is very similar to the test in Butler (1969) . 
e πX i /
Example 4 (Cauchy distribution). With
, and
To provide a different type of application, now assume that F 0 is a symmetric probability distribution function, and let F (n) be the distribution of the sample
We develop only one example, to be referred below in numerical comparisons.
NUMERICAL COMPARISONS BETWEEN POWERS
Our Test vs the Optimum Linear Rank Test.
The performances of the test described in Example 2 and the sign test, were compared for samples of size 100, in two cases. In both of them, the sample distribution F 0 is double-exponential with zero mean and variance equal to one. The results are presented in Figures 2 a and In the first case both tests were applied to samples from F 0 , shifted in the amount δ(2n) −1/2 , for δ = 0(.2)5. Since the sign test is locally asymptotically optimum to detect those shifts, its power should be expected a priori to be greater than the power of the test in Example 2. The estimated powers (number of rejections divided by number of trials) obtained by a simulation based on 10 4 replicates confirm this, but show that the reduction in power due to the modification of the test in order to have consistency, is moderate. This was also expected, since our test has the optimum score function for shifts of the double-exponential.
In the second case, both tests are applied to samples with the alternative distribution in Example 5, δ = 0(.2)5. The estimated powers also based on 10 4 replicates confirm the obvious inadequacy of the sign test and show that the consistent test in Example 2 is moderately sensitive to this particular sequence of alternatives.
That test is not specially suited to detect the alternatives actually used in this second series of trials. The estimated powers of the optimum consistent test in Example 5 with large N , based on the same number of replicates, are also indicated in Figure 2b .
Our Test vs Other Consistent Tests.
In what follows, we compare the performance of our test with that of the KolmogorovSmirnov type test in Butler (1969) 3 replicates of samples of size 100 of the double exponential with local shift alternatives, shows that the three tests behave very much the same. Observe that the use of the critical level corresponding to the asymptotic distribution of our statistic leads, for this sample size, to an actual level considerably smaller than 5%, which also reduces the power. 
Case 3. Comparing the test in Example 5 with (B) and (RW) -II:
The same tests used in the previous case are applied now to samples distributed under a sequence of alternatives contiguous to the standard normal distribution, and not to the double exponential used in the design of the focused test. The sequence of alternatives also reflect a non symmetric change of scale, namely 
THEORETICAL BACKGROUND
Transformed Empirical Processes.
The transformed empirical process (TEP) of a sample X 1 , . . . , X n of independent real random variables with distribution function F , associated to the distribution function
where b n (x) = n 1/2 {F n (x)−F 0 (x)} is the empirical process relative to F 0 , obtained from the empirical distribution function F n (x), and 1 x stands for the indicator function of the set (−∞, x].
As indicated in the introduction, these processes have been developed in Cabaña & Cabaña (1997) and we refer to this article for details about their properties and the role played by the isometry T and the score function a. In that paper, the range of the isometry T is imposed to be equal to the orthogonal complement 1 ⊥ in L 2 (IR, dF 0 ) of the constant function 1, and this is the key assumption leading to tests which are consistent against all fixed alternatives. Apart from this restriction, the isometry can be arbitrarily chosen, provided a Central Limit Theorem holds (cf. Section 3.2. of the paper). Then, the optimum sensitivity to the selected class of alternatives is obtained by an adequate selection of the score function a.
The tests presented in the present article are obtained by replacing T by the particular isometry T S introduced in Proposition 1. The orthogonal complement of the range of this new isometry is strictly larger than the subspace generated by the constants, and this is the reason why we can deal here with a composite hypothesis in the same way as the simple goodness-of-fit hypothesis was treated in Cabaña & Cabaña (1997) .
The Isometry
is an isometry with range equal to the orthogonal complement of the subspace S = {h ∈ L 2 (IR, dF 0 ) : h is even}, and
The orthogonal decomposition of a function h as a sum of an even part {h(x) + h(−x)}/2 and an odd part {h(x)−h(−x)}/2 shows that the orthogonal complement S ⊥ of S is the family of all essentially odd functions. A function is essentially odd when its even part has L 2 (IR, dF 0 )−norm equal zero. The range of T S is obviously in S ⊥ because the right-hand side of (9) is an odd function, and, by the way, this proves (ii). On the other hand, given any odd function h, choose g(
because, for continuous F 0 and every x, F 0 {F
When X ∼ F 0 , the random variables |X| and sign(X) are independent. Since 2F 0 (x)−1, x ≥ 0, is the distribution function of |X|, it follows that U = 2F 0 (|X|)−1 is uniform on (0, 1), and hence Y = F −1 0 (U ) = η 0 (X) is a copy of X, based on |X| and therefore independent of sign(X). Then each X ∼ F 0 leads to a pair η 0 (X), sign(X) of independent variables, the first one with distribution function F 0 , and the second one concentrated on 1 and −1, each with probability 1/2. Therefore, if f, g = f gdF 0 denotes the inner product in L 2 (IR, dF 0 ), then
= E{g 1 (X)}E{g 2 (X)} = g 1 , g 2 , and this proves that T S is an isometry.
The TEP Associated to Symmetric Distribution Functions, the Isometry T S and a Given Score Function a.
Because of Proposition 1 (ii), the transformed empirical process
(cf. (8)) corresponding to any symmetric distribution function F * 0 , possibly different from F 0 , the isometry T S and the score function a can be written as the normalized sum
which does not depend on F * 0 .
Asymptotic Behaviour of the TEP Under H 0 .
This implies, under suitable assumptions on a discussed in Remark 2, that the asymptotic distribution of w
* is a Brownian bridge associated to the probability measure F * 0 . This integral is clearly a centred Gaussian process, and the particular shape of our isometry implies that the covariances are:
* can be consistently estimated by (2) and hence w
n /s behaves asymptotically as a Wiener process with total variance equal 1.
n (x)|/s, this establishes Property (a) in Section 2.1.
Remark 2. It is at least required for the convergence of
. Since we wish this property to hold for every x and every symmetric F * 0 , we must impose that T S (a) be bounded, that is, sup x∈I R |a(η 0 (x))| < ∞. This strong condition ensures the convergences in distribution stated above.
Asymptotic Behaviour Under Fixed Alternatives.
Let us assume that the score function a is F 0 −a.e. nonvanishing. From (10), the expectation of w
If ∈ S, then ⊥T S (a1 x ) and so E{w (a) n (x)} = 0 for all x. Otherwise, if has an orthogonal decomposition = 0 + 1 with 0 ∈ S and 1 ⊥S, then E{w
1 dF 0 is different from zero for some x unless T −1 S 1 and hence 1 vanish F 0 -a.e. Therefore, when F is symmetric, E{w (a) n (x)} vanishes for all x, while for non symmetric F , E{w (a) n (x)} tends to infinity with n for some x. Since var{w (a) n (x)} does not depend on the sample size n, w (a) n is stochastically bounded when F is symmetric, and if not, lim n→∞ sup x |w (a) n (x)| = ∞ with probability one, and this implies Property (b) in Section 2.1.
Asymptotic Behaviour Under Contiguous Alternatives.
The results in Section 5.4, Le Cam's Third Lemma (cf. Le Cam & Yang 1990 and Oosterhoff & van Zwet 1979) and the assumptions (i) to (iv) in Section 1 on the sequence of probabilities F (n) imply that the asymptotic distribution of w (a) n (x)/s under the sequence of alternatives F = F (n) is that of
where w (V ) is a Wiener process with variance function E{w (V ) (x)} 2 = V (x) = a 2 1 x dF 0 , and total variance v = a 2 . The bias (v) −1/2 δ T S (a)k dF 0 = (v) −1/2 δ T S (a)k o dF 0 is homogeneous of order zero as a function of the score a and reaches its maximum when a is such that T S a = k o . In order to achieve this, a has to be chosen equal toâ = T −1 S (k o ), equivalent to (3). In that case, v = â
With this selection of the score, w
n (x)/s is asymptotically distributed as
with w a standard Wiener process in [0, 1] . Then, by taking u = V (x)/ k o 2 as a new variable, this becomes the distribution of
and this establishes Property (c) in Section 2.1. Properties (d) and (e) follow easily from the previous ones. 
