Mismatch removal is a critical step of feature matching, which is a prerequisite of many visionbased tasks. This paper aims to develop a general and robust method for mismatch removal. To this end, we propose an efficient learning-based mismatch removal method that can significantly improve outlier identification in terms of both accuracy and efficiency. The key idea of our approach is to use a set of properties to describe the putative matches and feed the match representations to a supervised learning procedure learning a binary classifier for mismatch removal. The efficient properties mainly include three aspects: consistency of neighborhood elements, weighted consistency of neighborhood topology, and the stability of correspondence. Different from existing consistency of neighborhood topology, we adopt a weighted strategy to emphasize the effect of different properties with respect to the identified correspondence. The match representations combine the spatial positions of the correspondences with their descriptor reliabilities, which can effectively enlarge the distributions between outliers and inliers. To handle large proportions of outliers, we design a simple strategy to obtain a subset with high ratio inliers guiding the match representations construction process. This strategy can also boost the number of true correspondences without sacrificing the accuracy. Extensive experiments demonstrate our superiority over the state-of-the-art methods.
I. INTRODUCTION
Feature matching aims to establish reliable correspondences of common regions across images. It is a fundamental and active research topic in computer vision, since it has been an inherent part in a number of vision applications, such as 3D reconstruction [1] , [2] , visual homing [3] , point registration [4] , [5] , image deformation [6] , contextbased image retrieval [7] , [8] , etc. These applications start by assuming that the feature correspondences have been recovered successfully. A typical pipeline of image feature matching involves three steps: 1) detecting and characterizing the detected points with a certain descriptor such The associate editor coordinating the review of this manuscript and approving it for publication was John See.
as SIFT [9] , SURF [10] , and ORB [11] ; 2) constructing the putative set according to a chosen matching strategy (e.g. SIFT [9] with the nearest neighbor strategy); and 3) removing outliers from the whole putative set by checking geometric consistency obtaining the final matching results.
Despite the popularity, feature matching is actually a complex non-polynomial-complete problem on account of its combinatorial nature. Namely, matching N points to another N points would lead to N ! permutations [12] . To address the problem, a similarity constraint strategy is put forward, which requires points can only match points with similar descriptors. Thus, the feature matching problem boils down to determine which correspondence in the putative set is true. To this end, many parameter-based methods impose a local geometric constraint on the putative set such as Random Sample Consensus (RANSAC). Fischler and Bolles [13] iteratively estimate the transformation between image pairs. The trial procedure iterates with a fixed maximum iteration number or terminates when the correspondence error is smaller than a pre-defined threshold. There have been many variants based on RANSAC [14] - [21] . For example, Torr and Zisserman [20] adopt the same sampling strategy as RANSAC, but they study a maximum-likelihood estimation by random sampling consensus (MLESAC) rather than just the number of inliers; Tordoff and Murray [16] adopt a guided MLESAC (GMLESAC) to speed up the image transformation estimation; Shi et al. [17] aim to make the inliers better preserved. Nevertheless, in general, a simple parametric model (e.g. rigid or affine [22] , [23] or epipolar geometry [13] ) is not sufficient to produce accurate correspondences if the images pairs suffer from low-quality, wide baseline, occlusion, etc.
To address the issue of parameter-based methods, a number of non-parameter based methods have been proposed such as Identifying point correspondences by Correspondence Function (ICF). Li and Hu [24] learn two correspondence functions that mutually map one point set to the other based on support vector machine (SVM) and a diagnostic technique, then reject the matches inconsistent with the two estimated correspondence functions. Ma et al. [25] , [26] formulate feature matching into a vector field interpolation problem and simultaneously estimate the true matches termed as robust point matching via Vector Field Consensus (VFC). A novel local geometrical constraint has been introduced into the interpolation framework termed as locally linear transforming (LLT) [27] . Ma et al. [28] propose an algorithm called Locality Preserving Matching (LPM) that uses the difference of local neighborhood structures of inliers and outliers to identify mismatches from the given putative set. Compared with parameter-based methods, these methods can handle non-rigid transformations. However, they are still not satisfactory. ICF estimates a pair of correspondence functions. VFC and LLT learn a vector field mapping. These methods are unacceptable in real-time applications. LPM is sensitive to high outlier proportion of the putative set since the neighborhood construction will be unreliable.
Graph matching is another technique to handle the matching problem. Several representative studies include spectral matching [29] , dual decomposition [30] , graph shift (GS) [31] , discrete tabu search [32] and adaptive and branching path following (ABPF) [33] . Graph matching can obtain significant flexibility to the transformation model and achieve a good matching result. The above methods are capable of establishing reliable feature correspondence on various realworld images, but they are still subjected to similar drawbacks of the non-polynomial-hard nature.
Recently, there are several learning-based feature matching methods including feature detection and description [34] , image patch matching [35] , stereo matching [36] , [37] , and mismatch removal [38] , [39] . Note that, Ma et al. [39] formulate mismatch removal as a binary classification problem, termed as Learning for Mismatch Removal (LMR). The framework used in LMR includes three major steps: match representation, classifier training and testing. In the match representation step, a set of properties are used to describe each putative correspondence. These properties are only based on the spatial consistency among the putative matches. After all match representations and their ground truth labels in the training set are obtained, a classifier can be trained by feeding the match representations to a supervised procedure. In the testing step, we can construct the representation for a set of putative matches extracted from a new image pair, and then use the learned classifier to separate the inliers and outliers, and get the final results. This method is effective in many cases but fails in the following situations: (i) it cannot identify the inliers that disobey the geometric consistency since the properties used in LMR are only based on the spatial positions of feature points; (ii) in the local neighborhood of feature points, the geometric consistency involves two important components, the length of putative match and the angle between the putative match and its neighboring average putative match, which are inseparable; (iii) when the putative set contains large proportion outliers, the neighborhood construction will be unreliable.
To address the aforementioned issues, this study proposes a method termed as Efficient Properties-based Learning for Mismatch Removal (EPLMR). We use the existing learningbased framework [39] and introduce three novel components to the framework. Specifically, we construct match representation for each putative match based on the spatial information and descriptor information in local neighborhood. Since the inliers and outliers have significantly different neighborhood structure, the match representation can be efficient to separate inliers and outliers. After all the match representations of the training set are obtained, a general classifier can be learned by feeding the match representations to an off-the-shelf supervised learning algorithm. In summary, the contributions of our proposed EPLMR are threefold: First, we adopt a weighted consistency of neighborhood topology, which can emphasize the effect of different properties with respect to the identified correspondence. Second, we design a simple yet surprisingly efficient property to distinguish the inliers and outliers termed as stability of correspondence. Finally, we adopt a guided matching strategy to obtain a subset with high inlier ratio for neighborhood construction which is beneficial to boost the reliability of neighborhood.
The remainder of this paper is organized as follows. Section II presents our EPLMR in detail involving match representation of LMR, weighted consistency of neighborhood topology, stability of correspondence for match representation, and a guided matching strategy. We evaluate the performance of our method in comparison with several state-of-the-art approaches in section III, followed by some concluding remarks in section IV.
II. OUR APPROACH
In this section, we first review the match representation of LMR in Section II-A, then introduce three novel components of the proposed efficient properties-based learning for mismatch removal (EPLMR): weighted consistency of neighborhood topology in Section II-B, stability of correspondence for match representation in Section II-C and a guided matching strategy in Section II-D. Finally, we conclude the proposed EPLMR in Section II-E.
A. MATCH REPRESENTATION OF LMR
Specifically, suppose the training set contains N image pairs. Then, for each image pair, we have extracted a set of putative
, where x i and y i are 2D column vectors denoting the spatial positions of two corresponding feature points and Q n is the number of putative matches in the n-th image pair. Accordingly, we have Q = N n=1 Q n putative matches in total in the training set. In particular, their ground truth labels are available in advance. Since our main contributions are in the match representation step, we focus on introducing the match representation.
1) CONSISTENCY OF NEIGHBORHOOD ELEMENTS
For a putative match (x i , y i ) from S n , if it is an inlier, the distributions of its local neighborhood elements are very similar, vice versa. This is termed as the consistency of neighborhood elements [39] . The neighborhood of point x i is denoted as N x i , which is composed of its K nearest neighbors under the Euclidean distance. Thus the consistency of neighborhood elements can be characterized by:
where, I K i ≤ K is the number of common elements in the neighborhoods N x i and N y i . Clearly, an outlier will lead to a small value of r K i and vice versa.
2) CONSISTENCY OF NEIGHBORHOOD TOPOLOGY
Note that the consistency of neighborhood elements only considers the interaction of neighbors and ignores their topological structures, therefore, another property to further exploit the consistency of neighborhood topology is designed. Specifically, the putative match (x i , y i ) is associated with a displacement vector v i and the I K i neighboring putative matches of (x i , y i ) are associated with the average displacement vectorṽ i . The neighborhood topology is beneficial to distinguish the difference between v i andṽ i . Thus, the consistency of neighborhood topology is defined based on the ratio of length and the angle between v i andṽ i as follows [39] :
where p K i = max{|v i |, |ṽ i |} min{|v i |, |ṽ i |} ≥ 1 characterizes the ratio of length between v i andṽ i . Consistency of angle between v i andṽ i is defined as:
with
Multi-neighborhood representations and a set of neighborhoods with different sizes {K m } M m=1 , e.g.,
, are put forward to accommodate different image types or image deformations. Where N K m x i denotes the neighborhood of point x i composed of its K m nearest neighbors under the Euclidean distance. Combined with the consistency of neighborhood elements, the final match representation for a putative match (x i , y i ) from S n is a 3M dimensional vector defined as
The primitive consistency of neighborhood topology can exploit topological structures of neighborhood elements to some extent but it is not satisfactory. Actually, the neighborhood topology is composed of the length and angle of the displacement vectors between the putative match (x i , y i ) and its neighboring average putative match, which are inseparable. Specifically, they are tightly coupled even if one of them has significant dissimilarities, which will lead to low consistency. Therefore, the putative match (x i , y i ) is probably an outlier and vice versa. In LMR [39] , the consistency of neighborhood topology takes length and angle as separate properties, stripping their correlation. In addition, in the local neighborhood, the difference of the length between v i and its neighboring average displacement vectorṽ i is not large due to the physical constraints. In contrast, the angles between v i andṽ i may vary a lot. Considering different contributions to the consensus of neighborhood topology of these two factors, we propose a weighted strategy, which combines length with angle forming a new property and emphasizes the influence of the angle between v i andṽ i . By this means, we can efficiently distinguish the inliers and outliers and better characterize the topological nature of the neighborhood. For a putative match (x i , y i ) from the whole putative set S n , we firstly extract its I K i neighboring putative matches located in N x i and N y i . Then we turn (x i , y i ) into a displacement vector, denoted as v i . Finally, we compute the average displacement vector of the I K i neighboring putative matches, denoted asṽ i . So a weighted consistency of neighborhood topology can be defined as: where
characterizes the angle between v i andṽ i . In our experiments, we empirically fix σ = 0.6. Obviously, w K i ∈ [0, 1], and an inlier will lead to large values of w K i , and vice versa. ξ is the weight used to have a better trade-off influence between ratio of length and the angle.
C. STABILITY OF CORRESPONDENCE FOR MATCH REPRESENTATION
The match representation that only considering the geometric consistency of putative match is not robust enough to identify inliers. For example, for a putative match (x i , y i ) from S n as shown in Fig. 1 . We first extract its 3 neighboring putative matches located in N K x i and N K y i . We use different shapes and colors to denote their dissimilarities. Then we associate (x i , y i ) with a displacement vector v i . Subsequently, we compute the average displacement vectorṽ i of the 3 neighboring matches. According to the primitive consensus of neighborhood topology, the two vectors are far from each other both in length and angle. Thus, the putative match (x i , y i ) will be considered as an outlier. However, the putative match (x i , y i ) is actually an inlier (denoted by the same shape and color). To handle this problem, we design a new property to exploit the descriptor information to better identify the inliers, which can cope with a variety of image types and transformations termed as stability of correspondence for match representation. Specifically, we first obtain the descriptor vector of each feature point by using the existing algorithm (e.g. SIFT [9] ). Then in the descriptor space, we use the Euclidean formula to calculate the distance. For each feature point in the source image, we can search the two nearest neighbors in the target image. According to the analysis above, stability of correspondence is based on the distance ratio of the two nearest neighbors defined as:
. d nearest and d sec−nearest are the distance between a certain feature point in the source image and its nearest and second nearest neighbor in the target image respectively. Note that, the smaller value of K i is, the more stable the correspondence will be, and vice versa. We still choose the Gaussian penalty with σ 1 being the corresponding range parameters. In our experiments, we empirically set σ 1 = 0.6. The use of Gaussian penalty can normalize the value of d K i into the range of [0, 1]. In Fig. 1 , the putative match (x i , y i ) is inconsistent with its neighboring putative matches, however, the small value of K i can indicate the putative match (x i , y i ) stable enough to be an inlier.
Combined with the consistency of neighborhood elements in LMR and the weighted consistency of neighborhood topology, the final match representation for a putative match (x i , y i ) from S n is also a 3M dimensional vector defined as:
In real-world scenarios, the image pairs usually undergo a relatively complex transformation such as wide baseline, large viewpoint change, severe noise and so on. In these cases, the whole putative set constructed from the image pairs will contain high outlier proportion. For those geometric consistency based methods, high proportion methods will greatly interfere with the judgment of geometric consistency. Specifically, the neighborhood construction of our EPLMR based on the whole putative set becomes unreliable with the calculation of the corresponding properties for an inlier being inaccurate. Therefore, we propose to only consider a set of putative correspondences with high ratio inliers for neighborhood construction. There have been many well-known methods to obtain a subset with high ratio inliers such as LMR [39] , which uses the consistency of neighborhood elements to filter out many outliers in the beginning. Actually, this strategy will make some time cost. We adopt the stability of correspondence to reject unstable matches. Specifically, the smaller value of K i is, the more stable the correspondence will be. Therefore, we set K i ≤ α to reject unstable matches to obtain a subset with high ratio inliers. Thus, we can obtain a subset S 0 by the aforementioned strategy:
For the trade-off consideration of inlier number and inlier ratio, we set α = 0.66 in experiments. When S 0 is obtained, it is used to construct neighborhoods. Note that, the strategy we used has three advantages. First, the whole putative set and the subset with high inlier ratio can be obtained simultaneously. Second, K i ≤ α can filter out those unstable matches to avoid ambiguity of descriptors. Last but not least, the subset obtained makes the neighborhood construction more reliable, which is beneficial to the judgement of geometric consistency.
Algorithm 1 The Complete EPLMR Method
Input: Training data S with N image pairs and their ground truth labels Output: Classifier f 1 for each image pair do 2 Establish a subset S 0 with high inlier ratio using Eq.(8); Calculate the stability of correspondence
Obtain the match representation of each correspondence using Eq. (7); 9 end 10 end 11 Obtain the final match representation for all correspondences; 12 Train classifier f using BPNN based on the final match representation;
E. COMPLETE EPLMR METHOD
The complete EPLMR method is summarized in Algorithm 1, which mainly includes three novel components: weighted consistency of neighborhood topology, stability of correspondence for match representation and the guided matching strategy. The process of the weighted consistency of neighborhood topology is to combine two important components of neighborhood topology together, which are inseparable.
In the local neighborhood of putative match (x i , y i ), the length and angle between its displacement vector and its neighboring average vector together make up the neighborhood topology. Actually, the length of two vectors may not differentiate significantly due to the physical constraints in a small region. Thus the angle relationship between the two vectors plays a more important role in the consensus of neighborhood topology. We adopt a weighted strategy to fit this situation, which can efficiently distinguish the inliers and outliers and better characterize the topological nature of the neighborhood. The aim of stability of correspondence for match representation is to further exploit the descriptor information to identify the outliers. It can cope with feature matching problem together with spatial positions of feature correspondences. The guided matching strategy can efficiently make the neighborhood construction more reliable.
1) CLASSIFIER TRAINING AND TESTING
After obtaining the novel Q match representation {T i } for all the Q putative matches on the training set by the above 10, 2] with each element denoting the number of neurons in the corresponding hidden layer. We choose the hyperbolic tangent sigmoid as the activation function in the input and hidden layers, and the log-sigmoid transfer function in the output layer. In the training stage, we set the max iteration at 5000 or the min gradient value at 10 −5 with the target function being the mean square error, and the scaled conjugate gradient back-propagation is used as the gradient descent mode for efficient training [39] . In our experiments, we use 10 image pairs undergo different deformations for training. The 10 pairs (as shown in Fig.2 ) contain 10759 putative matches in total (i.e., Q = 10759) with 4942 inliers and 5817 outliers.
III. EXPERIMENTAL RESULTS
In this section, we test our EPLMR for feature matching on three public available datasets and compare it with six state-of-the-art feature matching methods including RANSAC [13] , ICF [24] , GS [31] , VFC [26] , LPM [28] , and LMR [39] . All the experiments are performed on a laptop with 2.5 GHZ Intel Core CPU, 4GB memory, and MATLAB R2018a code. 
A. DATASETS AND EVALUATION CRITERIA
To have a comprehensive evaluation of our proposed EPLMR, we test the performance on three public available datasets that we divide into two categories (i.e., Natural image dataset and Remote sensing dataset), with respect to different image types and deformations. Next, we introduce the datasets and the evaluation criteria. The open source VLFEAT toolbox [30] is used to determine the putative set of SIFT and to search the K nearest neighbors using K-D tree. The putative matches are established based on descriptor similarity of the feature points. And the matching performance is characterized by Precision, Recall and F-score, where Precision is defined as the ratio between identified correct match number and the preserved match number, and Recall is defined as the ratio between identified correct match number and the correct match number in the whole putative set. F-score is the comprehensive measure of the performance defined as: F-score = 2 × Precision × Recall/(Precision + Recall). To establish the ground truth of VGG, similar to VFC, we firstly acquire the ground truth homography and then use an overlap error to determine the match correctness. For Strecha, we manually check the correctness for each match to ensure objectivity. The ground truth of Remote sensing dataset is supplied by [23] .
B. EXPERIMENTS ON NATURAL IMAGE DATASET
To evaluate our proposed method, we firstly test it on the VGG and Strecha dataset compared with other state-of-theart methods such as RANSAC [13] , ICF [24] , GS [31] , VFC [26] , LPM [28] , and LMR [39] . In particular, RANSAC is a classical resampling method; ICF and VFC are interpolation methods; GS is a graph matching method; LPM is a locality preserving method; and LMR is a learning-based method. The parameters are default according to the original papers and fixed throughout the experiments. To make the dataset more challenging, we construct the putative set using the nearest neighbor strategy. For the VGG dataset, the initial inlier ratio and the average match number of the whole putative set are 32.74% and 2344.75, respectively. In cases of image blur and JPEG compression, the performance of all methods are not satisfactory. High ratio outliers will lead to performance degraded of many existing methods such as RANSAC and ICF. Large match numbers are beneficial to judge the consensus of neighborhood to some extent, therefore, LPM has a relatively better precision-recall trade-off. From the performance curves in the first row of Fig. 4 , we find that GS achieves good precision but bad recall. In contrast, VFC obtains almost perfect recall but fails in precision. LMR can efficiently distinguish outliers and inliers with linear transformation. In general, according to the F-score curves in the first row of Fig. 4 our proposed EPLMR has the best trade-off compared to others.
As for the Strecha dataset, the initial inlier ratio and the average match number of the whole putative set are 40.32% and 556.63, respectively. When the viewpoint change becomes large, the initial inlier ratio decreases and almost all methods cannot obtain satisfactory results, especially for LMR. In general, our EPLMR achieves relatively the best performance trade-off with average F-score equal to 85.22%. The image pairs of the dataset refer to wide baseline and repetitive structures simultaneously. We have a qualitative analysis combined them with other image pairs with In addition, we also provide the performance statistics of different methods on these image pairs, as shown in Table 1 . For each image type, we choose two image pairs to show its performance (in the same row). The initial inlier ratio of eight images are 42.18%, 48.38%, 71.07%, 50.97%, 54.03%, 60.42%, 20.68%, and 17.13%, respectively. The lines and arrows in the two images and motion field indicate inlier detection results (blue = true positive, black = true negative, green = false negative, and red = false positive). For visibility, at most 100 matches randomly selected are presented, and the true negatives are not shown.
We can find that when the putative set contains large proportion inliers, existing method can also achieve satisfactory performance. Note that, for Book pair, RANSAC achieves the best precision but not simultaneously in recall. This is probably because that it only fits a single structure and regards correspondences of another structures as outliers. In this case, epipolar geometry and a pre-defined parametric method can not work well. Our method can not only deal with different image deformations but also achieve a satisfactory result.
C. EXPERIMENTS ON REMOTE SENSING IMAGE DATASET
To demonstrate the effectiveness of our proposed EPLMR, we firstly test it on 8 representative image pairs which are challenging for projective distortion, affine distortion and rigid transformation. The intuitionistic matching results are shown in Fig. 6 . We find that our EPLMR can filter out almost all outliers and keep the inliers well preserved. The precisionrecall statistics of different methods on these 8 image pairs are shown in Table 2 . The relatively high ratio inliers and simplicity of transformations from Image1 to Image7 make the results of most methods quite satisfying except ICF and GS, which both obtain good precision but not simultaneously in recall. In Image8, due to low proportion inliers, RANSAC, ICF and GS do not work well.
In addition, we report the feature matching results of different methods on 76 remote sensing image pairs. The statistics of performance are shown in Fig. 7 . The average initial inliers ratio and putative match number are 28.33% and 1771.14, respectively. GS obtains the best precision but not in recall, which is mainly because that it throws out the image local information of feature. RANSAC and ICF are sensitive to the high outlier proportion. The maximum resampling number of RANSAC is not enough, leading to bad performance. ICF is originally designed for non-rigid transformation with relaxed spatial constraints, which will lead to low precision. VFC formulates the feature matching into a vector field interpolation. The iterative process makes the matching tend to stabilize. For LPM, the neighborhood construction is the basis of the algorithm, the outliers of the putative set will make the neighborhood construction unreliable. LMR and our EPLMR both have satisfactory results. Clearly, our EPLMR has the best result in terms of precision and recall which better exploit the properties of inliers in spatial domain and descriptor space to distinguish the outliers and inliers. The guided strategy has two advantages. On the one hand, the distance ratio of descriptor used can reject the unstable matches in case of ambiguity of descriptor affecting the subsequent supervised learning. On the other hand, the subset with high ratio inliers can make the local neighborhood construction more reliable.
To better know about the weighted neighborhood strategy, we report the performance of our EPLMR based on different values of ξ as shown in Fig. 8 . We vary its value from 0 to 1. Note that, ξ = 0 means the neighborhood topology only considers the ratio of length between v i and its neighboring average vectorṽ i . ξ = 1 means the neighborhood topology only considers the angle between v i andṽ i . From the Fig. 8 , we find that the the best precision-recall tradeoff occurs when FIGURE 8. Average precision, recall and F-score on the remote sensing dataset with respect to different values of ξ . ξ = 0.9. It demonstrates that in the local neighborhood, the length of vectors are not far away from each other, but the angle may vary a lot. The weighted strategy works well to emphasize the influence of angle between v i andṽ i .
Finally, we report the run time of different methods on the datasets as shown in Fig. 9 . Our method has a relatively low complicity compared with RANSAC, ICF, GS and VFC. LPM has the lowest complexity for its simple formulation, only involving the spatial information of feature points. Our EPLMR is slightly slower than LMR, as the calculation of new properties and the guided strategy used in our EPLMR will lead to more time cost.
IV. CONCLUSION
In this paper, we propose a mismatch removal method termed as efficient properties-based learning a binary classifier for mismatch removal (EPLMR). The efficient properties include the weighted consensus of neighborhood topology and stability of the correspondence. We exploit the spatial information and descriptor information of feature points to construct match representations feeding to a supervised learner to learn a classifier for mismatch removal. The weighted consensus of neighborhood topology can better emphasize the influence of angle between vectors and the stability of the correspondence is based on the descriptor information, which is beneficial to distinguish outliers and inliers. The guided strategy can not only reject unstable matches but also enhance the reliability of neighborhood construction. The qualitative and quantitative results on the public available datasets with various image types and deformations demonstrate the generality and robustness of our method. More specifically, it is able to filter out most outliers and keep the inliers well preserved, especially when the image pairs undergo complex non-rigid transformation or with large outlier proportion.
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