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ABSTRACT. Given the many applications in the sciences, the problem of computing spectra of operators is
arguably one of the most investigated areas of computational mathematics. However, despite the substantial
interest, the problem of computing spectra of general operators, has until recently been open. Recent progress
reveals that, unlike the finite-dimensional case, the infinite-dimensional problems yield a highly intricate infinite
classification theory determining which spectral problems can be solved and with which type of algorithms.
Therefore, in order to tackle infinite-dimensional spectral problems, we need a vast collection of algorithms
designed specifically for each class of problems - there does not exist an all-purpose algorithm that can handle all
problems (unlike the finite-dimensional case). Classifying spectral problems and providing a library of optimal
algorithms is uncharted territory in the foundations of computational mathematics. This paper is the first of a
two-part series establishing the foundations of computational spectral theory through the Solvability Complexity
Index (SCI) hierarchy. This is very much related to S. Smale’s comprehensive program on the foundations
of computational mathematics initiated in the 1980s. What makes spectral problems particularly delicate is that
many of the problems can only be computed by using several limits, a phenomenon also shared in the foundations
of polynomial root finding with rational maps as proved by C. McMullen.
The purpose of this paper is threefold. First, we establish answers to many of the open questions on the
existence of algorithms. For example, we show that for a large class of partial differential operators, the spectrum
can be computed with error control from point sampling the coefficients of the operator. Other problems include
computing spectra of unbounded operators on graphs, the computational spectral gap problem, spectral classifi-
cation and computing discrete spectra with multiplicities. Second, these classifications determine which types of
problems can be used in computer-assisted proofs. The theory for this is virtually non-existent, and we provide
some of the first results in this infinite classification theory. Third, all of our proofs are constructive, yielding a
library of new algorithms for the key problems suggested above. This allows one to handle problems that before
were out of reach both in applications and potentially in computer-assisted proofs. We show several examples on
contemporary problems in the physical sciences.
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2 FOUNDATIONS OF SPECTRAL COMPUTATIONS
1. INTRODUCTION
The problem of computing spectra of operators has fascinated and frustrated mathematicians for several
decades since the 1950s resulting in a vast literature (see §4). Indeed, W. Arveson pointed out in the nineties
that: ”Unfortunately, there is a dearth of literature on this basic problem, and so far as we have been able
to tell, there are no proven techniques” [5]. This longstanding problem, and the question why there have
been no known general techniques, have recently been resolved [8, 74] and are due to classification results
in the newly established Solvability Complexity Index (SCI) hierarchy [8, 44, 74]. The fact that algorithms
were not found for the general computational spectral problem has a potentially surprising cause: one needs
several limits in the computation. Traditional approaches have been dominated by techniques based on one
limit, and this is the reason behind Arveson’s observation. Moreover, the fact that several limits are required
is a phenomenon that is shared by other areas of computational mathematics. For example, the problem of
root-finding of polynomials with rational maps initiated by S. Smale [103] is also subject to the issue of
requiring several limits. This was established by C. McMullen [84,85] and P. Doyle & C. McMullen in [54],
and their results become classification results in the SCI hierarchy.
The recent results in [8,41,43,44,74] establishing the SCI hierarchy reveal that the computational spectral
problem becomes an infinite classification theory. Hence, there is an infinite well of open problems, some
of which have been open for decades. The main topic of this paper is to provide solutions to many of these
problems, and this program has two main motivations:
(I) Classifications and new algorithms: Sharp classifications of problems in the SCI hierarchy establish
the boundaries of what computers can achieve. Constructive classifications, which we always provide
in this paper, provide algorithms that realise these boundaries. Moreover, with new classifications, such
algorithms will solve problems in the sciences that before were not possible. We provide several examples
in this paper.
(II) Computer-assisted proofs: Computer-assisted proofs, where computers are used to solve numerical
problems rigorously, have become essential in modern mathematics. What may be surprising is that unde-
cidable or non-computable problems can be used in computer-assisted proofs. Indeed, the recent proof of
Kepler’s conjecture (Hilbert’s 18th problem) [70, 71], led by T. Hales, on optimal packings of 3-spheres,
relies on such undecidable problems. Moreover, the Dirac–Schwinger conjecture on the asymptotic be-
haviour of ground states of certain Schro¨dinger operators was proven in a series of papers by C. Fefferman
and L. Seco [56–64] using computer assistance. Fascinatingly, this proof also relies on computing non-
computable problems. This may seem like a paradox, but can indeed be explained by the SCI hierarchy.
In particular, it is the ΣA1 class described below that is crucial. In fact, Hales, Fefferman and Seco implic-
itly prove ΣA1 classifications in the SCI hierarchy in their papers. Our classifications of spectral problems
provide new results regarding which spectral problems can be used in computer-assisted proofs.
A summary of the main results of this paper is given in Table 1. The main theorems are contained in §3,
and we focus on the following four open problems:
(i) Computing spectra of differential operators. Linked to computational PDE theory, there is a rich litera-
ture on computing spectra of differential operators on bounded domains (see [17,18,34–36,39,91,92,114]
for a small sample). However, it is, in general, unknown how to compute spectra of differential operators
on unbounded domains. We provide a sharp solution to this problem for large classes of differential opera-
tors, meaning that we achieve the boundary of what computers can achieve on these problems. We provide
convergent algorithms that are guaranteed to produce output that is in the spectrum up to an arbitrarily
small error chosen by the user.
(ii) Computing spectra of unbounded operators on graphs. Operators on l2(N) or, more generally, graphs
or lattices are ubiquitous in mathematics and physics. We establish sharp classifications of spectral prob-
lems for such operators, and in many cases, we establish convergent algorithms with guaranteed error
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Description of Problem SCI Hierarchy Classification Theorems
Computing spectrum/pseudospectrum of differential
operators whose coefficients have bounded total varia-
tion from point evaluations of coefficients.
∈ ΣA1 , /∈ ∆G1
(see Theorem for relaxations)
3.3
Computing spectrum/pseudospectrum of differential
operators whose coefficients are analytic from power
series of coefficients.
∈ ΣA1 , /∈ ∆G1
(see Theorem for relaxations)
3.5
Computing spectrum/pseudospectrum of unbounded
operators with known bounded dispersion and known
resolvent bound.
∈ ΣA1 , /∈ ∆G1
(same for diagonal operators)
3.8
Determining if the spectrum/pseudospectrum of an
operator with known bounded dispersion intersects a
compact set.
∈ ΠA2 , /∈ ∆G2
(same for diagonal operators)
3.9
Spectral gap problem. ∈ ΣA2 , /∈ ∆G2
(same for diagonal operators)
3.11
Spectral classification problem. ∈ ΠA2 , /∈ ∆G2
(same for diagonal operators)
3.11
Computing Spd(A) (and multiplicities of eigenvalues)
for bounded normal operators.
With bounded dispersion: ∈ ΣA2 , /∈ ∆G2
(same for diagonal operators)
Multiplicities have generalised ∈ ΠA2
Without bounded dispersion: ∈ ΣA3 , /∈ ∆G3
3.13, 3.15
Determining if the discrete spectrum is non-empty for
bounded normal operators.
With bounded dispersion: ∈ ΣA2 , /∈ ∆G2
Without bounded dispersion: ∈ ΣA3 , /∈ ∆G3
3.13, 3.15
TABLE 1. Summary of the main results, pseudocode for the algorithms is provided in
Appendix A. Bounded dispersion roughly means that we know the asymptotic off-diagonal
decay on the matrix elements in the matrix representation of the operator, see (3.9). Also,
known resolvent bound means control of the growth of the resolvent near the spectrum,
see (3.4) and (3.10).
control on the output. We also consider the problem of determining whether the spectrum (or pseudospec-
trum) intersects a given compact set.
(iii) The spectral gap problem. This problem is to determine if there is a gap between the lowest element
in the spectrum and the next element. We show why this problem is notoriously difficult, as this problem
is higher up in the SCI hierarchy, even for the simplest of operators. This means that no algorithm can
provide verifiable results on a digital computer, and hence these problems cannot be used in computer-
assisted proofs. This is extended to the problem of spectral classification at the bottom of the spectrum.
(iv) Computing discrete spectra and multiplicities. We demonstrate why this is also a difficult problem by
establishing the correct classification high up in the SCI hierarchy. However, the sharp algorithm we
provide is still useful, since its first limit is always contained in the discrete spectrum and one can obtain
a distance function of each point of the output to the spectrum. We extend these results to computing
multiplicities, eigenspaces and determining if the discrete spectrum is non-empty.
The rest of this paper is organised as follows. In §2 we provide a brief summary of the SCI hierarchy
which allows the interpretation of Table 1, with a detailed discussion delayed until §5. The main results
are given in §3 with connections to previous work provided in §4. Proofs are given in §6 – §9. Finally,
computational examples are given in §10, and pseudocode is provided in Appendix A.
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2. CLASSIFICATIONS IN THE SCI HIERARCHY
2.1. The SCI hierarchy. The fundamental notion of the SCI hierarchy is that of a computational problem.
The SCI of a class of computational problems is the smallest number of limits needed in order to compute
the solution to the problem. The basic objects of a computational problem are: Ω, called the domain, Λ a set
of complex-valued functions on Ω, called the evaluation set, (M, d) a metric space, and Ξ : Ω → M the
problem function. The set Ω is the set of objects that give rise to our computational problems. The problem
function Ξ : Ω→M is what we are interested in computing. Finally, the set Λ is the collection of functions
that provide us with the information we are allowed to read as input to the algorithm. This leads to the
following definition:
Definition 2.1 (Computational problem). Given a domain Ω; an evaluation set Λ, such that for anyA1, A2 ∈
Ω, A1 = A2 if and only if f(A1) = f(A2) for all f ∈ Λ; a metric space M; and a problem function
Ξ : Ω→M, we call the collection {Ξ,Ω,M,Λ} a computational problem.
The definition of a computational problem is deliberately general in order to capture any computational
problem in the literature. However, the set-up of this paper has the following typical form: Ω will be a class
of operators on a separable Hilbert space H, Ξ(A) = Sp(A) (the spectrum or other related maps), (M, d)
is the collection of closed subsets of C with an appropriate generalisation of the Hausdorff metric (see (3.1)
and (3.2)), and Λ may be the set of complex functions that could provide the matrix elements ofA ∈ Ω given
some orthonormal basis {ej} ofH. In particular, Λ consists of fi,j : A 7→ 〈Aej , ei〉, i, j ∈ N, which provide
the entries of the matrix representation of A with respect to the basis. Moreover, Λ could be the collection of
functions providing point samples of a potential (or coefficient) function of a Schro¨dinger (or more general)
partial differential operator.
In words, the SCI hierarchy [8, 74] for spectral problems can be informally described as follows, and for
decision problems, the description is similar (see §5 for the formal definitions).
The SCI hierarchy: Given a collection C of computational problems,
(i) ∆α0 = Π
α
0 = Σ
α
0 is the set of problems that can be computed in finite time, the SCI = 0.
(ii) ∆α1 is the set of problems that can be computed using one limit (the SCI = 1) with control of the
error, i.e. ∃ a sequence of algorithms {Γn} such that d(Γn(A),Ξ(A)) ≤ 2−n, ∀A ∈ Ω.
(iii) Σα1 : We have ∆
α
1 ⊂ Σα1 ⊂ ∆α2 and Σα1 is the set of problems for which there exists a sequence of
algorithms {Γn} such that for every A ∈ Ω we have Γn(A) → Ξ(A) as n → ∞. However, Γn(A)
is always contained in a set Xn(A) such that d(Xn,Ξ(A)) ≤ 2−n.
(iv) Πα1 : We have ∆
α
1 ⊂ Πα1 ⊂ ∆α2 and Πα1 is the set of problems for which there exists a sequence of
algorithms {Γn} such that for every A ∈ Ω we have Γn(A) → Ξ(A) as n → ∞. However, there
exists sets Xn(A) such that Ξ(A) ⊂ Xn(A) and d(Xn,Γn(A)) ≤ 2−n.
(v) ∆α2 is the set of problems that can be computed using one limit (the SCI = 1) without error control,
i.e. ∃ a sequence of algorithms {Γn} such that limn→∞ Γn(A) = Ξ(A), ∀A ∈ Ω.
(vi) ∆αm+1, for m ∈ N, is the set of problems that can be computed by using m limits, (the SCI ≤ m),
i.e. ∃ a family of algorithms {Γnm,...,n1} such that
lim
nm→∞
. . . lim
n1→∞
Γnm,...,n1(A) = Ξ(A), ∀A ∈ Ω.
(vii) Σαm is the set of problems that can be computed by passing to m limits, and computing the m-th
limit is a Σα1 problem.
(viii) Παm is the set of problems that can be computed by passing to m limits, and computing the m-th
limit is a Πα1 problem.
Schematically, the SCI hierarchy can be viewed in the following way.
FOUNDATIONS OF SPECTRAL COMPUTATIONS 5
FIGURE 1. Meaning of Σ1 and Π1 convergence for problem function Ξ computed in the
Hausdorff metric. The red areas represent Ξ(A), whereas the green areas represent the
output of the algorithm Γn(A). Σ1 convergence means convergence as n → ∞ but each
output point in Γn(A) is at most distance 2−n from Ξ(A). Similarly, in the case of Π1, we
have convergence as n→∞ but any point in Ξ(A) is at most distance 2−n from Γn(A).
(2.1)
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Note that the Σα1 and Π
α
1 classes become crucial in computer-assisted proofs, as they guarantee algorithms
that will not make mistakes, see §2.2. A visual demonstration of these classes for the Hausdorff metric is
shown in Figure 1.
Remark 2.2 (The model of computation α). The α in the superscript indicates the model of computation,
which is described in §5. For α = G, the underlying algorithm is general and can use any tools at its disposal.
The reader may think of a Blum–Shub–Smale (BSS) machine [14] or a Turing machine [109] with access
to any oracle, although a general algorithm is even more powerful. However, for α = A this means that
only arithmetic operations and comparisons are allowed. In particular, if rational inputs are considered, the
algorithm is a Turing machine, and in the case of real inputs, a BSS machine. Hence, a result of the form
/∈ ∆Gk is stronger than /∈ ∆Ak .
Indeed, a /∈ ∆Gk result is universal and holds for any model of computation. Moreover,
∈ ∆Ak is stronger than ∈ ∆Gk ,
and similarly for the Πk and Σk classes. The main results are sharp classification results in this hierarchy
that are summarised in Table 1.
2.2. The SCI hierarchy and computer-assisted proofs. Note that ∆A1 is the class of problems that are
computable according to Turing’s definition of computability [109]. In particular, there exists an algorithm
such that for any  > 0 the algorithm can produce an -accurate output. Most infinite-dimensional spectral
problems, unlike the finite-dimensional case, are /∈ ∆A1 . The simplest way to see this is to consider the
problem of computing spectra of infinite diagonal matrices. Since this problem is the simplest of the infinite
computational spectral problems and does not lie in ∆A1 , very few interesting infinite-dimensional spectral
problems are actually in ∆A1 . This is why most of the literature on spectral computations provides algorithms
that yield ∆A2 classification results. In particular, an algorithm will converge, but error control may not be
possible.
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Problems that are not in ∆A1 are computed daily in the sciences, simply because numerical simulations
may be suggestive rather than providing a rock-solid truth. Moreover, the lack of error control may be
compensated for by comparing with experiments. However, this is not possible in computer-assisted proofs,
where 100% rigour is the only approach accepted. It may, therefore, be surprising that there are examples
of famous conjectures that have been proven with numerical calculations of problems that are not in ∆A1 ,
i.e. problems that are non-computable according to Turing. A striking example is the proof of Kepler’s
conjecture [70, 71], where the decision problems computed are not in ∆A1 . The decision problems are of
the form of deciding feasibility of linear programs given irrational inputs, shown in [7] to not lie in ∆A1 .
Similarly, the problem of obtaining the asymptotics of the ground state of the operator
HdZ =
d∑
k=1
(−∆xk − Z|xk|−1) +
∑
1≤j≤k≤d
|xj − xk|−1,
as Z → ∞ was obtained by a computer-assisted proof [56–64] by Fefferman and Seco that relied on prob-
lems that were not in ∆A1 . These paradoxical phenomena can be described by the SCI hierarchy.
2.2.1. The ΣA1 and Π
A
1 classes. The key to the paradoxical phenomena lies in the Σ
A
1 and Π
A
1 classes.
These classes of problems are larger than ∆A1 , but can still be used in computer-assisted proofs. Indeed,
if we consider computational spectral problems that are in ΣA1 , then there is an algorithm that will never
provide incorrect output. The output may not include the whole spectrum, but it is always sound. Thus,
conjectures about operators never having spectra in a certain area could be disproved by a computer-assisted
proof. Similarly, ΠA1 problems would always be approximated from above, and thus conjectures on the
spectrum being in a certain area could be disproved by computer simulations.
In both of the above examples, it can be shown that the relevant computational problems in the computer-
assisted proofs are in ΣA1 .
3. MAIN RESULTS
The main results are sharp classifications in the SCI hierarchy with corresponding algorithms that settle
some of the many open classification problems in computational spectral theory. We are concerned with the
following problem:
Given a computational spectral problem, where is it in the SCI hierarchy?
In addition to the spectrum, we also consider the pseudospectrum defined by
Sp(A) := cl({z ∈ C : ‖(A− zI)−1‖ > 1/}),  > 0.
In this paper, we consider the following four main problems: computing spectra of general differential
operators, computing spectra of unbounded operators on graphs, the computational spectral gap problem,
and computing discrete spectra with multiplicities. A formal definition of the SCI hierarchy is given in §5.
When computing the spectrum of bounded operators on l2(N), we let (M, d) be the set of all non-empty
compact subsets of C provided with the Hausdorff metric d = dH:
(3.1) dH(X,Y ) = max
{
sup
x∈X
inf
y∈Y
d(x, y), sup
y∈Y
inf
x∈X
d(x, y)
}
,
where d(x, y) = |x − y| is the usual Euclidean distance. In the case of unbounded operators, we use the
Attouch–Wets metric defined by
(3.2) dAW(C1, C2) =
∞∑
n=1
2−n min
{
1, sup
|x|≤n
|dist(x,C1)− dist(x,C2)|
}
,
for C1, C2 ∈ Cl(C), where Cl(C) denotes the set of closed non-empty subsets of C.
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3.1. Main results on computing spectra of differential operators. There is a rich literature on how to
compute spectra of differential operators on bounded domains that is intimately linked to computational
PDE theory. The computation is often done with finite element, finite difference or spectral methods by dis-
cretising the operator on a suitable finite-dimensional space and then using algorithms for finite-dimensional
matrix eigenvalue problems on the discretised operator [17, 18, 34–36, 39, 91, 92, 114]. However, it is in
general unknown how to compute spectra of differential operators on unbounded domains, or where this
problem is in the SCI hierarchy.
For N ∈ N, consider the operator formally defined on L2(Rd) by
(3.3) Tu(x) =
∑
k∈Zd≥0,|k|≤N
ak(x)∂
ku(x),
where throughout we use multi-index notation with |k| = max{|k1| , ..., |kd|} and ∂k = ∂k1x1∂k2x2 ...∂kdxd . We
will assume that the coefficients ak(x) are complex-valued measurable functions on Rd. Suppose also that
T can be defined on an appropriate domain D(T ) such that T is closed and has a non-empty spectrum. Our
aim is to compute the spectrum and -pseudospectrum from the functions ak. We consider two cases. First,
the algorithm can access point samples of the functions, and second, the algorithm can access coefficients in
the series expansion of the functions in the case that the ak are analytic. Note that these are very different
computational problems.
Remark 3.1 (The open problem of computing spectra of differential operators). There is no existing theory
guaranteeing even a finite SCI for this problem even when each ak is a polynomial. For simple polynomials,
arising for example as potentials of Schro¨dinger operators, the standard procedure is to discretise the differ-
ential operator via finite differences, truncate the resulting infinite matrix and then handle the finite matrix
with standard algorithms designed for finite-dimensional problems. Such an approach would at best give a
∆A2 classification, and, in general, this approach may not always converge. Despite this, we prove below that
one can actually achieve ΣA1 classification for a large class of operators.
3.1.1. The set-up. To make our problems well-defined, we let Ω consist of all such T such that the following
assumptions hold:
(1) The set C∞0 (Rd) of smooth, compactly supported functions forms a core of T and its adjoint T ∗.
(2) The adjoint operator T ∗ can be initially defined on C∞0 (Rd) via
T ∗u(x) =
∑
k∈Zd≥0,|k|≤N
a˜k(x)∂
ku(x),
where a˜k(x) are complex-valued measurable functions on Rd.
(3) For each of the functions ak(x) and a˜k(x), there exists a positive constant Ak and an integer Bk
such that
|ak(x)| , |a˜k(x)| ≤ Ak
(
1 + |x|2Bk
)
,
almost everywhere on Rd, that is, we have at most polynomial growth.
(4) We have access to a sequence {gm} of strictly increasing continuous functions gm : R≥0 → R≥0
vanishing only at 0 and diverging at∞ such that
(3.4) gm(dist(z,Sp(T ))) ≤ ‖R(z, T )‖−1 , ∀z ∈ Bm(0).
In this case we say that T has resolvent bounded by {gm}. Note that this implicitly assumes that
Sp(T ) (and hence Sp(T )) is non-empty.
Hence, we consider the operator T defined as the closure of T acting on C∞0 (Rd). The initial domain
C∞0 (Rd) is commonly encountered in applications, and it is straightforward to adapt our methods to other
initial domains such as Schwartz space.
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Remark 3.2. In order to handle non-self-adjoint operators, we need to be able to control the resolvent as
in (3.4). Without such control, the spectral problem is still not in ∆G2 . If T has Sp(T ) 6= ∅, then a simple
compactness argument implies the existence of such a sequence of continuous functions. We may not be
able to control the growth of the resolvent across the whole complex plane by a single function, but for
convergence of our algorithms, it is enough to control the resolvent on compact balls. For self-adjoint (and,
more generally, normal) T , we can take gm(x) = x. In what follows, the functions {gm} are not needed to
compute pseudospectra.
3.1.2. General case with function evaluations. In this section we consider the computation of spectra and
pseudospectra of operators T ∈ Ω from evaluations of the functions ak and a˜k. For dimension d and r > 0
consider the space
(3.5) Ar = {f ∈M([−r, r]d) : ‖f‖∞ + TV[−r,r]d(f) <∞},
whereM([−r, r]d) denotes the set of measurable functions on the hypercube [−r, r]d and TV[−r,r]d the total
variation norm in the sense of Hardy and Krause [86]. This space becomes a Banach algebra when equipped
with the norm ‖f‖Ar = ‖f‖∞ + σTV[−r,r]d(f) with σ = 3d + 1 [16]. We will assume that each of the
(appropriate restrictions of) ak and a˜k lie in Ar for all r > 0 and that we are given a sequence of positive
numbers such that
(3.6) ‖ak‖An , ‖a˜k‖An ≤ cn, cn > 0, n ∈ N, |k| ≤ N.
This information is completely analogous to using bounded dispersion for matrix problems encountered in
§3.2, and we shall see that it cannot be omitted if one wishes to gain error control in the sense of Σ1. Let
Ω1TV = {T ∈ Ω | such that assumptions (1) – (4) and (3.6) hold}.
In this case, we let Λ1 contain functions that allow us to access sample of the functions {gm}m∈N and
{ak, a˜k}|k|≤N , as well as the constants {Ak, Bk}|k|≤N , {cn}n∈N. Consider the weaker assumption on Λ1
that we can evaluate bn > 0 (and not the Ak, Bk’s and the cn’s) such that
(3.7) sup
n∈N
max{‖ak‖An , ‖a˜k‖An : |k| ≤ N}
bn
<∞.
With a slight abuse of notation, we use Ω2TV to denote the class of problems where we have this weaker
requirement. We can now define the mappings
Ξ1j ,Ξ
2
j : Ω
1
TV,Ω
2
TV 3 T 7→
Sp(T ) ∈MAW, j = 1Sp(T ) ∈MAW, j = 2,
and state the first theorem.
Theorem 3.3 (Differential operators and point samples). Let Ξ1j ,Ξ2j ,Ω1TV and Ω2TV be as above. Then for
j = 1, 2, we have that
∆G1 63 {Ξ1j ,Ω1TV} ∈ ΣA1
and
ΣG1 ∪ΠG1 63 {Ξ2j ,Ω2TV} ∈ ∆A2 .
Remark 3.4. The proof also shows that even if we had included the information {Ak, Bk}|k|≤N for oper-
ators in Ω2TV, we would still have {Ξ2j ,Ω2TV} /∈ ΣG1 ∪ ΠG1 . Moreover, though we have chosen Rd as the
geometrical domain of our operators, the proof will make clear that other domains (and correspondingly
other discretisations) can also be treated, yielding a ΣA1 classification. Indeed, the results can be extended to
any domain where we can build a suitable basis to represent the operator, such as the half-line for radially
symmetric Dirac operators in quantum chemistry, intervals using orthogonal polynomial series, or products
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of any of the above geometries. It is also possible to extend our results to more complicated domains using
finite elements, non-orthogonal bases and generalised pencil eigenvalue problems, but this will be the topic
of future work.
3.1.3. Analytic coefficients. In this section, we assume that the functions ak and a˜k are analytic. In partic-
ular, we assume we can evaluate {cj}j∈N, an enumeration (where we know the ordering) of the coefficients
amk where ak(x) =
∑
m∈(Z≥0)d a
m
k x
j . In this special case, we can compute the corresponding coefficients of
the a˜k(x) using finitely many arithmetic operations on {cj}. We will assume that as well as the information
{gm}, {cj} and {Ak, Bk}, our algorithms can read the following information. Given
ak(x) =
∑
m∈(Z≥0)d
amk x
m, a˜k(x) =
∑
m∈(Z≥0)d
a˜mk x
m,
for each n ∈ N we know a constant dn such that
(3.8) |amk | , |a˜mk | ≤ dn(n+ 1)−|m|, ∀m ∈ (Z≥0)d, |k| ≤ N.
It is straightforward to show that such a dn must exist using the fact that the power series converges absolutely
on the whole of Rd. Let
Ω1AN = {T ∈ Ω | such that (1) – (4), the functions ak are analytic and (3.8) hold}.
Moreover, in this case we let Λ1 contain functions that allow us to access sample of the functions {gm}m∈N,
the constants {Ak, Bk}|k|≤N , {cn}n∈N, and {dn}n∈N. As the proof makes clear, the information dn can
be replaced by any suitable information that allows us to control the remainder term in the truncated Taylor
series uniformly on compact subsets of Rd. For example, we could use Cauchy’s formula, together with
bounds on the functions ak on compact subsets of Cd. One could consider a weaker requirement on Λ1 by
replacing knowledge of Ak, Bk and dn by some sequence of positive numbers bn with
sup
n∈N
sup
m∈(Z≥0)d
max{|amk | (n+ 1)|m|, |a˜mk | (n+ 1)|m| : |k| ≤ N}
bn
<∞.
With a slight abuse of notation, we use Ω2AN to denote the class of problems where we have this weaker
requirement. Moreover, let Ωp denote the class of operators in Ω2AN such that each ak is a polynomial
(where we can let bn be n! say). We can now define the mappings
Ξ3j ,Ξ
4
j : Ω
1
AN,Ω
2
AN,Ωp 3 T 7→
Sp(T ) ∈MAW, j = 1Sp(T ) ∈MAW, j = 2,
and state the second theorem.
Theorem 3.5 (Differential operators and analytic coefficients). Let Ξ3j ,Ξ4j ,Ω1AN, Ω2AN and Ωp be as above.
Then for j = 1, 2, we have that
∆G1 63 {Ξ3j ,Ω1AN} ∈ ΣA1 , ΣG1 ∪ΠG1 63 {Ξ4j ,Ω2AN} ∈ ∆A2 ,
and
ΣG1 ∪ΠG1 63 {Ξ4j ,Ωp} ∈ ∆A2 .
The new algorithms that yield the ΣA1 results are useful not only on unbounded domains but also on
bounded domains. Indeed, whilst standard algorithms for computing spectra of differential operators on
bounded domains often have results on qualitative rates of convergence, typically they do not have the above
feature of error control and it can be difficult to determine what portion of the computation can be trusted.
This is a well-known problem, see for example [113], which occurs even if the algorithm is convergent. For
example, this means that such algorithms cannot be used for computer-assisted proofs. In the language of
the SCI hierarchy, these standard algorithms provide, at best, ∆A2 classifications of the problems, and not
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the correct ΣA1 classification. In other words, the standard algorithms do not realise the boundary of what
algorithms can actually do. Hence, we can draw the following conclusion:
Computing spectra of differential operators through discretisation of the operator that yield a finite-
dimensional matrix, for which one computes its eigenvalues, is typically not an optimal method. Such
methods will typically not yield the sharp ΣA1 classification providing certainty about the output. How-
ever, as demonstrated above, there do exist algorithms that are optimal in the way that they provide
error control and certainty about the computed output.
3.2. Computing spectra of unbounded operators on graphs. Consider a possibly unbounded operator A
with domain D(A) ⊂ l2(N) and non-empty spectrum. We consider the problems of computing
Ξ1(A) = Sp(A), Ξ2(A) = Sp(A).
To define the computational problem, we have to define the domain Ω as well as Λ, the set of evaluation
functions. Let C(l2(N)) denote the set of closed, densely defined operators on l2(N), and consider the
following assumptions.
(1) The subspace span{en : n ∈ N} forms a core for A and A∗, where {ej}j∈N is the canonical basis
for l2(N).
(2) Given any f : N→ N with f(n) ≥ n define
Df,n(A) := max
{∥∥(I − Pf(n))APn∥∥,∥∥(I − Pf(n))A∗Pn∥∥},(3.9)
where Pn is the projection onto the span of {e1, . . . , en} of the canonical basis. We say that an oper-
ator has bounded dispersion with respect to f if limn→∞Df,n(A) = 0. We will assume knowledge
of a null sequence {cn}n∈N ⊂ Q with Df,n(A) ≤ cn.
(3) As in the case of §3.2, we have access to functions {gm} (see (3.4) and the assumptions on {gm})
such that
(3.10) gm(dist(z,Sp(A))) ≤ ‖R(z,A)‖−1 , ∀z ∈ Bm(0).
In this case we say that A has resolvent bounded by {gm}. Note that this implicitly assumes that the
spectrum is non-empty.
Remark 3.6. The concept of bounded dispersion in (3.9) generalises the notion of a banded matrix. More-
over, given any operator with assumption (1), there exists an f such that limn→∞Df,n(A) = 0. The theorem
we prove is for the class of operators that have limn→∞Df,n(A) = 0 given a fixed f . The function f will
be used to construct certain rectangular truncations of our operators, which is a key difference to previous
methods that typically use square truncations.
3.2.1. Defining Ω and Λ. Let f be as described in (2), and Ωˆ to be the class of all A ∈ C(l2(N)) such that
(1) and (2) hold and such that the spectrum is non-empty. Given a sequence as described in (3), let Ωg be the
class of all A ∈ Ωˆ such that (3.10) holds. We also let ΩD denote the operators in Ωˆ that are diagonal.
Operators on graphs. For operators on graphs, consider any connected, undirected graph G, such the set
of vertices V = V (G) is countably infinite. We consider operators on l2(V ) that are closed, densely defined
and of the form
(3.11) A =
∑
v,w∈V
α(v, w) |v〉 〈w| ,
for some α : V × V → C. We have also used the classical Dirac notation in (3.11) and identified any v ∈ V
by the element in ψv ∈ l2(V ) such that ψv(v) = 1 and ψv(w) = 0 for w 6= v. When writing this, we
assume that the linear span of such vectors forms a core of both A and its adjoint. We also assume that for
any v ∈ V , the set of vertices w with α(v, w) 6= 0 or α(w, v) 6= 0 is finite. We then let ΩG the class of all
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such A with non-empty spectrum and ΩGg operators in Ω
G of known {gm} such that (3.10) holds. We also
assume that with respect to some given enumeration v1, v2, ... of V , we have access to a function S : N→ N
such that if m > S(n) then α(vn, vm) = α(vm, vn) = 0.
Remark 3.7 (Defining Λ). For operators on l2(N), Λ contains the collection of matrix value evaluation
functions, the functions describing the dispersion and the family of the functions {gm} controlling the growth
of the resolvent. For operators on l2(V ), Λ contains the functions α, the function S and, in the case of ΩGg ,
the family {gm}.
We can now state our main result in this section:
Theorem 3.8 (Unbounded operators on graphs). Let Ξ1 be the problem function Sp(·) and Ξ2 be the problem
function Sp(·) for  > 0, where these map into the metric space (Cl(C), dAW). Then
∆G1 63 {Ξ1,ΩD} ∈ ΣA1 , ∆G1 63 {Ξ1,Ωg} ∈ ΣA1 , ∆G1 63 {Ξ1,ΩGg } ∈ ΣA1 ,
and
∆G1 63 {Ξ2,ΩD} ∈ ΣA1 , ∆G1 63 {Ξ2, Ωˆ} ∈ ΣA1 , ∆G1 63 {Ξ2,ΩG} ∈ ΣA1 .
Furthermore the routines CompSpecUB and PseudoSpecUB in Appendix A realise the sharp ΣA1 inclu-
sions, and in the case of Ξ2, the output is guaranteed to be inside the true pseudospectrum.
The algorithm used to compute the pseudospectrum can be applied to cases where the spectrum or pseu-
dospectrum are empty, and we provide a numerical example of this below. Finally, we consider two discrete
problems which also include the case when the spectrum may be empty. Let K be a non-empty and compact
set in C and denote the collection of such subsets by K(C). Consider
Ξ3 : (A,K)→ “Is Sp(A) ∩K = ∅?”
Ξ4 : (A,K)→ “Is Sp(A) ∩K = ∅?”
More precisely, the information we consider available to the algorithms in the l2(N) (l2(V (G))) case are the
matrix elements of A (the functions α), the dispersion function f and dispersion bounds {cn} (the finite sets
Sv) and a sequence of finite setsKn ⊂ Q+iQ, with the property that dH(Kn,K) ≤ 2−(n+1). The following
shows that these discrete problems are harder than computing the spectrum.
Theorem 3.9 (Does a set intersect the spectrum/pseudospectrum?). We have the following classifications for
j = 3, 4:
∆G2 63 {Ξj , Ωˆ×K(C)} ∈ ΠA2 , ∆G2 63 {Ξj ,ΩD ×K(C)} ∈ ΠA2 , ∆G2 63 {Ξj ,ΩG ×K(C)} ∈ ΠA2 .
The routines TestSpec and TestPseudoSpec in Appendix A, used for Ξ3 and Ξ4 respectively, realise
the sharp ΠA2 classifications. Furthermore, the proof will make clear that the lower bounds also hold when
we restrict the allowed compact sets to any fixed compact subset of R.
Remark 3.10. By considering singletons K = {z}, we can test whether a point lies in the spectrum or
pseudospectrum. Even when restricting to such K, the proof shows that the classification remains the same.
3.3. The spectral gap problem and classifications of the spectrum. The spectral gap problem has a long
tradition and is linked to many important conjectures and problems such as the Haldane conjecture [69] or
the Yang–Mills mass gap problem in quantum field theory [20]. The spectral gap question is fundamental
in physics, and in the seminal paper [45] it was shown that the spectral gap problem is undecidable when
considering the thermodynamic limit of finite-dimensional Hamiltonians.
In this paper, we consider the general infinite-dimensional problem. The question can be formulated in
the following way. Let Ω̂SA be the set of all bounded below, self-adjoint operators A on l2(N), for which the
linear span of the canonical basis form a core of A (we do not assume A is bounded above) and such that
one of the two following cases occur:
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(1) The minimum of the spectrum, a, is an isolated eigenvalue with multiplicity one.
(2) There is some  > 0 such that [a, a+ ] ⊂ Sp(A).
In the former case, we say the spectrum is gapped, whereas in the latter we say it is gappless. Note that
because we have restricted ourselves to the class where either (1) or (2) must hold, our problem is well-
defined as a decision problem. Moreover, this definition is in line with the definitions in [45] and the physics
literature. We also let Ω̂D denote the operators in Ω̂SA that are diagonal and define
(3.12) Ξgap : Ω̂SA, Ω̂D 3 A 7→ “Is the spectrum of A gapped?”
The above spectral gap problem can also be extended as follows. Let Ω˜fSA denote the class of operators
that are bounded below, self-adjoint, for which the linear span of the canonical basis form a core, and that
have (known) bounded dispersion with respect to the function f . Let a(A) = inf{x : x ∈ Sp(A)} and
consider the following four cases
(1) a(A) lies in the discrete spectrum and has multiplicity 1,
(2) a(A) lies in the discrete spectrum and has multiplicity > 1,
(3) a(A) lies in the essential spectrum but is an isolated point of the spectrum,
(4) a(A) is a cluster point of Sp(A).
We will consider the classification problem Ξclass which maps Ω˜
f
SA (or relevant subclasses) to the discrete
space {1, 2, 3, 4} (with the natural order). We denote by Ω˜D the class of diagonal operators in Ω˜fSA.
Theorem 3.11 (Spectral gap and classification). Let Ξgap be as in (3.12) and Ω̂SA, Ω̂D as above. Similarly,
Let Ξclass, Ω˜
f
SA and Ω˜D be as above. Then
∆G2 63 {Ξgap, Ω̂SA} ∈ ΣA2 , ∆G2 63 {Ξgap, Ω̂D} ∈ ΣA2 .
In particular, the routine SpecGap in Appendix A realises the sharp ΣA2 inclusions. Moreover,
∆G2 63 {Ξclass, Ω˜fSA} ∈ ΠA2 , ∆G2 63 {Ξclass, Ω˜D} ∈ ΠA2 ,
and SpecClass in Appendix A realises the sharp ΠA2 inclusions.
Remark 3.12 (Diagonal vs. full matrix). It is worth noting that Theorem 3.11 shows that there is no differ-
ence in the classification of the spectral gap problem between the set of diagonal matrices and the collection
of full matrices.
3.4. Computing discrete spectra, multiplicities and approximate eigenvectors. Let ΩdN denote the class
of bounded normal operators on l2(N) with (known) bounded dispersion and with non-empty discrete spec-
trum, and denote by ΩdD the class of bounded diagonal self-adjoint operators in Ω
d
N. For a normal operatorA,
there is a simple decomposition of Sp(A) into the discrete spectrum and the essential spectrum, denoted by
Spd(A) and Spess(A) respectively. The discrete spectrum consists of isolated points of the spectrum that are
eigenvalues of finite multiplicity. The essential spectrum has numerous definitions in the non-normal case,
but for the normal case is defined as the set of z such that A − zI is not a Fredholm operator. Define the
problem function
(3.13) Ξd1 : Ω
d
N,Ω
d
D 3 A 7→ Spd(A).
We have taken the closure and restricted to operators with non-empty discrete spectrum since we want
convergence with respect to the Hausdorff metric. However, the algorithm we build, Γn2,n1 , has the property
that limn1→∞ Γn2,n1(A) ⊂ Spd(A), so this is not restrictive in practice.
Let also ΩfN denote the class of bounded normal operators with (known) bounded dispersion with respect
to the function f . In addition, let ΩD denote the class of bounded self-adjoint diagonal operators and consider
the following discrete problem function
(3.14) Ξd2 : Ω
f
N,ΩD 3 A 7→ “Is Spd(A) 6= ∅?”
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Theorem 3.13. Let Ξd1, ΩdN and ΩdD, as well as Ξd2, Ω
f
N and ΩD, be as above. Then,
∆G2 63 {Ξd1,ΩdN} ∈ ΣA2 , ∆G2 63 {Ξd1,ΩdD} ∈ ΣA2
and
∆G2 63 {Ξd2,ΩfN} ∈ ΣA2 , ∆G2 63 {Ξd2,ΩD} ∈ ΣA2 .
In particular, the routine DiscreteSpec in Appendix A realises the sharp ΣA2 inclusions.
The constructed algorithm Γn2,n1 (routine DiscreteSpec) has the property that given A ∈ ΩdN and
z ∈ Spd(A), the following holds. If  > 0 is such that Sp(A)∩B2(z) = {z}, then there is at most one point
in Γn2,n1(A) that also lies in B(z). Furthermore, the limit limn1→∞ Γn2,n1(A) = Γn2(A) is contained
in the discrete spectrum and increases to Spd(A) in the Hausdorff metric. In other words, a given point of
Spd(A) has at most one point in Γn2,n1(A) approximating it.
We also want to compute multiplicities. Suppose that we have zn2,n1 ∈ Γn2,n1(A) with
lim
n2→∞
zn2,n1 = zn2 = z ∈ Spd(A)
(the limit independent of n2). Our tower also computes a function hn2,n1(A, ·) over the output Γn2,n1(A)
such that
lim
n2→∞
lim
n1→∞
hn2,n1(A, zn2,n1) = h(A, z)
(where h(A, z) denotes the multiplicity of the eigenvalue z) in Z≥0 with the discrete metric. The routine
Multiplicity in Appendix A computes hn2,n1 .
Finally, ApproxEigenvector in Appendix A approximates eigenvectors. For simplicity we shall stick
to eigenspaces of multiplicity 1, but note that these ideas can be easily extended to higher multiplicities to
approximate the whole eigenspace. The question is whether, given a zn1 in the output Γn2,n1(A) of the
algorithm DiscreteSpec and an approximation
(3.15) σ1(Pf(n1)(A− zn1I)|Pn1H) ≤ E(n1, zn1),
where σ1 denotes the smallest singular value, we can find a xn1 of unit norm satisfying ‖(A− zn1I)xn1‖ ≤
E(n1, zn1)+cn1 (recall that cn1 is the dispersion bound). The discussion in §10.3 shows that such a sequence
will be an approximate eigenvector sequence.
Theorem 3.14. Suppose A ∈ ΩfN. Let δ > 0 and zn1 ∈ Γn2,n1(A) such that zn1 → z ∈ Spd(A). Suppose
we also have the computed bound (3.15), then we can compute a corresponding vector xn1 (of finite support)
satisfying
‖(A− zn1I)xn1‖ < ‖xn1‖
(
E(n1, zn1) + cn1 + δ
)
and 1− δ < ‖xn1‖ < 1 + δ
in finitely many arithmetic operations.
3.4.1. What happens when we cannot bound the dispersion? Whilst Theorem 3.13 shows that computing
the discrete spectrum requires two limits, the constructed algorithm is still useful since the constructed algo-
rithm has limn1→∞ Γn2,n1(A) ⊂ Spd(A). This is reflected in Theorem 3.14, which shows that we can still
effectively approximate eigenspaces with error control. But what happens if we do not know a dispersion
function f as in (3.9)? To investigate this case we let Ωd1 denote the class of bounded normal operators with
non-empty discrete spectrum and Ωd2 the class of bounded normal operators. As the next theorem reveals,
we get a jump in the SCI hierarchy.
Theorem 3.15. Let Ξdi and Ωdi be as above. Then,
∆G3 63 {Ξd1,Ωd1} ∈ ΣA3 and ∆G3 63 {Ξd2,Ωd2} ∈ ΣA3 .
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4. CONNECTION TO PREVIOUS WORK
The SCI hierarchy: Our paper is part of the program on the SCI hierarchy [8, 40, 43, 44, 74], which is
a direct continuation of S. Smale’s work and his program on the foundations of computational mathematics
[14, 15, 102, 104]. Other results in this program related to our paper are the results by C. McMullen [84, 85]
and P. Doyle & C. McMullen [54] on polynomial root-finding, that are classification results in the SCI
hierarchy, and the contributions by L. Blum, F. Cucker, M. Shub & S. Smale [14,15,46,98]. Further examples
are the contributions by C. Fefferman and L. Seco [56–64] proving the Dirac-Schwinger conjecture on the
asymptotical behaviour of the ground state energy of a family of Schro¨dinger operators that implicitly prove
ΣA1 classifications in the SCI hierarchy. This is also the case in T. Hales’ Flyspeck program [70, 71] leading
to the proof of Kepler’s conjecture (Hilbert’s 18th problem) which also implicitly proves ΣA1 classifications.
Classical results on computing spectra: Due to the vast literature on spectral computation, we can only
cite a small subset here that are related to this paper. The ideas of using computational and algorithmic
approaches to obtain spectral information date back to leading physicists and mathematicians such as H.
Goldstine [68], T. Kato [78], F. Murray [68], E. Schro¨dinger [94], J. Schwinger [95] and J. von Neumann
[68]. Schwinger introduced finite-dimensional approximations to quantum systems in infinite-dimensional
spaces that allow for spectral computations. An interesting observation is that Schwinger’s ideas were already
present in the work of H. Weyl [112]. The work by H. Goldstine, F. Murray and J. von Neumann [68]
was one of the first to establish rigorous convergence results, and their work yields ∆A1 classification for
certain self-adjoint finite-dimensional problems. In [52] T. Digernes, V. S. Varadarajan and S. R. S. Varadhan
proved convergence of spectra of Schwinger’s finite-dimensional discretisation matrices for a specific class of
Schro¨dinger operators with certain types of potential, which yields a ∆A2 classification in the SCI hierarchy.
The finite-section method, which has been intensely studied for spectral computation, and has often been
viewed in connection with Toeplitz theory, is very similar to Schwinger’s idea of approximating in a finite-
dimensional subspace. The reader may want to consult the pioneering work by A. Bo¨ttcher [21, 22] and
A. Bo¨ttcher & B. Silberman [26, 27]. W. Arveson [1–5] and N. Brown [28–30] pioneered the combination
of spectral computation and the C∗-algebra literature (which dates back to the work of A. Bo¨ttcher & B.
Silberman [25]), both for the general spectral computation problem as well as for Schro¨dinger operators. See
also the work by N. Brown, K. Dykema, and D. Shlyakhtenko [31], where variants of finite section analysis
are implicitly used. Arveson also considered spectral computation in terms of densities, which is related to
Szego¨’s work [105] on finite section approximations. Similar results are also obtained by A. Laptev and Y.
Safarov [79]. Typically, when applied to appropriate subclasses of operators, finite section approaches yield
∆A2 classification results. There are also other approaches based on the infinite QR algorithm in connection
with Toda flows with infinitely many variables pioneered by P. Deift, L. C. Li, and C. Tomei [51]. See also
the work by P. Deift, J. Demmel, C. Li, and C. Tomei [50]. E. B. Davies considered second order spectra
methods [47,49], and E. Shargorodsky [97] demonstrated how second order spectra methods [47] will never
recover the whole spectrum.
Recent results on computing spectra: There are many recent directions in computational spectral theory
that are related to our work.
(i) Infinite-dimensional numerical linear algebra: S. Olver, A.Townsend and M. Webb have provided
a foundational and practical framework for infinite-dimensional numerical linear algebra and foun-
dational results on computations with infinite data structures [87–90, 110]. This includes efficient
codes as well as theoretical results. The infinite-dimensional QL and QR algorithms, inspired by the
work of Deift et. al. [50,51] mentioned above, are important parts of this program that yield classifi-
cations in the SCI hierarchy of computing extreme elements in the spectrum, see also [43,72] for the
infinite-dimensional QR algorithm. The recent work of M. Webb and S. Olver [110] on computing
spectra of Jacobi operators is also formulated in the SCI hierarchy.
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(ii) Finite section approaches: In the cases where the finite section method works, it will typically
yield ∆A2 classifications in the SCI hierarchy, and occasionally ∆
A
1 classifications, see for example
the work by A. Bo¨ttcher, H. Brunner, A. Iserles & S. Nørsett [23], A. Bo¨ttcher, S. Grudsky & A.
Iserles [24], H. Brunner, A. Iserles & S. Nørsett [32, 33], M. Marletta [82] and M. Marletta & R.
Scheichl [83]. The latter papers also discuss the failure of the finite section approach for certain
classes of operators, see also [72, 73].
(ii) Resonances: We would like to mention the recent work by M. Zworski [115, 116] on computing
resonances that can be viewed in terms of the SCI hierarchy. In particular, the computational ap-
proach [116] is based on expressing the resonances as limits of non-self-adjoint spectral problems,
and hence the SCI hierarchy is inevitable, see also [101]. The recent work of J. Ben-Artzi, M.
Marletta & F. Ro¨sler [9] on computing resonances is also formulated in terms of the SCI hierarchy.
(ii) Computer-assisted proofs: We have already mentioned the results by C. Fefferman and L. Seco
[56–64] on computer-assisted proofs proving classification results in the SCI hierarchy. However,
recent results using computer-assisted proofs in spectral theory also include the work of M. Brown,
M. Langer, M. Marletta, C. Tretter, & M. Wagenhofer [81] and S. Bo¨gli, M. Brown, M. Marletta, C.
Tretter & M. Wagenhofer [19].
5. MATHEMATICAL PRELIMINARIES
In this section, we formally define the SCI hierarchy. We have already presented the definition of a
computational problem {Ξ,Ω,M,Λ}. The goal is to find algorithms that approximate the function Ξ. More
generally, the main pillar of our framework is the concept of a tower of algorithms, which is needed to
describe problems that need several limits in the computation. However, first one needs the definition of a
general algorithm.
Definition 5.1 (General Algorithm). Given a computational problem {Ξ,Ω,M,Λ}, a general algorithm is
a mapping Γ : Ω→M such that for each A ∈ Ω
(i) there exists a (non-empty) finite subset of evaluations ΛΓ(A) ⊂ Λ,
(ii) the action of Γ on A only depends on {Af}f∈ΛΓ(A) where Af := f(A),
(iii) for every B ∈ Ω such that Bf = Af for every f ∈ ΛΓ(A), it holds that ΛΓ(B) = ΛΓ(A).
Note that the definition of a general algorithm is more general than the definition of a Turing machine
[109] or a Blum–Shub–Smale (BSS) machine [14]. A general algorithm has no restrictions on the operations
allowed. The only restriction is that it can only take a finite amount of information, though it is allowed to
adaptively choose the finite amount of information it reads depending on the input. Condition (iii) ensures
that the algorithm consistently reads the information. With a definition of a general algorithm, we can define
the concept of towers of algorithms.
Definition 5.2 (Tower of Algorithms). Given a computational problem {Ξ,Ω,M,Λ}, a tower of algorithms
of height k for {Ξ,Ω,M,Λ} is a family of sequences of functions
Γnk : Ω→M, Γnk,nk−1 : Ω→M, . . . , Γnk,...,n1 : Ω→M,
where nk, . . . , n1 ∈ N and the functions Γnk,...,n1 at the lowest level of the tower are general algorithms in
the sense of Definition 5.1. Moreover, for every A ∈ Ω,
Ξ(A) = lim
nk→∞
Γnk(A), Γnk,...,nj+1(A) = limnj→∞
Γnk,...,nj (A) j = k − 1, . . . , 1.
In addition to a general tower of algorithms (defined above), we will focus on arithmetic towers.
Definition 5.3 (Arithmetic Tower). Given a computational problem {Ξ,Ω,M,Λ}, where Λ is countable, we
define the following: An arithmetic tower of algorithms of height k for {Ξ,Ω,M,Λ} is a tower of algorithms
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where the lowest functions Γ = Γnk,...,n1 : Ω → M satisfy the following: For each A ∈ Ω the mapping
(nk, . . . , n1) 7→ Γnk,...,n1(A) = Γnk,...,n1({Af}f∈Λ) is recursive, and Γnk,...,n1(A) is a finite string of
complex numbers that can be identified with an element inM. For arithmetic towers we let α = A
Remark 5.4. By recursive we mean the following. If f(A) ∈ Q (or Q + iQ) for all f ∈ Λ, A ∈ Ω, and Λ
is countable, then Γnk,...,n1({Af}f∈Λ) can be executed by a Turing machine [109], that takes (nk, . . . , n1)
as input, and that has an oracle tape consisting of {Af}f∈Λ. If f(A) ∈ R (or C) for all f ∈ Λ, then
Γnk,...,n1({Af}f∈Λ) can be executed by a BSS machine [14] that takes (nk, . . . , n1), as input, and that has
an oracle that can access any Af for f ∈ Λ.
Given the definitions above we can now define the key concept, namely, the Solvability Complexity Index:
Definition 5.5 (Solvability Complexity Index). A computational problem {Ξ,Ω,M,Λ} is said to have Solv-
ability Complexity Index SCI(Ξ,Ω,M,Λ)α = k, with respect to a tower of algorithms of type α, if k is the
smallest integer for which there exists a tower of algorithms of type α of height k. If no such tower exists then
SCI(Ξ,Ω,M,Λ)α = ∞. If there exists a tower {Γn}n∈N of type α and height one such that Ξ = Γn1 for
some n1 < ∞, then we define SCI(Ξ,Ω,M,Λ)α = 0. The type α may be General, or Arithmetic, denoted
respectively G and A. We may sometimes write SCI(Ξ,Ω)α to simplify notation whenM and Λ are obvious.
We will let SCI(Ξ,Ω)A and SCI(Ξ,Ω)G denote the SCI with respect to an arithmetic tower and a general
tower, respectively. Note that a general tower means just a tower of algorithms as in Definition 5.2, where
there are no restrictions on the mathematical operations. Thus, clearly SCI(Ξ,Ω)A ≥ SCI(Ξ,Ω)G. The
definition of the SCI immediately induces the SCI hierarchy:
Definition 5.6 (The Solvability Complexity Index Hierarchy). Consider a collection C of computational
problems and let T be the collection of all towers of algorithms of type α for the computational problems in
C. Define
∆α0 := {{Ξ,Ω} ∈ C | SCI(Ξ,Ω)α = 0}
∆αm+1 := {{Ξ,Ω} ∈ C | SCI(Ξ,Ω)α ≤ m}, m ∈ N,
as well as
∆α1 := {{Ξ,Ω} ∈ C | ∃ {Γn}n∈N ∈ T s.t. ∀A d(Γn(A),Ξ(A)) ≤ 2−n}.
When there is additional structure on the metric space, such as in the spectral case when one considers
the Attouch–Wets or the Hausdorff metric, one can extend the SCI hierarchy.
Definition 5.7 (The SCI Hierarchy (Attouch–Wets/Hausdorff metric)). Given the set-up in Definition 5.6,
and suppose in addition that (M, d) has the Attouch–Wets or the Hausdorff metric induced by another metric
space (M′, d′), define, for m ∈ N,
Σα0 = Π
α
0 = ∆
α
0 ,
Σα1 = {{Ξ,Ω} ∈ ∆α2 | ∃ {Γn} ∈ T , {Xn(A)} ⊂ M s.t. Γn(A) ⊂M′Xn(A),
lim
n→∞Γn(A) = Ξ(A), d(Xn(A),Ξ(A)) ≤ 2
−n ∀A ∈ Ω},
Πα1 = {{Ξ,Ω} ∈ ∆α2 | ∃ {Γn} ∈ T , {Xn(A)} ⊂ M s.t. Ξ(A) ⊂M′Xn(A),
lim
n→∞Γn(A) = Ξ(A), d(Xn(A),Γn(A)) ≤ 2
−n ∀A ∈ Ω},
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where ⊂M′ means inclusion in the metric space M′, and {Xn(A)} is a sequence where Xn(A) ∈ M
depends on A. Moreover,
Σαm+1 = {{Ξ,Ω} ∈ ∆αm+2 | ∃ {Γnm+1,...,n1} ∈ T , {Xnm+1(A)} ⊂ M s.t. Γnm+1(A) ⊂M′Xnm+1(A),
lim
nm+1→∞
Γnm+1(A) = Ξ(A), d(Xnm+1(A),Ξ(A)) ≤ 2−nm+1 ∀A ∈ Ω},
Παm+1 = {{Ξ,Ω} ∈ ∆αm+2 | ∃ {Γnm+1,...,n1} ∈ T , {Xnm+1(A)} ⊂ M s.t. Ξ(A) ⊂M′Xnm+1(A),
lim
nm+1→∞
Γnm+1(A) = Ξ(A), d(Xnm+1(A),Γnm+1(A)) ≤ 2−nm+1 ∀A ∈ Ω},
where d can be either dH or dAW.
Note that to build a Σ1 algorithm, it is enough by taking subsequences of n to construct Γn(A) such that
Γn(A) ⊂ NEn(A)(Ξ(A)) with some computable En(A) that converges to zero. The same extension can
be applied to the real line with the usual metric, or {0, 1} with the discrete metric (where we interpret 1 as
“Yes”).
Definition 5.8 (The SCI Hierarchy (totally ordered set)). Given the set-up in Definition 5.6 and suppose in
addition thatM is a totally ordered set. Define
Σα0 = Π
α
0 = ∆
α
0 ,
Σα1 = {{Ξ,Ω} ∈ ∆α2 | ∃ {Γn} ∈ T s.t. Γn(A)↗ Ξ(A) ∀A ∈ Ω},
Πα1 = {{Ξ,Ω} ∈ ∆α2 | ∃ {Γn} ∈ T s.t. Γn(A)↘ Ξ(A) ∀A ∈ Ω},
where↗ and↘ denotes convergence from below and above respectively, as well as, for m ∈ N,
Σαm+1 = {{Ξ,Ω} ∈ ∆αm+2 | ∃ {Γnm+1,...,n1} ∈ T s.t. Γnm+1(A)↗ Ξ(A) ∀A ∈ Ω},
Παm+1 = {{Ξ,Ω} ∈ ∆αm+2 | ∃ {Γnm+1,...,n1} ∈ T s.t. Γnm+1(A)↘ Ξ(A) ∀A ∈ Ω}.
Remark 5.9 (∆α1 ( Σα1 ( ∆α2 ). Note that the inclusions are strict. For example, if ΩK consists of the set of
compact infinite matrices acting on l2(N) and Ξ(A) = Sp(A) (the spectrum of A) then {Ξ,ΩK} ∈ ∆α2 but
not in Σα1 ∪Πα1 for α representing either towers of arithmetical or general type (see [8] for a proof). Moreover,
as was demonstrated in [44], if Ω˜ is the set of discrete Schro¨dinger operators on l2(Z), then {Ξ,Ω} ∈ Σα1
but not in ∆α1 .
Suppose we are given a computational problem {Ξ,Ω,M,Λ}, and that Λ = {fj}j∈β , where β is some
index set that can be finite or infinite. However, obtaining fj may be a computational task on its own, which
is exactly the problem in most areas of computational mathematics. In particular, for A ∈ Ω, fj(A) could be
the number e
pi
j i for example. Hence, we cannot access fj(A), but rather fj,n(A) where fj,n(A) → fj(A)
as n → ∞. Or, just as for problems that are high up in the SCI hierarchy, it could be that we need several
limits, in particular one may need mappings fj,nm,...,n1 : Ω→ D+ iD, where D denotes the dyadic rational
numbers, such that
(5.1) lim
nm→∞
. . . lim
n1→∞
‖{fj,nm,...,n1(A)}j∈β − {fj(A)}j∈β‖∞ = 0 ∀A ∈ Ω.
In particular, we may view the problem of obtaining fj(A) as a problem in the SCI hierarchy, where ∆1
classification would correspond to the existence of mappings fj,n : Ω→ D+ iD such that
(5.2) ‖{fj,n(A)}j∈β − {fj(A)}j∈β‖∞ ≤ 2−n ∀A ∈ Ω.
This idea is formalised in the following definition.
Definition 5.10 (∆m-information). Let {Ξ,Ω,M,Λ} be a computational problem. For m ∈ N we say
that Λ has ∆m+1-information if each fj ∈ Λ is not available, however, there are mappings fj,nm,...,n1 :
Ω → D + iD such that (5.1) holds. Similarly, for m = 0 there are mappings fj,n : Ω → D + iD such
that (5.2) holds. Finally, if k ∈ N and Λˆ is a collection of such functions described above such that Λ has
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∆k-information, we say that Λˆ provides ∆k-information for Λ. Moreover, we denote the family of all such
Λˆ by Lk(Λ).
Note that we want to have algorithms that can handle all computational problems {Ξ,Ω,M, Λˆ} when
Λˆ ∈ Lm(Λ). In order to formalise this, we define what we mean by a computational problem with ∆m-
information.
Definition 5.11 (Computational problem with ∆m-information). Given m ∈ N, a computational problem
where Λ has ∆m-information is denoted by {Ξ,Ω,M,Λ}∆m := {Ξ˜, Ω˜,M, Λ˜}, where
Ω˜ =
{
A˜ = {fj,nm,...,n1(A)}j,nm,...,n1∈β×Nm |A ∈ Ω, {fj}j∈β = Λ, fj,nm,...,n1 satisfy (*)
}
,
and (*) denotes (5.1) if m > 1 and (*) denotes (5.2) if m = 1. Moreover, Ξ˜(A˜) = Ξ(A), and we have
Λ˜ = {f˜j,nm,...,n1}j,nm,...,n1∈β×Nm where f˜j,nm,...,n1(A˜) = fj,nm,...,n1(A). Note that Ξ˜ is well-defined by
Definition 2.1 of a computational problem.
The SCI and the SCI hierarchy, given ∆m-information, is then defined in the standard obvious way. We
will use the notation {Ξ,Ω,M,Λ}∆m ∈ ∆αk to denote that the computational problem is in ∆αk given
∆m-information. WhenM and Λ are obvious then we will write {Ξ,Ω}∆m ∈ ∆αk for short.
Remark 5.12 (Classifications in this paper). For the problems considered in this paper, the SCI classifi-
cations do not change if we consider arithmetic towers with ∆1-information. This is easy to see through
Church’s thesis and analysis of the stability of our algorithms. For example, we have been careful to restrict
all relevant operations toQ rather thanR and errors incurred from ∆1-information can be removed in the first
limit. Explicitly, for the algorithms based on DistSpec (see Appendix A) it is possible to carry out an error
analysis. We can also bound numerical errors (e.g. using interval arithmetic) and incorporate this uncertainty
for the estimation of ‖R(z,A)‖−1 and still gain the same classification of our problems. Similarly, for other
algorithms based on similar functions. In other words, it does not matter which model of computation one
uses for a definition of ‘algorithm’, from a classification point of view they are equivalent for these spectral
problems. This leads to rigorous Σαk or Π
α
k type error control suitable for verifiable numerics. In particular,
for Σα1 or Π
α
1 towers of algorithms, this could be useful for computer-assisted proofs.
6. PROOFS OF THEOREMS ON UNBOUNDED OPERATORS ON GRAPHS
We will now prove the theorems in §3.2, whose proofs will be used when proving the results of §3.1. The
following argument shows that it is sufficient to consider the l2(N) case. Given the graph G and enumeration
v1, v2, ... of the vertices, consider the induced isomorphism l2(V (G)) ∼= l2(N). This induces a corresponding
operator on l2(N), where the functions α now become matrix values. For the lower bounds, we can consider
diagonal operators in ΩG (that is, α(v, w) = 0 if v 6= w) with the trivial choice of S(n) = n. Hence
lower bounds for ΩD translate to lower bounds for ΩG and ΩGg . For the upper bounds, the construction
of algorithms for l2(N) will make clear that given the above isomorphism, we can compute a dispersion
bounding function f for the induced operator on l2(N) simply by taking f(n) = S(n). This has Df,n(A) =
0. Note that any of the functions in Λ for the relevant class of operators on l2(N) can be computed via the
above isomorphism using functions in Λ for the relevant class of operators on l2(V (G)). For instance, to
evaluate matrix elements, we use α(vi, vj).
There is a useful characterisation of the Attouch–Wets topology. For any closed non-empty sets C and
Cn, the convergence dAW(Cn, C)→ 0 holds if and only if dK(Cn, C)→ 0 for any compact K ⊂ C where
dK(C1, C2) = max
{
sup
a∈C1∩K
dist(a,C2), sup
b∈C2∩K
dist(b, C1)
}
,
with the convention that the supremum over the empty set is 0. This occurs if and only if for any δ > 0 and
K, there exists N such that if n > N then Cn ∩K ⊂ C +Bδ(0) and C ∩K ⊂ Cn +Bδ(0). Furthermore,
FOUNDATIONS OF SPECTRAL COMPUTATIONS 19
it is enough to consider K of the form Bm(0), the closed ball of radius m about the origin for m ∈ N, for m
large. Throughout this section we take our metric space (M, d) to be (Cl(C), dAW).
Remark 6.1 (A note on the empty set). There is a slight subtlety regarding the empty set. It could be the case
that the output of our algorithm is the empty set and hence Γn(A) does not map to the required metric space.
However, the proofs will make clear that for large n, Γn(A) is non-empty and we gain convergence. By
successively computing Γn(A) and outputting Γm(n)(A), where m(n) ≥ n is minimal with Γm(n)(A) 6= ∅,
we see that this does not matter for the classification, but the algorithm in this case is adaptive.
The following lemma is a useful criterion for determining ΣA1 error control in the Attouch–Wets topology
and will be used in the proofs without further comment.
Lemma 6.2. Suppose that Ξ : Ω→ (Cl(C), dAW) is a problem function and Γn is a sequence of arithmetic
algorithms with each output a finite set such that
lim
n→∞ dAW(Γn(A),Ξ(A)) = 0, ∀A ∈ Ω.
Suppose also that there is a function En provided by Γn (and defined over the output of Γn), such that
lim
n→∞ supz∈Γn(A)∩Bm(0)
En(z) = 0
for all m ∈ N and such that
dist(z,Ξ(A)) ≤ En(z), ∀z ∈ Γn(A).
Then:
(1) For each m ∈ N and given Γn(A), we can compute in finitely many arithmetic operations and
comparisons a sequence of non-negative numbers amn → 0 (as n→∞) such that
Γn(A) ∩Bm(0) ⊂ Ξ(A) +Bamn (0).
(2) Given Γn(A), we can compute in finitely many arithmetic operations and comparisons a sequence of
non-negative numbers bn → 0 such that Γn(A) ⊂ An for someAn ∈ Cl(C) with dAW(An,Ξ(A)) ≤
bn.
Hence we can convert Γn to a ΣA1 tower using the sequence {bn} by taking subsequences if necessary.
Proof. For the proof of (1), we may take amn = sup {En(z) : z ∈ Γn(A) ∩Bm(0)} and the result follows.
Note that we need Γn(A) to be finite to be able to compute this number with finitely many arithmetic
operations and comparisons. We next show (2) by defining
Amn =
(
(Ξ(A) +Bamn (0)) ∩Bm(0)
) ∪ (Γn(A) ∩ {z : |z| ≥ m}).
It is clear that Γn(A) ⊂ Amn and given Γn(A) we can easily compute a lower bound m1 such that Ξ(A) ∩
Bm1(0) 6= ∅. Compute this from Γ1(A) and then fix it. Suppose that m ≥ 4m1, and suppose that |z| <
bm/4c. Then the points in Amn and Ξ(A) nearest to z must lie in Bm(0) and hence
dist(z,Amn ) ≤ dist(z,Ξ(A)), dist(z,Ξ(A)) ≤ dist(z,Amn ) + amn .
It follows that
dAW(A
m
n ,Ξ(A)) ≤ amn + 2−bm/4c.
We now choose a sequence m(n) such that setting An = A
m(n)
n and bn = a
m(n)
n + 2−bm(n)/4c proves the
result. Clearly it is enough to ensure that bn is null. If n < 4m1 then set m(n) = 4m1, otherwise consider
4m1 ≤ k ≤ n. If such a k exists with akn ≤ 2−k then letm(n) be the maximal such k and finally if no such k
exists then set m(n) = 4m1. For a fixed m, amn → 0 as n→∞. It follows that for large n, am(n)n ≤ 2−m(n)
and that m(n)→∞. 
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Remark 6.3. We will only consider algorithms where the output of Γn(A) is at most finite for each n. Hence
the above restriction does not matter in what follows.
In order to build our algorithms, we will need to characterise the reciprocal of resolvent norm in terms of
the injection modulus. For A ∈ C(l2(N)) define the injection modulus as
(6.1) σ1(A) = inf{‖Ax‖ : x ∈ D(A), ‖x‖ = 1},
and define the function
γ(z,A) = min{σ1(A− zI), σ1(A∗ − z¯I)}.
Lemma 6.4. For A ∈ C(l2(N)), γ(z,A) = 1/ ‖R(z,A)‖, where R(z,A) denotes the resolvent (A− zI)−1
and we adopt the convention that 1/ ‖R(z,A)‖ = 0 if z ∈ Sp(A).
Proof. We deal with the case z /∈ Sp(A) first, where we prove σ(A − zI) = σ(A∗ − z¯I) = 1/ ‖R(z,A)‖.
We show this for σ1(A − zI) and the other case is similar using the fact that R(z,A)∗ = R(z,A∗) and
‖R(z,A)‖ = ‖R(z,A)∗‖. Let x ∈ D(A) with ‖x‖ = 1 then
1 = ‖R(z,A)(A− zI)x‖ ≤ ‖R(z,A)‖ ‖(A− zI)x‖
and hence upon taking infinum, σ1(A−zI) ≥ 1/ ‖R(z,A)‖. Conversely, let xn ∈ l2(N) such that ‖xn‖ = 1
and ‖R(z,A)xn‖ → ‖R(z,A)‖. It follows that
1 = ‖(A− zI)R(z,A)xn‖ ≥ σ1(A− zI) ‖R(z,A)xn‖ .
Letting n→∞ we get σ1(A− zI) ≤ 1/ ‖R(z,A)‖.
Now suppose that z ∈ Sp(A). If at least one of A − zI or A∗ − z¯I is not injective on their respective
domain then we are done, so assume both are one to one. Suppose also that σ1(A − zI), σ1(A∗ − z¯I) >
0 otherwise we are done. It follows that R(A − zI) is dense in l2(N) by injectivity of A∗ − z¯I since
R(A−zI)⊥ = N(A∗− z¯I). It follows that we can define (A−zI)−1, bounded on the dense setR(A−zI).
We can extend this inverse to a bounded operator on the whole of l2(N). Closedness of A now implies that
(A − zI)(A − zI)−1 = I . Clearly (A − zI)−1(A − zI)x = x for all x ∈ D(A). Hence, (A − zI)−1 =
R(z,A) ∈ B(l2(N)) so that z /∈ Sp(A), a contradiction. 
Suppose we have a sequence of functions γn(z,A) that converge uniformly to γ(z,A) on compact subsets
of C. Define the grid
(6.2) Grid(n) =
1
n
(Z+ iZ) ∩Bn(0).
For an strictly increasing continuous function g : R≥0 → R≥0, with g(0) = 0 and diverging at infinity, for
n ∈ N and y ∈ R≥0 define
(6.3) CompInvg(n, y, g) = min{k/n : k ∈ N, g(k/n) > y}.
Note that CompInvg(n, y, g) can be computed from finitely many evaluations of the function g. We now
build the algorithm converging to the spectrum step by step using the functions in (3.10). For each z ∈
Grid(n), let
Υn,z = BCompInvg(n,γn(z,A),gd|z|e)(z) ∩ Grid(n).
If γn(z,A) >
(
|z|2 + 1
)−1
then set Mz = ∅, otherwise set
Mz = {w ∈ Υn,z : γn(w,A) = min
v∈Υn,z
γn(v,A)}.
Finally define Γn(A) = ∪z∈Grid(n)Mz . It is clear that if γn(z,A) can be computed in finitely many arith-
metic operations and comparisons from the relevant functions in Λ for each problem, then this defines an
arithmetic algorithm. IfA ∈ C(l2(N)) with non-empty spectrum then there exists z ∈ Bm(0) with γ(z,A) ≤
(m2 +1)−1/2 and, for large n, zn ∈ Grid(n) sufficiently close to z with γ(zn, A) ≤ (|zn|2 +1)−1. Hence,
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by computing successive Γn(A), we can assume that Γn(A) 6= ∅ without loss of generality (see Remark
6.1).
Proposition 6.5. Suppose A ∈ C(l2(N)) with non-empty spectrum and we have a function γn(z,A) that
converges uniformly to γ(z,A) on compact subsets of C. Suppose also that (3.10) holds, namely
gm(dist(z,Sp(A))) ≤ ‖R(z,A)‖−1 , ∀z ∈ Bm(0).
Then Γn(A) converges in the Attouch–Wets topology to Sp(A) (assuming Γn(A) 6= ∅ without loss of gener-
ality).
Proof. We use the characterisation of the Attouch–Wets topology. Suppose that m ∈ N is large such that
Bm(0) ∩ Sp(A) 6= ∅. We must show that given δ > 0, there exists N such that if n > N then Γn(A) ∩
Bm(0) ⊂ Sp(A) +Bδ(0) and Sp(A) ∩ Bm(0) ⊂ Γn(A) +Bδ(0). Throughout the rest of the proof we fix
such an m. Let n = ‖γn(·, A)− γ(·, A)‖∞,Bm+1(0), where the notation means the supremum norm over
the set Bm+1(0).
We deal with the second inclusion first. Suppose that z ∈ Sp(A) ∩ Bm(0), then there exists some
w ∈ Grid(n) such that |w − z| ≤ 1/n. It follows that
γn(w,A) ≤ γ(w,A) + n ≤ dist(w,Sp(A)) + n ≤ n + 1/n.
By choosing n large, we can ensure that n < (2m2 +2)−1 and that 1/n ≤ (2m2 +2)−1 so that γn(w,A) <
(|w|2 + 1)−1. It follows that Mw is non-empty. If y ∈Mw then
|y − z| ≤ |w − z|+ |y − w| ≤ 1/n+ 1/n+ g−1dwe(γn(w,A)).
But the gk’s are non-increasing in k, strictly increasing continuous functions with gk(0) = 0. Since
γn(w,A) ≤ n + 1/n, it follows that
(6.4) |y − z| ≤ 2/n+ g−1m+1(n + 1/n).
There exists N1 such that if n ≥ N1 then (6.4) holds and 2/n + g−1m+1(n + 1/n) ≤ δ and this gives the
second inclusion.
For the first inclusion, suppose for a contradiction that this is false. Then there exists nj →∞, δ > 0 and
znj ∈ Γnj (A)∩Bm(0) such that dist(znj ,Sp(A)) ≥ δ. Then znj ∈Mwnj for some wnj ∈ Grid(nj). Let
I(j) = BCompInvg(nj ,γnj (wnj ,A),gd|wnj |e)
(wnj ) ∩ Grid(nj),
the set that we compute minima of γnj over. Let ynj ∈ Sp(A) be of minimal distance to wnj (such a
ynj exists since the spectrum restricted to any compact ball is compact). It follows that
∣∣ynj − wnj ∣∣ ≤
g−1d|wnj |e(γ(wnj , A)). A simple geometrical argument (which also works when we restrict everything to the
real line for self-adjoint operators), shows that there must be a vnj in I(j) so that∣∣vnj − ynj ∣∣ ≤ 4nj + g−1d|wnj |e(γ(wnj , A))− g−1d|wnj |e(γnj (wnj , A)).
Since znj minimises γnj over I(j) and Mwnj is non-empty, it follows that
γ(znj , A) ≤ γnj (znj , A) + nj ≤ min
{
1∣∣wnj ∣∣2 + 1 , γnj (vnj , A)
}
+ nj .
This implies that
(6.5) δ ≤ dist(znj ,Sp(A)) ≤ g−1m
(
min
{
1∣∣wnj ∣∣2 + 1 , γnj (vnj , A)
}
+ nj
)
,
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where we recall that g−1m is continuous. It follows that the wnj must be bounded and hence so are the vnj .
Due to the local uniform convergence of γn to γ, it follows that
4
nj
+ g−1d|wnj |e(γ(wnj , A))− g
−1
d|wnj |e(γnj (wnj , A))→ 0, as nj →∞.
But then
γ(vnj , A) ≤ dist(vnj ,Sp(A)) ≤
∣∣vnj − ynj ∣∣→ 0.
Again the local uniform convergence implies that γnj (vnj , A) → 0, which contradicts (6.5) and completes
the proof. 
Next, given such a sequence γn, we would like to provide an algorithm for computing the pseudospectrum.
However, care must be taken in the unbounded case since the resolvent norm can be constant on open subsets
of C [96]. Simply taking Grid(n)∩ {z : γn(z,A) ≤ } is not guaranteed to converge, as can be seen in the
case that γn is identically γ and A is such that the level set {‖R(z,A)‖−1 = } has non-empty interior. To
get around this, we will need an extra assumption on the functions γn.
Lemma 6.6. Suppose A ∈ C(l2(N)) with non-empty spectrum and let  > 0. Suppose we have a sequence
of functions γn(z,A) that converge uniformly to ‖R(z,A)‖−1 on compact subsets of C. Set
Γn(A) = Grid(n) ∩ {z : γn(z,A) < }.
For large n, Γn(A) 6= ∅ so we can assume this without loss of generality. Suppose also ∃N ∈ N (pos-
sibly dependent on A but independent of z) such that if n ≥ N then γn(z,A) ≥ ‖R(z,A)‖−1. Then
dAW(Γ

n(A),Sp(A))→ 0 as n→∞.
Proof. Since the pseudospectrum is non-empty, for large n, Γn(A) 6= ∅ so by our usual argument of comput-
ing successive Γn (see Remark 6.1) we may assume that this holds for all nwithout loss of generality. We use
the characterisation of the Attouch–Wets topology. Suppose that m is large such that Bm(0) ∩ Sp(A) 6= ∅.
∃N ∈ N such that if n ≥ N then γn(z,A) ≥ ‖R(z,A)‖−1 and hence Γn(A)∩Bm(0) ⊂ Sp(A). Hence we
must show that given δ > 0, there exists N1 such that if n > N1 then Sp(A) ∩ Bm(0) ⊂ Γn(A) +Bδ(0).
Suppose for a contradiction that this were false. Then there exists znj ∈ Sp(A)∩Bm(0), δ > 0 and nj →∞
such that dist(znj ,Γ

nj (A)) ≥ δ. Without loss of generality, we can assume that znj → z ∈ Sp(A)∩Bm(0).
There exists some w with ‖R(w,A)‖−1 <  and |z − w| ≤ δ/2. Assuming nj > m + δ, there exists
ynj ∈ Grid(nj) with
∣∣ynj − w∣∣ ≤ 1/nj . It follows that
γnj (ynj , A) ≤
∣∣γnj (ynj , A)− γ(ynj , A)∣∣+ ∣∣γ(w,A)− γ(ynj , A)∣∣+ ‖R(w,A)‖−1 .
But γ is continuous and γnj converges uniformly to γ on compact subsets. Hence for large nj , it follows
that γnj (ynj , A) <  so that ynj ∈ Γnj (A). But
∣∣ynj − z∣∣ ≤ |z − w|+ ∣∣ynj − w∣∣ ≤ δ/2 + 1/nj , which is
smaller than δ for large nj . This gives the required contradiction. 
Now suppose that A ∈ Ωˆ and let Df,n(A) ≤ cn. The following shows that we can construct the required
sequence γn(z,A), each function output requiring finitely many arithmetic operations and comparisons of
the corresponding input information.
Theorem 6.7. Let A ∈ Ωˆ and define the function
γ˜n(z,A) = min{σ1(Pf(n)(A− zI)|Pn(l2(N))), σ1(Pf(n)(A∗ − z¯I)|Pn(l2(N)))}.
We can compute γ˜n up to precision 1/n using finitely many arithmetic operations and comparisons. We call
this approximation γˆn and set
γn(z,A) = γˆn(z,A) + cn + 1/n.
Then γn(z,A) converges uniformly to γ(z,A) on compact subsets of C and γn(z,A) ≥ γ(z,A).
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Proof. We will first prove that σ1((A − zI)|Pn(l2(N))) ↓ σ1(A − zI) as n → ∞. It is trivial that σ1((A −
zI)|Pn(l2(N))) ≥ σ1(A− zI) and that σ1((A− zI)|Pn(l2(N))) is non-increasing in n. Using Lemma 6.4, let
 > 0 and x ∈ D(A) such that ‖x‖ = 1 and ‖(A− zI)x‖ ≤ σ1(A − zI) + . Since span{en : n ∈ N}
forms a core of A, APnjxnj → Ax and Pnjxnj → x for some nj →∞ and some sequence of vectors xnj
that we can assume have norm 1. It follows that for large nj
σ1((A− zI)|Pnj (l2(N))) ≤
∥∥(A− zI)Pnjxnj∥∥∥∥Pnjxnj∥∥ → ‖(A− zI)x‖ ≤ σ1(A− zI) + .
Since  > 0 was arbitrary, this shows the convergence of σ1((A − zI)|Pn(l2(N))). The fact that span{en :
n ∈ N} forms a core of A∗ can also be used to show that σ1((A− zI)∗|Pn(l2(N))) ↓ σ1(A∗ − zI).
Next we will use the assumption of bounded dispersion. For any bounded operators B,C, it holds that
|σ1(A)− σ1(B)| ≤ ‖A−B‖ . The definition of bounded dispersion now implies that∣∣γ˜n(z,A)−min{σ1((A− zI)|Pn(l2(N))), σ1((A− zI)∗|Pn(l2(N)))}∣∣ ≤ cn.
The monotone convergence of min{σ1((A− zI)|Pn(l2(N))), σ1((A− zI)∗|Pn(l2(N)))}, together with Dini’s
theorem, imply that γ˜n(z,A) converges uniformly to the continuous function γ(z,A) on compact subsets of
C with γ˜n(z,A) + cn ≥ γ(z,A).
The proof will be complete if we can show that we can compute γ˜n(z,A) to precision 1/n using finitely
many arithmetic operations and comparisons. To do this, consider the matrices
Bn(z) = Pn(A− zI)∗Pf(n)(A− zI)Pn, Cn(z) = Pn(A− zI)Pf(n)(A− zI)∗Pn.
By an interval search routine and Lemma 6.8 below, we can determine the smallest l ∈ N such that at least
one of Bn(z) − (l/n)2I or Cn(z) − (l/n)2I has a negative eigenvalue. We then output l/n to get the 1/n
bound. 
Recall that every finite Hermitian matrix B (not necessarily positive definite) has a decomposition
PBPT = LDL∗,
where L is lower triangular with 1’s along its diagonal, D is block diagonal with block sizes 1 or 2 and P
is a permutation matrix. Furthermore, this decomposition can be computed with finitely many arithmetic
operations and comparisons. Throughout, we will assume without loss of generality that P is the identity
matrix.
Lemma 6.8. Let B ∈ Cn be self-adjoint (Hermitian), then we can determine the number of negative eigen-
values of B in finitely many arithmetic operations and comparisons (assuming no round-off errors) on the
matrix entries of B.
Proof. We can compute the decompositionB = LDL∗ in finitely many arithmetical operations and compar-
isons. By Sylvester’s law of inertia (the Hermitian version), D has the same number of negative eigenvalues
as B. It is then clear that we only need to deal with 2× 2 matrices corresponding to the maximum block size
of D. Let λ1, λ2 be the two eigenvalues of such a matrix, then we can determine their sign pattern from the
trace and determinant of the matrix. 
This lemma has a corollary that will be useful in §9.
Corollary 6.9. LetB ∈ Cn be self-adjoint (Hermitian) and list its eigenvalues in increasing order, including
multiplicity, as λ1 ≤ λ2 ≤ ... ≤ λn. In exact arithmetic, given  > 0, we can compute λ1, λ2, ...λn to
precision  using only finitely many arithmetic operations and comparisons.
Proof. Consider A(λ) = B − λI . We will apply Lemma 6.8 to A(λ) for various λ. First by considering the
sequences −1,−2, ... and 1, 2, ... we can find m1 ∈ N such that Sp(B) ⊂ (−m1,m1). Now let m2 ∈ N
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such that 1/m2 <  and let aj be the output of Lemma 6.8 applied to A(j/m2) for −m1m2 ≤ j ≤ m1m2.
Set
λ˜k = min{j : −m1m2 ≤ j ≤ m1m2, aj ≥ k}, k = 1, ..., n.
If λk ∈ [j/m2, (j + 1)/m2) then λ˜k = (j + 1)/m2 and hence
∣∣∣λ˜k − λk∣∣∣ ≤ 1/m2 < . 
Remark 6.10. Of course, in practice, there are much more computationally efficient ways to numerically
compute eigenvalues or singular values - the above is purely used to show this can be done to any precision
with finitely many arithmetic operations.
Note that by taking successive minima, υn(z,A) = min1≤j≤n γn(z,A), we can obtain a sequence of
functions υn that converge uniformly on compact subsets of C to γ(z,A) monotonically from above. Hence
without loss of generality, we will always assume that γn have this property. We can now prove our main
result.
Proof of Theorem 3.8. By considering bounded diagonal operators, it is straightforward to see that none of
the problems lie in ∆G1 . We first deal with convergence of height one arithmetical towers. For the spectrum,
we use the function γn described in Theorem 6.7 together with Proposition 6.5 and its described algorithm.
For the pseudospectrum, we use the same function γn described in Theorem 6.7 and convergence follows
from using the algorithm in Proposition 6.6.
We are left with proving that our algorithms have ΣA1 error control. For anyA ∈ Ωˆ, the output of the algo-
rithm in Proposition 6.6 is contained in the true pseudospectrum since γn(z,A) ≥ γ(z,A) = ‖R(z,A)‖−1.
Hence we need only show that the algorithm in Proposition 6.5 provides ΣA1 error control for input A ∈ Ωg .
Denote the algorithm by Γn and set
En(z) = CompInvg(n, γn(z,A), g
−1
d|z|e)
on Γn(A) and zero on C\Γn(A). Since γn(z,A) ≥ ‖R(z,A)‖−1, the assumptions on {gm} imply that
dist(z,Sp(A)) ≤ En(z), ∀z ∈ Γn(A).
Suppose for a contradiction that En does not converge uniformly to zero on compact subsets of C. Then
there exists some compact set K, some  > 0, a sequence nj → ∞ and znj ∈ K such that Enj (znj ) ≥ .
It follows that znj ∈ Γnj (A). Without loss of generality, znj → z. By convergence of Γnj (A), z ∈ Sp(A)
and hence γnj (znj , A)→ γ(z,A) = 0. Now choose M large such that K ⊂ BM (0). But then
Enj (znj ) ≤ g−1M (γnj (znj , A)) +
1
nj
→ 0,
the required contradiction. 
Remark 6.11. The above makes it clear that En(z) converges uniformly to the function g−1d|z|e(γ(z,A)) as
n→∞ on compact subsets of C.
Finally, we consider the decision problems Ξ3 and Ξ4.
Proof of Theorem 3.9. It is clearly enough to prove the lower bounds for ΩD × K(C) and the existence of
towers for Ωˆ × K(C). The proof of lower bounds for ΩD × K(C) can also be trivially adapted to the more
restrictive versions of the problem described in the theorem.
Step 1: {Ξ3,ΩD × K(C)} 6∈ ∆G2 . Suppose this were false, and Γn is a height one tower solving the
problem. For every A and n there exists a finite number N(A,n) ∈ N such that the evaluations from
ΛΓn(A) only take the matrix entries Aij = 〈Aej , ei〉 with i, j ≤ N(A,n) into account. Without loss of
generality (by shifting our argument), we assume that K ∩ [0, 1] = {0}. We will consider the operators
Am = diag{1, 1/2, ..., 1/m} ∈ Cm×m, Bm = diag{1, 1, ..., 1} ∈ Cm×m and C = diag{1, 1, ...}. Set
A =
⊕∞
m=1(Bkm ⊕Akm) where we choose an increasing sequence km inductively as follows.
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Set k1 = 1 and suppose that k1, ..., km have been chosen. Sp(Bk1 ⊕ Ak1 ⊕ ... ⊕ Bkm ⊕ Akm ⊕ C) =
{1, 1/2, ..., 1/m} and hence
Ξ3(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕ C) = “No”,
so there exists some nm ≥ m such that if n ≥ nm then
Γn(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕ C) = “No”.
Now let km+1 ≥ max{N(Bk1⊕Ak1⊕...⊕Bkm⊕Akm⊕C, nm), km+1}. By assumption (iii) in Definition
5.1 it follows that ΛΓnm (Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕C) = ΛΓnm (A) and hence by assumption (ii) in
the same definition that Γnm(A) = Γnm(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕C) = “No”. But 0 ∈ Sp(A) and
so must have limn→∞(Γn(A)) = “Yes”, a contradiction.
Step 2: {Ξ4,ΩD} 6∈ ∆G2 . The same proof as step 1, but replacing A by A+ I works in this case.
Step 3: {Ξ3, Ωˆ × K(C)} ∈ ΠA2 . Recall that we can compute, with finitely many arithmetic operations
and comparisons, a function γn that converges monotonically down to ‖R(z,A)‖−1 uniformly on compacts.
Set
Γn2,n1(A) = “Does there exist some z ∈ Kn2 such that γn1(z,A) < 1/2n2?”.
It is clear that this is an arithmetic algorithm since each Kn is finite and that
lim
n1→∞
Γn2,n1(A) = “Does there exist some z ∈ Kn2 such that ‖R(z,A)‖−1 < 1/2n2?” =: Γn2(A).
If K ∩ Sp(A) = ∅, then ‖R(z,A)‖−1 is bounded below on the compact set K and hence for large n2,
Γn2(A) = “No”. However, if z ∈ Sp(A) ∩K then let zn2 ∈ Kn2 minimise the distance to z. Then
‖R(zn2 , A)‖−1 ≤ dist(zn2 ,Sp(A)) < 1/2n2
and hence Γn2(A) = “Yes” for all n2. This also shows the Π
A
2 classification.
Step 4: {Ξ4, Ωˆ×K(C)} ∈ ΠA2 . Set
Γn2,n1(A) = “Does there exist some z ∈ Kn2 such that γn1(z,A) < 1/2n2 + ?”,
then the same argument used in step 3 works in this case. 
6.1. Examples of f used in the computational examples. We end with some examples for the graph case
l2(V (G)). Suppose our enumeration of the vertices obeys the following pattern. The neighbours of v1
(including itself) are S1 = {v1, v2, ..., vq1} for some finite q1. The set of neighbours of these vertices is
S2 = {v1, ..., vq2} for some finite q2 where we continue the enumeration of S1 and this process continues
inductively enumerating Sm.
Example 6.12. Suppose that the bounded operator A can be written as
(6.6) A =
∑
v∼kw
α(v, w) |v〉 〈w|
for some k ∈ N (we write v ∼k w for two vertices v, w ∈ V if there is a path of at most k edges connecting
v and w, that is, A only involves k-th nearest neighbour interactions). Suppose also that the vertex degree of
G is bounded by M . It holds that vn ∈ Sn and {w ∈ V : v ∼k w} ⊂ Sn+k. Inductively |Sm| ≤ (M + 1)m
and hence we may take the upper bound
S(n) = (M + 1)n+k.
Example 6.13. Consider a nearest neighbour operator (k = 1 in (6.6)) on l2(Zd). It holds that |Sm| ∼
O(md) whilst |Sm+1 − Sm| ∼ O(md−1) (by considering radial spheres). It is easy to see that we can
choose a suitable S such that
S(n)− n ∼ O(n d−1d ),
that is, S grows at most linearly.
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7. PROOFS OF THEOREMS ON DIFFERENTIAL OPERATORS
Here we shall prove Theorems 3.3 and 3.5. The constructed algorithms involve technical error estimates
with parameters depending on these estimates. In the construction of the algorithms, our strategy will be
to reduce the problem to one handled by the proofs in §6. In order to do so, we must first select a suitable
basis and then compute matrix values. Recall that our aim is to compute the spectrum and pseudospectrum
from the information given to us regarding the functions ak and a˜k, with the information we can evaluate
made precise by the mappings Ξ1j , Ξ
2
j , Ξ
3
j and Ξ
4
j . We will start by constructing the algorithms used for the
positive results in Theorems 3.3 and 3.5 and then prove the lower bounds.
7.1. Construction of algorithms. We begin with the description for d = 1 and comment how this can easily
be extended to arbitrary dimensions. As an orthonormal basis of L2(R) we choose the Hermite functions
ψm(x) = (2
mm!
√
pi)−1/2e−x
2/2Hm(x),m ∈ Z≥0,
where Hn denotes the n-th (physicists’) Hermite polynomial defined by
Hn(x) = (−1)n exp(x2) d
n
dxn
exp(−x2).
These obey the recurrence relations
ψ′m(x) =
√
m
2
ψm−1(x)−
√
m+ 1
2
ψm+1(x)
xψm(x) =
√
m
2
ψm−1(x) +
√
m+ 1
2
ψm+1(x).
We let CH(R) = span{ψm : m ∈ Z≥0}. Note that since the Hermite functions decay like e−x2/2 (up to
polynomials) and the functions ak and a˜k can only grow polynomially, the formal differential operator T
and its formal adjoint T ∗ make sense as operators from CH(R) to L2(R). The next proposition says that we
can use the chosen basis.
Proposition 7.1. Consider an operator T ∈ Ω. Then CH(R) forms a core of both T and T ∗.
Proof. Let f ∈ CH(R) and choose φ ∈ C∞0 (R) (the space of compactly supported smooth functions)
bounded by 1 such that φ(x) = 1 for all |x| ≤ 1. It is straightforward using the fact that the ak’s are
polynomially bounded to show that
lim
n→∞φ(x/n)f(x) = f(x), limn→∞Tφ(x/n)f(x) = (Tf)(x)
in L2(R), where Tf is the formal differential operator applied to f . The fact that T is closed implies that
f ∈ D(T ). Let T˜ denote the closure of the formal operator T , acting on CH(R), then we have shown that T˜
exists with T˜ ⊂ T . Hence to show that CH(R) forms a core of T , we must show that C∞0 (R) ⊂ D(T˜ ). Let
g ∈ C∞0 (R) then in the L2 sense write
g =
∑
m≥0
bmψm.
Define gn =
∑n
m=0 bmψm then, since T˜ is closed, it is enough to show that T˜ gn converges as n→∞. Let
H denote the closure of the operator −d2/dx2 + x2 with initial domain C∞0 (R) then Hψm = (2m+ 1)ψm
and H is self-adjoint. Note also that g ∈ D(Hn) for any n ∈ N. But 〈Hg,ψm〉 = (2m + 1)〈g, ψm〉 =
(2m+ 1)bm, so {(2m+ 1) |bm|} is square summable. We can repeat this argument any number of times to
get that the coefficients bm decay faster than any inverse polynomial. To prove the required convergence, it
is enough to consider one of the terms ak(x)∂k that defines T˜ acting on CH(R). The coefficient ak(x) is
polynomially bounded almost everywhere, and for some Ak and Bk
〈ak∂kψm, ak∂kψm〉 ≤ A2k
∫
R
(1 + |x|2Bk)2∂kψm(x)∂kψm(x)dx.
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But we can use the recurrence relations for the derivatives of the Hermite functions and orthogonality to
bound the right hand side by a polynomial in m. The convergence now follows since T˜ gn is a Cauchy
sequence due to the rapid decay of the {bm}. Exactly the same argument works for T ∗. 
Clearly, all of the above analysis holds in higher dimensions by considering tensor products
CH(Rd) := span{ψm1 ⊗ ...⊗ ψmd |m1, ...,md ∈ Z≥0}
of Hermite functions. We will abuse notation and write ψm = ψm1 ⊗ ... ⊗ ψmd . It will be clear from the
context when we are dealing with the multidimensional case. In order to build the required algorithms with
ΣA1 error control, we need to select an enumeration of Zd≥0 in order to represent T as an operator acting on
l2(N). A simple way to do this is to consider successive half spheres Sn = {m ∈ Zd≥0 : |m| ≤ n}. We list S1
as {e1, ..., er1} and given an enumeration {e1, ..., ern} of Sn, we list Sn+1\Sn as {ern+1, ..., ern+1}. We will
then list our basis functions as e1, e2, ... with ψm = eh(m). In practice, it is often more efficient (especially
for large d) to consider other orderings such as the hyperbolic cross [80]. Now that we have a suitable basis,
the next question to ask is how to recover the matrix elements of T . In §6 the key construction is a function,
that can be computed from the information given to us, γn(z, T ), which also converges uniformly from above
to ‖R(z, T )‖−1 on compact subsets of C. Such a sequence of functions is given by
Ψn(z, T ) := min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z¯I)|Pn(l2(N)))}
as long as the linear span of the basis forms a core of T and T ∗. In §6 we used the notion of bounded
dispersion to approximate this function. Here we have no such notion, but we can use the information given
to us to replace this. It turns out that to approximate γn(z, T ), it suffices to use the following.
Lemma 7.2. Let  > 0 and n ∈ N, and suppose that we can compute, with finitely many arithmetic
operations and comparisons, the matrices
{Wn(z)}ij = 〈(T − zI)ej , (T − zI)ei〉+ En,1ij (z)
{Vn(z)}ij = 〈(T − zI)∗ej , (T − zI)∗ei〉+ En,2ij (z)
for 1 ≤ i, j ≤ n where the entrywise errors En,1i,j and En,2i,j have magnitude at most . Then∣∣Ψn(z, T )2 −min{σ1(Wn), σ1(Vn)}∣∣ ≤ n.
It follows that if  is known, we can compute Ψn(z, T )2 to within 2n. If  is unknown, then for any δ > 0,
we can compute Ψn(z, T )2 to within n + δ. (In each case with finitely many arithmetic operations and
comparisons.)
Proof. Given {Wn(z)}ij , ({Wn(z)}ij + {Wn(z)}ji)/2 still has an entrywise absolute error bounded by .
Hence without loss of generality we can assume that the approximations Wn(z) and Vn(z) are self-adjoint.
Call the matrices with no errors W˜n(z) and V˜n(z) then note that
min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z¯I)|Pn(l2(N)))}2 = min{σ1(W˜n), σ1(V˜n)}
and
(7.1)
∣∣∣min{σ1(W˜n), σ1(V˜n)} −min{σ1(Wn), σ1(Vn)}∣∣∣ ≤ max{∥∥∥Wn − W˜n∥∥∥ ,∥∥∥Vn − V˜n∥∥∥} .
But for a finite matrix M , we can bound ‖M‖ by its Frobenius norm
√∑ |Mij |2. Hence the right hand side
of (7.1) is at most n. In order to use finitely many arithmetic operations and comparisons, we note that given
a self-adjoint positive semi-definite matrix M , we can compute σ1(M) to arbitrary precision using finitely
many arithmetic operations and comparisons via the argument in the proof of Theorem 6.7. The lemma now
follows. 
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Finally, we will need some results from the subject of quasi-Monte Carlo numerical integration, which
we use to build the algorithm. Note that with either no prior information concerning the coefficients or for
large d, this is the type of approach one would use in practice. We start with some definitions and theorems
which we include here for completeness. An excellent reference for these results is [86].
Definition 7.3. Let {t1, ..., tj} be a sequence in [0, 1]d and let K denote all subsets of [0, 1]d of the form∏d
k=1[0, yk) for yk ∈ (0, 1]. Then we define the star discrepancy of {t1, ..., tj} to be
D∗j ({t1, ..., tj}) = sup
K∈K
∣∣∣∣∣1j
j∑
k=1
χK(tj)− |K|
∣∣∣∣∣ ,
where χK denotes the characteristic function of K.
Theorem 7.4. If {tk}k∈N is the Halton sequence in [0, 1]d in the pairwise relatively prime bases q1, ..., qd,
then
D∗j ({t1, ..., tj}) <
d
j
+
1
j
d∏
k=1
(
qk − 1
2 log(qk)
log(j) +
qk + 1
2
)
.
Note that given d (and suitable q1,..., qd), we can easily compute in finitely many arithmetic operations
and comparisons a constant C(d) such that the above implies
(7.2) D∗j ({t1, ..., tj}) < C(d)
(log(j) + 1)d
j
.
The following theorem says why this is useful.
Theorem 7.5 (Koksma–Hlawka inequality [86]). If f has bounded variation TV[0,1]d(f) on the hypercube
[0, 1]d then for any t1, ..., tj in [0, 1]d∣∣∣∣∣1j
j∑
k=1
f(tk)−
∫
[0,1]d
f(x)dx
∣∣∣∣∣ ≤ TV[0,1]d(f)D∗j ({t1, ..., tj}).
By re-scaling, if f has bounded variation TV[−r,r]d(f) and sk = 2rtk − (r, r, ..., r)T then we obtain∣∣∣∣∣ (2r)dj
j∑
k=1
f(sk)−
∫
[−r,r]d
f(x)dx
∣∣∣∣∣ ≤ (2r)d · TV[−r,r]d(f)D∗j ({t1, ..., tj}).
Finally, in order to deal with our choice of basis, we need the following.
Lemma 7.6. Consider the tensor product ψm(x) := ψm1(x1) · ... · ψm1(xd) in d dimensions and let r > 0.
Then
(7.3) TV[−r,r]d(ψm) ≤
(
1 + 2r
√
2(|m|+ 1)
)d
− 1.
Proof. We will use an alternative form of the total variation which holds for smooth enough functions and
can be found in [86]:
TV[−r,r]d(ψm) =
d∑
k=1
∑
1≤i1<...<ik≤d
∫ r
−r
...
∫ r
−r
∣∣∣∣ ∂kψm∂xi1 ...∂xik (x˜)
∣∣∣∣ dxi1 ...dxik ,
where x˜ has x˜j = xj for j = i1, ..., ik and x˜j = r otherwise. We can use the recurrence relations for Hermite
functions as well as Crame´r’s inequality (which bounds the one-dimensional Hermite functions [77]) to gain
the bound ∫ r
−r
...
∫ r
−r
∣∣∣∣ ∂kψm∂xi1 ...∂xik (x˜)
∣∣∣∣ dxi1 ...dxik ≤ (2r√2(|m|+ 1))k .
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It follows that
TV[−r,r]d(ψm) ≤
d∑
k=1
(
2r
√
2(|m|+ 1)
)k ∑
1≤i1<...<ik≤d
1
=
d∑
k=1
(
2r
√
2(|m|+ 1)
)k (d
k
)
=
(
1 + 2r
√
2(|m|+ 1)
)d
− 1.

Proposition 7.7. Given T ∈ Ω1TV or T ∈ Ω1AN and  > 0, we can approximate the matrix values
〈(T − zI)ψm, (T − zI)ψn〉 and 〈(T − zI)∗ψm, (T − zI)∗ψn〉
to within  using finitely many arithmetical operations and comparisons of the relevant information (captured
by Ξ1j and Ξ
3
j in §3.1) given to us in each class.
Proof. Let T ∈ Ω1TV or T ∈ Ω1AN and  > 0. Recall that
T =
∑
|k|≤N
ak(x)∂
k, T ∗ =
∑
|k|≤N
a˜k(x)∂
k,
so by expanding out the inner products and also considering the case ak = 1, it is sufficient to approximate
〈ak∂kψm, aj∂jψn〉 and 〈a˜k∂kψm, a˜j∂jψn〉
for all relevant k, j,m and n. Due to the symmetry in the assumptions of T and T ∗, we only need to show
that one can compute the first inner product, the proof for the second one is identical. Note that by the specific
choice of the basis functions ψm it follows that ∂kψm can be written as a finite linear combination of tensor
products of Hermite functions using the recurrence relations (the coefficients in the linear combinations are
thus recursively defined as a function of k). Hence, in the inner product, we can assume that there are no
partial derivatives. In doing this, we have assumed that we can compute square roots of integers (which occur
in the coefficients) to arbitrary precision (recall we want an arithmetic tower) which can be achieved by a
simple interval bisection routine. It follows that we only need to consider approximations of inner products
of the form 〈akψm, ajψn〉.
To do so, let R > 1 then, by Ho¨lder’s inequality and the assumption of polynomially bounded growth on
the coefficients ak, we have∫
|xi|≥R
|akaj | |ψmψn| dx
≤ AkAj
(∫
|xi|≥R
(
1 + |x|2Bk
)2 (
1 + |x|2Bj
)2
ψm(x)
2dx
)1/2(∫
|xi|≥R
ψn(x)
2dx
)1/2
.
The first integral on the right hand side can be bounded by
16
∫
Rd
|x|2B ψm(x)2dx ≤ 16
∫
Rd
(
x21 + ...+ x
2
d
)B
ψm(x)
2dx,
for B = 4(Bk + Bj), since we restrict to |xi| ≥ R with R > 1 and |x| ≤ ‖x‖2. B is even so we can
expand out the product (x21 + ... + x
2
d)
B/2ψm using the recurrence relations for the Hermite functions. In
one dimension this gives
xψm(x) =
√
m
2
ψm−1(x) +
√
m+ 1
2
ψm+1(x),
x2ψm(x) =
√
m
2
xψm−1(x) +
√
m+ 1
2
xψm+1(x),
=
√
m
2
(√
m− 1
2
ψm−2(x) +
√
m
2
ψm(x)
)
+
√
m+ 1
2
(√
m+ 1
2
ψm(x) +
√
m+ 2
2
ψm+2(x)
)
,
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and so on. We can do the same for tensor products of Hermite functions. In particular, multiplying a tensor
product of Hermite functions, ψm, by (x21 + ...+ x
2
d) induces a linear combination of at most 4d such tensor
products, each with a coefficient of magnitude at most (|m| + 2)2 and index with l∞ norm bounded by
|m|+ 2 (allowing repetitions). It follows that (x21 + ...+ x2d)B/2ψm can be written as a linear combination
of at most (4d)B/2 such tensor products, each with a coefficient of magnitude at most (|m|+B)B . Squaring
this and integrating, the orthogonality and normalisation of the tensor product of Hermite functions implies
that
16
∫
Rd
(x21 + ...+ x
2
d)
Bψm(x)
2dx ≤ 16(4d)B/2(|m|+B)2B =: p1(|m|).
For the other integral, define p2(|n|) := 4d(|n|+ 2)4. We then have∫
|xi|≥R
ψ2ndx ≤
1
R4
∫
Rd
|x|4 ψ2ndx ≤
p2(|n|)
R4
,
by using the same argument as above but with B = 2.
So given δ > 0 and n,m,B,Ak, Aj , (and d) we can choose r ∈ N large such that∫
|xi|≥r
|akaj | |ψmψn| dx ≤ AkAj p1(|m|)
1/2p2(|n|)1/2
r2
≤ δ.
We now have to consider the cases T ∈ Ω1TV or T ∈ Ω1AN separately, noting that it is sufficient to approxi-
mate the integral
∫
|xi|≤r akajψmψndx to any given precision. For notational convenience, let
Lr(m) =
[
1 + σ
((
1 + 2r
√
2(|m|+ 1)
)d
− 1
)]
so that with σ = 3d + 1 as in the definition of ‖·‖Ar , we have via Lemma 7.6 that ‖ψm‖Ar ≤ Lr(m).
Case 1: T ∈ Ω1TV. Given k, j,m, n, δ and r ∈ N as above, choose M large such that
(7.4) (2r)d · C(d)
(
log(M) + 1
)d
M
· c2r · Lr(m) · Lr(n) ≤ δ/2,
whereC(d) is as (7.2) and cr controls the total variation as in (3.6). Again, note that such anM can be chosen
in finitely many arithmetic operations and comparisons with the given data and assuming that logarithms and
square roots can be computed to arbitrary precision (say by a power series representation and bound on the
remainder). Using the fact that Ar is a Banach algebra (in particular we can bound the norms of product of
functions by the product of their norms) and Theorem 7.5, it follows that∣∣∣∣∣ (2r)dM
M∑
l=1
ak(sl)aj(sl)ψm(sl)ψn(sl)−
∫
|xi|≤r
akajψmψndx
∣∣∣∣∣ ≤ δ/2,
where sl = 2rtl − (r, r, ..., r)T are the rescaled Halton points. Hence it is enough to show that each product
ak(sl)aj(sl)ψm(sl)ψn(sl) can be computed to a given accuracy using finitely many arithmetic operations
and comparisons. Since each sl ∈ Qd we can evaluate ak(sl)aj(sl). Note that we can compute exp(−x2/2)
to arbitrary precision with finitely many arithmetic operations and comparisons (again say by a power series
representation and bound on the remainder) and that we can compute the coefficients of the polynomials Qm
with ψm(x) = Qm(x) exp(−x2/2), using the recursion formulae to any given precision, it follows that we
can compute ψm(sl)ψn(sl) to a given accuracy using finitely many arithmetic operations and comparisons.
Using the bounds on the ak and aj and Crame´r’s inequality, we can bound the error in the product and hence
the result follows.
Case 2: T ∈ Ω1AN. On the compact cube |xi| ≤ r the double series
ak(x)aj(x) =
∑
t∈(Z≥0)d
∑
s∈(Z≥0)d
atka
s
jx
t+s
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converges uniformly (recall that {atk}t∈(Z≥0)d are the power series coefficients for ak) so we can exchange
the series and integration to write
(7.5)
∫
|xi|≤r
akajψmψndx =
∑
t,s∈(Z≥0)d
atka
s
j
∫
|xi|≤r
xs+tψm(x)ψn(x)dx.
But
∣∣∣∫|xi|≤r xs+tψm(x)ψn(x)dx∣∣∣ is bounded by r|t|+|s| ∫x∈Rd |ψm| |ψn| dx ≤ r|t|+|s|, by Ho¨lder’s inequal-
ity. Let τ = r/(r + 1), then using the fact that we know dr in (3.8), we can bound the tail of the series in
(7.5) by
d2r
∑
|t|,|s|>M
τ |t|+|s| ≤ d2r
 ∑
|t|>M
τ
|t1|
d +...+
|td|
d
2 ,
using the fact that |x| ≤ (|x1|+...+|xd|)/d. We can explicitly sum this series (as the difference of geometric
series) to gain the bound
d2r
[
1− (1− τ (M+1)/d)d(
1− τ1/d)d
]2
.
Given r and dr (and d) we can keep increasingM and evaluating the bound (strictly speaking an upper bound
accurate to 1/M say), to choose M large such that the tail is smaller than δ/2 for any given δ > 0. It follows
that it is enough to estimate integrals of the form
∫
|xi|≤r x
s+tψm(x)ψn(x)dx. Using the recurrence relations
for Hermite functions and writing ψm(x) = Qm(x) exp(−x2/2), it is enough to split the multidimensional
integral up as products and sums of one-dimensional integrals of the form
∫ r
−r x
a exp(−x2)dx, for a ∈ Z≥0.
Again, we have assumed that we can compute the coefficients of the Qm to any given accuracy using finitely
many arithmetic operations and comparisons and using this we can bound the total error of the expression by
δ/2. The above integral vanishes unless a is even, so integration by parts (again assuming we can evaluate
exp(−x2) to any desired accuracy) reduces this to estimating ∫ r−r exp(−x2)dx. Consider the Taylor series
for exp(−x2). The tail can be bounded by∑
k>N
r2k
k!
≤ r
2N
N !
exp(−r2).
Integrating this estimate over the interval [−r, r], we can bound this by any given η > 0 by choosing N
large enough. We can then explicitly compute
∫ r
−r
∑
k≤N x
2k/k!dx. Keeping track of all the errors is
elementary and hence
∫
|xi|≤r akajψmψndx can be approximated with finitely many arithmetic operations
and comparisons as required. 
In some cases, we can also directly compute matrix elements without the cut-off argument used in the
above proof. For instance, if each ak(x) (and hence a˜k(x)) is a polynomial then we can simply integrate the
power series to compute 〈ak(x)ψm, aj(x)ψn〉 and use the recurrence relations for Hermite functions. If we
know a bound on the degree of the polynomials, then clearly we can compute
(7.6) 〈(T − zI)ψm, (T − zI)ψn〉 and 〈(T − zI)∗ψm, (T − zI)∗ψn〉
to within  using finitely many arithmetical operations and comparisons directly. Even if we do not know the
degree of the polynomials and are only promised that each ak(x) is a polynomial, then we can successively
approximate by more terms of the power series and eventually compute (7.6) to within  using finitely many
arithmetical operations and comparisons. Though we do not know when the given accuracy has been reached
(recall that we only know a finite portion of the coefficients c1, c2, ... at any one time for T ∈ Ω1AN).
We can now prove the positive parts of Theorems 3.3 and 3.5.
Proof of inclusions in Theorems 3.3 and 3.5. Step 1: {Ξ11,Ω1TV}, {Ξ31,Ω1AN} ∈ Σ1A. The proof of this
simply strings together the above results. The linear span of {e1, e2, ...} (the reordered Hermite func-
tions) is a core of T and T ∗ by Proposition 7.1. By Proposition 7.7, we can compute the inner products
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〈(T − zI)ej , (T − zI)ei〉 and 〈(T − zI)∗ej , (T − zI)∗ei〉 up to arbitrary precision with finitely many arith-
metic operations and comparisons. Using Lemma 7.2, given z ∈ C, we can compute some approximation
υn(z, T ) in finitely many arithmetic operations and comparisons such that∣∣υn(z, T )2 −min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z¯I)|Pn(l2(N)))}2∣∣ ≤ 1n2 .
We now set
(7.7) γn(z, T ) = υn(z, T ) + 1/n.
Then γn satisfies the hypotheses of Proposition 6.5. The proof of Theorem 3.8 also makes clear that we have
error control since γn(z, T ) ≥ ‖R(z, T )‖−1.
Step 2: {Ξ12,Ω1TV}, {Ξ32,Ω1AN} ∈ Σ1A. Consider the sequence of functions γn defined by equation (7.7).
These converge uniformly to ‖R(z, T )‖−1 on compact subsets of C and satisfy γn(z, T ) ≥ ‖R(z, T )‖−1.
We can now apply Proposition 6.6.
Step 3: {Ξ21,Ω2TV}, {Ξ22,Ω2TV} ∈ ∆A2 . Let T ∈ Ω2TV. Our strategy will be to compute the inner products
〈(T − zI)ej , (T − zI)ei〉 and 〈(T − zI)∗ej , (T − zI)∗ei〉 to an error which decays rapidly enough as
we let the cut-off parameter r tend to∞. We follow the proof of Proposition 7.7 closely. Recall that given
n,m, we can choose r ∈ N large such that∫
|xi|≥r
|akaj | |ψmψn| dx ≤ AkAj p1(|m|)
1/2p2(|n|)1/2
r2
,
with the crucial difference that now we do not assume we can compute Ak, Aj , p1 or p2. It follows that there
exists some polynomial p3, with coefficients not necessarily computable from the given information, such
that ∫
|xi|≥r
|akaj | |ψmψn| dx ≤ p3(|m| , |n|)
r2
,
for all |j| , |k| ≤ N . Now we use the sequence br to bound the error in the integral over the compact
cube asymptotically. We assume without loss of generality that br is increasing monotonically to ∞ with
r. Using Halton sequences and the same argument in the proof of Proposition 7.7, we can approximate∫
|xi|≤r akajψmψndx, with an error that, asymptotically up to some unknown constant, is bounded by
(7.8) rd ·
(
log(M) + 1
)d
M
· b2r · Lr(m) · Lr(n),
where M is the number of Halton points. We can let M depend on r, n and m such that (7.8) is bounded
by a constant times 1/r2. It follows that we can bound the total error in approximating 〈akψm, ajψn〉 for
any j, k by p3(|m| , |n|)/r2, by making the coefficients of p3 larger if necessary. We argue similarly for the
adjoint and note that 〈(T − zI)ψm, (T − zI)ψn〉 and 〈(T − zI)∗ψm, (T − zI)∗ψn are both approximated
to within
(1 + |z|2)P (|m| , |n|)
r2
,
for some unknown polynomial P . Hence we can apply Lemma 7.2 (the form where we do not know the error
in inner product estimates), changing the polynomial P to take into account the basis mapping from Zd≥0 to
N to some polynomial Q, to gain some approximation υn(z, T ) in finitely many arithmetic operations and
comparisons such that
(7.9)
∣∣υn(z, T )2 −min{σ1((T − zI)|Pn(l2(N))), σ1((T ∗ − z¯I)|Pn(l2(N)))}2∣∣ ≤ n(1 + |z|2)Q(n)r(n, z)2 + 1n3 .
We now choose r(z, n) larger if necessary such that r(z, n) ≥ (1 + |z|2) exp(n). We now set γn(z, T ) =
υn(z, T ) + 1/n. Then γn satisfies the hypotheses of Proposition 6.5 and Proposition 6.6 since the error in
(7.9) decays faster than 1/n2. We can use these propositions to build the required arithmetical algorithm.
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Step 4: {Ξ41,Ω2AN}, {Ξ42,Ω2AN} ∈ ∆A2 . We argue as in step 3. To control the error in the approximation
of the integral over a compact hypercube, choose the cut-off M(r) such that∑
|t|,|s|>M(r)
(
r
r + 1
)|t|+|s|
≤ 1
b2rr
2
.
It follows that there exists some (unknown) constant B such that we can bound the error in approximating∫
|xi|≤r akajψmψndx by B/r
2 where we have absorbed the arbitrarily small error that comes from approxi-
mating the integral of the truncated power series using finitely many arithmetic operations and comparisons.
The rest of the argument is the same as in step 3. 
7.2. Proofs of impossibility results in Theorems 3.3 and 3.5. We first deal with Theorem 3.3. Recall the
maps
Ξ1j ,Ξ
2
j : Ω
1
TV,Ω
2
TV 3 T 7→
Sp(T ) ∈MAW j = 1Sp(T ) ∈MAW j = 2,
We split up the arguments to deal with Ω1TV and then Ω
2
TV.
Proof that {Ξj ,Ω1TV} /∈ ∆G1 . Suppose first for a contradiction that a height one tower, Γn, exists for the
problem {Ξ1,Ω1TV} such that dAW(Γn(T ),Ξ1(T )) ≤ 2−n. We will deal with the one-dimensional case and
higher dimensions are similar. Let ρ(x) be any smooth bump function with maximum value 1, minimum
value 0 and support [0, 1]. Let ρn denote the translation of ρ to have support [n, n+ 1]. We will consider the
two (self-adjoint and bounded) operators
(T0u)(x) = 0, (Tmu)(x) = ρm(x)u(x),
which have spectra {0} and [0, 1] respectively. For these we can take the polynomial bound (the {Ak} and
{Bk}) to be 1 and the total variation bound to be cr = 1 +σTV[0,1](ρ). When we compute Γ2(T0), we only
use finitely many evaluations of the coefficient function a0(x) = 0 (as well as the other given information).
We can then choose m large such that the support of ρm does not intersect the points of evaluation. By
assumptions (ii) and (iii) in Definition 5.1, Γ2(Tm) = Γ2(T0). But this contradicts the triangle inequality
since dAW({0}, [0, 1]) ≥ 1
To argue for the pseudospectrum let  > 0 and note that 2 /∈ Sp(T0) but 2 ∈ Sp(Tm). We now alter
the given cr to (1 + σTV[0,1](ρ)) and the polynomial bound to . The argument is now exactly as before.
Namely, we choose n large such that
dAW(Γn(T0), [−, 2]) > 2−n
then choose m large such that Γn(T0) = Γn(Tm). 
Proof that {Ξj ,Ω2TV} /∈ ΣG1 ∪ΠG1 . Suppose first of all that a ΣG1 tower, Γn, exists for {Ξ1,Ω2TV}. We will
deal with the one-dimensional case and higher dimensions are similar. Consider the operators
(T0u)(x) = 0, (T1u)(x) = f(x)u(x),
where we define f in terms of Γn as follows. We will ensure that f(x) = 1 except for finitely many values
of x where it takes the value 0 and hence T0 and T1 have spectra {0} and {1} respectively and are both
self-adjoint. Note that once the zeros of f are fixed, this choice ensures that f has total variation bounded
by a constant on any hypercube and hence we may take br = 1 for all r ∈ N. There exists some n such that
Γn(T0) contains zn ∈ B1/8(0) with a guaranteed error estimate of dist(zn,Sp(T0)) ≤ 1/4. But Γn(T0)
can only depend on finitely many evaluations of 0 (as well as br = 1 and the trivial choice of gj(x) = x).
We choose f to be zero at precisely these evaluation points. By assumptions (ii) and (iii) in Definition 5.1,
Γn(T1) = Γn(T0), including the given error estimates, which is the required contradiction.
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For {Ξ2,Ω2TV} /∈ ΣG1 , given  > 0 we replace f by 3f in the above argument and keep all other
inputs the same. Hence T0 and T1 have -pseudospectra [−, ] and [2, 4] respectively. We note that
again there exists some n such that Γn(T0) contains zn ∈ B/8(0) with a guaranteed error estimate of
dist(zn,Sp(T0)) ≤ /4. But Γn(T0) can only depend on finitely many evaluations of 0 (as well as br = 1
and the trivial choice of gj(x) = x). We choose f to be zero at precisely these evaluation points. By
assumptions (ii) and (iii) in Definition 5.1, Γn(T1) = Γn(T0), including the given error estimates, which is
the required contradiction.
To argue that neither problem lies in ΠG1 , we can use the same arguments in the proof that {Ξj ,Ω1TV} /∈
∆G1 . The only change now is that the algorithm, Γn, used to derive the contradiction provides Π
G
1 information
rather than ∆G1 . For the spectrum, we consider the operators
(T0u)(x) = 0 and (Tmu)(x) = ρm(x)u(x),
and choose n large such that Γn(T0) produces the guarantee Sp(T0) ∩ B1/4(0)c = ∅. For m sufficiently
large, we argue as before to get Γn(Tm) = Γn(T0), including the guarantee, the required contradiction.
Again a similar argument works for the pseudospectrum by rescaling Tm to 2Tm. 
We now deal with the impossibility results in Theorem 3.5 where
Ξ3j ,Ξ
4
j : Ω
1
AN,Ω
2
AN 7→
Sp(T ) ∈MAW j = 1Sp(T ) ∈MAW j = 2.
Proof that {Ξ3j ,Ω1AN} /∈ ∆G1 . Suppose for a contradiction that a height one tower, Γn, exists for {Ξ31,Ω1AN}
such that dAW(Γn(T ),Ξ31(A)) ≤ 2−n. Now consider the two (self-adjoint and bounded) operators
(T1u)(x) = 0 and (T2u)(x) = xk exp(−x2)u(x)/sk,
where k is even and will be chosen later. We choose sk such that the range of the function is xk exp(−x2)/sk
is [0, 1] and hence T2 has spectrum [0, 1]. We can take the polynomial bounding function to be the constant
1 for both operators and must show that we can use the same dr for both operators in (3.8), independent of
k. Simple calculus yields that sk = (k/(2e))k/2. It follows that such a dr must satisfy
(7.10)
(
2e
k
)k/2
(r + 1)2m+k
m!
≤ dr, ∀k ∈ 2N,m ∈ Z≥0.
Hence it suffices to show that the function on the left hand side of (7.10) is bounded (as a function of m, k
for all r ∈ N). Using Stirling’s approximation (explicitly the bounds on m!) this will follow if we can show
r2m+k
kk/2mm+1/2
≤
(
r√
k
)k (
r√
m
)2m
is bounded for all r ∈ N (now with m > 1). But this is obvious.
We can now choose k (which depends on the algorithm Γn) to gain a contradiction. Since Sp(T1) = {0}
and 1 ∈ Sp(T2) for all even k, there exists n such that dist(1,Γn(T1)) > 1/4 but dist(1,Γn(T2)) < 1/4.
However, Γn(T ) can only depend on finitely many of the coefficients {cj}, say c1, ..., cN˜(T,n), of T (as
well as the other given information). By assumption (iii) in Definition 5.1, we can choose k such that the
coefficient corresponding to xk, call it clk , has lk > N˜(T1, n) and get Γn(T1) = Γn(T2), the required
contradiction.
To show {Ξ32,Ω1AN} /∈ ∆G1 uses exactly the same argument as above. In order to gain the neces-
sary separation 3 /∈ Sp(T1) but 3 ∈ Sp(T2), we rescale T2 to 3T2. Then there exists n such that
dist(3,Γn(T1)) > /2 but dist(3,Γn(T2)) < /2. The rest of the contradiction follows. 
Proof that {Ξ4j ,Ω2AN}, {Ξ4j ,Ωp} /∈ ΣG1 ∪ΠG1 . Since Ωp ⊂ Ω2AN, it is enough to show the results for Ωp.
Suppose for a contradiction that there exists a ΣG1 algorithm, Γn, for {Ξ41,Ωp}. Consider
(T1u)(x) = xu(x) and (T2u)(x) = (x− xk)u(x),
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where k is even and chosen later. (Tj ± iI)C∞0 (R) are dense in L2(R) with Tj initially defined on C∞0 (R)
symmetric. It follows that the closure of Tj |C∞0 (R) is self-adjoint and hence that Tj ∈ Ωp. Note that
Sp(T1) = R but Sp(T2) ⊂ (−∞, 1]. Now choose n such that Γn(T1) contains a point zn ∈ B1/4(2) with a
guaranteed error estimate of dist(zn,Sp(T1)) ≤ 1/4. However, Γn(T ) can only depend on the first N˜(T, n)
coefficients, c1, ..., cN˜(T,n), of T (as well as the trivial choice gj(x) = x and the numbers bn = n!). By
assumption (iii) in Definition 5.1, we can choose k such that the coefficient corresponding to xk, call it crk ,
has rk > N˜(T1, n) and get Γn(T1) = Γn(T2), the required contradiction. Similarly by rescaling as above,
we get {Ξ42,Ωp} /∈ ΣG1 .
To show {Ξ41,Ωp} /∈ ΠG1 we argue the same way, but now set (T1u)(x) = 0 and (T2u)(x) = xku(x). As
before, Tj ∈ Ωp, but now Sp(T1) = {0} and 1 ∈ Sp(T2). Choose n such that Γn(T1) produces the guarantee
Sp(T1) ∩ B1/4(0)c = ∅. Again, choose k such that crk has rk > N˜(T1, n) and get Γn(T1) = Γn(T2), the
required contradiction. Rescaling and using the same argument shows {Ξ42,Ωp} /∈ ΠG1 . 
8. PROOFS OF THEOREMS ON DISCRETE SPECTRA
Here we prove our results related to the discrete spectrum. We need some results on finite section approxi-
mations to the discrete spectrum of a Hermitian operator below the essential spectrum. There are two cases to
consider; either there are infinitely many eigenvalues below the essential spectrum, or there are only finitely
many. The following are well-known and follow from the ‘min-max’ theorem characterising eigenvalues.
Lemma 8.1. Let B ∈ B(l2(N)) be self-adjoint with eigenvalues λ1 ≤ λ2 ≤ ... (infinitely many, counted
according to multiplicity) below the essential spectrum. Consider the finite section approximates Bn =
PnBPn ∈ Cn and list the eigenvalues of Bn as µn1 ≤ µn2 ≤ ... ≤ µnn. Then the following hold:
(1) λj ≤ µnj for j = 1, ..., n,
(2) for any j ∈ N, µnj ↓ λj as n→∞ (n ≥ j so that µnj makes sense).
Lemma 8.2. Let B ∈ B(l2(N)) be self-adjoint with finitely many eigenvalues λ1 ≤ λ2 ≤ ... ≤ λm (counted
according to multiplicity) below the essential spectrum and let a = inf{x : x ∈ Spess(B)}. For j > m we
set λj = a. Consider the finite section approximates Bn = PnBPn ∈ Cn and list the eigenvalues of Bn as
µn1 ≤ µn2 ≤ ... ≤ µnn. Then the following hold:
(1) λj ≤ µnj for j = 1, ..., n,
(2) for any j ≤ m, µnj ↓ λj as n→∞ (n ≥ j so that µnj makes sense),
(3) given  > 0 and k ∈ N, there exists N such that for all n ≥ N , µnk ≤ a+ .
Proof of Theorem 3.13 for Ξd1. Step 1: {Ξd1,ΩdD} /∈ ∆G2 . Suppose this were false and that there exists some
height one tower Γn solving the problem. Consider the matrix operatorsAm = diag{0, 0, ..., 0, 2} ∈ Cm×m
and C = diag{0, 0, ...} and set
A = diag{1, 2} ⊕
∞⊕
m=1
Akm ,
where we choose an increasing sequence km inductively as follows. Set k1 = 1 and suppose that k1, ..., km
have been chosen. Spd(diag{1, 2} ⊕ Ak1 ⊕ Ak2 ⊕ ... ⊕ Akm ⊕ C) = {1, 2} is closed and so there exists
some nm ≥ m such that if n ≥ nm then
(8.1) dist(2,Γn(diag{1, 2} ⊕Ak1 ⊕ ...⊕Akm ⊕ C) ≤
1
4
.
Now let km+1 ≥ max{N(diag{1, 2} ⊕ Ak1 ⊕ ... ⊕ Akm ⊕ C, nm), km + 1}. Arguing as in the proof of
Theorem 3.9, it follows that Γnm(A) = Γnm(diag{1, 2} ⊕ Ak1 ⊕ ...⊕ Akm ⊕ C). But Γnm(A) converges
to Spd(A) = {1}, contradicting (8.1).
Step 2: {Ξd1,ΩdN} ∈ ΣA2 . We now construct an arithmetic height two tower for Ξd1 and the class ΩdN. To do
this, we recall that a height two tower Γ˜n2,n1 for the essential spectrum of operators in Ω
d
N was constructed
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in [8]. For completeness, we write out the algorithm here.1 Let Pn be the usual projection onto the first n
basis elements and set Qn = I − Pn. Define
µm,n(A) := min{σ1(Pf(n)(A− zI)|QmPn(l2(N))), σ1(Pf(n)(A− zI)∗|QmPn(l2(N)))},
Gn := min
{
s+ it
2n
: s, t ∈ {−22n, ..., 22n}
}
,
Υm(z) := z + {w ∈ C : |Re(w)| , |Im(w)| ≤ 2−(m+1)}.
We then define the following sets for n > m:
Sm,n(z) := {j = m+ 1, ..., n : ∃w ∈ Υm(z) ∩Gj with µm,i(w) ≤ 1/m},
Tm,n(z) := {j = m+ 1, ..., n : ∃w ∈ Υm(z) ∩Gj with µm,i(w) ≤ 1/(m+ 1)},
Em,n(z) := |Sm,n(z)|+ |Tm,n(z)| − n,
Im,n :=
{
z ∈
{
s+ it
2m
: s, t ∈ Z
}
: Em,n(z) > 0
}
.
Finally we define for n1 > n2
Γ˜n2,n1(A) =
⋃
z∈In2,n1
Υn2(z),
and set Γ˜n2,n1(A) = {1} if n1 ≤ n2. Furthermore, the tower has the following desirable properties:
(1) For fixed n2, the sequence Γ˜n2,n1(A) is eventually constant as we increase n1,
(2) The sets limn1→∞ Γ˜n2,n1(A) =: Γ˜n2(A) are nested, converging down to Spess(A).
We also need the height one tower, Γˆn, for the spectrum of operators in ΩdN discussed in §3.2 and §6. Note
that Γˆn(A) is a finite set for all n. For z ∈ Γˆn(z), this also outputs an error control E(n, z) such that
dist(z,Sp(A)) ≤ E(n, z) and such that E(n, z) converges to the true distance to the spectrum uniformly
on compact subsets of C (with the choice of g(x) = x since the operator is normal). We now fit the pieces
together and initially define
ζn2,n1(A) = {z ∈ Γˆn1(A) : E(n1, z) < dist(z, Γ˜n2,n1(A) +B1/n2(0))}.
We must show that this defines an arithmetic tower in the sense of Definitions 5.1 and 5.3. Given z ∈
Γˆn1(A) and using Pythagoras’ theorem, along with the fact that Γ˜n2,n1(A) consists of finitely many squares
in the complex plane aligned with the real and imaginary axes, we can compute dist(z, Γ˜n2,n1(A))
2 in
finitely many arithmetic operations and comparisons. We can compute (E(n1, z) + 1/n2)2 and check if this
is less than dist(z, Γ˜n2,n1(A))
2. Hence ζn2,n1(A) can be computed with finitely many arithmetic operations
and comparisons. There are now two cases to consider:
Case 1: Spd(A) ∩ (Γ˜n2(A) + B1/n2(0))c = ∅. For large n1, Γ˜n2(A) = Γ˜n2,n1(A) and this set contains
the essential spectrum. It follows, for large n1, since E(n1, z) ≥ dist(z, Γ˜n2,n1(A)) for all z ∈ Γˆn1(A), that
ζn2,n1(A) = ∅.
Case 2: Spd(A) ∩ (Γ˜n2(A) + B1/n2(0))c 6= ∅. In this case, this set is a finite subset of Spd(A),
{zˆ1, ..., zˆm(n2)}, separated from the closed set Γ˜n2(A) + B1/n2(0) (we need the +B1/n2(0) for this to
be true to avoid accumulation points of the discrete spectrum). There exists some δn2 > 0 such that the
balls B2δn2 (zˆj) for j = 1, ...,m(n2) are pairwise disjoint and such that their union does note intersect
Γ˜n2(A) + B1/n2(0).Using the convergence of Γˆn1(A) to Sp(A) and E(n, z) ≥ dist(z,Sp(A)), it follows
that for large n1 that
(8.2) ζn2,n1(A) ⊂
m(n2)⋃
j=1
Bδn2 (zˆj),
1The actual algorithm is slightly more complicated to avoid the empty set, but its listed properties still hold.
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is non-empty and that ζn2,n1(A) converges to Spd(A)∩ (Γ˜n2(A) +B1/n2(0))c 6= ∅ in the Hausdorff metric.
Suppose that ζn2,n1(A) is non-empty. Recall that we only want one output per eigenvalue in the discrete
spectrum. To do this, we partition the finite set ζn2,n1(A) into equivalence classes as follows. For z, w ∈
ζn2,n1(A), we say that z ∼n1 w if there exists a finite sequence z = z1, z2, ..., zn = w ∈ ζn2,n1(A) such that
BE(n1,zj)(zj) and BE(n1,zj+1)(zj+1) intersect. The idea is that equivalence classes correspond to clusters
of points in ζn2,n1(A). Given any z ∈ ζn2,n1(A) we can compute its equivalence class using finitely many
arithmetic operations and comparisons. Let S0 be the set {z} and given Sn, let Sn+1 be the union of any
w ∈ ζn2,n1(A) such that BE(n1,w)(w) and BE(n1,v)(v) intersect for some v ∈ Sn. Given Sn, we can
compute Sn+1 using finitely many arithmetic operations and comparisons. The equivalence class is any Sn
where Sn = Sn+1 which must happen since ζn2,n1(A) is finite. We let Φn2,n1 consist of one element of each
equivalence class that minimises E(n1, ·) over its respective equivalence class. By the above comments it
is clear that Φn2,n1 can be computed in finitely many arithmetic operations and comparisons from the given
data. Furthermore, due to (8.2) which holds for large n1, the separation of the B2δn2 (zˆj) and the fact that
E(n1, ·) converges uniformly on compact subsets to the distance to Sp(A), it follows that for large n1 there
is exactly one point in each intersection B2δn2 (zˆj) ∩ Φn2,n1(A). But we can shrink δn2 and apply the same
argument to see that Φn2,n1(A) converges to Spd(A)∩ (Γ˜n2(A) +B1/n2(0))c 6= ∅ in the Hausdorff metric.
Now suppose that ζn2,n1(A) is non-empty and z1, z2 ∈ Φn2,n1(A) and both lie in B(z) for some z ∈
Spd(A) and  > 0 with Sp(A) ∩ B2(z) = {z}. It follows that z minimises the distance to the spectrum
from both z1 and z2. Hence, BE(n1,z1)(z1) and BE(n1,z2)(z2) both contain the point z so that z1 ∼n1 z2.
But then at most one of z1, z2 can lie in Φn2,n1(A) and hence z1 = z2.
To finish, we must alter Φn2,n1(A) to take care of the case when ζn2,n1(A) = ∅ and to produce a ΣA2
algorithm. In the case that ζn2,n1(A) = ∅, set Φn2,n1(A) = ∅. Let N(A) ∈ N be minimal such that
Spd(A)∩ (Γ˜N (A)+B1/N (0))c 6= ∅ (recall the discrete spectrum is non-empty for our class of operators). If
n2 > n1 then set Γn2,n1(A) = {0}, otherwise consider Φk,n1(A) for n2 ≤ k ≤ n1. If all of these are empty
then set Γn2,n1(A) = {0}, otherwise choose minimal k with Φk,n1(A) 6= ∅ and let Γn2,n1(A) = Φk,n1(A).
Note that this defines an arithmetic tower of algorithms, with Γn2,n1(A) non-empty. By the above case
analysis, for large n1 it holds that
Γn2,n1(A) = Φn2∨N(A),n1(A)
and it follows that
(8.3) lim
n1→∞
Γn2,n1(A) =: Γn2(A) = Spd(A) ∩ (Γ˜n2∨N(A)(A) +B1/n2∨N(A)(0))c.
Hence Γn2(A) ⊂ Spd(A) and Γn2(A) converges up to Spd(A) in the Hausdorff metric.
Step 3: Multiplicities. Suppose that zn2,n1 ∈ Γn2,n1(A) converges as n1 → ∞ to some zn2 = z ∈
Γn2(A) ⊂ Spd(A), where Γn2 is the first limit of the height two tower constructed in step 2. Consider
the following operator, viewed as a finite matrix acting on Cn, An = Pn(A − zI)∗(A − zI)Pn. This is a
truncation of the operator (A− zI)∗(A− zI). The key observation is that 0 lies in the discrete spectrum of
(A − zI)∗(A − zI) with h((A − zI)∗(A − zI), 0) = h(A, z), the multiplicity of the eigenvalue z. To see
this, note that ker(A− zI) = ker((A− zI)∗(A− zI)) and that if ‖x‖ = 1 then
‖(A− zI)x‖ ≤
√
‖(A− zI)∗(A− zI)x‖.
Since (A− zI) is bounded below on ker(A− zI)⊥, the same must be true for (A− zI)∗(A− zI). Now set
hn2,n1(A, zn2,n1) = min{n2,
∣∣{w ∈ Sp(Pn1(A− zn2,n1I)∗Pf(n1)(A− zn2,n1I)Pn1) : |w| < 1/n2 − dn1}∣∣},
where dn1 is some non-negative sequence converging to 0 that we define below. As usual we consider the
relevant operator as a matrix acting on Cn1 and we count eigenvalues according to their multiplicity. Via
shifting by (1/n2 − dn1)I and assuming dn1 can be computed with finitely many arithmetic operations and
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comparisons, Lemma 6.8 shows that this is a general algorithm and can be computed with finitely many
arithmetic operations and comparisons. Consider the similar function (that we cannot necessarily compute
since we do not know z),
qn2,n1(A, z) = min{n2, |{w ∈ Sp(An1) : |w| < 1/n2}|},
where
An1 = Pn1(A− zI)∗(A− zI)Pn1 .
We set B = (A− zI)∗(A− zI) and list λ1 ≤ λ2 ≤ ... as in Lemmas 8.1 and 8.2, then
lim
n1→∞
qn2,n1(A, z) = min{n2, |λj : λj < 1/n2|}.
It is then clear from the same lemmas that
lim
n2→∞
lim
n1→∞
qn2,n1(A, z) = h((A− zI)∗(A− zI), 0) = h(A, z).
We will have completed the proof if we can choose dn1 such that
lim
n1→∞
|hn2,n1(A, zn2,n1)− qn2,n1(A, z)| = 0.
It is straightforward to show that∥∥An1 − Pn1(A− zn2,n1I)∗Pf(n1)(A− zn2,n1I)Pn1∥∥
≤ ( |z − zn2,n1 |+ cn1)( ‖APn1‖+ |z − zn2,n1 |+ |zn2,n1 |+ ∥∥Pf(n1)(A− zn2,n1I)Pn1∥∥ )
≤ ( |z − zn2,n1 |+ cn1)(2 ∥∥Pf(n1)APn1∥∥+ |z − zn2,n1 |+ 2 |zn2,n1 |+ cn1),
where Df,m(A) ≤ cm is the dispersion bound. Choose
dn1 =
(
E(n1, zn2,n1) + cn1
)(
E(n1, zn2,n1) + 2 |zn2,n1 |+ 2kn1 + cn1
)
,
where kn1 overestimates
∥∥Pf(n1)APn1∥∥ by at most 1. kn1 can be computed using a similar positive defi-
niteness test as in DistSpec (see Appendix A). Since zn2,n1 converges to z ∈ Spd(A), it is clear that∥∥An1 − Pn1(A− zn2,n1I)∗Pf(n1)(A− zn2,n1I)Pn1∥∥ ≤ dn1
eventually and that dn1 converges to 0. Weyl’s inequality for eigenvalue perturbations of Hermitian matrices
implies the needed convergence. 
Proof of Theorem 3.13 for Ξd2. Since ΩD ⊂ ΩfN, its suffices to show that {Ξd2,ΩfN} ∈ ΣA2 and {Ξd2,ΩD} /∈
∆G2 .
Step 1: {Ξd2,ΩD} /∈ ∆G2 . The proof is almost identical to step 1 in the proof of Theorem 3.13 for Ξd1.
Suppose there exists some height one tower Γn solving the problem. Consider the matrix operators Am =
diag{0, 0, ..., 0, 2} ∈ Cm×m and C = diag{0, 0, ...} and set
A =
∞⊕
m=1
Akm ,
where we choose an increasing sequence km inductively as follows. Set k1 = 1 and suppose that k1, ..., km
have been chosen. Spd(Ak1 ⊕ Ak2 ⊕ ... ⊕ Akm ⊕ C) = {2} so there exists some nm ≥ m such that if
n ≥ nm then
Γn(Ak1 ⊕ ...⊕Akm ⊕ C) = 1.
Now let km+1 ≥ max{N(diag{1, 2} ⊕ Ak1 ⊕ ... ⊕ Akm ⊕ C, nm), km + 1}. Arguing as in the proof of
Theorem 3.9, it follows that Γnm(A) = Γnm(Ak1 ⊕ ...⊕ Akm ⊕ C). But Γnm(A) converges to 0 as A has
no discrete spectrum and this contradiction finishes this step.
Step 2: {Ξd2,ΩfN} ∈ ΣA2 . Consider the height two tower, ζn2,n1 , defined in step 2 of the proof of Theorem
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3.13 for Ξd1. Let A ∈ ΩfN and if ζn2,n1(A) = ∅, define ρn2,n1(A) = 0, otherwise define ρn2,n1(A) = 1. The
discussion in the proof of Theorem 3.13 for Ξd1 shows that
lim
n1→∞
ρn2,n1(A) =: ρn2(A) =
0, if Spd(A) ∩ (Γ˜n2(A) +B1/n2(0))c = ∅1, otherwise.
Since Spd(A)∩ (Γ˜n2(A) +B1/n2(0))c increases to Spd(A), it follows that limn2→∞ ρn2(A) = Ξd2(A) and
that if ρn2(A) = 1, then Ξ
d
2(A) = 1. Hence, ρn2,n1 provides a Σ
A
2 tower for {Ξd2,ΩfN}. 
Proof of Theorem 3.14. Let  = (E(n1, zn1) + δ)
2 and consider the matrix
B = Pn1(A− zn1I)∗Pf(n1)(A− zn1I)Pn1 − In ∈ Cn×n,
where In is the n × n identity matrix. B is a Hermitian matrix and is not positive semi-definite. It follows
that B can be put into the form
PBPT = LDL∗,
where L is lower triangular with 1’s along its diagonal,D is block diagonal with block sizes 1×1 or 2×2 and
P is a permutation matrix. This can be computed in finitely many arithmetic operations and comparisons.
Without loss of generality we assume that P = I . Let x be an eigenvector of B with negative eigenvalue
then set y = L∗x. Such an x exists by assumption. Note that
〈y,Dy〉 = 〈L∗x,DL∗x〉 = 〈x,Bx〉 < 0.
It follows that there exists a unit vector yn1 with 〈yn1 , Dyn1〉 < 0. Such a vector is easy to spot if a value in
one of the 1 × 1 blocks of D is negative. If not then we need to consider 2 × 2 blocks. Using the argument
in the proof of Lemma 6.8 we can find a 2× 2 block with a negative eigenvalue by computing the trace and
determinant. Without loss of generality we assume that this block is the upper 2× 2 portion of D. It follows
that there exist real numbers a, b, not both equal to 0, such that yn1 = (a, b, 0, ..., 0)
T has 〈yn1 , Dyn1〉 < 0.
If D2,2 < 0 then we can take a = 0, b = 1. Otherwise, a 6= 0 so set a = 1. We then note that there is an
open interval J such that if b ∈ J then yn1 = (a, b, 0, ..., 0)T has 〈yn1 , Dyn1〉 < 0. We can now perform a
search routine on R with finer and finer spacing to find such a b.
L∗ is invertible and upper triangular so we can efficiently solve for x˜n1 = (L
∗)−1yn1 using finitely
many arithmetic operations and comparisons. We then approximately normalise x˜n1 by computing ‖x˜n1‖ ≈
tn1(ρ) > 0 to precision ρ > 0 using arithmetic operations and comparisons. If we set xn1 = x˜n1/tn1(ρ)
then
1− ρ
tn1(ρ)
=
tn1(ρ)− ρ
tn1(ρ)
≤ ‖xn1‖ ≤
tn1(ρ) + ρ
tn1(ρ)
= 1 +
ρ
tn1(ρ)
.
So we successively choose ρ smaller until we reach ρn1 such that ρn1/tn1(ρn1) < δ. This is always possible
since limρ↓0 tn1(ρ) = ‖x˜n1‖ > 0. Let tn1 = tn1(ρn1), then
〈xn1 , Bxn1〉 = t−2n1 〈L∗x˜n1 , DL∗x˜n1〉 = t−2n1 〈yn1 , Dyn1〉 < 0.
Note that ∥∥Pf(n1)(A− zn1I)xn1∥∥2 = 〈xn1 , Bxn1〉+ ‖xn1‖2  < ‖xn1‖2 .
Taking square roots and recalling that Df,n1(A) ≤ cn1 and the definition of Df,n1 finishes the proof. 
Note that even in the finite-dimensional case this type of error control is the best possible owing to nu-
merical errors due to round-off and finite precision. This method is quick and can easily be efficiently
implemented.
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Proof of Theorem 3.15. Step 1: {Ξd1,Ωd1} /∈ ∆G3 . Suppose for a contradiction that Γn2,n1 is a height two
tower solving this problem. For this proof we shall use one of the decision problems in [42] that were proven
to have SCIG = 3. Let (M, d) be the discrete space {0, 1}, let Ω′ denote the collection of all infinite matrices
{ai,j}i,j∈N with entries ai,j ∈ {0, 1} and consider the problem function
Ξ′({ai,j}) : “Does {ai,j} have only finitely many columns containing only finitely may non-zero entries?”
We will gain a contradiction by using the supposed height two tower for {Ξd1,Ωd1}, Γn2,n1 , to solve {Ξ′,Ω′}.
Without loss of generality, identify B(l2(N)) with B(X) where X = C2 ⊕⊕∞j=1Xj in the l2-sense with
Xj = l
2(N). Now let {ai,j} ∈ Ω′ and for the jth column define Bj ∈ B(Xj) with the following matrix
representation:
Bj =
Mj⊕
r=1
Aljr , Am :=

1 1
0
. . .
0
1 1
 ∈ C
m×m,
where if Mj is finite then l
j
Mj
=∞ with A∞ = diag(1, 0, 0, ...). The ljr are defined such that
(8.4)
∑m
i=1 ai,j∑
r=1
ljr = m+
m∑
i=1
ai,j .
Define the self-adjoint operator
A = diag{3, 1} ⊕
∞⊕
j=1
Bj .
Note that no matter what the choices of ljr are, 3 ∈ Spd(A) and hence A ∈ Ωd1. Note also that the spectrum
of A is contained in {0, 1, 2, 3}. If Ξ′({ai,j}) = 1 then 1 is an isolated eigenvalue of finite multiplicity and
hence in Spd(A). But if Ξ
′({ai,j}) = 0 then 1 is an isolated eigenvalue of infinite multiplicity so does not
lie in the discrete spectrum and hence Spd(A) ⊂ {0, 2, 3}.
Consider the intervals J1 = [0, 1/2], and J2 = [3/4,∞). Set αn2,n1 = dist(1,Γn2,n1(A)). Let
k(n2, n1) ≤ n1 be maximal such that αn2,k(A) ∈ J1 ∪ J2. If no such k exists or αn2,k(A) ∈ J1 then set
Γ˜n2,n1({ai,j}) = 1. Otherwise set Γ˜n2,n1({ai,j}) = 0. It is clear from (8.4) that this defines a generalised
algorithm. In particular, given N we can evaluate {Ak,l : k, l ≤ N} using only finitely many evaluations of
{ai,j}, where we can use a suitable bijection between bases of l2(N) and C2⊕
⊕∞
j=1Xj to view A as acting
on l2(N). The point of the intervals J1, J2 is that we can show limn1→∞ Γ˜n2,n1({ai,j}) = Γ˜n2({ai,j}) ex-
ists. If Ξ′({ai,j}) = 1, then, for large n2, limn1→∞ αn2,k(A) < 1/2 and hence limn2→∞ Γ˜n2({ai,j}) = 1.
Similarly, if Ξ′({ai,j}) = 0, then, for large n2, limn1→∞ αn2,k(A) > 3/4 and hence it follows that
limn2→∞ Γ˜n2({ai,j}) = 0. Hence Γ˜n2,n1 is a height two tower of general algorithms solving {Ξ′,Ω′},
a contradiction.
Step 2: {Ξd2,Ωd2} /∈ ∆G3 . To prove this we can use a slight alteration of the argument in step 1. Replace
X by X = l2(N)⊕⊕∞j=1Xj and A by
A = diag{1, 0, 2, 0, 2, ...} ⊕
∞⊕
j=1
Bj .
It is then clear that Ξd2(A) = 1 if and only if Ξ
′({ai,j}) = 1.
Step 3: {Ξd1,Ωd1} ∈ ΣA3 . For this we argue similarly to the proof of Theorem3.13 for Ξd1 step 2. It was
shown in [8] that there exists a height three arithmetic tower Γ˜n3,n2,n1 for the essential spectrum of operators
in Ωd1 such that
• Each Γ˜n3,n2,n1(A) consists of a finite collection of points in the complex plane.
• For large n1, Γ˜n3,n2,n1(A) is eventually constant and equal to Γ˜n3,n2(A).
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• Γ˜n3,n2(A) is increasing with n2 with limit Γ˜n3(A) containing the essential spectrum. The limit
Γ˜n3(A) is also decreasing with n3.
Furthermore, it was proven in [8] that for operators in Ωd1, there exists a height two arithmetic tower Γˆn2,n1
for computing the spectrum such that
• Γˆn2,n1(A) is constant for large n1.
• For any z ∈ Γˆn2(A), dist(z,Sp(A)) ≤ 2−n2 .
Using these, we initially define
ζn3,n2,n1(A) = {z ∈ Γˆn2,n1(A) : 2−n3 − 2−n2 ≤ dist(z, Γ˜n3,n2,n1(A))}.
The arguments in the proof of Theorem 3.13 for Ξd1 show that this can be computed in finitely many arith-
metic operations and comparisons using the relevant evaluation functions. Note that for large n1
ζn3,n2,n1(A) = {z ∈ Γˆn2(A) : 2−n3 − 2−n2 ≤ dist(z, Γ˜n3,n2(A))} =: ζn3,n2(A).
There are now two cases to consider (we use Dη(z) to denote the open ball of radius η about a point z):
Case 1: Spd(A)∩ (Γ˜n3(A) +D2−n3 (0))c = ∅. Suppose, for a contradiction, in this case that there exists
zmj ∈ ζn3,mj (A) with mj →∞. Then, without loss of generality, zmj → z ∈ Sp(A). We also have that
dist(zmj , Γ˜n3,mj (A)) ≥ 2−n3 − 2−mj ,
which implies that dist(z, Γ˜n3(A)) ≥ 2−n3 and hence z ∈ Spd(A) ∩ (Γ˜n3(A) + D2−n3 (0))c, the required
contradiction. It follows that ζn3,n2(A) is empty for large n2.
Case 2: Spd(A) ∩ (Γ˜n3(A) + D2−n3 (0))c 6= ∅. In this case, this set is a finite subset of Spd(A),
{zˆ1, ..., zˆm(n3)}. Each of these points is an isolated point of the spectrum. It follows that there exists
zn2 ∈ Γˆn2(A) with zn2 → zˆ1 and |zn2 − zˆ1| ≤ 2−n2 for large n2. Since the Γ˜n3,n2(A) are increasing, this
implies that
dist(zn2 , Γ˜n3,n2(A)) ≥ dist(zn2 , Γ˜n3(A))
≥ dist(zˆ1, Γ˜n3(A))− 2−n2 ≥ 2−n3 − 2−n2 ,
so that zn2 ∈ ζn3,n2(A). The same argument holds for points converging to all of {zˆ1, ..., zˆm(n3)}. On the
other hand, the argument used in Case 1 shows that any limit points of ζn3,n2(A) as n2 →∞ are contained
in Spd(A)∩ (Γ˜n3(A)+D2−n3 (0))c. It follows that in this case ζn3,n2(A) converges to Spd(A)∩ (Γ˜n3(A)+
B1/n3(0))
c 6= ∅ in the Hausdorff metric as n2 →∞.
Let N(A) ∈ N be minimal such that Spd(A) ∩ (Γ˜N (A) + D2−N (0))c 6= ∅ (recall the discrete spectrum
is non-empty for our class of operators). If n3 > n2 then set Γn3,n2,n1(A) = {0}, otherwise consider
ζk,n2,n1(A) for n3 ≤ k ≤ n2. If all of these are empty then set Γn3,n2,n1(A) = {0}, otherwise choose
minimal k with ζk,n2,n1(A) 6= ∅ and let Γn3,n2,n1(A) = ζk,n2,n1(A). Note that this defines an arithmetic
tower of algorithms, with Γn3,n2,n1(A) non-empty. Since we consider finitely many of the sets ζk,n2,n1(A),
and these are constant for large n1, it follows that Γn3,n2,n1(A) is constant for large n1 and constructed in
the same manner with replacing ζk,n2,n1(A) by ζk,n2(A). Call this limit Γn3,n2(A).
For large n2,
Γn3,n2(A) = ζn3∨N(A),n2(A)
and it follows that
lim
n2→∞
Γn3,n2(A) =: Γn3(A) = Spd(A) ∩ (Γ˜n3∨N(A)(A) +D2−n3∨N(A)(0))c.
Hence Γn3(A) ⊂ Spd(A) and Γn3(A) converges up to Spd(A) in the Hausdorff metric.
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Step 4: {Ξd2,Ωd2} ∈ ΣA3 . Consider the height three tower, ζn3,n2,n1 , defined in step 3. Let A ∈ Ωd2 and
if ζn3,n2,n1(A) = ∅, define ρn3,n2,n1(A) = 0, otherwise define ρn3,n2,n1(A) = 1. The discussion in step 3
shows that
lim
n2→∞
lim
n1→∞
ρn3,n2,n1(A) =: ρn3(A) =
0, if Spd(A) ∩ (Γ˜n3(A) +D2−n3 (0))c = ∅1, otherwise.
Since Spd(A)∩ (Γ˜n3(A) +D2−n3 (0))c increases to Spd(A), it follows that limn3→∞ ρn3(A) = Ξd2(A) and
that if ρn3(A) = 1, then Ξ
d
2(A) = 1. Hence, ρn3,n2,n1 provides a Σ
A
3 tower for {Ξd2,Ωd2}. 
9. PROOF OF THEOREM ON THE SPECTRAL GAP AND SPECTRAL CLASSIFICATION
Proof of Theorem 3.11 for Ξgap. Step 1: {Ξgap, Ω̂SA} ∈ ΣA2 . Let A ∈ Ω̂SA. Using Corollary 6.9 we
can compute all n eigenvalues of PnAPn to arbitrary precision in finitely many arithmetic operations and
comparisons. Note that it is not completely straightforward to deduce this with the QR algorithm, as one has
to deal with halting criteria in order to achieve the correct precision. Moreover, one must approximate roots
in order to extract the approximate eigenvalues from a potential 2 × 2 matrix block. Thus we use Corollary
6.9 instead. In the notation of Lemmas 8.1, and 8.2 (whose analogous results also hold for the possibly
unbounded A ∈ Ω̂SA), consider an approximation
0 ≤ ln := µn2 − µn1 + n, n ≥ 2,
where we have computed µn2 − µn1 to accuracy |n| ≤ 1/n using Corollary 6.9 with B = PnAPn. Recall
that for A ∈ Ω̂SA we restricted the class so that either the bottom of the spectrum is in the discrete spectrum
with multiplicity one, or there is a closed interval in the spectrum of positive measure with the bottom of the
spectrum as its left end-point. It follows that ln converges to zero if and only if Ξgap(A) = 0, otherwise it
converges to some positive number. If n1 = 1 then set Γn2,n1(A) = 1, otherwise consider the following.
Let J1n2 = [0, 1/(2n2)] and J
2
n2 = (1/n2,∞). Given n1 ∈ N, consider lk for k ≤ n1. If no such k exists
with lk ∈ J1n2 ∪ J2n2 then set Γn2,n1(A) = 0. Otherwise, consider k maximal with lk ∈ J1n2 ∪ J2n2 and set
Γn2,n1(A) = 0 if lk ∈ J1n2 and Γn2,n1(A) = 1 if lk ∈ J2n2 . The sequence ln1 → c ≥ 0 for some number
c. The separation of the intervals J1n2 and J
2
n2 , ensures that ln1 cannot be in both intervals infinitely often as
n1 → ∞ and hence the first limit Γn2(A) := limn1→∞ Γn2,n1(A) exists. If c = 0, then Γn2(A) = 0 but
if c > 0 then there exists n2 with 1/n2 < c and hence for large n1, ln1 ∈ J2n2 . It follows in this case that
Γn2(A) = 1 and we also see that if Γn2(A) = 1 then Ξgap(A) = 1. Hence Γn2,n1 provides a Σ
A
2 tower.
Step 2: {Ξgap, Ω̂D} /∈ ∆G2 . We argue by contradiction and assume the existence of a height one tower,
Γn converging to Ξgap. The method of proof follows the same lines as before. For every A and n there
exists a finite number N(A,n) ∈ N such that the evaluations from ΛΓn(A) only take the matrix entries
Aij = 〈Aej , ei〉 with i, j ≤ N(A,n) into account. List the rationals in (0, 1) without repetition as d1, d2, ....
We consider the operators Am = diag{d1, d2, ..., dm} ∈ Cm×m, Bm = diag{1, 1, ..., 1} ∈ Cm×m and
C = diag{1, 1, ...}. Let
A =
∞⊕
m=1
(Bkm ⊕Akm),
where we choose an increasing sequence km inductively as follows. In what follows, all operators considered
are easily seen to be in Ω̂D.
Set k1 = 1 and suppose that k1, ..., km have been chosen with the property that upon defining
ζp := min{dr : 1 ≤ r ≤ kp},
we have ζp > ζp+1 for p = 1, ...,m− 1. Sp(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕C) = {d1, d2, ..., dm, 1} has
ζm the minimum of its spectrum and an isolated eigenvalue of multiplicity 1, hence
Ξ(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕ C) = “Yes”.
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It follows that there exists some nm ≥ m such that if n ≥ nm then
Γn(Bk1 ⊕Ak1 ⊕ ...⊕Bkm ⊕Akm ⊕ C) = “Yes”.
Now let km+1 ≥ max{N(Bk1 ⊕ Ak1 ⊕ ...⊕Bkm ⊕ Akm ⊕ C, nm), km + 1} with ζm > ζm+1. The same
argument used in the proof of Theorem 3.9 shows that Γnm(A) = Γnm(Bk1⊕Ak1⊕...⊕Bkm⊕Akm⊕C) =
“Yes”. But Sp(A) = [0, 1] is gappless and so must have limn→∞(Γn(A)) = “No”, a contradiction. 
Proof of Theorem 3.11 for Ξclass. By restricting Ω˜D to Ω̂D and composing with the map
ρ : {1, 2, 3, 4} → {0, 1},
ρ(1) = 1, ρ(2) = ρ(3) = ρ(4) = 0, it is clear that the result for Ξgap implies {Ξclass, Ω˜fSA}, {Ξclass, Ω˜D} /∈
∆G2 . Since Ω˜D ⊂ Ω˜fSA, we need only construct a ΠA2 tower for {Ξclass, Ω˜fSA}.
Let A ∈ Ω˜fSA. For a given n, set Bn = PnAPn and in the notation of Lemmas 8.2 and 8.1, let
0 ≤ ljn := µnj+1 − µn1 + jn, for j < n.
where we again have computed µnj+1 − µn1 to accuracy
∣∣jn∣∣ ≤ 1/n using only finitely many arithmetic
operations and comparisons by Corollary 6.9. Ξclass(A) = 1 if and only if l1n converges to a positive
constant as n → ∞ and Ξclass(A) = 2 if and only if l1n converges to zero as n → ∞ but there exists j with
ljn convergent to a positive constant.
Note that we can use the algorithm, denoted Γˆn, to compute the spectrum presented in §6, with error
function denoted by E(n, ·) converging uniformly on compact subsets of C to the true error from above
(again with the choice of g(x) = x since the operator is normal). Setting
an(A) = min
x∈Γˆn(A)
{x+ E(n, x)},
we see that an(A) ≥ a(A) := infx∈Sp(A){x} and that an(A)→ a(A). Now consider
bn2,n1(A) = min{E(k, ak(A) + 1/n2) + 1/k : 1 ≤ k ≤ n1}
then bn2,n1(A) is positive and decreasing in n1 so converges to some limit bn2(A).
Lemma 9.1. Let A ∈ Ω˜fSA and cn2,n1(A) = E(n1, an1(A) + 1/n2) + 1/n1, then
lim
n1→∞
cn2,n1(A) =: cn2(A) = dist(a+ 1/n2,Sp(A)).
Furthermore, if Ξclass(A) 6= 4 then for large n2 it follows that cn2(A) = bn2(A) = 1/n2.
Proof of Lemma 9.1. We know that an1(A) + 1/n2 converges to a(A) + 1/n2 as n1 → ∞. Furthermore,
dist(z,Sp(A)) is continuous in z andE(n1, z) converges uniformly to dist(z,Sp(A)) on compact subsets of
C. Hence, the limit cn2(A) exists and is equal to dist(a(A)+1/n2,Sp(A)). It is clear that bn2(A) ≤ cn2(A).
Suppose now that Ξclass(A) 6= 4, then for large n1, say bigger than some N , and for large enough n2,
E(n1, an1(A) + 1/n2) ≥ dist(an1(A) + 1/n2,Sp(A))
= |an1(A) + 1/n2 − a(A)|
≥ 1/n2 = dist(a(A) + 1/n2,Sp(A)).
Now choose n2 large such that the above inequality holds and 1/n2 ≤ 1/N . Then bn2,n1(A) ≥ 1/n2.
Taking limits finishes the proof. 
If n2 ≥ n1 then set Γn2,n1(A) = 1. Otherwise, for 1 ≤ j ≤ n2, let kjn2,n1 be maximal with 1 ≤
kjn2,n1 < n1 such that l
j
kjn2,n1
∈ J1n2 ∪ J2n2 if such kjn2,n1 exist, where J1n2 and J2n2 are as in the proof for
Ξgap. If k1n2,n1 exists with l
1
k1n2,n1
∈ J2n2 then set Γn2,n1(A) = 1. Otherwise, if any of kmn2,n1 exists with
lmkmn2,n1
∈ J2n2 for 2 ≤ m ≤ n2 then set Γn2,n1(A) = 2. Suppose that neither of these two cases hold. In this
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case compute bn2,n1(A). If bn2,n1(A) ≥ 1/n2 then set Γn2,n1(A) = 3, otherwise set Γn2,n1(A) = 4. We
now must show this provides a ΠA2 tower solving our problem.
First we show convergence of the first limit. Fix n2 and consider n1 large. The separation of the intervals
J1n2 and J
2
n2 ensures that each sequence {ljn}n∈N cannot visit each interval infinitely often. Since bn1,n2(A)
is non-increasing in n1, we also see that the question whether bn2,n1(A) ≥ 1/n2 eventually has a constant
answer. These observations ensure convergence of the first limit Γn2(A) = limn1→∞ Γn2,n1(A).
If Ξclass(A) = 1 then for large n2, l1n1 must eventually be in J
2
n2 and hence Γn2(A) = 1. It is also clear
that if Γn2(A) = 1 then l
1
n1 converges to a positive constant, which implies Ξclass(A) = 1. If Ξclass(A) = 2
then for large n2, lmn1 eventually lies in J
2
n2 for some 2 ≤ m ≤ n2, but l1n1 eventually in J1n2 . It follows that
Γn2(A) = 2. If Γn2(A) = 2, then we know that there exists some l
m
n1 convergent to l ≥ 1/n2 and hence we
know Ξclass(A) is either 1 or 2.
Now suppose that Ξclass(A) = 3, then for fixed n2 and any 1 ≤ m ≤ n2, lmn1 eventually lies in J1n2 and
hence our lowest level of the tower must eventually depend on whether bn2,n1(A) ≥ 1/n2. From Lemma
9.1, bn2(A) = cn2(A) = 1/n2 for large n2. It follows that for large n2, bn2(A) ≥ 1/n2 for all n1 and
Γn2(A) = 3. Furthermore, if Γn2(A) = 3 then we know that cn2(A) ≥ bn2(A) ≥ 1/n2, which implies
Ξclass(A) 6= 4. Finally, note that if Ξclass(A) = 4 but there exists n2 with Γn2(A) 6= 4 then the above
implies the contradiction Ξclass(A) 6= 4. The partial converses proven above imply Γn2,n1 realises the ΠA2
classification. 
10. COMPUTATIONAL EXAMPLES
In this section, we demonstrate that, as well as being optimal from a foundations point of view, the algo-
rithms constructed in this paper are usable and can be efficiently implemented for large scale computations.
The algorithms constructed in this paper have desirable convergence properties, with some converging mono-
tonically or being eventually constant as captured by the Σ/Π classification. They are also completely local
and hence parallelisable. Pseudocodes for the main algorithms of this paper are given in Appendix A.
Remark 10.1. Although we only stated results for the graph case, l2(V (G)), in §3.2, the ideas used to prove
the results show that all the classification results and algorithms in §3.2, §3.3 and §3.4 extend to general
separable Hilbert spaces H. Once a basis is chosen (so that matrix elements make sense) we can introduce
concepts like bounded dispersion etc.
10.1. Polynomial coefficients. We first consider computing spectra and pseudospectra for partial differen-
tial operators of the form
(10.1) T = P (x1, ..., xd, ∂1, ..., ∂d)
for a polynomial P . In this case, the algorithms (which use a Hermite basis in the proof) reduce to computing
the spectrum/pseudospectrum of infinite matrices A acting on l2(N). From the comments in Example 6.13
and recurrence relations for Hermite functions, we can choose a basis such that f(n) − n ∼ Cn(d−1)/d,
where f is the dispersion function and C(d) a constant, such that f also describes the off-diagonal sparsity
structure of A in the sense that An,k = Ak,n = 0 if k > f(n). Hence, this section also showcases the
algorithms presented in §3.2 and the two different methods become equivalent. For the examples in this
section, all error bounds were verified rigorously with interval arithmetic.
10.1.1. Anharmonic oscillators. First, consider operators of the form
H = −∆ + V (x) = −∆ +
d∑
j
ajxj +
d∑
j,k=1
bj,kxjxk +
∑
α∈Zd≥0,|α|≤M
c(α)xα,
where aj , bj,k, c(α) ∈ R and the multi-indices α are chosen such that
∑
|α|≤M c(α)x
α is bounded from
below. The fact that H is essentially self-adjoint follows from the Faris–Lavine theorem [93, Theorem
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Potential Exact n = 500 n = 1000
V1 −2 −2± 2× 10−8 −2± 10−8
V2 −9 −9± 2× 10−8 −9± 10−8
V3 0.375 0.375± 1.6192× 10−4 0.375± 1× 10−7
V4 1.125 1.125± 6.013× 10−4 1.125± 2.4× 10−7
TABLE 2. Test run of algorithm on some potentials with known eigenvalues. Note that we
quickly converge to the eigenvalue with error bounds computed by the algorithm (through
DistSpec) and using interval arithmetic.
X.28]. Anharmonic oscillators have attracted interest in quantum research for over three decades [12, 13,
65, 111] and amongst their uses are approximations of potentials near stationary points. The problem of
developing efficient algorithms to compute their spectra has received renewed interest due to advances in
asymptotic analysis and symbolic computing algebra [6, 67, 108]. The methods in the cited works are rich
and diverse, but lack uniformity. We show that we can obtain error control for general anharmonic operators
in a computationally efficient manner.
The algorithm Γn(A) for the spectrum is described by the routine CompSpecUB, shown as pseudocode
in Appendix A. This relies on the approximation to ‖R(z,A)‖−1 in Theorem 6.7 given by the routine
DistSpec. Throughout, we have used the fact that DistSpec can be implemented using only finitely
many arithmetic operations and comparisons.
We begin with comparisons to some known results in one dimension, calculated using super-symmetric
quantum mechanics [38]:
V1(x) = x
2 − 4x4 + x6 E0 = −2,
V2(x) = 4x
2 − 6x4 + x6 E1 = −9,
V3(x) = (105/64)x
2 − (43/8)x4 + x6 − x8 + x10 E0 = 3/8,
V4(x) = (169/64)x
2 − (59/8)x4 + x6 − x8 + x10 E1 = 9/8.
Following the physicists’ convention, if the spectrum is discrete and bounded below, we list the energy
levels as E0 ≤ E1 ≤ E2 ≤ .... Note that other methods such as finite section (of the corresponding
matrices A constructed using Hermite functions) will converge in this case, but do not provide the sharp
Σ1 classification. We found that the grid resolution of the search routine and the search accuracy for the
smallest singular values, not the matrix size, were the main deciding factors in the error bound. Clearly, once
we know roughly where the eigenvalues are, we can speed up computations using the fact that the algorithm
is local. Furthermore, the search routine’s computational time only grows logarithmically in its precision.
Hence we set the grid spacing and the spacing of the search routine to be 105n. Table 2 shows the results;
all values were computed rapidly using a local search grid. Note that we quickly gain convergence and that
the error bounds become the precision of the search routine in DistSpec (namely, 105n). In this simple
example, the output happens to agree precisely with the eigenvalues since they lie on the search grid.
Next, we demonstrate how the algorithm can be used in more than one dimension. We consider
H1 = −∆ + x21x22,
which is a classic example of a potential that does not blow up at∞ in every direction, yet still induces an
operator with compact resolvent [100]. Figure 2 shows the convergence of the estimate of ‖R(z,H1)‖−1
from above, as well as finite section estimates. As expected from variational methods, the finite section
method produces eigenvalues converging to the true eigenvalues from above (there is no essential spectrum
and the operator is positive). Furthermore, the areas where DistSpec has converged correspond to areas
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FIGURE 2. Left: The convergence of the algorithm (shown as DistSpec) and finite
section to the true eigenvalues on the interval [0, 10]. Note that points with reliable finite
section eigenvalues correspond to points where the estimate of the resolvent norm is well
resolved. Right: Error bounds computed using DistSpec and interval arithmetic (for an
adaptive grid spacing).
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FIGURE 3. Left: Calculated pseudospectrum for the imaginary cubic oscillator. Note
the clear presence of eigenvalues. Right: Calculated pseudospectrum for imaginary Airy
operator. Both figures were produced with n = 1000.
where finite section has converged. We also show rigorous error bounds computed using DistSpec for
different n for the first five eigenvalues. These are computed using an adaptive grid spacing to resolve the
local minima of the approximation of ‖R(z,H1)‖−1 using rectangular truncations.
10.1.2. Pseudospectra and PT symmetry. We now turn to pseudospectra and consider PT -symmetric non-
self-adjoint operators T (and for which compactly supported smooth functions form a core of T and T ∗ [55]).
The first example is the imaginary cubic oscillator defined formally (in one dimension) by
H2 = −d2/dx2 + ix3.
This operator is the most studied example of a PT -symmetric operator2 [10, 11], as well as appearing in
statistical physics and quantum field theory [66]. It is known that the resolvent is compact [37] with all
2Meaning [H2,PT ] = 0 with (Pf)(x) = f(−x) and (T f)(x) = f(x).
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Potential V E0 E1 E2 E3 E4
cos(x) 1.7561051579 3.3447026910 5.0606547136 6.8649969390 8.7353069954
tanh(x) 0.8703478514 2.9666370800 4.9825969775 6.9898951678 8.9931317537
exp(−x2) 1.6882809272 3.3395578680 5.2703748823 7.2225903394 9.1953373991
(1 + x2)−1 1.7468178026 3.4757613534 5.4115076464 7.3503220313 9.3168983920
TABLE 3. Computed eigenvalues for different potentials (first five shown). Each eigen-
value En, computed with an error bound at most 10−9 via DistSpec, is a shift of the
harmonic oscillator eigenvalue 2n+ 1
eigenvalues simple and residing in R≥0 [53,106]. The eigenvectors are complete but do not form a Riesz ba-
sis [99]. Figure 3 (left) shows the computed pseudospectrum computed using n = 1000. This demonstrates
the instability of the spectrum of the operator.
Next, we consider the imaginary Airy operator
H3 = −d2/dx2 + ix,
since this is known to have empty spectrum [75], demonstrating that the algorithm is effective in this case
also. Note that any finite section method will overestimate the pseudospectrum due to the presence of false
eigenvalues. H3 is PT -symmetric and has compact resolvent. The resolvent norm ‖R(z,H3)‖ only de-
pends on the real part of z and blows up exponentially as Re(z) → +∞. We have shown the computed
pseudospectrum for n = 1000 in Figure 3 (right).
We do not need to discretise anything to apply the above method. Up to numerical errors in the testing
of positive definiteness, all computed pseudospectra are guaranteed to be inside the correct pseudospectra.
In fact, in our case, we checked results using interval arithmetic, and hence the output is 100% reliable.
This is in contrast to the numerical experiments conducted in [48], where the operator is discretised. It
is also easy to construct examples where discretisations fail dramatically, either not capturing the whole
spectrum or suffering from spectral pollution (even without spectral pollution - figuring out which parts of
computations are trustworthy can be very difficult for finite section and related methods [113]). Algorithms
like PseudoSpec are a useful tool to test the reliability of such outputs.
10.2. Partial differential operators with general coefficients.
10.2.1. Perturbed harmonic oscillator. As a first set of examples, we consider
T = −∆ + x2 + V (x),
on L2(R), where V is a bounded potential. Such operators have discrete spectra, however, the perturbation
V causes the eigenvalues to shift relative to the classical harmonic oscillator (whose spectrum is the set of
odd positive integers). Table 3 shows the first five eigenvalues for a range of potentials. Each entry in the
table is computed with an error bound at most 10−9 provided by DistSpec.
10.2.2. Fourth-order operator. Next, we consider the operator
Tλ =
d4
dx41
+
(
−i d
dx2
+
x1
2
)4
+
2λx2 + λ
2
1 + x22
,
on L2(R2), as an example with gaps in the essential spectrum. Figure 4 shows a portion of the spectrum,
as well as the output of finite section, using 105 basis functions. The maximum error bound provided by
DistSpec is bounded by 10−2. Finite section produces heavy spectral pollution in the gaps of the essential
spectrum. The spectrum for λ = 0 is shown as red stars, and consists of isolated eigenvalues of infinite
multiplicity. As λ increases, these fan out to produce the essential spectra shown.
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FIGURE 4. Left: Output of finite section. Right: Output of CompSpecUB. Both use 105
basis functions and the spectrum of T0 is shown as red stars.
10.3. Example for discrete Spectra. Although it is hard to analyse the convergence of a height two tower,
we can take advantage of the extra structure in this problem. The routine DiscreteSpec in Appendix
A computes Γn2,n1(A) such that limn1→∞ Γn2,n1(A) is a finite subset of Spd(A). Furthermore, for each
z ∈ Spd(A), there is at most one point in zn1 ∈ Γn2,n1(A) approximating z. We can use the routine
DistSpec to gain an error bound of dist(zn1 ,Sp(A)), which, for large n1, will be equal to |z − zn1 | since
z is isolated. As we increase n2, more and more of the discrete spectrum (in general portions nearer the
essential spectrum) are approximated.
Our example is the Almost Mathieu Operator on l2(Z) given by
(Hαx)n = xn−1 + xn+1 + 2λ cos(2pinα)xn,
where we set λ = 1 (critical coupling). For rational choices of α, the operator is periodic and its spectrum
is purely absolutely continuous. For irrational α the spectrum is a Cantor set (Ten Martini Problem). To
generate a discrete spectrum, we add a perturbation of the potential of the form
(10.2) V (n) = Vn/(|n|+ 1),
where Vn are independent and uniformly distributed in [−2, 2]. The perturbation is compact so preserves
the essential spectrum. This type of problem is well studied in the more general setting of Jacobi operators
[76, 107].
Figure 5 shows a typical result for a realisation of the random potential. The figure shows the output of
finite section and our algorithm (with a uniform error bound of 10−2) for computing the total spectrum. We
have also shown the output of DiscreteSpec, which separates the discrete spectrum from the essential
spectrum. For each α we took n2 large enough for an expected limit inclusion Spd(A) ⊂ Γn2(A)+B0.01(0)
(obtained by comparing with the output of the height two tower for computing the essential spectrum). Tak-
ing n2 larger caused sharper inclusion bounds. Additionally, we confirmed the accuracy of the results using
a height one tower to compute the spectrum with and without the random potential. Note that it is difficult
to detect spectral pollution when using finite section with the additional perturbation (10.2). In contrast,
DiscreteSpec computes the discrete spectrum without spectral pollution and allows us to separate the
discrete from the essential spectrum.
The error bounds provided by DistSpec (applied to the output of DiscreteSpec) can also be trans-
lated into computing approximates of the eigenvectors of an operator A corresponding to the discrete spec-
trum with an error bound in the following manner. The routine ApproxEigenvector in Appendix A
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FIGURE 5. Top: Output of finite section. Spectral pollution detected by our algorithm
is shown as red crosses. Bottom: Output of DiscreteSpec and the splitting into the
essential spectrum and the discrete spectrum. The output captures the discrete spectrum
down to a distance ≈ 0.01 away from the essential spectrum, which can be made smaller
for larger n2.
computes a vector xn1 of norm ≈ 1 such that (in this case taking δ ↓ 0, cn = 0)
‖(A− zn1I)xn1‖ ≤ DistSpec(A,n1, f(n1), zn1).
We write xn1 = x
d
n1 + yn1 , where x
d
n1 is an eigenvector of A with eigenvalue z, and yn1 is perpendicular to
the eigenspace associated with z and zn1 → z. It follows that
‖(A− zI)yn1‖ ≤ |z − zn1 |+ DistSpec(A,n1, f(n1), zn1) ≤ 2× DistSpec(A,n1, f(n1), zn1),
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for large n1. But A − zI is bounded below on the orthogonal complement of the eigenspace, with lower
bound dist(z,Sp(A)\{z}). Hence,
‖yn1‖ ≤
2× DistSpec(A,n1, f(n1), zn1)
dist(z,Sp(A)\{z})
for large n1. This also bounds the l2 distance of xn1 to the eigenspace and can be estimated by approximating
the spectrum of A. It is also straightforward to adjust this procedure to eigenvalues of multiplicity greater
than 1 and approximate the whole eigenspace. We note that for this example, all eigenvalues were found to
have multiplicity 1 as expected for a random perturbation. Finally, the method of computing eigenvectors
and error bounds can also be used for the unbounded case when z lies in the discrete spectrum.
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APPENDIX A. COMPUTATIONAL ROUTINES
We provide pseudocode for the algorithms of this paper, all of which provide sharp classifications in the SCI
hierarchy.
Algorithm 1: The routine CompSpecUB computes spectra of unbounded operators on l2(N) (or, more gen-
erally, graphs) using the subroutines CompInvg and DistSpec described above, and provides Σ1 error
control. The subroutine IsPosDef checks whether a matrix is positive definite and is a standard routine that
can be implemented in a myriad of ways. In practice, the while loop in DistSpec is replaced by a much
more efficient interval bisection method. An alternative method for sparse matrices (which, however, does
not rigorously guarantee an error bound on the smallest singular values) is to compute the smallest singular
values of the rectangular matrices using iterative methods.
Function CompInvg(n,y,g)
Input : n ∈ N, y ∈ R+, g : R+ → R+
Output: m ∈ R+, an approximation to g−1(y)
m = min{k/n : k ∈ N, g(k/n) > y}
end
Function DistSpec(A,n,z,f(n))
Input : n ∈ N, f(n) ∈ N, matrix A, z ∈ C
Output: y ∈ R+, an approximation to the function z 7→ ‖R(z,A)‖−1
B = (A− zI)(1 : f(n), 1 : n)
C = (A− zI)∗(1 : f(n), 1 : n)
S = B∗B
T = C∗C
ν = 1, l = 0
while ν = 1 do
l = l + 1
p = IsPosDef(S − l2
n2
)
q = IsPosDef(T − l2
n2
)
ν = min(p, q)
end
y = l
n
end
Function CompSpecUB(A,n,{gm},f(n),cn)
Input : n ∈ N, f(n) ∈ N, cn ∈ R+ (bound on dispersion), gm : R+ → R+, A ∈ Ωg
Output: Γn(A) ⊂ C, an approximation to Sp(A), En(A) ∈ R+, the error estimate
G = Grid(n) (see (6.2))
for z ∈ G do
F (z) = DistSpec(A,n,z,f(n))
if F (z) ≤ (|z|2 + 1)−1 then
for wj ∈ BCompInvg(n,F (z),gd|z|e)(z) ∩G = {w1, ..., wk} do
Fj = DistSpec(A,n,wj ,f(n))
end
Mz = {wj : Fj = minq{Fq}}
else
Mz = ∅
end
end
Γn(A) = ∪z∈GMz
En(A) = maxz∈Γn(A){CompInvg(n,DistSpec(A,n,z,f(n))+cn, gd|z|e)}
end
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Algorithm 2: PseudoSpecUB computes Γn(A) ⊂ Sp(A) with limn→∞ Γn(A) = Sp(A).
Function PseudoSpecUB(A,n,f(n),cn,)
Input : n ∈ N, f(n) ∈ N, cn ∈ R+, A ∈ Ωˆ,  > 0
Output: Γn(A) ⊂ C, an approximation to Sp(A)
G = Grid(n)
for z ∈ G do
F (z) = DistSpec(A,n,z,f(n)) + cn
end
Γn(A) =
⋃{z ∈ G |F (z) < }
end
Algorithm 3: TestSpec solves {Ξ3, Ωˆ × K(C)} (does K, compact, intersect Sp(A)) with input Kn2 and
access to γn1(z,A) (e.g. via DistSpec). Similarly, TestPseudoSpec solves {Ξ4, Ωˆ×K(C)} (does K,
compact, intersect Sp(A)) with input Kn2 ,  > 0 and access to γn1(z,A).
Function TestSpec(n1, n2, Kn2 , γn1(z,A))
Input : n1, n2 ∈ N, Kn2 an approximation to K, access to evaluation of γn1(z,A).
Output: Γn2,n1(A), an approximation of Ξ3(A).
Γn2,n1(A) = “Does there exist some z ∈ Kn2 such that γn1(z,A) < 1/2n2?”
end
Function TestPseudoSpec(n1, n2, Kn2 , γn1(z,A), )
Input : n1, n2 ∈ N, Kn2 an approximation to K, access to evaluation of γn1(z,A),  > 0.
Output: Γn2,n1(A), an approximation of Ξ4(A).
Γn2,n1(A) = “Does there exist some z ∈ Kn2 such that γn1(z,A) < 1/2n2 + ?”
end
Algorithm 4: SpecGap solves the spectral gap problem in Theorem 3.11, and requires an eigenvalue solver
to implement Corollary 6.9 to compute all n eigenvalues of PnAPn to arbitrary precision.
Function SpecGap(n1,n2,Pn1APn1)
Input : n1, n2 ∈ N, Pn1APn1 the square truncation of the matrix A
Output: Γn2,n1(A), an approximation to Ξgap(A).
if n1 = 1 then
Set Γn2,n1(A) = 1
else
for k ∈ {2, ..., n1} do
Compute lk = µk2 − µk1 + k, |k| ≤ 1/k,
using Corollary 6.9 and notation of Lemmas 8.1, and 8.2 applied to PkAPk.
end
Set J1n2 = [0, 1/(2n2)] and J
2
n2 = (1/n2,∞)
if {lk : k ∈ {1, ..., n1} ∩ (J1n2 ∪ J2n2)} = ∅ then
Set Γn2,n1(A) = 0
else
Let k˜ ≤ n1 be maximal with lk˜ ∈ J1n2 ∪ J2n2 .
if lk˜ ∈ J1n2 then
Set Γn2,n1(A) = 0
else
Set Γn2,n1(A) = 1.
end
end
end
end
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Algorithm 5: SpecClass solves spectral classification problem in Theorem 3.11. As well as an eigenvalue
solver to implement Corollary 6.9, we need the algorithm CompSpecUB denoted by Γˆn, which computes the
spectrum together with an error bound E(n, ·) on the output.
Function SpecClass(n1,n2,A,f)
Input : n1, n2 ∈ N, A ∈ Ω˜fSA, f the dispersion bounding function
Output: Γn2,n1(A), an approximation to Ξclass(A).
if n1 ≤ n2 then
Set Γn2,n1(A) = 1
else
for n ∈ {1, ..., n1} and j ∈ {1, ..., n− 1} do
Compute ljn = µnj+1 − µn1 + jn,
∣∣jn∣∣ ≤ 1/n,
using Corollary 6.9 and notation of Lemmas 8.1, and 8.2 applied to PnAPn.
end
Set J1n2 = [0, 1/(2n2)] and J
2
n2 = (1/n2,∞)
for j ∈ {1, ..., n2} do
Let kjn2,n1 be maximal with 1 ≤ kjn2,n1 < n1 such that ljkjn2,n1 ∈ J
1
n2 ∪ J2n2 if such kjn2,n1 exists.
end
if k1n2,n1 exists with l
1
k1n2,n1
∈ J2n2 then
Set Γn2,n1(A) = 1
else
if any kmn2,n1 exists with l
m
kmn2,n1
∈ J2n2 for 2 ≤ m ≤ n2 then
Set Γn2,n1(A) = 2
else
for k ∈ {1, ..., n1} do
Set ak(A) = minx∈Γˆk(A){x+ E(k, x)},
Set qk = E(k, ak(A) + 1/n2) + 1/k.
end
Set bn2,n1(A) = min{qk : 1 ≤ k ≤ n1}.
if bn2,n1(A) ≥ 1/n2 then
Set Γn2,n1(A) = 3
else
Set Γn2,n1(A) = 4.
end
end
end
end
end
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Algorithm 6: DiscreteSpec computes the closure of the discrete spectrum of A. The approximation of
the essential spectrum, Γ˜n2,n1(A), is described in the proof of convergence and was given in [8]. Moreover,
limn1→∞ Γn2,n1(A) ⊂ Spd(A) (see (8.3)), and converges up to Spd(A) as n2 → ∞. Given zn1 → z,
Multiplicity computes the multiplicity, h(A, z), of the eigenvalue z.
Function DiscreteSpec(n1,n2,Γˆn1(A),E(n1, ·),Γ˜n2,n1(A))
Input : n1, n2 ∈ N, Γˆn1(A) an approximation to Sp(A), error estimate E(n1, ·) over Γˆn1(A), Γ˜n2,n1(A) an
approximation to Spess(A)
Output: Γn2,n1(A), an approximation to Spd(A).
if n2 ≤ n1 then
for n2 ≤ k ≤ n1 do
ζk,n1(A) = {z ∈ Γˆn1(A) : E(n1, z) < dist(z, Γ˜k,n1(A))− 1/k}
for z, w ∈ ζk,n1(A) do
z ∼n1 w if and only if BE(n1,wj)(wj) ∩BE(n1,wj+1)(wj+1) 6= ∅ for some
z = w1, w2, ..., wn = w ∈ ζk,n1(A)
end
This gives equivalence classes [z1], ..., [zm]
for j ∈ {1, ...,m} do
Choose zkj ∈ [zj ] of minimal E(n1, ·)
end
if ∪j∈{1,...,m}{zkj} 6= ∅ then
Φk,n1(A) = ∪j∈{1,...,m}{zkj}
else
Φk,n1(A) = ∅.
end
end
if At least one of Φk,n1(A) 6= ∅ then
Γn2,n1(A) = Φk,n1(A) = ∅ with k minimal such that ζk,n1(A) 6= ∅
else
Γn2,n1(A) = {0}
end
else
Γn2,n1(A) = {0}.
end
end
Function Multiplicity(A,n1,n2,f(n1),zn1 ,dn1)
Input : n1, n2 ∈ N, f(n1) ∈ N, A ∈ ΩdN, zn1 ∈ C, dn1
Output: hn2,n1(A, zn1), an integer approximation to h(A, z) where zn1 → z.
B = [(A− zn1I)(1 : f(n1), 1 : n1)]∗[(A− zn1I)(1 : f(n1), 1 : n1)]− (1/n1 − dn1)I
[L,D] = ldl(B)
if D is diagonal then
Find J the set of j with D(j, j) < 0
hn2,n1(A, zn1) = |J |
else
Find J1 the set of j with size 1 block D(j, j) < 0
Find J2 the number of negative eigenvalues corresponding to size 2 blocks by looking at trace and
determinant
hn2,n1(A, zn1) = |J1|+ |J2|
end
end
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Algorithm 7: DiscSpecEmpty computes Ξd2(A) (is the discrete spectrum non-empty) in two limits for
A ∈ ΩfN, the class of bounded normal operators with known dispersion bounding function. The inputs
are the algorithm Γˆn computing the spectrum (for example, CompSpecUB), the error control E(n, z) (that
converges to the true error uniformly on compact subsets of C) and the height two tower Γ˜n2,n1 presented
in [8] to compute the essential spectrum.
Function DiscSpecEmpty(n1,n2,Γˆn1(A),E(n1, ·),Γ˜n2,n1(A))
Input : n1, n2 ∈ N, Γˆn1(A) an approximation to Sp(A), error estimate E(n1, ·) over Γˆn1(A), Γ˜n2,n1(A) an
approximation to Spess(A)
Output: Γn2,n1(A), an approximation to Ξ
d
2(A).
ζn2,n1(A) = {z ∈ Γˆn1(A) : E(n1, z) < dist(z, Γ˜n2,n1(A))− 1/n2}
if ζn2,n1(A) 6= ∅ then
Γn2,n1(A) = 1
else
Γn2,n1(A) = 0.
end
end
Algorithm 8: ApproxEigenvector takes as input A, n, f(n), zn and the bound E(n, zn) where
σ1(Pf(n)(A − znI)|Pn(l2(N))) ≤ E(n, zn). Given δ > 0, it computes an approximate eigenvector xn (of
finite support) satisfying ‖(A− znI)xn‖ ≤ ‖xn‖ (E(n, zn) + cn + δ) and 1− δ < ‖xn‖ < 1 + δ.
Function ApproxEigenvector(A, n, f(n), zn, E(n, zn), δ)
Input : n ∈ N, f(n) ∈ N, A, zn ∈ C, error bound E(n, zn) and tolerance δ > 0
Output: xn ∈ Cn, a vector satisfying ‖(A− znI)xn‖ ≤ ‖xn‖ (E(n, zn) + cn + δ)
 = (E(n, zn) + δ)
2
B = [(A− znI)(1 : f(n), 1 : n)]∗[(A− znI)(1 : f(n), 1 : n)]− I
[L,D] = ldl(B)
if D is diagonal then
Find i with D(i, i) < 0
y = ei
else
Find y eigenvector of D with eigenvalue < 0
end
Solve upper triangular system for xn with y = L∗xn then normalise to precision δ.
end
