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ABSTRACT 
Let X, and X, be, respectively, the greatest and smallest eigenvalues of an 
N x N hermitian matrix H = (hii), and x = (xl, x2,. . . ,lcN) with (x, x) = 1. Then, it 
is known that (1) X, > (x, Hz) >, A, and (2) if, in addition, H is positive definite, 
(X,+X,)2/4X,X,>(x,Hx)(x,H-‘x)~1. Assuming that y=(y1,y2,...,yN) and 
IYil<l, i=1,2 )..., N, it is shown in this paper that these inequalities remain true if H 
and H-’ are, respectively, replaced by the Hadamard products M(y) * H and 
M(y)* H-‘, whereM(y)isamatrixdefinedbyM(y)=(Gij+(l-Gij)~iyj).Subse- 
quently, these results are extended to improve the spectral bounds of M( y ) * H. 
1. INTRODUCTION 
Let H = (hii) be any N X N hermitian matrix with its eigenvalues 
A,, x 2,..., X, satisfying 
Then, it is well known that [l] 
X,>,(X,HX)~~ 5 hijxixj>h,V, 
i, j=l 
(2) 
where x=(x,,x~,..., x,,) is a complex vector normalized to 1, i.e., 
(X,X)C~f ? ffixi=l. (3) 
i=l 
In addition, if H is positive definite, a variant of the Kantorovich inequality 
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[2] states that 
(h+ M2 
4h1h.x 
3 (x, Hx)(r, HPX) 3 1 (kv ’ o), 
where He' is the inverse of H, and x satisfies Equation (3). 
In newly developed semidirect procedures (i.e., iterative procedures using 
fast Poisson solvers) for solving nonseparable elliptic partial differential equa- 
tions [3], the local relaxation factors were introduced to accelerate the rate of 
convergence. It was found that the optimization of these factors requires 
knowledge about the spectral bounds of two linear operators. Establishment 
of these bounds results in two inequalities that are, respectively, generali- 
zations of (2) and (4). The objectives of this paper are to prove these 
generalized inequalities and discuss the related mathematical results. 
2. MAIN RESULTS 
For any vector y=(y1,y2,..., y,,,), one can define an N X N hermitian 
matrix M(y) by 
M(Y)=(Sij+(l-Gij)YiYj), (5) 
where aij is the Kronecker delta symbol. Let M(y) * H = (hjj) denote the 
Hadamard product [4] of M(y) and another N x N hermitian matrix H = 
(hij); then 
As a result, 
(6) 
(7) 
Moreover, it is noted that the diagonal elements of M(y)* H are identical to 
those of H; while each off-diagonal element in M(y) * H is the product of 
ijiyj and the corresponding element in H. 
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With the above preliminaries, the first inequality is stated as a part of 
THEOREM 1. 
eigenvalues 
Let (i) H = (hii) be an N x N hermitian matrix with its 
A,, A,, . . . , A, satisfying the inequalities (l), (ii) x = 
(x,, x2,. * * , xN) with (x,x)= 1, and (iii) y=(yl, y, ,..., ylv) with lyil G 1, 
i=1,2 ,..., N. Then: 
(a) We have 
A, > (x, M(y) * Hz) 3 A,. (8) 
(b) Zf hl#hii, i=1,2 ,..., N, then A, = (x, M(y)* Hx) if and only if 
x,/m = 0, i = 1,2 ,..., N, and (x,y,, x,y, ,..., x,~Y,) is an eigenvector 
of the matrix H with eigenvalue A,. This statement remains true if A, is 
replaced by A,. 
(c) Zf there is an integer k (1 d k < N) such that A, = h,,, then hki = 0 
for all j # k (1~ j < N). As a result, (x, M(y) * Hx) is independent of yk. Zf 
we replace A, with h,V, this statement remains true. 
Proof. (a): Since \yi I< 1, i = 1,2,. . . , N, one can define 2N complex 
variables vl, v2,. . . , v8,,, by 
clef 
01 = XlY,, 
Combining Equations (3) and ($I), one obtains 
F llg=I 
i=l 
and, using equation (7), 
(x,M(y)*H~)=(v,fiv)‘~~ z hiiDivj 
i=l 
(9) 
(10) 
(11) 
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where u=(u,,oa,..., u,,,) and fi is a 2N X2N hermitian matrix defined by 
A=(hij)d”’ 
h 11 h,, -+a h,, ; 
h 21 h,, . . . h,, j 
. . . I 0 I 
h’ 
I 
Nl h, ..I h,YN ; 
------------_-____A-------___________ 
I h,, 0 ... 0 
0 
j 0 h,, . . 
I . 
j 6 -1 
(12) 
The eigenvalues of the matrix fi are h,, A,,. . ., A,, h,,, h,,,.. ., h,,.. Since 
hi,, &a,..., h,,,. are the diagonal elements of the hermitian matrix H, they 
must be real and bounded by hi and A,,,. Therefore one concludes that h, 
and h, are, respectively, the greatest and smallest eigenvalues of #Z. This fact 
coupled with Equations (2), (3), (lo), and (11) immediately leads to the 
inequality (8). 
(b): If xi/m = 0, i = 1,2,. .., N, and (x,Y,, x2y2,.. ., xNyN) is an 
eigenvector of the matrix H with eigenvalue Xi, then according to Equations 
(9) and (12), the vector (vi, oz.. . . , uZN) is an eigenvector of the matrix fi 
with eigenvalue Xi. Consequently, Equations (10) and (11) imply that Xi = 
(x, M(y) * Hx). Conversely, if X, = (x, M(y) * Hz), then as a result of Equa- 
tions (8) and (ll), the normalized vector (u,, 02,. . . , uZN) maximizes the 
hermitian form on the right side of Equation (ll), and thus it must be an 
eigenvector of fi with eigenvalue X, [l]. Since Xi+ hii, i = 1,2,..., N, one 
concludes that uN+i = xi 7- l- ]yi] - 0, i = 1,2,. . . , N, and the vector 
(X,Y,, XzY2. * * * 3 yN) is an eigenvector of H with eigenvalue X r. A similar 
argument, obviously, can be used to prove the remainder of part (b). 
(c): Let k be an integer such that A, = h,, (since X, 2 hii > A,, i = 
1,2,..., N, this can occur only if h,, is one of the greatest diagonal elements 
of H) and 
cP=(vwJ2Yr(PN) with 
clef 
qi=aik, i=1,2 ,..., N. 
Then (cp,p,)=l and (cp,Hq)=h,,=h,>(x,Hx) for any vector x with 
(x, x) = 1. Consequently, cp is an eigenvector of H with eigenvalue h,, [l], 
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% hi j8jk = hk,Jik, i=l,2 N. ,***> 
j=l 
It follows immediately that hik = hki = 0 if i # k. According to Equation (7), 
this implies that (x, M(y) * Hz) is independent of yk. Again, a similar 
argument can be used to prove the remainder of part (c). n 
The second inequality is stated as 
THEOREM 2. Assuming that H = (hii) is an N X N positive definite 
hermitian matrix with its eigenvalues X,, h,, . . . , A, satisfying 
A,>&>, ... >,h,>O, (13) 
then 
(h + hd2 
4hJh7 
>(x,M(y)*Hx)(x,M(y)*H-‘x)21. (14) 
Here(x,x)=l,and Iyil<l,i=1,2 ,..., N. 
Proof. Since H is a hermitian matrix, there is a set of orthonormal 
eigenvectors ($, I$, . . . , pi”) of H such that 
A 
C hijq;=h.vr, i,n=1,2 ,..., N, 
j=l 
(15) 
and 
m,n=1,2 ,..., N, 06) 
where ‘pr is the j th component of the eigenvector @‘. Equations (15) and 
(16) imply that 
,\ 
c (3)9)i”= f r$(ip)=s.. 
‘I’ i,j=1,2 N, >‘**> (17) 
II = 1 ,, = 1 
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hij= ,,fIIAnTr( 9;). i, j=1,2 ,..., N. 
A direct substitution of Equation (18) into Equation (7) results in 
where 
for n =1,2,..., N. Since each ) yi 1 G 1, 
P,>,O, n=1,2 N. ,..‘, 
(18) 
(20) 
(21) 
Although each individual P, depends on the vector y, their sum does not. As 
a matter of fact, using Equations (17) and (20), one obtains 
= i $lG,jxi@irjYj + i~~6iilxi12(1 - IYi12) 
i=l 
Using (x, x) = 1, one concludes that 
$ P,=l. (22) 
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Since (‘pr, (p2, . . . , (p“‘) is also a set of orthonormal eigenvectors of HP ’ 
with corresponding eigenvalues (l/h,, l/h,,. . . , l/h,,,), a similar argument 
can be invoked to show that 
(x,M(y)*H-lx)= ; +. 
n=l n 
(23) 
The inequality (14) now follows from Equations (19) and (23) and the original 
Kantorovich inequality [5], i.e., for any (hi, h,, . . . , h.v) and (Pi, Pz, . . . , P\) 
which satisfy the inequalities (13) and (21) and the equation (22), 
Two comments can be made relating to these theorems: 
(a) Because the equations (19) and (22) and the inequalities (21) do not 
depend on H being positive definite, the inequality (8) can be proved 
alternatively by using these equations and the inequalities (1). 
(b) As a result of Equation (6), M(y) * H = H if yi = 1, i = 1,2,. . . , N. 
This result combined with the assumption lyi 16 1, i = 1,2,. . . , N, leads to the 
conclusion that the inequalities (8) and (14) are, respectively, generalizations 
of the inequalities (2) and (4). 
3. EXTENSIONS 
A general bound for the spectrum of a Hadamard product A * B in terms 
of the spectra of two Hermitian N X N matrices A and B is 
P(A)P(B) 3 P(A * B) 
where p(A) denotes the spectral radius of A. This bound follows from the 
fact that the Hadamard product A * B is a principal submatrix of the 
Kronecker product A@ B [4], whose eigenvalues are just all possible pairwise 
products of eigenvalues of A and B. In particular, this says that 
P(M(Y))p(H)>,p(M(Y)*H) (25) 
whenever H is Hermitian, but we shall show that this bound can be 
improved. 
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Since the greatest and smallest eigenvalues of M(y) * H are, respectively, 
the maximum and minimum of (x, M(y) * Hx) if (x, x) = 1, Theorem 1 can 
be used to study the spectral bounds of M( y ) * H. To proceed, it is noted that 
if Q=(ijl,i&,...,ijN) and 
then 
IOil a IYil9 i=1,2 N, ,***, (26) 
M(y)*H=M(r)*M(ij)*H (27) 
where r = (rr, rs ,..., r.,,) and 
Yi/Ci 
ri = 
0 
i = 1,2 I..., N. (2% 
Equations (26) and (28) imply that jril Q 1, i = 1,2,. . . , N. If, for any hermi- 
tian matrix H, A,, [ H] and Amin [H] denote, respectively, the greatest and 
smallest eigenvalues of H, then an immediate result of the equations (26) to 
(28) and the inequality (8) is 
COROLLARY 1 TO THEOREM 1. Let 0 = (Ply !&,. .., @N) ad Y = 
(Yl. Y2P..., yN) sati& Equation (26); then 
(29) 
With the help of Equations (26) to (29) and recalling that, for any vector 
y, the matrices H and M(y) * H have identical diagonal elements, one 
concludes from part (b) of Theorem 1: 
COROLLARY 2 TO THEOREM 1. Assuming that jj=(@,,@,,...,@,) and 
Y = (Yl, Yz,. . . , yN) satisfy the inegzcalities 
IBil ’ IYilV i=1,2 ,..., N, 
then 
(4 k,,,,[WO)* HI > &,,[WY)* HI if L,,[W&)* HI > hii, i = 
1,2 ,..., N, and 
(5) hmi,,[M(y)* HI > hn,i,[M(O)* HI if hii > h,nin[M(O)* HI, i = 
1,2 ,..., N. 
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Substituting & = 1, i = 1,2,. . . , N, into Corollary 1, one concludes im- 
mediately that, for ]yi] < 1, i = 1,2,.. ., N, 
and thus 
P(H) > nW(y)* W (31) 
The new bound given by the inequality (31) is a considerable improvement 
over that given by (25) because, for ] yi I< 1, i = 1,2,. . . , N, 
N> p(M(y))b 1, (32) 
with the understanding that both bounds are sharp. The last inequality can be 
shown using a special case of the inequality (29) in which H is the N X N 
matrix of all l’s and the facts that (i) A,,[M(y)] = h,,[M(y)] = 1 if yi = 0, 
i= 1,2,..., N, and (ii) X,,[M(y)] = N and X,i,[M(y)] = 0 if yi = 1, i = 
1,2 )..., N. 
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