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Abstract 
This survey covers the schedulability analysis approaches that have recently been 
proposed for multi-hop and multi-channel wireless sensor and actuator networks in 
the industrial control process domain. It reviews the noticeable results with a focus 
on IEC 62591 (WirelessHART) and ANSI/ISA100.11a-2011 (ISA100.11a), the two 
major wireless standards in the process automation industry. The paper addresses 
the mapping of multi-channel transmission scheduling to multiprocessor scheduling 
theory, and recognizes this mapping as a key research direction. It also provides a 
taxonomy of the existing approaches and discusses the main features and recent 
evolutions. The survey identifies a number of open issues, key research challenges, 
and promising future directions. 
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1. Introduction 
Multiprocessor real-time scheduling theory concerns the techniques and methodologies 
developed in order to enable correct and efficient implementation of real-time systems 
upon multiprocessor platforms (Baruah, Bertogna, and Buttazzo 2015). Here, the classical 
resource allocation problem of scheduling is augmented by both the stringent timing 
requirements of real-time systems and the complexity of multicore platforms. To circumvent 
this challenge, most of the fundamental techniques and outcomes related to the 
uniprocessor scheduling theory have found a place to be extended into multiprocessors. 
That is the case for the state-of-the-art schedulability assessment techniques such as 
response-time analysis (RTA), demand-based analysis (DBA), and utilization-based analysis 
(UBA), that have exploited the opportunities arising from the move toward multiprocessors. 
Automotive, avionics, telecommunications, medical imaging, and space are some of the 
target industries with highly complex and computationally demanding applications that 
expect benefits from the advancement in this area (Davis and Burns 2011). 
In a similar fashion, the industrial-strength advancements in wireless sensor and actuator 
networks (WSAN) are also promising a new generation of industrial applications. Indeed, 
Cyber-Physical Systems (CPS) and the Industrial Internet of Things (IIoT) have recently caught 
significant attention from both industry and academia on the way to the realization of the 
Industry 4.0. vision (Sisinni et al. 2018). Here, CPS plays its role by enabling the interaction 
between the real-world physical objects and its digital counterpart, whereas IIoT does its 
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part by bringing the information and communication technologies into the operational 
technology domain. Although these definitions may have their nuances in the literature, a 
common concern in industrial wireless communications is given by the necessity to satisfy all 
the end-to-end timing requirements in such a challenging arena. 
In this direction, WirelessHART and ISA100.11a are the two major standards offering timing 
and reliable wireless communications for the process automation industry (Wang and Jiang 
2016). Although there are other applicable technologies, these two standards present some 
common technological features that are central to analyze the schedulability of network 
flows, i.e. the ability of each flow to meet all its timing constraints. Based on the observation 
that the schedulability is a cornerstone to satisfy the stringent real-time and reliability 
requirements in the industrial wireless, this paper covers the recent trend of research 
exploiting the existing results of the multiprocessor scheduling theory into the wireless 
industrial domain. The idea was first proposed by Saifullah et. al (2010), by introducing this 
key insight into the scheduling problem domain of WirelessHART networks. Later, since 
there is a substantial amount of research dedicated to the theoretical scheduling analysis 
upon multiprocessors, other approaches also emerged. Although Lu et al. (2016) reviewed 
some of the early works following this line and discussed the implications on the design 
considerations for industrial CPS, no other articles have comprehensively reviewed all the 
significant research efforts in this direction. 
In a nutshell, this paper recognizes the multiprocessor scheduling theory applied to the 
industrial wireless as a new branch of research aiming to exploit the existing theoretical 
analyses for multiprocessors by incorporating the wireless characteristics. Then, since there 
is no other work covering thoroughly the related literature under this perspective, the 
objective is to fill this gap by carrying out a brief review on the main schedulability analysis 
techniques that have been applied in WirelessHART and ISA100.11a networks. The result of 
this state-of-the-art will be classified from the point of view of the real-time scheduling 
theory, by identifying the scheduling algorithms, basic principles, and evaluation methods 
used for each approach. Finally, by delineating the evolution of this subject, a common 
understanding of the assumptions, distinctive aspects, and considerations will be provided. 
Figure 1 summarizes the key insights behind the research direction covered by this survey. 
 
Figure 1: Motivations behind the mapping of the multiprocessor scheduling and 
multi-channel transmission scheduling 
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The remainder of the paper is organized as follows: Section 2 outlines the related 
background on real-time scheduling theory and wireless sensor-actuator networks that is 
relevant for the aim of this article. Section 3 discusses the evolution of research around the 
subject and classifies it into a taxonomy. Section 4 concludes the paper by identifying the 
current state of the research, the impact, and its future directions. 
2. Background 
In order to make this document self-contained, this section will present both a selection of 
the most apposite definitions from the multiprocessor scheduling theory and a brief 
overview of the industrial wireless networks for the industrial automation domain. 
2.1. Workload model 
The objective of real-time scheduling theory is to handle concurrent workloads executions 
on a shared hardware platform such that all timing requirements are always met (Guan 
2016). The workload is characterized by a finite collection of recurrent tasks in which each 
task consists of basic units of work also known as jobs. Each job is often characterized by its 
arrival time, its worst-case execution time (WCET), and its deadline. Then depending on the 
regularity of the arrival times, each task can be classified as periodic or sporadic. For periodic 
tasks, each job specifies an exact inter-arrival time separation between consecutive jobs 
called the period, whereas, for sporadic tasks, each job specifies only a lower bound of its 
inter-arrival time. In the multiprocessor scheduling, the 3-parameter sporadic task model 
given by the tuple (𝐶𝑖, 𝐷𝑖, 𝑇𝑖) for task 𝜏𝑖 (also noted 𝜏𝑖 = (𝐶𝑖, 𝐷𝑖 , 𝑇𝑖)) is the most widely used 
workload model (Baruah, Bertogna, and Buttazzo 2015). Here, 𝐶𝑖 denotes the WCET of each 
job generated by task 𝜏𝑖, 𝐷𝑖  is the deadline that occurs 𝐷𝑖  units after the arrival time, and 𝑇𝑖 
is the minimum inter-arrival time between two consecutive jobs. A pictorial representation 
of this workload model for an arbitrary task 𝜏𝑖 is shown in Figure 2. 
 
Figure 2: Workload model for an arbitrary task 𝜏𝑖  
By observing the relative distance between deadlines and periods, a sporadic task system 
can be classified as: (i) implicit-deadline, if all deadlines are equal to the periods; (ii) 
constrained-deadlines, if all deadlines are less than or equal to the periods; or (iii) arbitrary 
deadlines, if there are no constraints between the two values. In all of these cases, the 
utilization of task 𝜏𝑖 is defined as the ratio of its WCET with respect to its period and it is 
denoted as 𝑢𝑖. The sum of all the individual utilizations in a task system is called the total 
utilization and is denoted as 𝑈𝑠𝑢𝑚 (Baruah, Bertogna, and Buttazzo 2015). Equation 1 and 
Equation 2 formally present these two definitions: 𝑢𝑖 = 𝐶𝑖𝑇𝑖  (1) 𝑈𝑠𝑢𝑚 = ∑ 𝑢𝑖  (2) 
Although there exist a multitude of other models to represent workloads in multiprocessors, 
the 3-parameter sporadic task model and its associated definitions are the ones of 
interesting in the scope of this paper. 
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2.2. Scheduling on multiprocessor platforms 
The multiprocessor scheduling theory focuses primarily on two major problems: resource 
allocation and priority assignment. The resource allocation deals essentially with the 
mapping between tasks and processors, whereas, the priority assignment deals with the 
order of the job execution with respect to other tasks (Davis and Burns 2011). Although 
many works have tried to solve both problems by using different scheduling approaches, 
most of the literature can be categorized into two main paradigms: global scheduling and 
partitioned scheduling (Guan 2016). The first consists of techniques in which each task can 
start executing on any core and complete on the same core as or a different core from which 
the task was assigned. In the latter case, we say that a migration has occurred. The second 
approach promotes the assignment of each task to a core beforehand and migrations are 
forbidden at runtime. In the last two decades, a new category referred to as semi-
partitioned scheduling (Davis and Burns 2011), has also emerged. These schedulers bring 
together the benefits of both the global and partitioned approaches under the same 
umbrella by allowing only a subset of tasks to be executed by following a fully partitioned 
scheme and the remaining tasks to migrate from one core to another during their execution. 
Depending on the priority assignment policy used by the scheduling algorithm, the 
schedulers can be classified as fixed-task priority (FTP), fixed-job priority (FJP), or dynamic 
priority (DP) algorithms (Davis and Burns 2011). FTP and FJP are fixed-priority approaches 
(FP), that is the priority assigned to each job for a given task by the algorithm cannot change 
over time. The difference is that for FTP schedulers all the jobs belonging to a task are 
assigned the same priority, whereas, for FJP schedulers, two jobs belonging to the same task 
may be assigned different priorities. In DP algorithms, a job may have different priorities at 
different time instants (Davis and Burns 2011). Rate Monotonic (RM) and Deadline 
Monotonic (DM) are two well-known examples of FTP algorithms, whereas Earliest-
Deadline-First (EDF) and Least Laxity First (LLF), are the equivalent examples for FJP and DP, 
respectively. 
Another relevant classification for scheduling algorithms is given by their ability to allow 
preemption or not. In preemptive scheduling, executing tasks can be interrupted at any time 
instant and resume its execution later, but in non-preemptive scheduling, such an 
interruption prior to task's completion time is forbidden. A limited preemption capacity is 
also considered in cooperative scheduling algorithms, where preemption is allowed only in 
predefined points (Davis and Burns 2011). 
Although other classifications may exist in the literature, the basic concepts presented until 
now are enough for the general understanding of following ideas in this paper. 
2.3. Schedulability, feasibility and optimality 
Feasibility and optimality are two fundamentals properties related to the schedulability 
concept. A task set is said to be feasible if there exists a schedule able to satisfy all the 
possible sequence of jobs without missing any deadline. Hence, if there exists a feasible 
schedule, the task set is also said to be schedulable. If a scheduling algorithm is always able 
to generate a feasible schedule (when there exists one), then it is said to be optimal. This 
means for a given task set that if an optimal scheduling algorithm fails to find a feasible 
schedule, then the task set cannot be schedulable by any other algorithm (Davis and Burns 
2011). 
The central point of this review is the schedulability, i.e., the guarantee that all the deadlines 
will be met under a certain scheduling algorithm. Thereby, to determine if a task (or a task 
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set) is schedulable with respect to a given algorithm, a proper schedulability test technique is 
required. Typically, a schedulability test for a given scheduling algorithm accepts as an input 
the specifications of the task set upon a given platform, and it offers as an output, the 
answer whether the task set is schedulable or not (Baruah, Bertogna, and Buttazzo 2015). A 
schedulability test is defined as sufficient with respect to a given algorithm if all the task sets 
deemed to be schedulable are indeed schedulable. Likewise, a schedulability test is defined 
to be necessary if all the task sets deemed to be unschedulable are indeed unschedulable. A 
schedulability test which is both sufficient and necessary is defined as exact (Davis and Burns 
2011). Although an exact schedulability test is always desirable, it is often unknown or 
computationally intractable. Therefore, a sufficient but not exact test is more commonly 
used in practice (Buttazzo 2011). A general classification for the existing schedulability tests 
is given by the main basic principles of their analyses: response time analysis (RTA), demand-
bound analysis (DBA) or utilization-bound analysis (UBA). In the next subsections, the 
intuition behind these schedulability analysis techniques is presented. 
2.3.1. Response Time Analysis 
The basic principle of RTA is to compare the deadline of every job in the system against the 
worst-case response time (WCRT). Then, if for a single job the WCRT is less than or equal to 
the deadline's job, the job is deemed schedulable. After that, if this condition remains true 
for all the jobs in the task system, the whole task set is deemed schedulable. However, the 
analysis of the circumstances in which the WCRT occurs is not trivial and its understanding is 
essential for the understanding of the RTA technique. As a rule of thumb, the schedulability 
analysis involves some kind of mathematical proofs and/or simulation validations in order to 
guarantee the worst-case behavior of a system under a given scheduling algorithm (Davis 
and Burns 2011). In this regard, the computation of the WCRT of a job is foundational. In 
essence, the response time of a job is obtained as the difference between its completion 
time and its arrival time. Since a task system involves many jobs with different arrival and 
finish times, intuitively the WCRT for each task is given by the maximum response-time 
exhibited by any of the jobs generated by that task. 
In the context of a single core platform, the moment at which such a situation occurs is 
called the critical instant and its analysis is crucial to determine the WCRT and thus the 
schedulability of the system. Then, the critical instant is well-known, it occurs when all tasks 
with higher priorities are released at the same instant than the task under analysis. 
Assuming an FTP and preemptive scheduler, the RTA is based on the concept of level k-busy 
period. Basically, it is defined as the maximum continuous time interval in which the 
processor is executing tasks with a priority greater than (or equal to) the priority of the task 
under analysis. By leveraging on these observations, Joseph and Pandya (1986) proposed the 
following recursive equation to derive a tight upper-bound on the worst-case response time 
of the task 𝜏𝑖 (Ri) as a solution of the following equation: 𝑅𝑖 = 𝐶𝑖 + ∑ ⌈𝑅𝑖𝑇𝑘⌉ 𝐶𝑘𝜏𝑘∈ℎ𝑝(𝜏𝑖)   (3) 
In Equation 3 ℎ𝑝(𝜏𝑖) denotes the subset of tasks with higher priorities than 𝜏𝑖. Further 
derivations and implications of these results in multiprocessors are discussed in Guan et al. 
(2009) where the state-of-the-art for FTP schedulers on multiprocessor platforms is 
reported. In this work, the authors leveraged on the RTA for constrained-deadline task 
systems. Equation 4 present this basic multiprocessor case where an upper-bound on the 
response time of a task 𝜏𝑖 upon a multiprocessor platform with 𝑚 identical processors. 𝑅𝑖 = 𝐶𝑖 + 1𝑚 ∑ (⌈𝑅𝑖𝑇𝑘⌉ 𝐶𝑘 + 𝐶𝑘)𝜏𝑘∈ℎ𝑝(𝜏𝑖)   (4) 
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From this result, Guan et al. (2009) extended the RTA to arbitrary-deadline tasks and 
improved the precision of previous works. A similar work was conducted by Bertogna, 
Cirinei, and Lipari (2009), where an iterative test is provided for constrained-deadline task 
systems under FTP and EDF scheduling algorithms. Although there are other applicable 
works in the literature, these two results are particularly interesting for the purposes of this 
paper since both have been adapted to industrial wireless networks. 
2.3.2. Demand-bound function analysis 
Baruah, Rosier, and Howell (1990) proposed a different approach to analyze the 
schedulability under the EDF scheduler by assuming the uniprocessor demand criterion. 
Here, the processor demand of a task in a given interval is defined by the amount of 
processing time requested by the jobs during the same given interval (Buttazzo 2011). The 
formal definition also known as the demand bound function (DBF) is presented below in a 
time interval [0, ℓ[: DBF(𝜏𝑖 , ℓ) ≝ ∑ max𝑛𝑖=1 (0, ⌊ℓ − 𝐷𝑖𝑇𝑖 ⌋ + 1) ∙ 𝐶𝑖  (5) 
By considering a synchronous set of sporadic tasks with relative deadlines less than or equal 
to the periods, the associated schedulability test for EDF is as follows: DBF(𝜏𝑖, ℓ) ≤ ℓ, ∀ℓ > 0  (6) 
This result was extended to the multiprocessor scheduling of sporadic task systems by 
Baruah and Fisher (2005). The main result is summarized in Equation 7 which provides a 
simple necessary condition for the feasibility of a task set upon 𝑚 processors (Davis and 
Burns 2011): 𝑙𝑜𝑎𝑑(𝜏) ≤ 𝑚  (7) 
Where:  𝑙𝑜𝑎𝑑(𝜏) = 𝑚𝑎𝑥∀ℓ (DBF(ℓ)ℓ )  (8) 
Note that the processor load is defined as the maximum value of the demand-bound divided 
by the length of the time interval (Davis and Burns 2011). An adaptation of these concepts 
combined with other analytical techniques from the multiprocessor scheduling theory was 
introduced into the industrial wireless domain by Xia, Jin, and Zeng (2016) and extended into 
mixed-criticality domain by Xia et al. (2017a). Although not the focus of this review, it is 
worth noting that mixed-criticality started capturing more and more attention only recently 
in the real-time scheduling sphere. It was firstly introduced by Vestal (2007) and was 
analyzed from the DBF perspective by Ekberg and Yi (2012). For a comprehensive review on 
this area, we refer the interested reader to Burns and Davis (2018). 
2.3.3. Forced-Forward demand-bound function analysis 
A refined version of the DBF-based analysis, referred to as forced-forward demand-bound 
function (FF-DBF) based analysis, was presented in the context of multiprocessor scheduling 
by Baruah et al. (2010). The FF-DBF is deemed as a more accurate version of DBF since it 
considers in the computation of the cumulative demand, potential workload contributions 
left aside by the DBF. The equation formally describing FF-DBF for a task 𝜏𝑖 in an interval of 
length ℓ is presented as follows: FF − DBF(𝜏𝑖 , ℓ) ≝ 𝑞𝑖 ∙ 𝐶𝑖 + { 𝐶𝑖 , if  𝛾𝑖 ≥ 𝐶𝑖𝐶𝑖 − (𝐷𝑖 − 𝛾𝑖)𝜎, if 𝐷𝑖 ≥ 𝛾𝑖 ≥ 𝐷𝑖 − 𝐶𝑖𝜎0, otherwise  (9) 
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where 𝑞𝑖 ≝ ⌊ ℓ𝑇𝑖⌋ and 𝛾𝑖 ≝ ℓ mod 𝑇𝑖. 
In this equation, 𝜎 represents the speeding factor of the processor, i.e., a resource 
augmentation factor used for feasibility purposes. Figure 3 clarifies the essential difference 
between DBF and FF-DBF for a task 𝜏𝑖 assuming a speed factor equal to 1 in a time interval of 
length ℓ. 
 
Figure 3: DBF vs FF-DBF 
By observing this accuracy of FF-DBF over DBF, Gutiérrez-Gaitán and Yomsi (2018) 
introduced the FF-DBF concept in the industrial wireless context by proposing a 
supply/demand analysis based on the work of Xia, Jin, and Zeng (2016). 
2.3.4. Utilization bound analysis 
A different approach based on the system utilization as presented in Section 2.1 has also 
been extended to multiprocessors. Here, the intuitive idea is to derive a worst-case 
utilization bound (𝑈𝐴) and used it as a performance metric to test the schedulability (Davis 
and Burns 2011). Basically, assuming an implicit-deadline task set and a given scheduling 
algorithm, UA provides the maximum utilization that would guarantee the feasibility of any 
system with utilization 𝑈𝑠𝑢𝑚 below that value. For task sets with a total utilization (𝑈𝑠𝑢𝑚) 
greater than 𝑈𝐴, two sub-cases are considered: (1) if 𝑈𝐴 is less than or equal to 𝑚 (where 𝑚 
is the number of cores), then a schedulability decision by using this approach cannot be 
taken, i.e., the system may or may not be schedulable; and (2) if 𝑈𝑠𝑢𝑚 > 𝑚 then the task set 
is definitely deemed unschedulable. This simple sufficient but not necessary test is applied in 
terms of schedulability test as follows:  𝑢𝑠𝑢𝑚  ≤  U𝐴 (10) 
Assuming a platform with 𝑚 cores and a set of 𝑛 sporadic tasks scheduled on this platform 
by following a fully preemptive DM scheduler (Bertogna, Cirinei, and Lipari 2006), derived 
the following utilization-based schedulability condition: ∑ 𝐶𝑖𝐷𝑖𝑛𝑖=1 ≤ 𝑚2 (1 − 𝑚𝑎𝑥 { 𝐶𝑖𝐷𝑖  | 1 ≤ 𝑖 ≤ 𝑛}) + 𝑚𝑎𝑥 { 𝐶𝑖𝐷𝑖  | 1 ≤ 𝑖 ≤ 𝑛} (11) 
Comparably, Baruah (2007) provided a complete version of this schedulability test for 𝑛 real-
time sporadic tasks and 𝑚 processors when using the preemptive EDF scheduling: ∑ 𝐶𝑖𝐷𝑖𝑛𝑖=1 ≤ 𝑚 − (𝑚 − 1) (𝑚𝑎𝑥 { 𝐶𝑖𝐷𝑖  | 1 ≤ 𝑖 ≤ 𝑛}) (12) 
Both of these results have been adapted recently to the industrial wireless domain in 
Modekurthy et al. (2018) by assuming both DM and EDF schedulers. 
These last two approaches complete the UBA-based schedulability analysis category which 
together with RTA-based and DBA-based represent the three main lines covered in this 
paper. In the following subsection, a brief overview of the wireless networks for the 
industrial automation domain is presented. 
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2.4. An overview of Wireless Industrial Networks 
Typically, the WSANs involve several sensors and actuators nodes connected in a wireless 
manner with or without infrastructure. Due to their advantages associated to wireless over 
wired, such as flexibility, easy deployment, and low-cost devices, they have been 
incorporated into a wide variety of applications (e.g., environmental monitoring, agriculture, 
industrial automation, etc.) (Wang and Jiang 2016). However, the design considerations may 
change significantly. For example, in the industrial automation sector, WSANs have widely 
been adopted for monitoring and process-control operations. Such kind of applications 
poses stringent reliability and timing requirements due to both the inherent noisy property 
of the wireless medium and the criticality of their industrial labors. Although there are 
several protocols dealing with this challenge, this paper focuses on the two major standards 
being adopted by the process-automation industry, WirelessHART and ISA100.11a. Since 
these two standards share most of the characteristics that make them suitable for the 
industry (e.g. system architecture, physical-layer, the handle of interference, etc.), in this 
paper the term WirelessHART-like networks refers to any of both. 
2.4.1. WirelessHART-like features 
Saifullah et al. (2010), were the first to identify the general features below for WirelessHART-
like networks, relevant for their schedulability analysis. 
System architecture. WirelessHART-like networks involve three main architectural elements: 
field devices (usually 80 to 100 sensors and actuators), a gateway, and a network manager. 
Here, the network topology is implemented in a mesh fashion, where the transmissions are 
forwarded based on slot-frames and supported by frequency hopping and time-division 
multiple access (TDMA) techniques. The routes and schedules of all the transmissions are 
configurated in a centralized manner by the network manager, although no specific 
scheduling or routing algorithm is proposed in the standards. Figure 4 depicts a basic 
representation of the system architecture described here. 
 
Figure 4: A representation of the basic system architecture for WirelessHART-like networks 
Multi-channel TDMA. WirelessHART-like networks are based on the IEEE 802.15.4 physical 
layer. They use radio interfaces which operate up to 16 channels and 2.4GHz band, which is 
unlicensed worldwide (Chen, Nixon, and Mok 2010). Here, the TDMA implies a time 
synchronization mechanism used to synchronize all the devices in the network. The time is 
slotted in intervals of 10 ms and the device transmissions use one of these slots for their 
whole transmission process i.e., to transmit and to receive an acknowledgment. Multiple 
accesses in this context means that multiple transmissions may occur on the same channel. 
Spectrum and route diversity. WirelessHART-like networks adopt channel hopping in every 
time slot in order to provide frequency diversity. This helps in mitigating the interference 
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and to reduce multipath fading (Chen, Nixon, and Mok 2010). Similarly, WirelessHART-like 
networks enable two different routing approaches: source routing and graph routing. The 
first provides a single path for routing between two field devices, whereas the second 
provides a list of different paths for the same purpose. Additionally, in this latter, the end-to-
end communications occur in two phases: the sensing phase and the control phase, each of 
them with different graphs: uplink and downlink, respectively. 
Handling of internal interference. WirelessHART-like networks avoid the reuse of channels, 
i.e., the interference due to concurrent transmissions is avoided by scheduling each of the 
per-slot transmissions in different channels. As a result, the number of concurrent 
transmissions in the entire network is never greater than the number of available channels. 
Notice that in WirelessHART-like networks some channels may be blacklisted (or not used) 
due for example to the excessive noise in the channel (Chen, Nixon, and Mok 2010). 
2.4.2. Network modeling 
According to the previous characteristics, the literature studying the schedulability problem 
of WirelessHART-like networks adopted the network as a graph G = (𝑉, 𝐸), where 𝑉 
represents the set of field devices (a.k.a. nodes) and 𝐸 the edges between those nodes. The 
number of channels is denoted as 𝑚 and sometimes can be specified as an input (Saifullah et 
al. 2010). Given this setting, a set of 𝑛 network flows 𝐹 ≝ {𝐹1, 𝐹2, . . . , 𝐹𝑛} to represent the 
end-to-end communications between nodes is defined. Each flow 𝐹𝑖  traveling from its source 
to its destination is scheduled under a given policy and typically modeled as a 4-tuple (𝐶𝑖, 𝐷𝑖 , 𝑇𝑖, ∅𝑖). Here, 𝐶𝑖 characterizes the time required by each transmission (instance) of 
the flow when it does not suffer any external interference whatsoever from the other flows, 𝐷𝑖  the deadline of each instance, and 𝑇𝑖 the period or minimum interarrival time between 
two consecutive instances. The last parameter ∅𝑖 (when it is considered) is used for routing 
decisions. All parameters are given with the interpretation that each flow 𝐹𝑖  release a 
potentially infinite number of transmissions in a constrained-deadline fashion. Given such a 
model, a straightforward one-to-one mapping between industrial wireless modeling 
nomenclature and multiprocessor scheduling theory terminology is to consider the number 
of channels 𝑚 as the number of 𝑚 identical processors upon a multicore platform, the 
network flow tuple and its parameters as same than the sporadic task workload model, and 
finally the existing multiprocessor scheduling techniques as valid for such a setting. 
Now, since the wireless networks have distinctive characteristics compared to the 
multiprocessors, they involve both channel contention and transmission conflicts in the 
analysis (Saifullah et al. 2011a). The channel contention refers to the delay occurred when a 
high priority transmission occupies all the channels in a time instant, whereas the 
transmission conflict refers to a transmission instance delayed by the transmission of a 
higher priority. Thus, the channel contention derivation problem can be matched with the 
multiprocessors interference derivation problem, whereas the transmission conflict 
problem, can be considered as property specific to the wireless schedulability analysis. Given 
this setting, the overall problem of the schedulability of wireless industrial networks is 
analyzed from the perspective of multicore scheduling, i.e., by studying the ability of each 
flow to satisfy its timing requirements. 
Since channel contention and transmission conflicts are two components relevant in the 
schedulability analysis of network flows, Figure 5 depicts both contributions for an arbitrary 
section of a graph network. Here, the channel contention is represented as a single high-
priority flow occupying all the channels at a given time slot, i.e., flows with a lower priority 
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will be delayed until a channel becomes available. Subsequently, transmission conflicts are 
represented by two flows transmissions (one with higher priority than the other) at a 
common intermediate node. In this case, the transmission of the low priority flow will be 
delayed until the transmission of all the flows with a higher priority is completed. 
 
Figure 5: A representation of channel contention and transmission conflicts 
Both of these sources of delays have been analyzed in the literature when using different 
scheduling algorithms and/or routing mechanisms. To name a few, Saifullah et al. (2015a) 
analyzed both components under FTP algorithms and graph routing, while Wu et al. (2014) 
did it assuming an EDF scheduler and source routing. In the following section, a literature 
review of the schedulability analysis techniques used in WirelessHART-like networks is 
presented. 
3. Literature Review on WirelessHART-like Networks 
This section discusses the schedulability analysis techniques based on the multiprocessor 
scheduling theory applied in the context of WirelessHART-like networks. It also provides a 
taxonomy of the works based on multiprocessor scheduling theory, basic principles, and 
evaluation methods that have been used to demonstrate their efficiency. 
3.1. Schedulability analyses for WirelessHART-like networks 
Schedulability analysis techniques of WirelessHART-like networks leveraging on the 
multiprocessor scheduling theory have been applied in recent years. Saifullah et al. (2010), 
started formulating the end-to-end real-time transmission scheduling problem based on the 
characteristics of WirelessHART and proved it is NP-hard. That is, the decision of whether the 
end-to-end transmissions are schedulable or not is solved in non-deterministic polynomial 
time (Saifullah et al. 2010). Here, the authors assume a set of flows to be transmitted in a 
WirelessHART-like network and focused on the proposal of a scheduling algorithm based on 
a branch-and-bound technique and heuristics. They derived the necessary condition for the 
schedulability of flows and used this understanding to analyze end-to-end transmission delay 
of each flow. This approach resulted to be suitable for any fixed priority scheduling policy as 
the proposed approach was proved to be optimal (Saifullah et al. 2011a). Here the optimality 
is given with the following interpretation: If any other scheduling algorithm is capable to 
guarantee that all flows meet their timing requirements, then the proposed scheduling 
algorithm will also get us to reach the same conclusion. Conversely, if the proposed 
scheduling algorithm is not successful, then we can guarantee that no other algorithm would 
be. The key insight of this work was the mapping of real-time data flows between sensors 
and actuators to the real-time multiprocessor scheduling. This contribution marked a turning 
point in the way multi-hop and multi-channel transmissions are formulated and analyzed. 
The same authors extended the work by proposing an optimal priority assignment algorithm 
(Saifullah et al. 2011b), and claimed that the approach is suitable for online admission 
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control and adaptation, which is relevant to handle dynamic workloads and topology 
changes in wireless networks. In Saifullah et al. (2012), the authors extended the work 
proposed in Saifullah et al. (2011a) in order to take into account transmission failures. Wu et 
al. (2014) presented a delay analysis for periodic real-time flows in WSANs in which 
transmissions are scheduled based on the EDF policy. We recall that EDF is an FJP scheduler, 
i.e., here two jobs belonging to the same task may be assigned with different priorities. The 
authors bound the communication delays in WSANs by analyzing channel contention and 
transmission conflicts separately. This is yet another key insight along this research direction. 
Later on, Saifullah et al. (2015a) presented a refined version of their previous contributions 
assuming fixed priority scheduling and derived a tighter bound on the conflict delay. Along 
the same line, Saifullah et al. (2015b) presented a worst-case end-to-end delay analysis of 
flows under graph routing. The authors claimed this was the first analysis of the kind. All of 
these attempts present similar assumptions and techniques to deal with the schedulability 
on industrial WSANs, thus delineating a kind of research around the subject. Lu et al. (2016) 
acknowledged these efforts in a broader review concerning real-time scheduling algorithms, 
schedulability analysis techniques and wireless-CPS co-design efforts in the industry. 
However, a few recent and significant advances following the idea of mapping 
multiprocessor scheduling and multi-channel transmission scheduling were not covered. 
Other works followed the same line of research. Jin, Wang, and Zeng (2015) introduced the 
concept of mixed-criticality into the industrial WSANs and proposed and end-to-end delay 
analysis based on the work done by Saifullah et al. (2011a). Here, the authors claimed the 
work is the first assuming mixed criticality WirelessHART network flows, which can be used 
for the transmission of network flows with two criticality levels. Jin et al. (2016) extended 
the previous work by proposing a scheduling algorithm and a schedulability analysis. The 
novelty of the latter contribution is the ability of the scheduling algorithm to deal with both 
centralized optimizations and adaptive adjustment based on criticality requirements of the 
network flows. Xia, Jin, and Zeng (2016) paved the same path for the analysis of mixed-
criticality industrial WSANs by promoting an alternative approach to determine the 
schedulability of network flows. Specifically, the authors proposed a supply/demand bound 
function based analysis assuming an EDF scheduling policy. A similar approach for single-
criticality wireless industrial networks was presented by Xia et al. (2017a), still assuming an 
EDF scheduler. Here, the authors based their analysis on the Demand-Bound Function (DBF) 
to estimate the demand of the network flows. Although DBF is a widely adopted method in 
the multiprocessor scheduling sphere, it does not consider all potential contributions to the 
workload estimation in a given time window (see Figure 3). By, leveraging on this 
observation, Gutiérrez-Gaitán and Yomsi (2018) introduced a Forced-Forward Demand-
Bound Function (FF-DBF) based analysis to the industrial WSANs domain, thus offering a 
more accurate alternative than DBF for the network workload estimation. This work 
represented the first analysis of the kind for the Industrial Wireless. In a similar fashion, 
Ismail et al. (2017) introduced the first utilization-bound based analysis for studying the 
schedulability of network flows in industrial WSANs when assuming EDF and DM scheduling 
policies. Modekurthy et al. (2018) completed the work by considering both graph routing 
and hierarchical networking, and evaluated the performance of the approach through 
simulations. Both the FF-DBF-based and the utilization-bound based approaches confirm the 
intuition that recognizes these contributions as a new line of research in terms of 
applicability of the multiprocessor scheduling theory in the industrial wireless domain. 
Indeed, the fact that RTA, DBA, and UBA-based approaches, have all been recently applied in 
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the context of WirelessHART-like networks, promises that this kind of analyses can be 
extended to other related industrial wireless applications. 
The following subsection will organize the literature review discussed here according to the 
basic principles borrowed from the multiprocessors scheduling theory. It will also report on 
the scheduling algorithms and the methods used to evaluate each work. 
3.2. RTA, DBA and UBA in WirelessHART-like networks 
From the multiprocessor real-time scheduling theory perspective, most of the previous 
analyses have exploited the RTA techniques to deal with the timing guarantees needed in 
the transmission of network flows. Particularly, assuming a fixed-priority scheduling 
approach, Saifullah et al. (2011a), Saifullah et al. (2011b), Saifullah et al. (2012), Saifullah et 
al. (2015a), and Saifullah et al. (2015b), proposed a RTA-based technique based on the 
results provided by Guan et al. (2009) and Bertogna, Cirinei, and Lipari (2009). Similarly, 
since Jin, Wang, and Zeng (2015) and Jin et al. (2016) built their contributions on top of the 
results obtained by Saifullah et al. (2011a) for their single-criticality analysis, these works 
also adopted the same RTA fundamentals. Their analyses are also based (although not 
directly), on the classical Vestal model (Vestal 2007), and thus, leveraged on the existence of 
a fruitful branch of research in the field of mixed-criticality on multiprocessors (see Burns 
and Davis (2018) for an updated and comprehensive review). Assuming an EDF scheduler, 
Wu et al. (2014) also used an RTA-based approach by using an iterative technique as 
presented in Bertogna, Cirinei, and Lipari (2009). Later, Xia, Jin, and Zeng (2016), Xia et al. 
(2017a), and Gutiérrez-Gaitán and Yomsi (2018) introduced the supply/demand-bound 
analysis into the discussion. Xia, Jin, and Zeng (2016) proposed the use of the DBF concept 
(Baruah, Rosier, and Howell 1990) to determine the schedulability of network flows by 
means of a resource-based approach, borrowing the ideas from the compositional 
performance analysis of Rox and Ernst (2013), the resource-aware task approach for 
multiprocessor scheduling from Tillenius et al. (2015), and the derivation of the demand-
bound functions for mixed-criticality sporadic tasks (Ekberg and Yi 2012). This last work is 
used by Xia et al. (2017a) when exploring the resource-based analysis into the mixed-
criticality domain. It is worth noticing that both Xia, Jin, and Zeng (2016) and Xia et al. 
(2017a) are also based on the supply models introduced by Mok, Feng, and Chen (2001) and 
Shin and Lee (2003). Gutiérrez-Gaitán and Yomsi (2018) enriched the discussion around 
supply/demand-based schedulability analysis in WirelessHART-like networks by introducing 
the FF-DBF concept from Baruah et al. (2010). The authors proposed to extend the work by 
Xia, Jin, and Zeng (2016), by using FF-DBF instead of DBF. In the same manner, Ismail et al. 
(2017) and Modekurthty et al. (2018) proposed to use a UBA-based analysis for studying the 
schedulability of network flows in industrial WSANs. Ismail et al. (2017) introduced the idea 
and (Modekurthty et al. 2018) materialized it by extending the analysis when using graph 
routing and hierarchical networking. In terms of the techniques borrowed from the 
multiprocessor scheduling theory, the authors based their UBA based approach on the 
results obtained by Baruah (2007) and Bertogna, Cirinei, and Lipari (2006). 
In summary, all the attempts represent the main line of work supported by the 
multiprocessor scheduling theory to fill the gap between both the wireless transmission 
scheduling and the real-time multiprocessor scheduling. A taxonomy organizing these works 
is presented in Table 1. 
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Main approach 
for schedulability analysis 
Scheduling 
algorithm 
Basic 
principles 
Evaluation 
End-to-end delay analysis 
(Saifullah et al. 2011a) 
FTP 
RTA  
(Guan et al. 2009) 
Simulations. 
DM and proportional 
deadline-monotonic 
(PDM) schedulers. 
End-to-end delay analysis 
accounting for failure 
(Saifullah et al. 2012) 
FTP 
RTA  
(Guan et al. 2009), 
(Bertogna, Cirinei, and 
Lipari 2009) 
Simulations. 
DM and delay based 
(DB) schedulers. 
End-to-end delay analysis 
(Wu et al. 2014) 
EDF 
RTA  
(Bertogna, Cirinei, and 
Lipari 2009) 
Testbed, Simulation. 
End-to-end delay analysis 
under graph routing 
(Saifullah et al. 2015a) 
FTP 
RTA 
(Saifullah et al. 2011a) 
Testbed, Simulations. 
DM scheduler. 
End-to-end delay analysis  
(Saifullah et al. 2015b) 
FTP 
RTA 
(Guan et al. 2009), 
(Bertogna, Cirinei, and 
Lipari 2009) 
Testbed, Simulations. 
DM scheduler. 
End-to-end delay analysis  
under mixed-criticality 
(Jin, Wang, and Zeng 2015) 
FTP 
RTA 
(Saifullah et al. 2011a), 
(Ekberg and Yi 2012), 
(Vestal 2007) 
Testbed, Simulations. 
DM and proportional 
deadline-monotonic 
(PDM) schedulers. 
End-to-end delay analysis  
under mixed-criticality 
(Jin et al. 2016) 
FTP 
RTA 
(Saifullah et al. 2011a), 
(Ekberg and Yi 2012), 
(Vestal 2007) 
Simulations. 
RM-based and 
criticality-based 
schedulers. 
Supply/demand bound analysis  
(Xia, Jin, and Zeng 2016) 
EDF 
DBF 
(Baruah, Rosier, and Howell 
1990), (Rox and Ernst 2013), 
(Tillenius et al. 2015), 
(Ekberg and Yi 2012), (Mok, 
Feng, and Chen 2001), (Shin 
and Lee 2003).  
Simulations. 
Supply/demand bound analysis 
under mixed-criticality 
(Xia et al. 2017a) 
EDF 
DBF 
(Baruah, Rosier, and Howell 
1990), (Rox and Ernst 2013), 
(Tillenius et al. 2015), 
(Ekberg and Yi 2012), (Mok, 
Feng, and Chen 2001), (Shin 
and Lee 2003). 
Simulations. 
Supply/demand bound analysis 
(Gutiérrez-Gaitán and Yomsi 
2018) 
EDF 
FF-DBF 
(Baruah et al. 2010), (Xia, 
Jin, and Zeng 2016) 
--- 
Utilization-bound analysis 
(Ismail et al. 2017) 
EDF, DM 
Utilization-Bound 
(Baruah 2007), (Bertogna, 
Cirinei, and Lipari 2006) 
--- 
Utilization-bound analysis 
(Modekurthty et al. 2018) 
EDF, DM 
Utilization-Bound 
(Baruah 2007), (Bertogna, 
Cirinei, and Lipari 2006) 
Simulations. 
Table 1: Taxonomy of the schedulability analysis techniques for WirelessHART-like 
networks based on the multiprocessor scheduling theory 
The auspicious results in the branch of research considered in this paper have led to apply 
and/or extend some of the most relevant results from the multiprocessor scheduling theory 
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to other veins of the industrial wireless domain. In the WirelessHART-like networks, besides 
the results already discussed, other works have been presented in Saifullah et al. (2011b), 
Wu et al. (2016) and Modekurthy, Saifullah, and Madria (2018). In other domains, the results 
presented here were applied to other wireless contexts such as heterogeneous industrial 
networks (Xia et al. 2017b), multi-use multiple-input multiple-output industrial network (Xia 
et al. 2017c), scheduling of emergency tasks in industrial networks (Xia et al. 2017d) and 
hierarchical data transmission in industrial WSANs (Jin et al. 2017). Indeed, in its broadest 
sense, all of the articles covered in this review may have interesting implications in wireless 
networked control systems (WNCS) and wireless cyber-physical systems (WCPS), where 
there are other relevant applications such as intra-vehicle wireless networks, wireless 
avionics intra-communications, and building automation. A comprehensive review of this 
class of distributed systems was recently presented by Park et al. (2018), and can be used as 
a reference for the target domains where the schedulability analyses remains a cornerstone. 
4. Conclusion 
This paper contributes to recognize the research branch aiming to bridge the gap between 
the multiprocessor scheduling theory and transmission of data flows in the wireless 
industrial domain. The background and discussion on the evolutions in both research 
domains have been discussed and used to understand the basics, the current state and the 
future directions of the research that is being done around this subject. The taxonomy 
provided summarizes the primary results on schedulability analysis techniques based on 
three main techniques borrowed from the multiprocessor scheduling theory, namely RTA, 
UBA, and supply/demand based. The first is mostly based on evaluating the maximum 
timespan between the completion time and release of a job for a given task. The second 
focused on providing an upper bound on the system utilization that would guarantee that all 
timing requirements are meets. Finally, the last approach evaluates the workload of the 
entire system and compares it to the supply provided by the underlying computing platform. 
Although all these techniques are now relatively mature and well-understood, further 
simulations and testbed experiments are still needed to understand their potentials and 
particular benefits. Last but not least, since this work focused on WirelessHART-like 
networks, we conjecture that future work will highlight other relevant intersections between 
the multiprocessor scheduling theory and the broad wireless industrial domain while 
considering alternative network topologies. Specifically, the idea is to take a stand towards 
end-to-end guarantees in the domains of the WCPS and the IIoT. 
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