The purpose of this paper is to construct a new class of separable Banach spaces KS p [R ∞ ], 1 ≤ p ≤ ∞. Each of these spaces contain the L p [R ∞ ] spaces, as well as the space M[R ∞ ], of finitely additive measures as dense continuous compact embeddings. These spaces are of interest because they also contain the Henstock-Kurzweil integrable functions on R ∞ . We will construct a canonical class of Kuelb-Steadman spaces KS p [B], 1 ≤ p ≤ ∞, where B is separable Banach space. Finally, we offer a interesting approach to the Fourier transform on KS p [R ∞ ] and KS p [B].
Introduction and Preliminaries
In 2008, Gill and Zachary [TW] introduced a new theory of lebesgue measure on R ∞ ; the construction of which is virtually the same as the development of lebesgue measure on R n . This theory can be useful in formulating a new class of spaces which will provide a Banach Spaces which will provide a Banach Space structure for Henstock-Kurzweil(HK) integrable functions.
This later integral is interest because it generalizes the lebesgue, Bochner and Pettis integrals. (see [RH, HT, RA, KZ, SY, BST] ).
As a major drawback of HK-integrable function space is not naturally Banach space. In [TY] , Yeong mentioned if canonical approach can developed then the above drawback can be solved. Gill and Zachary [TW] , introduced a new class of Banach spaces KS p [Ω], ∀ 1 ≤ p ≤ ∞ and Ω ⊂ R n which are canonical spaces (also see [KB] ). These spaces are separable that contains the corresponding L p spaces as dense, continuous, compact embedding.
There main aim was to find these spaces contains the Denjoy integrable functions as well as additive measures. They found that these spaces are perfect for highly oscillatory functions that occur in quantum theory and non linear analysis.
Throughout our paper, we suppose the notation R ∞ I and assume that I is understood. Our study focused on the main class of Banach spaces 
where the sum is understood to run over D = {( [u, v] , t)} and F (u, v) = F (v) − F (u). We write H I 0 f = F (I 0 ).
Definition 1.2. [GM, YY] Let A n = A × I n and B n = B × I n (n th order box sets in R ∞ ). We define
(1) A n ∪ B n = (A ∪ B) × I n ;
(2) A n ∩ B n = (A ∩ B) × I n ;
(3) B c n = B c × I n .
Definition 1.3. [GM, YY] We define R n I = R n × I n . If T is a linear transformation on R n and A n = A × I n , we define T I on R n I by T I [A n ] = T [A]. We define B[R n I ] to be the Borel σ−algebra for R n I , where the topology for R n I is defined via the class of open sets D n = {U × I n : U is open in R n }. For any A ∈ B[R n ], we define λ ∞ (A n ) on R n I by product measure λ ∞ (A n ) = λ n (A) × Π ∞ i=n+1 λ I (I) = λ n (A).
Theorem 1.4. [TG, GM] λ ∞ (.) is a measure on B[R n I ], which is equivalent to n-dimensional Lebesgue measure on R n . Corollary 1.5. [TG, GM] The measure λ ∞ (.) is both translationally and rotationally invariant on (R n I , B[R n I ]) for each n ∈ N.
We can construct a theory on R n I that completely paralleis that on R n . Since R n I ⊂ R n+1 I , we have an increasing sequence, so we define R ∞ I = lim n→∞ R n I = ∞ k=1 R k I . In [GM] , shown that it can extend the measure λ ∞ (.) to R ∞ . We take measurable functions as follows. Let x = (x 1 , x 2 , . . . ) ∈ R ∞ I . let I n = Π ∞ k=n+1 [ −1 2 , 1 2 ] and let h n ( x) = χ In ( x), where x = (x i ) ∞ i=n+1 .
Recalling R ∞ I be the closure of R ∞ I in the induced topology from R ∞ . From our construction, it is clear that a set of the form A = A n × (Π ∞ k=n+1 R) is not in R ∞ I for any n. So,
We call R ∞ I the essentially bounded version of R ∞ . We may lose some of pathology of R ∞ by replacing it with R ∞ I , however, this is not true. Recalling infinite product measure for unbounded measures induces problems because it can fail to make sense for two additional reasons. 
be the class of all e n −tame functions.
As an application of R ∞ I , we can construct B n J , where B is separable Banach space. Definition 1.9. [TG] A sequence (e n ) ∈ B is called a Schauder basis (Sbasis) for B, if ||e n || B = 1 and for each x ∈ B, there is a unique sequence (x n ) of scalars such that
x n e n = ∞ n=1
x n e n .
Any sequence (x n ) of scalars associated with a x ∈ B, lim n→∞ x n = 0. Let
Let {e k } be an S-basis for B, and let x = ∞ n=1
x n e n , and from P n (x) = n k=1
x k e k and Q n x = (x 1 , x 2 , . . . , x n ) then B n J is defined by 
Definition 1.13. We say that a measurable function
where f n ∈ KS p [R n I ] for all n and the family {f n } is a Cauchy sequence.
We define N ∞ I as N n I ⊂ N n+1 I , an increasing sequence, so N ∞
as k → ∞ for every α, β ∈ N ∞ I . That is the Schwartz space consists of smooth functions whose derivatives decay at infinity faster than any power.
Purpose of the paper:
The purpose of this paper is to introduce generalized class of Banach Replacing R by R n in [TG] find for f ∈ D[R n ] the generalization
where B r is any closed cube of diagonal r centered at the origin in R n , with sides parallel to the coordinate axes and E Br (x) is the characteristic function of B r .
Replacing R n by R ∞ I which is parallely equivalent to R ∞ we have
where E n (x) be characteristics function of dense set of functions on the unit
It is easy to check that this is an inner product and that
We call the completion of L 1 [R ∞ I ] with the above inner product, the Kuelb-
I ] then we have the following theorem.
This counter example shows that the Theorem 2.1 is not true if we replace
then the integral of f defined in Definition 1.14 exists and is unique for
Proof. Since the family of functions {f n } is Cauchy, it is follows that if the integral exists, it is unique. To prove existence, follow the standard argument and first assume that f (x) ≥ 0. In this case, the sequence can always be chosen to be increasing, so that the integral exists. The general case now follows by the standard decomposition.
Remark 2.4. As Hölder and Minkowski inequalities for L p [R ∞ I ] is hold for 1 ≤ p < ∞ (see page 83 of [TG] ).
For each f n ∈ KS p [R n I ] for all n, then we have
(2) We know L p [R n I ] is uniformly convex for each n and that is dense and
convex for each n and that is dense and compactly embedded in Remark 2.6. We remark that, from [AR] , the proof of (2) is sufficient to
n=1 be a set of positive numbers that sum to one and define
It is easily an inner product on KS p [R ∞ I ]. As KS 2 [R ∞ I ] is Hilbert space generated by the completion of KS p [R ∞ I ] with respect to this inner product. As
and it is embedding continuously. 
In our next work, we will discuss in details on Sobolev-Zachary space
Let C c [R ∞ I ] be the class of infinitely differentiable functions on R ∞ I with the compact support and impose the natural locally convex topology τ on
Definition 2.13. A sequence {f m } converges to f ∈ D[R ∞ I ] with respect to the compact sequential limit topology if and only if there exists a compact set
where v is the unit outward normal to B r . Since φ vanishes on the δB r ,
(2) 
Thus there exists a compact set K ⊂ R ∞ I , which in the support of φ j → φ and D α φ j converges to D α φ uniformly on K for every multi-index α.
as a continuous embedding.
Extension of Fourier and Convolution operators
In this section we consider the problem of operator extensions form 
I ] as continuous dense embedding. 
Then the operator A is bounded on
where k is a positive constant.
Proof. Let u ∈ KS p [R ∞ I ] and without loss of generality, we assume k = 1 and ||u|| KS 2 [R ∞ I ] = 1. Since A is self adjoint, we get
Thus ||Au|| 2n
Remark 3.5.
(1) Proof. Proof. To prove f has a bounded extension. Let h be fixed in to its dual space. This approach exploits the strong relationship between a uniform convex Banach space (see [JA] ) and a Hilbert space at the expense of a restricted Fourier transform (we refer [LG] ). They mention it is also possible to define the Fourier transform f as a mapping on L 1 [R n I ] to C 0 [R n I ] for all n.
As one fixed linear operator that extends to a definition on L 1 [R ∞ I ]. As in definition recalling
The measurable functions on R n I , M n I are defined by f n (x) = f n n (x) ⊗ h n ( x), where f n n (x) is measurable on R n I , so M n I is a partial tensor product subspace generated by the unit vector h(x) = h 0 ( x). From this, we see that all of the spaces of functions considered in Chapter 2 of [TG] are also partial tensor product spaces generated by h(x).
In this section we show how the replacement of
(h) allows us to offer a different approach to the Fourier transform.
Definition 3.8. [TG] 
where the product of sine function h n ( x) = [⊗ n k=n+1 sin πy k πy k ] in the Fourier transform of the product Π ∞ k=n+1 I of the interval I.
Theorem 3.9. [TG] The operator f extends to a bounded linear mapping of
Based on these results, we get the following result.
Theorem 3.10. The operator f extends to a bounded linear mapping of
Markov Processes. The theory of Markov Processes and of related transition semi-groups has numerous application in many field of science, engineering and economics. The semi-group is studied in spaces of continuous functions and in L p -spaces of invariant measure, which is the stationary distribution of the Markov process and it exists under suitable assumption.
In the study of Markov processes, two natural spaces on which to formulate the theory, C b [R ∞ I ], the space of bounded continuous functions or U BC[R ∞ I ], the bounded uniformly continuous functions, don't have the expected properties.
Similarly we define for the space U BC[R ∞ I ].
Definition 4.1. [RTM, LMB] A family {p(t)} t≥0 of Markov operators which satisfies conditions:
(1) p(0) = Id;
(2) p(t + s) = p(t)p(s) for s, t ≥ 0;
(3) For each f ∈ L 1 the function t → p(t)f is continuous is called Markov semigroup.
The semigroups associated with Markov processes, whose generators have unbounded coefficients, are not necessarily strongly continuous when defined Proof.
Proof.
It gives
is strongly continuous and the extension A of A to KS p [R ∞ I ] is the strong generator of T (t).
Proof. As dual of the space 
where B r is any closed cube of diagonal r centered at origin in B with sides parallel to the coordinate axes and E Br (x) is the indicator function of B r .
Lemma 5.1. If HK[B] is the completion of D[B] in the above norm, then
Let {E} ∞ n=1 be a dense set of functions on unit ball of L ∞ [B] so that ||E|| L ∞ = 1. If {t n } ∞ n=1 is a set of positive numbers that sum to one, define inner product on L 1 [B] by
We call the completion of L 1 [B] with the above inner product, the Kuelbs- Since |E(x)| = E(x) ≤ 1 and |E(x)| q ≤ E(x), we have
It is easy to see that ||.|| 
Hence the proof.
Remark 5.6. As Hölder and generalized Hölder inequalities for L p [B] is hold for 1 ≤ p < ∞ (see page no 83 of [TG] 
Proof. For proof we use Lemma 2 of [LM] . (2) If 1 < p < ∞, then KS p [B] is uniformly convex.
(3) If 1 < p < ∞ and 1 p + 1 q = 1, then the dual space of
(2) We know L p [B] is uniformly convex and that is dense and compactly embedded in KS q [B] for all q, 1 ≤ q ≤ ∞.
So,
∞ n=1 L p [B n ] is uniformly convex for each n and that is dense and
is uniformly convex, dense and compactly
. Therefore KS q [B] is uniformly convex.
(3) We have from (2), that KS p [B] is reflexive for 1 < p < ∞. Since 
Distribution on Separable Banach spaces
In many field in physics forcefully suggested that information about the actual physical information about the actual physical world always appears in the form of averages, or mean values and not as pointwise defined values of function, as was assumed in classical physics. The theory of distribution attempts to solve this problem for both analysis and physics, by embedding classical functions into a larger class of generalized functions. Recalling the theory of distributions (see [MA] ) is based on the action of linear functional on a space of test function. In [TG] , they introduce another class of Ba- Let N ∞ 0 be the set of all multi index tuples α = (α 1 , α 2 , ...) with α i ∈ N and all but a finite number of entries are zero. We define the operators D α and D α by : ( 
. Thus there exists a compact set K ⊂ B, which in the support of φ j → φ in D α φ j converges to D α φ uniformly on K for every multi-index α.
Let {E K l } be the set of all E l with the support K l ⊂ K. If α is a multi-index, we have 
