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ABSTRACT 
Granular material is pervasive in our environment, and of significant importance in a number of 
science and engineering research fields. It is characterized by the complex macroscopic behavior, 
which originates from its discrete nature at the grain scale. Discrete Element Method (DEM) was 
proposed three decades ago to account for such discontinuity in the materials, and since then 
significant algorithmic developments have been made to enhance the performance of DEM. 
Nevertheless, DEM is still a computationally expensive method to simulate granular materials.  
This research focuses on the developments of novel computational methods and tools to conduct 
large scale discrete element simulations with realistic polyhedral particle modeling, aiming to 
provide a better insight into the underlying mechanisms of the granular materials and enhance 
the predictive capabilities for engineering applications. In this dissertation, the research effort is 
made in two different ways to (a) enhance the computational performance within the 
conventional DEM framework, and (b) develop a new method, impulse-based Discrete Element 
Method (iDEM). The developed methods are all implemented in a polyhedral DEM code, 
BLOKS3D, and the performance is quantified to demonstrate the significance of the works in 
terms of computational efficiency and simulation fidelity.  
The computational challenges and corresponding developments within the conventional DEM 
framework are first discussed with the details of modeling approaches to perform two series of 
polyhedral DEM simulations. The first study envisions the feasibility and viability of using 
polyhedral DEM approach for lunar regolith simulations, and the second study demonstrates the 
relative simplicity and reliability to capture the complex triaxial soil behavior with DEM.  
A new simulation method, iDEM, is then presented, which shows phenomenal speed-up by 
almost two orders of magnitude over the conventional DEM with reasonable levels of simulation 
fidelity. This method is formulated on features of the impulse-based dynamic simulation often 
employed in the computer graphics area where the emphasis is on code speed, numerical stability 
and physical plausibility. Contact force is not an integral part of the simulation, but required for 
engineering applications, thus retrieved with a proposed formulation. Therefore, the contact force 
is a by-product of the simulation that can be retrieved at any time if necessary.   
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1. INTRODUCTION 
1.1. Simulation of granular materials 
Granular material is pervasive in our environment, of significant importance in industry, and 
reported as the second-most manipulated material (Richard et al. 2005). Granular material is 
broadly relevant in a number of engineering disciplines including construction, agriculture, 
aerospace, pharmaceutical manufacturing, e.g., soil, bulk food, powder, pharmaceutical tablet pills, 
snow and others, just to list a few. 
Granular material is characterized by its complex behavior because it is neither completely solid 
nor fluid due to its discrete nature at the grain scale, and is still poorly understood as there is no 
universal theory or model to characterize the mechanical behavior on the wide spectrum of scales 
(Figure 1.1). To account for such particulate nature of granular materials in a simulation and also 
to better understand the underlying microscopic mechanisms of the complex macroscopic 
behavior, discontinuum-based numerical methods are widely adopted; in which granular material 
is modeled as a discrete system where each particle is explicitly modeled as an individual rigid or 
deformable element to explicitly account for particle interactions and associated energy dissipation 
at the grain scale. On the other hand, continuum mechanics frameworks such as the finite element 
method (FEM) directly work on a macroscopic level (continuum scale) of the materials without 
modeling the micromechanical state at the grain scale. This continuum-based approach has taken a 
major place in engineering applications due to its ability to demonstrate the macroscopic behavior. 
However, this approach has shown limited capabilities in understanding the underlying 
mechanisms of the complex macroscopic phenomena, e.g., instabilities related to phase transition, 
and representing the particulate nature, e.g., soil excavation and disposal for the earthmoving 
equipment design. 
The discontinuum-based approach is computationally demanding in general especially with 
required simulation fidelity in many disciplines, so technical approaches have evolved into two 
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different classes in: (a) the computational science and engineering field where the major focus is 
generally on the simulation fidelity, and (b) the computer graphics area where the emphasis is on 
speed (for real-time human-machine interaction), numerical stability (for stable performance) and 
physical plausibility rather than the fidelity. 
1.1.1. Discrete Element Method for computational granular mechanics 
Discrete Element Method (DEM) was proposed by Cundall and Strack (1979) for use in the 
granular material research, and is currently the most popular discontinuum-based numerical 
method in the field of computational geomechanics for scientific and engineering applications. 
DEM explicitly considers the microscopic particles’ interactions via a spring-damper model. The 
motion is updated based on the explicit time integration of the second order differential equations 
of motion, in which force and acceleration are the primary variables. When DEM was proposed in 
1979, it was originally developed for potential applications in the geotechnical engineering, but 
has been widely adopted in a number of cross-disciplinary applications to model the 
discontinuities in material and structural systems, such as the history preservation research on 
unreinforced masonry structures (Ghaboussi 1988, DeJong and Vibert 2012), material fracture 
(D'Addetta et al. 2001, Tavarez and Plesha 2007) progressive collapse of building structures 
(Masoero et al. 2010), human traffic flow for evacuation (Helbing, Farkas, and Vicsek 2000), 
vehicle mobility testing (Knuth et al. 2012), gas flow simulation for chemical engineering 
applications (Xu and Yu 1997), etc. Figure 1.2 shows some examples showing the physical testing 
of granular materials and corresponding DEM simulations that faithfully capture the discrete 
nature of granular materials.  
1.1.1.1. Methods towards realistic particle shape modeling  
In the original DEM introduced in 1979, each particle was modeled as a 2D disk. The early DEM 
formulations were then followed by employing 3D spherical or ellipsoidal particles. This became a 
trend for a while in the DEM research, because simulation of such simple shapes was 
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computationally manageable considering the computing power was quite limited then. Some 
representative programs include BALL (Cundall and Strack 1979, Strack and Cundall 1978), 
TRUBAL (Strack and Cundall 1984), ELLIPSE2 (Ng 1992), ELLIPSE3D (Lin and NG 1997). 
Such particle geometries could greatly simplify the contact detection procedure and reduce the 
run-time, but suffered from limited capability in capturing essential aspects of geometric inter-
particle interactions and corresponding mechanical behavior. Building upon the initial 
development, DEM has evolved to consider realistic particle shapes for more accurate interactions, 
and also for systematic modeling at the grain scale and quantitative comparisons with 
experimental data (Cundall 1988a, Ghaboussi and Barbosa 1990, Sallam 2004, Zhao et al. 2006, 
Hogue and Newland 1994, Williams and O'Connor 1999, Peña, García-Rojo, and Herrmann 2007, 
Latham et al. 2008, Andrade et al. 2012, Mollon and Zhao 2013).  
By and large, the currently available techniques to model complex particle shape (other than 
spheres and ellipsoids) for the discrete element simulation can be categorized into the following 
three classes: (a) clumping spherical particles, (b) polyhedral particle modeling, and (c) the other 
approaches.  
Using sphere-clumps of (a) is the well-known facile technique in the granular materials research 
community to model a non-spherical particle shape due to the modeling simplicity with relatively 
manageable computational cost to run a discrete element simulation. An example modeling is 
shown in Figure 1.3a. The relative easiness to consider particle breakage in the simulation is 
considered as another incentive. For this reason, most of the published simulations were 
performed with PFC (O'Sullivan 2011), a commercial spherical DEM code (2010a, b) by Itasca 
Consulting Group, Inc., which provides the clumping capability for the modeling. However, this 
modeling approach generates particles with knobby surfaces which inherently overestimate the 
geometric interactions (Munjiza 2004, Houlsby 2009). The inter-particle sliding friction is usually 
defined by   
  (interparticle friction angle), whose magnitude mainly depends on the particle 
surface roughness, which in turn is determined by the particle mineralogy (Terzaghi, Peck, and 
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Mesri 1996, Sadrekarimi and Olson 2011). In DEM,   
  is a key micro-mechanical input 
parameter used to quantify the effect of the frictional resistance. Therefore, DEM simulation with 
the sphere-clumps overcounts the source of friction, where the surface interaction is considerably 
affected by the knobby surface whose effect is hard to be quantified unlike   
 . The interparticle 
friction angle   
  is usually calibrated in a DEM simulation such that the simulation yields a 
similar macroscopic behavior as that of a target experimental test. However, due to the effect from 
the knobby surface of sphere-clumps, the value of   
  may not be realistic and quite different from 
the typical value found for minerals reported by Terzaghi et al. (1996). Furthermore, the 
computational cost is not necessarily inexpensive, as a very large number of spheres would be 
required to model realistic particle shapes. 
Figure 1.3b shows an example of polyhedral particle modeling of (b). Compared to (a), this 
approach requires more computational resources due to the complexity in the particle modeling 
and simulation, especially in the expensive geometric contact detection between particles. 
However, this approach can realistically model the particle geometries and capture the 
microscopic interactions at the grain scale. A variation of this approach using spheres for rounded 
corners (Figure 1.3c) has been recently proposed in Fraige et al. (2008) and Wang et al. (2011). 
Compared to (a) and (b), the approaches in (c) are relatively less popular in the research 
community, or only used by certain research groups who have originally proposed, e.g., polar 
representation (Hogue and Newland 1994), discrete function representation (Williams and 
O'Connor 1999), Radon transform-based modeling (Leavers 2000), a time series-based modeling 
(Xi et al. 2007), super-quadrics particles (Hogue 1998), super-ellipsoids (Delaney and Cleary 
2009), Non-Uniform Rational Basis-Splines (NURBS)-based modeling (Andrade et al. 2012), 
polyarc discrete element (Fu, Walton, and Harvey 2012), and Fourier descriptor-based modeling 
(Bowman, Soga, and Drummond 2001, Mollon and Zhao 2013), to list a few. Selected examples 
are shown in Figure 1.3d to i. This alternate modeling technique is generally paired with a 
corresponding contact detection method exclusively developed to consider the geometric features 
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used to describe the shapes. Putting aside which technique allows for a more robust 
characterization of particle shape, the simulation performance is questionable if the contact 
detection algorithm is efficient enough to tackle a large scale discrete element simulation. 
1.1.1.2. Developments in DEM simulations with polyhedral particles 
Ghaboussi and Barbosa (1990) is the seminal work has pioneered the three dimensional DEM with 
the polyhedral particles to consider realistic inter-particle collisions. They comprehensively 
investigated all computational aspects of the method and developed a polyhedral DEM code, 
BLOCKS3D. Its application was demonstrated for a variety of geotechnical applications in the 
paper. 
Lötstedt (1981, 1982) are the original works of another branch of the discrete element simulation 
that formulate the contact problem between rigid bodies into a linear complementarity problem 
(LCP) fashion. The original studies by Lötstedt focus on the robust analytical formulation, and 
since then many algorithms have been developed to efficiently simulate polyhedral rigid bodies 
based on LCP approaches (Lötstedt 1984, Baraff 1991, 1994, Stewart and Trinkle 1996, Anitescu 
and Potra 1997, Erleben 2005). This approach inspired some physics engines developed in the 
computer graphics area such as Open Dynamics Engine (Smith 2012), Karma (MathEngine 2002), 
Vortex (CMLabs Simulations Inc. 2011), PhysX - formerly known as Novodex before being 
acquired by Nvidia (Nvidia 2012a), Umbra (Sandia National Lab 2012) and others. 
The Non-Smooth Contact Dynamics method has been independently developed by Moreau (1994), 
Moreau (1995), Jean (1999) and their collaborators to make this type of LCP-based approach 
available in the granular materials research community, which led to the development of a 
computer program, LMGC90 (Dubois et al. 2011). However, it has gained less attention than 
DEM in the community due to its complexity of the mathematical formulation and difficulty of the 
corresponding code implementation, which resulted in far fewer publications using this method 
than DEM. (Donze, Richefeu, and Magnier 2009, Krabbenhoft et al. 2012).  
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Tutumluer et al. (2000) and Rao et al. (2001) introduced an image analysis technology and 
developed UIAIA (University of Illinois Aggregate Image Analyzer), and E-UIAIA (Moaveni et 
al. 2013), an enhanced version of UIAIA, to robustly characterize the shape and size properties of 
ballast particles. With this technology, the particle shape property could be quantified in terms of 
the flat and elongated (F&E) ratio, the angularity index (AI), and the surface texture (ST) index 
after scanning. These shape indices are then used as the digitized morphological data to generate 
polyhedral particle shapes to be used in DEM simulation. With recent developments in mobile 
applications, the 3D scanning became more affordable such as 123D Catch (Autodesk 2012) and 
Structure Sensor (Occipital 2013). These apps provide the capabilities to easily capture and create 
3D models with the mobile devices. Therefore, it is expected that abundant particle shape data will 
be available in the near future, as the field engineers can collect the data with their devices. As a 
result, the reliability in the polyhedral particle modeling will be further enhanced in the future.  
Consideration of realistic particle shapes requires expensive geometric tests for contact detection, 
which is the most time-consuming task in a whole DEM simulation easily takes up to 80% of the 
total computation time (Nezami et al. 2004) and even more (Hahn 1988). In 1988, Common Plane 
method was first introduced for faster contact detection in DEM simulation with the polyhedral 
particle modeling (Cundall 1988a). The Common Plane (CP) is defined as a plane bisects the 
space between two particles in contact as shown in Figure 1.4a. Therefore, use of CP could greatly 
simplify the particle to particle contact detection into a much faster particle to plane contact 
detection problem. Significant algorithmic developments have been made, since then, to enable 
faster particle contact detection between polyhedral particles (Gilbert, Johnson, and Keerthi 1988, 
Lin and Canny 1991, Williams and O'Connor 1999, Liu and Lemos 2001, Yang et al. 2002, 
Nezami et al. 2004, Nezami et al. 2006, Vorobiev 2011, Boon, Houlsby, and Utili 2012, Nassauer, 
Liedke, and Kuna 2013). A research group of Hashash, Ghaboussi and their colleagues developed 
two CP-based contact detection methods for polyhedral particles, Fast Common Plane method 
(Nezami et al. 2004) and Shortest Link Method (Nezami et al. 2006). In the latter development 
(Figure 1.4b), the authors showed the CP is the bisector plane perpendicular to the shortest link 
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connecting closest points between two particles, and that CP can be indirectly found from the 
shortest link search. This invention resulted in very fast particle contact detection with 
significantly reduced number of iterations, up to 17 times than the conventional CP method. They 
developed a polyhedral DEM code, BLOKS3D (Zhao et al. 2006), with the algorithms and 
demonstrated its applications to tackle a number of challenging geotechnical and transportation 
problems (Tutumluer et al. 2006a, b, 2007, Nezami et al. 2007, Huang et al. 2008, Tutumluer et al. 
2009, Huang et al. 2010a, b, Tutumluer et al. 2011, Huang and Tutumluer 2011, Tutumluer et al. 
2013, Lee et al. 2011, Lee, Hashash, and Nezami 2012, Qian et al. 2013a, Qian et al. 2013b).  
With those major algorithmic enhancements and recent increase of computing powers, it became 
possible to conduct relatively larger scale polyhedral DEM simulations, and researchers could get 
a better insight into the mechanical behavior of granular materials. However, DEM simulation is 
still a memory- and processor-intensive task, and there are significant computational challenges 
remain to meet the requirements of the granular materials research community. A recent survey on 
the trends in using DEM (O'Sullivan 2011) outlines the computational challenge in terms of the 
number of particles in the published simulations since 1998, and concludes that simulation of 1 
million spherical particles is demanding as of today. This implies a far fewer number of polyhedral 
particles can be simulated at a reasonable computational cost. Therefore, the current computational 
capability for large scale simulations with the realistic polyhedral particle modeling is far behind 
our demands to understand the fundamental mechanisms of complex granular materials behavior 
at various physical scales in terms of both time and length. 
DEM simulation is relatively doable for a problem concerned with a short time, e.g., wave 
propagation in a granular media from an impact loading opposed to accumulated long-term 
deformation of railway ballast under cyclic loading over years. To the best of author’s knowledge, 
Tutumluer et al. (2013) conducted the longest simulation, which runs for 2000 seconds (~30 
minutes) of simulation time with 13000 polyhedral particles. Hitherto, most of the published 
simulations have tackled problems in which simulation time is less than a minute.  
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Unlike the time scale, there is no absolute length scale, as we will have to consider two length 
scales, a modeled grain scale and also the given problem scale. Therefore, the relative length of 
those scales is closely connected with the computational cost; for a given domain, more number of 
particles would be required if smaller particle sizes are considered, which is analogous to the issue 
of using a finer vs. a coarser mesh for a finite element analysis. The time step size    is also 
limited by the stability criterion which is, in turn, determined by modeled particle size as shown in 
equation (1-1).  
            √        (1-1) 
where      is the minimum particle mass and    is the max normal contact stiffness in the 
discrete system. 
For this reason, simulation of a granular material of small particles is generally less doable than 
larger particles, e.g., sand vs. gravel, as a smaller    is required for a more conservative time-
stepping for realistic microscopic interaction between the particles.  
Simple scaling of particle size is, therefore, often employed in DEM research to decrease the 
number of particles to consider, and also to increase   , which yields a fewer number of time steps 
to complete a simulation. However, this size scaling is generally applicable to a uniformly graded 
granular material only, as opposed to a well graded granular material. Therefore, DEM studies of a 
well graded granular material are very few in the community so far (Evans et al. 2009, Huang, Xu, 
and Hu 2013, Matsushima 2003).  
Recent research efforts have been made to use hardware acceleration techniques such as high 
performance supercomputing machines to perform large scale DEM simulations (Horner, Peters, 
and Carrillo 2001, Owen and Feng 2001, Walther and Sbalzarini 2009, Iglberger and Rüde 2011). 
However, these machines are generally less accessible to many practitioners in the field.  
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1.1.2. Developments in the computer graphics field 
Computational methods in the computer graphics field have been developed for use in video 
games and computer-animated films involving discrete bodies’ interactions, where the characters 
bump against each other for which plausible physics law needs to be considered. For instance, in 
Angry Birds (Rovio 2009), a video game, collisions among birds, pigs and blocks are controlled 
by a simulator, Box2D (Catto 2011) as shown in Figure 1.5. In Bolt (Williams and Howard 2008), 
a computer-animated film, the protagonist Bolt rushes out of a box filled with thousands of foam 
peanuts (in Figure 1.6a), for which a simulator was then employed to capture the physical 
interactions (Coumans et al. 2012). In such simulations, the primary focus is placed on code speed, 
stability, and physical plausibility, for which many computational methods have been developed. 
The impulse-based (or velocity-based) dynamics approach proposed by Mirtich (1996) is one of 
them, and is often employed in the computer graphics field (Bender et al. 2012). 
The impulse-based simulator is based on the first order time integration via the symplectic Euler, 
numerically much stable allowing for a large    in the simulations. The impulse-based method 
directly handles velocity to update motion, while bypassing integration of acceleration, and 
consider collision impulse to separate objects in contact, instead of contact force. The impulse-
based simulator is readily portable and being used for low memory game consoles such as Sony 
PlayStation 2, Microsoft Xbox, in which the single precision floating point arithmetic are used for 
a better gaming performance.  
This approach could provide physical realism and greatly accelerate the code speed using a large 
   while maintaining numerical stability. However, it does not provide contact force information 
which is critical in most engineering applications, so simply adopting the current impulse-based 
simulator is not an option. The fidelity also should be checked in the engineering sense, although 
the simulation looks physically plausible. 
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1.2. Objective and scope 
The objective of this dissertation is to provide novel computational methods and tools for 
micromechanics research to get a deeper insight into the underlying mechanisms of granular 
materials, and make a systematic multiscale framework available to enhance the predictive 
capabilities in engineering scale prediction with special focus on geomaterials. A major effort was 
dedicated to conduct computationally demanding large discrete element simulations with 
polyhedral particles, and the goal of this research is significantly extending the current limits of 
physical length and time scales to an unprecedented level to simulate challenging problems 
concerned with granular materials.  
The approach was made in two different ways: (a) developments within the conventional DEM 
framework, and (b) development of a new method, impulse-based Discrete Element Method 
(iDEM). All the developments in (a) and (b) are implemented in a polyhedral DEM code, 
BLOKS3D (Zhao et al. 2006). This dissertation focuses on the algorithmic developments to 
conduct scalable computations in the discrete element simulations, opposed to the use of hardware 
acceleration techniques. However, the research essentially implies the use of such high 
performance computing resources for the developed computational methods will take us far 
beyond the computational capacity shown in this dissertation. 
1.3. Overview  
This dissertation is mainly composed of two parts. The first part (from Chapter 2 to 3) focuses on 
the developments within the conventional DEM framework, while the second part (Chapter 4) 
focuses on the development of a new method, impulse-based Discrete Element Method (iDEM).  
Chapter 2 goes into the details of the polyhedral particle modeling approach to perform a suite of 
DEM simulations, intended to reproduce corresponding laboratory bearing tests reported by Bucek 
et al. (2008). The lab tests were performed on JSC-1A, a lunar soil simulant of highly angular 
particle shapes, for which the polyhedral particle modeling is used to realistically represent the 
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shapes in the DEM simulations. The measured grain size distribution of JSC-1A is characterized 
as well graded, so the small size in the gradation requires the use of a very small    and a large 
number of particles, which significantly increases the computational cost in the simulations. 
Simple scaling of the grain size distribution is often adopted to decrease the computational 
expenses. However, this technique is generally not applicable to a well graded soil, as it would 
generate some big particles would dominate the problem domain. Therefore, a revised size 
gradation is employed for computational efficiency, while maintaining key elements of the soil 
engineering properties. This approach is further discussed in terms of Terzaghi’s bearing capacity 
theory. The simulation results are then presented in comparison with the lab testing data.  
In Chapter 3, a series of DEM simulations are presented to simulate drained and undrained triaxial 
compression tests. The objective of this study is to provide a systematic modeling approach for the 
simulated triaxial soil behavior using the discrete element method (DEM) with realistic particle 
shapes, for which the polyhedral particle modeling is adopted. A series of DEM simulations are 
first presented to replicate nine isotropically consolidated drained triaxial compression (CIDC) 
tests on sand specimens, reported by Saucier and Lade (1999). A major challenge of this study is 
related to the quasi-static loading rate adopted in the laboratory tests, each of which took 40 
minutes to complete. This is a long duration event to simulate using DEM, thus hard to be 
reproduced, so an alternative shearing scheme is adopted to represent the shearing process. A 
single CIDC lab test is selected to calibrate a few DEM micro-mechanical parameters via trial and 
error procedures. The other eight tests (at different densities and confining pressures) are then 
reproduced with the calibrated parameters. The computed drained responses of the nine 
simulations are compared to the corresponding experimental measurements. The DEM simulations 
are further extended to compute undrained response of the sand specimens by simulating 
isotropically consolidated undrained triaxial compression (CIUC) tests with the calibrated DEM 
model used for CIDC tests. The results are presented, and consistent with known behavior of 
sands. This study demonstrates the relative simplicity in the modeling to capture the complex 
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triaxial sand behavior under a range of different confining pressures and densities in drained and 
also undrained test conditions.  
In Chapter 4, an alternative method for granular materials simulation is proposed, which is far 
more computationally efficient than the conventional DEM. The proposed method, impulse-based 
Discrete Element Method (iDEM), is formulated on the features of the impulse-based dynamics 
approach often used in the computer graphics field. Contact force is not an integral part of 
simulation, but required for engineering applications, thus retrieved with an original proposed 
formulation. The contact force is simply a by-product of the simulation that can be retrieved at any 
time if necessary. The performance of iDEM is quantified with a series of simulations, and 
compared to corresponding DEM simulations. The simulations show that iDEM provides a very 
good level of fidelity with significant speed-up by almost two orders of magnitude over the 
conventional DEM. 
Chapter 5 concludes the research in this dissertation and discusses the recommended future works. 
Appendix derives the equation of collision used in iDEM simulation for a pair of colliding 
particles. 
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1.4. Figures 
 
Figure 1.1. Multiscale nature of granular materials (after Andrade et al. (2008) with written 
permission for reuse from the publisher) 
 
    
 
   
(a) (b) (c) (d) 
Figure 1.2. DEM simulation of granular materials; (a) soil-bucket interaction (Nezami et al. 2007), 
(b) bearing capacity estimation of JSC-1A lunar soil simulant (Lee et al. 2011), (c) triaxial 
compression test (Lee, Hashash, and Nezami 2012), (d) direct shear box test (Huang and 
Tutumluer 2011) 
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(a) (b) (c) 
   
(d) (e) (f) 
  
 
(g) (h) (i) 
Figure 1.3. Non-spherical particle shape modeling techniques; (a) sphere-clumps (Jensen et al. 
1999), (b) polyhedral particle modeling, (c) polygonal particle with rounded corners  (Wang et al. 
2011) (d) polar representation (Hogue and Newland 1994), (e) discrete function representation 
(Williams and O'Connor 1999), (f) super-ellipsoids (Delaney and Cleary 2009), (g) NURBS-based 
modeling (Andrade et al. 2012), (h) polyarc discrete element (Fu, Walton, and Harvey 2012), (i) 
Fourier descriptor-based modeling (Mollon and Zhao 2013); all figures reused with written 
permissions from the publisher 
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(a) (b) 
Figure 1.4. Common Plane (CP) between two particles; (a) particles in contact also intersect the 
CP (figure from Nezami et al. (2006)), (b) CP as the bisector plane perpendicular to the shortest 
link connecting closest points between two particles  
 
 
 
 
(a) (b) (c) 
Figure 1.5. Screenshots of Angry Birds (Rovio 2009); (a) before and (b) after collision, and (c) 
each character modeled as a discrete element; reproduction made in accordance with the end-user 
license agreement (Rovio 2013) 
 
  
(a) (b) 
Figure 1.6. Simulation of granular materials in computer-animated films; (a) Bolt (Williams and 
Howard 2008); (b) Toy Story 3 (Unkrich 2010); screenshots reproduced under the fair usage 
publication of film stills (Thompson 1993) 
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Shortest 
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2. POLYHEDRAL DISCRETE ELEMENT SIMULATION OF LAB BEARING 
TESTS ON JSC-1A LUNAR SOIL SIMULANT 
2.1. Introduction 
Extraterrestrial soil research is at the core of successful space exploration. Understanding the 
mechanical properties of planetary regolith is essential for any future activities planned on the 
surface such as the human habitat construction. Seven Surveyor space crafts have been sent from 
1966 to 1968 to investigate the geotechnical properties of the lunar surface. Two of them 
(Surveyor III and VII) were loaded with the Soil Mechanics Surface Sampler (SMSS), a scoop for 
various in-situ testing like bearing test and impact on the lunar surface (Bucek et al. 2008). A 
limited quantity of lunar soil was brought back to Earth and was insufficient for conducting 
experiments needed to understand the geomechanical responses to activities. Therefore, a number 
of simulants including Johnson Space Center lunar soil simulant (JSC-1A) have been developed 
for use in experiments (Zeng et al. 2010). The mechanical response of JSC-1A was demonstrated 
through a series of laboratory tests using Surveyor SMSS replica and compared favorably with 
data collected from Surveyor in-situ bearing tests performed on the lunar surface (Bucek et al. 
2008).  
High quality numerical simulations of laboratory tests on lunar soil and its simulant are of great 
importance to obtain a deeper insight into the underlying mechanisms of the geomechanical 
responses and also to implement the predictive capabilities in planning planetary surface 
operations. A great choice is Discrete Element Method (DEM), as it directly tackles the particulate 
nature of the soil at the grain scale to capture the complex macroscopic geomechanical responses. 
Therefore, modeling effort can be significantly reduced by considering only a few 
micromechanical modeling parameters with acceptable engineering scale prediction.  
There are some recent DEM researches to model the lunar soil simulants using spherical particle 
clumps (Baran et al. 2009, Bharadwaj et al. 2008, Matsushima et al. 2009) and demonstrated 
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feasibility of using DEM for the lunar soil research. However, the geotechnical property of the 
lunar soil and its simulant is in particular the highly angular shapes of particles due to the different 
weathering process from the Earth (Battler et al. 2006, Bharadwaj et al. 2008, Baran et al. 2009, 
Matsushima et al. 2009, Lindsay 1973). Therefore, this type of modeling approximation has 
limited its capability to capture essential aspects of the geomechanical behavior.  
This study provides a systematic approach to quantitatively predict the complex bearing resistance 
of JSC-1A with simple micromechanical modeling using DEM with consideration of realistic 
particle shapes. A detailed modeling approach is presented to reproduce a series of the laboratory 
bearing tests performed on JSC-1A by Bucek et al. (2008). This study adopts polyhedral particle 
modeling to realistically model the particle geometries. A polyhedral DEM code, BLOKS3D 
(Zhao et al. 2006) is employed for the simulation. BLOKS3D uses the Shortest Link Method 
(SLM), which enables a fast contact detection between polyhedral particles (Nezami et al. 2006). 
Scanning Electron Microscope (SEM) photos of JSC-1A are used to characterize the particle 
shapes and develop corresponding polyhedral particles to be used in the discrete element 
simulations.  
Section 2.2 discusses the details of the lab bearing tests on JSC-1A. In Section 2.3 and 2.4, the 
proposed approach is presented to simulate the bearing resistance of JSC-1A obtained from the lab 
tests. Simulation results are discussed in Section 2.5 in comparison with the corresponding lab 
testing data.  
2.2. Lab bearing tests on JSC-1A 
The lab bearing test setup by Bucek et al. (2008) is shown in Figure 2.1 to study the mechanical 
bearing resistance of dry JSC-1A. The test was performed in the following steps; first, a dry soil 
bed is heaped up in the rectangular cuboid bin of which interior area is 305 mm × 330 mm. A 9 
mm mouth diameter funnel is used to uniformly pour the soil in layers. The soil bed is then leveled 
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with a straight edge and the depth is measured. To obtain a high density soil, the prepared soil bed 
is placed on a shake table and then vibration is applied with a surcharge on the soil bed surface.  
The SMSS replica (scoop) with the bearing plate is then located above the soil sample prepared for 
the testing, as also shown in Figure 2.1. This SMSS replica is identical to the SMSS used in the 
Surveyor VII mission. The size of the attached bearing plate is 50 mm in width and 25 mm in 
height. The lab bearing tests were conducted by pushing the scoop into the soil bed at an angle 
between 50 and 70 degrees. The force sensor attached to the scoop measures the resistance forces 
in the reference coordinates y and z (Figure 2.2). The vector sum of the measured force will be 
compared with the DEM simulation result. The displacement along the y axis is also measured 
with a Linear Variable Differential Transformer (LVDT) displacement sensor. The measured 
displacement data is used as the input to control the scoop in the DEM simulation. A typical time 
history of the replica tests is shown in Figure 2.3.  
The lab bearing tests are summarized in Table 2.1, in which the tests are clustered into 17 groups 
whereby the parameter values are similar to each other. The dry unit weights obtained for the soil 
beds are classified into D, M or L (D: dense, M: medium dense, L: loose) for convenience in the 
table. 
2.3. Discrete Element Modeling of JSC-1A  
2.3.1. Particle shape library development 
This study adopts polyhedral particle modeling to account for the highly angular JSC-1A particle 
shapes which enables realistic microscopic interactions between particles in the DEM simulation. 
Scanning Electron Microscope (SEM) photos of JSC-1A are used to characterize the particles 
shapes (Figure 2.4). The shapes are then simplified and approximated to corresponding polyhedral 
particles. A new particle shape library is developed with a set of polyhedral particles, as also 
shown in the figure. All particle shapes are given a unit volume and are then scaled as necessary to 
match a target grain size distribution. Figure 2.5 shows the SMSS replica model to be pushed into 
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the modeled soil bed. The scoop is composed of five rigid blocks, where its real geometry has 
been simplified to facilitate model development after linearizing the curved edges.  
2.3.2. Modeled grain size distribution  
The measured grain size distribution of JSC-1A is shown as ① in Figure 2.6 (Zeng et al. 2010), 
which can be characterized as well-graded according to Unified Soil Classification System 
(USCS). The smallest particle size is around 0.005 mm, and a DEM simulation with the grain size 
distribution curve would require using around 700 billion particles for a typical simulation with    
of 3.39×10
-10
 sec. A rough estimate indicates that it would take more than a thousand years of 
CPU time to run 1 second simulation with an ordinary PC, such as Intel Core2 Extreme CPU 
Q6800 2.93 GHz and 3.5 GB of RAM, which is the specification of computing power adopted for 
this study.   
To keep the computational cost manageable, linear scaling of the particle sizes is conveniently 
employed in the DEM research community. A curve ② in Figure 2.6 shows the scaled grain size 
distribution whereby particle sizes are enlarged by 100 times. However, this scaled gradation is 
also hard to be considered because the big particles would dominate the soil configuration; the 
maximum particle size from this scaled grain size distribution is 200 mm which is too large for the 
typical soil beds whose depth is about 100 mm (Table 2.1). Furthermore, this scaling still imposes 
significant computational burden, as the total number of 0.7 million particles is required with    of 
3.39×10
-7
 sec, so about 6 months of CPU time is estimated to be taken for 1 second simulation. 
This implies another scaling of the grain size distribution would not work due to these two 
constraints; (a) reasonable particle sizes and (b) affordable computational cost.  
An alternative approach is using a cropped grain size distribution. Figure 2.6 shows a cropped 
curve ③, where the sizes larger than D60 and smaller than D10 are cut out from the curve ②, 
where D60 and D10 represent the particle size corresponding to 60% and 10% finer in the grain size 
distribution. The advantage of adopting a cropped grain size distribution is that the key 
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information of the original gradation can be maintained based on USCS, determined by the 
coefficient of uniformity Cu and the coefficient of curvature Cc, which are only concerned with 
particle sizes within 10 to 60% finer in the size gradation, i.e., Cu = D60 / D10 and Cc = (D30)
2
 / 
(D10×D60). In this way, it is possible to consider the well-graded grain size distribution in the 
simulations, alleviating the two constraints discussed above. Nevertheless, it requires about 0.17 
million particles to be modeled in a typical simulation with    of 2.24×10-6 sec, so around 6 days 
of CPU time is estimated to be taken for 1 second simulation. Such a simulation still needs 
excessive computational resources for a longer duration of simulation, and also makes it difficult 
to generate multiple configurations and run simulations for parametric studies. The maximum 
particle size is still large as about 12 mm and 40% of the total volume of the configuration is 
dominated by the 12 mm particles. Therefore, the fidelity of the modeled soil bed is also 
questionable particularly for shallow beds, e.g., S15 (depth: 61.52 mm) in Table 2.1.  
Therefore, a revised grain size distribution is adopted, modified to be more uniformly-graded to 
bypass the constraints, which is ④ shown in Figure 2.6. Symbol □ indicates the data points used 
to generate the curve. Cu of ④ is 1.6, which is smaller than the original Cu, 6.7, while Cc is 
conserved as about 0.94 to be comparable to the original Cc. In this way, a total of about 17000 
particles and    of 1.36×10-5 seconds could be considered in the simulations for the typical soil 
beds of 100 mm depth. The CPU time takes about 2 hours per one second simulation. 
2.3.3. Other DEM modeling parameters 
The values adopted for the DEM modeling parameters is shown in Table 2.2. The modeling 
parameters such as inter-particle friction component   
  can be determined from the known 
mineral properties of JSC-1A. However, a revised grain size gradation employed to replace the 
original well-graded grain size distribution will affect the properties of soil to be simulated. We 
will first investigate the controlling parameters of soil bearing resistance in the following section. 
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2.3.3.1. Controlling parameters of soil bearing resistance 
Terzaghi’s bearing capacity theory (Terzaghi, Peck, and Mesri 1996) is shown in equation (2-1). 
Although calculation of the soil bearing “capacity” is out of scope of this study, this theory 
identifies the controlling parameters of soil bearing resistance.  
                                        (2-1) 
where 
   : bearing capacity of a soil mass located above water table 
  : cohesion intercept 
  : unit weight of soil 
  ,  : depth and width of footing 
  ,   ,    : bearing capacity factors with respect to cohesion, surcharge, and weight of soil 
The bearing capacity factors (  ,  ,  ) are dimensionless quantities which solely depend on soil 
friction angle   . Accordingly,  ,   and   are the soil properties contribute to the bearing 
resistance. However, cohesion of JSC-1A is low (Zeng et al. 2010), so the effect of the first term 
(   ) is negligible. Therefore, DEM soil model with the revised grain size distribution should 
yield similar   and    with those of lab bearing tests to reproduce the original soil bearing 
resistance.  
2.3.3.2. Selection of values for DEM modeling parameters 
The controlling parameters of soil bearing resistance are    and    (dry unit weight    is 
considered instead of   hereafter, as the lab bearing tests were performed on dry soil specimens), 
but these are not DEM modeling parameters can be directly entered as the user input. We will 
further break down    and    to identify the DEM modeling parameters, and describe the 
modeling issues to realistically consider the actual    and    in DEM simulation. 
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The friction angle   is mobilized from the combined effect of both inter-particle friction angle   
  
and geometric interference friction angle   
  (Terzaghi, Peck, and Mesri 1996, Sadrekarimi and 
Olson 2011), as shown in equation (2-2): 
     
    
  (2-2) 
(a) Inter-particle friction component   
  is a DEM modeling parameter.   
  is not affected by 
grain size distribution, and mainly depends on particle surface roughness determined by grain 
mineralogy. JSC-1A is produced from a volcanic cinder deposit located in the San Francisco 
volcanic field near Flagstaff, Arizona (Zeng et al. 2010). A major mineral of JSC-1A is 
plagioclase with some other minor minerals such as olivine and pyroxene (Orbitec 2007). 
Plagioclase is a family of feldspar, whose   
  is known to range between 36 and 38 degrees after 
Terzaghi et al. (1996). 
(b) Geometric interference friction angle   
  is not a DEM modeling parameter, and is affected 
by the size gradation. When shear is applied to a uniformly-graded soil, the particle 
rearrangement is easier than a well-graded soil, so   
  of the uniformly-graded soil is smaller 
than that of the well-graded soil. Terzaghi et al. (1996) reports about 4 degrees of difference in 
the friction angle, depending on the grain size distribution. Therefore,    of the DEM soil bed 
modeled with the uniform grain size distribution in this study will be underestimated by about 4 
degrees, and in turn underestimated soil bearing resistance.  
Our approach is to add the 4 degrees to   
  to reproduce a similar     with that of the lab tests, as 
shown in equations (2-3). In this way, 40 degrees is finally selected, which is higher than the 
original   
  of JSC-1A.  
      
         
         
  (2-3) 
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A relationship between    and the other soil index properties is shown in equation (2-4): 
              (2-4) 
where  
   : specific gravity of solids 
   : unit weight of water 
  : void ratio 
(a) Specific gravity of solids    is a DEM modeling parameter, and is independent of grain size 
distribution. Bucek et al. (2008) reports the specific gravity of solids    of JSC-1A is 2.9. Unit 
weight of water    is simply a constant. 
(b) Void ratio   is not a DEM modeling parameter, and affected by the size gradation. In 
general, a well-graded soil has a lower   than a uniformly-graded soil, as small particles fill in 
the inter-particle void spaces among larger particles.  
Accordingly,    of the DEM soil bed modeled with the uniform grain size distribution will be 
smaller than that of the lab specimen due to a higher   obtained, and in turn the soil bearing 
resistance will be underestimated. Therefore, we will manually change    to reproduce    of the 
corresponding lab soil specimen.  
Contact stiffness is not directly related to    and   , thus simply adopted from Nezami et al. (2007) 
where the BLOKS3D code had been successfully employed for the simulations involving soil-tool 
interaction.  
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2.4. Simulation procedure  
The DEM modeling parameters are first initialized to a set of values as shown in Table 2.2. The 
soil bed generation is done in the following procedure (Figure 2.7): The test bin is modeled with 
five half-space boundaries (4 for the vertical walls and 1 for the bottom plate) to reproduce the 
rectangular bin used in the lab bearing tests. BLOKS3D code randomly determines particle 
orientations and selects shapes from the user-defined library shown in Figure 2.4. The particles are 
then generated above the modeled bin within the constraint of the prescribed grain size distribution, 
and dropped (Figure 2.7a). Once the bin is filled up, the pouring is stopped (Figure 2.7b). Particles 
above a designated height are removed (Figure 2.7c), as a straight edge was used to level the soil 
bed in the lab tests.  
The simulation is then paused and    is altered to yield the actual    (       ) of the corresponding 
lab soil specimen as shown in equation (2-5). For example, the initial    of the DEM soil bed 
(       
    ) obtained for S15 was 1204 kgf/m
3
 with the original    of 2.9 (       ). The measured 
        from S15 lab test was 1642 kgf/m
3
, so a new    of 3.95 (       ) was considered which 
can be computed as follows:  
                                
     (2-5) 
                     
The obtained        
     and computed         for the selected loose soil beds are summarized in 
Table 2.3. An average         of 3.81 (       
   
) is obtained from the modeled soil beds, which is 
simply adopted for the rest of simulations in Table 2.1 without the procedure above. 
The modeled scoop (Figure 2.5) is finally placed above the bed at a designated angle (Table 2.1) 
and pushed into it. Figure 2.8 shows a snapshot taken during a lab bearing test and the 
corresponding DEM simulation using BLOKS3D. 
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2.5. Simulation results of selected test series 
Selected simulation results are shown in the Figure 2.9 through Figure 2.20. The vector sum of the 
resistance forces acting on the scoop in the reference coordinates y and z (Figure 2.2) is compared 
in the plots.  
Figure 2.9 shows the simulation results of S15 test on a shallow depth bed (61.52 mm) of a low 
density. In contrast to the continuous plot from the lab test, limited stick-slip force fluctuation is 
shown in the simulation results. This is caused by the larger particle sizes adopted in the DEM 
simulation. The fluctuation in the measured force is evident when the force chain in the granular 
system is re-organized under a given loading condition. As a fewer number of particles constitute 
the force chain with the larger particle sizes considered, the fluctuation is more apparent than the 
experimental measurement. Notwithstanding the fluctuation, overall good agreement is shown. 
Similar fluctuation is shown in the rest of simulation results.  
Figure 2.9 also shows the effect of initial configuration on the response. Two simulations are 
performed on soil beds prepared with randomly selected particles from the shape library. This 
randomness in the initial configuration is inherent to DEM simulations, which yields a different 
result in each trial. However, both plots show good agreements with the measurement from the lab 
bearing test. The variability is also shown in experimental data. For example, G09 (Figure 2.14) 
shows variations in measured bearing resistance, although the lab tests are practically identical. 
The DEM simulation result is comparable within the range of measured variations shown in the 
lab tests. 
G03 (Figure 2.10), G12, G13 (Figure 2.16, Figure 2.17), and G16 (Figure 2.19) have similar 
parameter values except the scoop operation velocity, as shown in Table 2.1. The scoop is 
operated at 1.27 mm/sec for G03 and 6.35 mm/sec for G12 and G13, while the penetrating motion 
is the fastest for G16 as 12.7 mm/sec. Despite of the difference in the scoop operation velocity, the 
experiment results are hardly distinguishable from each other, which indicate the loading rate has 
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insignificant influence on the soil bearing resistance for the velocity range considered. The 
simulation results are comparable to the corresponding lab testing data, so this rate independence 
is also well presented in the simulations. 
In G05 (Figure 2.11) and G08 (Figure 2.13), the scoop is actuated at the angle of 50 degrees from 
the soil surface. Because of the less inclination than the other tests, the scoop experiences a less 
bearing resistance during the operation. The DEM simulation captures the overall trend in the lab 
tests well.  
Some difference is shown at a shallow penetration depth between simulation result and lab testing 
data such as G07 (Figure 2.12), G09 (Figure 2.14), and G13 (Figure 2.17). For example, G07 
(Figure 2.12) shows some discrepancy up to a few millimeters of penetration with no enough 
resistance force generated in the DEM simulation. This is attributable to the larger particle sizes 
considered in the simulation, as the penetration depth showing the discrepancy is less than the 
minimum particle size, 4 mm, (Figure 2.6). Therefore, such limited discrepancy in the results is 
inevitable as far as the larger particle sizes are adopted in DEM simulations. G10 (Figure 2.15) 
presents plots for a denser soil bed. The simulation results fall within the variation of experimental 
data. G14 (Figure 2.18) and G17 (Figure 2.20) represent deep penetration tests in which more than 
40 mm of penetration is made on the soils with different bed depths (about 100 mm for G14 and 
240 mm for G17). The boundary effect is clearly shown in the experimental measurements with a 
larger resistance measured from G14, and the simulation results show good agreements with the 
lab testing data. 
2.6. Concluding remarks 
This study presents a systematic DEM modeling approach to reproduce laboratory bearing tests on 
JSC-1A conducted by Bucek et al. (2008), and demonstrates feasibility and viability of the 
proposed approach for the simulation of extraterrestrial soils. The polyhedral particle modeling is 
used to represent the angular geometry of JSC-1A particles in the simulations. The modeling effort 
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can be significantly reduced with consideration of a few micromechanical modeling parameters, 
while the macroscopic responses of the soil bearing resistance under a range of different testing 
conditions could be realistically captured.  
A major challenge is related to the well-graded grain size distribution of JSC-1A which requires 
huge computational cost for a simulation. Therefore, a revised grain size distribution is 
alternatively adopted to keep the cost manageable, while DEM modeling parameters are selected 
such that the original bearing resistance could be represented with the revised size gradation. 
Terzaghi’s bearing capacity theory identifies that   and   are the controlling parameters of soil 
bearing resistance, so DEM modeling parameters,   
  and   , are tuned to yield similar  
 and   to 
those of lab tests. Although limited stick-slip fluctuation in the force measurement is observed due 
to the larger particle sizes adopted, the simulation results show good agreements with the lab 
testing data.  
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2.7. Tables 
Table 2.1. Bearing tests conducted on JSC-1A by Bucek et al. (2008), whereby they are clustered 
into groups whose parameters are similar to facilitate comparisons with DEM simulations 
Group Lab test no. 
Soil bed Scoop 
Depth 
(mm) 
Dry unit weight 
(kgf/m
3
) 
Velocity 
(mm/s) 
Angle 
(deg) 
Penetration 
depth (mm) 
G01 S14 63.04 2039 D 1.270 70  5.85 
G02 S15 61.52 1642 L 6.350 70 30.58 
G03 S16 103.89 1615 L 1.270 70 32.23 
G04 S12, 13 92.66, 92.79 2022, 2035 D 1.270 70  3.76, 11.07 
G05 S65 111.58 1626 L 3.175 50 32.61 
G06 S66 97.08 2029 D 3.175 50 27.94 
G07 S57, 58 112.62, 112.85 1639, 1640 L 3.175 60 33.48, 33.71 
G08 S64 112.47 1646 L 6.350 50 33.78 
G09 S54~56 111.05~111.94 1639~1653 L 6.350 60 31.90~32.79 
G10 S59~61 98.17~102.21 1814~1871 M 6.350 60 37.34~41.38 
G11 S62, 63 93.01, 93.68 2029, 2031 D 6.350 60 32.18, 32.84 
G12 S02, 10 102.74, 102.95 1640, 1645 L 6.350 70 33.72, 33.87 
G13 S04, 06~09 104.52~105.18 1608~1618 L 6.350 70 35.29~35.95 
G14 S28, 31 97.38, 103.40 1640, 1655 L 6.350 70 41.17, 42.62 
G15 S05 90.53 1966 D 6.350 70 10.98 
G16 S03 103.94 1639 L 12.700 70 35.06 
G17 S27, 29, 30 240.06~244.55 1576~1608 L 6.350 70 41.77~43.08 
 
Table 2.2. List of DEM modeling parameters and values considered in the simulations 
Parameter Unit Value 
  
  Inter-particle friction angle deg 40 
   Specific gravity of solids --- 2.9 (for the initial development of soil bed) 
   Normal contact stiffness N/m 130000 
   Shear contact stiffness N/m 102000 
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Table 2.3. Initially obtained soil dry unit weight (       
    ) for selected loose soil beds and the 
altered specific gravity of solids (Gs(DEM)) considered to yield         
Group Test no. 
Lab DEM 
       (kgf/m
3
)                
     (kgf/m
3
)         
G02 S15 1642 
2.9 
1204 3.95 
G03 S16 1615 1242 3.77 
G07 S57, 58 1639, 1640 1240 3.84 
G08 S64 1646 1240 3.85 
G09 S54~56 1639~1653 1236 3.88 
G13 S04, 06~09 1608~1618 1251 3.74 
G14 S28, 31 1640, 1655 1251 3.84 
G17 S27, 29, 30 1576~1608 1296 3.60 
Average                 
   
  : 3.81 
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2.8. Figures 
 
Figure 2.1. Experimental setup after Bucek et al. (2008) 
 
Figure 2.2. Terms illustrated after Bucek et al. (2008) 
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Figure 2.3. SMSS replica displacement time history (test S02) 
 
 
Figure 2.4. SEM images of JSC-1A particles and the developed DEM particle library  
(SEM photos by courtesy of R. Allen Wilkinson) 
 
 
Figure 2.5. SMSS replica configuration for bearing test 
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Figure 2.6. Grain size distribution of JSC-1A 
 
   
(a) Dropping particles (b) Soil pile heaped (c) Top layer removal 
Figure 2.7. Generation of the initial soil bed (boundary walls not shown) 
 
  
(a) Lab test (b) Simulation 
Figure 2.8. Bearing test on a JSC-1A bed 
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Figure 2.9. Simulation results: G02 (two trials with different initial conditions) 
 
 
Figure 2.10. Simulation results: G03 
 
 
Figure 2.11. Simulation results: G05 
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Figure 2.12. Simulation results: G07 
 
 
Figure 2.13. Simulation results: G08 
 
 
Figure 2.14. Simulation results: G09 
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Figure 2.15. Simulation results: G10 (Note a different scale of the horizontal axis) 
 
 
Figure 2.16. Simulation results: G12 
 
 
Figure 2.17. Simulation results: G13 
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Figure 2.18. Simulation results: G14 
 
 
Figure 2.19. Simulation results: G16 
 
 
Figure 2.20. Simulation results: G17 
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3. SIMULATION OF TRIAXIAL COMPRESSION TESTS WITH 
POLYHEDRAL DISCRETE ELEMENTS 
3.1. Introduction 
High quality numerical simulations of laboratory experiments are important for modeling soil 
behavior. With the recent increase in available computing power, more realistic discrete element 
simulations of laboratory tests on granular material are feasible, including simulations of the 
triaxial compression test which is the most commonly used laboratory test in geotechnical 
engineering to measure the mechanical properties of granular soils. For example, Ting et al (1989) 
conducted extensive studies on granular material response using two-dimensional disks in discrete 
element simulations of laboratory tests. Lin and Ng (1997) used three-dimensional discrete 
elements to model drained triaxial tests with cubic periodic cells and ellipsoidal particles, focusing 
on the effect of particle shapes on shear strength development. Thornton (2000) conducted three-
dimensional drained triaxial test simulations similar to Lin and Ng (1997) with periodic cells and 
spherical particles, but provided more extensive studies on the evolution of microscopic variables. 
Ng (2004) provided a discussion on various boundary mechanisms for simulation of drained 
triaxial compression tests using ellipsoidal particles. Liu (2006) performed two-dimensional 
discrete element simulations of direct shear box test on dense and loose samples of circular 
particles. Markauskas and Kacianauskas (2006) presented various numerical techniques for 
sample preparation in two-dimensional biaxial compression tests with circular particles. Iwashita 
and Oda (2000) conducted two-dimensional drained biaxial compression test simulations with 
circular particle elements having rolling resistance to consider particle surface roughness and 
partially overcome the limitations in representing realistic particles interaction. More recently, 
some researchers (Belheine et al. 2009, Widulinski, Kozicki, and Tejchman 2009) conducted 
three-dimensional drained triaxial test simulations with spherical particle elements with rolling 
resistance originally developed in Iwashita and Oda (2000). Sitharam et al (2002) conducted a 
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series of drained and undrained triaxial test simulations with a three-dimensional assemblage of 
spherical particle elements. 
These studies show the potential of using discrete element simulations to represent soil behavior 
during shear via the triaxial compression and other lab tests. However, these studies only used 
spherical or elliptical particle shapes that do not reflect the actual particle shapes. It is well known 
that the macroscopic sand behavior is sensitive to the particle shapes. For example, Cho et al 
(2006) report different macro-scale behaviors caused by particle shape angularity including 
increase in the critical state friction angle and the intercept of the critical state line. For this reason, 
realistic particle shape modeling needs to be considered to enhance the quality of the numerical 
simulation results. In addition, most of these DEM studies do not provide any experimental 
validation due to the round particle shape used in the simulations. Ting et al (1989) could only 
compare the shear modulus correlations with the test data for round sand from Seed and Idriss 
(1970). Belheine et al (2009) also used experimental data on Labenne sand, which is a 
homogeneous rounded dune sand. Therefore, there is a need for use of realistic particle shapes and 
more systematic quantitative comparisons with experimental data.  
This chapter provides a detailed modeling approach for a series of simulations of drained and 
undrained triaxial compression tests on granular material using the discrete element method (DEM) 
with realistic particle shapes. The simulations use BLOKS3D, a discrete element code developed 
for simulation of rigid three-dimensional polyhedral particles (Zhao et al. 2006). Polyhedral DEM 
simulations of isotropically consolidated drained triaxial compression (CIDC) tests are developed 
to reproduce a triaxial test series on nine sand specimens reported by Saucier and Lade (1999). 
The tests were conducted for three different void ratios and at three different confining pressures. 
DEM simulations are then extended to simulate isotropically consolidated undrained triaxial 
compression (CIUC) tests to further evaluate the performance of the developed DEM model. 
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3.2. Description of the laboratory experiments 
A series of nine high quality CIDC tests are reported by Saucier and Lade (1999). A uniformly 
graded fine clean Ricci sand (Gs = 2.65) was used in the experiments. The grain shapes are 
described as sub-angular with a grain size distribution shown in Figure 3.1a.  
These CIDC tests are performed on soil specimens with three different void ratios of around 0.53, 
0.67, and 0.78 consolidated at three different confining pressures, σco, of 25 kPa, 100 kPa and 300 
kPa. The test series is summarized in Table 3.1. For simplicity, experiments are identified by a 
letter indicating its relative density (D for dense, M for medium and L for loose), followed by the 
corresponding confining pressure (in kPa). The experiments are performed with highly frictional 
platens. The initial diameter and height of all the samples are approximately 10 cm, i.e., the height 
to diameter (H/D) ratio is 1. The deviatoric strain is applied at a rate of 0.25 mm/min. The 
deviatoric stress, σ’1 – σ’3, and volumetric strains for all experiments are shown in Figure 3.2, and 
the peak friction angles are summarized in Table 3.2. 
This series of laboratory triaxial tests is unconventional in terms of the H/D ratio and apparent 
high friction between the specimen ends and the platens. Conventional triaxial tests are generally 
performed on the specimens of which H/D ratio is 2 with use of lubricated or regular end platens 
to improve uniformity in the stress-strain distribution within the specimen. Saucier and Lade 
purposely set up the tests to cause significant budging and to increase non-uniformity in the 
stresses and strains in the specimens. The reason behind this work is to generate lab testing data 
for use in SelfSim inverse analysis (Fu et al. 2007) to efficiently extract the diverse stress-strain 
information from a limited number of laboratory tests. Further details on the developed framework 
is shown in Hashash et al. (2009). The laboratory triaxial test on a “short” 1:1 specimen tends to 
yield a higher friction angle than the conventional 2:1 specimen, as the end restraints suppresses 
the development of the full shear plane within the specimen, and in turn, act as a confinement 
(Goetz and Schaub 1959). Therefore, for example, the peak friction angle for D300 is 47.3 degrees 
(at εa = 6.1%, where the peak deviatoric stress is reached) as shown in Table 3.2, which is 
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relatively high for the considered grain size distribution and particle angularity. The typical secant 
friction angle     reported by Terzaghi et al. (1996) is 45~46 degrees for well graded sand with 
angular grains at the corresponding void ratio (e = 0.53) and the effective stress (σ'n = 500 kPa).    
3.3. DEM simulation of triaxial compression tests with polyhedral particles 
In many DEM simulations, particles are commonly approximated by spherical or ellipsoidal 
shaped particles to keep the required computational resources manageable. However, this 
approach limits the ability of the DEM model to capture granular particle interactions, which 
depend on particle shapes. The use of polyhedral particles in DEM simulations allows for a more 
realistic representation of particle shapes, and thus is better able to capture the effect of particle 
geometry in the simulated soil behavior.  
3.3.1. Particle sizes and shapes 
The size of the particles in a DEM simulation affects the number of particles that can be used in an 
analysis and the analysis time step size   . Therefore, if the particle size is too small, it is 
generally not possible to simulate the actual particle sizes as this will require the use of a large 
number of particles and results in significant computational costs. For this reason, particle size 
scaling is adopted in this study.  
Figure 3.1a shows the grain size distribution of the soil used for the lab tests. The smallest particle 
size is less than 0.1 mm, requiring    of 1.01×10-8 sec (for a normal contact stiffness = 260kN/m) 
and roughly 9 million particles (for the dense samples) if the actual particle size is modeled. 
Therefore, a new grain size distribution is used, which is 10 times larger than the actual grain size 
distribution for DEM particle generation, as shown in Figure 3.1a. Nevertheless, the soil is still 
classified as sand according to the Unified Soil Classification System. Figure 3.1b shows that the 
grain size distribution curves are nearly identical when normalized by D50. A set of particle shapes 
is also developed in the DEM particle library shown in Figure 3.3, to represent the sub-angular 
shaped particles in the experiments, as reported by Saucier and Lade (1999). It is inferred that 
 41 
 
appreciable amount of angular particles were also present in the soil after visual investigation of 
the close-up images of Ricci sand (Ricci Bros. Sand Co. 2011), which are considered in the 
particle shape modeling. During particle generation, particle geometries are randomly chosen from 
the particle shape library. About 9000 particles are used in each simulation with    of 4.73×10-7 
sec. 
3.3.2. Simulation of a flexible membrane and rigid platens 
In the discrete element simulations of the triaxial tests, additional elements other than the particles 
are necessary to model the flexible membrane used to confine the sand specimen and the frictional 
top and bottom platens. Such membrane has been modeled with chains of circular or spherical 
particle elements in prior studies (Bardet 1994, Iwashita and Oda 2000, Markauskas and 
Kacianauskas 2006, Wang and Tonon 2009).  
In the current study, a variation of this approach for flexible membrane modeling is used in which 
120 rigid rectangular cuboid discrete elements are positioned in a cylindrical arrangement to form 
a hollow space of inner diameter and height of 10 cm. The height of the cylinder is divided into 5, 
2 cm high, layers (Figure 3.4), and the circumference of each layer is simulated with 24 membrane 
elements. Each membrane element has a thickness of 1 cm and a surface area of 2 by 4 cm. This 
allows some initial overlap between neighboring membrane elements. As a result, it is not 
necessary to insert new membrane elements for the range of anticipated strains during the 
simulation. The sand DEM particles are positioned inside the hollow cylinder. 
Membrane elements are allowed to move only in the radial direction to mimic the sample 
deformation in the experiments, independent of neighboring membrane elements. All the other 
degrees of freedom are restricted, including the rotational degrees of freedom. In this way, the 
flexible membrane could be modeled with rigid discrete elements having constrained degrees of 
freedom.  
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Figure 3.5 illustrates the external radial concentrated force applied at the center of each membrane 
element. The magnitude of the force is continuously adjusted as the membrane tributary area in 
contact with the soil sample changes to result in a constant confining cell pressure. 
The top and the bottom platens are simulated with frictional rigid rectangular cuboid elements 
with a thickness of 3 cm and a square cross sectional area of 20 cm by 20 cm. No contact detection 
is performed between any two membrane elements or between platens and membrane elements. 
The friction angle between soil particles and membrane elements is set to zero throughout the 
simulations. The material properties of the platens are approximated to be the same as those of the 
soil particles. Shear of the soil sample is controlled through vertical displacement of the frictional 
rigid ends. 
3.3.3. Sample preparation 
The aim of sample preparation is to generate an assemblage of particles within the triaxial 
chamber with a target initial void ratio and confining pressure. In this study, sample preparation is 
performed in three stages: 
Stage 1, generation of membrane elements and the bottom platen: In this stage, the bottom end is 
positioned in place and 120 membrane elements are arranged to form a hollow cylindrical space of 
inner diameter and height of 10 cm. 
Stage 2, particle generation with a target initial void ratio: Soil particles are then generated in a 
space above the cylinder, according to the prescribed particle size distribution. In this stage, the 
membrane elements are kept fixed in their positions and are not allowed to move. The particles are 
dropped in the chamber formed by the membrane elements. Once the chamber is filled up, the 
pouring is stopped. All particles stacked above the cylinder (height of 10 cm) and particles 
dropped outside of it are deleted. The resulting void ratio is then computed. The void ratio of the 
pile is dependent on several parameters. For the same particle shape and size, and the same 
dropping heights, different void ratios are achieved by changing inter-particle friction angles or the 
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gravitational acceleration. With a higher friction angle or lower constant of gravity, a higher void 
ratio of the sample is obtained. By changing these two parameters, samples with three different 
initial void ratios are generated.  
Stage 3, application of confining pressure: Once the target void ratio is achieved, another platen is 
placed on top of the chamber. The constraint on the movement of membrane elements is removed 
and confining pressure is isotropically applied on the top platen (in vertical/axial direction) and 
membrane elements (in radial direction) simultaneously. The bottom platen remains fixed in place. 
The reaction force measured at the bottom platen is compared with the applied pressure on the top 
platen to check the calculation accuracy. The particle-particle and platen-particle friction angles 
and the gravity constant are re-set to their desired values. 
Application of the confining pressure results in a small volume change of the sample and affects 
the initial void ratio obtained in Stage 2. For dense and medium samples, the observed volume 
change is very small (less than 0.5%) and is ignored. For the case of high void ratios and high 
confining pressure, such as samples L100 and L300, a change of a few percent is observed in the 
void ratio after the confining pressure is applied. In such cases, Stage 2 is repeated with a void 
ratio slightly higher than what is required in the experiment. Table 3.1 shows the consolidation 
void ratios obtained after Stage 3.  
Once the sample shows no further change in the volume and contact force measured at the 
membrane elements and both platens, it is considered to be fully consolidated under the applied 
cell confining pressure. Figure 3.6a, b shows the simulated soil sample D25 at the end of sample 
preparation (Stage 3), which represents the soil sample at the end of consolidation stage in the real 
experiment. The penetration distance (overlap) between particles in contact depends on the normal 
contact stiffness, and the number of contact points between them for a given contact force. For the 
normal contact stiffness selected, 260kN/m, the maximum inter-particle overlap was around 0.197 
mm for the D25 sample. 
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3.3.4. Shearing procedure in CIDC test simulations 
Once the sample preparation is complete, shearing of the soil specimen is performed by applying 
incremental vertical displacements on the top platen. In the laboratory, the soil sample was sheared 
at a rate of 0.25 mm/min in the experiments; thus, it takes 40 minutes (2400 seconds) to reach 10% 
of axial strain (1 cm/10 cm). The estimated    in the DEM simulation is 4.73×10-7 sec, thus 
around 5.07×10
9
 time steps are required to reproduce the soil shearing up to 10% of axial strain. It 
would take 2400 hours (100 days) if the CPU time takes 1 hour per each 1 second simulation time 
(2.11×10
6
 time steps) which is not practical. Therefore, an alternative shearing scheme is adopted 
to reproduce the shearing process, and to avoid a long run-time. The top platen is moved discretely 
by 0.01 mm (0.01% of axial strain) in each increment. Immediately after each incremental 
displacement, due to excessive penetration of the top platen into nearby soil particles, a sudden 
increase of the vertical contact force is computed. The major principal effective stress σ’1 in 
vertical/axial direction then can be obtained from the contact force divided by the top surface area 
of the specimen. The minor principal effective stress σ’3 is also obtained from the measured 
contact force at membrane elements divided by the tributary area (Figure 3.5). The platen is fixed 
in its new position and the simulation is continued to allow the particles and the membrane 
elements to re-equilibrate under this new boundary condition. This accompanies a gradual 
reduction in the vertical effective stress σ’1 until the change is below a specified tolerance level. 
For a more robust check of the equilibrium, changes of the horizontal effective stress σ’3 are also 
tracked until the change is below a specified tolerance level. Similar shearing scheme with discrete 
displacement of the platen is also found in other literature on DEM simulation of triaxial tests 
(Iwashita and Oda 2000, Wang and Tonon 2009).  
Once equilibrium is achieved, σ’1, and σ’3 and volumetric strain εv are recorded. The volumetric 
strain of the sample is calculated based on the locations of both platens and membrane elements. 
All simulations are carried up to 10% axial strain.  
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Figure 3.6c and d show the photo image of D25 lab test and the corresponding DEM model shape 
at the end of shearing. Similar bulging is shown on both of the figures. 
3.3.5. Calibration of the DEM model with D25 CIDC test 
The purpose of the calibration phase is to select appropriate micro-parameters required in DEM 
simulations. Those parameters are found by a trial and error procedure such that the simulation 
yields similar macroscopic (global) behavior as that of D25 CIDC test. Among required modeling 
parameters in the DEM simulation, particle shape and size are already chosen according to grain 
size distribution as discussed earlier. The other parameters, inter-particle friction angle (   ), 
normal contact stiffness (kn), and shear contact stiffness (kt) need to be selected. Later in this 
section the effect of the initial condition on the computed response is presented. 
A trial and error procedure is adopted for calibration of the parameters. First, the normal and shear 
contact stiffness are kept constant, while varying the inter-particle friction angle. The inter-particle 
friction angle mainly depends on the particle surface roughness, i.e., the particle mineralogy (Lee 
1967, Rowe 1962, Sadrekarimi and Olson 2011). The primary mineral in Ricci sand is quartz. 
Terzaghi et al. (1996) report the inter-particle friction angle of a quartz sand ranges from 22º ~ 35º. 
Therefore, inter-particle friction angle has been selected within this range. After a series of trials, 
the range of inter-particle friction angle could be narrowed down such that the simulation result is 
comparable to experimental data with proper selection of the normal and shear contact stiffness. 
With an inter-particle friction angle selected, the normal and shear contact stiffness are then varied 
for calibration. For the very first trial, the stiffness values (kn = 130 kN/m, and kt = 102 kN/m), 
successfully employed by Nezami et al (Nezami et al. 2007) to simulate soil-tool interaction, were 
used. Shear contact stiffness value is chosen to be smaller than the normal contact stiffness value 
for numerical stability (Onate and Rojek 2004). This procedure has been repeated until final 
values are selected. As shown in Figure 3.7, the inter-particle friction angle has a greater influence 
on the results compared to the normal and shear contact stiffness. 
 46 
 
In Figure 3.7a, b, the effect of inter-particle friction angle is shown for three different values, 22º, 
27º and 32º, typical of quartz sand. In all cases, normal and shear contact stiffness are set to 260 
kN/m and 204 kN/m respectively. Simulations are carried out past each peak value of deviatoric 
stress. For comparison, the experimental data on D25 is also shown in the figure. The shear 
resistance and dilative behavior increase with inter-particle friction angle as would be expected for 
a dense sand under low confining pressure. 
The simulation with inter-particle friction angle of 22º significantly underestimates the shear 
strength of the soil, while an inter-particle friction angle between 27º and 32º result in behavior 
comparable to the measured lab behavior. However, as shown in Figure 3.7b, using 32º 
overestimates the rate of dilation with shear, and is expected to significantly deviate from the 
experiment data as shear continues. Therefore, 27º is selected as the inter-particle friction angle.  
Figure 3.7c, d shows four simulations with different values of normal contact stiffness. Shear 
contact stiffness and inter-particle friction angles are set to 204 kN/m and 27º respectively, except 
the plot for kn = 130 kN/m where kt = 102 kN/m is used, which is the stiffness used in (Nezami et 
al. 2007). As shown in Figure 3.7c, the simulation with kn = 130 kN/m underestimates the 
measured shear stress and the dilative volume change in the soil sample. On the other hand, there 
is no distinct difference in the results for the range of normal contact stiffness larger than kn = 260 
kN/m. There is a trend of slight stress increase in the small axial strain range (< 2%), and minor 
increase of dilation as higher normal contact stiffness is used. Though overall, all these three 
simulations show good agreement with experimental data. Therefore, the smallest value, 260 
kN/m, is selected to allow for a larger simulation   , as the critical time step size for numerical 
stability is inversely proportional to the normal contact stiffness (Zhao et al. 2006).   
Figure 3.7e, f shows the effect of shear contact stiffness on the simulation results with normal 
contact stiffness and inter-particle friction angle set to 260 kN/m and 27º respectively. The result 
with kn = 130 kN/m and kt = 102kN/m is also plotted for comparison. As shown in the figures, the 
shear contact stiffness does not significantly affect the simulation results for the range of shear 
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contact stiffness larger than kt = 154kN/m. Therefore, the “in-between” value, 204kN/m is selected 
for the shear contact stiffness. 
The DEM particle shapes are randomly selected from the particle shape library shown in Figure 
3.3 during sample preparation. Figure 3.8 shows the effect of this initial condition on computed 
sample response. Three additional simulations (#1 to #3) are performed for D25 in addition to the 
original simulation (#0) presented earlier. The figure demonstrates that this initialization has a 
notable effect on the computed stress-strain response especially at larger strains. This variability is 
inherent to DEM simulations and demonstrates that further refinement of the micro-parameters is 
unwarranted as the variability due to sample preparation will dominate the computed response. 
Therefore, the averaged response of multiple simulations should be compared to the measured 
response.  Figure 3.8 also plots the average of the four simulations, which is in good agreement 
with measurements. Performing multiple simulations with different initial conditions to develop an 
averaged response is computationally expensive and is not performed for the simulations 
described next. 
3.3.6. Simulation of all CIDC experiments 
The remaining 8 CIDC test are then simulated using the micro-mechanical DEM parameters 
obtained from D25 test calibration. No further calibration or adjustment of parameters is 
performed other than establishment of the initial void ratio and state of stress. The simulation 
results are shown in Figure 3.9 through Figure 3.11. Overall, the simulations are able to capture 
the stress-strain and the volumetric responses (including dilation and compression) well. The 
DEM simulations are able to correctly reflect the soil behavior dependence on soil density and 
confining pressure. 
The main sources of discrepancy between the simulations and the experiments can be summarized 
as follows: 
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(a) In the stress-strain curves in Figure 3.9 through Figure 3.11, limited stick-slip stress 
fluctuations are shown in contrast to the continuous plots from the experiments counterpart. 
These are a result of the larger particle size and membrane elements modeled in the 
simulation. In the DEM simulations, particle size has been scaled up by 10 times to keep 
the computation cost manageable. On average, the volume of each particle in the 
simulation is 1000 times larger than those in the lab test. Thus, the number of particles in 
contact with membrane elements is very limited. Moreover, the tributary area in the top 
layer of the membrane elements decreases with shear, so the number of particles in contact 
with the membrane decreases significantly. This leads to greater fluctuation of the 
computed stress-strain response.  
(b) In CIDC lab tests, the volume change in the sample is measured based on the volume of 
the pore water leaving or flowing into the sample. In the simulations, the volume at a time 
is calculated based on the locations of the membrane elements and the platens. This 
introduces some approximations in computed volumetric strain in the simulations.  
(c) The membrane in the simulation is represented by rigid elements. The rotation of the 
membrane element is restricted in the simulations which also restricts soil particle 
movement and is expected to contribute to discrepancy between measured and computed 
response.  
The simulations demonstrate that the DEM model calibrated for D25 test is able to reliably 
compute the soil response at other confining pressures and relative densities or void ratios. This 
implies that by properly representing the geometry of the particles and through appropriate 
selection of inter-particle friction and two other model parameters (normal and shear stiffness) it is 
possible to capture complex pressure and density dependent behavior of the sand. This is in 
contrast to complex continuum constitutive models required to capture this same behavior. 
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3.3.7. Simulation of undrained shear tests 
The DEM simulations are then extended to simulate undrained response of the sand by simulating 
isotropically consolidated undrained triaxial compression (CIUC) tests on the nine numerical 
specimens using the same micro-mechanical parameters. 
The frictional top platen is incrementally moved by 0.01 mm (0.01% axial strain) to shear the 
sample as in CIDC test simulations. However, in an undrained triaxial lab test, there is no drainage 
allowed during the shearing phase which yields no volume change in the soil specimen. In this 
study, CIUC lab tests are simulated by keeping the specimen volume constant. The constant 
volume is achieved by uniformly displacing membrane elements in the radial direction such that 
the radial strain is half the applied axial strain.  
Water is not explicitly represented in the simulation, so the shear induced pore pressure is 
interpreted as the difference between the initial confining cell pressure (initial total stress) σco and 
minor principal effective stress σ’3, Δu = σco – σ’3 
CIUC test simulations are conducted for all nine initial conditions employed in the CIDC 
simulations. The simulation results are plotted in Figure 3.12 to Figure 3.15. The deviatoric stress, 
and the shear induced pore pressure are presented for dense sands in Figure 3.12a and b 
respectively. The stress-strain curves in Figure 3.12a shows distinct increase of the undrained 
shear strength with higher confining pressure. The undrained shear strength of D300 at 10% of 
axial strain is almost twice larger than D25. In D300, strain hardening is clearly shown after 0.5% 
axial strain, which is commonly observed during undrained shear of dense sand. In Figure 3.12b, a 
more dilative response under a lower confining pressure is shown from the pore water pressure 
measurement. The induced pore pressure in D25 simulation reaches a maximum at around 0.3% 
axial strain and then dramatically decreases to -260 kPa at 10% axial strain, while more positive 
pore pressure is generated in D100 and D300 at the early stage of undrained shear.  
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Figure 3.15 presents the effective stress paths obtained from CIDC and CIUC test simulations. The 
constant volume friction angle (   
 ) is estimated as 39 degrees (where (’1/’3)cv is about 4.4) as 
shown in the figure, and the following observations can be made: 
Dense sand: In the CIDC tests (Figure 3.9) the soil experiences initial contractive followed by 
dilative response. In the corresponding CIUC tests (Figure 3.12a) the sand experiences 
strain hardening, and also undergoes phase transformation from contractive to dilative 
behavior. In Figure 3.15a. the phase transformation is reflected in the stress path as well, 
where the transformation point for D300 is depicted. DEM simulation captures well this 
characteristic behavior of dense sands.  
Medium dense sand: Figure 3.10 shows the medium soil samples are somewhat dilative during 
drained shear. This dilative tendency is reflected in the corresponding undrained behavior 
in terms of shear induced pore pressure in Figure 3.13b. For M25, a greater tendency for 
dilative behavior occurs with generation of negative shear induced porewater pressure due 
to the low applied confining pressure. The undrained stress-strain response for M300 
reaches a local peak at around 1% of axial strain followed by unstable post peak reduction 
up to 2% of axial strain. At this point, mean effective stress ’c is also minimal. This is 
commonly observed in medium dense sand during undrained shear, described as quasi 
steady state as shown (for M300) in Figure 3.15b (Yoshimine, Robertson, and Wride 1999).   
Loose sand: The simulated behavior for the loose sand under the undrained shear is depicted in 
Figure 3.14. The positive pore pressure developed reflects the contractive tendency of the 
loose sand. All three stress-strain curves do not exhibit any strain hardening post peak. 
This is generally observed in loose sands subjected to undrained shear, depicted as critical 
steady state (for L300) in Figure 3.15c (Yoshimine, Robertson, and Wride 1999). L25 
exhibits static liquefaction. The generated positive pore pressure is approximately equal to 
the applied confining pressure, 25 kPa (shown as a dotted line), in Figure 3.14b. The 
deviatoric stress and the mean effective normal stress decrease and approach zero.  
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Overall, the computed undrained response is consistent with known behavior of sands. The DEM 
simulations are able to represent realistic response of sands during shear. 
3.4. Concluding remarks 
This chapter presents polyhedral particle based DEM simulation of a series of drained and 
undrained triaxial compression tests on sands. A number of approximations were made to 
represent the lab tests by Saucier and Lade (1999), including the use of larger particle sizes to 
reduce computational cost, and representation of the membrane via cylindrical arrangement of 
rectangular cuboid particles.  
The study demonstrates the relative simplicity of capturing complex sand behavior via DEM 
modeling with polyhedral particles. With calibration of a few micro-mechanical parameters, 
complex macroscopic behaviors under a range of different confining pressures and densities could 
be captured in a series of drained and undrained test conditions, without the need for complex 
artifacts usually employed in continuum-based simulations. A single CIDC lab test was first used 
for a trial and error calibration of the DEM model parameters. DEM simulations were then 
performed to simulate the remaining eight drained triaxial compression tests at various densities 
and confining pressures, resulting in good agreement with measurements. A corresponding series 
of undrained triaxial tests was then simulated and the computed response is qualitatively evaluated. 
The computed undrained behavior is consistent with the corresponding drained behavior and 
known response of sands under undrained condition. The dependency of soil behavior on soil 
density and confining pressure is well represented in the DEM simulations.  
The polyhedral DEM approach presented in this study is promising and overcomes the limitations 
of use of spherical or ellipsoidal particle shapes. The analyses highlighted the influence of the 
initial DEM particle assembly preparation on simulation results and the need to use averaged 
response of multiple simulations which is currently computational demanding. The major source 
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of error in the polyhedral DEM simulations is the use of larger particle sizes. This can be mitigated 
by using smaller sized particles if the computational costs can be reduced in the future. 
An integrated computational-experimental laboratory testing framework was developed with the 
triaxial DEM model to study complex railroad ballast behavior as shown in Figure 3.16 (Qian et al. 
2013a). This framework adopts a systematic multiscale modeling approach, in which the DEM 
model is used to better understand the underlying mechanisms such as ballast fouling and provide 
the quantitative field scale prediction on the ballast materials for the repeated heavy loadings by 
train. 
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3.5. Tables 
Table 3.1. Consolidation void ratios (ec) measured from each lab sample and its corresponding 
DEM specimen under different initial confining cell pressures (σco) 
 
                  ec 
 
σco
           
D M L 
Lab DEM Lab DEM Lab DEM 
25kPa 0.538 0.516 0.669 0.699 0.787 0.782 
100kPa 0.533 0.508 0.673 0.689 0.764 0.779 
300kPa 0.545 0.514 0.673 0.669 0.789 0.755 
 
Table 3.2. Friction angles (  ) and the corresponding axial strains (εa) measured from each lab test 
                  ec 
 
σco
           
D M L 
  (°) εa (%)  
 (°) εa (%)  
 (°) εa (%) 
25kPa 54.2 3.7 46.1 7.5 39.1 10 
100kPa 50.8 4.8 41.5 5.5 37.3 10 
300kPa 47.3 6.1 39.4 8.9 35.4 10 
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3.6. Figures 
 
Figure 3.1. Ricci sand (a) Grain size distribution; (b) Grain size distribution normalized by D50 
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Figure 3.2.  Isotropically consolidated drained triaxial compression tests on Ricci sand  
(a) stress-axial strain measurements; (b) volumetric strain-axial strain measurements 
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Figure 3.3. Particle shapes used in simulations of triaxial tests 
 
 
(a)        (b) 
Figure 3.4. Simulation of the membrane in triaxial test; (a) a membrane element; (b) arrangement 
of membrane elements to simulate the membrane (only 5 elements out of 120 are shown) 
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(a) (b) 
Figure 3.5. Tributary area of a membrane element (shown with neighboring elements) in a layer;  
(a) radial concentrated force F and tributary width w; (b) tributary height h (= 2cm throughout the 
simulation except the membrane elements in the top layer) 
  
  
wF
w
h
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(a) (b) 
 
 
(c) (d) 
Figure 3.6. Simulation of triaxial test using 9000 polyhedral particles. (a) soil sample modeled; (b) 
particles and 120 membrane elements at the end of sample preparation phase; (c) side view of D25 
lab test bulging at εa = 9.33%; (d) side view of D25 DEM simulation bulging at εa = 9.35% 
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Figure 3.7. Effect of micro-mechanical parameters on Test D25 simulation, (a) and (b) inter-particle friction angle (kn = 260 kN/m and 
kt = 204 kN/m); (c) and (d) normal contact stiffness (kt = 204 kN/m and ϕ'μ = 27° except for kn = 130 N/m where kt = 102 kN/m is 
used); (e) and (f) shear contact stiffness (kn = 260 kN/m and ϕ'μ = 27° except for kn = 130 kN/m with kt = 102 kN/m) 
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Figure 3.8. Effect of the initial condition on Test D25 simulation; (a) deviatoric stress; (b) 
volumetric strain 
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Figure 3.9. DEM simulations comparisons with experiment for dense specimens;  
(a) deviatoric stress; (b) volumetric strain 
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Figure 3.10. DEM simulations comparisons with experiment for medium dense specimens;  
(a) deviatoric stress; (b) volumetric strain 
 
 
 
 
Figure 3.11. DEM simulations comparisons with experiment for loose samples;  
(a) deviatoric stress; (b) volumetric strain
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Figure 3.12.  Computed behavior of dense specimens under undrained shear;  
(a) deviatoric stress; (b) shear induced pore pressure  
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Figure 3.13. Computed behavior of medium dense specimens under undrained shear;  
(a) deviatoric stress; (b) shear induced pore pressure 
 
 
 
 
Figure 3.14. Computed behavior of loose specimens under undrained shear; 
(a) deviatoric stress; (b) shear induced pore pressure 
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Figure 3.15. Stress paths from the DEM simulations
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Figure 3.16. Multiscale modeling of ballast materials with an integrated computational-
experimental laboratory testing framework (E-UIAIA picture by courtesy of Erol Tutumluer) 
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4. iDEM: AN IMPULSE-BASED DISCRETE ELEMENT METHOD FOR FAST 
GRANULAR DYNAMICS 
4.1. Introduction 
Since the inception of Discrete Element Method (DEM) over 30 years ago, significant algorithmic 
developments have been made to enhance the performance of DEM while emphasizing simulation 
fidelity. Nevertheless, DEM is still a computationally expensive numerical method to simulate 
granular materials. In computer graphics field, many simulation methods have also been 
developed based on DEM-like techniques such as those used for video games involving a number 
of bodies’ interactions. These techniques place great emphasis on speed for real-time human-
machine interaction, simulations plausibility and code stability than on fidelity. In this study, a 
new kind of discrete element method is presented for large scale granular materials simulation, 
which we will call impulse-based Discrete Element Method (iDEM), as the new method is based 
on the impulse-based dynamics approach used in the computer graphics field, which is far more 
computationally efficient than commonly used DEM. iDEM runs nearly as fast as the simulators 
used in the computer graphics field, but also provides a physically plausible simulation with 
reasonable fidelity required in engineering applications.  
The new approach is based on the first order time integration via the symplectic Euler, compared 
to the conventional DEM using an explicit time integration of the 2nd order differential equations 
of motion. It uses collision impulse instead of contact force, and directly handles velocity while 
bypassing integration of acceleration. The approach allows for use of large time step sizes while 
maintaining numerical stability. The proposed impulse-based DEM (iDEM) uses an 
approximation to retrieve contact forces with reasonable fidelity any time during the simulation if 
necessary. The performance of iDEM is quantified with a series of simulations of particle flows, 
and compared to corresponding DEM simulations. The simulations show that iDEM provides a 
very good level of fidelity with significant speed-up on the order of 10
2
 or more over the 
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conventional DEM. The proposed iDEM allows for the simulation of large number of particles 
within reasonable run times on readily accessible computer hardware. 
The following sections present (a) the equations of motion and collision for the impulse-based 
dynamic simulation and the corresponding numerical time integration scheme, compared to those 
of DEM. (b) iDEM framework, (c) coefficients of restitution and Coulomb's friction law required 
to calculate the collision impulse, (d) the proposed contact force retrieval formulation from the 
collision impulse, and (e) performance of iDEM. 
4.2. Impulse-based dynamic simulation 
The dynamic simulation of a granular material describes the collective motion of mutually 
interacting particles in the system over time. Therefore, governing equations are required for 
individual particle motions and for collision between particles. 
The 2nd order differential equations of motion for a rigid particle for motion update are shown in 
equations (4-1) and (4-2), each for translation and rotation (Zhao et al. 2006, Cundall 1988b). 
Equations of motion (DEM):  
  ̈     ̇    ∑          (4-1) 
    ̈     ̇     ∑               ̇   ̇  (4-2) 
where  is the diagonal mass matrix, i.e.,    , in which   is the identity matrix.   is the 
moment of inertia tensor, and    and    are the global damping matrices. The position and 
orientation of the particle are shown as   and  . The total force   acting on the particle can be 
decomposed into two terms: ∑     , the sum of contact forces on contact points k and   , the 
body force.   is the torque acting on the particle. ∑             is the resultant torque,      is the 
vector from the particle’s center of mass to the contact point  as shown in Figure 4.4a.  
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The equations of collision between two particles in DEM adopt the spring-damper model to 
calculate      , contact force at each contact (Zhao et al. 2006): 
Equations of collision (DEM):  
            (4-3) 
                     
 ⏞        
   
           ⏞      
   
 
(4-4) 
              
              ⏟   
   
           ⏟
   
 
(4-5) 
where    and    are the normal and tangential component of the contact force.     and     are the 
elastic components of the contact force, and     and     are the damping components. The normal 
contact stiffness parameters are shown as   ,    ,  , and the shear contact stiffness is   .    is the 
normal penetration distance. The relative velocity of the contact point      that is equal to      , 
where    is the velocity of a point in particle Ω, i.e.,     ̇   ̇    , and    is the vector 
from the mass center of particle Ω to the contact point (Figure 4.4a). The relative velocity to each 
normal and tangential direction is        and       .    is contact damping factor that is equal to 
        ;    is the contact damping ratio;      is the average natural frequency of the system 
(Nezami 2007). The magnitude of    is limited by Coulomb’s friction law as follows: 
‖  ‖   ‖  ‖ (4-6) 
where   is the friction coefficient (        
  ) 
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On the other hand, the impulse-based dynamic simulation employ the 1st order differential 
equations of motion shown in equations (4-7) and (4-8), which can be obtained from integration of 
equations (4-1) and (4-2) over time. 
Equations of motion (Impulse-based dynamic simulation):  
   ̇         ∑             (4-7) 
     ̇          ∑             (  ̇   ̇)    (4-8) 
where   ̇ and   ̇ are changes in the translational and angular velocity over a given   . Total 
(linear) impulse acting on the particle is  . The collision impulse on a contact point k is shown as 
      that is the time integration of contact force over   . Likewise, for rotation,   is the total 
angular impulse. 
The equations of collision in the impulse-based dynamic simulation do not require the spring-
damper model of DEM. Consider two polyhedral particles A and B colliding at a single contact 
point as shown in Figure 4.4a. The collision impulse       applied to the contact point can be 
calculated as shown in equations (4-9) to (4-13). The following equations are derived using the 
impulse-momentum theorem with the concept of the relative velocity at a contact point. The full 
detail for the derivation is shown in the Appendix. A reader can also refer to Mirtich (1996) and 
Erleben et al. (2005). 
Equations of collision (Impulse-based dynamic simulation):  
                    (4-9) 
                                       ̂     ̌               ̌            (4-10) 
                                             ̂     ̌                 ̌            (4-11) 
         [ 
    
     
     
   
    
    
   
    
   ] (4-12) 
         [ 
    
     
     
   
    
    
   
    
   ] (4-13) 
where    and    are the normal and tangential component of the collision impulse.   and   are the 
unit vectors for each normal and tangential direction. The change of relative velocity at the contact 
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point is shown as          ̂     ̌    .  ̂    represents the separation velocity at the contact 
point, while  ̌    is the approach velocity.       and       are the collision mass to each normal 
and tangential collision direction. The collision mass is a mathematical artifact that can be seen as 
the hypothetical mass of an infinitesimal deformable particle defined at the contact point between 
the two colliding particles, which is shown in Figure 4.4a.   and   are the diagonal mass 
matrix for each particle. Likewise,    and    are the moment of inertia tensors. The superscript   
in   
  and   
  are simply a matrix notation equivalent to vector cross product, i.e.,   
     . As 
shown in equations (4-12) and (4-13), the collision mass is purely determined by the contact 
geometry and each particle’s mass.    is the coefficient of normal restitution, and    is the 
coefficient of tangential restitution. These coefficients quantify the energy dissipation during 
collision, defined as the ratio of the relative velocities before and after the collision to each normal 
and tangential direction: 
    
 ̂     
 ̌     
  
 ̂     
 ̌     
 (4-14) 
    
 ̂     
 ̌     
  
 ̂     
 ̌     
 (4-15) 
   typically ranges between 0 and 1 due to some energy dissipation, where      means a 
perfectly plastic collision while      represents an elastic collision. On the other hand,    
ranges between    and  .       means a perfectly smooth collision where the tangential 
relative velocity is conserved while      means a perfect slip reversal that can occur for a 
collision of elastic gear wheels (Schwager, Becker, and Poschel 2008). The values of    and    
can be calibrated for use in the simulation. Once determined,    and    can be calculated as shown 
in equation (4-10) and (4-11), where the magnitude of    is limited by Coulomb’s friction law: 
‖  ‖   ‖  ‖ (4-16) 
where         
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Compared to the equations of collision for DEM in equations (4-3) to (4-5), the collision equations 
(4-9) to (4-13) of the impulse-based dynamic simulation do not explicitly take account of the 
contact damping. Instead, the coefficients of restitution equivalently represent the energy 
dissipation during the collision. The coefficient of normal restitution    is inversely proportional 
to the contact damping ratio   . Anagnostopoulos (1988) shows a relationship between    and   , 
in which      corresponds to      and      corresponds to     : 
   
     
√          
 (4-17) 
where      is natural logarithm of   . 
As shown in equations of motion for DEM and the impulse-based dynamic simulation, force 
causes acceleration, while impulse directly changes velocity, so the time integration of the 
equations (4-7) and (4-8) does not require the acceleration update unlike DEM. For this reason, a 
different numerical integrator is used in the impulse-based dynamic simulation. The integration 
scheme of DEM is shown in equations (4-18) and (4-19) for comparison with equations (4-20) and 
(4-21) used in the impulse-based dynamic simulation. 
DEM: 
             ̇      
 
 
 ̈        (4-18) 
             ̇      
 
 
 ̈        (4-19) 
Impulse-based dynamic simulation: 
            ( ̇      ̇   )   (4-20) 
            ( ̇      ̇   )   (4-21) 
The difference in the time integration methods appears in the last term. DEM considers the second 
order term for acceleration at time step t for motion update, while the impulse-based dynamic 
simulation updates the motion via the linear change of velocities. The numerical integration 
scheme of DEM, known as the central difference time integration, is a second order accurate 
approximation of Taylor series. Therefore, equations (4-18) and (4-19) consider a “tangent” 
change of velocity to find the position at t+1, compared to equations (4-20) and (4-21) take 
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account of the “secant” change of velocity from t to t+1. This integration scheme is known as the 
symplectic Euler method (Catto 2007), in which the “secant” changes (  ̇   ,   ̇   ) are directly 
obtained from the collision impulse. 
DEM is only conditionally stable. The time step size has to be equal to or less than a critical step 
size determined by the highest natural frequency of the discrete system (Cundall and Strack 1979) 
in equation (4-22). 
            √        (4-22) 
where      is the minimum particle mass and    is the max normal contact stiffness in the 
discrete system. 
For many granular materials simulations, each particle is conveniently assumed as rigid because 
the deformation of each particle is generally negligible. Therefore, very high contact stiffness    is 
usually considered to prevent particle penetration, which yields a much smaller   , thus a longer 
analysis time. Furthermore, the accuracy in the result is significantly affected by the numerical 
round-off in the central difference scheme (Chopra 1995), so double-precision floating-point 
arithmetic is usually employed in DEM to minimize the round-off error. In this way, a very small 
   is typically used in DEM simulation coupled with needed double-precision can result in 
significant computational costs. This major computational bottleneck has significantly limited 
DEM application to relatively small scale problems. 
On the other hand, the symplectic Euler integration has the greater stability over the central 
difference time integration in DEM. The impulse-based dynamic simulation is insensitive to 
numerical round-off error due to the stability, thus readily portable and is used for low memory 
game consoles such as PlayStation 2, Xbox, in which single-precision floating point arithmetic are 
used for a better gaming performance. Available impulse-based approaches can be categorized 
into two groups based on calculation and application of impulses to multiple collision points 
within a single time step; propagation collision model (or sequential impulse model commonly 
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referred in the game development community) and simultaneous collision model (Baraff 1989). 
The propagation collision model (hereafter, p-model) computes and applies the impulse on each 
contact point one by one as a series of single collisions. Therefore, the solver iterates over every 
contact point until the specified collision law is numerically satisfied for all the points. On the 
other hand, the simultaneous collision model (hereafter, s-model) handles the impulse for the all 
contact points at a time. It is not always clear which method is more advantageous (Erleben et al. 
2005, Smith et al. 2012). Most s-models are formulated via a LCP (Linear Complementarity 
Problem) which requires assembly and manipulation of the system matrices similar to FEM which 
is computer memory intensive. The p-model employs a much simpler formulation as it only 
considers a single contact point between two particles at a time to calculate the collision impulse. 
The simplicity and efficiency of p-model has gained acceptance, and resulted in some popular 
codes such as Bullet Physics (Coumans et al. 2012) and Box2D (Catto 2011). These codes are 
widely employed by numerous video games including Angry Birds (Rovio 2009), Limbo 
(Playdead and Eleven 2010), Bounce the Bunny (Backflip 2011) and also used for computer-
animated films such as Megamind (McGrath 2010) and How to Train Your Dragon (Sanders and 
DeBlois 2010). 
4.3. iDEM algorithm 
The proposed iDEM is composed of 2 parts: the impulse-based dynamic simulation (1st part) and 
an optional stage for contact force retrieval (2nd part). Figure 4.1b shows the calculation flow of 
iDEM in comparison to DEM (Figure 4.1a). In the figure, the 1st part corresponds to Stages 1 to 5, 
while the 2nd part corresponds to Stage 6. I have adopted the algorithm used in Box2D (Catto 
2011) and Bullet Physics (Coumans et al. 2012) for the impulse-based dynamic simulation (Part 1). 
An original formulation was developed to retrieve the contact force. The algorithm is implemented 
within the framework of the polyhedral DEM code, BLOKS3D (Zhao et al. 2006) which we call 
iBLOKS3D. 
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4.3.1. Stage 1: Initialization 
The initial particle position, shape and properties are defined in this stage. Given the parameter 
input listed in Table 4.1, iBLOKS3D randomly determines the particle orientation and the size for 
each particle position within the constraint of a grain size distribution. The particle velocities are 
set to zero. The particle shapes are defined in the user-defined library, from which the code also 
randomly selects a shape to generate. The particle mass and moment of inertia are calculated based 
on Gs, particle volume and shape. The boundaries’ mass and moment of inertia are set to infinity.  
4.3.2. Stage 2: Initial velocity update and incorporation of global damping 
The motion integration of iDEM starts at Stage 2 by integrating      and (  ̇   ̇)   shown on 
the right hand side in the equations of motion (4-7) and (4-8). 
  ̇           (4-23) 
  ̇     (  ̇   ̇)    (4-24) 
The new velocity of the particle is then calculated as follows: 
 ̇    ̇    ̇ (4-25) 
 ̇    ̇    ̇  (4-26) 
where    is the operator denotes value update. 
The global damping, if used, is then integrated, which is shown on the left hand side in the 
equations of motion (4-7) and (4-8). The velocity change due to global damping can be obtained 
as follows: 
  ̇           
     ̇      ̇    (4-27) 
  ̇               
     ̇         ̇   (4-28) 
where        and       ;            is the viscous global damping factor;    is the 
global damping ratio;      is the average natural frequency of the system. 
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The new velocity from the global damping is updated as follows: 
 ̇    ̇          (4-29) 
 ̇    ̇          (4-30) 
where            
4.3.3. Stage 3: Neighbor search and contact detection 
iDEM performs the neighbor search to make a list of close pairs and then conducts the precise 
contact detection on each identified particle pair. General DEM neighbor search and contact 
detection methods can be adopted for iDEM. Therefore, in this study, iDEM uses the Two Level 
Search scheme (Zhao et al. 2006) for the neighbor search and the Shortest Link Method (Nezami 
et al. 2006) for the pairwise contact detection that are the resident algorithms of BLOKS3D code. 
Particle penetration, if any, is computed at this stage. 
4.3.4. Stage 4: Collision impulse calculation and collisional velocity update 
At Stage 4, the collision terms shown on the right hand side in the equations of motion (4-7) and 
(4-8) are integrated. The collision solver of Stage 4 goes through each contact point between two 
particles A and B, and calculates the collision impulse       as shown in the equations of collision 
(4-9) to (4-13). The solver calculates    first, and then    to limit the magnitude of    via 
Coulomb’s friction law shown in equation (4-16). For each calculated      , the velocity change 
for the two particles can be obtained as follows: 
             (4-31) 
  ̇    
     (4-32) 
  ̇    
          (4-33) 
where   = A, B.    and    are the collision impulse applied to Particle A and B. Note the minus in 
front of   ;    , as the applied impulse is equal in the magnitude but opposite in the direction of   . 
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The velocities for the particles are subsequently updated as follows: 
 ̇    ̇    ̇  (4-34) 
 ̇    ̇    ̇  (4-35) 
The collision impulse calculation from equations (4-9) to (4-13) and the velocity update in 
equation (4-31) to (4-35) are iteratively done for all contact points identified between two particles. 
A pseudo code on the iterative scheme is shown in Figure 4.2. The iteration is repeated until a 
specified collision law is numerically satisfied for all contact points, or the iteration reaches a 
specified maximum number of iterations. In this study, the following convergence criterion is used 
whereby the normal separation velocities at every contact points in the system are within the 
numerical tolerance () of the target: 
| ̂     
   
  ̂     |    (4-36) 
where  ̂     
   
 is the separation velocity updated at iteration i and  ̂      is the target obtained from 
the coefficient of normal restitution    in equation (4-14). 
The calculated collision impulse is stored for use as the initial impulse estimate at the next time 
step to enhance convergence. The stored collision impulse is also used to retrieve contact force (in 
Stage 6). 
The collision solver of Stage 4 does not consider an explicit non-penetration constraint, but only 
works on the velocity constraint between particles, so any incorrect particle to particle penetration 
error may not be necessarily resolved. Therefore, so-called position correction technique can be 
used to correct for the penetration error (Catto 2007): 
 ̃      
  
  
 (4-37) 
where    is the penetration distance at a contact point, computed in Stage 3, and    is the time 
step size.  ̃      represents an additional velocity required to move the particles apart. A fraction of 
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 ̃      can be added to  ̂      in equation (4-14) so that additional normal impulse can come into 
play during collision: 
 ̂        ̌         ̃      (4-38) 
However, this technique may yield particles suddenly move apart in case significant penetrations 
exist in the granular system. Improvement of this technique is needed as part of future research. 
4.3.5. Stage 5: Position update 
The position update for each particle is made with the final velocities from Stage 4: 
      ̇   (4-39) 
      ̇   (4-40) 
The velocities  ̇ and  ̇ in the equations above are equivalent to ( ̇      ̇   ) and ( ̇      ̇   ) 
in equations (4-20) and (4-21). 
4.3.6. Stage 6: Contact force retrieval 
Impulse-based dynamic simulations do not compute contact forces. However, these forces are 
needed for engineering applications. A key development in this study is the introduction of a 
method to retrieve forces. In Stage 6, the contact force is retrieved from the collision impulse. This 
stage is optional, as it is only performed if there is a request for the retrieval and is described in 
detail in the next section. 
4.4. Contact force retrieval from collision impulse 
Impulse-based simulators can greatly increase code speed while maintaining physical plausibility. 
However, to the best knowledge of the authors, Tang et al. (2013) is the only journal publication 
focusing on the impulse-based simulation method for possible use in the granular materials 
research, in which they studied the energy conservation property of the method but does not 
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provide contact force information. Therefore, a method is proposed to retrieve the contact force 
from the impulse-based simulation with reasonable fidelity.  
We introduce two particle contact categories: resting contacts and dynamic contacts. Criterion to 
determine the type of contact is related to whether the particles are separating in terms of velocity: 
| ̂     |    (4-41) 
where  ̂      is the separation velocity after Stage 4 (Figure 4.1b);   is a numerical tolerance close 
to zero. 
Resting contact: Resting contact refers to the condition in which particles are stationary and in 
contact whereby there is no additional external force or perturbation. Impulse-based simulation 
handles the resting contact with a series of tiny collisions at the contact points where impulses are 
calculated (Mirtich 1996). The retrieved contact force        is assumed to be constant over   , 
iDEM calculation time step, and can be found as follows: 
       
  
  
   (4-42) 
where    is the computed normal collision impulse after Stage 5 (Figure 4.1b). Figure 4.3a shows 
the assumed normal contact force       and corresponding impulse      , whereby     is 
considered as equal to   . 
The shear contact force        can be similarly found as: 
       
‖  ‖
  
   (4-43) 
where    is the computed tangential collision impulse. 
Dynamic contact: Dynamic contact refers to the condition in which particles experience a change 
of force via collision, as shown in Figure 4.3b. Two colliding particles first go through a 
compression period, in which the normal contact force       increases until the colliding particles 
experience the maximum compression at the contact point, then followed by a restitution period, 
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in which the normal contact force is gradually reduced until separation of the particles occurs. The 
collision impulse       increases with time and reaches its maximum at the start of separation   . 
The shapes of       and       in Figure 4.3b are typical for a dynamic contact, which many 
researches have evaluated (Crook 1952, Cross 1999).  
The normal contact force is retrieved from the collision impulse   (  ) in Figure 4.3b, after Stage 5 
(Figure 4.1b) is complete, computed to move from current time step to next time step. We need 
three elements for the retrieval: (a) a functional form to define the shape of contact force change, 
(b) maximum normal contact force      and (c) collision period     of the function.  
A sine-squared function is assumed for       , as it resembles the shape of      : 
               
 (
  
   
)          (4-44) 
Using this function simplifies the relationship between        and      (or    ): 
       ∫         
   
 
     ∫    
  
  
   
   
   
 
 
    
 
    (4-45) 
The maximum normal contact force      is determined from stiffness    and maximum 
deformation  ̌ of the hypothetical collision mass at the contact point (Figure 4.4a): 
        ̌ (4-46) 
However, in an impulse-based dynamic simulation only mass and velocity are known. Therefore, 
the principle of the conservation of mechanical energy is used, to relate the change of kinetic 
energy     (of mass and velocity) to the change of strain energy     (of stiffness and 
deformation), as both of them represent the energy loss for a dynamic contact. 
         (4-47) 
    for the normal collision is the net work done by the normal contact force applied during the 
collision period. For an elastic collision,  ̂      is equal to  ̌      with no energy loss, thus     
 , but for a typical collision,  ̂      is smaller than  ̌     , so      . 
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        ̂     
   ̌     
    
 
 
       ̌     
    
     (4-48) 
where        is the collision mass;   ̂      represents the separation velocity and  ̌      is the 
approach velocity, all to the normal collision direction;    is the coefficient of normal restitution. 
Formulation of     during a collision requires a normal contact force-deformation relationship. A 
bilinear collision model proposed by Walton and Braun (1986) is shown in Figure 4.4b, compared 
to the nonlinear Hertzian model. The Walton and Braun model has a linear loading stiffness    
less steep than    for unloading. The maximum deformation of the hypothetical collision mass is 
 ̌, and  ̂ represents the restored deformation during the restitution phase. The energy dissipation 
during collision is equivalently shown as the plastic deformation, i.e., the area between the 
compression and restitution curves: 
    
 
 
   ̌
  
 
 
   ̂
  (4-49) 
Walton and Braun (1986) proposes a quadratic coefficient of restitution     based on the bilinear 
collision model, with the concept of material damping   used for a force-displacement hysteresis 
loop. The damping   is taken as the ratio of cross-hatched triangle areas in Figure 4.4b, and then 
   
  is defined as: 
  
  
  
    
  
  
  
 
 ̂
 ̌
 (4-50) 
The graphical determination naturally leads to the simple relationship between    and   , and also 
 ̂ and  ̌, as shown in equation (4-50). Equation (4-49) then can be simplified in terms of the 
restitution    : 
    
 
 
   ̌
       
   (4-51) 
Plugging both equations (4-48) and (4-51) into equation (4-47) leads to the following: 
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 ̌   √
      
  
   ̌      (4-52) 
where      
         
     
Therefore,      can be found, using equation (4-46): 
        ̌   √             ̌      (4-53) 
The collision mass       and the approach velocity  ̌      are known at the moment of collision. 
The normal contact stiffness   
 
       can be calibrated as done in DEM.  
Now that      is known, it is simple to get the collision period    : 
     
      
    
 (4-54) 
In case there is more than one contact point between the colliding particles, average values of 
velocity and collision mass for all contact points can be used for each  ̌      and       in equation 
(4-53), and the total collision impulse over the contact points is used for   (  ) in equation (4-54). 
We assume that the shear force function        has the same shape and collision period     as the 
normal force function       . The maximum shear force can then be computed as: 
        
‖      ‖
   
 (4-55) 
The retrieved contact force for each collision is then collected to form a time series of contact 
force. Let us consider a simulation of two particles being dropped on the ground with a time step 
size of    as shown in Figure 4.5a. Particle A is initially at a lower height than Particle B, so A 
hits the ground first at time step   , and then B hits at time step    while Particle A bounces off. 
For the earlier collision, the contact force was retrieved from the collision between A and the 
ground, and then recorded on the time series such that the center is located in the middle of    and 
  , i.e.,        . Another contact force is retrieved for the collision involving Particle B, and 
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then also placed accordingly. Suppose both collision durations are larger than    as shown in the 
figure, there is overlap of the contact forces near   . In this case, summations are then made for the 
contact forces overlap with respect to time. The retrieved final contact force is shown as a dotted 
line in the same figure.  
Let us consider another simulation (Figure 4.5b) of the exactly same initial condition except the 
time step size, in which twice of    is considered. Due to the larger time step size, both particles 
hit the ground together, for each of which the contact force is retrieved. There is no time lag 
between the two collisions as can be seen in Figure 4.5a. However, the time series of contact 
forces can be reproduced as if there was a time lag of the collisions by uniformly placing the 
retrieved contact forces over the time, as shown in Figure 4.5b. This approximation is appropriate 
for large scale granular materials simulations because the collisions are likely to be distributed 
over time. We use the following equation to place the center of retrieved contact force in a given 
time step: 
        (
    
   
) (4-56) 
where    is the simulation time at the beginning of current time step  .    is the total number of 
collisions made on the body of interest to retrieve the contact force, e.g., the ground in Figure 4.5,  
and                .  
If there is any resting contact force, they can be simply added up as a constant value without using 
the sine-squared function. 
  
 84 
 
4.5. Simulation examples and algorithm performance 
In this section, the performance of iDEM is quantified to demonstrate the significance of the 
proposed approach. The performance is assessed in terms of simulation fidelity, code speed and 
memory usage, compared to corresponding DEM simulations, to show a big improvement in 
computational speed. 
4.5.1. Simulations parameters 
A series of two-dimensional particles flow, Table 4.2, are simulated: 
1. Simulation procedure: The simulations are conducted in two steps: (1) particles are poured 
into a 70 cm wide container, (2) one of the vertical walls is then removed to initiate 
particles flow for 1.5 seconds. Figure 4.6 shows the polygonal particle shapes employed in 
the simulations. 
2. Particle numbers and sizes: Four sets of simulations are performed with 500, 5000, 50000 
and ½  million particles. The particle sizes are chosen such that the height of soil in the 
container after packing the container with square particles is 28.57 cm for all simulations.  
3. Model properties: Table 4.1 shows DEM and iDEM model parameters. Global damping is 
neglected. The values for inter-particle friction angle   
 , normal contact stiffness   , and 
shear contact stiffness    are adopted from Lee et al. (2012). The contact damping ratio    
is chosen to be 0.1, and the corresponding coefficient of normal restitution    is calculated 
based on equation (4-17). The coefficient of tangential restitution    needs to be calibrated, 
but many impulse-based simulators such as Box2D and Bullet Physics already show good 
physical plausibility with a default value of 0 which is adopted in this study. The iDEM 
contact stiffness   
 
 is selected to be equal to DEM contact stiffness    which provides 
reasonable values for retrieved forces. 
4. Simulation time step: As shown in Table 4.2, different time step sizes (      ) are chosen 
to see the relative code speed and memory usage as well as the simulation fidelity over the 
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reference DEM simulation. The DEM time step size (     ) is calculated based on Lee et 
al. (2012). 
5. Double and single precision calculations: Both the double- and single-precision floating-
point arithmetic are tested on selected simulations to see if further savings can be obtained 
in the code speed and memory usage while keeping the simulation fidelity with the single-
precision arithmetic. The code performance is also assessed in terms of 32-bit versus 64-bit 
application. For this task, the code is compiled into each of 32- and 64-bit application, and 
executed on a 64-bit Windows 7 operating system with Intel Core i7 2600 Processor 
(3.4GHz) and 8.0 GB RAM available. 
6. Simulation fidelity: Particle piles configuration geometries are compared at the beginning 
and the end of particles flow. The total normal and shear contact forces on the bottom and 
left boundaries are compared as well. Both configurations and contact forces will be 
compared to the corresponding DEM simulation results to see the simulation fidelity. It 
will be assessed as reasonable if overall agreements are shown each other. 
7. Code speedup measure: The code speed is measured in terms of CPU time, the actual 
processing time for each simulation. The memory usage is evaluated through Private Bytes, 
a system performance counter that records the size of memory exclusively allocated for a 
specific process (Microsoft 2003). Therefore, the memory shared with other processes is 
not counted in Private Bytes, which is a good indicator of an application’s impact on the 
entire system in terms of memory (Caldato and Stephens 2006). 
4.5.2. Simulation results and discussion 
The flow simulations are first conducted with 500 particles. For iDEM, the time step size used 
varies from        =       1 to 500. Double- and single-precision floating point calculations 
are conducted for iDEM simulations with        =       100. Figure 4.7a to Figure 4.7g show 
the initial (on the left) and final (on the right) configuration for each simulation of 500 particles 
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flow, where the DEM result is shown in Figure 4.7a, and other figures from Figure 4.7b to Figure 
4.7g show corresponding iDEM simulation results. 
The simulation fidelity in the initial configuration can be checked in terms of the measured height. 
Although there is some variability in the height due to the random initialization (Stage 1 discussed 
in Section 4.3.1), the heights shown in Figure 4.7a to Figure 4.7e are comparable one another. The 
result from the single-precision iDEM simulation in Figure 4.7f also shows a good agreement with 
the double-precision simulation results in Figure 4.7a to Figure 4.7e. iDEM configuration in 
Figure 4.7g shows simulation result with use of the largest time step size considered in this study, 
       =       500. There are obvious penetration errors between particles, and geometric 
fidelity is lost in the configuration. This implies the time step size is limited by the physics of the 
problem whereby a too large time step size will result in particles passing through each other, but 
not limited by numerical stability and very small time step size unlike the conventional DEM. To 
assess the fidelity in the final configurations, the gray silhouette of the DEM result is placed as a 
background behind iDEM configurations for the geometry comparison in Figure 4.7b to Figure 
4.7g. They are also comparable up to        =       100.  
Normal and shear contact forces (   and   ) retrieved from the collision impulses are shown in 
Figure 4.8. The retrieved forces from the collision impulses are evaluated on the ground surface 
and the vertical wall, while skipping the retrieval process for all the other collisions throughout the 
simulation. As shown in the Figure 4.8, all of retrieved contact forces show very good fidelity 
even for        =       500, regardless of the time step size and used precision, compared to 
the contact forces in the DEM simulation.  
Figure 4.9 shows the computer memory usage measured during flow simulation. There is a clear 
trend of increase in the memory usage with time step size. This is because of the reduced 
frequency of collision resolution with use of a larger time step size, so more contact pairs, i.e., a 
longer contact list, have to be handled in a single time step. The number of contact pairs over the 
simulation is plotted in Figure 4.10, which clearly identifies the source of the memory increase. 
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The memory efficiency in the single-precision floating point calculation is noticeable. The size of 
contact list is similar to the corresponding double-precision simulation (Figure 4.10), but its 
memory usage shown in Figure 4.9 is the lowest in the series of the simulations, even lower than 
the DEM.  
The CPU time of each simulation is presented in Table 4.3 with the speed-up calculated based on 
the measured CPU time of DEM simulation. A similar performance is shown for both DEM and 
iDEM simulations at the same time step size, while significant speed up is shown in iDEM 
simulation results with use of a larger time step size. iDEM simulation at        =       500 is 
real-time, as the CPU time is close to the simulation time that is 1.5 sec. Therefore, although the 
configuration is less comparable, it could be very useful for a quick estimation of the contact force, 
as it shows a reasonable fidelity. Running iDEM simulation at        =       100 requires a bit 
more of CPU time than 500, but it can still complete the simulation in around 5 seconds without 
losing any fidelity also in the configuration, while DEM needs more than 6 minutes to conduct the 
same simulation. Results in Table 4.3 also shows the speed-up of the single precision simulation is 
slightly better than the double-precision, because of lesser digits of precision considered for real 
numbers in the single precision arithmetic.   
Particles flow simulations with 5,000 particles are then conducted, as similarly done for 500 
particles. Figure 4.11 and Figure 4.12 compare the configurations and the contact forces on the 
ground. A similar trend is observed as shown in the 500 particles simulations, losing some 
geometric fidelity in the configurations at        =       500, but shows very good agreements 
of the contact forces. The figures also show the single-precision computation is promising, as it 
shows good fidelity while saving memory usage as shown in Figure 4.13.  
Table 4.4 compares CPU time and speed-up for 5,000 particles flow. Although the speed-up is less 
realized than 500 particles simulations (compared to Table 4.3), the configuration at        = 
      500 in Figure 4.11 is better in terms of height than the corresponding configuration at 
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       =       500 in Figure 4.7. This implies a larger time step size than       500 can be 
considered to get a comparable speed-up with the 500 particles simulation. 
For 50,000 particles flows, DEM simulation is not performed, as it would require 140 hours of 
CPU time as estimated in Table 4.5. Instead, the DEM simulation for 5,000 particles flow is used 
as the reference to be compared with iDEM simulation results. In this set of 50,000 particles flow 
simulations, both 32-bit and 64-bit applications are executed for iDEM simulations at        = 
      100 to compare the code performance. The aforementioned 64-bit system is used to run 
both versions of the code, in which 32-bit application is emulated via WOW64 (Microsoft 2013).  
Figure 4.14 and Figure 4.15 show the configurations and the retrieved contact force from iDEM 
simulations at        =       100 and 500. Good simulation fidelity is shown, as all the 
contact forces are remarkably comparable to each other, also in Figure 4.16 showing the moving 
average of the contact forces.  On the other hand, slight discrepancy is observed in iDEM 
configuration at        =       500 in Figure 4.14e.  
The measured CPU time and speed-up are presented in Table 4.5. For each 32-bit and 64-bit 
application, use of the single-precision arithmetic slightly decreases the CPU time, thus an 
increased speed-up, like 500, 5000 particles simulations which have shown a similar trend. 
Compared to 64-bit applications, the code speed of 32-bit applications is about 1.1 times slower. 
This is probably due to a minor performance hit from the software emulation.  
Figure 4.17 shows the memory saving is apparent with the single-precision arithmetic. The 32-bit 
application of the single-precision arithmetic spends about 650 megabytes (MB) of memory while 
the double-precision arithmetic requires about 1170 MB of memory, which is 1.8 times larger. A 
similar trend of saving is also shown in the memory usage by 64-bit applications. This clearly 
demonstrates that iDEM with the single-precision arithmetic is suitable for large scale discrete 
element simulations, as it provides a significant saving of memory while keeping the simulation 
fidelity. 
 89 
 
The figure also indicates the 64-bit application uses a bit more memory than the 32-bit. This is 
because 64-bit long memory address is used in a 64-bit application, compared to 32-bit long 
address used in a 32-bit application. However, a 32-bit application can only access up to 2
32
 bytes 
memory that is 4GB, so there is a clear limitation to conduct a large scale granular materials 
simulation. On the other hand, a 64-bit application can access to a significantly larger memory of 
2
64
 bytes, so the minor memory increase due to the address width is generally not an issue. 
Simulation of 500,000 particles flow is the largest scale simulation conducted in this study. DEM 
simulation is not performed as it is estimated to take about 280 days of CPU time as shown in 
Table 4.6. Instead, DEM simulation results from the 5,000 particles flow is used for comparison 
with iDEM simulation results for 500,000 particles flows. iDEM simulations are performed at 
       =       200 and 500.  
The required CPU analysis time and speed-up are presented in Table 4.6. The iDEM simulation is 
completed in 2 days of CPU time while DEM needs about 9 months to simulate the same problem. 
The initial and final configuration for       200 in Figure 4.18a are comparable to the 
corresponding configurations in the DEM simulation, while some discrepancy is shown for       
500 in Figure 4.18b. Figure 4.19 zooms in the configuration in Figure 4.18a for       200, and 
shows the penetration error between particles is very minor with such a large   .  
Figure 4.20 shows the angle of repose observed after the particles flow, which is estimated as 32 
degrees. It should be worth to note that the surface slope clearly forms a different angle (less than 
32 degrees). However, this surface slope may change due to particle dynamics, e.g., a different 
angle is observed after the particles flow if an initial configuration of a different pile height is 
tested. Considering the concept of the conventional angle of repose is related to the static property 
of granular materials, the inner angle (of 32 degrees) in the final configuration is considered as the 
angle of repose in this study. A relevant study was made by Bierwisch (2009) on a set of angles of 
repose, in which the outflow angle of repose is equivalent to the inner angle shown in the figure. 
Sadrekarimi and Olson (2011) reports the angle of repose is practically equivalent to the constant 
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volume friction angle    
 , which is, in turn, 5 to 6 degrees higher than the inter-particle friction 
angle   
 . In this study, 27 degrees is considered for   
 , so    
  can be roughly estimated to 32 
degrees which is the same with the angle of repose shown in the figure. Therefore, the simulation 
fidelity is well presented in terms of the angle of repose.  
The retrieved contact forces in Figure 4.21 show good agreements with the contact forces from the 
DEM simulation. A larger fluctuation in the contact forces is shown from the DEM simulation 
because it was performed using particles 10 times larger than the particles used for iDEM 
simulation of 500,000 particles flows. Figure 4.22 shows the memory usage is also reasonable for 
readily accessible computing resources. 
4.6. Concluding remarks 
This chapter presents a new kind of DEM, iDEM, an impulse-based discrete element simulation 
that shows significant speed-up of almost two orders for magnitude relative to DEM with 
reasonable levels of simulation fidelity. This new method is based on the impulse-based dynamics 
showing great code speed with physical plausibility while maintaining numerical stability. This 
approach is often adopted in the video game and animation film industries whereby contact force 
is not an integral part of the impulse-based dynamic simulation. Contact forces are required for 
engineering applications. Therefore, an original formulation is proposed to retrieve contact forces, 
which are by-product of the simulation that can be retrieved at any time if necessary. iDEM shows 
reasonable fidelity, as both configurations and contact forces are comparable to the corresponding 
DEM simulation results. The quantified performance clearly demonstrates that iDEM is suitable 
for large scale discrete element simulations and able to tackle the problems beyond what DEM 
could effectively do so far.  
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4.7. Tables 
Table 4.1. List of DEM and iDEM modeling parameters and values used for the simulations 
Common parameters 
Gs Specific gravity of solids 2.6 
  
   Inter-particle friction angle 27 deg. 
   Global damping factor 0 
DEM iDEM 
   Contact damping ratio 0.1    Coefficient of normal restitution 0.73 
--- ----- ----    Coefficient of tangential restitution 0 
   Normal contact stiffness 260 kN/m   
 
 Contact stiffness for force retrieval 260 kN/m  
   Shear contact stiffness 204 kN/m --- ----- ---- 
 
Table 4.2. Types of particle flows simulation conducted 
 # of particles 
       /       
500 5,000 50,000 500,000 
DEM 1 ** ** × × 
iDEM 
1 ** ** × × 
10 ** ** × × 
50 ** ** × × 
100 **, * **, * **, *, ††, † × 
200 × × × † 
500 ** ** ** † 
Particle size (mm) 20 6.32 2 0.632 
      (sec) 2.83 10
-5
 5.03  10-6 8.94  10-7 1.59  10-7 
32-bit application:   **  : double-precision simulation,    *   : single-precision simulation 
64-bit application:   ††  : double-precision simulation,    †   : single-precision simulation 
× : no simulation conducted 
Table 4.3. Comparison of CPU time and speed-up for 500 particles flow  
    (sec) Precision Application CPU time (sec) Speed-up 
DEM 2.83 10-5 Double 32-bit 373 1 
iDEM 
          1 Double 32-bit 398 0.94 
        10 Double 32-bit 43 8.7 
        50 Double 32-bit 9 41.4 
       100 Double 32-bit 5.1 73.1 
       100 Single 32-bit 4.7 79.4 
       500 Double 32-bit 1.4 266.4 
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Table 4.4. Comparison of CPU time and speed-up for 5,000 particles flow 
    (sec) Precision Application CPU time (min) Speed-up 
DEM 5.03  10-6 Double 32-bit 153.8 1 
iDEM 
          1 Double 32-bit 204.7 0.75 
        10 Double 32-bit 25.0 6.2 
        50 Double 32-bit 6.5 23.7 
       100 Double 32-bit 3.8 40.5 
       100 Single 32-bit 3.2 48.1 
       500 Double 32-bit 1.1 139.8 
 
Table 4.5. Comparison of CPU time and speed-up for 50,000 particles flow 
    (sec) Precision Application CPU time (hrs) Speed-up 
DEM 8.94  10-7 Double 32-bit 139.8* 1* 
iDEM 
       100 Double 32-bit 3.6 38.8 
       100 Single 32-bit 2.9 48.2 
       100 Double 64-bit 3.0 46.6 
       100 Single 64-bit 2.7 51.8 
       500 Double 32-bit 1.0 139.8 
* Not performed, instead estimated based on the speed-up shown in  
Table 4.4 with the measured CPU time of iDEM simulation at       500 in Table 4.5 
 
Table 4.6. Comparison of CPU time and speed-up for 500,000 particles flow 
    (sec) Precision Application CPU time (days) Speed-up 
DEM 1.59  10-7 Double 64-bit 279.6* 1* 
iDEM 
       200 Single 64-bit 4.2 66.6 
       500 Single 64-bit 1.8 155.3** 
* Not performed, instead estimated based on the speed-up shown in Table 4.5 with the measured 
CPU time of iDEM simulation at       500 in Table 4.6 
** Additional speed-up considered due to use of the single-precision arithmetic 
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4.8. Figures 
 
 
(a) (b) 
Figure 4.1. Calculation flow; (a) DEM; (b) iDEM; Stage number is shown in the circle 
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Contact force (fc) retrieval: fc ← ιc
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C  = {Particle collisions} 
C = {collision between two particles}  C 
c = {contact point between two particles}  C 
 
algorithm preprocessing(C) 
for each C  C 
for each c  C                 //  For each contact point 
calculate            //  Calculate the collision mass to the normal collision direction 
calculate            //  Calculate the collision mass to the tangential collision direction 
calculate  ̂          //  Calculate the target separation velocity 
next c 
next C 
end algorithm 
 
algorithm multiple_collisions(C) 
i = 0 
while i < max_iteration       //  If the iteration didn’t reach the max iteration number yet 
collision_check = false 
for each C  C 
pairwise_collision(C) 
next C 
if collision_check == false  //  If the global solution is reached 
stop algorithm 
end if 
i = i + 1 
end while 
end algorithm 
 
algorithm pairwise_collision(C) 
for each c  C 
calculate    and velocity update  //  Collision resolution to the normal direction 
next c 
for each c  C 
calculate    and velocity update  //  Collision resolution to the tangential direction 
next c 
if | ̂     
   
  ̂     |    for any c  C      //  If the convergence is not reached 
collision_check = true 
end if 
end algorithm 
 
Figure 4.2. Pseudo-code on the iterative scheme of Stage 4 in Figure 4.1b 
 95 
 
Figure 4.3. Contact force and corresponding impulse change during resting contact or dynamic 
contact of two bodies; (a) Resting contact; (b) Dynamic contact (after Mirtich (1996)) 
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(a) (b) 
Figure 4.4. Collision of two rigid polyhedral particles on a single contact point; (a) Hypothetical 
collision mass represents material deformation concentrated at the point; (b) Normal contact force 
as a function of deformation of the collision mass  
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(a) Single collision in a time step 
 
(b) Multiple collisions in a time step 
Figure 4.5. Placement of the retrieved contact force for each collision 
 
   
 
   
Figure 4.6. Particle shapes considered in the simulations 
 
 
t1 t2 t3 t4 t5
∆t
Particle A B
∆t/2
Configuration at time step ti
C
o
n
ta
ct
 f
o
rc
e,
 f
Time, t
t1 t2 t3
2∆t
C
o
n
ta
ct
 f
o
rc
e,
 f
2∆t×  1/4 2∆t×  2/4 
Time, t
 98 
 
  
(a) tDEM = 2.83 10
-5
 sec (DP, 32-bit) (b) tiDEM = tDEM1 (DP, 32-bit) 
  
(c) tiDEM = tDEM10 (DP, 32-bit) (d) tiDEM = tDEM50 (DP, 32-bit) 
  
(e) tiDEM = tDEM100 (DP, 32-bit) (f) tiDEM = tDEM100 (SP, 32-bit) 
 
 
DP: Double-precision arithmetic 
SP : Single-precision arithmetic 
(g) tiDEM = tDEM500 (DP, 32-bit)  
Figure 4.7. Initial and final configuration of 500 particles flow; Silhouette image of the final DEM 
configuration is shown in (b) ~ (g) for the geometry comparison; the height shown in cm 
 
Figure 4.8.  Contact force (500 particles flow); iDEM in gray and DEM in black; (b) ~ (g) as 
indicated in Figure 4.7 
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Figure 4.9. Memory usage (500 particles flow); (a) ~ (g) as indicated in Figure 4.7 
 
Figure 4.10. Number of contact pairs (500 particles flow); (a) ~ (g) as indicated in Figure 4.7 
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(a) tDEM = 5.03  10
-6
 sec (DP, 32-bit) (b) tiDEM = tDEM1 (DP, 32-bit) 
  
(c) tiDEM = tDEM10 (DP, 32-bit) (d) tiDEM = tDEM50 (DP, 32-bit) 
  
(e) tiDEM = tDEM100 (DP, 32-bit) (f) tiDEM = tDEM100 (SP, 32-bit) 
 
 
DP: Double-precision arithmetic 
SP : Single-precision arithmetic 
(g) tiDEM = tDEM500 (DP, 32-bit)  
Figure 4.11. Initial and final configuration of 5,000 particles flow; Silhouette image of the final 
DEM configuration is shown in (b) ~ (g) for the geometry comparison; the height shown in cm 
 
 
Figure 4.12. Contact force (5,000 particles flow); iDEM in gray and DEM in black; (b) ~ (g) as 
indicated in Figure 4.11 
 
Figure 4.13. Memory usage (5,000 particles flow); (a) ~ (g) as indicated in Figure 4.11 
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(a) tiDEM = tDEM100 (DP, 32-bit) (b) tiDEM = tDEM100 (SP, 32-bit) 
  
(c) tiDEM = tDEM100 (DP, 64-bit) (d) tiDEM = tDEM100 (SP, 64-bit) 
 
 
DP: Double-precision arithmetic 
SP : Single-precision arithmetic 
(e) tiDEM = tDEM500 (DP, 32-bit)  
Figure 4.14. Initial and final configuration of 50,000 particles flow; shown with the silhouette 
image of the final DEM configuration of 5,000 particles; the height shown in cm 
 
Figure 4.15. Contact force (50,000 particles flow) compared to the result from DEM simulation on 
5,000 particles flow; iDEM in gray and DEM in black; (a) ~ (e) as indicated in Figure 4.14 
 
Figure 4.16. Moving average of contact force (50,000 particles flow) in Figure 4.15 
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Figure 4.17. Memory usage (50,000 particles flow); (a) ~ (e) as indicated in Figure 4.14 
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(a) tiDEM = tDEM200 (SP, 64-bit) (b) tiDEM = tDEM500 (SP, 64-bit) 
Figure 4.18. Initial and final configuration of 500,000 particles flow; shown with the silhouette 
image of the final DEM configuration of 5,000 particles; the height shown in cm 
 
 
Figure 4.19. A magnified configuration of Figure 4.18a 
 
 
Figure 4.20. Angle of repose after particles flow (Figure 4.18a) 
 
32º  
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Figure 4.21. Contact force (500,000 particles flow) compared to the result from DEM simulation 
on 5,000 particles flow; iDEM in gray and DEM in black; (a) ~ (b) as indicated in Figure 4.18 
 
 
Figure 4.22. Memory usage (500,000 particles flow); (a) ~ (b) as indicated in Figure 4.18  
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5. CONCLUDING REMARKS AND RECOMMENDATIONS FOR FUTURE 
WORK 
5.1. Concluding remarks 
This dissertation contributed to the field of the computational geomechanics through 
developments in the discrete element simulation via realistic polyhedral particle modeling, and has 
particularly focused on the study of granular materials with possible extension to the other 
geologic materials such as rock and concrete. A predictive framework is presented using the 
Discrete Element Method (DEM) with polyhedral particles to simulate the complex behavior of 
granular materials. The research approaches from the grain scale to understand how 
micromechanical origin is related to the complex macroscopic behavior. The research goal is (a) to 
enable a systematic multiscale framework based on micromechanical modeling for enhanced 
engineering scale prediction and (b) to develop novel discrete element methods for advanced 
micromechanical simulation to overcome computational challenges while keeping simulation 
fidelity. The contribution of this dissertation can be summarized as follows: 
A multiscale framework was developed to provide modeling efficiency with enhanced predictive 
capabilities. In this approach, the grain scale properties (such as particle shapes) of physical grains 
are first characterized, and then a “single” lab test is performed on the specimen. Discrete element 
simulation is conducted with the digitized polyhedral grains (correspond to the physical grains) to 
calibrate micromechanical modeling parameters based on the “single” lab testing data, where the 
number of parameters to calibrate is only 3 to 4 in general. The developed discrete element model 
is then used to simulate the complex macro-scale behavior. This framework has been successfully 
applied to sand, railroad ballast and extraterrestrial soil, in which relative simplicity of capturing 
the complex macroscopic behavior of granular materials has been demonstrated. 
Major research effort was devoted to conduct scalable computations in the discrete element 
simulations, overcoming the computational expenses, which resulted in development of novel 
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computational methods to conduct large scale simulations. Developments in this dissertation have 
been made in two different approaches, i.e., enhancements within the conventional DEM (Chapter 
2 to 3) and development of a new method, iDEM (Chapter 4). The performance of the 
developments was quantified to demonstrate the significance of the works in terms of 
computational efficiency and simulation fidelity. 
A major effort was dedicated to result in the development of impulse-based Discrete Element 
Method (iDEM) inspired by the real-time methods for computer-animated films and video games. 
iDEM is faster than the conventional DEM by almost two orders of magnitude, so a large scale 
granular flow simulation of a half million polyhedral particles can be done in about 2 days on an 
ordinary PC, while DEM needs more than 9 months (280 days) to simulate the same problem. 
The research outcome has a great potential as a common denominator to advance human 
civilization and technology which have been developed in the three dimensions; (a) sustainable 
development, (b) space exploration and (c) emerging efficiency.  
The sustainable development in various disciplines of civil engineering requires deeper 
understanding of a wide spectrum of discontinuous media at different physical scales and 
characteristic discontinuities inherent in quasi-brittle materials and other seemingly continuous 
materials in order to predict associated complex mechanical behaviors. The research is devoted to 
enhance the computational methods and tools for a better insight into the underlying mechanisms 
of the materials, and it clearly extends the current limit of physical time and length scales could be 
handled in the discrete element simulations. 
In addition to the sustainable development on this Spaceship Earth (Fuller 1968), a complementary 
approach is being pursued in the engineering community – space exploration on the long-term 
risks of resource depletion on Earth. At the core of successful space exploration lies geotechnical 
engineering, e.g., extraterrestrial soil sampling from the rover mission, dust control in the 
microgravity environment, resource extraction for permanent human habitation, etc. The proposed 
computational framework to estimate the mechanical resistance of JSC-1A clearly demonstrates 
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the feasibility and the viability of the proposed DEM approach with polyhedral particles for the 
simulation of extraterrestrial soils and corresponding space missions. 
Development of smarter machines will place the remarkably interactive human-machine interfaces 
at the core of emerging technologies to create new efficiencies, which will reform the engineering 
simulation and related industries in the future. Since the release of iPhone in 2007, several 
promising interfaces such as Microsoft Xbox Kinect and Leap Motion were developed. However, 
realistic contact force feedback system functions as a bottleneck to realizing interactions at an 
interactive rate that enables humans to control machines more precisely. iDEM proposed in this 
dissertation is promising to realize such realistic interactions, and can be integrated into the 
human-machine interfaces possibly with haptic feedback. 
5.2. Recommendations for future work 
5.2.1. Development of effective position correction methods for 3D iDEM simulation  
The current version of iBLOKS3D has the capability to perform 3D iDEM simulations. However, 
there is an ongoing issue related to the penetration error, which in turn impacts the performance in 
3D. The collision solver of iDEM works on the velocity constraint between particles without 
explicit non-penetration constraint, which is a major difference from DEM. Therefore, any 
incorrect penetration error may not be necessarily resolved, and tends to increase with use of a 
larger   . In 2D, the error is minor up to use of        =       100 as demonstrated in Chapter 
4, but for 3D, the error quickly builds up with    and is more clearly visible. The simulation speed 
is affected by the penetration error, as the code needs to handle a more number of contact pairs.  
In the current version of code, so-called position correction technique is implemented to correct 
any penetration error may occur. However, this technique does not operate correctly in case 
significant penetration errors exist, yielding a simulation in which particles suddenly move apart 
from each other. No perfect solution is known yet to the research community, and the 
improvement of this technique or development of a new method to avoid any significant 
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penetration is recommended to enhance the simulation performance. A few suggestions can be 
summarized as follows:  
(a) Adaptive position correction: the current position correction technique considers a fraction of 
 ̃      calculated from the current state of interparticle penetration error, as discussed in Chapter 4. 
The current code implementation considers a constant fraction (between 0 and 1) throughout the 
simulation regardless of the dynamic state of the particles showing the penetration error, which 
may contribute to the unstable configuration with sudden movement of particles. Therefore, an 
adaptive scheme with a varying fraction is suggested to mitigate the issue. 
(b) Multi-time stepping: the current code implementation is based on a “mono-spaced” time 
stepping scheme, in which all the particles blindly move to the next position with a constant     
throughout the simulation. As a result, more significant penetration error is shown with use of a 
larger   . Therefore, it is suggested to implement a sub-time stepping scheme only for the 
particles showing a significant penetration error, whereby such particles are relocated to the 
original position at the previous time step and then separate simulation is performed on those with 
sub-time steps.  
(c) Adaptive particle skin: the impulse-based simulators used for the video games such as Box2D 
vest particles with so-called “skin.” As shown in Figure 5.1, the use of skin helps keeping the 
particles separated, and also the penetration error visually manageable by drawing the core 
particles only. However, if a constant skin thickness is used in the simulators, a gap between 
particles is clearly visible especially for a stationary condition. Therefore, an adaptive use of the 
particle skin thickness is suggested, which can be varying with the particle velocity.  
(d) Development of a faster iteration method to calculate the collision impulse: with use of a larger 
  , more number of contact pairs is handled in a single time step due to the lower frequency of 
collision check, which naturally yields larger contact groups with a longer contact list. The 
collision solver of iDEM iteratively goes through all contact points to calculate the collision 
impulse, so the iteration tends to take longer with a larger   . The run-time for iteration may be 
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sustained by setting up a small maximum number of iterations in the code, but any incorrectly 
calculated collision impulse affects the separation velocity, and the undesired penetration between 
particles may occur. Therefore, it is suggested to develop a faster iteration method can reasonably 
calculate the collision impulse even with use of a large   . 
(e) Integration with position-based dynamics: Jakobsen (2003) proposed a new simulation method 
based on so-called Verlet time integration (Verlet 1967) to give more controllability in the game 
characters’ motion, which became a precursor of the current position-based dynamics approach 
used in the game industry (Müller et al. 2007, Boesch 2010, Bender et al. 2013). This approach 
directly works on the position such that bodies can move to valid locations, so it provides 
unconditional stability to the simulation. It is suggested to integrate this scheme in the current 
implementation to develop a new position correction method.  
5.2.2. Development of integrated multiscale and coupled multiphysics 
Hitherto, the continuum mechanics framework based on phenomenological constitutive models 
has taken a major role in the geotechnical engineering area due to its ability to describe the 
materials behavior at an engineering scale. However, it has also shown significant limitations in 
understanding the fundamental mechanisms triggered at the grain scale.  
Therefore, a systematic multiscale framework was proposed in this dissertation to quantitatively 
predict the complex macroscopic material behavior based on simple micromechanical (discrete 
element) modeling. Building on this work, it is suggested to vastly enhance the computational 
efficiency in the micromechanically-inspired high fidelity multiscale framework, focusing on (a) 
advanced micromechanical modeling; (b) robust constitutive models at engineering scale for 
extreme conditions; (c) interfacial properties to complete the “missing link” between the grain- 
and a continuum-scale. A prototype of the framework is shown in Figure 5.2.  
This approach takes advantage of strengths in the dual approaches at different scales; at the grain 
scale, the discrete element simulation is performed for micromechanical study; at an engineering 
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(continuum) scale, the information extracted from the grain scale is used to update the constitutive 
parameters in the continuum models. An approach for this type of modeling framework was made 
earlier by Nezami (Nezami 2007) using BLOCKS2D code (Barbosa 1990), in which he developed 
a neural network-based soil constitutive model for meso-scale soil elements, which was trained 
with the information extracted from the DEM simulations performed at the grain scale. This 
multiscale modeling framework is currently getting attention in many areas related to the 
computational science and engineering research, as we have noticed the 2013 Nobel Prize in 
chemistry was jointly awarded to the three computational chemists "for the development of 
multiscale models for complex chemical systems" (The Nobel Foundation 2013).  
A major challenge to enable this multiscale modeling framework is directly related to the 
computational capability of discrete element simulation to extract mechanically (or physically) 
meaningful information at the grain scale. With the proposed iDEM, this multiscale modeling 
framework becomes more feasible, as it can tackle the problems beyond what DEM could 
effectively do so far. The developed framework can be used (a) to robustly assess the remaining 
service life of geologic and engineered infrastructure materials/structures, (b) to predict possible 
failure scenarios, and (c) to better simulate countermeasures.  
Its application not only includes the quantitative prediction of complex mechanical systems of 
particulate, quasi-brittle and fractured materials, but also can be extended to the geoenvironmental 
and energy-related applications, e.g., oil and gas reservoirs, involving complex multiphysics issues 
triggered at the grain scale via thermo-hydro-mechanical-chemical coupling. Therefore, it is 
suggested to implement the multiphysics modules, such that the fully integrated framework can be 
used for sustainable geosystems design and also for optimization of its physical performance 
under extreme loading and environmental conditions. 
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5.2.3. Development of integrated hardware and software system 
Studies presented in this dissertation only focus on the algorithmic developments to conduct 
scalable discrete element simulations without resorting to a hardware acceleration technique. This 
research essentially implies use of a high-performance computing resource will allow us an 
unprecedented level of the computational capability to conduct large scale discrete element 
simulations. 
Nowadays, a variety of general-purpose parallel processors are available as mass-market products 
to provide a high-performance computing environment in affordable computers. Graphics 
Processing Unit (GPU) is getting popular among the hardware accelerators and adopted to 
simulate granular materials faster in the research community (Harada 2007, Zheng, An, and Huang 
2012). GPU is an electronic circuit, and initially developed to manipulate computationally 
intensive computer graphics processing. Reported speed-up using GPU varies, but generally is 
recognized as 10 times faster than CPU (NVIDIA 2009, NVIDIA 2012b). Ten times of speed-up 
might be still significant, but the multiplied speed-up with iDEM will be a breakthrough, e.g., if 
iDEM shows 100 times of speed-up from the algorithmic enhancement, the total speed-up with 
GPU will be 1000. GPU has been originally developed for graphics processing, so it had 
performance issues with the double-precision floating-point computation. Although it has been 
improved with newer generations (NVIDIA 2009), the double-precision performance still shows 
notable difference from the single-precision computation (NVIDIA 2012b), which is considered as 
a main element that hinders scientific computing with GPU. However, iDEM has shown good 
simulation fidelity even with the single-precision floating point calculation, thus well suited for the 
GPU-based high-performance computing.  
Therefore, iDEM + GPU (or other affordable high-performance computing devices) is expected to 
make a significant impact in the field as (a) a scientific simulation tool to understand the 
fundamental mechanisms of granular materials, e.g., self-organized criticality of sand, and also as 
(b) a quantitative prediction tool for engineering practice. 
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5.2.4. Development of integrated computational-experimental testing framework 
This research aims to incorporate emerging efficiencies to transform the developed multiscale 
framework. For instance, 3D printing enables “experimental” simulation in the framework. 3D 
printing is a process physically generating a 3D object from the corresponding digital file, which is 
becoming a trend in a number of industries related to, e.g., medicine, museum, architecture, 
furniture, fashion, and robotics, etc. Figure 5.3 shows a set of numerical polyhedral particles used 
in BLOKS3D code and the corresponding 3D particles printed.  
This technique is promising, as the developed framework can be validated and verified by 
comparing the performance of (a) actual specimen, (b) numerical DEM model and (c) 3D printed 
DEM model (forming a trinity as shown in Figure 5.2), and also suitable for inverse problems to 
optimize the performance of engineered granular materials. A conventional computational-
experimental lab testing framework is one-way as shown on the bottom of Figure 5.2, i.e., a 
physical lab testing is first performed, and then the discrete element simulation of the lab testing is 
conducted to reproduce the test to develop the computational tool for field-scale prediction. 3D 
printing enables a two-way approach for the development of the integrated framework with the 
discrete element simulation. That is, the discrete element simulation can be physically reproduced 
through the lab testing on the 3D particles printed from the numerical counterparts used in the 
simulation. Therefore, this technique completes the missing link between the conventional lab 
testing and the discrete element simulation by providing the capability to “experimentally” 
simulate the performance of the developed numerical model. 
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5.3. Figures 
 
Figure 5.1. Concept of particle skin 
 
 
 
Figure 5.2. A multiscale approach for geotechnical engineering applications    
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(b) 
Figure 5.3. A particle shape library for BLOKS3D code;  
(a) numerical particle; (b) 3D Printed particles 
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A. EQUATION OF COLLISION FOR IMPULSE-BASED DYNAMIC 
SIMULATION 
In Appendix A, the equation of collision used in the impulse-based dynamic simulation is derived 
for a pair of colliding particles. Section A.1 discusses the simplest collision between two spherical 
particles. We will then further extend it for a general 3D collision between polyhedral particles in 
Section A.2. As a special case of the 3D collision, the 2D collision between polygonal particles is 
shown in Section A.3, implemented for many 2D video games (Catto 2006). 
A.1. Collinear collision between spherical particles 
Consider a collinear collision between two spheres in Figure A.1. On the contact point, there are 
collision impulses exerted on each body whose magnitude is equal, but the direction is opposite to 
each other. Collision impulse is defined as time integration of the contact force over a collision 
period    , from which we can develop the impulse-momentum theorem as follows: 
   ∫     
   
 
 ∫
   
  
  
   
 
         ̇  (A-1) 
Likewise,        ̇  (A-2) 
where    and    are the collision impulse applied to each Particle A and B;    is the contact force 
exerted to Particle A over a collision period    ;     is the change in the momentum of Particle A 
over    ;   and   are the particle masses;   represents the particle position, so  ̇  and  ̇  are 
the particle velocities.   ̇  and   ̇  are the changes in the particle velocities over    . 
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In Figure A.1, the contact normal is defined from the body A to B and we will consider    as 
positive as follows:  
         (A-3) 
     (A-4) 
The relative velocity at the contact point      is defined as the difference of the velocities at the 
point between the particles in contact: 
           (A-5) 
where    is the velocity of a point in Particle Ω, i.e.,     ̇   ̇    ,    is the vector from 
the mass center of Particle Ω to the contact point shown in in Figure A.1;  ̇  is angular velocity of 
the particle. As this is a collinear collision,  ̇  = 0. Therefore, approach velocity  ̌    and 
separation velocity  ̂    of contact point can be similarly written as follows: 
 ̂     ̂   ̂  (A-6) 
 ̌     ̌   ̌  (A-7) 
The change of the relative velocity       can be formulated with equations (A-5) to (A-7): 
       ̂     ̌      ̂   ̂     ̌   ̌   
(A-8) 
             ̂   ̌     ̂   ̌           
Once we plug equations (A-1), (A-2) and (A-3) into equation (A-8), the equation of collision is 
obtained as shown in equation (A-10).  
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)   (A-9) 
            (A-10) 
       (
 
  
 
 
  
)  
    
     
 (A-11) 
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A.2. Collision between polyhedral particles 
Consider a collision between two rigid polyhedral particles on a single contact point as shown in 
Figure A.2. We can formulate equation (A-12) similar to (A-1) and (A-2). For the rotation, an 
addition equation can be considered as shown in (A-13). 
       ̇  (A-12) 
          ̇  (A-13) 
where   = A, B;    is the moment of inertia tensor. 
The contact normal is defined from Particle A to B and we will consider    as positive. This leads 
to the following equations: 
  ̇  
  
  
 
 
  
 
(A-14) 
  ̇    
         (A-15) 
  ̇  
  
  
  
 
  
 (A-16) 
  ̇     
         (A-17) 
The change of the velocity at the contact point for each particle can be written as shown in (A-18) 
and (A-19), using equations (A-14) to (A-17).  
      ̇    ̇     
 
  
    
             (A-18) 
      ̇    ̇      
 
  
     
             (A-19) 
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The change of the relative velocity for a single contact point then can be formulated using 
equation (A-18) and (A-19): 
              (A-20) 
 (
 
  
 (  
        )    )  ( 
 
  
 (   
        )    )  
With use of the matrix notation, the vector cross product in equation (A-20) can be reformulated 
as shown below: 
      (
 
  
 (  
        )    )  ( 
 
  
 (   
        )    )  
  (
 
  
 (  
     
   )    )  ( 
 
  
 (   
     
   )    )  
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 )   (A-21) 
    
     
     
   
    
    
   
    
     
where  is the identity matrix;    
  is the skew-symmetric matrix notation to represent a vector 
cross product, i.e.,   
     .  
Equation (A-21) is analogous to equation (A-9) we have derived for the collinear collision 
between spheres in the form of: 
                  (A-22) 
   (
 
  
 
 
  
)   (A-23) 
      
   
    
    
   
    
  (A-24) 
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  is composed of two parts,   and  , where   is common in both equation (A-9) and (A-21). 
We can further derive the component of the   matrix to each normal and tangential collision 
direction. Once we know the normal and tangential component of collision impulse          and 
        , the change of relative velocity can be written to each direction as shown in equation 
(A-25) and (A-26). 
                 
        
         
             (A-25) 
                   
         
          
                (A-26) 
Therefore, the equation of collision to each direction can be found as follows: 
                               (A-27) 
                                  (A-28) 
A.3. Collision between polygonal particles 
The 2D collision between polygonal particles can be considered as a special case of the 3D 
collision. The only difference is the inertia tensor for each particle is simply a scalar, so    and   
in equations (A-27) and (A-28) can be similarly found as shown below: 
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A.4. Figures 
 
Figure A.1. Collinear collision between two spherical particles 
 
 
Figure A.2. Collision of two rigid polyhedral particles on a single contact point 
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