Abstract
Introduction
Visual multiple object tracking is becoming an important topic of research within the vision science, robotics, and image processing community. Many researchers have provided object tracking algorithms to suit a variety of applications which include automated surveillance, video indexing, human-computer interaction, robot guidance, and traffic monitoring [1] [2] . The goal of visual object tracking is to determine the position of the object in video sequences and reliably against dynamic scenes with vision sensor. A number of elegant algorithms have been proposed in the literature for visual object tracking. Varieties of approaches are based on target representation and localization, and assume a probabilistic model for the object's appearance in order to estimate its location. More specifically, color, shape, salient feature descriptors of the object masked by an isotropic kernel is used to create a histogram [3] . A characteristic method in this category is the mean shift algorithm [4] and its extensions [5] [6] , where the transformation of the object state is obtained by finding the maximum of a similarity function based on color histograms. These methods track only one object at a time. In other techniques, high dimensionality feature vectors are used to represent the visual objects. Avidan integrates a support vector machine classifier into an optic-flow-based tracker [6] [7] . Unfortunately learning of classifiers under such a feature space is computationally expensive. Other methods have been proposed in order to simultaneously track multiple objects [8] [9] .
Copyright ⓒ 2016 SERSC Multiple objects are tracked using graph cuts over some observations (i.e. possible locations of the object) with min-cut/max flow optimizations [10] [11] .
Grabner et al. [12] proposed an online semi-supervised boosting method to handle the drift problem where labeled examples come from the first frame only, and subsequent training examples are left unlabeled. This approach suffers from the tracking drift problem with the change in appearance. Yu et al. [13] proposed a gradient-based feature selection approach with online boosting with the objective of both feature selection and weak classifier updating. In [14] [15] feature-based approaches have been used for feature matching and 3D tracking of objects for the efficient detection of objects. In multiple instance learning [14] , overlapping examples of the target are put into a positive and negative bags. These bags are passed on to the learner, which is therefore allowed more flexibility in finding a decision boundary. These online versions of trackers are limited in terms of efficiency since their updating costs for high dimensional features are computationally expensive. Other algorithms employ level-sets to represent each object to be tracked by optimally grouping regions whose pixels have similar feature signatures [16] [17] . An augmented reality to perform object recognition is employed in [18] to perform object recognition. In [18] , the highly-distinctive scale invariant feature transform (SIFT) features are used to provide robust tracking under scene changes. However, this approach is computationally expensive in the offline-training phase. To overcome the high computational time limitation of Lowe's SIFT, this paper introduces an improved method for the efficient tracking of multiple objects along with feature matching using the neural network method.
In this work, a novel approach is introduced for the vision based multiple object tracking. The tracking is performed by determining object keypoints using an improved feature matching technique. The improved SIFT keypoints are used to extract the features in the multiple target objects. A novel approach is presented to match the multiple target object features with self-organizing map (SOM) which is based on winning pixels estimation. The tracked object distance is computed with kinect color depth processing. The various colors are assigned to the tracked objects which are used to find the object distance from the camera. The rest of the paper is organized as follows: Section 2 gives a brief overview of the SOM and kinect depth processing. The procedure of feature extraction and tracking in order to track the multiple objects is presented in section 3. The experimental results are shown in section 4 and conclusions are drawn in section 5.
Self-Organizing Map and Kinect Color Depth Processing

Self-Organizing Map
In this paper, the fast computation of feature vector for different objects is done using SOM network. SOM is a competitive network, which clusters or visualizes high-dimensional input feature vectors into low-dimensional output feature vectors. It is an unsupervised neural network algorithm with the capability of topologypreserving characteristics. The neurons in the network are connected to the adjacent ones according to a neighborhood relationship as presented in Figure 1 . The most common topologies are the rectangular and hexagonal ones. SOM consists of a regular two-dimensional output grid map units connected via weights with n input feature vectors. In the proposed work, the SIFT scale space features vectors are used as an input to the SOM network. In the SOM network, the similar feature points in the input space are mapped onto close points in the output space according to the defined neighborhood relationship. Competitive learning procedure is used for the learning process in the SOM network. During the learning phase, the input feature vectors were supplied to the network and the Euclidean distances are computed between the input feature vector (x s ) and the nodes in the network. The node (m) with the shortest Euclidean distance is selected as the winner node and is called as the best matching unit (BMU). The winner node is given by (1):
where m denotes the winner node, x si is the i th element of the input feature vector x s . w ji denotes the i th weight of the neuron j. The winner node is the center of the update neighborhood area which is an area where node and their associated weigh ts are updated according to the learning rule. For the input feature descriptor, this process is repeated iteratively and the winning nodes converge to the input feature vectors at the learning rate s  accordingly. The weight for the p th node in the s th step be W ps , the input vector is X i and the learning rate for the s th step be The learning rate and the size of the update neighborhood decrease throughout the learning process. As a result of the training stage, the SOM grid folds onto the input data feature sets, like a flexible net, placing a larger number of neurons in areas with a higher density of data. After learning, the map units are distributed across the input feature space. While the other nodes within its neighborhood, as defined by its region-of-influence, are subsequently moved closer to the same feature point.
Kinect Color Depth Processing
The depth data is necessary for the design of distance based applications. The successive depth image frames of Kinect sensor combines to form the depth stream. The depth stream consists of a 16-bit grey scale stream with a field of view having 43 degrees vertical and 57 degrees horizontal range. The pixel of each depth stream contains the distance in millimeters between the Kinect device and the objects in front of the device. The Kinect sensor consists of an IR emitter and an IR depth sensor ( Figure 2 ). The depth data in each depth stream is represented by the X and Y coordinates [19] . The IR emitter and an IR depth sensor work together to produce the desired depth map of the scene. The IR depth sensor reads the dots in the scene, processes the depth data and sends the processed reflected depth information. To obtain the 3D position of points in an image frame, stereo triangulation is done to obtain the two different views of a scene. The relative depth information is calculated by comparing the two images. The Kinect sensor depth vision ranges from around 800 mm to approximately 4000 mm (2.6 feet to 13.1 feet). The sensor returns 16-bit raw depth frame in which the first three bits of depth data are used to represent the identified players and the remaining 13 bits are used to measure distance in millimeters. The 16-bit raw depth data is converted into a 32-bit RGB frame to identify the range of distances with different colors. The pixel values having distance information are represented by RGB color value.
Proposed Multiple Object Tracking Algorithm
This section consists of detailed explanation of the proposed method for tracking of multiple objects in the video sequences. The proposed methodology focuses on tracking of multiple objects using an improved feature matching method. The proposed technique consists of two steps as shown in Algorithm 1 and Al gorithm 2: one is the "detection module", that detects the feature descriptor with keyframes of environment and the known objects, and another is the "tracking module", that relies on frame-to-frame tracking. The tracking module runs in the foreground. To do so, the SIFT keypoints of multiple target objects are extracted first from a given reference frame. The Algorithm 1 is used for feature retrieval and generation of the descriptor vector. The proposed algorithm is based on a self-organizing map to identify the keypoints and winner pixels. The result is a list of reduced feature points of the targets, sorted by similarity with the input reference frame. These features are then used in the tracking module to track the multiple target objects in the video sequences under different scenarios. Figure 3 shows block-diagram of the proposed multiple object tracking system; the main steps are detailed in the following sub-sections. 
Target Objects Feature Vector Generation
In this section, the competitive learning method is explained to reduce the dimension of the feature vectors. In order to track the keyframe for the target objects in the video sequence, the features were obtained from the improved SIFT method (Algorithm 1). It is necessary to extract keypoints in the reference keyframe for the target objects in the video sequence. The pseudo-code for detecting the reduced features of multiple target objects is given in Algorithm 1. The keypoint features are then passed to the tracking module as an input to the SOM network ( Figure 1 ). The role of the detection module is to provide the optimized feature points at the i th position for object M i to the tracking module continuously.
where F returns the set of the feature keypoints between SIFT features of the reference frame X and video frame V ij . V ij is j th videoframe for the i th object. h i is the maximum number of video frames in the input video sequence. The exhaustive step by step description of the keypoint feature vector reduction is given in Fig ure 3 . The keypoint features of the multiple target objects can be extracted by shape, texture, and color or correlation regardless of these targets are moving or stationary. For example, the three objects as shown in Figure 4 is successfully recognized with the SIFT features. SIFT feature detector extracts from an image a nu mber of attributed regions in a way which is consistent with (some) variations of the illumination, rotation and other viewing conditions. The descriptor associates to the regions a signature which is a 3-D spatial histogram of the image gradients in characterizing the appearance of a keypoint. The gradient at each region pixel is regarded as a sample of a three-dimensional elementary feature vector, formed by the pixel location and the gradient orientation. Samples are weighed by the gradient normalization and accumulated in an 8 bin histogram over the direction of the gradient, which forms the SIFT descriptor of the feature space. The histograms are concatenated to form one 128 dimension feature vector which is passed onto the SOM network to generate codebook. Each neuron in SOM is represented by a 128 dimensional weight vector. The SOM is trained iteratively and best matching unit is computed. The end result is a low-dimension feature map of the descriptor vector. The next subsection discusses the tracking module to track multiple objects with the use of optimized SIFT features detected in the reference keyframe.
Multiple Object Tracking with Improved Feature Matching
The tracking module used the information after the detection module has finished the feature generation and optimization. The SOM is modified to deal with the matching process between the reference keyframe and the subsequent frames in the video sequence. The input frame is added as a reference keyframe an d contributes to the feature matching if it passes several conditions. Algorithm 2 gives the detail pseudo-code of the tracking procedure. Given the set of optimized reduced keypoints extracted from the input keyframe S, the tracking module returns a list of keyframes K sorted by similarity with the input reference keyframe. S I and S J represent the set of pixels in the reference keyframe and the set of pixels in the next video frame, respectively. The set of position vectors of the pixels is given by S x ={x x , y x }. The matching is accomplished between the pixels of the reference keyframe and the next frame. The similar winner pixels are tracked with the modified SOM algorithm, resulting into matching of the features in the video sequence (see Algorithm 2) . This provides an improvement over the Lowe's SIFT algorithm in terms of correct matches and computation time. The differences of the corresponding matched keypoints are computed for the multiple target objects between the reference keyframe and the subsequent frames. If the computed difference is less than or equal to the threshold value, then the matched pair is selected as the stable keypoint. The matched feature keypoints are then obtained from the following equation:
If the MF(P,Q) is less than the Euclidean distance, it is accepted and considered to be the matched point in the keyframes. Otherwise it is detected as false match and is rejected.
(x P , y P ) is the location of the reference target object region, and (x Q , y Q ) is the location of the next frames in the video sequence. Finally, the proposed matching method result only the stable keypoints with efficient and correct matched keypoints. Based on the minimum distance, the winner neuron is selected with the nearest neighborhood procedure in the SOM network and the matched winning feature set consists of location-matched keypoints. In accordance, for each object feature in the reference keyframe, the corresponding matched features are determined for all the objects. 
Results and Discussion
The proposed method has been tested and evaluated in a series of image sequences demonstrating challenging tracking scenarios. In all experiments, a PC with an Intel 2.5 GHz Quad-core CPU and MATLAB is used for the implementation of the algorithms. 640×480 image resolution was used in all experiments. The four and is given by the following equation:
For all the neuron weight vectors the first two components are updated by the following equations: (Table 1) . Individual objects are identified through the use of different features for their region and through features located on object regions. Thus, an object is successfully tracked if it maintains the same features in all occurrences. Overall, the proposed method managed to successfully track all objects in all of these videos in less time. To evaluate the efficiency of the proposed method, the results have been compared with the mean-shift tracking algorithm [4] , the SIFT algorithm [18] , and the multiple instance learning algorithm [14] . Characteristic snapshots of two video sequence demonstrating tracking results in different conditions are shown in Figure 5 . The proposed tracking algorithm was used to track the multiple objects in the video sequences. The tracking results based on the proposed algorithm for the video sequences in different conditions are shown in Figure 5 . The first two rows in Figure 5 show the tracking results obtained from the ''Toy-ball" video sequence in scaled, rotation, blurred, illumination and occluded condition. The third and fourth rows in Figure 5 show the tracking results from the ''Multiple different objects" video sequence in scaled, rotation, blurred and illumination condition. Figure 6 shows the results obtained from the tracking of three objects in the "Toy-ball" video sequence using the SIFT tracking algorithm and the proposed tracking algorithm. Figure 7 shows the tracking results for the six different objects in ''Multiple different objects" sequence using the SIFT tracking algorithm and the proposed tracking method. The tracking of single objects with mean-shift tracking algorithm, SIFT tracking algorithm, multiple instance learning, and neural network based tracking is presented in the recent research for different video sequences [20] . The target object is lost in the mean-shift tracking algorithm based on comparing the histogram. It has the drawback of tracking object if it is lost and reappears later in the video sequence. The proposed method results are also compared with SIFT tracking algorithm [18] which can generate invariant features in image scale, noise, illumination and local geometric distortion. Due to the high computational complexity, the SIFT algorithm requires high computation of feature descriptor which is reduced by the proposed methodology. The results are also compared with the multiple instance learning algorithm [14] where samples requires high computational complexity to update online classifier.
Thus, the proposed tracking method overcomes the difficulties of the mean -shift, SIFT tracking algorithm and multiple instance learning algorithm. The proposed method can tracks the multiple target objects using less computational time. The proposed tracking method can efficiently track the object even though the object is lost once and subsequently reappears. The proposed approach is based on SOMbased feature matching between the object region of the multiple selected objects and the objects in the subsequent video frames. The descriptor vector for multiple objects was computed using the SIFT method and the dimensions of the features were down-sampled by factor of 2. The optimum features were selected using the SOM dimension reduction method. The number of extracted features in the lower octave with respect to the higher octave is decreased by 4 times due to the down-sampling by a factor of 2 in both image directions. The size of the descriptor vectors was reduced with the dimension reduction method of SOM. The proposed algorithm was able to locate the multiple objects accurately and consistently in less time in all the video frames. The average comparison of the computation time for the four video sequences is given in Table  1 . The average time taken by the mean shift tracking algorithm, SIFT tracking algorithm, multiple instance learning was 0.092908 seconds, 0.125786 seconds and 0.222852 seconds. While the average tracking time was significantly reduced to 0.025287 seconds with the proposed multiple object tracking method. The feature matching cost was reduced by 1.5 times as compared with the meanshift algorithm, SIFT and multiple instance learning algorithms. The proposed tracking method consistently tracked multiple objects in different conditions with less time. After obtaining the tracking results, kinect based color processing is used to determine the near or far objects. The sensor range varies from minimum 800 mm to maximum 4000 mm with distance ranges from 2.6 ft. to 13.1 ft. With the use of C sharp programming the objects distance can be computed by coloring different range area with different colors. It can be observed from Figure 8 , blue color is used to identify the objects if the object range is less than 800 mm and distance is less than 2.6. If the range is between 800 mm and 1500 mm with distance between 2.6 ft. and 
Conclusion
A new method is proposed for tracking multiple objects under rotation, illumination, occlusion and blurred conditions. Feature matching between the different frames was done using a winner calculation method which highly reduces computational cost. With an improved SOM based feature matching algorithm, the tracker discriminates an object from its interacting objects by a feature classification process. Various experiments on several different sequences show that the proposed method is effective in tracking multiple objects. The kinect distance methodology is
