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ON SMALL TRAVELING WAVES TO THE MASS CRITICAL
FRACTIONAL NLS
IVAN NAUMKIN AND PIERRE RAPHAËL
Abstract. We consider the mass critical fractional (NLS)
i∂tu− |D|
s
u+ u |u|2s = 0, x ∈ R, 1 < s < 2.
We show the existence of travelling waves for all mass below the ground state
mass, and give a complete description of the associated profiles in the small mass
limit. We therefore recover a situation similar to the one discovered in [6] for the
critical case s = 1, but with a completely different asymptotic profile when the
mass vanishes.
1. Introduction.
1.1. Setting of the problem. We study the existence and uniqueness of traveling
waves for the mass critical fractional nonlinear Schrödinger equation
i∂tu− |D|s u+ u |u|2s = 0, x ∈ R, 1 < s < 2, (1.1)
where
D := −i∂x, F (|D|u) = |ξ| (Fu) (ξ) ,
which appear as limiting models in various physical situations, see [12], [4] and
references therein. The existence of the ground state solution u(t, x) = Qs(x)e
it,
Qs > 0, of (1.1) follows from classical variational arguments, and uniqueness is a
deep result [12]. The ground state produces a sharp criterion of global existence:
for all u0 ∈ H s2 (R) with ‖u0‖L2 < ‖Qs‖L2 , ∃!u ∈ C0([0,∞),H
s
2 ) solution to (1.1),
[5], and there exists a minimal blow up solution at the threshold ‖u0‖L2 = ‖Qs‖L2 ,
[10]. For ‖u0‖L2 < ‖Q‖L2 , the behaviour of solutions dramatically depends on s:
s = 2: In the local case, all solutions below the ground state scatter, which is an
elementary consequence of the pseudo-conformal symmetry for u0 ∈ H1∩{xu ∈ L2}
and follows from the Kenig-Merle route map [9] coupled to Morawetz like estimates,
[3]. Note that in this case, the travelling wave family generated by the ground state
solitary wave is explicitly given by the action of Galilean symmetry
u(t, x) = Qs,β(x− 2βt)ei|β|2t, Qs,β(y) = eiβ·yQs(y), β ∈ R
and hence the explicit degeneracy
∀β ∈ R, ‖Qs,β‖L2 = ‖Qs‖L2 . (1.2)
s = 1: The half wave case is treated in details in [6] where the existence of travelling
u(t, x) = Qs,β(x− βt) is proved with
lim
β↑1
‖Qs,β‖L2 = 0.
In fact, a unique branch is constructed with the asymptotic behaviour
Qs,β(x) = (Q+ + oβ→1(1))
(
x
1− β
)
as β ↑ 1 (1.3)
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where Q+ is the ground state to the limiting non-local Szegő equation
∂tu = Π+(u|u|2), Π̂+u = 1ξ>0uˆ,
see [5, 16]. The existence of the critical speed β = 1 is the starting point for the
construction of two bubbles interacting solitons with growing Sobolev norms, [16],
[6].
1.2. Statement of the result. Our aim in this paper is to investigate the case
1 < s < 2 and show that a third scenario occurs. Let us consider the travelling
wave problem. We define
uβ (t, x) := e
itγQβ (x− 2βt) ,
where γ = γ (β) ∈ R. Then, in order to solve (1.1), Qβ must satisfy the equation
[|D|s − 2βD + γ]Qβ = Qβ |Qβ|2s (1.4)
which is the Euler-Lagrange equation corresponding to the minimization problem
Eβ (N) := inf
{
Eβ (u) : u ∈ Hs/2 (R) and
∫
R
|u|2 = N
}
(1.5)
where
Eβ (u) := 1
2
∫
R
u |D|s u− β
∫
R
uDu− 1
2s+ 2
∫
R
|u|2s+2 . (1.6)
For β = 0, there holds the Gagliardo–Nirenberg-type inequality (see [17] and [18])∫
R
|u|2s+2 ≤ Cs
(∫
R
u |D|s u
)(∫
R
|u|2
)s
, (1.7)
where Cs =
s+1
〈Q,Q〉s , and the ground state Qs is the optimizer of (1.7). We may now
state the main results of this paper where to ease notations, we note Qs = Q.
Existence of a minimizer for all mass below the ground state.
Theorem 1.1 (Existence of a minimizer). Let 1 < s < 2 and β ≥ 0. Then, for
all 0 < N < ‖Q‖L2 , the problem (1.5) has a minimizer Qβ,N ∈ Hs/2 (R) with
‖Qβ,N‖2L2 = N that satisfies (1.4) for some γ = γ (β,N) ∈ R.
Asymptotic as N → 0. For 0 < N < ‖Q‖2L2 and β ≥ 0, we denote by Qβ,N the set
of minimizers of the problem (1.5), which is not empty by the previous result. Let
R ∈ H1 be the unique positive, radial symmetric solution of
−△R+λ (s)R−R2s+1 = 0 (1.8)
with λ (s) :=
(
s(s−1)
2 ρ
s
0
)− 2
2−s
, ρ0 =
∫ |R0|2 and R0-the solution to the equation
−△R0+R0−R2s+10 = 0 (see Proposition 3.1 below). For β ≥ 0, we denote
ξ∗ =
(
2β
s
) 1
s−1
.
Theorem 1.2 (Asymptotics of Qβ,N as N → 0). Let 0 < N < ‖Q‖2L2 , β ≥ 0 and
Qβ,N ∈ Qβ,N . Consider the function
RN (x) =
(
s (s− 1)
2
)− 1
2s
e
−i
(
ξ∗N
− s2−s x
)
N−
1
2−s (ξ∗)−1/2Qβ,N
(
x
N
s
2−s ξ∗
)
. (1.9)
3Then, there exist x˜, γ˜ ∈ R, γ˜ = γ˜ (N) and x˜ = x˜ (N) , such that
lim
N→0
∥∥eiγ˜RN (·+ x˜)−R∥∥Hr = 0, (1.10)
for any r ≥ 0, uniformly with respect to β ≥ 0. Moreover, suppose that Qβ,N
solves (1.4) with the Lagrange multiplier γ (β,N) ∈ R and let θN be given by θN =
2
s
(
(s− 1)−1
(
2β
s
)− s
s−1
γ (β,N)− 1
)
. Then,
|θN − λ (s)| = o (1) , as N → 0,
uniformly with respect to β ≥ 0.
Uniqueness for small mass.
Theorem 1.3 (Uniqueness for small mass). There exists 0 < N0 < ‖Q‖2L2 , such
that the following holds. Given 0 < N < N0, β ≥ 0 and Qβ,N , Q˜β,N ∈ Qβ,N , there
exist φ, y ∈ R such that
Q˜β,N (x) = e
iφQβ,N (x− y) .
Control of the tails. Finally, we have a complete description of the tail of solutions
for small mass. Let
C1 =
√
π
2λ (s)
and C2 =
(
sis+1 + (−i)s+1
)
e−i
x
κ
2
√
2π (s− 1) Γ (s) , (1.11)
where Γ (s) denotes the Gamma function.
Theorem 1.4 (Tail asymptotics for small mass). Let RN be defined by (1.9) and
x˜, γ˜ ∈ R be such that (1.10) holds. Then, the following asymptotics are valid
eiγ˜RN (x+ x˜) = C1e−
√
λ(s)|x|
∫
e
√
λ(s)y
(
|R|2sR
)
(y) dy +
C2N
s(2+s)
2−s
|x|s+1
∫
|R|2sR
+
e−√λ(s)|x| + N s(2+s)2−s|x|s+1
(o|x| (1) + oN (1)) ,
where oN (1)→ 0, as N → 0, and o|x| (1)→ 0, as |x| → ∞.
Comments on the results.
1. Existence and uniqueness. The existence proof follows the path [4] which
adapts the classical concentration compactness argument [14]. Let us say that we
focused on dimension d = 1 only for the sake of simplicity, but clearly the argument
can be extended to higher dimensions as well. Uniqueness in the small mass limit
requires a careful renormalization on the Fourier side and the sharp understanding
of the role Galilean drifts which generate an explicit symmetry group for s = 2
only. Related renormalization occur for example in [15] for the description of high
momentum solitary waves. Note that like the case s = 1 (1.3), a concentration phe-
nomenon occurs in the limit N = 0, but the associated profile corresponds to a local
limiting (NLS) problem, profile R, and concentration occurs with large Galilean like
oscillations, (1.9).
2. Tails and interaction. The computation of the tail of the travelling wave in
Theorem 1.4 relies on a careful computation of the Fourier side. Related results for
the travelling waves of the Gross Pitaevski equation are given in [7]. In [6], the sharp
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description of the tail of the travelling wave is an essential step for the derivation of
the modulation equations associated to energy exchanges between two interacting
solitary waves. The derivation of related modulation equations for 1 < s < 2 and
the description of multiple bubbles interaction is a challenging problem due to the
presence of additional high Galilean like oscillations, but Theorems 1.3-1.4 are the
necessary starting point for such an investigation.
The paper is organized as follows. In Section 2 we prove Theorem 1.1. We
translate problem (1.5) to a β−independent problem and we prove the existence of
minimizers for this translated problem. Section 3 is devoted to the proof of Theorem
1.2. Again, we translate (1.5) to a problem where the mass of the minimizers
is independent on N . We obtain an asymptotic expansion for small N for the
minimizers of this new problem and for the corresponding Lagrange multipliers.
These yield the results of Theorem 1.2. Section 4 is dedicated to the proof of
Theorem 1.3. Finally, in Section 5 we prove Theorem 1.4.
Acknowledgements. Both authors are supported by the ERC-2014-CoG 646650
SingWave. P.R. would like to thank A. Soffer for stimulating discussions about this
work and the Central China Normal University, Wuhan, where part of this work
was done.
2. Existence of traveling waves
This Section is devoted to the proof of the existence of solutions to (1.4). First,
we want to reduce (1.5) to a problem independent on β. For 1 < s ≤ 2 and β ≥ 0
we define the transform τβ by
(τβu) (x) := (ξ
∗)1/2 ei(ξ
∗x)u (ξ∗x) , (2.1)
where ξ∗ =
(
2β
s
) 1
s−1
. For any ξ ∈ R we define
n (ξ) = |ξ + 1|s − sξ − 1 (2.2)
We consider the minimization problem
I (N) = inf
{
I (v) : v ∈ Hs/2 (R) and
∫
|v|2 = N
}
, (2.3)
where
I (v) = 1
2
(∫
R
vn (D) v − 1
s+ 1
∫
R
|v|2s+2
)
with n (D) = F−1n (ξ)F . A minimizer of (2.3) satisfies the equation
n (D)S + ηS = S |S|2s , (2.4)
with some constant η ∈ R. We now prove the following:
Lemma 2.1. Let 1 < s ≤ 2 and β ≥ 0. Suppose that S ∈ Hs/2 (R) is a minimizer
for (2.3). Then, Qβ (x) = (τβS) (x) minimizes (1.5). Moreover, if S ∈ Hs/2 (R)
solves (2.4) with some Lagrange multiplier θ ∈ R , Qβ (x) = (τβS) (x) is a solution
to (1.4) with γ = γ˜ = (ξ∗)s (η + s− 1) .
Proof. We denote
mβ (ξ) := |ξ|s − 2βξ.
Observe that
m′β (ξ) = 0 for ξ = ξ
∗
5and
mβ (ξ
∗) = − (ξ∗)s (s− 1) .
Note that
(|D|s − 2βD −mβ (ξ∗))
(
eiξ
∗xv
)
= eiξ
∗x (|D + ξ∗|s − 2βD − (ξ∗)s) v.
Then, using that Qβ (x) = (τβS) (x) we have
[|D|s − 2βD]Qβ = [|D|s − 2βD −mβ (ξ∗)]Qβ +mβ (ξ∗)Qβ
= eiξ
∗x (ξ∗)1/2 ((ξ∗)s (n (D)S) (ξ∗x) +mβ (ξ∗)S (ξ∗x)) .
(2.5)
Then, we get
Eβ (Qβ) = (ξ∗)s I (S) +
mβ (ξ
∗)N
2
.
Hence, if S minimizers (2.3), Qβ solves (1.5). Next, consider equation (1.4). Using
(2.5) we obtain
[|D|s − 2βD + γ]Qβ −Qβ |Qβ|2s
= ei(ξ
∗x) (ξ∗)
2s+1
2
(
n (D)S − S |S|2s + (ξ∗)−s [γ − (ξ∗)s (s− 1)]S
)
,
and thus, as γ = γ˜ and S solves (2.4), we conclude that
[|D|s − 2βD + γ]Qβ −Qβ |Qβ|2s = 0.
This proves Lemma 2.1.
Below we will show that problem (2.3) has a minimizer. More precisely, we aim
to prove the following:
Theorem 2.2. Let 1 < s < 2. Then, for all 0 < N < 〈Q,Q〉 , problem (2.3) has a
minimizer SN ∈ Hs/2 (R). In particular, SN solves (2.4) with some η = ηN ∈ R.
Remark 2.3. Note that Theorem 1.1 follows immediately from Lemma 2.1 and
Theorem 2.2.
We begin by preparing several results that are involved in the proof of Theorem
2.2. First we prove one elementary lemma.
Lemma 2.4. For any 0 ≤ A < 1, the estimate
n (ξ)−A |ξ|s ≥ 1
2
(1−A) |ξ|s − C (A) , (2.6)
with some C (A) > 0 is satisfied.
Proof. Since
|ξ + 1|s ≥ |ξ|s − 2s |ξ|s−1 , for |ξ| ≥ 2,
we have
n (ξ)−A |ξ|s ≥ (1−A) |ξ|s − 2s+2 |ξ| .
Then, noting that
1
2
(1−A) |ξ|s − 2s+2 |ξ| ≥ 0,
if |ξ| ≥ c1 (A) =
(
2s+3 (1−A)−1
) 1
s−1
, we deduce that
n (ξ)−A |ξ|s ≥ 1
2
(1−A) |ξ|s , (2.7)
for |ξ| ≥ c1 (A) . If |ξ| ≤ c1 (A) , as n (ξ) ≥ 0, for all ξ ∈ R, we estimate
n (ξ)−A |ξ|s ≥ 1
2
(1−A) |ξ|s − c2 (A) , (2.8)
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where c2 (A) = (A+ 1) (c1 (A))
s . Estimates (2.7) and (2.8) imply (2.6).
In order to prove Theorem 2.2, first we show that I (N) is bounded from below.
We prove the following:
Lemma 2.5. Let 1 < s ≤ 2. Then, for all 0 < N ≤ 〈Q,Q〉 , the following inequality
holds
2I (v) ≥ 1
2
(
1− N
s
〈Q,Q〉s
)∫
R
u |D|s u− C (N) ≥ −C (N) , (2.9)
for v ∈ Hs/2 (R) such that ∫ |v|2 = N. Moreover, any minimizing sequence for
problem (2.3) is bounded in Hs/2 (R) , for 0 < N < 〈Q,Q〉 .
Proof. Let v ∈ Hs/2 (R) be such that ∫ |v|2 = N. By (1.7) we have
2I (v) ≥
∫
R
v
(
n (D) v − N
s
〈Q,Q〉s
∫
R
v |D|s v
)
. (2.10)
Using (2.6) with A = N
s
〈Q,Q〉s we get
n (ξ)− N
s
〈Q,Q〉s |ξ|
s ≥ 1
2
(
1− N
s
〈Q,Q〉s
)
|ξ|s − C (N) , (2.11)
for some C (N) > 0. Using (2.11) in (2.10) we attain (2.9). The boundedness of
minimizing sequences for (2.3) follows immediately from (2.9).
Next, we show that the infimum I (N) is strictly negative. We have:
Lemma 2.6. Let 1 < s < 2 and 0 < N < 〈Q,Q〉 . Then, the estimate
I (N) < 0 (2.12)
holds.
Proof. Let v ∈ S be such that v̂ (ξ) is supported on B := {ξ ∈ R : ξ > 0} and∫ |v|2 = N. We take χ (t) such that χ (t) = 1, for 0 ≤ t ≤ 1 and χ (t) = 0, for t > 1.
By Taylor’s theorem, for ξ > 0 we have
n (ξ) = χ (ξ)n (ξ) + (1− χ (ξ))n (ξ)
= χ (ξ)
(∫ ξ
0
n′′ (τ) (ξ − τ) dt
)
+ (1− χ (ξ))n (ξ) .
Then, we get∫
R
n (ξ) |vˆ (ξ)|2 dξ
=
∫
R
χ (ξ)
(∫ ξ
0
n′′ (τ) (ξ − τ) dτ
)
|vˆ (ξ)|2 dξ +
∫
R
(1− χ (ξ)) (ξ + 1)s |vˆ (ξ)|2 dξ
−
∫
R
(1− χ (ξ)) (sξ + 1) |vˆ (ξ)|2 dξ.
Thus, using that
χ (ξ)
∫ ξ
0
n′′ (τ) (ξ − τ) dτ ≤ s (s− 1)
2
ξ2
and
(1− χ (ξ)) (ξ + 1)s ≤ 2sξ2,
for ξ > 0, we see that∫
R
n (ξ) |vˆ (ξ)|2 dξ ≤ 2s+1
∫
R
ξ2 |vˆ (ξ)|2 dξ.
7Therefore, we obtain
I (v) ≤ 2s
∫
R
v (−∆) v − 1
2s+ 2
∫
R
|v|2s+2 .
Let now w ∈ S be such that ŵ (ξ) is supported on B and ∫ |w|2 = N. We take
v (x) = λ1/2w (λx) . Then,
I (v) ≤ λs
(
2sλ2−s
∫
R
w (−∆)w − 1
2s + 2
∫
R
|w|2s+2
)
. (2.13)
As s < 2, choosing λ > 0 small enough we show that
2sλ2−s
∫
R
w (−∆)w − 1
2s+ 2
∫
R
|w|2s+2 < 0. (2.14)
Therefore, by (2.13) and (2.14) we obtain
I (N) ≤ I (v) < 0
and (2.12) follows.
In the next lemma we show that I (N) enjoys a strict sub-additivity condition.
Lemma 2.7. Let 1 < s < 2, 0 < N < 〈Q,Q〉 and 0 < α < N. Then, the following
estimate holds
I (N) < I (α) + I (N − α) . (2.15)
Moreover, the function I (N) is strictly decreasing and continuous on 0 < N <
〈Q,Q〉 .
Proof. We follow the proof of Lemma 2.3 of [4]. Suppose that 0 < N < 〈Q,Q〉 .
Then, by Lemma 2.5, I (N) is finite. Observe that
I (N) = N (I1 (N)) ,
where
I1 (N) := inf
v∈Hs/2(R), ‖v‖2
L2
=1
{
1
2
(∫
R
vn (D) v − N
s
s+ 1
∫
R
|v|2s+2
)}
. (2.16)
We can restrict the infimum in (2.16) to elements v ∈ Hs/2 (R) , ‖v‖2L2 = 1 such
that ∫
R
|v|2s+2 ≥ c > 0. (2.17)
Indeed, otherwise there exists a minimizing sequence {vm}∞m=0 such that∫
R
|vm|2s+2 → 0.
As n (ξ) ≥ 0, for all ξ ∈ R, we see that∫
R
vmn (D) vm ≥ 0,
for all m ≥ 1. Then,
I (N) = lim
m→∞ I (vm) ≥ 0.
The last relation contradicts (2.12). Hence, (2.17) holds. Relation (2.17) implies
that I1 (N) , as function of N, is strictly decreasing. Then,
I (θN) = θN (I1 (θN)) < θN (I1 (N)) = θI (N) ,
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for θ > 1. Thus, (2.15) follows from Lemma II.1 of [14]. Now, as I1 (N) is strictly
decreasing and I1 (N) < 0, by (2.12), for 0 < N < N1 < 〈Q,Q〉 , we have
I (N1) = N1 (I1 (N1)) < N1 (I1 (N)) < N (I1 (N)) = I (N) ,
and hence, I (N) is strictly decreasing. Since N s is convex for s > 1, I1 (N) must
be concave on 0 < N < 〈Q,Q〉, and hence I1 (N) ∈ C ((0, 〈Q,Q〉)) . Therefore, it
follows that I (N) is continuous on 0 < N < 〈Q,Q〉 .
We define the functional
L (u) :=
∫
R
un (D) u+
∫
R
|u|2 . (2.18)
We need now the following profile decomposition result for a bounded sequence in
Hs/2 (R) .
Lemma 2.8. Let {un}∞n=1 be a bounded sequence in Hs/2 (R) , 1 < s < 2. Then,
there exist a subsequence of {un}∞n=1 (still denoted {un}∞n=1), a family {xj}∞j=1 of
sequences in R, with ∣∣∣xkn − xjn∣∣∣→ +∞, as n→∞, for k 6= j, (2.19)
and a sequence
{
V j
}∞
j=1
of Hs/2 (R) functions, such that for every l ≥ 1 and every
x ∈ R,
un (x) =
l∑
j=1
V j
(
x− xjn
)
+ uln (x) , (2.20)
where the series
∑∞
j=1
∥∥V j∥∥2
Hs/2(R)
converges and
lim sup
n→∞
∥∥∥uln (x)∥∥∥
Lp(R)
→ 0, as l →∞, (2.21)
for every p > 2. Moreover, as n→∞,
‖un‖2L2 =
l∑
j=1
∥∥V j∥∥2
L2
+
∥∥∥uln∥∥∥2
L2
+ o (1) , (2.22)
∥∥∥|∇|s/2 un∥∥∥2
L2
=
l∑
j=1
∥∥∥|∇|s/2 V j∥∥∥2
L2
+
∥∥∥|∇|s/2 uln∥∥∥2
L2
+ o (1) , (2.23)
and
L (un) =
l∑
j=1
L (V j)+ L(uln)+ o (1) . (2.24)
Proof. See the proof of Proposition 2.1 of [8] for the case of bounded sequence in
H1 (R) . The proof for the fractional case Hs/2 (R) , 1 < s < 2, is analogous. We
only make a comment on (2.24). Since n (ξ) ≤ C (|ξ|s + 1) , using (2.6) with A = 0,
we deduce
c (|ξ|s + 1) ≤ n (ξ) + 1 ≤ C (|ξ|s + 1) .
for some constants 0 < c ≤ C. Therefore, the norm ‖u‖L :=
√
L (u) is equivalent
to the Hs/2 (R) norm. Hence, relation (2.24) is obtained similarly to (2.22) and
(2.23).
9Lemma 2.9. The functional L (u) , defined by (2.18), is weakly semicontinuos in
Hs/2 (R) . That is, if un ⇀ u weakly in H
s/2 (R), as n→∞,
lim inf
n→∞ L (un) ≥ L (u) .
Moreover, if limn→∞L (un) = L (u) is valid, {un}∞n=0 converges strongly to u in
Hs/2 (R) .
Proof. As noted in the proof of Lemma 2.8, the norm ‖u‖L =
√
L (u) is equivalent
to the Hs/2 (R) norm. By Plancharel theorem, the norm ‖u‖L is equivalent to a
weighted L2-norm. Then, the result of Lemma 2.9 follows from Theorem 2.11 of
[13].
Now we have all the ingredients to prove Theorem 2.2.
Proof of Theorem 2.2. Suppose that 0 < N < 〈Q,Q〉 , where Q is an optimizer of
(1.7). Let {un}∞n=0 be a minimizing sequence for (2.3). Then,
lim
n→∞I (un) = I (N) , with un ∈ H
s/2 (R) and
∫
R
|un|2 = N, for all n ≥ 0.
(2.25)
Since by Lemma 2.5 {un}∞n=0 is bounded in Hs/2 (R) , it follows from Lemma 2.8
that there exist a subsequence of {un}∞n=0 that we still denote by {un}∞n=0 and a
sequence
{
V j
}∞
j=1
of Hs/2 (R) functions, such that for every l ≥ 1 and x ∈ R,
(2.20) holds. Note that as
∫
R
|un|2 = N, by (2.22)
∑∞
j=1
∥∥V j∥∥
L2
≤ N. Moreover,∑∞
j=1
∥∥V j∥∥
L2
is strictly positive. Otherwise, V j ≡ 0, for all j ∈ N and then, (2.20)
would imply that ‖un‖Lp → 0, as n→∞, for all p > 2. This contradicts (2.12), by
an argument similar to the proof of (2.17).
Suppose that
∑∞
j=1
∥∥V j∥∥
L2
= α, for some 0 < α < N, and define
Vn (x) :=
l∑
j=1
V j
(
x− xjn
)
and
Wn (x) := u
l
n (x) .
Then, by (2.20),
un (x) = Vn (x) +Wn (x) .
Since
‖Vn (x)‖2 =
l∑
j=1
∥∥V j∥∥2 + l∑
j,k=1, j 6=k
(
V j
(
x− xjn
)
, V k
(
x− xkn
))
(2.26)
and
l∑
j,k=1, j 6=k
(
V j
(
x− xjn
)
, V k
(
x− xkn
))
= o (1) , as n→∞,
due to the orthogonality property (2.19), we have
‖Vn (x)‖2 =
l∑
j=1
∥∥V j∥∥2 + o (1) , as n→∞. (2.27)
Thus, as
∑∞
j=1
∥∥V j∥∥
L2
= α, from (2.22) we deduce that for a given ε > 0, there is
some l, n0 ≥ 0, such that for all n ≥ n0,∣∣∣‖Vn (x)‖2 − α∣∣∣ ≤ ε and ∣∣∣‖Wn‖2 − (N − α)∣∣∣ ≤ ε. (2.28)
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Using that (|a|+ |b|)p ≤ C
(
|a|p−1 |b|+ |a| |b|p−1
)
, we have
||Vn (x) +Wn (x)|p − |Vn (x)|p − |Wn (x)|p|
≤ C
(
|Vn (x)|p−1 |Wn (x)|+ |Vn (x)| |Wn (x)|p−1
)
.
Then, for some l and all n sufficiently large, by (2.19) and (2.21) we deduce
‖un‖pLp ≤ ‖Vn (x)‖pLp + ‖Wn (x)‖pLp + δp (ε) , (2.29)
with δp (ε)→ 0, as ε→ 0. Similarly to (2.27) we show that
L (Vn) =
l∑
j=1
L (V j)+ o (1) , as n→∞.
Therefore, from (2.24) we see that
L (un) = L (Vn) + L (Wn) + o (1) , as n→∞. (2.30)
Using (2.29) and (2.30) we obtain
I (N) = lim
n→∞I (un) ≥ lim infn→∞ I (Vn) + lim infn→∞ I (Wn)− δp (ε) . (2.31)
Then, as I (N) is strictly decreasing by Lemma 2.7, using (2.28), from (2.31) we
deduce that
I (N) ≥ I (α+ ε) + I ((N − α) + ε)− δp (ε) . (2.32)
By Lemma 2.7, I (N) is continuous on 0 < N < 〈Q,Q〉. Then, taking the limit as
ε→ 0 in (2.32) we see that
I (N) ≥ I (α) + I (N − α) , (2.33)
for some α ∈ (0, N) . This contradicts (2.15). Therefore, we get ∑∞j=1 ∥∥V j∥∥L2 = N.
Suppose that
∑∞
j=1
∥∥V j∥∥
L2
= N and that there are at least two functions V j
0
and
V k, for some j0, k ≥ 0, that are not identically 0. Let α =
∥∥∥V j0∥∥∥2
L2
. By assumption,
0 < α < N. We define
V˜n (x) := V
j0
(
x− xj0n
)
and
W˜n (x) :=
l∑
j=1, j 6=j0
V j
(
x− xjn
)
+ uln (x) .
Note that by (2.22) lim supn→∞
∥∥uln∥∥2L2 → 0, as l → ∞. Then, similarly to (2.28)
we have ∣∣∣∣∥∥∥V˜n (x)∥∥∥2 − α∣∣∣∣ ≤ ε and ∣∣∣∣∥∥∥W˜n∥∥∥2 − (N − α)∣∣∣∣ ≤ ε.
Then, arguing as in the case when
∑∞
j=1
∥∥V j∥∥
L2
= α, for some 0 < α < N, we
arrive to (2.33), which contradicts (2.15).
By discussion so far, the sum
∑∞
j=1
∥∥V j∥∥
L2
=
∥∥∥V j0∥∥∥
L2
= N, for some j0 ≥ 1.
Then, Lemma 2.8 implies that there exist a subsequence of {un}∞n=0 (still denoted
by {un}∞n=0) and a sequence of real numbers {xn}∞n=0, such that u˜n := un (·+ xn)
converges strongly in Lp (R) , p ≥ 2, to SN := V j0 , as n→∞. Therefore, by Lemma
2.9 we have
I (N) = lim
n→∞I (u˜n) ≥ I (SN ) ≥ I (N) . (2.34)
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The last relation implies that SN ∈ Hs/2 (R) is a minimizer for (1.5). Finally, we
note that by (2.34), limn→∞L (u˜n) = L (SN ) . Then, Lemma 2.9 shows that in fact
u˜n converges strongly to SN in H
s/2 (R) , as n→∞.
3. Small-mass behavior of traveling waves.
We now investigate the structure of small mass solitary waves. Consider the
minimization problem
I0 = inf
{
I0 (v) : v ∈ H1 (R) and
∫
|v|2 = s0
}
, (3.1)
where
s0 :=
(
s (s− 1)
2
)− 1
s
and
I0 (v) = 1
2
∫
R
v |D|2 v − 1
2s + 2
∫
R
|v|2s+2 .
We now formulate a result on existence and characterization of minimizers for prob-
lem (3.1) (see Chapter 8 of [1]).
Proposition 3.1. There exists a real, positive and radially symmetric function
R ∈ H1 such that:
i) The set of minimizers of (3.1) is characterized by the family eiγ0R (x− x0) ,
x0, γ0 ∈ R.
ii) For any sequence {vn}∞n=0 ∈ H1, such that ‖vn‖ → s1/20 and I0 (vn) → I0, as
n → ∞, there exist xn, γn ∈ R and a strictly increasing sequence φ : N→N, with
the property:
eiγφ(n)vφ(n)
(·+ xφ(n))→R, in H1.
iii) R ∈ H1 is the unique positive, radial symmetric solution of (1.8).
We aim to compare the minimizers SN of (2.3) with the minimizer R of (3.1).
For this purpose, we consider the following minimization problem
Y (N) = inf
{
YN (v) : v ∈ Hs/2 (R) and
∫
|v|2 = s0,
}
, (3.2)
where
YN (v) = 1
2
(∫
R
vnN (D) v − 1
s+ 1
∫
R
|v|2s+2
)
with
nN (D) = F−1nN (ξ)F , nN (ξ) :=
2n
(
N
s
2−s ξ
)
s (s− 1)N 2s2−s
(3.3)
and n (ξ) is defined by (2.2). Let
RN (x) = s
1/2
0 N
− 1
2−sSN
(
x
N
s
2−s
)
. (3.4)
Note that
YN (RN ) = ss+10 N−
2+s
2−s I (SN )
and ∫
|RN |2 = s0N−1
∫
|SN |2 .
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Then, as SN minimizes (2.3), RN is a minimizer for (3.2). Moreover RN satisfies
the equation
nN (D)RN + θNRN − |RN |2sRN = 0, (3.5)
with some Lagrange multiplier θN ∈ R.
Let 0 < N < 〈Q,Q〉 , where Q is an optimizer of (1.7). We denote by RN the set
of minimizers of the problem (3.2), which is not empty by Theorem 2.2 and (3.4).
Now, we prove that RN converges to R, as N tends to 0. Namely, we aim to prove
the following:
Theorem 3.2. Let 0 < N < 〈Q,Q〉 and RN ∈ RN . Then, there exist x˜, γ˜ ∈ R,
γ˜ = γ˜ (N) and x˜ = x˜ (N) , such that the relation
lim
N→0
∥∥eiγ˜RN (·+ x˜)−R∥∥Hr = 0, (3.6)
for any r ≥ 0.
We prepare a lemma that is involved in the proof of Theorem 3.2.
Lemma 3.3. Let 0 < α < 1 and b ≥ 2. Then, for κ0 = cb−
2
(2−s)α , with some c > 0,
and any 0 ≤ κ ≤ κ0,
n (κξ) =
s (s− 1)
2
(κξ)2 +O
(
κ3(1−α)
)
, (3.7)
for all |ξ| ≤ κ−α. Moreover,
n (κξ)− bκ2−s |κξ|s ≥ 0, (3.8)
holds, for all |ξ| ≥ κ−α.
Proof. By using Taylor’s theorem, we have
n (κξ) =
s (s− 1)
2
(κξ)2 +
s (s− 1) (s− 2)
2
κξ∫
0
(y + 1)s−3 (κξ − y)2 dy, (3.9)
for all |κξ| ≤ 12 . Then, if κ ≤
(
1
2
) 1
1−α we get (3.7). Next we prove (3.8). If
κ ≤ κ1 := (2b)−
1
2−s , there exists a constant K > 0 (independent of κ) such that
(3.8) is true for all |κξ| ≥ K. Note now that n (κξ) ≥ 0 for all ξ ∈ R , n′ (κξ) < 0, for
ξ < 0, and n′ (κξ) > 0, for ξ > 0. Then, min|κξ|≥ 1
2
n (κξ) = c > 0 and thus, if K ≥ 12 ,
for κ2 =
(
c
bKs
) 1
2−s and all 0 < κ ≤ κ2, (3.8) is satisfied on 12 ≤ |κξ| ≤ K. Suppose
now that ξ ∈ R is such that κ1−δ ≤ |κξ| ≤ min{12 , κ1−
2+s
2s
δ}, for all κ ≤ (12) 11−δ and
some 0 < δ < 1. Then, using Taylor’s theorem we estimate
n (κξ)− bλ2−s |λξ|s
= s (s− 1)
κξ∫
0
(y + 1)s−2 (κξ − y) dy − bκ2−s |λξ|s
≥ s(s−1)2
(
min
y∈[−|κξ|,|κξ|]
(y + 1)s−2
)
|κξ|2 − bκ2−s |κξ|s
≥ κ2−2δ
(
s(s−1)
23−s
− bκ (2−s)δ2
)
.
(3.10)
Therefore, if κ ≤ κ(δ)3 := min
{(
1
2
) 1
1−δ ,
(
s(s−1)
23−sb
) 2
(2−s)δ
}
, (3.8) is satisfied on κ1−δ ≤
|κξ| ≤ κ1− 2+s2s δ. Letm be such that (2+s2s )m α < 1 ≤ (2+s2s )m+1 α. For 0 ≤ k ≤ m, we
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define αk :=
(
2+s
2s
)k
α.We decompose [κ1−α, 12 ] = ∪m−1k=0 [κ1−αk , κ1−αk+1 ]∪[κ1−αm , 12 ].
Using (3.10) with δ = αk, 0 ≤ k ≤ m, we see that (3.8) is true on κ1−α ≤ |κξ| ≤ 12 ,
if κ ≤ κ3 := κ(α)3 . Hence, putting κ0 = min{κ1, κ2, κ3}, we conclude that (3.8) is
satisfied for all |ξ| ≥ κ−α, with 0 < κ ≤ κ0.
Proof of Theorem 3.2. To somehow simplify the notation, we introduce κ = N
s
2−s
and study the limit of
R(κ) = R
κ
2−s
s
,
as κ → 0. We denote Yκ = Y (N) and Y(κ) (v) = YN (v) . Let σκ ∈ L∞ be such
that σκ (ξ) = s
1/2
0
(∫
|ζ|≤κ−α
∣∣∣Rˆ (ζ)∣∣∣2 dζ)−1/2 , for |ξ| ≤ κ−α, and σκ (ξ) = 0, for
|ξ| ≥ κ−α. We put Rκ := F−1
(
σκRˆ
)
. Note that
∫ ∣∣∣Rˆ∣∣∣2 = s0. Using (3.7), we have
Yκ ≤ Y(κ) (R) = κ−2
∫
R
n(κξ)
s(s−1)σκ (ξ)
∣∣∣Rˆ (ξ)∣∣∣2 dξ − 1
2s+ 2
∫
|Rκ|2s+2
≤ 12
∫
R
ξ2σκ (ξ)
∣∣∣Rˆ (ξ)∣∣∣2 dξ − 1
2s+ 2
∫
|Rκ|2s+2 +O
(
κ1−3α
)
.
(3.11)
Then, as
1
2
∫
R
ξ2 (1− σκ (ξ))
∣∣∣Rˆ (ξ)∣∣∣2 dξ + 1
2s+ 2
∫ (
|R|2s+2 − |Rκ|2s+2
)
= O (κ) ,
we deduce
Yκ ≤ I0 +O
(
κ1−3α
)
. (3.12)
Let χκ ∈ L∞ be such that χκ (ξ) = 1, for |ξ| ≤ κ−1/3+δ/3, 0 < δ < 1, and χκ (ξ) = 0,
for |ξ| ≥ κ−1/3+δ/3. We define
wκ := F−1χκFR(κ) and rκ := R(κ) − wκ. (3.13)
Let us prove that in fact Yκ → I0, as κ→ 0. Note that
Yκ = Y(κ)
(
R(κ)
)
= Y(κ) (wκ + rκ) . (3.14)
Using the elementary relation (a+ b)p ≤ ap + bp + C (ap−1b+ abp−1) , a, b ≥ 0,
p ≥ 1, by Young’s inequality we have
|wκ + rκ|2s+2 ≤ (1 + Cε) |wκ|2s+2 + (1 +K (ε)) |rκ|2s+2 , ε > 0,
with K (ε) := Cε−(
1
2s+1
+2s+1). Using the last inequality in (3.14) we get
Yκ ≥ Y1 (κ) + Y2 (κ) , (3.15)
where
Y1 (κ) :=
∫
R
n (κξ)
s (s− 1) κ2 |wˆκ (ξ)|
2 dξ − 1 + Cε
2s+ 2
∫
R
|wκ|2s+2
and
Y2 (κ) :=
∫
R
n (κξ)
s (s− 1) κ2 |rˆκ (ξ)|
2 dξ − 1 +K (ε)
2s+ 2
∫
R
|rκ|2s+2 .
By using (3.7) with α = 1−δ3 we have
Y1 (κ) =
1
2
∫
R
wκ |D|2 wκ − 1 +Cε
2s+ 2
∫
R
|wκ|2s+2 +O
(
κδ
)∫
R
|wˆκ (ξ)|2 dξ,
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as κ→ 0. Observe that∫
|wˆκ (ξ)|2 dξ +
∫
|rˆκ (ξ)|2 dξ =
∫ ∣∣∣R(κ)∣∣∣2 = s0. (3.16)
Hence, we show that
Y1 (κ) =
1
2
∫
R
wκ |D|2 wκ − 1 + Cε
2s+ 2
∫
R
|wκ|2s+2 +O
(
κδ
)
, (3.17)
as κ→ 0. On the other hand, we claim that there is κ1 (ε) > 0 such that
Y2 (κ) ≥ 0, (3.18)
for any 0 < κ ≤ κ1 (ε) . Indeed, using (1.7) and (3.16), we estimate∫
R
|rκ|2s+2 ≤ Cs
∫
R
|ξ|s |rˆκ (ξ)|2 dξ. (3.19)
Then,
Y2 (κ) ≥ 1
s (s− 1) κ2
∫
R
(
n (κξ)− Css (s− 1) (1 +K (ε))
2s+ 2
κ2−s |κξ|s
)
|rˆκ (ξ)|2 dξ.
(3.20)
Therefore, since rˆκ (ξ) = 0 for |ξ| ≤ κ−1/3+δ/3, using (3.8) of Lemma 3.3 with
α = 1−δ3 and b =
Css (s− 1) (1 +K (ε))
2s+ 2
, we get (3.18). Since by Lemma 3.3
κ = O
(
b
− 2
(2−s)α
)
, we note that
ε = O
(
κ
(2−s)α
2( 12s+1+2s+1)
)
. (3.21)
Using (3.17) and (3.18) in (3.15) we see
Yκ ≥ Y1 (κ) + Y2 (κ) ≥ Y1 (κ) = 1
2
∫
R
wκ |D|2 wκ − 1 + Cε
2s+ 2
∫
R
|wκ|2s+2 +O
(
κδ
)
,
(3.22)
as κ→ 0. Thus, taking into account (3.12), we get
1
2
∫
R
wκ |D|2 wκ − 1 +Cε
2s+ 2
∫
R
|wκ|2s+2 ≤ C,
for any 0 < κ ≤ κ2 (ε) , and some κ2 (ε) > 0. Then, from (1.7) and (3.16) we get∫
R
(
1
2
|ξ|2 − Cs (1 + Cε)
2s+ 2
|ξ|s
)
|wˆκ (ξ)|2 dξ ≤ C.
Therefore, as for some c > 0, |ξ|
2
2 −
Cs (1 + Cε)
2s + 2
|ξ|s ≥ |ξ|24 , for all |ξ| ≥ c, by (3.16)
we obtain the estimate
‖wκ‖H1 ≤ C, (3.23)
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uniformly on 0 < κ ≤ κ2 (ε) . Moreover, using (3.8) we get
Y2 (κ) ≥ 1s(s−1)κ2
∫
R
(
n (κξ)− Css (s− 1) (1 +K (ε))
2s + 2
κ2−s |κξ|s
)
|rˆκ (ξ)|2 dξ
≥
∫
R
|ξ|s |rˆκ (ξ)|2 dξ.
(3.24)
Then, since the left-hand side of the last relation is bounded by I0, due to (3.12)
and (3.15), we deduce
‖rκ‖2Hs/2 ≤ C,
for all κ > 0 sufficiently small. In particular, we have
κ−
(1−δ)s
3
∫
R
|rˆκ (ξ)|2 dξ = κ−
(1−δ)s
3
∫
|ξ|≥κ−1/3+δ/3
|rˆκ (ξ)|2 dξ
≤
∫
|ξ|≥κ−1/3+δ/3
|ξ|s |rˆκ (ξ)|2 dξ ≤ C,
which implies ∫
R
|rˆκ (ξ)|2 dξ ≤ Cκ
(1−δ)s
3 . (3.25)
Then, it follows from (3.16) that∫
|wκ|2 → s0, as κ→ 0. (3.26)
Then, returning to (3.22) and using (3.21) we get
Yκ ≥ Y1 (κ) + Y2 (κ) ≥ Y1 (κ) = I0 (wκ) + o
(
κδ1
)
,
for some 0 < δ1 ≤ δ. Therefore, using (3.12), (3.23) and (3.26), we obtain
I0 + o
(
κδ1
) ≥ Yκ ≥ Y1 (κ) + Y2 (κ) ≥ Y1 (κ)
= I0 (wκ) + o
(
κδ1
) ≥ I0 + o (κδ1) . (3.27)
In particular, this means
lim
κ→0
I0 (wκ) = I0 and lim
κ→0
Y2 (κ) = 0. (3.28)
Then, from (3.24) and (3.25) we deduce that
lim
κ→0
‖rκ‖2Hs/2 = limκ→0
 ∫
|ξ|≥κ−1/3+δ/3
|rˆκ (ξ)|2 dξ +
∫
R
|ξ|s |rˆκ (ξ)|2 dξ
 = 0. (3.29)
Now, we have all the estimates that we need to prove Theorem 3.2. We argue as
follows. Let {Nn}∞n=1 be such that 0 < Nn < 〈Q,Q〉 and Nn → 0, as n→∞. Then,
κn = N
s
2−s
n also tends to 0. We consider the sequence {wn}∞n=1, where wn := wκn .
Taking into account (3.26) and (3.28), from Proposition 3.1 it follows that there
exist a subsequence of {wn}∞n=1, that we still denote by {wn}∞n=1 and xn, γn ∈ R,
such that
lim
n→∞
∥∥eiγnwn (·+ xn)−R∥∥H1 = 0.
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Furthermore, using (3.13) and (3.29) we deduce that
lim
n→∞
∥∥∥eiγnR(κn) (·+ xn)−R∥∥∥
Hs/2
= 0. (3.30)
To complete the proof, we need to show that eiγnR(κn) (·+ xn) converges to R in
Hr, for all r ≥ 0. Recall that for any 0 < κ < 〈Q,Q〉 2−ss , R(κ) is a minimizer of
(3.2). Then, R(κ) satisfies equation (3.5), that is
n(κ) (D)R(κn) + θ(κ)R(κn) −
∣∣∣R(κn)∣∣∣2sR(κn) = 0, (3.31)
where
n(κ) (D) := n
κ
2−s
s
(D) , (3.32)
for some θ(κ) = θ
κ
2−s
s
∈ R. Since R(κn) converges to R, in Hs/2, as n → ∞,∥∥R(κn)∥∥
Hs/2
≤ C, uniformly for n ∈ N. In particular, from Sobolev theorem we get∫ ∣∣R(κn)∣∣2s+2 ≤ C, and then, using the bound (3.12) we see that∫
R
n(κn) (ξ)
∣∣∣Rˆ(κn) (ξ)∣∣∣2 dξ ≤ C.
Hence, from (3.31) we get∣∣∣θ(κn)∣∣∣ ≤ ∫ ∣∣∣R(κn)∣∣∣2s+2 + ∫
R
n(κn) (ξ)
∣∣∣Rˆ(κn) (ξ)∣∣∣2 dξ ≤ C, (3.33)
uniformly for n ∈ N. From (3.31) and (3.33), via the Sobolev theorem, we also
deduce∫
R
(
n(κn) (ξ)
)2 ∣∣∣Rˆ(κn) (ξ)∣∣∣2 dξ ≤ C (∫ ∣∣∣R(κn)∣∣∣2 + ∫ ∣∣∣R(κn)∣∣∣4s+2) ≤ C. (3.34)
Then, it follows from Lemma 3.3 that
∥∥R(κn)∥∥
Hs
≤ C. Applying the operator D to
equation (3.31) and arguing similarly to the proof of (3.34), we get
∥∥R(κn)∥∥
Hs+1
≤ C.
By induction on r ∈ N, we see that, in fact, R(κn) is uniformly bounded in Hr, for all
r ∈ N (and hence all r ≥ 0). Therefore, as (3.30) is true, eiγnR(κn) (·+ xn) converges
to R in Hr, r ≥ 0, as n → ∞. Recalling that R(κn) = R
κ
2−s
s
n
and κn = N
s
2−s
n we
deduce that for any {Nn}∞n=1 such that 0 < Nn < 〈Q,Q〉 and Nn → 0, as n →∞,
the estimate
lim
n→∞
∥∥eiγnRNn (·+ xn)−R∥∥Hr = 0,
holds for any r ≥ 0. Since the sequence {Nn}∞n=1 in the last relation is arbitrary, we
attain (3.6).
Theorem 3.2 allows to calculate the limit as the mass 0 < N < 〈Q,Q〉 tends to 0
for Lagrange multiplier θN in the equation (3.5) for RN . We have the following.
Lemma 3.4. Let 0 < N < 〈Q,Q〉 . The relation
|θN − λ (s)| = o (1) , as N → 0, (3.35)
is true, where λ (s) =
(
ρs0
s(s−1)
2
)− 2
2−s
is the Lagrange multiplier in equation (1.8)
for R.
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Proof. Theorem 3.2 implies that there is RN (x), such that RN converges to R, in
Hr, r ≥ 0, as N → 0. Since RN and R solve (3.5) and (1.8), respectively, we have
|θN − λ (s)| R ≤ r+ |nN (D) (R−RN )|
+
∣∣∣|RN |2sRN −R2s+1∣∣∣+ |θN | |R−RN | , (3.36)
where
r :=
∣∣∣(|D|2−nN (D))R∣∣∣ .
As nN (ξ) ≤ C
(
1 + ξ2
)
for all ξ ∈ R,
nN (D) ≤ C 〈D〉2 . (3.37)
By noting that the sequence {κn}∞n=1 in (3.33) is arbitrary, as θ(κn) = θ
κ
2−s
s
n
we have
|θN | ≤ C, (3.38)
uniformly for all N > 0 small enough. Then, since RN converges to R, using (3.37),
(3.38) and Sobolev theorem, we see that the last three terms in the right hand side
of (3.36) tend to 0, as N → 0. Now, note that Sobolev theorem implies
r2 ≤
∫
|ξ|≤κ−α
〈ξ〉
∣∣∣|ξ|2 − nN (ξ)∣∣∣ ∣∣∣Rˆ (ξ)∣∣∣2 dξ + r˜, (3.39)
with κ = N
s
2−s , 0 < α < 1/3 and
r˜ :=
∫
|ξ|≥κ−α
〈ξ〉
∣∣∣|ξ|2 − nN (ξ)∣∣∣ ∣∣∣Rˆ (ξ)∣∣∣2 dξ.
Using (3.37) we have
r˜ ≤ C
∫
|ξ|≥κ−α
〈ξ〉4
∣∣∣Rˆ (ξ)∣∣∣2 dξ ≤ Cκα ∥∥∥Rˆ∥∥∥2
H2
.
Then, using (3.7) to estimate the first term in the right hand side of (3.39), we see
that r = o (1), as N → 0. Hence, from (3.36) we attain (3.35).
Proof of Theorem 1.2. To prove the first part of Theorem 1.2 we note that the
minimizers SN of (2.3) and the minimizers RN of (3.2) are related by (3.4). More-
over, by Lemma 2.1 we see that SN is related to Qβ,N by the equation
Qβ,N (x) = (τβSN ) (x) , (3.40)
with τβ given by (2.1). Then, RN and Qβ,N are related by (1.9), and hence, the first
part of Theorem 1.2 is consequence of Theorem 3.2. To prove the second part we
observe that if RN satisfies (3.5), SN solves (2.4) with η =
s(s−1)
2 θN . On the other
hand, it follows from Lemma 2.1 that the Lagrange multiplier η corresponding to
SN is related to the Lagrange multiplier γ (β,N) that corresponds to Qβ,N by the
formula γ (β,N) =
(
2β
s
) s
s−1
(η + s− 1) . Then,
θN =
2
s
(
(s− 1)−1
(
2β
s
)− s
s−1
γ (β,N)− 1
)
.
Therefore, the second part of Theorem 1.2 follows from (3.35).
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4. Uniqueness of traveling waves.
We now turn to the proof of Theorem 1.3. In view of relations (3.4) and (3.40),
we need to show the unicity of the minimizers RN ∈ RN . We aim to prove the
following.
Lemma 4.1. There exists N0 > 0 with the following property: given 0 < N < N0
and RN , R˜N ∈ RN , there exist φ, y ∈ R such that
R˜N (x) = e
iφRN (x− y) .
Before proving Lemma 4.1 we present a lemma that is involved in its proof.
Consider some fixed RN ∈ RN and recall that RN satisfies equation (3.5). We
define the linearized operator LRN : Hs/2 → H−s/2 close to RN by
LRN f := nN (D) f + θNf − (s+ 1) |RN |2s f − s
(
|RN |2s−2R2N
)
f , f ∈ Hs/2.
Recall the notation (f, g) = Re
∫
fg. We now prove the following invertibility result
for LRN .
Lemma 4.2. There exists N0 > 0, such that for all 0 < N < N0 and all RN ∈ RN
the estimate
‖f‖Hs/2 ≤ C
(‖LRNf‖H−s/2 + |(f, iRN )|+ |(f,∇RN )|) (4.1)
is true for all f ∈ Hs/2. Moreover, for all F ∈ H−s/2 with (F, iRN ) = (F,∇RN ) =
0, the problem { LRN f = F, f ∈ Hs/2,
(f, iRN ) = (f,∇RN ) = 0,
has a unique solution f ∈ Hs/2, and
‖f‖Hs/2 ≤ C ‖F‖H−s/2 (4.2)
holds.
Proof. Let L : H1 → H−1 be the linearized operator for the equation (1.8) around
R :
Lf := |D|2 f + λ (s) f − (s+ 1)R2sf − sR2sf, f ∈ H1.
We write f ∈ H1 as f = h+ ig, with real h and g. Then,
Lf = L+h+ iL−g
where
L+h := |D|2 h+ λ (s)h− (2s+ 1)R2sh
and
L−g := |D|2 g + λ (s) g −R2sg.
Thus,
(Lf, f) = (L+h, h) + (L−g, g) , (4.3)
for real functions h, g ∈ H1. It is known (see Lemmas 2.1 and 2.2 of [2]) that
kerL+ = span{∇R}, L+|{R}⊥ ≥ 0 and L−|{R}⊥ > 0. Then, from (4.3) we get
(Lf, f) ≥ c ‖f‖2H1 ,
for all f ∈ H1 such that |(f,R)| + |(f, iR)| + |(f,∇R)| = 0. Moreover, using the
relation L+R = −2s
(
|D|2 + λ (s)
)
R, we see that
‖f‖H1 ≤ C (‖Lf‖H−1 + |(f, iR)|+ |(f,∇R)|) , (4.4)
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for all f ∈ H1.
Now, in order to prove (4.1), let us compare LRN and L. Theorem 3.2 shows
that there exist x (N) , γ (N) ∈ R such that R˜N := eiγ(N)RN (·+ x (N)) → R, in
Hr, r ≥ 0, as N → 0. Since the Sobolev norms are invariant under translations and
phase-shift, to prove (4.1) we may assume that RN itself converges to R, in Hr,
r ≥ 0, as N → 0. We fix such RN ∈ RN and denote LN := LRN . Let ηN ∈ L∞ be
such that ηN (ξ) = 1, for |ξ| ≤ κ−α, κ = N
s
2−s , 0 < α < 1/3, and ηN (ξ) = 0, for
|ξ| ≥ κ−α. We decompose f ∈ Hs/2 as
f = f1 + r, (4.5)
with
f1 := F−1ηNFf and r := F−1 (1− ηN )Ff. (4.6)
We have
‖LNf‖2H−s/2 = ‖LNf1‖2H−s/2 + ‖LNr‖2H−s/2 + 2
(〈D〉−s LNf1,LNr)
≥ ‖LNf1‖2H−s/2 + ‖LNr‖2H−s/2 − 2
∣∣(〈D〉−s LNf1,LNr)∣∣ . (4.7)
We denote
D = (〈D〉−s nN (D))1/2 .
Observe that ∣∣(〈D〉−s LNf1,LNr)∣∣ ≤
≤
∫
|Df1|
∣∣∣D ((s+ 1) |RN |2s r + s(|RN |2s−2R2N) r)∣∣∣
+
∫
|Dr|
∣∣∣D ((s+ 1) |RN |2s f1 + s(|RN |2s−2R2N) f1)∣∣∣
+C
∫ (
1 + |θN |+ |RN |4s
)
|f1| |r|
(4.8)
and
‖LNr‖2H−s/2 ≥ ‖nN (D) r‖2H−s/2
−2
∫
|Dr|
∣∣∣D (θNr − (s+ 1) |RN |2s r − s(|RN |2s−2R2N) r)∣∣∣ . (4.9)
Also, we have
‖LNf1‖2H−1 ≥
1
2
‖Lf1‖2H−1 − ‖(LN − L) f1‖2H−1 . (4.10)
Using (4.8), (4.9) and (4.10) in (4.7) we get
‖LNf‖2H−s/2 ≥
1
2
‖Lf1‖2H−1 + ‖nN (D) r‖2H−s/2 − r1 (f)− r2 (f) . (4.11)
where
r1 (f) := ‖(LN − L) f1‖2H−1 ,
and
r2 (f) := r21 (f) + r22 (f) + r23 (f) + r24 (f) ,
with
r21 (f) := 2
∫
|Df1|
∣∣∣D ((s+ 1) |RN |2s r + s(|RN |2s−2R2N) r)∣∣∣ ,
r22 (f) := 2
∫
|Dr|
∣∣∣D ((s+ 1) |RN |2s f1 + s(|RN |2s−2R2N) f1)∣∣∣
r23 (f) := 2
∫
|Dr|
∣∣∣D (θNr − (s+ 1) |RN |2s r − s(|RN |2s−2R2N) r)∣∣∣ .
and
r24 (f) := C
∫ (
1 + |θN |+ |RN |4s
)
|f1| |r| ,
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It follows from (3.8) that
‖nN (D) r‖2H−s/2 ≥ c ‖r‖2Hs/2 . (4.12)
Moreover, from (4.4) by (4.5) we obtain
1
2
‖Lf1‖2H−1 ≥ c1 ‖f1‖2H1 −
(
|(f, iR)|2 + |(f,∇R)|2 + |(r, iR)|2 + |(r,∇R)|2
)
,
for some c1 > 0. Then, using (4.12) and ‖f1‖2H1 ≥ c ‖f1‖2Hs/2 (s < 2), from (4.11)
we deduce
‖LNf‖2H−s/2 ≥ c2 ‖f‖2Hs/2 − |(f, iR)|2 − |(f,∇R)|2
−r1 (f)− r2 (f)− r3 (f) , (4.13)
for some c2 > 0, where
r3 (f) := |(r, iR)|2 + |(r,∇R)|2 .
Let us prove that there exists N0 > 0, such that for any 0 < N < N0
r1 (f) + r2 (f) + r3 (f) ≤ c2
2
‖f‖2Hs/2 , (4.14)
for all f ∈ H1, with c2 > 0 given by (4.13). By the definition (4.6) of r we have
‖r‖2Hp =
∫
R
〈ξ〉2p |rˆ (ξ)|2 dξ ≤ Cκ(s−2p)α ‖f‖2Hs/2 , for p < s/2. (4.15)
Then,
r3 (f) ≤ Cκsα ‖f‖2Hs/2 . (4.16)
As RN converges to R, in Hr, r ≥ 0, as N → 0, there exists N0 > 0, such that
‖RN‖Hr ≤ C, (4.17)
uniformly on 0 < N < N0. Then, via Sobolev theorem, using (3.37) we estimate
r21 (f) as
r21 (f) ≤ C ‖r‖H1−s/2 ‖f1‖H1−s/2 .
Thus, taking into account (4.15) with p = 1− s/2, we see that
r21 (f) ≤ Cκ(s−1)α ‖f‖Hs/2 ‖f1‖H1−s/2 ≤ Cκ(s−1)α ‖f‖2Hs/2 .
Similarly we estimate r22 (f) and r23 (f) (by using also (3.38)). Then, noting that
by (4.15), (4.17) and (3.38), r24 (f) ≤ Cκsα/2 ‖f‖2Hs/2 , we arrive to
r2 (f) ≤ Cκ(s−1)α ‖f‖2Hs/2 . (4.18)
Let us consider r1 (f) . Observe that
(LN − L) f1 =
(
nN (D)− |D|2
)
f1 + (θN − λ (s)) f1
− (s+ 1)
(
|RN |2s −R2s
)
f1 − s
(
|RN |2s−2R2N −R2s
)
f1.
Then, as RN converges to R, by the definition (4.6) of f1, (3.7) and (3.35), as
κ = N
s
2−s we obtain
r1 (f) = o (1) ‖f‖2Hs/2 , as N → 0. (4.19)
Using (4.16), (4.18) and (4.19), we attain (4.14). Introducing (4.14) into (4.13) we
get
‖f‖Hs/2 ≤ C (‖LNf‖H−s/2 + |(f, iR)|+ |(f,∇R)|) . (4.20)
Since RN converges to R,
|(f, i (R−RN ))|+ |(f,∇ (R−RN ))| ≤ o (1) ‖f‖Hs/2 ,
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as N → 0. Hence, |(f, iR)| + |(f,∇R)| in (4.20) may be replaced by |(f, iRN )| +
|(f,∇RN)| . Therefore, we arrive to (4.1). Now, note that (4.1) implies kerLN =
span {iRN ,∇RN}. Then, the second statement of Lemma 4.2 follows from Fredholm
alternative applied to the operator (nN (D) + θN )
−1 LRN .
Proof of Lemma 4.1. Without loss of generality we suppose that RN and R˜N tend
to R, as N → 0. For any γ, y ∈ R we define
εN (x, γ, y) := R˜N (x)− eiγRN (x− y)
and
fN (γ, y) :=
(
εN (x, γ, y) , iR˜N
)
, gN (γ, y) :=
(
εN (x, γ, y) ,∇R˜N
)
.
These functions are smooth with respect to γ and y. Let us denote by JN (γ, y) the
Jacobian matrix of fN and gN at (γ, y) . As RN converges to R, in Hr, r ≥ 0, as
N → 0, there is N0 > 0, such that for all 0 < N < N0,
|detJN (γ, y)| ≥ 1
2
‖R‖2L2 ‖∇R‖2L2 ,
for (γ, y) in some neighborhood of (0, 0) (dependent only on N0). Then, as fN (0, 0)
and gN (0, 0) tend to 0, as N → 0, we conclude that there are γ (N) , y (N) ∈ R
such that
fN (γ (N) , y (N)) = gN (γ (N) , y (N)) = 0. (4.21)
Since RN and R˜N satisfy equation (3.31) and RN converges to R, we have∥∥∥LR˜N εN (·, γ (N) , y (N))∥∥∥H−s/2 ≤ o (1) ‖εN (·, γ (N) , y (N))‖Hs/2 .
Therefore, using (4.2) we conclude that εN (x, γ (N) , y (N)) ≡ 0. Lemma 4.1 is
proved.
5. Spatial asymptotics of travelling waves.
This Section is devoted to the proof of Theorem 1.4. For this purpose we use
relations (2.1) and (3.4) and consider the function RN which satisfies the equation
(3.5). Taking the Fourier transform in the both sides of (3.5) we have
nN (ξ) RˆN (ξ) + θN RˆN (ξ) =
(
F
(
|RN |2sRN
))
(ξ) ,
where we recall that
nN (ξ) =
2n
(
N
s
2−s ξ
)
s (s− 1)N 2s2−s
=
2
(∣∣∣N s2−s ξ + 1∣∣∣s − sN s2−s ξ − 1)
s (s− 1)N 2s2−s
.
(Here we used formulae (3.3) and (2.2)). Then,
RN = mN ∗
(
|RN |2sRN
)
(5.1)
where
mN (x) :=
(
F−1
(
1
nN (·) + θN
))
(x) .
We begin by studying the asymptotics of the function mN (x) . Recall that
C1 =
√
π
2λ (s)
and C2 =
(
sis+1 + (−i)s+1
)
e−i
x
κ
2
√
2π (s− 1) Γ (s) .
(Γ (s) denotes the Gamma function.) We prove the following.
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Lemma 5.1. The following expansion is true
mN (x) = C1e−
√
λ(s)|x| + C2N
s(2+s)
2−s
|x|s+1 + oN (1) e
−
√
λ(s)|x|
+
(
oN (1) + o|x| (1)
)
N
s(2+s)
2−s
|x|s+1 ,
(5.2)
for |x| → ∞ and N → 0, where oN (1)→ 0, as N → 0, and o|x| (1)→ 0, as |x| → ∞.
Before proving Lemma 5.1, we prepare a result that is involved in its proof. Let
us consider the functions
f±1 (y) = (y + 1)
s − sy − 1 + s (s− 1)
2
N
2s
2−s θN (5.3)
on G±1 = {y ∈ C : Re y > −1 and ± Im y > 0} , with the brunch of (y + 1)s selected
in such way that (x+ 1)s = (x+ 1)s, for x > −1. Also, let
f±2 (y) = (y − 1)s + sy − 1 +N
2s
2−s θN (5.4)
on G±2 = {y ∈ C : Re y > 1 and ± Im y > 0} , where (x− 1)s = (x− 1)s , for x > 1.
We have the following.
Lemma 5.2. i) There is N0 > 0, such that for any 0 ≤ N ≤ N0, the function f±1 (y)
has only one root y± = y± (N) in the region G±1 . This root satisfies the estimate∣∣y± (N)∣∣ = O (N s2−s) , (5.5)
as N tends to 0.
ii) On the other hand, the function f±2 (y) has no roots in the region G
±
2 .
Proof. Let us consider the case of f+1 . We translate y → y − 1 and study the zeros
of the function f˜+1 (y) = y
s − sy + s − 1 + κ2θ(κ) in G˜+1 = {y ∈ C : Re y ≥ 0 and
Im y ≥ 0}. We write y = |y| eiφ, for 0 ≤ φ ≤ pi2 . Then, we need to solve the following
equation
f˜+1 (y) = |y|s eisφ − s |y| eiφ + s− 1 +N
2s
2−s θN = f
+
11 (|y| , φ) + if+12 (|y| , φ) = 0,
with
f+11 (|y| , φ) = |y|s cos (sφ)− s |y| cosφ+ s− 1 +N
2s
2−s θN
and
f+12 (|y| , φ) = |y|s sin (sφ)− s |y| sinφ.
Equivalently, we get the equations
f+11 (|y| , φ) = 0 (5.6)
and
f+12 (|y| , φ) = 0. (5.7)
From (5.7) we see that for 0 < φ ≤ pi2
|y|s−1 = s sinφ
sin (sφ)
. (5.8)
The right-hand side is increasing on 0 ≤ φ ≤ pi2 and it is equal to 1 for φ = 0.
Therefore, there is no roots for f+1 (y) if |y| < 1. Let r (φ) =
(
s sinφsin(sφ)
) 1
s−1
. Then,
23
we need to solve f+11 (r (φ) , φ) = 0 on 0 ≤ φ ≤ pi2 . Note that for 0 < φ ≤ pi2
d
dφf
+
11 (r (φ) , φ) = s
(
rs−1 (φ) cos (sφ)− cosφ) dr(φ)dφ
−sr (rs−1 (φ) sin (sφ)− sinφ)
= ssin(sφ) (s sinφ cos (sφ)− sin (sφ) cosφ) dr(φ)dφ
−s (s− 1) r (φ) sinφ < 0.
(5.9)
Moreover, f+11 (r (0) , 0) = N
2s
2−s θN . Then, using (3.35), we see that f
+
11 (r (0) , 0) > 0
for N > 0 small enough. Since r (φ) is increasing on 0 ≤ φ ≤ pi2 , from (5.9) we get
d
dφf
+
11 (r (φ) , φ)
= ssin(sφ) (s sinφ cos (sφ)− sin (sφ) cosφ)
dr(φ)
dφ
−s (s− 1) (r (φ)− 1) sinφ− s (s− 1) sinφ < −s (s− 1) sinφ.
Integrating the last inequality we see that
f+11 (r (φ) , φ) < N
2s
2−s θN − s (s− 1) (1− cosφ) .
Thus, there is 0 < φ0 <
pi
2 , such that f
+
11 (r (φ0) , φ0) < 0, for all N > 0 small
enough. Hence, we conclude that there is N0 > 0, such that for any 0 ≤ N ≤ N0,
there is 0 < φ (N) < pi2 with the property
f+11 (r (φ (N)) , φ (N)) = 0.
Therefore we conclude for N > 0 sufficiently small, the function f+1 (y) has only
one root y+ = y+ (N) . Since (y + 1)s − sy − 1 = 0 only for y = 0, we show that
y (N) → 0, as N tends to 0. Then, using that (y + 1)s − sy − 1 = Cy2 + o (y2) ,
as y → 0, from the equation f+1 (y (N)) = 0 we get (5.5). To prove the same
result for f−1 , we again translate y → y − 1 and study the zeros of the function
f˜−1 (y) = y
s − sy + s − 1 + κ2θ(κ) in G˜−1 = {y ∈ C : Re y ≥ 0 and Im y ≤ 0}. We
represent y = |y| e−iφ, for 0 ≤ φ ≤ pi2 . Then,
f˜−1 (y) = f
−
11 (|y| , φ) + if−12 (|y| , φ) = 0,
with
f−11 (|y| , φ) = |y|s cos (sφ)− s |y| cosφ+ s− 1 +N
2s
2−s θN
and
f−12 (|y| , φ) = − |y|s sin (sφ) + s |y| sinφ.
Arguing similarly to the case of f+1 we prove that f
−
1 has only one root y
− = y− (N)
which satisfies (5.5). This proves the first part of Lemma 5.2.
To prove the second part, we first translate y → y+1 and study the existence of
zeros for
f˜±2 (y) = y
s + sy + s− 1 +N 2s2−s θN (5.10)
on G˜±2 = {y ∈ C : Re y ≥ 0 and ± Im y ≥ 0} . We introduce the decomposition y =
|y| e±iφ, for 0 ≤ φ ≤ pi2 into (5.10) to get
f˜±2 (y) = f
±
21 (|y| , φ) + if±22 (|y| , φ) ,
with
f±21 (|y| , φ) = |y|s cos (sφ) + s |y| cosφ+ s− 1 +N
2s
2−s θN
and
f±22 (|y| , φ) = ± (|y|s sin (sφ) + s |y| sinφ) .
Since
±f±22 (|y| , φ) > 0
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for all |y| > 0 and all 0 < φ ≤ pi2 , and
f±21 (|y| , 0) = |y|s + s |y|+ s− 1 +N
2s
2−s θN > 0,
we conclude that f˜±2 (y) does not have roots on G˜
±
2 .
Proof of Lemma 5.1. We have
m(κ) (x) := mN (x) =
s (s− 1)
2
F−1
(
1
κ−2 (|κξ + 1|s − sκξ − 1) + θ(κ)
)
(x) ,
with κ = N
s
2−s and θ(κ) = s(s−1)2 θN . Let us study the function
I := F−1
(
1
κ−2 (|κξ + 1|s − sκξ − 1) + θ(κ)
)
.
We have
I =
1√
2π
∞∫
−∞
eixξ
dξ
κ−2 (|κξ + 1|s − sκξ − 1) + θ(κ)
=
1√
2π
∞∫
− 1
κ
eixξ
dξ
κ−2 (|κξ + 1|s − sκξ − 1) + θ(κ)
+
1√
2π
− 1
κ∫
−∞
eixξ
dξ
κ−2 (|κξ + 1|s − sκξ − 1) + θ(κ)
= I1 + I2,
(5.11)
with
I1 =
1√
2π
∞∫
− 1
κ
eixξ
dξ
κ−2 ((κξ + 1)s − sκξ − 1) + θ(κ)
and
I2 =
1√
2π
∞∫
1
κ
e−ixξ
dξ
κ−2 ((κξ − 1)s + sκξ − 1) + θ(κ) .
Suppose that x > 0. First, we consider I1. We extend the denominator F (ξ) =
κ−2 ((κξ + 1)s − sκξ − 1) + θ(κ) analytically by the function κ−2f+1 (κξ) , defined
by (5.3). By Lemma 5.2 F (ξ) = κ−2 ((κξ + 1)s − sκξ − 1) + θ(κ) has only one root
ξ = ξ(κ) in the region
{
ξ ∈ C : Re ξ > − 1κ and Im ξ > 0
}
. Then, it follows from
Jordan’s lemma that
I1 =
2πi√
2π
eixξ
(κ) κ
s
(
κξ(κ) + 1
)s−1 − s + I11, (5.12)
where
I11 =
1√
2π
− 1
κ
+i∞∫
− 1
κ
eixξ
dξ
κ−2 ((κξ + 1)s − sκξ − 1) + θ(κ) .
By (3.9)
F
(
ξ(κ)
)
=
s (s− 1)
2
(
ξ(κ)
)2
+ θ(κ) +O
(
κ
(
ξ(κ)
)3)
= 0. (5.13)
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Using (5.5) we deduce that
∣∣ξ(κ)∣∣ ≤ C. Then, from (5.13) it follows
s (s− 1)
2
(
ξ(κ)
)2
+ θ(κ) = O (κ) .
As Im ξ(κ) ≥ 0, using θ(κ) = s(s−1)2 θN and (3.35) we get
ξ(κ) −
√
λ (s)i = o (1) ,
as κ → 0. Therefore, taking into account the relation
s
(
κξ(κ) + 1
)s−1
− s = s (s− 1)
√
λ (s)iκ+ o (κ)
we get
2πi√
2π
eixξ
(κ) κ
s
(
κξ(κ) + 1
)s−1 − s
=
√
pi
2
2
s (s− 1)
√
λ (s)
e−
√
λ(s)|x| + e−
√
λ(s)|x|o (1) ,
(5.14)
as κ → 0.
Making the change y = −i (κξ + 1) in the integral in I11 we have
I11 =
i√
2π
e−i
x
κ
∞∫
0
e−
x
κ
y κdy
(iy)s − isy + s− 1 + κ2θ(κ) .
Integrating by parts in I1 we have
I11 =
iκ2
x
√
2π
e−i
x
κ
s− 1 + κ2θ(κ) + Z, (5.15)
with
Z =
iκ2e−i
x
κ
x
√
2π
∞∫
0
e−
x
κ
y
(
issys−1 − is)(
isys − isy + s− 1 + κ2θ(κ))2dy.
We decompose now Z as
Z = Z1 + Z2 + Z3, (5.16)
where
Z1 = i
s+1 sκ
2e−i
x
κ
(s− 1)2 x√2π
∞∫
0
e−
x
κ
yys−1dy,
Z2 =
sκ2e−i
x
κ
x
√
2π
∞∫
0
e−
x
κ
y 1(
isys − isy + s− 1 + κ2θ(κ))2dy
and
Z3 =
sis+1κ2e−i
x
κ
x
√
2π
∞∫
0
e−
x
κ
yys−1
(
1(
isys − isy + s− 1 + κ2θ(κ))2 − 1(s− 1)2
)
dy.
Making the change z = xκy in Z1 and Z3 we have
Z1 =
sis+1κ2+se−i
x
κ
(s− 1)2 xs+1√2π
∞∫
0
e−zzs−1dz =
sis+1e−i
x
κ
(s− 1)2√2πΓ (s)
(
κ2+s
xs+1
)
(5.17)
and
Z3 =
o
(
κ2+s
)
xs+1
+ κ2+so
(
1
xs+1
)
. (5.18)
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Using (5.17) and (5.18) in (5.16) we have
Z =
sis+1e−i
x
κ
(s− 1)2√2πΓ (s)
(
κ2+s
xs+1
)
+ Z2 +
o
(
κ2+s
)
xs+1
+ κ2+so
(
1
xs+1
)
.
Introducing the last equation into (5.15) we get
I11 =
iκ2
x
√
2π
e−i
x
κ
s− 1 + κ2θ(κ) + Z2
+
sis+1e−i
x
κ
(s− 1)2√2πΓ (s)
(
κ2+s
xs+1
)
+
o(κ2+s)
xs+1
+ κ2+so
(
1
xs+1
)
.
(5.19)
Finally, using (5.14) and (5.19) in (5.12)
I1 =
√
pi
2
2
s (s− 1)
√
λ (s)
e−
√
λ(s)|x|
+
sis+1e−i
x
κ
(s− 1)2√2πΓ (s)
(
κ2+s
xs+1
)
+
iκ2
x
√
2π
e−i
x
κ
s− 1 + κ2θ(κ)
+Z2 + e
−
√
λ(s)|x|oκ (1) + κ
2+s
xs+1
oκ (1) +
κ2+s
xs+1
o|x| (1) ,
(5.20)
where oκ (1)→ 0, as κ→ 0, and o|x| (1)→ 0, as |x| → ∞.
Let us now consider I2. We extend F1 (ξ) = κ
−2 ((κξ − 1)s + sκξ − 1) + θ(κ)
to the analytic function κ−2f−2 (κξ), defined by (5.4). By Lemma 5.2 the de-
nominator F1 (ξ) = κ
−2 ((κξ − 1)s + sκξ − 1) + θ(κ) has no roots in the region{
ξ ∈ C : Re ξ > 1κ and Im ξ < 0
}
. Then, by Jordan’s lemma we have
I2 = − 1√
2π
1
κ∫
1
κ
−i∞
e−ixξ
dξ
κ−2 ((κξ − 1)s + sκξ − 1) + θ(κ) .
Making the change y = i (κξ − 1) we get
I2 = − iκe
−i x
κ√
2π
∞∫
0
e−
x
κ
y dy
(−iy)s − isy + s− 1 + κ2θ(κ) .
Integrating by parts we have
I2 = − iκ
2e−i
x
κ
x
√
2π
1
s− 1 + κ2θ(κ) + Y˜1 + Y˜2 + Y˜3,
where
Z˜1 = (−1)s+1 Z1 = s (−i)
s+1 e−i
x
κ
(s− 1)2√2π Γ (s)
(
κ2+s
xs+1
)
Z˜2 = −sκ
2e−i
x
κ
x
√
2π
∞∫
0
e−
x
κ
y 1
((−iy)s−isy+s−1+κ2θ(κ))2
dy
and
Z˜3 =
(−i)s+1 sκ2e−i xκ
x
√
2π
∞∫
0
e−
x
κ
yys−1
(
1
((−iy)s−isy+s−1+κ2θ(κ))2
− 1
(s−1)2
)
dy.
Changing z = xκy in Z˜3 we show that
Z˜3 =
o
(
κ2+s
)
xs+1
+ κ2+so
(
1
xs+1
)
.
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Then,
I2 =
s (−i)s+1 e−i xκ
(s− 1)2√2π Γ (s)
(
κ2+s
xs+1
)
− iκ
2
x
√
2π
e−i
x
κ
s− 1 + κ2θ(κ) + Z˜2
+κ
2+s
xs+1
oκ (1) +
κ2+s
xs+1
o|x| (1) .
(5.21)
Using (5.20) and (5.21) in (5.11) and noting that Z2 + Z˜2 = O
(
κ3+s
xs+2
)
, we obtain
(5.2) for x > 0. The case x < 0 is considered similarly.
We now get a bound for a solution of (5.1). Namely, we prove the following.
Lemma 5.3. Let RN ∈ Hs/2 be a solution to (5.1) with mN (x) ∈ L∞ satisfying
the decay estimate
|mN (x)| ≤ C
e−√λ(s)|x| + N s(2+s)2−s
1 + |x|s+1
 , (5.22)
for all 0 < N ≤ N0 and some N0 > 0. Then, there is N1 > 0, such that for all
0 < N ≤ N1, the estimate
|RN (x)| ≤ C
e−√λ(s)|x| + N s(2+s)2−s
1 + |x|s+1
 , x ∈ R, (5.23)
is true.
Proof. Suppose that
|mN (x)| ≤ CA
1 + |x|s+1 , C,A > 0.
Let us prove that
|RN (x)| ≤ CA
1 + |x|s+1 . (5.24)
To show this inequality, we follow the proof of Lemma 3.1 of [5]. Since RN ∈ L2,
there is a0 > 0 such that (∫
|y|≥a0/2
R2N (y) dy
) 1
2
≤ 1
16
.
For any a > 0, we set
M (a) := sup
|x|≥a
|RN (x)| .
Note that∣∣∣(mN ∗ (|RN |2sRN)) (x)∣∣∣ ≤ ∣∣∣∫|y|≤ a
2
mN (x− y)
(
|RN |2sRN
)
(y) dy
∣∣∣
+
∣∣∣∫|y|≥ a
2
mN (x− y)
(
|RN |2sRN
)
(y) dy
∣∣∣
≤ A
(
C
1 + as+1
+ 116M
(a
2
))
,
for all |x| ≥ a, and a ≥ a0. Using equation (5.1), from the last relation we deduce
M (a) ≤ A
(
C
1 + as+1
+
1
16
M
(a
2
))
,
for all a ≥ a0. Putting a = 2n, n ≥ n0, in last relation we obtain
M (2n) ≤ A
(
C
1 + (2n)s+1
+
1
16
M
(
2n−1
))
.
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Iterating the above inequality we see that
M (2n) ≤ A
(
C
1 + (2n)s+1
∑n−n0
j=0 2
−j + 1
(16)n−n0+1
M
(
2n0−1
))
≤ CA
1 + (2n)s+1
.
(5.25)
Since RN ∈ L∞, to prove (5.24) we can assume that |x| is big enough. For instance,
|x| ≥ 2n0 . Then, as |x| ∈ [2n, 2n+1], for some n ≥ n0, we deduce (5.24) from (5.25).
Suppose first that N
s(2+s)
2−s ≥ e−
√
λ(s)|x|
(
1 + |x|s+1
)
. Then, from (5.22) it follows
that
|mN (x)| ≤ C N
s(2+s)
2−s
1 + |x|s+1 .
Applying (5.24) with A = N
s(2+s)
2−s we get
|RN (x)| ≤ CN
s(2+s)
2−s
1 + |x|s+1 . (5.26)
Suppose now that
N
s(2+s)
2−s ≤ e−
√
λ(s)|x|
(
1 + |x|s+1
)
. (5.27)
Let us prove that
|RN (x)| ≤ Ce−
√
λ(s)|x|. (5.28)
Since
|mN (x)| ≤ C
1 + |x|s+1 ,
it follows from (5.24) that
|RN (x)| ≤ C
1 + |x|s+1 . (5.29)
To prove exponential decay we turn to the equation (3.5), which we write as
(−∆)RN + θNRN = |RN |2sRN + ((−∆)RN − nN (D))RN . (5.30)
Putting RN (x) = PN
(√
θNx
)
in (5.30) we have
(−∆)PN + PN = 1
θN
|PN |2s PN + ((−∆)RN − nN (D))RN
Following the proof of Theorem 8.1.1 of [1], we introduce the function ωε,δ (x) =
e
δ|x|
1+ε|x| , for ε, δ > 0. This function is bounded, Lipschitz continuous, and |∇ωε| ≤ ωε,δ
a.e.. Taking the scalar product of (5.30) with ωε,δPN ∈ Hs/2, we get
Re
∫ ∇PN∇ (ωε,δPN)+ ∫ ωε,δ |PN |2
= 1θN
∫
ωε,δ |PN |2s+2 +
∣∣∫ (((−∆)− nN (D))RN ) (ωε,δRN)∣∣ . (5.31)
Since ∇ (ωε,δPN) = (∇ωε,δ)PN + ωε,δ∇PN ,
Re
∫ ∇PN∇ (ωε,δPN) ≥ ∫ ωε,δ |∇PN |2 − ∫ ωε,δ |PN | |∇PN |
≥ ∫ ωε,δ |∇PN |2 − 12 ∫ ωε,δ |PN |2 − 12 ∫ ωε,δ |∇PN |2 ,
and then from (5.31) it follows∫
ωε,δ |PN |2 ≤ 2θN
∫
ωε,δ |PN |2s+2
+2
∫
(((−∆)− nN (D))RN )
(
ωε,δRN
)
.
(5.32)
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Using (5.29) we have
2
θN
∫
ωε,δ |PN |2s+2 ≤ 2θN
∫
|y|≤R ωε,δ |PN (y)|2s+2 dy
+ 2C
θN (1+Rs+1)
2s
∫
|y|≥R ωε,δ |PN (y)|2 dy
≤ 2θN
∫
|y|≤R e
δ|y| |PN (y)|2s+2 dy + 12
∫
ωε,δ |PN |2 ,
for some R > 0 big enough. Using the last relation in (5.32) we get∫
ωε,δ
(√
θNy
) |RN (y)|2 dy
≤ 4
(θN )
3/2
∫
|y|≤R e
δ|y| |PN (y)|2s+2 dy
+ 4√
θN
∣∣∫ (((−∆)− nN (D))RN ) (ωε,δRN)∣∣ . (5.33)
We estimate the second term in the right-hand side of (5.33) by∣∣∫ (((−∆)− nN (D))RN ) (ωε,δRN)∣∣
≤ ∫ ∣∣∣∣∣〈y〉 ωε,δ√ωε,δ(√θNy) (((−∆)− nN (D))RN )
∣∣∣∣∣ (〈y〉−1√ωε,δ (√θNy) |RN |) dy.
(5.34)
Using (5.27) we have 〈y〉 ωε,δ√
ωε,δ(
√
θNy)
≤ N−kδ, for some k > 0. Then, if δ > 0 is
small enough, by using (3.7), via Sobolev’s theorem we obtain∣∣∣∣∣〈y〉 ωε,δ√ωε,δ(√θNy) (((−∆)− nN (D))RN )
∣∣∣∣∣
≤ CN−kδ ‖(((−∆)− nN (D))RN )‖H1 ≤ CN δ1 ‖RN‖Hn ,
for some δ1 > 0 and n > 1. Then, there is N0 > 0, such that
sup
y∈R
∣∣∣∣∣〈y〉 ωε,δ√ωε,δ(√θNy) (((−∆)− nN (D))RN )
∣∣∣∣∣ ≤
√
θN
8
.
Using this inequality in (5.34) we get∣∣∣∣∫ (((−∆)− nN (D))RN ) (ωε,δRN)∣∣∣∣ ≤ √θN4 +
√
θN
8
∫
ωε,δ
(√
θNy
)
|RN (y)|2 dy.
Introducing the last inequality into (5.33) we arrive to∫
ωε,δ
(√
θNy
)
|RN (y)|2 dy ≤ 8
(θN )
3/2
∫
|y|≤R
eδ|x| |PN (y)|2s+2 dy + 2.
Taking the limit as ε→ 0, we obtain∫
e
√
θNδ|x| |RN (y)|2 dy ≤ C. (5.35)
Note that by (5.27) |mN (x)| ≤ Ce−
2λ(s)
s(s−1)
|x|
. Then, it follows from (5.1) that
|RN (x)| ≤ C
∫
e−
√
λ(s)|x−y|
(
|RN |2sRN
)
(y) dy. (5.36)
Since 2s + 1 > 2, from (5.35) and (5.36) we deduce (5.28). Finally, summing up
(5.26) and (5.28) we attain (5.23).
We have now all ingredients that we need to prove Theorem 1.4.
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Proof of Theorem 1.4. We consider again equation (5.1). It follows from Theorem
1.2 that there exist x˜, γ˜ ∈ R, γ˜ = γ˜ (N) and x˜ = x˜ (N) , such that
lim
N→0
∥∥eiγ˜RN (·+ x˜)−R∥∥H1 = 0.
Let R˜N (x) = e
iγ˜RN (x+ x˜) . Note that R˜N solves (5.1) and tends to R, as N → 0.
We write
R˜N (x) = C1
∫
|y|≤ |x|
2
e−
√
λ(s)|x−y|
(
|R|2sR
)
(y) dy
+C2N
s(2+s)
2−s
|x|s+1
∫ |R|2sR+∑5j=1 ρj, (5.37)
where
ρ1 :=
C2N
s(2+s)
2−s
|x|s+1
∫
|y|≥ |x|
2
(
|R|2sR
)
(y) dy
ρ2 := C2N
s(2+s)
2−s
∫
|y|≤ |x|
2
(
1
|x− y|s+1 −
1
|x|s+1
)(
|R|2sR
)
(y) dy
ρ3 :=
∫
|y|≤ |x|
2
mN (x− y)− C1e−√λ(s)|x−y| − C2 N s(2+s)2−s|x− y|s+1
(|R|2sR) (y) dy,
ρ4 :=
∫
|y|≤ |x|
2
mN (x− y)
((∣∣∣R˜N ∣∣∣2s R˜N) (y)− (|R|2sR) (y)) dy
and
ρ5 :=
∫
|y|≥ |x|
2
mN (x− y)
(∣∣∣R˜N ∣∣∣2s R˜N) (y) dy.
We observe that R satisfies the estimate
|R (x)| ≤ Ce−
√
λ(s)|x|, x ∈ R. (5.38)
Then, as s > 1, ρ1 = N
s(2+s)
2−s e−
√
λ(s)|x|o|x| (1) , where o|x| (1) → 0, as |x| → ∞.
Taking into account the relation∣∣∣∫|y|≤ |x|
2
(
1
|x−y|s+1 −
1
|x|s+1
)(
|R|2sR
)
(y) dy
∣∣∣
≤ C|x|s+2
∫
|y|≤ |x|
2
|y|
∣∣∣|R|2sR∣∣∣ (y) dy,
we show that ρ2 =
N
s(2+s)
2−s
|x|s+1 o|x| (1) . From Lemma 5.1 it follows that
ρ3 = oN (1) e
−
√
λ(s)|x| +
N
s(2+s)
2−s oN (1)
|x|s+1 +
N
s(2+s)
2−s
|x|s+1 o (1) ,
with oN (1) → 0, as N → 0. Since mN ∈ H 12+ε, for ε > 0, in particular mN ∈ L∞.
Then, using Lemma 5.1 we show that mN satisfies estimate (5.22). Hence, since
R˜N →R, as N → 0, we estimate
ρ4 = oN (1)
(
e−
√
λ(s)|x| +
1
|x|s+1
)
.
Finally, as s > 1, by using Lemma 5.3 we deduce that
ρ5 = e
−
√
λ(s)|x|o|x| (1) +
N
s(2+s)
2−s
1 + |x|s+1 o|x| (1) oN (1) .
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Therefore, summing up the above estimates we prove
5∑
j=1
ρj =
e−√λ(s)|x| + N s(2+s)2−s|x|s+1
(o|x| (1) + oN (1)) .
As R is radially symmetric we have
C1
∫
|y|≤ |x|
2
e−
√
λ(s)|x−y|
(
|R|2sR
)
(y) dy
= C1e−
√
λ(s)|x|
∫
|y|≤ |x|
2
e
√
λ(s)y
(
|R|2sR
)
(y) dy.
Using this equality in (5.37) we obtain
R˜N (x) = C1e−
√
λ(s)|x|
∫
e
√
λ(s)y
(
|R|2sR
)
(y) dy
+
C2N
s(2+s)
2−s
|x|s+1
∫
|R|2sR+
6∑
j=1
ρj ,
with
ρ6 := −C1e−
√
λ(s)|x|
∫
|y|≥ |x|
2
e
√
λ(s)y
(
|R|2sR
)
(y) dy
By using (5.38) we estimate ρ6 = e
−
√
λ(s)|x|o|x| (1) . Theorem 1.4 is proved.
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