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Abstract
The purpose of this paper is to investigate the role that the continuous-time generalised
Riccati equation plays within the context of singular linear-quadratic optimal control.
This equation has been defined following the analogy with the discrete-time generalised
Riccati equation, but, differently from the discrete case, to date the importance of this
equation in the context of optimal control is yet to be understood. This note addresses
this point. We show in particular that when the continuous-time generalised Riccati
equation admits a symmetric solution, the corresponding linear-quadratic (LQ) problem
admits an impulse-free optimal control.
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1 Introduction
Riccati equations are universally regarded as a cornerstone of modern control theory. In particular, it is
well known that the solution of the classic finite and infinite-horizon LQ optimal control problem strongly
depends on the matrix weighting the input in the cost function, traditionally denoted by R. When R is pos-
itive definite, the problem is said to be regular (see e.g. [1, 8]), whereas when R is positive semidefinite,
the problem is called singular. The singular cases have been treated within the framework of geometric
control theory, see for example [6, 13, 10] and the references cited therein. In particular, in [6] and [13]
it was proved that an optimal solution of the singular LQ problem exists for all initial conditions if the
class of allowable controls is extended to include distributions.
In the discrete time, the solution of finite and infinite-horizon LQ problems can be found resorting to
the so-called generalised discrete algebraic Riccati equation. In particular, the link between the solu-
tions of LQ problems and the solutions of generalised discrete algebraic/difference equations have been
investigated in [9, 4] for the finite horizon and in [3] for the infinite horizon. A similar generalisation has
been carried out for the continuous-time algebraic Riccati equation in [7], where the generalised Riccati
equation was defined in such a way that the inverse of R appearing in the standard Riccati equation is
replaced by its pseudo-inverse. Some conditions under which this equation admits a stabilising solution
were investigated in terms of the so-called deflating subspaces of the extended Hamiltonian pencil. Some
preliminary work on the continuous-time algebraic Riccati equation within the context of spectral fac-
torisation has been carried out in [2] and [12]. Nevertheless, to date the role of this equation in relation
to the solution of optimal control problems in the continuous time has not been fully explained. The goal
of this paper is to fill this gap, by providing a counterpart of the results in [3] for the continuous case.
In particular, we describe the role that the generalised continuous algebraic Riccati equation plays in
singular LQ optimal control. Such role does not trivially follow from the analogy with the discrete case.
Indeed, in the continuous time, whenever the optimal control involves distributions, none of the solutions
of the generalised Riccati equation is optimising. The goal of this paper is to address this delicate issue.
Thus, the first aim of this paper is to explain the connection of the generalised continuous-time algebraic
Riccati equation and of the generalised Riccati differential equation – which is also defined by substitu-
tion of the inverse of R with the pseudo-inverse – and the solution of the standard LQ optimal control
problem with infinite and finite horizons, respectively. We will show that when the generalised Riccati
equation possesses a symmetric solution, both the finite and the infinite-horizon LQ problems admit an
impulse-free solution. Moreover, such control can always be expressed as a state-feedback, where the
gain can be obtained from the solution of the generalised continuous-time algebraic/differential Riccati
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equation. We also provide an insightful geometric characterisation of the situations in which the singular
LQ problem admits impulse-free solutions, in terms of the largest output-nulling controllability subspace
and of the smallest input-containing subspace of the underlying system.
Notation. The image and the kernel of matrix M are denoted by im M and ker M, respectively, while
the transpose and the Moore-Penrose pseudo-inverse of M are denoted by MT and M†, respectively.
2 Generalised CARE
We consider the following matrix equation
X A+AT X − (S+X B)R† (ST+BTX)+Q = 0, (1)
with Q,A ∈ Rn×n, B,S ∈ Rn×m, R ∈ Rm×m and we make the following standing assumption:
Π def=
[
Q S
ST R
]
= ΠT ≥ 0. (2)
Eq. (1) is often referred to as the generalised continuous algebraic Riccati equation GCARE(Σ), and
represents a generalisation of the classic continuous algebraic Riccati equation arising in infinite-horizon
LQ problems since here R is allowed to be singular. Eq. (1) along with the additional condition
kerR ⊆ ker(S+X B), (3)
will be referred to as constrained generalised continuous algebraic Riccati equation, and is denoted
by CGCARE(Σ). Observe that from (2) we have kerR ⊆ kerS, which implies that (3) is equivalent to
kerR ⊆ ker(X B).
The following notation is used throughout the paper. First, let G def= Im−R†R be the orthogonal projector
that projects onto kerR. Hence, R†R is the orthogonal projector that projects onto imR† = imR. In
fact, kerR = imG. Moreover, we consider a non-singular matrix T = [T1 | T2] where imT1 = imR and
imT2 = imG, and we define B1
def
= BT1 and B2
def
= BT2. Finally, to any X = X T ∈ Rn×n we associate
QX def= Q+ATX +X A, SX def= S+X B, (4)
KX
def
= R† (ST +BT X) = R† STX , AX
def
= A−BKX , (5)
ΠX
def
=
[
QX SX
STX R
]
. (6)
Lemma 2.1 Let X be a solution of CGCARE(Σ). Then, X B2 = 0.
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Proof: From (3) and from kerR = imG, we get (S+X B)G = 0. Moreover, since Π ≥ 0, kerS ⊇ kerR.
This means that K ∈ Rn×m exists such that S = K R. Therefore, SR† R = K RR† = K R = S, so that
SG = S−SR† R = 0. Hence, im(BG)⊆ kerX or, equivalently, XB2 = 0.
Lemma 2.2 Let F = A−BR†ST and Λ = Q−SR†ST. Then, Λ ≥ 0 and GCARE(Σ) defined in (1) has the
same set of symmetric solutions of the following equation:
X F +FT X −X BR† BTX +Λ = 0 (7)
Proof: Matrix Λ is the generalised Schur complement of R in Π. Therefore, since Π is positive
semidefinite, such is also Λ. The rest of the proof is a matter of standard substitutions of F and Λ
into (7) to verify that (1) is obtained.
Remark 2.1 The result established for GCARE(Σ) in Lemma 2.2 extends without further difficulties to
the so-called generalised Riccati differential equation GRDE(Σ)
˙P(t)+P(t)A+AT P(t)
−(S+P(t)B)R† (ST+BTP(t))+Q = 0. (8)
Indeed, we easily see that (8) has the same set of symmetric solutions of the equation:
˙P(t)+P(t)F +FT P(t)−P(t)BR† BTP(t)+Λ = 0. (9)
Lemma 2.3 Let X = X T be a solution of CGCARE(Σ). Let R(F,B2) be the reachable subspace of the
pair (F,B2). Then
(1) kerX ⊆ kerΛ;
(2) X R(F,B2) = {0};
(3) ΛR(F,B2) = {0}.
Proof: (1). Let ξ ∈ kerX . Multiplying (7) to the left by ξ T and to the right by ξ , we get ξ T Λξ = 0.
Since Λ ≥ 0, this implies Λξ = 0. Hence, kerX ⊆ kerΛ.
(2). Let ξ ∈ kerX . Post-multiplying (7) by ξ we find X F ξ = 0. This implies that kerX is F-invariant. In
view of Lemma 2.2, the subspace kerX contains imB2. Hence, it contains R(F,B2) that is the smallest
F-invariant subspace containing imB2. This implies R(F,B2)⊆ kerX .
(3). This follows directly from the chain of inclusions R(F,B2)⊆ kerX ⊆ kerΛ.
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3 The finite-horizon LQ problem
Lemma 3.1 Let H = HT ≥ 0 be such that H R(F,B2) = {0}. If CGCARE(Σ) (1-3) admits solutions, the
generalised Riccati differential equation
˙PT (t)+PT(t)A+AT PT (t)
−(S+PT (t)B)R† (ST+BTPT (t))+Q = 0, (10)
with the terminal condition
PT (T ) = H (11)
admits a unique solution for all t ≤ T , and this solution satisfies PT (t)BG = 0 for all t ≤ T .
Proof: Consider a set of coordinates in the input space such that the first coordinates span imR and the
second set of coordinates spans imG = kerR. In this basis R can be written as R =
[
R1 0
0 0
]
with R1 being
invertible. In the same basis, matrix B can be partitioned accordingly as B = [B1 B2 ] as shown above,
so that imB2 = im(BG). Let us now consider the change of basis matrix U = [U1 U2 ] in the state space
where imU1 = R(F,B2), so that
U−1F U =
[
F11 F12
O F22
]
, U−1B1 =
[
B11
B12
]
, U−1B2 =
[
B21
O
]
,
and U TΛU =
[
O O
O Λ22
]
where we have used the fact that ΛR(F,B2) = {0}. In this basis, since we are
assuming H R(F,B2) = {0}, we can write U T H U =
[
O O
O H22
]
. Consider the following matrix function
PT (t) =
[
O O
O P22(t)
]
, where P22(t) satisfies
˙P22(t)+P22(t)F22+FT22P22(t)−P22(t)VP22(t)+Λ22=0 (12)
P22(T ) = H22, (13)
in which V is the sub-block 22 of the matrix BR†BT. From [5, Corollary 2.4] we find that, since
Π = ΠT ≥ 0 and H = HT ≥ 0, both (10) and (12) admit a unique solution defined in (−∞,T ]. It is
easy to see that PT (t) =
[
O O
O P22(t)
]
, where P22(t), t ∈ (−∞,T ], is the solution of (12-13), solves (10) and
(11). We can therefore conclude that PT (t) is the unique solution of (10-11). Moreover, this solution
satisfies PT (t)B2 = 0 for all t ≤ T since in the chosen basis PT (t)B2 =
[
O O
O P22(t)
][
B21
O
]
= 0.
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Now we consider the generalised Riccati problem GRDE(Σ) (10-11) in relation with the finite-horizon
LQ problem, which consists in the minimisation of the performance index
JT,H(x0,u) =
∫ T
0
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt,
+xT(T )H x(T ) (14)
where we only assume Π =
[ Q S
ST R
]
= ΠT ≥ 0 subject to
x˙(t) = Ax(t)+Bu(t), (15)
and the constraint on the initial state x(0) = x0 ∈Rn. The following theorem is the first main result of this
paper. It shows that when CGCARE(Σ) admit a solution, the finite-horizon LQ problem always admits
an impulse-free solution.
Theorem 3.1 Let CGCARE(Σ) admit a solution. The finite-horizon LQ problem (14-15) admits impulse-
free optimal solutions. All such solutions are given by
u(t) =−(ST+BTPT (t))R† x(t)+Gv(t), (16)
where v(t) is an arbitrary regular function, and PT (t) is the solution of (10) with the terminal condition
(11). The optimal cost is xT0 PT (0)x0.
Proof: Let us first assume that H R(F,B2) = {0}. The cost (14) can be written for any matrix-valued
differentiable function P(t) as
JT,H(x0,u) =
∫ T
0
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt
+xT(T )H x(T )+
∫ T
0
d
dt
(
xT(t)P(t)x(t)
)
dt
+xT(0)P(0)x(0)− xT(T )P(T )x(T )
=
∫ T
0
[
xT(t) uT(t)
][Q+ATP(t)+P(t)A+ ˙P(t) P(t)B+S
ST+BTP(t) R
][
x(t)
u(t)
]
dt
+xT(T )(H−P(T ))x(T )+ xT(0)P(0)x(0),
where we have used the fact that
d
dt
(
xT(t)P(t)x(t)
)
= x˙T(t)P(t)x(t)
+xT(t) ˙P(t)x(t)+ xT(t)P(t) x˙(t).
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Let us now consider P(t) = PT (t) to be the solution of (10) with final condition PT (T ) = H. Since, as
proved in Lemma 3.1, the identity PT (t)BG = 0 holds for all t ≤ T , we have also ker(PT (t)B) ⊆ kerR
for all t ≤ T . Thus, ker(PT (t)B+S)⊆ kerR for all t ≤ T , and we can write[
Q+ATPT (t)+PT(t)A+ ˙PT(t) PT (t)B+S
ST +BTPT (t) R
]
=
[
(PT (t)B+S)R† (ST +BTPT (t)) PT (t)B+S
ST +BTPT (t) R
]
=
[
O (PT (t)B+S)R†R
1
2
O R 12
][
O O
R
1
2 R†(ST +BTPT (t)) R
1
2
]
since ker(PT (t)B+S)⊆ kerR gives (PT (t)B+S)R†R = (PT (t)B+S). Hence,
JT,H(x0,u) =
∫ T
0
||R
1
2 R†(ST +BTPT (t))x(t)+R
1
2 u(t)||22 dt
+xT(0)PT(0)x(0),
since PT (T ) = H. If there exists a control u(t) for which
R
1
2 R†(ST +BTPT (t))x(t)+R
1
2 u(t) = 0 (17)
for all t ∈ [0,T ), then the cost function is minimal in correspondence with this control and all minimising
controls satisfy (17). The set of controls satisfying (17) can be parameterised as u(t) = −R†(ST +
BTPT (t))x(t)+Gv(t), where G = Im −R†R and v(t) is arbitrary.1 Now, consider the case R(F,B2) *
kerH. Consider the change of basis U = [U1 U2 ] where imU1 = R(F,B2), and where imU2 is the
orthogonal complement of imU1. Changing coordinates gives
[
UT1
UT2
]
H [U1 U2 ] =
[H11 H12
HT12 H22
]
. Let us now
perform a further change of coordinates with the matrix
[
I U21
O I
]
such that U21 =−H†11 H12. There holds[
I O
U T21 I
] H11 H12
HT12 H22



 I U21
O I

=

 H11 O
O ˜H22

 ,
where ˜H22
def
= HT12U21 +H22. Thus, by writing the cost function in this new basis we get
JT,H(x0,u) =
∫ T
0
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt
+
[
xT1(T ) x
T
2(T )
][H11 O
O ˜H22
][
x1(T )
x2(T )
]
.
1Note that this has to be understood in a L2 sense.
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Clearly, JT,H(x0,u)≥ JT,H ′(x0,u), where H ′ =
[
O O
O ˜H22
]
. On the other hand, in the optimal control defined
by JT,H ′(x0,u) there is a degree of freedom which is the component of the state trajectory on R(F,B2).
In other words, in the minimisation of JT,H ′(x0,u) we can decide to drive x1 to the origin in [0,T ] without
destroying optimality. As such, JT,H(x0,u) = JT,H ′(x0,u). The penalty matrix of the final state in this new
performance index satisfies
[
O O
O ˜H22
]
R(F,B2) = {0}.
Remark 3.1 Notice that when H = 0, we have PT (0)≤ PT+δT (0) for all δT ≥ 0, because J∗t,0(x0,u) is a
non-decreasing function in t.
We are now interested in studying PT (0) when the terminal condition vanishes, i.e., when H = 0, and
the time interval increases. To this end, we consider a generalised Riccati differential equation where
the time is reversed, and where the terminal condition becomes an initial condition, which is now equal
to zero. More specifically, we consider the new matrix function X(t) = Pt(0) = PT (T − t). We re-write
GRDE(Σ) as a differential equation to be solved forward:
˙X(t) = X(t)A+AT X(t)
−(S+X(t)B)R† (ST +BTX(t))+Q, (18)
X(0) = 0. (19)
In the following theorem, the second main result of this paper is introduced. This theorem determines
when the infinite-horizon LQ problem admits an impulse-free solution, and the set of optimal controls
minimising the infinite-horizon cost
J∞(x0,u) =
∫
∞
0
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt (20)
subject to the constraint (15).
Theorem 3.2 Suppose CGCARE(Σ) admits symmetric solutions, and that for every x0 there exists an
input u(t) ∈ Rm, with t ≥ 0, such that J∞(x0,u) in (20) is finite. Then we have:
(1) A solution ¯X = ¯X T ≥ 0 of CGCARE(Σ) is obtained as the limit of the time varying matrix generated
by integrating (18) with the zero initial condition (19).
(2) The value of the optimal cost is xT0 ¯Xx0.
(3) ¯X is the minimum positive semidefinite solution of CGCARE(Σ).
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(4) The set of all optimal controls minimising J∞ in (20) can be parameterised as
u(t) =−R†ST
¯X x(t)+Gv(t), (21)
with arbitrary v(t).
Proof: (1). Consider the problem of minimising
Jt,0 =
∫ t
0
[xT(τ) uT(τ) ]Π
[
x(τ)
u(τ)
]
dτ
subject to (15) with assigned initial state x0 ∈Rn. From Theorem 3.1 the optimal control for this problem
exists, and the optimal cost is equal to J∗
∞
(x0,u)= x
T
0 PT (0)x0 = xT0 X(T )x0. We have already observed that
X(t) = Pt(0) is an increasing flow of matrices in the sense of the positive semidefiniteness of symmetric
matrices, i.e., X(t +δ t)≥ X(t) for all δ t ≥ 0. We now show that X(t) is bounded. Indeed, given the i-th
canonical basis vector ei of Rn, we have eTi X(t)ei ≤ J∞(ei, u¯i), where u¯i is a control that renders J∞(ei, u¯i)
finite (which exists by assumption). Thus,
0 ≤ X(t)≤ In ·max{J∞(ei, u¯i) : i ∈ {1, . . . ,n}} ∀ t ≥ 0.
Therefore, X(t) is bounded. Taking the limit on both sides of (18) we immediately see that ¯X ≥ 0 is
indeed a solution of CGCARE(Σ).
(2). Let
J◦(x0)
def
= inf
u
J∞(x0,u). (22)
Clearly, J◦(x0) ≥ J∗t (x0) = xT0X(t)x0 for all t ≥ 0. Then, by taking the limit, we get J◦(x0)≥ xT0 ¯Xx0. We
now show that the time-invariant feedback control u∗t
def
= −K
¯X xt , where K ¯X = R† (ST +BT ¯X), yields the
cost xT0 ¯Xx0, which is therefore the optimal value of the cost. Consider the cost index JT, ¯X(x0,u). The
optimal cost for this index is achieved by using the controls satisfying (16), where PT (t) is constant and
equal to ¯X , since ¯X is a stationary solution of (10-11) and H = ¯X . Therefore, an optimal control for this
index is given by the time-invariant feedback u∗(t) =−K
¯X x(t). The optimal cost does not depend on the
length T of the time interval and is given by J∗T, ¯X = x
T
0 ¯Xx0. Now we have
xT0 ¯Xx0 ≤ J◦(x0)≤ J(x0,u∗)
=
∫
∞
0
[
xT(t) (u∗)T(t)
]
Π
[
x(t)
u∗(t)
]
dt
= lim
T→∞
∫ T
0
[
xT(t) (u∗)T(t)
]
Π
[
x(t)
u∗(t)
]
dt
= lim
T→∞
J∗T, ¯X − x
T
T ¯XxT ≤ limT→∞x
T
0 ¯Xx0 = x
T
0 ¯Xx0. (23)
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Comparing the first and last term of the latter expression we see that all the inequalities are indeed
equalities, so that the infimum in (22) is a minimum and its value is indeed xT0 ¯Xx0.
(3). Suppose by contradiction that there exist another positive semidefinite solution ˜X of CGCARE(Σ)
and a vector x0 ∈ Rn such that xT0 ˜X x0 < xT0 ¯X x0. Take the time-invariant feedback u˜(t) = −K ˜X x(t). The
same argument that led to (23) now gives J∞(x0, u˜) ≤ xT0 ˜Xx0 < xT0 ¯X x0, which is a contradiction because
we have shown that xT0 ¯X x0 is the optimal value of J∞(x0,u).
(4). Consider
J∗
∞
= xT0 ¯X x0
= inf
u(t), t≥0
[∫
∞
0
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt
]
.
This infimum is indeed a minimum because we know that the optimal cost xT0 ¯X x0 can be obtained for
some u∗. Hence, J∗
∞
= minu(t), t≥0
[∫
∞
0
[xT(t) uT(t) ]
[ Q S
ST R
][
x(t)
u(t)
]
dt
]
. For any control u(t), t ∈ [0,∞),
and for a given T > 0, let xu(t) be the state reached at time t = T starting from initial condition x(0) and
using the control u(t), t ∈ [0,T ]. Then
J∗
∞
= min
u(t), t≥0
[∫ T
0
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt
+
∫
∞
T
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt
]
= min
u(t), t∈[0,T )
[∫ T
0
[
xT(t) uT(t)
]
Π
[
x(t)
u(t)
]
dt + xTu(T ) ¯X xu(T )
]
︸ ︷︷ ︸
JT, ¯X (x0,u)
,
where the latter is due to the principle of optimality. Thus, u(t), t ∈ [0,∞) minimises J∞ if and only if
u(t), t ∈ [0,T ] minimises JT, ¯X(x0,u) and u(t), t ∈ [T,∞) is such that
∫
∞
T
[
xT(t) uT(t)
][ Q S
ST R
][
x(t)
u(t)
]
dt = xTu(T ) ¯X xu(T ).
The set of controls that minimise J∞ are those, and only those, that minimise JT, ¯X . The optimal cost of
the latter problem is independent of how big the value of T is selected. This optimal cost is achieved by
using the controls given by (16), where PT (t) is constant and equal to ¯X , since ¯X is a stationary solution
of (10-11) and H = ¯X .
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We conclude this section with a result that links the existence of solutions of the generalised Riccati
equation with a geometric identity involving the smallest input containing subspace S ⋆ and the largest
reachability output-nulling subspace R⋆ of the underlying system, i.e., of the quadruple (A,B,C,D),
where C and D are matrices of suitable sizes such that
Π =
[
CT
DT
][
C D
]
.
For more details of the underlying geometric concepts of input-containing and output-nulling subspaces,
we refer to the monograph [11].
Proposition 3.1 Let CGCARE(Σ) admit a solution X = X T. Then, S ⋆ = R⋆.
Proof: Let X = X T be a solution of CGCARE(Σ). Observe also that CGCARE(Σ) can be re-written as{
X A0 +AT0 X −X BR† BT X +Q0 = 0
kerR ⊆ kerX B
(24)
where A0
def
= A−BR†ST and Q0 def= Q− SR†ST. Recall that G = Im − R†R, so that B2 = BG, and (24)
becomes {
X A0 +AT0 X −X BR† BT X +Q0 = 0
X BG = 0
(25)
It is easy to see that kerX ⊆ kerQ0. Indeed, by multiplying the first of (25) on the left by ξ T and
on the right by ξ , where ξ ∈ kerX , we get ξ T Q0 ξ = 0. However, Q0 is positive semidefinite, being
the generalised Schur complement of Q in Π. Hence, Q0 ξ = 0, which implies kerX ⊆ kerQ0. Since
X BG = 0, we get also Q0 BG = 0. By post-multiplying the first of (25) by a vector ξ ∈ kerX we find
X A0 ξ = 0, which says that kerX is A0-invariant. This means that kerX is an A0-invariant subspace
containing the image of BG. Then, the reachable subspace of the pair (A0,BG), denoted by R(A0,BG),
which is the smallest A0-invariant subspace containing the image of BG, is contained in kerX , i.e.,
R(A0,BG)⊆ kerX . Therefore also R(A0,BG)⊆ kerQ0. Notice that Q0 can be written as CT0 C0, where
C0
def
=C−DR†ST. Indeed,
CT0 C0 = CTC−CTDR†ST−SR†DT C+SR†DTDR†ST
= Q−SR†S−SR†ST +SR†ST = Q0.
Consider the two quadruples (A,B,C,D) and (A0,B,C0,D). We observe that the second is obtained
directly from the first by applying the feedback input u(t) =−R†Sx(t)+ v(t). We denote by V ⋆, R⋆ the
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largest output-nulling and reachability subspace of (A,B,C,D), and by S ⋆ the smallest input-containing
subspace of (A,B,C,D). Likewise, we denote by V ⋆0 , R⋆0 , S ⋆0 the same subspaces relative to the
quadruple (A0,B,C0,D). Thus, V ⋆ = V ⋆0 , R⋆ =R⋆0 , and S ⋆ =S ⋆0 . The first two identities are obvious,
as output-nulling subspaces can be made invariant under state-feedback transformations and reachability
is invariant under the same transformation. The third follows from [11, Theorem 8.17]. There holds
R⋆ = R(A0,BG). Indeed, consider a state x1 ∈ R(A0,BG). There exists a control function u driving
the state from the origin to x1, and we show that this control keeps the output at zero. Since im(BG) =
B kerD, such control can be chosen to satisfy Du(t) = 0 for all t ≥ 0. Moreover, as we have already seen,
from Q0 =CT0C0 and R(A,BG) = R(A0,BG) we have C0 R(A0,BG) = 0 since R(A,BG) lies in kerQ0.
Therefore, the output is identically zero. This implies that R(A0,BG) ⊆R⋆. However, the reachability
subspace of (A0,B,C0,D) cannot be greater than R(A0,BG), since DTC0 = DT(Im−D(DTD)†DT)C = 0.
Therefore, such control must necessarily render the output non-zero. The same argument can be used to
prove that S ⋆ =R(A0,BG), where distributions can also be used in the allowed control, since R(A,BG)
represents also the set of states that are reachable from the origin using distributions in the control law
[11, p. 183]. Hence, S ⋆ = R⋆.
4 Concluding remarks
In this paper we established a new theory that showed that, when the CGCARE(Σ) admits solutions,
the corresponding singular LQ problem admits an impulse-free solution, and the optimal control can be
expressed in terms of a state feedback. A very interesting question, which is currently being investigated
by the authors, is the converse implication of this statement: when the singular LQ problem admits a
regular solution for all initial states x0 ∈ Rn, does the CGCARE(Σ) admit at least one symmetric positive
semidefinite solution? At this stage we can only conjecture that this is the case, on the basis of some
preliminary work, but the issue is indeed an open and interesting one.
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