ABSTRACT In this paper, the energy-efficient massive MIMO design problem is investigated in both single-cell and multi-cell scenarios with the aim of selecting appropriate parameters to maximize the overall system energy utilization. To this end, a more realistic parameter selection model is established by considering the channel estimation error and pilot contamination (PC). In the proposed model, we not only optimize the number of antennas, the number of users, and the transmission power to balance the improved radiated energy efficiency and the increased circuit power consumption, but also optimize the length of pilot sequences to make a desired trade-off between improving channel estimation accuracy and reserving more resources for data transmission. We first focus on the single-cell scenario, and strictly prove the quasiconcavity of the objective function in each dimension after suitable variable transformation, based on which an alternative optimization plus bisection searching (AO-BS) algorithm is proposed to solve the problem quickly. Then, the research is extended into the multi-cell scenario by increasingly considering PC and multi-cell interference. Since PC is related to the relative pilot length, i.e., the ratio between the length of pilot sequences and the number of users, the formulated problem is difficult to deal with directly. For effective solving, we divide the original problem into multiple subproblems according to the setting of pilot reusing factor, and employ the proposed AO-BS algorithm to solve each subproblem. Through numerical simulations, it is observed that the proposed AO-BS algorithm converges rapidly and is almost able to achieve the globally optimal solution. Meanwhile, from the perspective of energy efficiency maximization, massive MIMO is more preferable in the case of large cell coverage, and selecting a large relative pilot length is beneficial, always resulting in higher energy utilization in both single-cell and multi-cell scenarios.
I. INTRODUCTION
As an emerging and promising technology, massive multipleinput multiple-output (MIMO) usually adopts tens of or even hundreds of antennas to simultaneously serve tens of mobile terminals in time division duplex (TDD) mode [1] - [3] . Owing to the dramatic increase of antenna number, it is widely recognized that massive MIMO can precisely focus the emitted energy on the intended terminals, and hence significantly boosts both spectrum efficiency and radiated energy efficiency [4] - [6] . From a perspective of theory, if the number of antennas adopted at the transmitter increases to infinity, the radiated energy efficiency will also increase infinitely [4] , [5] . However, apart from the radiated power consumption, the circuit power consumption also accounts for a large proportion of the total system power consumption, and hence cannot be ignored for practical system design. In traditional MIMO systems, the circuit power consumption is always deemed as a fixed value [7] , [8] . Nevertheless, this is incorrect in massive MIMO systems: along with the increase of transmit antennas as well as served users, more transceiver chains and higher computation flops are involved in signal transmission/reception. This inevitably leads to a huge increase on circuit power consumption, and the amount of circuit power consumption depends greatly on the number of active antennas, the number of served users, the adopted signal processing method, etc [9] , [10] . As a result, it is of great significance to study how many antennas should be deployed at the BS and how many users should be simultaneously served to maximize the overall system energy utilization.
In [11] , the authors start to cope with this question by assuming the circuit power consumption is linear to the number of antennas, and analyze the overall system energy efficiency achieved with different parameter settings through numerical simulations. Work [12] focuses on the downlink transmission for single-cell massive MIMO, and derives the optimal number of deployed antennas at the BS and the optimal transmission power when the users' data rates are fixed. The research is extended into the multi-cell scenario [13] , [14] . In [13] , the authors derive the optimal number of antennas as well as the optimal transmission power, while the authors in [14] further consider the assignment of pilot sequences to alleviate the pilot contamination (PC), and employ the successive convex approximation (SCA) technique and the modified Hungarian method to execute the antenna selection plus power allocation and the pilot sequence assignment iteratively. However, the derivation in all the aforementioned researches [12] - [14] is based on the so-called favorite channel condition which is only feasible when the number of antennas goes to infinity, and the pilot overhead for channel estimation which reduces the available resources for data transmission is out of their consideration. Moreover, the adopted circuit power consumption model in these researches is deemed to be a linear function of the number of active antennas, which does not capture the circuit power consumption incurred by the increased transceiver chains at users as well as the increased signal processing at the BS [9] , [10] .
The research is further improved in work [15] - [17] , in which a systematic circuit power consumption is established for massive MIMO systems. The proposed circuit power consumption is composed of many parts, including the transceiver chain power consumption, the required signal processing power consumption for channel estimation, signal precoding/receiving, information coding/decoding, etc., and the backhaul power consumption. Based on this power consumption model, the authors in [15] investigate the trade-off between the system spectrum efficiency and energy efficiency for a uplink massive MIMO-OFDM system and further derive the optimal rate allocation to maximize the system energy efficiency. However, the resource consumption for channel estimation is not considered. This drawback is overcame in work [16] , [17] where the pilot overhead is considered to achieve a more accurate computation of the achievable user rate. Septically, the authors in [16] analyze the overall system energy efficiency for the uplink massive MIMO transmission and mathematically derive the value ranges of the circuit power consumption parameters (PCP) as well as the channel attenuation in which the system should operate in the regime of massive MIMO or not. And the authors in [17] jointly consider the uplink and downlink transmission, and propose an alternative optimization algorithm to optimize the parameter setting. However, the analysis as well as the proposed algorithm is only applicable when the channel state information (CSI) is perfectly known at the BS. 1 In this paper, we concentrate on the energy-efficient massive MIMO design problem and investigate how to select the basic parameters to maximize the overall system energy utilization. Different from the existing researches [15] - [17] , both the single-cell massive MIMO and the multi-cell massive MIMO are considered to make the research more realistic. Besides, the channel estimation error incurred by the receiving noise as well as PC is studied to establish a more practical parameter selection model; Finally, apart from optimizing the number of antennas, the number of users and the transmission power to balance the improved radiated energy efficiency and the increased circuit power consumption, the length of pilot sequences is also taken into account and further optimized to achieve a desired trade-off between improving channel estimation accuracy and reserving more resources for data transmission. The main work of this paper is summarized as follows.
Firstly, in the single-cell scenario, the energy-efficient parameter selection problem is studied for the uplink massive MIMO transmission with the consideration of channel estimation and circuit power consumption. The formulated problem aims at maximizing the overall system energy efficiency by jointly optimizing the number of antennas M , the number of users K , the length of pilot sequences τ and the transmission power ρ, which is a non-convex integer programming problem and hence difficult to deal with directly. For effective solving, the integer constraints for M , K and τ are relaxed, and the variable transformation 4 = K ρ is employed to relieve the deep coupling among original optimization variables. Afterwards, it is strictly proved that the objective function is a quasi-concave function in each dimension, i.e., x i , i = 1, 2, 3, 4 respectively, and the optimal solution in each dimension can be quickly acquired by the bisection searching (BS) method given that the other three variables are fixed. Inspired by this observation, the alternative optimization (AO) method is adopted to optimize x i , i = 1, 2, 3, 4 iteratively until convergence. Numerical simulations show that the proposed alternative optimization plus bisection searching (AO-BS) algorithm converges quickly and is almost able to achieve the globally optimal solution. Secondly, the research is extended into the multi-cell scenario, in which the multi-cell interference is considered during both channel estimation and uplink data reception. Through numerical integration, the average value of relative interference from each cell to the studying cell is computed, based on which the channel estimation model in presence of PC and the resultant average user rate can be acquired for a fixed pilot reusing pattern. Then the energy-efficient parameter selection problem is established in a similar way to the single-cell model. Since the pilot reusing pattern is related to the pilot reusing factor, which is decided by the relative pilot length (i.e., the ratio between the length of pilot sequences and the number of users), we divide the problem into multiple subproblems with each subproblem corresponding to a specific pilot reusing factor and a minimum relative pilot length requirement. It is proved that the objective function is also a quasi-concave function in each dimension, and hence the subproblem can be effectively solved by using the AO-BS algorithm presented in the single-cell scenario. Simulation results show that it is preferable to set a large value for the relative pilot length, i.e., a large pilot reusing factor, in the multi-cell massive MIMO scenario, and the pilot reusing factor should be reduced in the region of high user mobility.
The remainder of this paper is organized as follows. Sec. II provides the basic system model and problem formulation for the energy-efficient parameter selection problem in single-cell massive MIMO scenario, and Sec. III presents the detailed procedures of the proposed AO-BS algorithm. In Sec. IV, the research is extended into the multi-cell scenario, and the problem formulation as well as the algorithm design is proposed in a great detail. Finally, simulation results are given in Sec. V and the paper is concluded in Sec. VI Notations: C M ×N denotes the complex space of M × N matrices, Z + denotes the set of positive integers, and E[•] means the expectation operation. A T and A H denote the transpose and Hermitian transpose of matrix A respectively, x means the nearest integer to x, and Diag(a 1 , a 2 , ..., a N ) denotes the N × N diagonal matrix with the nth diagonal element being a n , 1 ≤ n ≤ N .
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL In this part, we focus on the single-cell massive MIMO. As shown in Fig. 1 , the BS is equipped with M antennas and located at the cell center, while K single-antenna users are randomly located in the cell and simultaneously transmit data to the BS. Herein, it is required that M K 1 in the massive MIMO system. Meanwhile, the block-fading channels are assumed, and the total system bandwidth is B Hz. The coherence bandwidth and coherence time are B C Hz and T C seconds. As a result, the channels remain static in a timefrequency block, which is composed of U = B C T C symbols, and in each time-frequency block, the considered uplink transmission includes two phases, i.e., the pilot transmission occupying the first τ symbols, and the data transmission occupying the last U − τ symbols. The transmission channel gain from the BS to user k is g k = √ β k h k , where β k denotes the large-scale pathloss (also known as the average channel attenuation),
T and h k,n denotes the small-scale Rayleigh fading from antenna n to user k, which is assumed as independent identically distributed among different antennas and users. 2 The overall transmission matrix from the BS to all users can be expressed as → means almost sure convergence.
B. PROBLEM FORMULATION
First of all, the total achievable transmission rate in consideration of imperfect channel estimation and the total system power consumption in consideration of circuit power are respectively calculated in the following subsections.
1) TOTAL ACHIEVABLE TRANSMISSION RATE
To combat the near-far problem and guarantee the proportional fairness among users, the transmission power of each user is set inversely proportional to its average channel attenuation, i.e., p k = ρσ 2 BS /β k , k = 1, 2, ..., K . Herein, σ 2 BS is the receiving noise power on each antenna at the BS, and ρ can be deemed as the target signal to noise ratio (SNR) at the BS for all users. Note that to optimize p k is equivalent to optimize ρ, and hence ρ is also called as the transmission power throughout this paper.
In the pilot transmission phase, orthogonal pilot sequences are allocated to users, that is, the pilot sequences
Assume the BS adopts 2 The channel gains between antennas in practical massive MIMO systems are not independent and the corresponding covariance matrix is always not full-rank, especially when operating in the millimeter-wave frequency band. Herein, the assumption of independent identically distributed small-scale fadings is made to make the problem tractability, which has been widely used in the performance analysis for massive MIMO [3] - [6] , [11] - [17] . VOLUME 4, 2016 the minimum mean square error (MMSE) policy for channel estimation [14] , [16] , and then the estimated channel vector g k can be expressed asĝ k = g k −e k with the element variance of τρβ k 1+τρ [5] . Furthermore, the estimation error vector e k can be modeled as a complex Gaussian vector with the variance of σ 2
In the data transmission phase, the zero-forcing (ZF) strategy is adopted for signal decoding at the BS. Hence the average achievable uplink transmission rate of each user can be calculated as [5] , [16] 
and the total transmission rate of all users is
2) TOTAL SYSTEM POWER CONSUMPTION
The total power consumption is composed of the PA power consumption P PA , i.e., the power consumption consumed in the power amplifier (PA), and the circuit power consumption P CP , i.e., the power consumption incurred in other circuit components. The PA power consumption is
with ζ denoting the PA efficiency at users. Since users are randomly located in the cell, and hence E[β
k ] is the same for all users. As a result, define δ =
k ], and P PA can be expressed as
Note that δ is an important parameter to decide the final PA consumption when the target SNR ρ is fixed. Since the average channel attenuation β k is related to the users' distribution, the specific channel model, etc., it is always difficult to compute the accurate value of E[β
k ], or equivalently δ, can be estimated through finite integration. Please see Appendix A for a more detailed explanation.
The circuit power consumption consists of many subparts, and can be written as [16] , [17] P CP = P FIX + P TC + P CE + P ZF + P C/D + P BH , (6) where P FIX is the fixed power consumption accounting for site-cooling, control signaling and so on; P TC = MP BS + KP UE is the power consumption for transceiver chains, in which P BS is the power of each transceiver chain at the BS and P UE is the power of the transceiver chain at users; P C/D = (P C + P D )R tot is the power consumption for signal coding/decoding at both sides of BS and users with P C and P D denoting the corresponding signal coding and decoding power (in W/bps) respectively; P BH = P BT R tot is the power consumption for backhaul data transmission at the side of BS and P BT is the backhaul traffic power (in W/bps).
P CE and P ZF are the power consumption for channel estimation in the first τ symbols and the power consumption for ZF receiving in the remaining U − τ symbols respectively, and is calculated as [17] 
Therein B U is the number of time-frequency blocks per second, and L BS is the arithmetic complex-valued operations per Joule (in flops/W) at the BS; K 3 /3 + MK + 3MK 2 is the required floating computation times for computing the receiving matrix (G H G) −1 G per block, and 2(U − τ )MK is the required floating computation times for signal combining in the last U − τ symbols.
As a result, the total power consumption can be expressed as
3) PROBLEM FORMULATION
By combining (3) and (9), the overall system energy efficiency can be written as
Our objective is to maximize the system energy efficiency by adjusting the parameter settings. Note that the item AR tot in the denominator can be removed without loss of optimality, and hence the studied problem can be formulated as 3 OP 0 : max
3 Despite of being removed during the parameter optimization, AR tot is reconsidered when we plot the achieved system energy efficiency curves throughout the simulations in Sec. V.
III. ALGORITHM DESIGN FOR ENERGY-EFFICIENT PARAMETER OPTIMIZATION
Through closed observation, it is found that the parameters M , K , τ , ρ are tightly coupled with each other, which makes it difficult to jointly optimize these four variables. In this section, we first relax M , K , τ into non-negative real numbers, i.e., relax M ∈ Z + , K ∈ Z + and τ ∈ Z + into M ≥ 0 K ≥ 0 and τ ≥ 0, to make the objective function continuously differentiable. Then, to simplify the objective function, we further substitute x 1 = K , x 2 = M /K , x 3 = τ/K and x 4 = K ρ, and reformulate the optimization problem as
Note that the transformed optimization variables can be interpreted in a physical sense as follows: x 1 is the number of simultaneously served users, x 2 is the number of serving antennas per user, x 3 is the relative pilot length, i.e., the pilot symbols per user, and x 4 is the total transmission power of all users. Through this variable transformation, the strong coupling among the original variables is effectively alleviated, and therefore, an alternative optimization method, i.e., optimize x i , i = 1, 2, 3, 4 separately, is enabled to solve problem OP 1 .
In the following, we first prove the quasi-concavity of the objective function in each dimension (i.e., x i , i = 1, 2, 3, 4) with the aim of deriving the individual optimal solution, and then exploit the alternative optimization method to iteratively optimize x i , i = 1, 2, 3, 4 until convergence.
Theorem 1: For problem OP 1 , the objective f 0 (x) is first increasing and then decreasing in each dimension, i.e., x i , i = 1, 2, 3, 4 respectively, and hence is a quasiconcave function about x i , i = 1, 2, 3, 4 separately. Meanwhile, when the other three variables are fixed, the peak point in each dimension, i.e., x * i , i = 1, 2, 3, 4, is the unique positive zero-point of the function u i (x), i = 1, 2, 3, 4 which are given in (23), (27), (31) and (35) in Appendix B.
Proof: See Appendix B. According to Theorem 1 and the proof in Appendix B, it is known that f 0 (x) has one and only one zero-point in each dimension, which can be quickly acquired by searching the zero-point of u i (x i ), i = 1, 2, 3, 4 with the bisection searching method. The detailed procedure of the bisection searching method is omitted here for space limitation, and readers can refer to [18] and [19] for a better understanding. Moreover, to acquire a local optimal solution x = [x 1 , x 2 , x 3 , x 4 ] T , the alternative optimization method is employed to iteratively optimize x i , i = 1, 2, 3, 4 until convergence. Finally, after achieving the solution x * i , the original optimization variable can be simply calculated as
For brevity, the proposed algorithm to solve problem OP 0 is named as the alternative optimization with bisection searching (AO-BS) algorithm, and the detailed process is shown in Fig. 2 . Note that since problem OP 1 is not jointly concave about x i , i = 1, 2, 3, 4, the proposed alternative algorithm may not converge to the globally optimal solution, but instead a locally optimal one. However, through numerical simulations (see Fig. 7 (a) and 7(b) in Section V), it is shown that the achieved system energy efficiency can always approximate the globally optimal solution well. 
IV. EXTENSION TO MULTI-CELL SCENARIO A. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, the research is extended to the multi-cell massive MIMO scenario, and the energy-efficient parameter optimization problem is studied in consideration of the multicell interference. As shown in Fig. 3 , the overall coverage is divided into L hexagonal cells. For brevity, the completely symmetric transmission model is assumed, i.e., all BSs are equipped with the same number of antennas (M ) and serve Denote g i,j,k = β i,j,k h i,j,k as the transmission channel vector from the ith BS to the kth user in the jth cell, where β i,j,k is the average channel attenuation and h i,j,k is the smallscale Rayleigh fading. Then the overall transmission matrix from the ith BS to users in the jth cell can be expressed as
where
is the overall small-scale fading matrix and
The whole transmission is also divided into two phases, i.e., the pilot transmission phase and the data transmission phase. It is widely known that the pilot contamination is the main factor which limits the achievable performance of multicell massive MIMO systems. Without loss of generality, we focus on the studying cell i, and define L i ⊆ L = {1, 2, ..., L} as the set of cells who use the same pilot matrix with cell i.
Similar to the analyses in Sec. II. B, it is assumed that the transmission power of each user is inversely proportional to its average channel attenuation to its serving BS, i.e.,
In the pilot transmission phase, the BS employs the MMSE policy, and the estimated channel vector for user k in cell i can be expressed as [1] , [20] 
where a i,k = τρ τρ j∈L i
, Z BS is the receiving noise matrix and φ i,k is the pilot sequence allocated to user k in cell j. u j (k) denotes the user in cell j who uses the same pilot sequence, i.e., φ i,k , with user k in cell i, and obviously we have u i (k) = k. It is observed thatĝ i,i,k is an independent identically distributed vector. However, the element variance σ 2 g i,i,k is related to the locations of u j (k), j ∈ L i and is difficult to get the accurate value. For analytical tractability, we define I i,j = E β i,j,k β j,j,k and I PC = j∈L i \{i} I i,j as the average relative interference from users in cell j to the studying cell i and the average relative PC respectively. Then the coefficient a i,k can be approximately expressed as a i,k = τρ τρ(1+I PC )+1 , and the element variance of the estimated channel vectorĝ i,i,k can be approximated as
Obviously, along with the increase of I PC , σ 2 g i,i,k decreases accordingly. This indicates that the channel estimation is deteriorated by PC, or in other words, the estimation error vector, i.e., the gap between the real channel vector and the estimated channel vector, increases when the PC becomes larger.
In the data transmission phase, the ZF policy is adopted for signal receiving, and the receiving matrix is
. Then refer to [17] and the average achievable rate of user k in cell i can be derived as
where I PC 2 = j∈L i \{i} I 2 i,j and I ALL = j∈L I i,j . Since the completely symmetric transmission model is assumed, we focus on the parameter optimization for the studying cell. Furthermore, the total power consumption remains the same with that for the single-cell scenario, and hence the overall energy efficiency for cell i can be expressed as
where δ, C i , i = 0, 1, 2, 3 and D i , i = 0, 1, 2 are explained in Sec. II. B, and AR tot is also removed without loss of optimality. Relax the constraints that K ∈ Z + , M ∈ Z + and τ ∈ Z + , and define where S is the feasible region which remains the same with problem OP 1 andf 0 (x) is the overall energy efficiency for the studying cell i, which is computed as
B. ALGORITHM DESIGN
It is observed that problem OP 2 is somewhat similar to problem OP 1 , and hence may be solved by the same method. However, it is essential to compute the auxiliary parameters δ, I i,j , j ∈ L, I PC , I PC 2 and I ALL before detailed problem solving. Similar to the analysis in the single-cell scenario, we can model the average channel attenuation β i,j,k as a distance-related function, and then estimate E[β
k ], i.e., δ, and I i,j , j ∈ L through finite integration when the cell radius and user distribution are given.
Another main challenge to solve problem OP 2 lies in the uncertainty of the pilot reusing pattern L i , which directly decides the computation of auxiliary parameters I PC and I PC 2 . To facilitate the expression below, it is assumed that for a given pilot reusing factor n, the optimal pilot reusing pattern L i = B n is known in advance. Therefore, for each pilot reusing factor n, the corresponding values of I PC and I PC 2 can be easily obtained, denoted as I n PC and I n PC 2 respectively. For a typical multi-cell scenario shown in Fig. 3 , the estimation of δ, I i,j , I ALL and the design of L i along with the computation of I PC , I PC 2 are summarized in Appendix C.
Then according to the setting of pilot reusing factor, problem OP 2 can be divided into multiple subproblems, and the nth subproblem is expressed as OP 2,n : max
in which S n = {x|x 1 ≥ 0, x 2 ≥ 1, x 3 ≥ n, x 4 ≥ 0; x 1 x 3 ≤ U }, and I PC , I PC 2 are replaced by I n PC , I n PC 2 . Note that in the nth subproblem, the pilot reusing factor is fixed as n, and hence it is required that the relative pilot length x 3 is no more than n.
Theorem 2: For problem OP 2,n , the objectivef 0 (x) is a quasi-concave function in each dimension, i.e., x i , i = 1, 2, 3, 4 respectively.
Proof: See Appendix D. According to Theorem 2, we can easily obtain the optimal point of x * i in each dimension with the bisection method when the other three variables are fixed, and then employ the alternative optimization method to update x i , i = 1, 2, 3, 4 iteratively until convergence. That is, the proposed AO-BS method can also be competent to solve the subproblem OP 2,n . Finally, compare the solutions of all subproblems, and we can readily find the best parameter setting. For clarity, the overall algorithm procedures of parameter selection for multicell massive MIMO are summarized in Fig. 4 . 
V. PERFORMANCE EVALUATION
In the simulations below, the pathloss exponent is α = 3.76 and the reference channel attenuation at a unit propagation distance is β 0 = 10 −3.53 [17] , [21] . The overall bandwidth is B = 20 MHz and the overall receiving noise power is set as σ 2 BS = BN 0 = −96 dBm. Meanwhile, the PA efficiency at users is set as ζ = 0.3, and the computation efficiency for digital chips at the BS is L BS = 12.8 Gflops/W [22] . The signal coding/decoding power and backhaul data power are set as P C = 0.1 W/Gbps, P D = 0.8 W/Gbps, P BT = 0.25 W/Gbps [17] , [23] . P FIX , P BS and P UE are denoted as the main circuit power parameters (PCPs), and their default value is set as 10 W, 1 W and 1 W. Moreover, we define the PCP scaling factor ϕ such as [P FIX , P BS , P UE ] = ϕ × [10, 1, 1] W.
A. SINGLE-CELL MASSIVE MIMO
The considered single-cell massive MIMO transmission is illustrated in Fig. 1 , in which the BS is located at the cell center and users are randomly distributed in the cell. The cell coverage is a circular area with a radius of d max meters, and the minimum distance from the BS to users is set as d min = 30 meters. Meanwhile, the coherence bandwidth and coherence time are B C = 180 kHz and T C = 10 ms, respectively.
We first demonstrate the convergence of the proposed AO-BS algorithm in Fig. 5 with different cell radiuses d max and different PCP scaling factors ϕ, in which the initial point is set as x 1 = 20, x 2 = 6.4, x 3 = 1, x 4 = 1 for all plotted curves. The results show that the proposed algorithm converges quickly, always within 8 iterations. 6 depicts the optimal parameter settings achieved in the proposed AO-BS algorithm. It is found that it is preferable to use less antennas to serve less users with larger transmission power and shorter pilot sequences in the region of small cell radius d max , while it seems better to transmit to more users with less transmission power, longer pilot sequences and more antennas in the region of large d max . That is, from the perspective of EE maximization, massive MIMO is more desirable when the cell coverage is relatively large. Meanwhile, it is beneficial to select more antennas, longer pilot sequences and larger radiated power to transmit to more users when the PCP scaling factor is large, i.e., ϕ = 1. This is expected since the system needs to achieve higher transmission rate to combat the negative impact of the large circuit power consumption. Moreover, although the pilot length increases with d max and ϕ, it is interesting to see that the relative pilot length, i.e., x 3 = τ/K , is decreasing with d max and ϕ.
In Fig. 7 (a) and 7(b), the average achieved system energy efficiency of the proposed AO-BS algorithm and two comparison schemes are plotted for different cell radiuses and PCP scaling factors. The comparison schemes include 1) Brute-force ES algorithm, in which we traverse all potential combinations of M , K , τ within the region of [1, 2000] 3 and search the corresponding optimal transmission power by using the bisection method for each combination to find the globally optimal parameter setting; and 2) Reference scheme [17] , in which M , K and ρ are optimized without considering the channel estimation error, and the pilot length is set as τ = K by default.
Although the objective function f 0 (x) is not jointly concave about x and hence the achieved solution of the proposed AO-BS algorithm is only a locally optimal point, it is observed in these two figures that the performance of the proposed AO-BS algorithm matches that obtained by the ES algorithm perfectly. Meanwhile, along with the increase of d max and ϕ, the achieved system energy efficiency is monotonically decreasing, and the proposed AO-BS algorithm always outperforms the reference scheme [17] . On one hand, the performance gain is notable for a large cell coverage.
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For example, for ϕ = 0.1, the achieved system energy efficiency is 7% higher than that achieved in reference scheme [17] when d max = 100 m, while the performance gain increases up to 23% when d max = 500 m. This is because when the cell radius is small, the CSI estimation error becomes small and meanwhile the required pilot length τ is also small. As a result, the performance degradation incurred by ignoring the CSI error and fixed relative pilot length becomes trivial in this situation.
On the other hand, the performance gain is significant for a small PCP scaling factor and becomes negligible when the PCP scaling factor is large. This is because when the circuit power consumption is large, it is better to utilize large transmission power, shown in Fig. 6 , leading to a more accurate channel estimation. Meanwhile, the relative pilot length x 3 = τ/K also becomes small and approximates one. As a result, the performance degradation due to ignoring the channel estimation error and fixed relative pilot length becomes ignorable as well.
B. MULTI-CELL MASSIVE MIMO
The considered multi-cell massive MIMO transmission is illustrated in Fig. 3 . As mentioned in Appendix C, we focus on the red cell, i.e., the studying cell, and only consider the 18 closest interference cells when computing the multicell interference. For brevity, the cell radius is fixed as d max = 500 meters. Besides, the coherence bandwidth is set as B C = 180 kHz while the coherence time T C ranges from 2 ms to 20 ms, corresponding to a user movement velocity of 270 km/h and 27 km/h respectively for a carrier frequency of 2 GHz. Table 1 further demonstrates the optimal relative pilot length with different coherence time and PCP scaling factors. It is observed that a large coherence time leads to a better energy utilization. Meanwhile, it is interesting to find that in order to maximize the system energy efficiency, it is better to adopt a large relative pilot length, and the acquired relative pilot length is always an integer. That is, the optimal relative pilot length is indeed the corresponding pilot reusing factor. Besides, along with the increase of coherence time, the optimal relative pilot length increases accordingly. For example, for a small coherence time T C = 2 ms, the optimal relative pilot length is 4 while for a large coherence time T C = 20 ms, the optimal relative pilot length factor is 7. This is because when the coherence time becomes larger, the number of symbols per time-frequency block increases accordingly, and hence more symbols can be reserved for channel estimation without degrading the achieved performance very much.
Finally, the achieved system energy efficiency with different PCP scaling factors is plotted in Fig. 9 . Similar to the analyses in the single-cell scenario, the achieved system energy efficiency decreases with the PCP scaling factor and a large coherence time always results in better energy utilization.
VI. CONCLUSIONS
Taking the circuit power consumption and pilot transmission into account, this paper investigates the energy-efficient massive MIMO design problem. We first focus on the singlecell scenario, and maximize the overall system energy efficiency by jointly optimizing the number of antennas M , the number of users K , the length of pilot sequences τ and the transmission power ρ. With variable transformation, the quasi-concavity of the objective function in each dimension is proved, and the AO-BS algorithm is proposed to determine the final parameter setting. Moreover, the research is extended into the multi-cell scenario, in which the resultant channel estimation in presence of PC and the achievable user rate in presence of channel estimation error as well as multi-cell interference are analyzed. In order to overcome the intractability, we divide the optimization problem into many subproblems according to the setting of pilot reusing factor, and employ the previously proposed AO-BS algorithm to solve each subproblem. Simulation results show that in order to maximize the system energy efficiency, massive MIMO is more suitable when the cell coverage is large, and it is better to select more antennas and large transmission power to serve more users when the circuit power consumption becomes larger. It is also beneficial to set a large relative pilot length, i.e., a large pilot reusing factor, to improve the channel estimation accuracy and alleviate the PC for the multi-cell massive MIMO. In our future work, the energy efficiency optimization problem for the joint uplink and downlink massive MIMO transmission will be studied, and the research will be further extended into the massive MIMO-OFDM system.
APPENDIX A ESTIMATION OF THE AUXILIARY PARAMETER δ IN THE SINGLE-CELL SCENARIO
For analytical tractability, we ignore the shadowing effect and simplify β k as a distance-related function, i.e.,
with α, d k and β 0 denoting the pathloss exponent, the propagation distance (in meters) and the reference channel attenuation at a unit propagation distance respectively. Then by assuming the cell coverage area is a circle and users are randomly located in the cell, the auxiliary parameter δ can be estimated through finite integration, i.e.,
where d max (in meters) and d min (in meters) are the cell radius and the minimum distance from the BS to users, respectively. 
where r 1 = x 3 ln 1 +
Take the first-order derivation for f 1 (x 1 ), and we have
with
Meanwhile, since
it is observed that f 1 (x 1 ) is first increasing and then decreasing with x in [0, λ] with only one peak point. Meanwhile, the peak point must satisfy u 1 (
with r 2 = x 1 (U −x 1 x 3 ), a 2 = 1−
1 . Take the first-order derivation for f 2 (x 2 ), and we have
it is observed that f 2 (x 2 ) is first increasing and then decreasing with x 2 in [1, +∞) with only one peak point. Meanwhile, the peak point must satisfy u 2 (x 2 ) = 0.
with r 3 =
Take the first-order derivation for f 3 (x 3 ), and we have
Meanwhile, since u 3 (0) = µ b 3 ≥ 0 and u 3 (µ) < 0 and
it is observed that f 3 (x 3 ) is first increasing and then decreasing with x 3 in [0, µ] with only one peak point, and hence f 3 (x 3 ) is a quasi-concave function about x 3 in [1, µ] with only one peak point. Meanwhile, if u 3 (1) ≤ 0, the peak point is x 3 = 1; else the peak point must satisfy u 3 (x 3 ) = 0. Moreover, it is easy to see u 4 (0) = 0 and lim x 4 →+∞ u 4 (x 4 ) < 0. As a result, u 4 (x 4 ) is increasing in [0,x 4 ] and hence larger than zero, and then decreasing from a positive value to the negative value in [x 4 , +∞). That is, u 4 (x 4 ) is first larger than zero and then smaller than zero with the unique zero-point located in [x 4 , +∞). Therefore, it is proved that f 4 (x 4 ) is first increasing with x 4 and then decreasing with x 4 , and then unique peak point is the zeropoint of u 4 (x 4 ).
Until now, Theorem 1 is proved. 
APPENDIX C ESTIMATION OF THE AUXILIARY PARAMETERS
where r = √ 3 2 d max . α and β 0 are the pathloss exponent and the fixed channel attenuation at a unit distance, which have been explained in Appendix A. Although there is no closedform expression, δ can be quickly obtained from numerical integration.
Meanwhile, as shown in Fig. 3 , the 18 closest interference cells can be classified into three categories, i.e., the green cell, the yellow cell and the blue cell, and hence the average relative interference I i,j takes three values, i.e., I green when cell j is the green cell, I yellow when cell j is the yellow cell and I blue when cell j is the blue cell. I green , I yellow and I blue can also be estimated through numerical integration, i.e., 
2) Computation of I PC and I PC 2 . It is widely known that I PC and I PC 2 are related to the pilot reusing pattern. The optimal pilot reusing pattern should be devised to minimize the PC, and the detailed design is omitted for space limitation. With the optimal pilot reusing pattern, the corresponding PC set as well as the corresponding I PC , I PC 2 is summarized as follows, where n is the pilot reusing factor.
• For n = 1, L i includes all the other 18 cells, and hence for α = 3.76, we have I PC ≈ 0.402, I PC 2 ≈ 0.02.
• For n = 2, L i includes 2 green cells, 4 yellow cells and 4 blue cells, and hence for α = 3.76, we have I PC ≈ 0.154, I PC 2 ≈ 6.8 × 10 −3 .
• For n = 3, L i includes 6 yellow cells, and hence for α = 3.76, we have I PC ≈ 0.048, I PC 2 ≈ 3.84 × 10 −4 .
• For n = 4, L i includes 2 yellow cells and 2 blue cells, and hence for α = 3.76, we have I PC ≈ 0.02, I PC 2 ≈ 1.36 × 10 −4 ;
• For n = 5, L i includes 2 yellows, and hence for α = 3.76, we have I PC ≈ 0.016, I PC 2 ≈ 1.28 × 10 −4 ;
• For n = 6, L i includes 2 blue cells, and hence for α = 3.76, we have I PC ≈ 0.004, I PC 2 ≈ 8 × 10 −6 ;
• For n = 7, L i is an empty set, and hence I PC ≈ I PC 2 ≈ 0. Note that in practice, when n ≥ 7, the optimal pilot reusing pattern L i contains none of the considered interference cells, and hence can be deemed as an empty set. As a result, we set the maximum pilot reusing factors as n max = 7.
