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ON ORDERS IN NUMBER FIELDS: PICARD GROUPS, RING CLASS
FIELDS AND APPLICATIONS
CHANG LV AND YINGPU DENG
Abstract. In this article, we focus on orders in arbitrary number fields, consider their Picard
groups and finally obtain ring class fields corresponding to them. The Galois group of the ring
class field is isomorphic to the Picard group. As an application, we give criteria of the solvability
of the diophantine equation p = x2 + ny2 over a class of imaginary quadratic fields where p is a
prime element.
1. Introduction
Orders in number fields are widely used in many problems. A typical instance can be found in
the book [6] by David A. Cox, where the author was dealing with the solvability of the diophantine
equation p = x2 +ny2 over Z for an odd prime p and a positive integer n. Using the order Z[
√−n]
in imaginary quadratic field Q(
√−n) along with the corresponding ring class field, Cox gave a
beautiful criterion for the equation before, available for arbitrary n > 0.
There are many other studies of ring class fields, say [4, 3]. However, it seems that the result
that there’s an isomorphism between the Picard group of an order and the Galois group of it’s
corresponding ring class field only restricts to orders in imaginary quadratic fields, more generally,
CM-fields (a totally imaginary quadratic extension of a totally real field). Here we consider orders
in arbitrary number fields and their ring class fields, generalizing methods in [6]. By construction
isomorphisms, we identify the Picard group as an generalized ideal class group, and therefore using
the class field theory in the ideal-theoretic version we obtain a class field whose Galois group is
isomorphic to the Picard group. Definitions and basic facts about orders are given in Section 2, and
isomorphisms between groups are studied in Section 3 subsequently. Then we can define the ring
class fields in Section 4. The last Section is dedicated to an application, considering the solvability
of the diophantine equation p = x2 + ny2 over a class of imaginary quadratic fields where p is a
prime element.
2. Definitions and Basic Facts
We adopt the standard notations without additional explanation. If R is a ring, we denote as
R× the unite group of R. Let K be a number field, oK the ring of integers of K, o an order in
K. Denote the group of fractional ideals of K by JK , the principal fractional ideals by PK and the
ideal class group by ClK . For the invertible and principal fractional ideals of o we use J(o) and
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P (o), respectively. We now give some definitions and notations about a modulus. One can see, say,
[8, §IV.1] for more details.
Definition 2.1. A modulus in K is a formal product m =
∏
p p
np over all primes p, finite or
infinite, of K, where all integers np ≥ 0 are nonzero only at finite many primes, zero at all complex
primes and less than one at all real primes. We may write m = m0m∞ where m0 is an oK-ideal
and m∞ is a product of distinct real primes of K. If all np = 0 we set m = 1.
Let
Km := {α/β | α, β ∈ oK , αoK , βoK relative prime to m0 } ,
Km,1 := {α ∈ Km | α ≡∗ 1 (mod m) }
where the notation α ≡∗ β (mod m) for α, β ∈ K× means vp(αβ−1 − 1) ≥ np (i.e. αβ−1 ∈
1 + pnp(oK)p) for every p
np‖m0 and σ(α) > 0 for every infinite prime σ dividing m∞. Here vp is
the normalized p-adic exponential valuation and (oK)p is the localization of oK at p. Let J
m
K be
the subgroup of JK generated by all prime ideals not dividing m0, and P
m
K,1 := {αoK | α ∈ Km,1 }.
We have basically the inclusions of groups Km,1 ⊆ Km ⊆ K× and PmK,1 ⊆ JmK .
Now we recall (see [11, §I.12])
Definition 2.2.
(a) Let K/Q be an algebraic number field of degree n. An order of K is a subring o of oK which
possesses an integral basis of length n. Clearly oK is an order containing any other ones so
it is called the maximal order.
(b) An fractional ideal a of o is defined to be a finitely generated o-submodule of K. a is called
invertible if there exists a fractional ideal b such that ab = o
(c) Denote the group of invertible ideals of o by J(o). It contains the group
P (o) := {αo | α ∈ K× }
of principal ones. The group Pic(o) := J(o)/P (o) is called the Picard group of the order o.
In the case o = oK, Pic(oK) = ClK the class group of K.
(d) The normalization of o is defined as the integral closure of o in K. In our case it is oK ,
and hence it is finitely generated over o. We call the biggest ideal f of oK contained in o,
in other words,
(1) f = { a ∈ oK | aoK ⊆ o } ,
the conductor of o. Clearly f is also an o-ideal. Since oK is f.g. over o we have f 6= 0.
(e) A prime p 6= 0 of o is called regular if the localization op is integrally closed. In fact the
latter implying op is a discrete valuation ring.
Let’s list some basic facts about orders. For the proofs one can see [11, §I.12].
Proposition 2.3. Let o be an order in K. Then we have
(a) o is an one-dimensional noetherian integral domain with fractional field K.
(b) A fractional ideal a of o is invertible iff aop is a fractional principal ideal of op for every
prime ideal p 6= 0.
(c) Given a nonzero prime ideal p of o, we have that p ∤ f iff p is regular. If this is the case,
then poK is a prime ideal of oK . Here for a nonzero prime ideal p and an ideal a of o, we
denote a ⊆ p by p | a, called p divides a. Since o is one-dimensional, p is maximal, so p | a
iff p+ a 6= o.
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(d) The correspondence a 7→ (aop)p yields an isomorphism
(2) J(o) ∼=
⊕
p
P (op).
(e) The group o×K/o
×, (oK/f)× and (o/f)× are finite and one has
(3) #Pic(o) =
hK
#(o×K/o
×)
#(oK/f)
×
#(o/f)×
,
where hK = #ClK is the class number of K.
3. The Connection Between the Picard Group and the Generalized Class Group
In this section, we will construct isomorphisms in order to connect the Picard group to the
generalized class group.
Lemma 3.1. A prime p of o is regular if and only if it is invertible.
Proof. This is [11, Exercise 5, §I.12]. 
Proposition 3.2. Let a be an ideal of o relative prime to the conductor f, i.e. a + f = o. Then a
is invertible and is uniquely factored into regular prime deals.
Proof. Since o is noetherian so the set S(a) := { p prime ideal of o | a ⊆ p } is finite (see, e.g. [11,
(3.4), §I.3]). It follows that aoq = oq for q 6∈ S(a). But for p ∈ S(a), p + f = o so f 6⊆ p i.e. p ∤ f.
Then op is discrete valuation ring by Proposition 2.3 (c). So aop is a power of the maximal ideal
pop of op, say, ep. Therefore by Proposition 2.3 (b) and Lemma 3.1 a and
∏
p∈S(a) p
ep are all in
J(o) and clearly have the same image under the isomorphism (2). Hence a =
∏
p∈S(a) p
ep and these
p’s are all regular. The uniqueness also follows from (2). 
Lemma 3.3. The extension and contraction of ideals give a bijection between S(o, f) the set of
prime ideals of o not dividing f and SfK the set of prime ideals of oK not dividing f.
Proof. If p is a prime ideal of o and p ∤ f, i.e. p+ f = o, then poK + f = oK since f is ideal in both
o and oK . Moreover, poK is a prime ideal of oK by Proposition 2.3 (c). Conversely, if p˜ is a prime
ideal of oK such that p˜ ∤ f, i.e. f 6⊆ p˜. Then p = p˜ ∩ o is a prime ideal of o and f 6⊆ p, meaning p ∤ f.
Now for all p ∈ S(o, f), p ⊆ poK ∩ o and p is maximal, and therefore poK ∩ o = p. And similarly
p˜ = (p˜ ∩ o)oK for all p˜ ∈ SfK because (p˜ ∩ o)oK is maximal. This completes the proof. 
Let Jˇ(o, f) := { a ⊆ o | a+ f = o } be the monoid of ideals of o not dividing f. By Proposition
3.2, it is contained in J(o) and is a free abelian monoid over S(o, f). Let J(o, f) be the subgroup
of J(o) generated by Jˇ(o, f). We also denote by Jˇ fK the monoid of ideals of oK not dividing f. It
generates J fK . Then we have
Proposition 3.4. J(o, f) is a free abelian group over S(o, f) and we have
(4) J(o, f) ∼= J fK
and the correspondences are a 7→ aoK for a ∈ J(o, f) and a˜/b˜ 7→ (a˜ ∩ o)/(b˜ ∩ o) for a˜, b˜ ∈ Jˇ fK .
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Proof. Since Jˇ(o, f) and Jˇ fK are free abelian monoids over S(o, f) and S
f
K respectively, the bijection
in Lemma 3.3 clearly induces an isomorphism from Jˇ(o, f) to Jˇ fK , sending a to aoK . Moreover, one
can check the inverse map is the contraction of ideals. Then the isomorphism is canonically extended
to an isomorphism from J(o, f) to J fK , abelian group generated by Jˇ(o, f) and Jˇ
f
K respectively. This
is the isomorphism we want. The fact that J(o, f) is a free abelian group over S(o, f) follows from
it’s definition and Proposition 3.2. And the correspondences are clear. 
Before we can proceed we shall note that in fact P fK,1 has another expression:
Lemma 3.5. Let Pˇ fK,1 := {αoK | α ∈ oK , α ≡ 1 (mod f) }. Then P fK,1 is a subgroup of J fK gener-
ated by Pˇ fK,1.
Proof. Let P˜ fK,1 be the subgroup generated by Pˇ
f
K,1. Let α/β ∈ Kf with α, β ∈ o relative prime to
f and α/β ≡∗ 1 (mod f). By αoK + f = oK we can find γ ∈ oK such that αγ ≡ 1 (mod f), implying
that αγ ≡∗ 1 (mod f). But α/β = (αγ)/(βγ) ≡∗ 1 (mod f). It follows that βγ ≡∗ 1 (mod f), so
βγ ≡ 1 (mod f) (see the properties of ≡∗ in [8, §IV.1]). This proves P fK,1 ⊆ P˜ fK,1. The other side
is clear. 
Remark 3.6. In a similar manner we also know that
(5) Kf,1 = {α/β | α, β ∈ oK , relative prime to f and α ≡ β (mod f) }
For the following definition one can see [8, §V.6].
Definition 3.7. A congruence subgroup of K (defined mod m) is a subgroup Hm of JmK such that
PmK,1 ⊆ Hm ⊆ JmK . A basic fact is that the so called ray class group mod m, ClmK := JmK/PmK,1, is
finite and so is JmK/H
m, called the generalized ideal class group.
Let Pˇ (o, f) := {αo | α ∈ o, αo+ f = o } ⊆ J(o, f), P (o, f) the subgroup of J(o, f) generated by
Pˇ (o, f) and set Pic(o, f) := J(o, f)/P (o, f). Similarly let Pˇ fK,o := {αoK | α ∈ o and αo + f = o } ⊆
JK , P
f
K,o the subgroup of JK generated by Pˇ
f
K,o. Then we have
Theorem 3.8. The group P fK,o is a congruence subgroup defined mod f. Moreover, let Cl
f
K,o :=
J fK/P
f
K,o. Then the isomorphism (4) in Proposition 3.4 induces an isomorphism
(6) Pic(o, f) ∼= ClfK,o.
Proof. Let α ∈ Pˇ fK,1 so that α ∈ oK with α ≡ 1 (mod f). Since f ⊆ o we have α ∈ 1 + f ⊆ o and
αo + f = o. This implies Pˇ fK,1 ⊆ Pˇ fK,o and hence P fK,1 ⊆ P fK,o. The inclusion P fK,o ⊆ J fK is trivial.
So P fK,o is a congruence subgroup defined mod f. Now under the isomorphism J(o, f)
∼= J fK , we
need only to verify that the image of P (o, f) is P fK,o. But this is obvious by their definitions. 
Our next goal is to connect Pic(o, f) to Pic(o). Anyhow we have
Lemma 3.9. The inclusion J(o, f) ⊆ J(o) induces an monomorphism Pic(o, f) →֒ Pic(o).
Proof. Our task is to verify P (o) ∩ J(o, f) = P (o, f). The side that P (o) ∩ J(o, f) ⊇ P (o, f) is clear.
To prove the other side, let αo ∈ P (o) where α ∈ K. Suppose αo ∈ J(o, f) so we can write αo = a/b
where a, b ∈ Jˇ(o, f). Remember that Pic(o) is finite by (3), and then there exists positive integer n
such that bn = βo for some β ∈ o. It follows that αo = abn−1/bn, implying that abn−1 = αβo and
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αβ ∈ o. Note that b+ f = o so βo+ f = o and similarly αβo+ f = o. Hence αo = αβo/βo ∈ P (o, f)
and the proof completes. 
In fact we find that Pic(o, f) ∼= Pic(o). We will prove it by counting both sides. Since Pic(o)
is finite, so is Pic(o, f). Let P fK := {αoK | α ∈ Kf } and then we have the following short exact
sequence:
(7) 1 −→ P fK/P fK,o −→ J fK/P fK,o −→ J fK/P fK −→ 1
By (6), J fK/P
f
K,o = Cl
f
K,o
∼= Pic(o, f) so all the three groups above are finite. We now need a simple
result:
Lemma 3.10. For any modulus m, there is a natural isomorphism
JmK/J
m
K ∩ PK ∼= ClK
Proof. We omit it here and one can see [8, Corollary 1.5, §IV.1]. 
By a similar but more easy argument as in the proof of Lemma 3.9 we obtain that J fK∩PK = P fK .
Hence we have
(8) #Pic(o, f) = #(P fK/P
f
K,o)hK
by (7). Now we want to count P fK/P
f
K,o. If we define
Kf,o := {α/β | α, β ∈ o relative prime to f }
then we have the following commutative diagram with exact rows:
1 // o×K ∩Kf,o //
_

Kf,o //
_

P fK,o
//
_

1
1 // o×K
// Kf // P
f
K
// 1
the kernels of the three vertical arrows are trivial and hence by the snake lemma we have the exact
sequence of the three cokernels:
(9) 1 −→ o×K/o×K ∩Kf,o −→ Kf/Kf,o −→ P fK/P fK,o −→ 1
where we consider the first tow groups. For the first one, o×K/o
×
K ∩Kf,o, we have the short exact
sequence
(10) 1 −→ o×K ∩Kf,o/o× −→ o×K/o× −→ o×K/o×K ∩Kf,o −→ 1
where o×K/o
× is finite by Proposition 2.3 (e). For the second one, Kf/Kf,o, we know the correspon-
dence α/β 7→ α¯/β¯ gives a canonical epimorphism Kf −→ (oK/f)× whose kernel is Kf,1 by (5). The
case is similar for Kf,o −→ (o/f)×. Therefore we have the following commutative diagram with
exact rows:
1 // Kf,1 ∩Kf,o //
_

Kf,o //
_

(o/f)× //
_

1
1 // Kf,1 // Kf // (oK/f)
× // 1
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The snake lemma again yields a exact sequence
(11) 1 −→ Kf,1/Kf,1 ∩Kf,o −→ Kf/Kf,o −→ (oK/f)×/(o/f)× −→ 1
Now we have three short exact sequences (9), (10) and (11). One can check all groups in them are
finite and we can count Pic(o, f) according these exact sequences and the relation (8):
#Pic(o, f) = hK#(P
f
K/P
f
K,o) = hK
#(Kf/Kf,o)
#(o×K/o
×
K ∩Kf,o)
= hK
#(Kf,1/Kf,1 ∩Kf,o)#((oK/f)×/(o/f)×)
#(o×K/o
×)/#(o×K ∩Kf,o/o×)
=
hK
#(o×K/o
×)
#(oK/f)
×
#(o/f)×
#(Kf,1/Kf,1 ∩Kf,o)#(o×K ∩Kf,o/o×).
Comparing to (3), we have #Pic(o, f) = #Pic(o)#(Kf,1/Kf,1 ∩Kf,o)#(o×K ∩Kf,o/o×) ≥ #Pic(o).
Recall we have the monomorphism Pic(o, f) →֒ Pic(o) in Lemma 3.9. Hence the equality holds and
we have
Theorem 3.11. There is a natural isomorphism
(12) Pic(o, f) ∼= Pic(o).
Also by our counting for groups we have
Proposition 3.12. We have Kf,1 ⊆ Kf,o and o×K ∩Kf,o = o×.
4. The Ring Class Field Corresponding to the Order
Let’s recall a result of class field theory, stated in the ideal-theoretic version:
Theorem 4.1 (The existence theorem). Let m be a modulus of K, Hm a congruence subgroup
defined mod m. Then there exists a unique abelian extension L of K such that all primes of K
ramified in L, finite or infinite, divide m, and if
ϕmL/K : J
m
K −→ Gal(L/K)
is the Artin map of L/K, then Hm = kerϕmL/K . Moreover, if it is the case, the Artin reciprocity
law holds for (L,K,m), i.e. kerϕmL/K = P
m
K,1NL/K(J
m
L ). Since the Artin map is sujective, we also
have
JmK/H
m = JmK/P
m
K,1NL/K(J
m
L )
∼= Gal(L/K).
Proof. One can see [8, Theorem 5.8, 9.9 and 11.11, Chapter V]. 
At this point we have all we need to obtain the ring class field. This is our main
Theorem 4.2 (The ring class field). Let o be an order of K with conductor f. Then there exists a
unique abelian extension Ho of K, such that all primes of K ramified in Ho (must be finite) divide
f, and the kernel of the Artin map ϕfHo/K : J
f
K −→ Gal(Ho/K) is P fK,o. At this time we have the
induced isomorphism
Pic(o) ∼= Gal(Ho/K).
We call Ho the ring class field corresponding to the order o.
Proof. This is a direct corollary to Theorem 3.8, 3.11 and 4.1. 
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Remark 4.3. It is obvious that in the case o = oK , Ho=HK the Hilbert class field of K.
Corollary 4.4. Let notations be as in Theorem 4.2. Let p˜ be a prime ideal of oK that is relative
prime to f. Then p˜ splits completely in Ho if and only if p˜ = αoK for some α ∈ o.
Proof. Let p = p˜ ∩ o. Since p˜ ∈ J fK we have p ∈ J(o, f). We first claim that p˜ ∈ P fK,o iff
p˜ = αoK for some α ∈ o. The isomorphism Pic(o, f) ∼= ClfK,o sends p to p˜. Thus if p˜ ∈ P fK,o then
p ∈ P (o, f) ∩ o = Pˇ (o, f), so p = αo for some α ∈ o and hence p˜ = poK = αoK . The converse of the
claim is trivial. Then the result follows from the properties that the Artin map sends a unramified
prime ideal to identity of the Galois group iff the prime ideal splits completely. 
5. An Application to Diophantine Equations
The main theorem of David A. Cox [6] is a beautiful criterion of the solvability of the diophantine
equation p = x2 + ny2. The detail is
Theorem 5.1. Let n > 0 be an integer. Then there is a monic irreducible polynomial fn(x) ∈ Z[x]
of degree h(−4n) such that if an odd prime p divides neither n nor the discriminant of fn(x), then
p = x2 + ny2 is solvable over Z if and only if
(−n
p
)
= 1 and fn(x) = 0 is solvable over Z/pZ.
Here h(−4n) is the class number of primitive positive definite binary forms of discriminant −4n.
Furthermore, fn(x) may be taken to be the minimal polynomial of a real algebraic integer α for which
L = K(α) is the ring class field of the order Z[
√−n] in the imaginary quadratic field K = Q(√−n).
There are generalizations by Dasheng Wei [12, 14] using results on the Manin obstruction, giving
a criterion of the solvability of the α = x2 + y2, over the integer rings of a class of quadratic fields.
That is for arbitrary α but the only case n = 1. In this section, we also give some generalizations over
a class of imaginary quadratic fields for various n but still prime element p, as an application of the
generalization of ring class fields obtained in the previous sections. The idea is also a generalization
of that in [6].
Notations and definitions. We fix some notations that will be used in this section. From now on
let F be a number field, oF the ring of integers of F , n an element in oF such that −n is not a square
in F . Let E = F (
√−n), and oE the corresponding ring of integers. Note that Gal(E/F ) = Z/2Z,
and by writing a bar we mean the action by the non-trivial element of Gal(E/F ) sending
√−n to
−√−n. So poE = PP¯ for some P prime ideal of E if a prime ideal p of F splits completely in E.
Let d(E/F ) be the discriminant of E/F and d(α) be the discriminant of an element α ∈ E. Set
o = oF + oF
√−n and clearly this is an order of E. Still denote the ring class field corresponding
to o by Ho. We are going to see that this order has some special properties.
Proposition 5.2. The conductor f of o contains 4n.
Proof. By the definition of the conductor (1) we only need to show that 4noE ∈ o. Let α =
a + b
√−n ∈ oE with a, b ∈ F . We may assume α 6∈ F , whence the minimal polynomial of α, i.e.
x2 − 2ax+ a2 + nb2, is in oF [x]. Hence 2a ∈ oF and (4nb)2 = 4n(4(a2 + nb2) − (2a)2) ∈ oF . This
means 4nb ∈ F is integral over oF and then 4nb ∈ oF . It follows that 4nα = (2n)(2a)+(4nb)
√−n ∈
oF + oF
√−n = o and we have done. 
Note that the only non-trivial element of Gal(E/F ) (denoted as a bar) sends o to itself isomor-
phically, so by the definition of f we have f¯ = f.
Proposition 5.3. The ring class field Ho is Galois over F .
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Proof. Let σ ∈ HomF (Ho, F al) be an F -embedding from Ho into the algebraic closure of F , it
suffices to show that σHo = Ho for any such σ. Clearly σ|E ∈ Gal(E/F ) = Z/2Z so σHo is also an
abelian extension over σE = E. We have seen that o¯ = o and f¯ = f. Hence σo = o and σf = f. It
follows that σP fE,o = P
f
E,o and the Artin map of σHo/E is defined on I
f
E . Recall that Theorem 4.2
asserts Ho is the only abelian extension of E such that kerϕ
f
Ho/E
= P fE,o. By the observation that
ϕfσHo/E(σa) = σϕ
f
Ho/E
(a)σ−1 for a ∈ IfE , we know that kerϕfσHo/E = σP
f
E,o = P
f
E,o. Hence σHo is
also an extension with this property. Therefore σHo = Ho and the proof is complete. 
5.1. Criteria by Solutions of Polynomials. Given a nonzero prime ideal p of oF , we are able
to give a rough criterion of the solvability of the equation
(13) p = (x2 + ny2)oF
of ideals.
Proposition 5.4. Let p be a nonzero prime ideal of oF . If 2n 6∈ p then there exist x and y in oF ,
such that p = (x2+ny2)oF if and only if p splits completely in Ho, the ring class field corresponding
to the order o = oF + oF
√−n.
Proof. Since 2n 6∈ p and d(E/F ) | d(√−n) = −4n we have p ∤ d(E/F ). Hence p is unramified in E
(see, e.g. [8, Theorem 7.3]). Proposition 5.2 implies poE ∤ f and then we shall prove the following
equivalences:
p = (x2 + ny2)oF ⇐⇒ poE = PP¯ where P = αoE prime to f for some α ∈ o
⇐⇒ poE = PP¯ where P ⊂ oE is prime to f and splits completely in Ho
⇐⇒ p splits completely in Ho.
and the theorem will follow. Now if p = (x2 + ny2)oF = (x +
√−ny)(x − √−ny)oF , writing
P = (x+
√−ny)oE and α = x+
√−ny ∈ o, we have poE = PP¯ where P = αoE . Moreover, since
f¯ = f and P 6= P¯ it follows that poE ∤ f if and only if P ∤ f. In fact, this is the prime decomposition of
p in oE . Conversely, suppose that poE = PP¯ with P = αoE where α ∈ o. Hence P = (x+
√−ny)oE
for some x and y in oF . It follows that poE = (x
2 + ny2)oE , implying p = (x
2 + ny2)oF by unique
factorization of ideals in oE. This proves the first equivalence. The second equivalence comes from
Corollary 4.4. And the converse of the last equivalence is trivial. To see the other side, we just
use the fact that P 6= P¯, [E : F ] = 2, and that Ho/F is Galois (Proposition 5.3). The proof is
complete. 
We now derive two criteria of the ideal equation (13) involving solvabilities of polynomials over
residue class fields. The cases become easier since the residue class fields are all finite fields.
Theorem 5.5. Let p be a nonzero prime ideal of oF . Then there is a monic irreducible polynomial
gn(x) ∈ oF [x] of degree 2h(o), such that if p contains neither 2n nor the discriminant of gn(x), then
p = (x2+ny2)oF for some x and y in oF iff gn(x) = 0 is solvable over oF /p. Here h(o) = #Pic(o).
Proof. Let Ho = F (β) with β ∈ oHo and gn(x) ∈ oF [x] be the minimal polynomial of β, which
clearly has degree 2h(o) by Theorem 4.2. If p does not contain the discriminant of gn(x), which
is dHo/F (β), we could use Kummer’s Lemma (see [9, Proposition 25, §I.8], along with Proposition
16, Section III.3 in the same book) and remember that Ho/F is Galois. It follows that p splits
completely in Ho iff gn(x) = 0 is solvable over oF /p. Hence the theorem follows by Proposition
5.4. 
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5.2. Applied to a Class of Imaginary Quadratic Fields. In this subsection, we consider
imaginary quadratic fields. Let d > 3 and n be two distinct positive square free integers. Let
F = Q(
√−d). So we have E = F (√−n) = Q(√−d,√−n), a biquadratic field. We will make some
further restrictions on d and n in order to make the ideal equation (13) into the ordinary equation
(14) p = x2 + ny2,
mainly by considering the units. We give the following criterion.
Theorem 5.6. Let F = Q(
√−d) where d > 3 and n are two distinct positive square free integers.
Assume that
(15) − 1 = α2 + nβ2 for some α, β ∈ oF .
Then there is a monic irreducible polynomial gn(x) ∈ oF [x] of degree 2h(o), such that if a prime
element p ∈ oF divides neither 2n nor the discriminant of gn(x), then p = x2+ny2 is solvable over
oF iff gn(x) = 0 is solvable over oF /poF .
Proof. We use Theorem 5.5 to obtain that poF = (x
2 + ny2)oF if and only if gn(x) = 0 is solvable
over oF /poF . The former is clearly implied by p = x
2 + ny2. For the other side, since d > 3 the
units of oF are {±1}. It follows that if poF = (x2 + ny2)oF then p = ±(x2 + ny2). If the plus sign
holds, we have done; otherwise by the assumption (15), then we have p = (α2 + nβ2)(x2 + ny2) =
(αx − nβy)2 + n(αy + βx)2. So we complete the proof. 
In fact the assumption (15) is true for a lot of cases. For one of these classes of imaginary
quadratic fields we have the
Corollary 5.7. Let F = Q(
√−d) where d ≥ 5 and n ≥ 1 are tow distinct rational primes of the
form 4k + 1. If
(
d
n
)
= −1 or (dn
)
4
= −1 then there is a monic irreducible polynomial gn(x) ∈ oF [x]
of degree 2h(o), such that if a prime element p ∈ oF divides neither 2n nor the discriminant of
gn(x), then p = x
2 + ny2 is solvable over oF iff gn(x) = 0 is solvable over oF /poF .
Proof. By Theorem 5.6 it suffices to prove that the assumption (15) holds. Since d and n are of
the form 4k + 1, if
(
d
n
)
= −1, or (dn
)
= 1 and
(
d
n
)
4
=
(
n
d
)
4
= −1, then x2 − dny2 = −1 is solvable
over Z ([7, p. 228]); otherwise
(
d
n
)
= 1,
(
d
n
)
4
= −1 and (nd
)
4
= 1, so x2 − dny2 = d is solvable over
Z ([13, Corollary 1.4]). Both cases indicate that there exists α, β ∈ oF such that −1 = α2 + nβ2.
The proof is done. 
It should be noted that there is no general but only ad hoc method to determine the defining
polynomial of the generalized ring class field (i.e. the minimal polynomial of an integral primitive
element of Ho/E) For this reason, we could not turn Corollary 5.7 into explicit criteria.
5.3. Finding Hilbert Class Fields. From now no we consider the case where
(16) o = oE i.e. oE = oF + oF
√−n
so that we are able to give explicit criteria for some cases. Note that at this time Ho is the Hilbert
class field and we denote it as HE . In this case a lower degree polynomial can be used instead of
gn(x), just as in [6]. This can be done when there is a defining polynomial of HE/E which happens
to be in oF [x].
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Theorem 5.8. Let p be a nonzero prime ideal of oF and assume (16) holds. Suppose further that
there is a field K such that HE = KE and F = K∩E. Then there is a monic irreducible polynomial
fn(x) ∈ oF [x] of degree h(E), the class number of E, such that if p contains neither 2n nor the
discriminant of fn(x) then
p = (x2 + ny2)oF for some x, y ∈ oF
⇐⇒ − n is a square mod p and fn(x) = 0 is solvable over oF /p.
Proof. The proof is similar to Theorem 5.5. Since we already have by the proof of Proposition 5.4
that
p = (x2 + ny2)oF for some x, y ∈ oF
⇐⇒ poE = PP¯ , and P splits completely in HE ,
by Kummer’s Lemma, noting that p ∤ 4n, poE = PP¯ iff x
2 + n = 0 is solvable in oF /p, which is to
say −n is a square mod p. Now consider the following diagram of field extensions
HE
⑤⑤
⑤⑤
⑤⑤
⑤⑤
❇❇
❇❇
❇❇
❇❇
K
❈❈
❈❈
❈❈
❈❈
E
④④
④④
④④
④④
F
Suppose K = F (α) with α ∈ oK . Since HE is the composition KE we have HE = E(α). Let
fn(x) ∈ oF [x] be the minimal polynomial of α over F . By K ∩ E = F we know that [K : F ] =
[HE : E] = h(E). Hence we obtain that fn(x) is also the minimal polynomial of α over E, of degree
h(E). If p does not divide the discriminant of fn(x), using Kummer’s Lemma again, then P splits
completely in HE iff fn(x) = 0 is solvable in oE/P. Remember we already know p = PP¯ splits
completely in E, so oE/P ∼= oF/p, and hence fn(x) = 0 is solvable in oE/P iff it is solvable in
oF /p. This completes the proof. 
There are results on ensuring the existence of K for some cases. One is given by
Theorem 5.9 (Wyman). Let E/F be a cyclic extension and suppose that h(F ) = 1. Then there
exists K such that HE = KE and F = K ∩ E.
Proof. This is taken from [5, Proposition 3]. 
Hence we have the
Corollary 5.10. Let p be a nonzero prime ideal of oF and assume (16) holds. Suppose further that
h(F ) = 1. Then there is a monic irreducible polynomial fn(x) ∈ oF [x] of degree h(E), the class
number of E, such that if p contains neither 2n nor the discriminant of fn(x) then
p = (x2 + ny2)oF for some x, y ∈ oF
⇐⇒ − n is a square mod p and fn(x) = 0 is solvable over oF /p.
Proof. We have h(F ) = 1, and noting that E/F is Galois, thus Theorem 5.9 ensures the existence
of K, and Theorem 5.8 applies. 
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Next we will give another ensuring condition, leading not only the existence but also what K
can be taken to be.
If we use the above criteria in Theorem 5.8 for computation, we must attempt to find the
corresponding Hilbert class fields (or the field K). One can use complex multiplication (see, e.g.
[6]) for those of quadratic imaginary fields, Stark’s method for those of totally real number fields,
and Kummer theory for those of a general number field (see [2]). The main focus of this section is
on solvability over imaginary quadratic fields, which in turn, needs Hilbert class fields of biquadratic
fields (see the beginning of this section). So we will give some constructions of Hilbert class fields
in special cases, in fact the constructions of defining polynomials. We first need a
Proposition 5.11 (E. Friedman). Let E/F be number fields. Let Cl(E) and Cl(F ) denote the
class group of E and F , respectively. Consider the exact sequence
0 // ClN (E/F ) // Cl(E)
NE/F
// Cl(F ) // ClN,E(F ) // 0
where ClN (E/F ) and ClN,E(F ) denote the kernel and cokernel of the norm map NE/F . Let HE
and HF denote the corresponding Hilbert class fields. Then we have the following assertions.
(a) ClN (E/F ) ∼= Gal(HE/EHF ). In particular, NE/F is injective iff EHF = HE.
(b) NE/F is injective iff [E ∩HF : F ] = #(Cl(F ))/#(Cl(E)).
(c) ClN,E(F ) ∼= Gal(E ∩HF /F ). In particular, NE/F is surjective iff E ∩HF = F .
Proof. This is taken from [2, Exercise 3, §7.6]. 
By this proposition,
(17) [E ∩HF : F ] = #(Cl(F ))/#(Cl(E))
if and only if EHF = HE . This helps us to find HE in some cases, just by finding HF first and
then verifying (17). Another application is the more special case that
(18) [E ∩HF : F ] = #(Cl(F ))/#(Cl(E)) = 1,
which is equivalent to that the norm map is an isomorphism or to that EHF = HE and E∩HF = F .
The later means that we can take K = HF in Theorem 5.8, even if Theorem 5.9 dos not apply. We
summarize it as the following
Theorem 5.12. Assume that the assumptions (16) and (18) hold. Let f(x) ∈ oF (of degree
h(E) = h(F )) be a defining polynomial of HF /F (which is independent on n). If p ∈ oF a prime
element divides neither 2n nor the discriminant of f(x), then poF = (x
2 + ny2)oF for some x and
y in oF iff −n is a square mod p.
Proof. Since the prime ideal p = poF is principal, it splits completely in HF . The later is to say
that f(x) = 0 is solvable over oF /poF since p does not divide the discriminant of f(x). Applying
Theorem 5.8, taking K = HF and fn(x) = f(x) there, we have
poF = (x
2 + ny2)oF for some x, y ∈ oF
⇐⇒ − n is a square mod p and f(x) = 0 is solvable over oF /poF .
However it already holds that f(x) = 0 is solvable over oF /poF . The proof completes. 
Remark 5.13. By considering modulo p, one knows clearly that poF = (x
2 + ny2)oF implies −n
is a square mod p.
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We see from this Theorem that if (18) holds, the criterion becomes very simple, just whether
−n is a square mod p. In particular, if
(19) #(Cl(F )) = #(Cl(E)) is odd,
then (18) holds because the extension degrees of E and HF over F are relative prime.
Now we are going to deal with quadratic fields. Still let d > 3 and n be two distinct positive
square free integers and let F = Q(
√−d). We will make some further restrictions on d and n in
order to satisfy the assumption (16).
Corollary 5.14. Let d > 3 and n be two positive square free integers. Suppose they are relative
prime and d ≡ 3 (mod 4) and n ≡ 1 or 2 (mod 4). Assume the diophantine equation du2−nv2 = 1
is solvable over Z. Suppose further that (18) holds. In particular, suppose (19) holds. Let f(x) ∈ oF
be a defining polynomial of HF /F . If p divides neither 2n nor the discriminant of f(x), then
p = x2 + ny2 is solvable over oF iff −n is a square mod p.
Proof. Since we assume that d ≡ 3 (mod 4) and n ≡ 1 or 2 (mod 4), [10, Exercise 42(c), Chapter
2] tells us that
{1, 1 +
√−d
2
,
√−n, 1 +
√−d
2
√−n}
is an integral basis for oE. It follows that oE = oF +oF
√−n, i.e. the assumption (16) holds. Noting
the assumption (18) we can use Theorem 5.12 to obtain that poF = (x
2 + ny2)oF for some x and
y in oF iff −n is a square mod p. The condition du2 − nv2 = 1 implies that (15) holds. Like the
proof of Theorem 5.6 we know poF = (x
2 + ny2)oF is equivalent to p = x
2 + ny2. 
Let us exhibit an example for the case in Corollary 5.14. The computation of class numbers is
done by the package PARI [1] mainly developed by Henri Cohen.
Example 5.15. d = 59 and n = 2, F = Q(
√−59), if a prime element p of oF = Z[ 1+
√
−59
2 ] dos
not divide 118 then p = x2 + 2y2 is solvable over oF iff −2 is a square mod p.
Proof. F = Q(
√−59) and E = F (√−2). h(F ) = h(E) = 3 is odd so (19) holds. Hence Corollary
5.14 applies. We need to find a defining polynomial of HF /F . We know by Theorem 5.9 (applied to
F/Q) that there is a integer coefficient one. We refer to the table for Hilbert class fields of several
imaginary quadratic fields [2, Appendix 12.1.2], from which we know x3 + 2x− 1 is what we want.
In fact we may also use complex multiplication to find this. Since the discriminant of x3 + 2x− 1
is −59, the result follows. 
We continue this example in details. For instance, consider the rational prime 17. It is easy to
see that 17 splits completely in F since
(−59
17
)
= 1. In fact 17 = poFpoF where p =
3+
√
−59
2 a prime
element in oF . Clearly p ∤ 118. Since here n ∈ Z and oF /poF ∼= Z/17Z, we find that the criterion
for p = x2 + 2y2 being solvable over oF in the example becomes that
(−2
17
)
= 1. This clearly holds.
Hence it is true that p = x2 + 2y2 is solvable over oF . In fact we have
3 +
√−59
2
= (
5779 + 1115
√−59
2
)2 + 2(−3028 + 266√−59)2.
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