For discrete spectrum of 1D second-order differential/difference operators (with or without potential (killing), with the maximal/minimal domain), a pair of unified dual criteria are presented in terms of two explicit measures and the harmonic function of the operators. Interestingly, these criteria can be read out from the ones for the exponential convergence of four types of stability studied earlier, simply replacing the 'finite supremum' by 'vanishing at infinity'. Except a dual technique, the main tool used here is a transform in terms of the harmonic function, to which two new practical algorithms are introduced in the discrete context and two successive approximation schemes are reviewed in the continuous context. All of them are illustrated by examples. The main body of the paper is devoted to the hard part of the story, the easier part but powerful one is delayed to the end of the paper.
Introduction
The spectral theory is an active research subject, not only in mathematics but also in physics. The discrete spectrum has an especial meaning in quantum physics, it represents the discrete levels of energy. From the Internet, one may find a large number of publications in the field (more than 50, 000 webpages in the scholar search for "discrete spectrum"). From the search, we learnt that the theory was begun in early 1900s, mainly from the interaction of mathematics and physics, by F. Riesz, D. Hilbert, H. Weyl, J. von Neumann, and many others. In particular, the concept of "essential spectrum" used below was first introduced by H. Weyl in 1910. Surprisingly, in such a long time-developed field, the known complete results are still rather limited, even in dimension one. We will review some of the related results case by case subsequently.
This paper deals with one-dimensional case only. Mainly, the results come from three resources: (i) Mao's criteria [10] in the ergodic case; (ii) the KarlinMcGregor's dual technique (cf. [3] ); and (iii) an isospectral transform introduced recently by the author and X. Zhang (2014) . The last point is essential different from the known approach (comparing with [12, 7] ). If the harmonic function is replaced by the ground state (i.e., the eigenfunction corresponding to the principal eigenvalue), then the transform in (iii) is just the H-transform often used in the study of spectral gap for Schrödinger operators. Certainly, in practice, it is important to estimate the harmonic function. For this, we introduce some easier algorithms in the discrete context and review two successive approximation schemes in the continuous context.
A large part of the paper (5 sections: §2- §6) deals with the discrete space. A typical result of the paper is presented in the next section (Theorem 2.1), its proof is given in §3. Some illustrating examples are also presented in the next section, their proofs are delayed to §6. The new algorithms are presented in §4 and §5. The continuous analog of the results in the discrete case is presented in the last section ( §7) of the paper. Additionally, a powerful application of our approach is illustrated by Corollary 7.9 and Examples 7.10 and 7.11.
Main results in discrete case
Given a tridiagonal matrix Q c " tq ij u on E :" t0, 1, 2, . . .u: q i,i`1 " b i ą 0 pi ě 0q, q i,i´1 " a i ą 0 pi ě 1q, q i,i "´pa i`bi`ci q, where c i ě 0 pi ě 0q, and q i,j " 0 for other j ‰ i. From probabilistic language, this matrix corresponds to a birth-death process with birth rates b i , death rates a i and killing rates c i . Corresponding to the matrix Q c , we have an operator Ω c f pkq " b k pf k`1´fk q`a k pf k´1´fk q´c k f k , k P E, a 0 :" 0.
In what follows, we need two measures µ andν on E:
, n ě 1;ν n " 1 µ n b n , n ě 0.
Corresponding to the operator Ω c , on L 2 pµq, there are two quadratic (Dirichlet) forms D c pf q " ÿ c pf q. The spectrum we are going to study is with respect to these Dirichlet forms. We say that D c , D min pD c q˘has discrete spectrum`equivalently, the essential spectrum of D c , D min pD c q˘, denoted by σ ess`Ω c min˘, is empty˘if its spectrum consists only isolated eigenvalues of finite multiplicity. For an operator L, we have spectrum of L " discrete part`essential part.
Hence the statement "L has discrete spectrum" is exactly the same as "σ ess pLq " H". To state our first main result, we need some notation. Define
, n ě 1;
For simplicity, we write
Similarly, we have Spec`Ω c max˘.
Proof. Once σ ess`Ω c min˘" H, by Theorem 2.1 (1), it is obvious that
Then the conclusion follows from [5; Theorem 2.6]. l Remark 2.3 If c i " 0. Then v i " 0 and ξ n " 1`u n . Since r 0 " 1 and r n " pξ n´un r n´1 q´1, by induction, it is obvious to see that r n " 1 and then h n " 1.
When c i " 0, we drop the superscript c from Ω c and D c for simplicity. In this case, part (2) of the theorem is due to [10; Theorem 1.2]. Under the same condition, a parallel spectral property of the birth-death processes has recently obtained by [13] . The criteria in the present general setup seem to be new. Let us mention that different sums ř 8 n and ř 8 n`1 are used respectively in the first two parts of Theorem 2.1.
Before moving further, let us explain the reasons for the partition of three parts given in the theorem.
Remark 2.4 Consider c i " 0 only for simplicity.
(a) First, let ř n µ n ă 8. If furthermore ř n pµ n b n q´1 " 8, then the corresponding unique birth-death process is ergodic. It becomes exponentially ergodic iff the first non-trivial "eigenvalue" λ 1`o r the spectral gap inftSpecpΩqzt0uu˘is positive. Equivalently,
(cf. [2; Theorem 9.25]). One may compare this condition with part (2) of Theorem 2.1 having h n " 1. Clearly, this is a necessary condition for Spec`Ωt o be discrete. The exponential ergodicity means that the process will return to the original exponential fast. Hence with probability one, it will never go to infinity.
(b) Conversely, if ř n pµ n b n q´1 ă 8. Then the process is transient. It decays (or "goes to infinity") exponentially fast iff
Refer to [3; Theorem 3.1] for more details. One may compare this condition with part (1) of Theorem 2.1 having h n " 1. This conclusion holds even without the uniqueness assumption: (c) Let
Hence we have also
In this case, we should study their spectrum separately. For the maximal one`D, D max pDq˘, the solution is given by part (2) of the theorem. For the minimal one, the solution is given in part (1) . In this case, both SpecpΩ min q and SpecpΩ max q are discrete. In [5; Theorem 2.6], the principal eigenvalue is studied only in a case for Ω c min . The other three cases (cf. [3] ) should be in parallel. For instance, Ω c max corresponds to an extended Hardy inequality:
where A is a constant. However, for Ω c min , the condition "f P L 2 pµq" in the last line should be replaced by "f has finite support".
(d) As for part (3) of the theorem, since part (1) remains true even if ř n pµ n b n q´1 " 8. Dually, part (2) remains true even if ř n µ n " 8. Alternatively, in case (3), the birth-death is zero recurrent and so the spectrum can not be discrete. Actually, it can not have exponential decay. Otherwise,
"
Besides, D min pDq " D max pDq. The assertion is now clear.
The next four simple examples show that the three parts in Theorem 2.1 are independent. Note that in what follows, we do not care about b 0 and a 0 since a change of finite number of the coefficients does not interfere our conclusion (in general, the essential spectrum is invariant under compact perturbations).
Example 2.5 Let b n " n 4 and µ n " n´2. Then both SpecpΩ min q and SpecpΩ max q are discrete.
Proof. Sinceν n " n´2, we have ř n µ n ă 8 and ř nν n ă 8. The assertion follows from the first two parts of Theorem 2.1. l Example 2.6 Let c n " 0, b n " a n`1 " n γ pγ ě 0q. Then SpecpΩ min q is discrete iff γ ą 2. In particular, if γ P r0, 1s, then SpecpΩ min q " SpecpΩ max q is not discrete.
The main assertion follows from the last two parts of Theorem 2.1. In the particular case that γ P r0, 1s, we have ř n µ n " 8 and ř nν n " 8. The assertion follows from part (3) of Theorem 2.1. l Dually, we have the following example.
Example 2.7 Let c n " 0, a n " b n " n γ pγ ě 0q. Then Spec`Ω c max˘i s discrete iff γ ą 2. In particular, when γ P r0, 1s, then SpecpΩ min q " SpecpΩ max q is not discrete.
Since a local modification of the rates does not make influence to our conclusion, we obtain the next result. The next three examples are much more technical since their pc n q are not local. This is what we have to pay by our approach. The proofs are delayed to Section 6. Example 2.9 Let a n " b n " 1 and c n Ó 0. Then Spec`Ω c min˘i s not discrete or equivalently σ ess`Ω c min˘‰ H. Example 2.10 Let a n " b n " pn`1q{4, c n " 9pn`1q{16. Then σ ess`Ω c min˘" H.
Example 2.11 Let a n " b n " pn`1q 2 , c n " 5`10{p5n´12q. Then σ ess`Ω c min˘‰ H.
3 Proof of Theorem 2.1 (a) The computation of the Ω c -harmonic function h (i.e., Ω c h " 0) used in the theorem is delayed to Section 5.
(b) By using h, one can reduce the case of c i ı 0 to the one that c i " 0. Roughly speaking, the idea goes as follows. Let h ‰ 0, µ-a.e. Then the mapping f Ñf :f " 1 rh‰0s f {h is an isometry from L 2 pµq to L 2 pμq, wherẽ µ " h 2 µ. Next, for given operator`Ω c , D`Ω c˘˘, one may introduce an operator r Ω on L 2 pμq (without killing) with deduced domain D`r Ω˘from D`Ω c˘u nder the mapping f Ñf such that
This implies that the corresponding quadratic form` 
where pµ n q and pν n q are defined at the beginning of the paper. This is the condition given in Theorem 2.1 (2) with h k " 1. 
Similar to pµ n q and pνq, we have
" a0νn´1, n ě 1.
The last equality holds also at n " 0, and then
Therefore, νr0, ns µrn`1, 8q " 1 a0 µ˚r0, ns a0ν˚rn, 8q " µ˚r0, nsν˚rn, 8q.
Clearly, we haveν˚pEq ă 8 iff µpEq ă 8.
Then we have Ω˚" M ΩM´1 or equivalently, Q˚" M QM´1. In other words, Ω and Ω˚are similar and so have the same spectrum (one may worry the domain problem of the operators, but they can be approximated by finite ones, as used often in the literature, see for instance [3] ). Now, we can read from proof (c) above for a criterion for SpecpΩm in q to have discrete spectrum:
Ignoring the superscript˚, this is the condition given in Theorem 2.1 (1) with h k " 1.
4 An algorithm for ph i q in the "lower-triangle" case.
To get a representation of the harmonic function h, as mentioned in [6; Remark 2.5 (3)], even in the special case of birth-death processes, we originally still had to go to a more general setup: the "lower-triangle" matrix (or single birth process). For those reader who is interested in the tridiagonal case only, one may jump from here to the next section. The matrix we are working in this section is as follows: q i,i`1 ą 0 for each i ě 0 but q ij ě 0 can be arbitrary for every j ă i. For each pc i P Rq, the operator Ω c becomes
To be consistence to what used in the last section, we replace c i used in [6] bý c i here. Following [6; Theorem 1.1], we adopt the notation:
The theorem just cited says that pg n q is the solution to the Poisson equation
In particular, when f " 0, this g gives us the unified formula of Ω c -harmonic function h. We now introduce an alternative algorithm for r F piq n ( něiě0 (and then for tg n u ně0 ). This is meaningful since it is the most important sequence used in [6] . The advantage of the new algorithm given in (1) below is that at the kth step in computing G 
Then, with G piq 0,0 " 1, we have the following alternative representation.
(1) For each m ě 0 and i ě 0,
(2) For each n ě 0 and i ě 0,
where
Proof. (a) To prove part (1) of the proposition, by [6; (2.7)], we have
For simplicity, let
Then we have
The goal of the construction of tG
Hence by (2) again, it follows that
Comparing this and (2), it is clear that for replacing the set t1, 2, . . . , mu by t2, 3, . . . , mu in the summation, we should replace the term
Similarly, by (2), we have
Inserting this into (3), it follows that
One may continue the construction of G piq ,k recursively in k. In particular, with
(at the m th step) for m ě 2 and i ě 0. We have thus proved not only (1) but also the first assertion of the proposition.
(b) To prove part (2) of the proposition, we rewrite g n as
Then the second assertion follows from the first one of the proposition. l
Remark 4.2 From (1), it follows that
Successively, we get
We have thus obtained a lower bound of G piq m,m (and then lower bound of g n ):
When c i " 0, we return to the original F p0q m :
5 An algorithm for ph i q in the tridiagonal case.
We now come back to the birth-death processes and look for a simpler algorithm for the Ω c -harmonic function h.
Lemma 5.1 For a birth-death process with killing, the Ω c -harmonic function h:
can be expressed by the following recursive formula
From Lemma 5.1, it is clear that the sequence ph n q is completely determined by the sequences pu n q and pv n q.
Next, we introduce a first-order difference equation instead the secondorder one used in the last lemma. To do so, set
By induction, we have h i ě p1`v i´1 qh i´1 and hence r i ď p1`v i q´1. From
we get 1 " p1`u n`vn qr n´un r n´1 r n " p1`u n`vn´un r n´1 qr n , n ě 1.
Clearly, we have
The next result says that we can describe ph n q by pr n q which has a simpler expression.
Proposition 5.2 Let pu n q and pv n q be given in the last lemma, set ξ n " 1ù n`vn . Then
, n ě 1.
Furthermore, the sequences tr n u and th n u are presented in Theorem 2.1.
In what follows, we are going to work out some more explicit bounds of pr n q and a more practical corollary of our main criterion (Theorem 2.1). We will pay a particular attention to the case that u n " 1 which is more attractive since then the principal eigenvalue λ 0`Ω c min˘" 0 (ñ σ ess`Ω c min˘‰ H) once v n " 0. Thus, one may get some impression about the role played by pc n q.
Lemma 5.3 If
or large n, then by a local modification of the rates pa i , c i q if necessary, we have
and then
Besides, for r n´1 ď r n , condition (4) is necessary.
Proof. Let us start the proof of an informal description of the idea of the lemma. Suppose that r n " x as n Ñ 8. From the second equation given in Proposition 5.2, we obtain an approximating equation
Since x ď 1, we have only one solution
This suggests us the upper bound r n ď ξ n´a ξ 2 n´4 u n 2u n for large n. This leads to the conclusion of the lemma.
(a) Assume that condition in the lemma holds starting from n 0 , and suppose that (4) holds for n´1 pn ě n 0 q. Then we have
We now show that the right-hand side is upper bounded by
Or equivalently,
This clearly holds by the condition of the lemma. We have thus obtained (4) for n and then completed the second step of the induction argument.
(b) The proof for the last assertion of the lemma is similar: from r n´1 ď r n , one obtains r n " 1 ξ n´un r n´1 ď 1 ξ n´un r n´1 .
Solving this inequality and noting that r n ď 1, we obtain again condition (4). discrete spectrum (c) It remains to show that (4) holds for every n ď n 0´1 by a suitable modification of the rates, and then complete the induction argument. To see this, we may modify the rates pa i , c i q step by step. Let us start at n "
Therefore, for the modified rates, the assertion holds at n " 1. Note that this modification does not change anything of r n for n ě 3 and pa n , b n , c n q for n ě 2. Besides, for smaller r 1 , we have smaller r 2 . Continuing the modification step by step, we can arrived at the required conclusion. l
In particular, if u n " 1, the condition of the lemma becomes a v n´1 p4`v n´1 q´v n´1 ě a v n p4`v n q´v n which holds once v n is decreasing in n since the function a xpx`4q´x is increasing in x.
Lemma 5.4 Given two sequences tp n u and tq n u, suppose that q n Ò 8 as pn 0 ďq n Ò 8.
Proof. Here we prove part (1) of the lemma only. Since q n Ò, by assumption and the proportional property, we have p n`1´pn 0 q n`1´qn 0 " pp n`1´pn q`¨¨¨`pp n 0`1´p n 0 q pq n`1´qn q`¨¨¨`pq n 0`1´q n 0 q ě η, n ě n 0 .
Because q n Ò 8, we have
With some obvious change, one may prove the following result.
Lemma 5.5 Suppose that q n Ó 0 as pn 0 ďq n Ò 8.
Corollary 5.6 Let
If B n " 8 and lim n A n " 8, then σ ess pΩ c min q ‰ H. Next, assume that B n ă 8. (1) If inf n"1 a n ą 0 and lim n h 2 n µ n ? a n B n " 0, then lim n A n B n " 0 and so
(2) If either lim n h 2 n µ n B n ą 0 or lim n h 2 n µ n ? a n B n ą 0 plus inf n"1 r n ą 0, then lim n A n B n ą 0 and so σ ess`Ω c min˘‰ H.
Proof. The trivial case that B n " 8 is easy by our criterion. Now, assume that B n ă 8. Note that B´1 n Ò 8 as n Ò 8. We have
By part (2) of Lemma 5.4, it follows that lim n A n B n " 0 once lim n h 2 n µ n ? a n B n " 0.
We have proved part (1) of the corollary. The proof of part (2) is similar. l Lemma 5.7 Assume that r n ăˆb n u n a n`1˙1
{4
, n " 1 and lim n h 2 n µ n ? a n " 8.
? a n`1 ‰ " 8, then lim n h 2 n µ n ? a n B n " 0.
(2) If inf n"1 r n ą 0 and lim n " b n { ? a n´r 2 n ? a n`1 ‰ ă 8, then lim n h 2 n µ n ? a n B n ą 0.
Proof. Note that h 2 n µ n ? a n is strictly increasing iff
a n a n`1 "ˆb n u n a n`1˙1
.
If lim n h 2 n µ n ? a n " 8, then by Lemma 5.5, the study of the limit h 2 n µ n ? a n B n " B n 1{ph 2 n µ n ? a n q can be reduced to examine the limit of 1{ph n h n`1 µ n b n q 1{ph 2 n µ n ? a n q´1{ph 2 n`1 µ n`1 ? a n`1 q " r n b n { ? a n´r 2 n ? a n`1 . l
The next result shows that once we know the precise leading order of the summands, the computation used in Theorem 2.1 becomes much easier.
Lemma 5.8 (1) If both µ n h 2 n and µ n b n h n h n`1 have algebraic tail (i.e., " n α for some α ą 0), then
(2) If both µ n h 2 n and µ n b n h n h n`1 have exponential tail (i.e., " e αn for some
Proof. Let µ n h 2 n " n α and µ n b n h n h n`1 " n β . Then
Hence we obtain the first assertion in part (1) . The other assertion can be proved similarly. l
Proofs of Examples 2.9-2.11
Proof of Example 2.9
The conclusion that σ ess`Ω c min˘‰ H is actually known since the principal eigenvalue λ 0`Ω c min˘" 0 by [3; Example 9.16] which implies the required assertion.
We now prove the assertion by our new criterion. First, noting that h n Ò, if h 8 :" lim n h n ă 8, then B n " 8 and so the conclusion follows by Corollary 5.6. Next, let h 8 " 8. Then lim n h 2 n µ n ? a n " 8. Because c n Ó 0, r n ă 1 "ˆb n u n a n`1˙1
{4
, n ě 1, lim n r n " 1,
? a n`1 ‰ " 0 and so the assertion that σ ess`Ω c min˘‰ H follows by using part (2) of Lemma 5.7 and part (2) of Corollary 5.6. l
Proof of Example 2.10
The model is modified from [3; Example 9.19] where it was proved that λ 0 pΩ c min q ą 0. The key for this example is that u n " 1 and v n " 9{4. Hence r n " 1{4 and then h n " 4 n . Because µ n " n´1, we have ř n µ n h 2 n " 8 and lim n h 2 n µ n ? a n " 8. It is obvious that r n ăˆb n u n a n`1˙1
{4
"ˆn`1 n`2˙1
Besides, we have
? a n`1 " 15 16 ? n as n Ñ 8.
The assertion that σ ess`Ω c min˘" H now follows from part (1) of Lemma 5.7 and part (1) of Corollary 5.6.
Lemma 5.8 is applicable to this example. Because r n " 1{4 and then h n " 4 n , we are in the case of exponential tail. By the first assertion in part (2) of Lemma 5.8, we have
The required assertion then follows from part (1) of Theorem 2.1. l
Proof of Example 2.11
The model is modified from [3; Example 9.20] where it was proved that λ 0`Ω c min˘ą 0. We have u n " 1 and
 which is decreasing in n ě 3. Because we are studying a property at infinity, without loss of generality, we may apply Lemma 5.3 to derive
From (5), we get
Hence µ n h 2 n ě n´1 and so
? a n`1 ‰ , we need a lower bound of r n . An easier way to do so is modifying the rather precise upper bound of r n :
Clearly, we need only to look for a lower bound of´a1´4u n {ξ 2 n as n Ñ 8. For this example, u n " 1, ξ n " 2`v n . Since v n Ñ 0, it is clear that a 1´4u n {ξ 2 n " 0 as n Ñ 8. Thus, it is natural to approximate this by second-order polynomials of 1{n: d
This leads us to choose the following lower bound: d
Then r n ąˆ1`v n 2˙ˆ1´3 n`2 n 2˙( by a numerical check) ": η n pFig. 1q. Figure 1 The top curve is r n . The bottom curve is`1`v n 2˘`1´3 n`2 n 2˘.
Furthermore,
We mention that there is enough freedom in choosing the lower bound. For instance, replacing 2{n 2 by 5{n 2 in the lower bound above, the result is the same. By using part (2) of Lemma 5.7 and part (2) of Corollary 5.6, we obtain σ ess`Ω c min˘‰ H. Alternatively, we can also use Lemma 5.8 to prove this example. We have seen that r n " 1´α{n for some α ą 0. This means that h n " n α and hence we are in the case of algebraic tail. By the first assertion in part (1) of Lemma 5.8, we have
Then the required assertion follows from part (1) of Theorem 2.1. l
Elliptic differential operators (Diffusions)
Consider the elliptic differential (diffusion) operator
where Cpxq " ş x θ pb{aqpyqdy and θ is a reference point. Define also a measure deduced from νν pdxq " e´C pxq dx.
Corresponding to the operator, we have the following Dirichlet form
with domains: either the maximal one
f is absolutely continuous and D c pf q ă 8 ( , or the minimal one D min pD c q which is the smallest closure of the set f P C 2 pEq : f has a compact support ( with respect to the norm }¨} D , as in the discrete case ( §2). In parallel to Theorem 2.1, we have the following result.
Theorem 7.1 Let E " p0, 8q and h ‰ 0-a.e. be an L c -harmonic function (to be constructed in Theorem 7.4 below): L c h " 0, a.e.
(1) Ifν`h´2˘ă 8, then σ ess pL c min q " H iff
When cpxq " 0 and bpxq " 0, the first two parts of the theorem may go back to [9] . When cpxq " 0, part (1) was presented in [1; Theorem 4.1] and [7; Example 6.1]; under the same condition cpxq " 0, part (2) of the theorem is due to [10; Theorem 1.1], again replacing the uniqueness condition by a use of the maximal process. In the general setup, a different criterion for part (1) was presented in [12] and [7; Corollary 5.3] , assuming some weak smooth conditions on the coefficients of the operator. Unfortunately, we are unable to state here their results in a short way. In particular, in [7; Corollary 5.3] , the family of intervals tIpxq : x P Eu is assumed to be existence but is not explicitly constructed. When bpxq " 0 in L c , a compact criterion for part (1) was presented in [12] . For general b in part(1), it was also handled in [9, 12] by a standard change of variables (called time-change in probabilistic language). Unfortunately, as far as we know, the conditions of these general results are usually not easy to verify in practice and so a different approach should be meaningful. Here is a key difference between the approaches, the time-change technique eliminates the first-order differential term b and our H-transform eliminates the killing (or potential) term c. In an earlier version, we assumed that e C {a is locally integrable. Actually, this is equivalent to the local integrability of b{a since C and then e C are locally bounded due to the assumption that b{a is locally integrable. Theorem 7.4 Under Hypothesis 7.3, for every γ p0q , γ p1q P R, an L c -a.e. harmonic function f always exists. More precisely, a function f can be chosen from the first component of F˚obtained uniquely by the following successive approximation scheme.
(1) The first successive approximation scheme. Define
where Gpxq "ˆ0 e´C ce C {a 0˙. Then
uniformly on each compact subinterval of J. In other words, F˚is the unique solution to the equation
and so it is absolutely continuous on each compact subinterval of J.
(2) The second successive approximation scheme. Define
then F˚" ř 8
n"1 r F pnq (which is the so-called Peano-Baker series).
Proof. (a) Part (1) (b) By induction, it is easy to check that F pnq " ř n k"1 r F pkq . Then part (2) follows from part (1). l A simple way to understand Theorem 7.4 is to look at its differential form of (8):
From (9), one sees that the sequence r F pnq ( ně1 is given by a one-step algorithm, as the one for tr n u ně1 used in the discrete case. Then F˚is given by the summation of r F pnq ( , which is different from the discrete situation where h is defined by a product of tr´1 n u. (2) Let s F be a solution to the inequality
or more simplicity, to the inequality
Then s F ě F˚.
Proof. Apply [2; Theorems 2.2, 2.9, and 2.6]). l Example 7.6 Let
Then σ ess pL c min q " H if α ą 1 and σ ess pL c min q ‰ H if α " 1.
Proof. By Theorem 7.4, we have F˚"ˆh e C h 1˙. Hence, it is natural to choose
Because of this, we may denote the first component of F pnq by h pnq . Similarly, we haveh pnq from the second successive approximation scheme. First, by using Mathematica, we haveh p2nq " 0,
Their leading orders are as follows:
More simply, one may use x 2α´2 {4 instead of the original cpxq, one gets the same leading order ofh p2n`1q . From this, we guess that h " ř 8
n"1h pnq looks like exp x α 2α . This becomes more clear when we use the first successive approximation scheme.
Obviously, h pnq is approximating to
step by step. Since α ě 1, we have seen that
This leads to the lower estimate of h: hpxq ě exp
. We are now going to show that the equality sign here holds.
In general, in order to check that F˚"ˆh e C h 1˙, it is easier to check (10). With h " exp ψ, from equation (10), it follows that
or equivalently,
In the present case, it is simply
From this, we obtain ψ 1 pxq " x α´1 {2 and then ψpxq " x α {p2αq. Having h at hand, the assertion of the lemma follows from Theorem 7.1. Since h is increasing, µph 2 q " 8, we need only the last two parts of Theorem 7.1. The details are delayed to the next example since this one is actually a particular case of Example 7.10 (2) with b " 0. We remark that the precise leading order of h at infinity is required for our purpose, the natural lower estimate h ě h pnq for fixed n is usually not enough. Nevertheless, the successive approximation schemes are still effective to provide practical lower bound of h. An upper bound of h is often easier to obtain by using (12) . We also remark that the simplest way to prove Example 7.6 is using the following Molchanov's criterion ( [11] , see also [8; page 90, Theorem 6]): if b " 0, a " 1, and c is lower bounded, then σ ess pL c min q " H iff for each θ ą 0,
From this remark, it should be clear that there is quite a distance from the last special case to our general setup.
With a little modification of the proof for the last example in the case of α " 2, it follows that hpxq :" exprx 2 {2s is harmonic of the following operator
Then, by using a shift, we obtain the following result.
Example 7.7 The one-dimensional harmonic oscillator
has discrete spectrum.
Actually, it is known that the eigenvalues of the last operator´L c are simple: λ n " 2n`1, n " 0, 1, . . . with eigenfunction
respectively. By symmetry, the conclusion holds not only on the half-line but also on the whole line.
Example 7.8 Let E " p0, 8q, γ ě 10{9, and
Then σ ess pL c min q " H if γ ą 2 and σ ess pL c min q ‰ H if γ P r10{9, 2s.
Proof. We remark that condition γ ě 10{9 is for cpxq ě 0. First, we look for the L c -harmonic function h having the form h " exp ψ for some ψ. Then, by (13), we have
This equation suggests us first that ψ 1 " βp1`xq´1 for some constant β, and then β " γ{10. Hence, we obtain hpxq " p1`xq β .
Next, we have
Cpxq "
Therefore, µ`h 2 1 p0,xq˘ν`h´2 1 px,8q˘" x 2´γ as x Ñ 8. The result now follows from Theorem 7.1 (1). l Actually, this example is a special case of Example 7.11 (2) .
Up to now, we have studied in one direction: reducing the case that cpxq ı 0 to the one cpxq " 0. Certainly, we can go to the opposite direction: extending the result from cpxq " 0 to cpxq ı 0. This is actually much easier but is very powerful. For simplicity, we restrict ourselves to the special case that h ą 0. Then one may write h " exp ψ for some ψ. This leads to the next result which is a special case of [5; Corollary 3.7] .
Then pL, DpLqq and`r L, D`r L˘˘are isospectral`in particular, σ ess pLq " σ ess`r L˘˘. Furthermore, if we replace ψ 1 by
Corresponding to D max`r L˘, we have D max pLq defined by (14) in terms of ψ. Then, we have L max . Furthermore, we have L b max in terms of (15). Similarly, corresponding to D min`r L˘, we have D min pLq, L min , and L b min , respectively. Example 7.10 Let E " p0, 8q, α ą 0 and b P C pEq.
(1) Define
Proof. Note thatνpEq " 8. By [10; Example 4.1], for the operator
with the maximal domain, we have σ ess pL 0 q " H if α ą 1 and σ ess pL 0 q ‰ H if α P p0, 1s. Actually, Cpxq "ż as x Ñ 8. Henceνp0, xqµpx, 8q " x 2p1´αq as x Ñ 8. The required conclusion now follows from Theorem 7.1 (2) with h " 1. Then, by Corollary 7.9, we obtain part (1). To prove part (2), recall that for the differential operator
as an analog of the duality for birth-death processes used in Section 3 (part (d)), its dual operator p L takes the following form: Proof. As in the proof of Example 7.10, it suffices to study the spectrum of the operator L 0 " p1`xq γ d 2 dx 2 with the maximal domain. Clearly, µpdxq " p1`xq´γdx,νpdxq " dx,νp0, 8q " 8, µpEq ă 8 if γ ą 1.
We are in the case of Lemma 5.8 (1):νp0, xqµpx, 8q " x 2´γ as x Ñ 8. Hence, by Theorem 7.1 (2) with h " 1, L 0 has discrete spectrum if γ ą 2 and otherwise, if γ P p1, 2s. l Remark 7.12 The condition cpxq ě 0 used in the paper has some probabilistic meaning (killing rate), but it is not necessary, as we have seen from Example 7.10 (2) with bpxq " 0 and α P p0, 1q. Everything should be the same if c is lower bounded which can be reduced to the nonnegative case by using a shift. The last 'bounded below' condition is still not necessary, refer to [5] .
Up to now, we have studied the half-space only. The case of whole line is in parallel. To see this, fix the reference point θ " 0 and use the measures µ and ν defined at the beginning of this section. For simplicity, here we write down only the symmetric case (which means that µ are finite or not simultaneously on p´8, 0q and p0, 8q, and similarly forν). The other cases may be handled in parallel. Theorem 7.13 Let E " R and h ‰ 0-a.e. be an L c -harmonic function constructed in Theorem 7.4.
(1) Ifν`h´2˘ă 8, then σ ess pL c min q " H iff lim xÑ8 " µ`h 2 1 p0,xq˘ν`h´2 1 px,8q˘`µ`h 2 1 p´x,0q˘ν`h´2 1 p´8,´xq˘ı " 0.
(2) If µ`h 2˘ă 8, then σ ess pL c max q " H iff lim xÑ8 " µ`h 2 1 px,8q˘ν`h´2 1 p0,xq˘`µ`h 2 1 p´8,´xq˘ν`h´2 1 p´x,0q˘ı " 0.
(3) Ifν`h´21 p´8,0q˘"ν`h´2 1 p0,8q˘" 8 " µ`h 2 1 p´8,0q˘" µ`h 2 1 p0,8q˘, then σ ess pL c min q " σ ess pL c max q ‰ H. The approach used in this paper is meaningful in a quite general setup. For instance, one may refer to [5] for some isospectral operators in higher dimensions.
