Support vector machines (SVM) have become popular among machine learning researchers, but their applications in biomedicine have been somewhat limited. A number of methods, such as grid search and evolutionary algorithms, have been utilized to optimize model parameters of SVMs. The sensitivity of the results to changes in optimization methods has not been investigated in the context of medical applications.
Introduction
In the last few decades, significant emphasis has been placed on the development of statistical and machine learning models to help predict risk in various patient populations. These models have been widely used to improve the quality of care [1] , provide institutional quality scorecards [2] , provide risk stratification [3] , assist patient selection [4] in research, evaluate futility of care [5] , and provide individual patient prognostications [6] .
One of the most recent developments in machine learning modeling has been support vector machines (SVM) [7, 8] . These models are based on the theory of risk minimization and are able to find an optimal separation hyperplane in a multi-dimensional space to perform classification of a dichotomous outcome. They have been compared to other methods, such as logistic regression [9] [10] [11] [12] , k-nearest neighbors [13] , and neural networks [9, [12] [13] [14] . The results have been heterogeneous, but in many published reports SVMs have been found to be equivalent to more traditional types of models [9, 10, 15, 16] . In some domains, SVMs were claimed to have outperformed other methodologies [11] [12] [13] 17] . However, limited use of appropriate comparative indices and potential publication bias may account for some of the reported differences. If SVMs improve on the predictions issued by currently used models, this could be clinically significant, with positive impact on patient and provider satisfaction, improved outcomes, as well as cost savings.
The primary challenges in applying SVM modeling methods to a given domain lies in the selection of the kernel and its parameters as well as the magnitude of the soft margin. Kernels allow SVMs, which are linear machines, to transform the feature space and behave as non-linear models. The parameters of the kernel determine the shape of the separating margin used to classify a set of features (variables). The soft margin is an addition to the SVM method that allows some level of training data misclassification [18] .
Several methods have been applied to SVMs in order to provide an automated optimization process, or ''tuning'', for the selection of parameters. The standard method is grid-search, in which the parameters are varied by fixed steps-sizes through a range of values, and the performance of each set of parameters is measured and compared. Gradient-based approaches can also be used, such as simulated annealing, but require that the score function for assessing the performance of the parameters be differentiable with respect to all the parameters [19] [20] [21] . Evolutionary algorithms, a class of iterative, randomized, global optimization techniques, have also been applied to the process of tuning [22] . At each iteration, performance of the offspring (each offspring is a set of parameter values) are evaluated, and the most ''fit'' are chosen for the next iteration. This continues until a pre-defined termination criterion based on a ''fitness function'' is met.
Regardless of which method is used to tune a SVM, a performance index (or set of indices) must be selected to evaluate the model. In general, models should be evaluated for discrimination, calibration, and overall error. Discrimination is a measure of the ability of a model to correctly rank a population in terms of individual probability for an outcome, and calibration is the ability to accurately assign a probability of an outcome to individuals or small sub-groups within the population. While a commonly used performance index is classification error, the medical community sees value in obtaining continuous estimates for binary outcomes, such that alternatives include those that measure discrimination (area under the receiver operating characteristic [AUC]), calibration (indices based upon calibration plots), or components of both (Spiegelhalter Z score [23] or cross-entropy error [CEE] ).
There has been little exploration regarding the choice of a performance measure on SVM tuning and how the perceived differences between SVMs and other types of models depend on tuning. We compared a variety of performance indices using a grid-search tuning for SVMs in a clinical domain in which several predictive models based on logistic regression have already been developed and evaluated.
Methods

Source data
We chose to model mortality in percutaneous coronary interventions (PCI) in this study. PCI is one of the most common procedures in cardiology, and is associated with significant morbidity and mortality. Development and validation of risk prediction models in this domain have become popular over the last few decades. This has been due to a combination of the need to stratify patients because of highly variable risk, and opportunity provided by detailed, high quality data that are coded using a national standardized data dictionary [24] as well as increases in mandatory electronic data collection and reporting by some state agencies.
Data were collected from Brigham and Women's Hospital (BWH) (Boston, MA) containing all cases (7914) of percutaneous coronary intervention (PCI) performed at the institution from January 1, 2002 to December 31, 2005 . The outcome of interest was post-procedural in-hospital death, and there were 124 (1.57%) events during the collection period. The cases were used to generate 100 random data sets. All cases were used in each set, and 5540 were allocated for training and 2374 were allocated for testing. For SVM evaluation, each training set was randomly divided into 3957 kernel training and 1583 sigmoid training portions.
Data element definitions were based on the American College of Cardiology-National Cardiovascular Data Registry (ACC-NCDR) data dictionary [24] . The BWH Institutional Review Board approved this study.
Variable selection
After careful literature review, all previously identified risk factors for PCI were selected for inclusion in this study [25] [26] [27] [28] [29] [30] [31] . Univariate analysis was performed with SAS (Version 9.1, Cary, NC). Variables not significantly associated with the outcome of death were removed. A total of 21 Hx, history; COPD, chronic obstructive pulmonary disease; PVD, peripheral vascular disease; CHF, congestive heart failure; PCI, percutaneous coronary intervention; IABP, intra-aortic balloon pump.
variables were retained for use in model creation and analysis. These variables are listed in Table 1 .
Performance measures
A number of commonly used model evaluation methods were used for optimization functions and performance measurements in this study. The area under the receiver operating characteristic (AUC) [32] was used to measure discrimination. The Hosmer-Lemeshow goodness-of-fit statistic (HL v 2 ) was used to measure calibration [33] , mean-squared error (MSE), and mean cross-entropy error (CEE) [34] were also included as residual-based global indices. HL v 2 , MSE, and CEE performance measurements improve with lower values, and AUC measurements improve with higher values.
Support vector machines
SVMs are able to calculate the maximum margin (separating hyper-plane) between data with and without the outcome of interest if that data are linearly separable [35] . The margin is calculated by solving a constrained optimization problem using the Lagrangian formulation.
However, such applications in real data sets are limited, and a number of adaptations have been applied to SVMs in order to improve their utility. The feature space can be modified using kernels in order to allow fitting of data that are not linearly separable. Individual kernels, such as polynomial and radial basis functions, transform the feature space in distinct ways, and kernel performance is dependent on characteristics of the source data.
Radial (SVM-R) and polynomial (SVM-P) based kernels were selected for evaluation in this study because of their good performance in other domains [9, 11, 36] . Polynomial kernels transform the feature matrix using the following equation:
where the primary kernel parameter is the power, represented as d in the above equation, and x and y are vectors of features. The output of the kernel is the dot product of these two vectors to the d power of the kernel.
Gaussian radial-based kernels [37] transform the feature matrix using the following equation:
where the primary kernel parameter is w, defined as the width of the Gaussian radial basis function, and x and y are vectors of features. The output of the kernel depends on the Euclidean distance between x and y. Real data sets have variable levels of noise, and are unable to capture all of the features relevant to an outcome. In these situations, SVMs cannot correctly classify all training data, and an optimal separating hyperplane does not exist. In order to address this limitation, a soft margin classifier can be used [18] . This assigns a cost penalty for misclassification during training, and the optimization then minimizes the cost function during training.
The SVM models in this evaluation were developed using GIST 2.2.1 (Columbia University, New York, NY). A 2-norm soft margin was employed, which uses slack variables and assigns each misclassified case with a penalty term that quadratically increases depending on the case's distance to the hyperplane. The soft margin is parameterized by a constant (C) [38] .
Classification SVMs can give outputs as a binary classifier (À1, 1) and also as a continuous discriminant (distance from the hyperplane). A method described by Platt [39] allows the generation of a pseudo probabilistic outcome by fitting a sigmoid function to the discriminant using independent holdout training data. In this study, we used the corrected Platt algorithm (Appendix A) provided by Lin et al. [40] .
The parameter of each kernel type (d and w for the polynomial and Gaussian kernels, respectively) and the magnitude of the constant applied to the soft margin were optimized on the kernel training set separately for AUC, HL v 2 , MSE, and CEE indices by a grid search method, using threefold cross-validation [41] . The sigmoid training set was used to convert SVM results into probabilities.
The width function for the radial-based kernel ranged from 2 À4 to 2 4 (2 À4 , 2 À3 , 2 À2 , etc.), and the power of the polynomial-based kernel ranged from 1 to 6 by integers. The soft margin constant values used were 0 (no margin), 0.1, 0.3, 0.5, and 0.7. There were no instances of perfect mortality classification in either type of SVM kernel in the training data sets. Using the training set crossvalidation results for each of the performance measures, the best set of parameters for the radial and polynomial kernels were used to generate a model on the entire kernel training set, and a sigmoid for discriminant conversion was generated using the sigmoid training set. Each of the models was then evaluated using the respective test data set.
Logistic regression
Comparisons between SVMs and other modeling methods are most commonly done using k-nearest neighbors or naïve Bayes modeling methods [42] . However, logistic regression (LR) is almost exclusively used in patient stratification and risk estimation for PCI mortality [25] [26] [27] [28] [29] [30] . As a result, LR was chosen to provide the benchmark for the SVM comparisons in this evaluation.
Model development for LR was performed using SAS (Version 9.1, Cary, NC). A standard backwards stepwise model selection method was used [43] . This method generally uses one parameter to perform model building: the threshold for retention of a feature in the model. In an identical fashion to that used for SVM model generation above, threefold cross-validation was performed on each training data set to optimize the feature selection threshold for the AUC, HL v 2 , MSE, and CEE performance measures. The thresholds evaluated were 0.05-0.50, in 0.05 increments. The optimized threshold parameters were then used to generate a model for each of the entire training data sets, and subsequently applied to the respective test data.
Model comparison
Pair-wise comparisons between model types and performance measures were performed using a one-way ANOVA test for summary values with known standard errors [44] within SAS (Version 9.1, Cary, NC).
Results
A summary of the test data evaluation for each model type and cross-validation optimization parameter is shown in Table 2 . All four performance measures were evaluated (with 95% confidence intervals) for each possible combination of model and optimization parameter.
Pair-wise comparisons were performed between each of the optimization methods for the radial-based kernel SVMs (Table 3 ) and the polynomial kernel SVMs (Table 4) The LR models were insensitive to all of the optimization methods for all performance measurements.
Pair-wise analyses were also performed in order to provide comparisons across model types for a given optimization method. Among the models optimized for AUC, the AUC was lower in the radial-based kernel SVM when compared to either of the other two models (p = <0.001). For the HL v 2 performance measure, the LR model was higher than both of the SVM models (SVM-R p = 0.002, SVM-P p < 0.001). The LR model had higher MSE values than the radial-based SVM (p = 0.003). The polynomial kernel SVM had lower CEE values compared to the other two models (LR p = <0.044, SVM-R p = <0.001).
Among the models optimized for HL v 2 , both SVM models were found to have lower HL v 2 values (p = <0.001), and the radial-based SVM was found to have lower MSE values (p = 0.025) than either of the others.
Among the models optimized for MSE, the radialbased kernel SVM had lower AUC values (p = <0.001) than either of the other models. The polynomial kernel SVM had lower HL v 2 values than the LR model (p = 0.033) as well as lower CEE values than either of the other models (p = <0.001). The radial-based kernel SVM had lower MSE values than either of the other models (LR p = <0.001, SVM-P p = 0.002). Statistical significance (p < 0.05) of the best performing method and performance measurement result are indicated in bold. Among the models optimized for CEE, the radial-based kernel SVM had lower AUC values (p = <0.001) than the other models. Both SVM models had lower HL v 2 values than the LR model (p < 0.001). The SVM-R model had lower MSE values than both the SVM-P (p = 0.011) and the LR (p = <0.001) models, and the SVM-P model had lower CEE values than the LR (p = 0.004) and the SVM-R (p = 0.001) models.
Discussion
Parameter tuning of SVM-R models based on the optimization of HL v 2 values provided benefits for all of the performance measurements except MSE relative to the other optimization methods, and was the only SVM-R optimization to retain similar AUC values to the SVM-P and LR models. SVM-R models also resulted in improved HL v 2 and MSE performance compared with LR models for all optimizations except MSE.
Among the SVM-P models, the HL v 2 optimization method resulted in lower AUC, and worse MSE and CEE relative to the other methods. In addition, HL v 2 performance indices were insensitive to the optimization method. However, the SVM-P models had improved HL v 2 and CEE performance values over the LR models for all optimization methods except HL v 2 . The MSE method is a common optimization method in regression, and attempts to minimize the overall bias and variance. Valentini and Dietterich conducted a bias-variance analysis of SVMs using a grid search method with kernel and soft margin parameters [45] . The expected trade-off between bias and variance was not found in some data sets using either radial-basis or polynomial kernels, and suggested that a bias-only optimization could result in increased classification performance without a corresponding increase in variance.
Comparisons between CEE and MSE as optimization parameters for other machine learning methods were done by other authors who did not report significant differences [46] . The AUC and HL v 2 values were experimental optimization parameters. To our knowledge, there have been no reports on their use in optimizing SVMs.
There are a number of limitations in this study. This is an exploratory work, and given the large number of evaluations, there is an increased potential for false positives. Due to the high computational times associated with the large data set and the search space, feature selection subsets were not evaluated in each of the modeling methods. While features useful for predicting postprocedural mortality in PCI have been extensively explored in the literature, this could limit the optimization results for this domain.
While the logistic regression results in this study were similar to those found in the past for this clinical domain [25] [26] [27] [28] [29] [30] [31] 47] , the optimization process was limited to backward variable selection using each of the four optimization methods. This limitation may have contributed to the insensitivity of the LR models to the optimization processes, and may have biased the findings that SVM models were superior to LR models.
The parameter selection process used a threefold CV method, and the model evaluation used a separate testing sample over 100 randomized data sets. This is related to the nested stratified 10-fold CV method as described by Statnikov et al. [48] . The small number of training folds (or inner loops) were utilized because of high computational times of GIST in the relatively large data sets. This may have increased the variance of the results in the parameter optimization methods, although the large number of data points in each fold likely minimized this concern.
In summary, each of the model types were optimized on a cross-validated training set based on the maximization (AUC) or minimization (HL v 2 , MSE, CEE) of one of four performance measurements. The choice of a tuning optimization parameter had significant impact on the performances of both SVM kernel types. Evaluation of these methods in this clinical domain suggests that the use of HL v 2 values for optimization relative to the other methods may improve performance for radial-basis kernel SVMs, but degrade performance for polynomial kernel SVMs. Radial-basis kernel SVMs were associated with lower discrimination and improved calibration when compared to the LR models, but the latter were subject to less exploration and hence further investigation is necessary. Polynomial kernel SVMs performed in a similar manner to the LR models with respect to discrimination, and some of the calibration measures showed improvement. However, the HL v 2 has known limitations [49] , and therefore this result needs further validation.
This comparative study shows that SVMs can be very sensitive to the selected optimization method, and that it would be inappropriate to state that in general they are superior to LR models. Omission of certain evaluation indices may also favor a certain type of model, and care must be taken in declaring superiority of any model without sufficient exploration of different optimization techniques. Finally, the findings from this exploratory evaluation require confirmation in other types of clinical data, and further work is underway to explore these aspects.
