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Abstract
Alzheimer’s disease (AD) is a type of dementia that affects millions of people around
the world. To date, there is no cure for Alzheimer’s and its early-diagnosis has been a
challenging task. The current techniques for Alzheimer’s disease diagnosis have explored
the structural information of Magnetic Resonance Imaging (MRI) in T1-weighted images.
Among these techniques, deep convolutional neural network (CNN) is the most promising
one and has been successfully used in medical images for a variety of applications due
to its ability to perform features extraction. Before the great success of deep learning
and CNNs, the works that aimed to classify the different stages of AD explored clas-
sic machine learning approaches and a meticulous feature engineering extraction, mostly
to classify binary tasks. Recently, some authors have combined deep learning techniques
and small subsets from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) public
dataset, to predict an early-stage of AD exploring 3D CNN approaches usually combined
with 3D convolutional autoencoder architectures. Others have also investigated a 3D CNN
approach combining it or not with a pre-processing step for the extraction of features.
However, the majority of these papers focus on binary classification only, with no results
for Alzheimer’s disease, Mild Cognitive Impairment (MCI), and Normal Control (NC)
classification. Our primary goal was to explore 2D CNN approaches to tackle the 3-class
classification using T1-weighted MRI. As a secondary goal, we filled some gaps we found
in the literature by investigating the use of 2D CNN architectures to our problem, since
most of the works either explored traditional machine learning or 3D CNN approaches.
Our extended-2D CNN explores the MRI volumetric data information while maintaining
the low computational costs associated with a 2D approach when compared to 3D-CNNs.
Besides, our result overcomes the other strategies for the 3-class classification while an-
alyzing the performance of our model with traditional machine-learning and 3D-CNN
methods. We also investigated the role of different widely used techniques in CNN ap-
plications, for instance, data pre-processing, data augmentation, transfer-learning, and
domain-adaptation to a Brazilian dataset.
Keywords: Deep Learning; Convolutional Neural Network; Alzheimer’s disease; Magnetic
Resonance Imaging.
Resumo
A doença de Alzheimer (AD -Alzheimer’s disease) é um tipo de demência que afeta mi-
lhões de pessoas em todo o mundo. Até o momento, não há cura para a doença e seu
diagnóstico precoce tem sido uma tarefa desafiadora. As técnicas atuais para o seu di-
agnóstico têm explorado as informações estruturais da Imagem por Ressonância Magné-
tica (MRI -Magnetic Resonance Imaging) em imagens ponderadas em T1. Entre essas
técnicas, a rede neural convolucional (CNN - Convolutional Neural Network) é a mais
promissora e tem sido usada com sucesso em imagens médicas para uma variedade de
aplicações devido à sua capacidade de extração de características. Antes do grande su-
cesso do aprendizado profundo e das CNNs, os trabalhos que objetivavam classificar os
diferentes estágios de AD exploraram abordagens clássicas de aprendizado de máquina e
uma meticulosa extração de características, principalmente para classificar testes binários.
Recentemente, alguns autores combinaram técnicas de aprendizagem profunda e pequenos
subconjuntos do conjunto de dados públicos da Iniciativa de Neuroimagem da Doença de
Alzheimer (ADNI -Alzheimer’s Disease Neuroimaging Initiative) para prever um estágio
inicial da doença explorando abordagens 3D CNN geralmente combinadas com arquite-
turas de auto-codificador convolucional 3D. Outros também exploraram uma abordagem
de CNN 3D combinando-a ou não com uma etapa de pré-processamento para a extração
de características. No entanto, a maioria desses trabalhos focam apenas na classificação
binária, sem resultados para AD, comprometimento cognitivo leve (MCI -Mild Cognitive
Impairment) e classificação de sujeitos normais (NC -Normal Control). Nosso principal
objetivo foi explorar abordagens de CNN 2D para a tarefa de classificação das 3 clas-
ses usando imagens de MRI ponderadas em T1. Como objetivo secundário, preenchemos
algumas lacunas encontradas na literatura ao investigar o uso de arquiteturas CNN 2D
para o nosso problema, uma vez que a maioria dos trabalhos explorou o aprendizado de
máquina clássico ou abordagens CNN 3D. Nossa abordagem CNN 2D estendida explora
as informações volumétricas dos dados de ressonância magnética, mantendo baixo custo
computacional associado a uma abordagem 2D, quando comparados às abordagens 3D.
Além disso, nosso resultado supera as outras estratégias para a classificação das 3 classes e
comparando o desempenho de nosso modelo com os métodos tradicionais de aprendizado
de máquina e 3D CNN. Também investigamos o papel de diferentes técnicas amplamente
utilizadas em aplicações CNN, por exemplo, pré-processamento de dados, aumento de
dados, transferência de aprendizado e adaptação de domínio para um conjunto de dados
brasileiro.
Palavras-chaves: Aprendizado Profundo; Redes Neurais Convolucionais; Doença de Alzhei-
mer; Imagem de Ressonância Magnética.
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The dramatic rise in life expectancy has resulted in a burgeoning number of indi-
viduals achieving the age at which neurodegenerative disorders become common. Among
these, Alzheimer’s disease (AD) has emerged as the most prevalent form of late-life men-
tal failure in humans. In 2006, the worldwide prevalence of Alzheimer’s disease was 26.6
million. By 2050, the prevalence will quadruple, so that 1 in 85 persons worldwide will be
living with the disease (GORELICK et al., 2011).
AD is a neurodegenerative disorder characterized by a progressive loss of mem-
ory and cognition (SELKOE, 2001), which is signalized by a widespread degeneration of
neurons in many brain regions, including the frontal and temporal cortices, hippocam-
pus, and the basal forebrain. As the disease progresses, other cognitive domains become
involved and behavioral alterations also arise. To date, there is no cure for AD, and its
early-diagnosis followed by the correct treatment can postpone AD progression. Unfortu-
nately, the early detection has been a challenging task, and the scientific community has
made a great effort in defining possible biomarkers for this disease. A biomarker is defined
as any substance, structure, or process that can be measured in the body or its products
and influence or predict the incidence of outcome or disease (STRIMBU; TAVEL, 2010).
Besides, biomarkers can also provide an indirect measurement of disease severity, there-
fore being an essential indicator of alterations in the severity or stage of the disease. One
of the primary AD biomarkers is the aggregation of Amyloid-ß peptides, in their both 40
and 42 isoforms, creating Amyloid-ß plaques outside the neurons and accumulation of tau
protein inside the neurons (O’BRIEN; WONG, 2011). These biological mechanisms lead
to neuronal degeneration and eventually death. The level of Amyloid-ß can be obtained
through cerebrospinal fluid (CSF), a considerable invasive procedure.
Three major groups are usually used for AD diagnosis classification: Normal Con-
trol (NC), Mild Cognitive Impairment (MCI), and the neuropathologically proven AD.
Remarks that MCI refers to the symptomatic pre-dementia phase which could or not
progress to AD or other types of dementia such as vascular dementia or Lewy Body
dementia (TABERT et al., 2006). Moreover, demographic aspects also influence in the
disease progression, such as: education (STERN et al., 1994), physical activity (LAUT-
ENSCHLAGER et al., 2008), and ethnicity (BURCHARD et al., 2003).
Since the definitive diagnosis can only be made by post-mortem examination of
the brain, the current criteria to diagnose AD is based on medical history, medication
history and symptoms of the patients (MCKHANN et al., 2011). Additionally, labora-
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tory tests such as brain-imaging, memory tests, although the diagnoses cannot only be
determined by these tests in isolation (KNOPMAN et al., 2001). Therefore, there is a
great need to establish potential biomarkers for AD, especially less invasive ones, that
would diagnose the disease and its severability, thus enabling early diagnosis and higher
chances of treatment to delay the disease symptoms. Magnetic Resonance Imaging (MRI)
is one of the most promising sources of AD biomarkers, as it is a non-invasive technique
that carries no risk to the patient and provides structural information of the brain, by
allowing specialists to extract brain features that are associated with the diseases in a
variety of modalities. For example, brain atrophy on T1-weighted MRI in a characteristic
pattern involving the medial temporal lobes, paralimbic and temporoparietal cortices is
a biomarker of AD-related neurodegeneration (SPERLING et al., 2011).
Machine learning (ML) is programming computers to optimize a performance cri-
terion using example data or experience (ALPAYDIN, 2009). In ML, instead of teaching
a computer a massive list of rules to solve the problem, we give it a model with which
it can evaluate examples, and a small set of instructions to modify the model when it
makes a mistake (GOODFELLOW et al., 2016). There are several different classes of
learning algorithms. They can be grouped based on how the algorithm model a problem,
for example, regression algorithms, decision tree algorithms, Bayesian algorithms, cluster-
ing algorithms, artificial neural network algorithms, dimensionality reduction, and deep
learning algorithms. Deep learning based algorithms, in particular, Convolutional Neural
Network (CNN) (FUKUSHIMA; MIYAKE, 1982; LECUN et al., 1998) is a class of ML
that can determine a hierarchy of features by building high-level features from low-level
ones, thereby automating the process of feature construction (JI et al., 2013). Such learn-
ing machines can be trained using either supervised (YAN et al., 2013) or unsupervised
approaches (LECUN et al., 2015). CNNs are the most successful type of model for im-
age analysis to date because they contain many layers that transform their input with
convolution filters of a small extent (LITJENS et al., 2017). Although CNNs have been
applied to medical image analysis since the early 1980s (FUKUSHIMA; MIYAKE, 1982),
the game changer was the proposed ALexNet architecture in the 2012 ImageNet challenge
(KRIZHEVSKY et al., 2012). Due to its success, a revolution was brought through the
efficient use of graphics processing units (GPUs), which made possible the training of such
complex networks (RAINA et al., 2009).
Before the great success of deep learning, works that aimed to distinguish the dif-
ferent AD stages explored classical machine learning methods combined with detailed fea-
ture engineering. Although the majority focused on binary classification between Alzheimer’s
diseases patients and healthy elderly subjects, in 2014, the CADDementia challenge was
created with the primary goal of standardize the algorithms evaluation and target the
multi-class classification task. The first place in this challenge achieved an accuracy of 63%
by combining different AD potential biomarkers as input to a Linear Discriminant Anal-
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ysis (LDA). Recently, some authors have combined deep learning techniques and small
subsets from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) public dataset,
to predict an early-stage Alzheimer’s disease using a 3D CNN with a 3D convolutional
auto-encoder architectures, achieving approximately 89.1% in the 3-class classification.
A called end-to-end approach, also explored a 3D CNN methodology achieving 61.1% of
accuracy for the three classes. This last work makes us question the obtained accuracy
of 89.1%, since a much smaller number of data was used, only 70 subjects for each of
the three classes, and both datasets were composed of ADNI subjects. Another critical
fact to consider is that no one has been able to reproduce the same results, since some
authors who had tried it argued about several difficulties in the initialization of the 3D
CNN architecture. Others have also investigated the 3D CNN approach combining it or
not with a pre-processing step for the extraction of features. However, the majority of
these papers focus on binary classification only, with no results for 3-class classification.
We present in this dissertation an extended-2D CNN approach for early AD classi-
fication stages. Unlike others, our method explores the volumetric information of 2D MRI
data and maintains low computational costs associated with a 2D-CNN concept. Since
most of the works either used classic machine learning approaches or 3D-CNN approaches,
we aim to investigate 2D-CNN potential to deal with our classification task while filling
the existing gap in the literature between traditional and deep learning methodologies.
1.2 Objectives
In this dissertation, we explore the use of the 2D-CNN architecture to distinguish
the three different groups of AD diagnosis classification: Normal Control (NC), Mild
Cognitive Impairment (MCI) and Alzheimer’s Disease (AD). The specific objectives of
this work are:
∙ To investigate the potential of 2D-CNN and fill the gap in the literature between
traditional machine learning and 3D-CNN approaches to our classification task;
∙ To examine the importance of data pre-processing techniques, such as image reg-
istration, spatial localization of patches, and different image planes (axial, sagittal
and coronal);
∙ To examine the role of deep learning techniques on improving the model, such as:
transfer-learning and fine-tuning;
∙ To investigate domain-adaptation necessity in the presence of demographic differ-
ences.
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1.3 Contributions
The main contributions of this work are in Alzheimer’s disease stages classification
using 2D CNN. We investigated the improvement of multi-class classification performance
with a series of experiments and different approaches. Since demography plays an essential
role in AD diagnosis, we also studied the performance of our classification task in a
Brazilian dataset. Our main findings are as follows:
∙ An extended-2D CNN approach for AD stages classification is able to improve the
performance of the model considerably when compared to a 2D CNN approach;
∙ Patches spatial localization plays an important role in increasing model performance;
∙ An ensemble using different CNN architectures based on binary tasks as input fea-
tures to classify the 3-class problem performs slightly better than a single CNN
dealing with the 3-class problem;
∙ Using patches extracted from the coronal plane lead to the best model. Trying to
train models using sagittal, axial, and coronal planes did not improve the perfor-
mance, even when combining 3 CNNs (one for each plane);
∙ Domain adaptation for AD stages classification is necessary when using a Brazilian
dataset together with the North American ADNI.
1.4 Organization of the Dissertation
This dissertation is organized into four main parts, which are: Theoretical Back-
ground (Chapter 2), Extended-2D CNN for classification of AD stages (Chapter 3), Re-
sults and Discussion (Chapter 4), and Conclusions (Chapter 5).
In Chapter 2, we briefly describe magnetic resonance imaging and its applica-
tions in Alzheimer’s disease diagnosis, convolutional neural network theory, and give an
overview of the literature presenting related works.
In Chapter 3, we present our extended-2D CNN methodology used in this work,
for example, the pre-processing steps of the magnetic resonance images, the datasets we
adopted, the approache for the slice selection, the chosen convolutional neural network
architecture and its implementation, as well as evaluation metrics.
In Chapter 4, we present and discuss our results that allowed us not only to
develop our models, but also to understand several factors that influenced and improved
their results, for instance, data pre-processing, addition of volumetric information through
our extended-2D approach, and also an application of domain-adaptation to a Brazilian
dataset.
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This chapter presents a brief description of the main concepts for the development
of this work: magnetic resonance imaging (Sec. 2.1) and convolutional neural networks
(Sec. 2.3). The final section reports the main related works in the classification of the
different stages of Alzheimer’s disease (Sec. 2.4).
2.1 Magnetic Resonance Imaging
The discovery of the fundamental physical and biological properties of nuclear
magnetic in 1939 (RABI et al., 1939) made possible the accomplishment of the pioneers
imaging designs. The primary credit and Nobel Prize for Medicine for Magnetic Resonance
Imaging (MRI) was awarded by Paul Lauterbur and Peter Mansfield in 2003 (LAUTER-
BUR et al., 1973; MANSFIELD; GRANNELL, 1973). Although Lauterbur and Mansfield
hold the credit for the discovery, it was Raymond Damadian, a physician, the first to
apply Nuclear Magnetic Resonance (NMR) phenomenon to probe the body and diagnose
human disease (DAMADIAN, 1971). He demonstrated that cancer cells had longer T1
and T2 relaxation times than normal cells and performed the first whole human body
image by using a sensitive point method for spatial localization of NMR signal.
MRI technique takes advantage of the abundance of hydrogen atoms in biological
organisms, particularly in water and fat, to generate a detectable radio frequency signal
that is received by antennas. MRI scanners essentially map the location of water and
fat in the body, while radio frequency pulses excite the nuclear spin and magnetic field
gradients localize the signal in space. By varying the parameters of the pulse frequency,
different contrasts can be generated between tissues based on the relaxation properties of
the hydrogen atoms therein. Since its invention, MRI field strengths have increased from
0.5 to 3.0 T, and beyond. Combined with advances in the capabilities of the gradient
magnetic fields and the radio frequency equipment available, it is now possible to acquire
sub-millimeter structural images and rich contrast combinations in clinical applications,
in a short period. The combination of a particular radio frequency pulse and gradient
can be called sequence, which results in a specific image appearance. Examples of MRI
sequences (Fig. 1) are T1-weighted, T2-weighted, conventional diffusion-weighted imaging
(DWI), and diffusion tensor imaging (DTI).
The T1-weighted image is the most widely used MRI sequence, and it is produced
by a short repetition time between radio frequency pulses and a short signal recovery time.
Because T1 is all exponential growth time constant, a tissue with short T1 produces
all strong MR signal and is displayed as bright white in a T1-weighted image. On the
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Figure 1 – Different sequences of brain MRI in the sagittal plane: a) 𝑇1, b) 𝑇2, c) DWI
(response after applying a gradient), d) DTI (color map).
other hand, a tissue with long T1 generates a low-intensity signal and appears dark
in MRI (KATTI et al., 2011). This image weighting is useful for anatomy assessment,
characterizing brain lesions, and in general for obtaining morphological information.
2.1.1 T1-weighted MRI in Alzheimer’s Disease
Studies have explored T1-weighted MRI as a prospect marker for Alzheimer’s
disease due to its capabilities of estimating tissue damage or loss in delicate brain regions,
such as the hippocampus and entorhinal cortex, that are predictive regions of the pro-
gression of the disease. MRI is also clinically relevant in differentiating AD from other
pathologies, for instance, vascular disease or another neurodegenerative disease. Finally,
medical imaging is a non-invasive technique, clinically used and affordable.
Several changes measured by T1-weighted MRI (Fig. 2) reported in the literature
relate to changes in cognitive performance, such as whole brain atrophy (FOX et al., 1999),
hippocampus atrophy (MORRA et al., 2009), and ventricular enlargement (THOMPSON
et al., 2004). These results reinforced the T1-weighted MRI as a potential marker for AD
progression. However, the clinical use of an imaging marker requires a complete under-
standing of the different disease stages and its relationship with biological biomarkers. It
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is important to mention that in some cases the structural changes in T1-weighted MRI
can be very subtle and not discernible to the naked eye.
Amyloid markers, such as cerebrospinal fluid amyloid-𝛽 42 and PET amyloid
imaging, represent the earliest detectable changes in the Alzheimer’s disease course, but
have already plateaued by the MCI stage. Structural changes come later, following a
temporal pattern mirroring 𝑡𝑎𝑢 pathology deposition, between MCI stage to AD stage, and
are more sensitive to change than biological markers of amyloid-𝛽 deposition (FRISONI
et al., 2010). Thus, whole-brain atrophy accelerates by approximately 0.3% per year in
genetic AD mutation carriers, much earlier than MMSE score falls below 23 out of 30
(CHAN et al., 2003). Studies have also shown that whole-brain and hippocampal atrophy
correlate with the transition from normality to cognitive impairment and that this pattern
of accelerated atrophy coincides with functional networks that are progressively affected
by the disease (FOTENOS et al., 2005; JACK et al., 2008; FRISONI et al., 2009).
T1-weighted MRI already has its clinical value in the diagnosis of AD. These new
studies showed that this MRI modality could be explored for early diagnosis of AD, and
not only for the validation of the diagnosis. The study of the dynamics of the pattern of
atrophy along the disease course is likely to provide an in vivo marker of the progression
of this neuropathology as an automated algorithm shortly (FRISONI et al., 2010). It
will facilitate the comparison and integration of results across different laboratories and
populations and will enable the ultimate goal of specific diagnosis with a single MRI scan.
2.2 Classical Machine Learning
Machine learning (ML) is an application of artificial intelligence that provides
systems the ability to automatically learn and improve from experience without being
explicitly programmed. It focus on the development of computer programs that can access
data and use it learn for themselves. In this dissertation, we will call as classical machine
learning algorithms such as Support Vector Machine (SVM), Artificial Neural Networks
(ANN), Random Forest (RF), Linear and Logistic Regression. These algorithms have
a similar pipeline, which comprises: gathering data, cleaning data, feature engineering,
training and testing the model.
Classical machine learning algorithms usually require complex feature engineer-
ing. Frequently, an in-depth exploratory data analysis is first performed on the dataset,
and a dimensionality reduction can be made to facilitate processing. Finally, the best
features must be carefully selected and then passed to the ML algorithm. In this session,
we will give a brief introduction to the algorithms we will use in the next sections, for
instance, Support Vector Machine and Artificial Neural Networks.
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Figure 2 – Images representing a cross-section of the brain in the coronal plane. The cross-
section on the left represents a normal healthy brain, the middle one represents
a mild cognitive impairment brain, and the one on the right represents a brain
with Alzheimer’s disease. (Figures adapted from: top1 and bottom (VEMURI;
JACK, 2010)).
2.2.1 Support Vector Machine
Within supervised machine learning techniques, SVMs are recognized for having
good multi-application results and being effective in high-dimensional spaces, and un-
balanced scenarios (BURGES, 1998; SU et al., 2012). The technique was proposed by
Cortes and Vapnik in 1995 to classify non-linearly separable training samples (CORTES;
VAPNIK, 1995).
Given a training set of 𝑁 samples (𝑥𝑖, 𝑦𝑖) ,where 𝑥𝑖 ∈ 𝑅𝑛 are observations with
𝑛 characteristics and 𝑦𝑖 ∈ {0, 1} are their corresponding labels, SVM finds a hyperplane
in an expanded space, denoted feature space, with maximum separation margin between




𝑎𝑖𝑦𝑖𝐾(𝑥𝑗, 𝑥𝑖) + 𝑏 (2.1)
where 𝐾(𝑥𝑗, 𝑥𝑖) = ⟨𝜙(𝑥𝑗) ·𝜙(𝑥𝑖)⟩ is the kernel that takes the 𝜙 function from the
original space to the feature space ((𝑅𝑛𝑥 ↦→ 𝑅𝑚) : 𝑚 ≥ 𝑛)) where classes are linearly
separable. In the feature space of greatest dimension (𝑚), the vector of weights (𝑤) that
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In the case where the separation hyperplane does not exist, a slack variable ((𝜉𝑖),
which measures the deviation of a sample from the ideal separability condition, is intro-
duced (Eq. 2.3).
𝑦𝑖[(𝑤 · 𝑥𝑖) + 𝑏] ≥ 1− 𝜉𝑖 (2.3)
Finding a separation hyperplane for which the classification error on the average
of training samples is minimized is equivalent to minimizing the function Φ in Eq. 2.3,
subject to Eq. 2.4.





where 𝐶 is a penalty parameter that controls the beneficial relationship between model
complexity and the number of non-separable points.
2.2.2 Artificial Neural Network
The origin of neuro-computation is generally attributed to McCullcoh and Pitts,
who in 1943 described a logical model of neural networks that united their neurological
studies and mathematical logic (MCCULLOCH; PITTS, 1943). They considered that
their formal model of a neuron followed an "all-or-none" law and was capable, in principle,
of solving any calculable function. This model is associated with the birth of artificial
intelligence.
Artificial Neural Network (ANN) can be understood as an information processing
device characterized by the interconnection of elementary units, simple and similar to
each other. It is a mathematical modeling of some properties of the brain, in which the
role to shape the input-output behavior of the artificial neural network is attributed to
the syntactic weights, that is, the way in which ANN responds to certain input stimuli.
Currently, artificial neural networks are present in several areas such as: control, pattern
recognition, and robotics.
A unit, also called neuron, is the basic building block of a neural network and we
can identify the following basic elements of a neural model (HAYKIN et al., 2009):
∙ Synapses are characterized by a weight. Given an input signal 𝑥𝑗 of a synapse 𝑗
connected to neuron 𝑘 it is multiplied by the synaptic weight 𝑤𝑘𝑗.
∙ An adder sums up the input signals, weighted by the respective synaptse of the
neuron.
∙ An activation function limits the amplitude of the output of a neuron.
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∙ A bias 𝑏𝑘 that has the effect of increasing or lowering the net input of the activation
function, depending on whether it is positive or negative.
We may describe the neuron 𝑘 output as:
𝑦𝑘 = 𝑓(𝑢𝑘) = 𝑓
⎛⎝ 𝑚∑︁
𝑗=1
𝑤𝑘𝑗 · 𝑥𝑗 + 𝑏𝑘
⎞⎠ (2.5)
Basically ANNs can have different types of architectures, depending on the num-
ber of hidden layers. The multilayer models, known as Multilayer Perceptron (MLP),
have at least three layers: the input layer, responsible for receiving and propagating the
input patterns of the neural network; the hidden layer, which may be formed by one or
more layers, generally performs the class mapping or regression, and the output layer,
depending on the type of network connection, that makes a decision or prediction about
the input.
Once a network has been structured, such network can be trained. There are
two ways to train a network, supervised and unsupervised approaches. In supervised
training, both the inputs and the outputs are provided. Then, the network processes the
inputs and compares its resulting outputs against the desired outputs. Errors are then
propagated back through the system, causing the system to adjust its weights. The goal is
to minimize the error function so that, when given a new set of data, the model is capable
of predicting the output variables toward a good performance. On the other hand, in
unsupervised training, the network is provided with inputs but not with desired outputs.
The system itself must then decide what features it will use to group the input data.
2.3 Convolutional Neural Networks
Convolutional neural network (CNN) has emerged as the model of choice for im-
age classification and pattern recognition. Although other learning algorithms are still
being used in a variety of imaging tasks, a CNN architecture combines the benefits of
traditional machine learning methods with feature engineering. Besides, it considers spa-
tial localization and interaction between adjacent pixels to downsample the images while
extracting features.
A convolutional neural network is a class of deep neural networks that are most
commonly used to analyze visual imagery. A deep neural network is an ANN with multiple
layers between the input and output layers. CNNs were inspired by biological processes
in that the connectivity pattern between neurons resembles the organization of the vi-
sual cortex in animals. Cortical neurons respond to stimuli only in a restricted region of
the visual field, which is known as the receptive field. The discovery of locally-sensitive
and orientation-selective neurons in the cat’s optical system by David Hubel and Torsten
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Wiesel (HUBEL; WIESEL, 1998; WURTZ, 2009), inspired the idea of connecting local re-
ceptive fields to be used in neural models of visual learning (MOZER, 1991; FUKUSHIMA;
MIYAKE, 1982).
Convolutional networks combine three architectural ideas to ensure some degree
of shift and distortion invariance: local receptive fields shared weights, and, sometimes,
spatial or temporal subsampling (LECUN et al., 1995). Such networks receive as input
images that are size-normalized and centered, where each unit of a layer gets a set of
located units in a small neighborhood in the previous layer. Then, neurons can extract
elementary visual features from the local receptive fields, such as oriented edges, end-
points, and corners. Subsequently, these features are then combined by the higher layers.
The same set of feature detectors (filters) can be useful in different parts of an image and
by forcing them to have the same weight vectors for an entire image, the output of such
set of neurons constitute a feature map. A neuron in the feature map is activated if the
feature detector contributing to its activity has detected an appropriate feature at the
corresponding position in the previous layer (BUDUMA; LOCASCIO, 2017). Applying a
filter that is translated throughout the entire area of an input image is the same as an
operation called convolution (Fig. 3).
Figure 3 – 2D Convolutional operation (KETKAR et al., 2017).
A convolutional layer processes the input of a three-dimensional volume to pro-
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duce a new three dimensional volume, where the network neurons are also arranged in
three dimension space: width, height, and depth. Each input volume of a convolutional
layer is processed by a total of 𝑘 filters, which represent the weights and connections in the
network. These filters have a number of hyperparameters: spatial extent, which is equal
to the filter’s height and width; stride, which controls how depth columns around the
spatial dimensions are allocated, that is, when the stride is equal to 1, we move the filters
one pixel at time; bias 𝑏, which is a parameter learned as the filter’s values and is added
to each component of the convolution. Usually, it is advised the use of small filters (size
3×3 or 5×5) as having more small filters is an easy way to achieve high representational
power while also incurring a lower number of parameters. It is also suggested to use a
stride of 1 to capture all useful information in the feature maps, and a zero-padding that
keeps the output volume’s height and width equivalent to the input volume’s height and
width (BUDUMA; LOCASCIO, 2017). Another important concept of CNNs is pooling, to
aggressively reduce the dimensionality of feature maps and sharpen the located features.
In summary, a pooling layer partitions the input image into a set of non-overlapping rect-
angles and, for each sub-region, outputs the maximum. The first CNN architecture can
be seen in (Fig. 4).
Figure 4 – Architecture of LeNet-5, a convolutional neural network, here used for digits
recognition. Each plane is a feature map, i.e., a set of units whose weights are
constrained to be identical (LECUN et al., 1998).
A convolutional neuron processes data only for its receptive field, oppositely to
fully connected feed-forward neural networks, as for such systems it is necessary a high
number of connections, one for each pixel of the image. CNNs brought a solution to this
problem as it reduces the number of free parameters while allowing the network to have
deeper layers. Besides, CNNs can explore spatial locality by forcing a local connectivity
pattern between neurons of adjacent layers, thus ensuring that the learned features are of
a strong response to a local pattern. Thus, the network generates representations of small
and detailed parts of the input, but also stacking many layers can lead to representations
of global areas of the same input.
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2.4 Machine Learning Approaches for AD Diagnosis: Related Works
2.4.1 Classic Machine Learning Approaches
The use of machine learning to diagnose and classify the different stages of AD
arose from the difficulty of the disease itself. In the real world, when someone is diagnosed
with Alzheimer’s disease, it means that the subject already had abnormalities in day
to day functions for a long time as AD is a silent disease. In addition to the fact that
there is no cure for the disease when the diagnosis is verified, those who received its
confirmation already had dysfunctions and neurodegeneration for at least several years
before the diagnosis was confirmed and the disease reached a certain degree of severity.
AD early diagnosis is sought as our society has lived longer since it allows the
control of the disease progress and better life quality. However, there are several types
of neurodegenerative diseases, and for a more accurate early diagnosis, it is necessary to
identify which patients will convert from the first stage of dementia to Alzheimer’s disease.
Besides, it is also critical to identify the small threshold between normal age-related
neurodegeneration and the early onset of dementia. What is expected is to diagnose from
the start of old age any possible abnormal degeneration, to prolong the life quality of the
patient and to defer the progress of this degeneration. The biggest challenge, however, is
the fact that degeneration occurs many years before presenting its symptoms.
(FALAHATI et al., 2014) reviewed 62 different works that aimed to classify the
binary tasks, AD versus NC and MCI subjects that later converted to AD versus MCI
subjects that remained stable, using classic machine-learning methods such as Support
Vector Machine, Linear Discriminant Analysis (LDA), Orthogonal Projection to Latent
Structures (OPLS), Decision Trees, and Artificial Neural Networks resorting to a variety
of multi-modalities features. We are mainly interested in studies that focused only on
MRI features. These approaches are highly dependent on feature engineering, in which
features are extracted by exploring previous human knowledge of the data and the task
to be acquired, for example, previous knowledge of a disease’s biomarkers. Although none
of these papers have performed the multi-class classification, it is relevant to note the
difficulty of obtaining good accuracy when dealing with MCI subjects who converted or
not to AD. It is also important to note that the accuracy between MCI and NC classes
was not reported.
(WEE et al., 2013) approach obtained an accuracy of 92.4% for classification of
AD×NC subjects and accuracy of 75.1% for classification of converters and non-converters
MCI subjects. The results were achieved by using a multi-kernel SVM and correlative
morphological MRI features as input, such as regional mean cortical thickness, cerebral
cortical grey matter, and cortical associated white matter volumes.
(WESTMAN et al., 2013) obtained an accuracy of 91.5% for AD×NC classifica-
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tion and accuracy of 75.9% for MCI prediction. In this work, a total of 259 features were
extracted from MRI data of 699 AD, MCI, and NC subjects and used as input to the
OPLS classifier. Features included 34 cortical measures, being seven types of measures
from each region: cortical volume, cortical thickness, grey matter volume, surface area,
mean curvature, Gaussian curvature, folding index, and curvature index, and 21 regional
volumes, which were automatically extracted with the FreeSurfer pipeline.
(WOLZ et al., 2011) utilized hippocampal volume, tensor-based morphometry
(TBM), cortical thickness, and manifold-based learning to analyze T1-weighted MRI
ADNI data from 834 AD, MCI, and NC subjects. The extracted features were used to
compare the performance of two classifiers, LDA and SVM, for AD classification and MCI
prediction. The best accuracy for AD×NC classification was obtained by combining all
extracted features and utilizing an LDA classifier an accuracy of 89%. Similarly, using
combined features and the LDA classifier resulted in the highest accuracy of 68% for
classification of MCI-converter×MCI-stable subjects.
(LIU et al., 2013) used a local linear embedding (LLE) algorithm applied to volu-
metric and cortical measures of brain MRI. The authors trained three different classifiers,
SVM, LDA, and logistic regression with elastic net, with the embedded features from
AD and NC subjects and used the trained classifiers to predict conversion from MCI to
AD. The highest accuracy of AD×NC classification was 90% using LLE features through
SVM and elastic net regression classifiers. The highest accuracy of MCI prediction was
69% obtained using the elastic nets classifier.
(CHINCARINI et al., 2011) proposed a fully automated technique to extract
discriminative features based on selected pathology-specific volumes of interest to compute
a classification index. The volumes of interest included seven structures from the temporal
lobe and two control volumes. The volumes of interest were filtered with 18 different filters,
which resulted in a set of high dimensional MRI-based intensity and textural features.
The authors used a Random Forest algorithm to reduce the dimensionality of the feature
set and select the most relevant and essential features for classification. Subsequently, an
SVM classifier was used to compute the classification index. The authors investigated the
performance of the proposed algorithm on a population of 635 AD, MCI, and NC subjects
from the ADNI cohort. An accuracy of 92% was reported for classification of AD×NC
subjects, with an accuracy of 68% for MCI prediction.
Although these works present relatively good classification accuracy, the com-
parison between the different methods is a great challenge, mainly due to the fact that
with specific datasets the comparison between different methods and later generalization
to another data is difficult. The CADDementia2 challenge was created in 2014 with the
major goal of standardizing the evaluation of algorithms for computer-aided diagnosis of
2 http://caddementia.grand-challenge.org
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dementia based on T1-weighted MRI. It aimed to address comparability, generalizability
and clinical applicability issues by focusing on practical clinical data for the classification
of the three different classes AD×MCI×NC, as a multi-class task (BRON et al., 2015).
The winner of the competition, (SØRENSEN et al., 2014), combined different
AD biomarkers such as sub-cortical and ventricular regions of interest (ROIs) volumetric
measurements, cortical thickness, and hippocampus shape, texture, and volume. The in-
dividual MRI features were combined and used as input to a regularized LDA, achieving
63% of classification accuracy. In the second place, (WACHINGER et al., 2014) used a
shape descriptor based on the automatic segmentation of anatomical brain structures,
in which the lateral brain features were computed and then derived to principal compo-
nent analysis. The classification was done using a linear model with a multinomial link
function, achieving 59% of accuracy. Finally, the third place was (SARICA et al., 2014),
whose approach was based on volume and cortical thickness features, and an SVM kernel
for classification, achieving 53.7% of accuracy.
Even with the standardization of the dataset and great effort of feature engineer-
ing and machine learning algorithms, the multi-class classification is still a challenge. The
CADDementia results emphasize that the multi-class classification remains open and that
there is much to improve until a final algorithm can be clinically appealing.
2.4.2 Deep Learning Approaches
After the success of deep learning in a variety of problems, especially image
recognition, classification, and segmentation, related works trying to predict the different
AD stages began to explore this technique. (HOSSEINI-ASL et al., 2016) approach used
a 3D-CNN for T1-weighted MRI feature extraction. The Deeply Supervised Adaptive 3D-
CNN (DSA-3D-CNN) was initialized by training 3D Convolutional Autoencoders (3D-
CAE) for feature extraction using the CADDementia dataset, which was called source-
domain. Finally, the DSA-3D-CNN was fine-tuned for classification on the target-domain,
in this case, the ADNI. Final accuracies were AD×MCI×NC 89.1%, AD×NC 97.6%,
AD×MCI 95%, and MCI×NC 90.8%, using a dataset of 210 subjects. Although these
results appear promising, the training and test data were composed of a small portion
of the ADNI data, seventh subjects for each of the three classes. This approach has also
a flaw in the weight initialization and reproducibility of the achieved results, according
to (KOROLEV et al., 2017). Such facts cast doubts about the obtained results. It raises
questions about the achieved results, since other works that also made use of similar
techniques and used a larger dataset, also from ADNI, did not reach a similar accuracy.
(KOROLEV et al., 2017) trained from scratch a ResNet model and also a voxel-
wise adaptation of VGG model using as input 231 T1-weighted MRI from ADNI, which
had been pre-processed with brain alignment and skull-stripping. In a 5-fold cross-validation,
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the final achieved accuracies for six binary tasks are AD×NC 80%, AD×early-MCI 63%,
AD×late-MCI 59%, late-MCI×NC 61%, late-MCI×early-MCI 52%, and finally early-
MCI×NC 56%. (LI et al., 2017a) combined features learned from a 3D CNN using as
input T1-weighted MR images, also from ADNI. Then, a multiscale 3D convolutional au-
toencoder was constructed to extract features from the MR images. These features were
combined with fully connected layers for classification achieving 88.31% of accuracy at
AD×NC task.
(HON; KHAN, 2017) extracted the most informative slices from 3D MRI scans
by calculating the image entropy of each slice. Afterward, the transfer-learning technique
was used on both pre-trained models, VGG16 and Inception V4. The best model final ac-
curacy on AD×NC binary task was 96.25%. (LI et al., 2017b) pre-processed T1-weighted
MR images from ADNI and segmented the hippocampus from each subject. Afterward,
a Deep Ordinal Ranking model was trained using left and right segmented hippocam-
pus as two stream inputs to the deep model. The high-level feature representations of
each hippocampus region were then combined to the classification step, achieving 42%
at AD×NC×stable-MCI×progressive-MCI. (LIU et al., 2018) proposed a method includ-
ing four main components: landmark discovery; landmark-based patch extraction; patch-
based feature learning; applications of the disease classification and image retrieval. The
final accuracy was 90.56% on AD×NC classification.
(ESMAEILZADEH et al., 2018) proposed an end-to-end framework to classify
AD, MCI, and NC subjects, and it was built a three-dimensional Convolutional Neural
Network to handle the multi-class task. They used a total of 841 T1-weighted MR images
from ADNI and the only pre-processing step performed was the brain extraction of all
non-cerebral tissues. Afterward, according to the chosen architecture, images were resized
to fit the network input channels. To train the model, data augmentation strategy was
conducted by flipping all subjects such that left and right hemispheres are swapped. A
transfer-learning technique was used by chosen the best model for the binary classification
of AD×NC, an accuracy of 94.1%, and fine-tune it to develop a learning transfer strategy
for AD×MCI×NC classification, obtaining an accuracy of 61.1%.
Most of the works did not expand their models to a multi-class classification,
which is the most challenging problem in Alzheimer’s diagnosis. Some approaches, despite
being deep learning, still use additional feature extraction that they consider most relevant
to the disease. As an example, (LI et al., 2017b) segmented the hippocampus to use it as
input data. The segmentation of this structure is not a trivial task, and the AD biomarkers
do not manifest only in this structure. Only (HON; KHAN, 2017) explored a 2D CNN
approach, but not for the multi-class classification. It is important to notice that this
work managed to be superior to some other works that explored a 3D CNN approach.
The fact that, to the best of our knowledge, no other work explored a 2D methodology to
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tackle the multi-class problem makes us question whether only a 3D approach would be
able to deal with this classification problem. As the most current result in the literature
for the multi-class problem reached an accuracy of 61.1% with a 3D architecture, we
believe that there is still room for improving this result. Not to mention that there is still
much to advance both clinically and computationally to derive a methodology that can
be implemented in the hospital routine.
32
3 Extended-2D CNN for classification of AD
stages
This chapter describes the method proposed to assign patients to one of the
3-classes (NC, MCI and AD) based on their structural MRI. First, our model (Sec. 3.1)
then the datasets used (Sec. 3.2), data pre-processing (Sec. 3.3), and finally the evaluation
metrics (Sec. 3.4). Some of the rationality behind the choices for the development of the
final model will be explained in Chapter 4, together with the experiments.
3.1 Proposed Model
Our model (Fig. 5) is an ensemble of three different CNN architectures: 34-
convolutional-layer residual network (ResNet34) (HE et al., 2016), a very deep convolu-
tional network (VGG16) (SIMONYAN; ZISSERMAN, 2014), and AlexNet (KRIZHEVSKY
et al., 2012). Our intention in using different networks was to extract various features for
the same classification problem since each network architecture implements a particu-
lar feature extraction strategy. We wanted to include some volumetric information, that
would help the model to distinguish which features are the most important to each cate-
gory, as well as their location. That is why we proposed an extended-2D approach, using
different 2D slices in the 3 channels of the network. And we also wanted to include spatial
local information to the network, thus we use the patch coordinates in our model. Finally,
we used nine binary networks in total: for each architecture (VGG, ResNet and AlexNet)
we trained 3 binary networks (NC×MCI, AD×MCI, AD×NC). Each network classifies
each patch and a final classifier uses all results and determines if the patient belongs to
NC, MCI, or AD classes.
3.1.1 Extended-2D Slice Selection
Each MRI acquisition is a 3D volume, which can also be transformed into 2D MR
images, known as slices. In our case, the registered volumes are 182 × 218 × 182 pixels,
thus by choosing a specific plane (axial, coronal or sagittal), we end up with a set of 2D
MR images. As we aim to train our models employing relevant data, we selected a subset
of 𝑁 central coronal slices images, avoiding slices containing little brain and too much
background. After that, we chose from the subset of 𝑁 slices, every second slice, as the
neighborhood images tend to be very similar and, therefore, correlated. At the end of our
pre-processing pipeline, each MRI volume will be transformed into 𝑁/2 slices.
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Figure 5 – Ensemble pipeline. Firstly, extended-2D images used as input to each pre-
trained 2D-CNN model, in which patches and their coordinates were extracted.
After concluding each binary task classification using our training set, the
output probabilities using a new training set were calculated. Subsequently,
we trained an ensemble classifier for the 3-class classification task. Finally,
using the test set, we tested our ensemble accuracy.
A traditional 2D CNN approach would take the same slice and repeat it in each
channel of the network, in our extended-2D selection different slices were used for each
channel. We believe that with this approach the network would learn volumetric informa-
tion of the data, thus being able to extract features that were previously not possible due
to the characteristics of the input data.
The slice selection of each 3D MRI volume was performed in two steps. Starting
from the central slice, every other second slice was selected, until there were 20 slices on
each side. These slices were used as the first channel of CNN. Then, the remaining two
channels were chosen by skipping three and seven slices from image of the first channel,
respectively. For example, if the position of a given slice of the first selection were 100,
the location of the other two selected slices would be 104 and 108, respectively. By the
end, from each 3D MRI, we selected 40 input images being each image composed of three
channels, where each channel corresponds to a different slice (Fig. 6).
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Figure 6 – Slices selection of each 3D MRI in our extended-2D approach: (a) the primarily
slice selection started from 80 central coronal slices, then every second slice
was selected (b) after that, we selected slices with a 3 by 3 spacing, (c) finally,
we selected the last input slice channel with another 7 by 7 spacing. By the
end, each 3D MRI will have 40 images, but of these images, each of the three
different channels corresponds to a different slice, selected as in the previous
steps, starting from the first slice selection and then 𝑛 by 𝑛 slices, in this case,
𝑛=4, (d) the final input images.
3.1.2 Input Images
Input images where composed of randomly cropped 𝑛 × 𝑛 patch sizes of each
slice with random positions from a bouding box placed in the slice central region. While
cropping the patches, we extracted the central 𝑥 and 𝑦 coordinates from each patch.
Thus our input data is composed of each patch image and its corresponding coordinate.
Once all images have been registered, the location through the coordinates of the patches
is associated with the location of the brain structures. This way, the network will ad-
just its weights using the information of the coordinates that are most relevant for the
classification between the three classes.
3.1.3 CNN Ensamble for Patches and Subjects Classification
Our ensemble uses three different CNN architectures and three binary tasks (Fig.
5). To better model the disease and its stages, we used a model to distinguish between
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two classes, i.e., NC and MCI, AD and MCI, AD and NC.
Regarding our CNN architectures, we kept the first layers frozen and used them
as of features extractors. Further, we added a dense layer and the final classifier. The
convolutional layers learn the image content, that is, the patches. In the last convolutional
layer, the features are flattened, then we concatenate these features with the coordinates
of this particular patch (Fig. 8).
We split our ADNI subset into three other sets: A, B, and C (Fig. 7), to ensure
that there is no overfitting in the models. Subset A contains 90% of the total ADNI subset
and was used to train our binary CNNs, in which we also divided into training (80%) and
validation (20%) sets. For subsets B and C, both containing 5% of our ADNI subset each,
we extracted the probability that each network would calculate for each patch. We then
concatenated these output probabilities for all networks, that is, each subset is now a
matrix where the rows correspond to the probabilities of belonging to each class, for all
patches, and the columns are the different architectures. Further, we used subset B to train
our final classifier and tested it using subset C. Our accuracy is calculated per subject,
that is, although we have 40 probabilities for each subject, the final classification of each
subject is made through the majority class classified. It is common to use the concept of
stacking, which is a technique used to achieve the highest generalization accuracy. This
concept uses the predicted classifications by the classifiers as the input attributes to the
new classifier (WOLPERT, 1992).
Figure 7 – ADNI subset was split into three subsets: A, B and C. Subset A was used to
train the binary CNNs, subset B and subset C output classification probabil-
ities were extracted from each trained binary model. Afterward, we trained
a final classifier for the 3-class classification using subset B and subset C for
testing.
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Figure 8 – The CNN architectures used in our Ensemble: VGG16, ResNet34 and AlexNet.
We kept the convolutional layers frozen and used them as feature extractor.
The convolutional layers learn the image content, that is, the patches. In the
last convolutional layer, the features are flattened, then we concatenate these
features with the coordinates of this particular patch.
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3.2 Dataset
We used in this project two datasets: a North-American public dataset (ADNI)
and a Brazilian dataset. The ADNI was used for developing and training the model and
was chosen due to its presence in the related literature. Reporting the performance of
the proposed model on ADNI dataset is the only way to have a fair comparison with
other published works. The second dataset, the Brazilian one, was used to evaluate the
generalization capability of our model and to discuss domain adaptation issues.
3.2.1 ADNI Dataset
The ADNI project (MUELLER et al., 2005; WEINER et al., 2010) is a public
dataset, which is composed of participants from U.S and Canada, that provides a rich
set of MR images, besides cerebral spinal fluid, blood biomarkers and several clinical
and neuropsychological tests results acquired from healthy control subjects and subjects
diagnosed with AD followed over the course of 3 years. The initial goal of ADNI was
to recruit 800 adults, with ages from 55 to 90 years old, to participate in the research,
approximately 200 normal healthy elderly individuals, 400 people with MCI and 200
people with early AD, all to be followed for 2 or 3 years. Currently, ADNI1 has expanded its
database to other versions: ADNI1, ADNI2, and ADNI3, in which included other images
modalities and the follow-up tests result from the subjects that already were participating.
Basically, the MRI protocol for ADNI1 (2004-2009) focused on structural imaging on 1.5T
scanners and one-fourth of the subjects were also scanned using mainly the same protocol
on 3T scanners. In ADNI-GO/ADNI1 (2010-2016), imaging was performed at 3T with a
similar protocol as ANI1. The same occurs to ADNI3in which imaging is currently being
done exclusively on 3T. After acquired, the images go under a quality control protocol
to exclude possible motion artifacts and ensure scan quality. Therefore, our dataset was
composed by a subset of ADNI T1-weighted MRI as described in Table 1. We selected
the first original acquisition of each subject.
Table 1 – Our ADNI dataset demographic information.
Class Numberof Subjects Sex Age
AD 200 99F, 101M 74.93 ± 7.18
MCI 200 100F, 100M 72.45 ± 7.33
NC 200 100F, 100M 74.13 ± 6.37
1 http://adni.loni.usc.edu/
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3.2.2 Brazilian Dataset
One hundred and ninety-six subjects older than 60 years enrolled in this study
(51 with AD, 67 MCI, and 78 NC). The diagnosis of probable dementia due to AD
fulfilled the criteria set out by the National Institute on Aging and Alzheimer’s Association
(NIA/AA) (MCKHANN et al., 2011), and all AD patients had a Clinical Dementia Rating
(CDR) (MORRIS, 1993) score of 0.5 or 1. All T1-weighted MR images were acquired on
a Philips R○ Achieva 3.0-T MRI scanner. Using the following acquisition protocol: sagittal
high-resolution T1-weighted with isotropic voxels of 1𝑚𝑚 × 1𝑚𝑚 × 1𝑚𝑚, TR/TE =
7/3.2 ms, FOV = 240 × 240mm, 180 slices. The Medical Research Ethics Committee of
UNICAMP Hospital approved the study and written informed consent, either from the
subjects or from their responsible caretakers, was obtained from all the participants.
Table 2 – Demographic information of the Brazilian dataset.
Class Numberof Subjects Sex Age
AD 51 34F, 17M 74.02 ± 8.12
MCI 67 43F, 24M 70.10 ± 7.05
NC 78 52F, 26M 69.38 ± 7.52
3.3 Pre-Processing
The datasets used in our deep learning models are composed of image volumes
obtained from different acquisition protocols and scanners with different magnetic field
strength. Therefore, they vary in image contrast range and voxel size. To overcome this
issue, we primarily pre-processed all the data (Fig. 9).
Figure 9 – Pre-processing pipeline: MRI volumes are rescaled to isometric, then brain seg-
mentation is performed. After that the volumes are registered to the MNI152
space, and intensity normalized.
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First of all, all voxels were rescaled to 1𝑚𝑚×1𝑚𝑚×1𝑚𝑚 isometric. Then, brain
segmentation, also known by Skull-Stripping (SS), was performed using the CONSNet
(LUCENA et al., 2018). Afterward, the image volumes were registered through a rigid
registration (JENKINSON; SMITH, 2001) with 6 degrees of freedom to the MNI152
space, using FLIRT function on FSL. Image registration is a conventional technique in
brain imaging analysis, where all subjects are registered to standard space. According
to Tong et al. (TONG et al., 2017) image registration is an essential factor when it
comes to the improvement of classification performance at the MCI-to-AD progression on
ADNI dataset. The last step into our pre-processing analysis was done by normalizing the
intensity of the volumes in the same range (0 to 1000), a range chosen to ensure sufficient
dynamic range and to minimize data storage limitations. Finally, all the volumes were
intensity normalized according to each CNN model normalization applied on ImageNet,
as we are performing transfer-learning from available deep CNNs architectures.
3.4 Evaluation Metrics
This research project intends to explore the use of 2D CNNs to the early-stage
AD diagnosis. In order to analyze our results, we want to compare our method with others
in the literature using the appropriate metrics according to the problem, such as accuracy
(ACC), sensitivity (SEN) also known as true positive rate (TRP), and specificity (SPE)
also known as true negative rate (TNR). Where TP, TN, FP, and FN are equivalent to
true positive, true negative, false positive, false negative.
𝐴𝐶𝐶 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 ;
𝑆𝐸𝑁 = 𝑇𝑅𝑃 = 𝑇𝑃
𝑇𝑃+𝐹𝑁 ;
𝑆𝑃𝐸 = 𝑇𝑁𝑅 = 𝑇𝑁
𝑇𝑁+𝐹𝑃
Another evaluation metric used was the Receiver Operating Characteristic Curve
(ROC)2 for a multi-class problem. ROC curve is a graphical plot that illustrates the
diagnostic ability of a binary classifier system as its discrimination threshold is varied.
It is created by plotting the TRP against the false positive rate (FPR); the last can
be calculated as (1 − 𝑆𝑃𝐸). The TPR defines how many correct positive results occur
among all positive samples available during the test. FPR, on the other hand, determines
how many incorrect positive results occur among all negative samples available during
the test. ROC curve to a multi-class problem is not trivial, as it is often used in binary
classification tasks. Thus, to extend ROC curve and area to multi-class classification, it is
necessary to binarize the output. One ROC curve can be drawn per label, but one can also
draw a ROC curve by considering each element of the label indicator matrix as a binary
2 https://bit.ly/2TnoNhr
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prediction, micro-averaging. Another evaluation measure for multi-class classification is
macro-averaging, which gives equal weight to the classification of each label.
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4 Results and Discussion
In this chapter, we depict our experiments, starting from the proposed CNN
model, (Sec. 4.1). We then report experiments and results that allowed us not only to
develop the best model, but also to understand several factors that influenced and im-
proved the results of our models, for instance, data pre-processing (Sec. 4.2.1), the impact
of patches size (Sec. 4.2.2), addition of volumetric information through our extended-2D
approach (Sec. 4.2.3) and the impact of input images size (Sec. 4.2.4), the locatization
information (Sec. 4.2.5.1) and finally the impact of using all MRI planes (Sec. 4.2.5.2).
We also present an application of domain-adaptation to a Brazilian dataset (Sec. 4.3).
4.1 Experiments with the Proposed Model
We conducted the experiments using pre-trained CNN models, such as ResNet34,
VGG16, and AlexNet. We explored transfer-learning and fine-tuning, which are techniques
indicated when one does not have a large volume of data. Transfer learning helps giving
a good initialization of the network weights and fine-tuning makes fine adjustments to
the weights of the pretrained network to improve performance in another dataset. It is
possible to keep some layers frozen and only fine-tune some layers of the network.
All architectures were implemented based on the PyTorch (PASZKE et al., 2017)
implementation of the pre-trained CNNs models. We investigated the effects of the main
hyperparameters, and our models had the following parameters: Cross-Entropy as our loss
function, Adam as our optimizer with a learning-rate of 5×10−4. Data augmentation was
also performed during the training step of the models. We applied RandomCrop function,
which randomly cropped 𝑛 × 𝑛 patch sizes on each slice with random positions from a
bounding box placed in the central region of each slice. All experiments used a general
purpose workstation equipped with a CPU (Xeon R○ E3-1220 v3, 4× 3.10 GHz; Intel) and
32 GByte of memory. The workstation GPU (GeForce Titan X; NVIDIA) had 12 GByte
of onboard memory.
Our input data is composed of extended-2D images, extracted from our ADNI
subset (Tab. 1). For each MRI volume, 40 extended-2D images were obtained, totaling
23.280 images. From this total set of images, we separate two subsets: sub-set A has 20,952
images, and subset B has 2,328 images. Subset A was separated according to each binary
task and subsequently used for training our CNN architectures. Therefore, for each binary
model, sub-set A was divided into 80% for training and 20% for validation. From subset
B, half was used for training and the other half for testing our final classifier. Afterward,
for each input image, we applied the RandomCrop and extracted the central coordinates
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of this patch. Therefore, our new input data consists of the patch and coordinates of each
input image.
To train each network we used Stratified Shuffle Split1 cross validator, which
split the data into train and test sets, in our case train and test sets of our final classifier.
It preserves the percentage of samples for each class. It is important to mention that
although we are using several images from the same subject, during both trainings, we
guarantee that images of the same subject would not be used for training and validation,
which would insert a bias in the model.
Our best model achieved 69.23% of accuracy in the multi-class classification be-
tween AD, MCI, and NC subjects. In this experiment, we improved the classification of
the NC class in our approach, by exploring the problem with an ensemble architecture.
The ensemble was composed of binary classifiers, which we believe would specialize well
in each of the classes, for the different problems, already explained on (Sec. 3.1.3).
To test which hyperparameters and classifier would work best for our ensemble,
we used the Skorch2 toolbox, which does a random search in the ANN for the chosen
hyperparameters. The following hyperparameters were tested: learning-rate (10 random
numbers in the range of 0.0005 to 0.001), number of neurons (128, 512, and 1024), and
drop-out (0, 0.25, and 0.5).
We compared the performance of our model with traditional machine-learning
and 3D-CNN methods, and our result overcomes the other strategies for the 3-class clas-
sification. Regarding the binary tasks, our results outdo some 3D-CNN approaches in the
literature. Table 3 summarizes our results in the literature.
In the proposed framework, instead of formulating the AD diagnosis as binary
classification only, we presented the diagnosis task taking into account the progression and
degeneration of the disease. We showed a different strategy that explores the volumetric
information of the data and maintains low computational costs associated with 2D-CNN
methods. Another advantage of our approach is the possibility of using deeper networks,
thus extracting more features.
Although (HOSSEINI-ASL et al., 2016) results showed a high performance of
89.1% in the 3-class classification, the training and test data were composed of a small
portion of the ADNI data, seventh subjects for each of the three classes. This approach has
a flaw in the weight initialization and reproducibility of the achieved results, according to
(KOROLEV et al., 2017). It raises questions about the obtained results, since other works
that also made use of similar techniques and used a larger dataset, even from ADNI, did
not reach a similar accuracy.
(ESMAEILZADEH et al., 2018) is the one that is the most similar to our work.
1 https://bit.ly/2ULWUkt
2 https://github.com/dnouri/skorch
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Table 3 – Final accuracy of our best model across multi-class and binary classification
tasks.
Classification Author Technique Accuracy (%)
Hosseini-Asl 3D-CAE and DSA-3D-CNN 89.1
Sørensen Combined ADbiomarkers features 63.0
Esmaeilzadeh 3D-CNN 61.1
Wachinger Combined brainshape features 59.0
Sarica Volume and corticalthickness features 53.7
AD×MCI×NC
Proposed Method Ensemble Approach 69.23
Hosseini-Asl 3D-CAE and DSA-3D-CNN 97.6
Esmaeilzadeh 3D-CNN 94.1
Hon 2D Transfer-learning 93.9






Korolev 3D VoxCNN and ResNet 79.0
AD×NC
Proposed Method Extended-2D Approach 83.88
Hosseini-Asl 3D-CAE and DSA-3D-CNN 95.00
Korolev 3D VoxCNN and ResNet 64.0AD×MCI
Proposed Method Extended-2D Approach 91.70
Hosseini-Asl 3D-CAE and DSA-3D-CNN 90.8
Korolev 3D VoxCNN and ResNet 54.0MCI×NC
Proposed Method Extended-2D Approach 54.30
This approach also explored the binary task classification and broadened their results to
the multi-class classification. Although the achieved accuracy for AD x NC was superior
to ours, the final accuracy of the multi-class task was inferior. We believe that this is
because, in their work, the goal was to optimize the model to the binary task and further
investigate its use to a more challenging task. Contrary to this idea, our main ambition
since the beginning of this Master’s thesis was to tackle the multi-class classification.
Because of this, we were not much concerned about the binary models.
As expected, the most difficult binary problem is the classification between the
NC and MCI classes, thus reaching the worst accuracy of our three tasks, for all tested
architectures. In contrast, in the remaining binary problems, our results are superior or
comparable to the literature. Most of the works did not expand their models to a multi-
class classification, which is the most challenging. Some approaches, even using deep
learning, still use the extraction of the characteristics that they consider most relevant
to the disease. An example of this is the work of (LI et al., 2017b), which segmented the
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hippocampus to use it as input data. The segmentation of this structure is not a trivial
task, and the AD biomarkers do not manifest only in this structure. From the reviewed
work on AD using CNN, only Hon et al. explored the 2D data for binary classification (AD
versus NC). The remaining works used the 3D approach, which arose questions whether
a 2D approach would not be able to solve the problem.
4.2 Model Development
The development of our model consisted of a series of investigations on several
aspects of both the data and the architecture used. In this section, we report the main
exploratory experiments, summarized in Table 4, until we reach our best model.
Our experiments started by investigating the impact of pre-processing of the
data. We then examine the relevance of different patch sizes; we developed our extended-
2D approach and compared our results with the simple selection of 2D data; we also
investigated the influence of input image size; and finally we chose at our final architecture
which we explore the importance of using spatial location of patches and even the use of
different planes of MRI.
Table 4 – Summary of model development experiments where we varied several important
aspects regarding our model. In the first four experiments we trained a single
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4.2.1 Impact of Data Pre-Processing
In this experiment, we tested whether data pre-processing plays a role in our clas-
sification problem. Thus, we trained the same ResNet34 model with two different datasets:
one dataset composed of raw MRI volumes as not pre-processed by any means, except
the intensity image normalization; the second dataset was registered and skull-stripped,
as described in section 3.3. While pre-processing the 600 ADNI MRI volumes, some sub-
jects presented errors either while computing the skull-stripping or the registration step,
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and thus they were excluded from our dataset, which now contains 582 MRI volumes.
RandomCrop function for data-augmentation was used with 80×80 patches size.
Registering the dataset before applying the RandomCrop function seems reason-
able. First, because after taking a careful look at the training patches in which we applied
the RandomCrop function for data-augmentation, it was possible to verify that without
registration entirely different pieces of information were being input as training samples
with the same label. This makes it difficult to learn the features and consequently it
affects the model classification performance. Also, it was verified in the literature, that
registering MRI volumes would be crucial to improve any model performance.
Table 5 – Classification accuracy before and after pre-processing the input data.
Dataset Patch-size Classification Accuracy (%)(2-fold)
Raw-Data 600 subjects 80×80 AD×MCI×NC 59.16
Pre-Processed Data 582 subjects 80×80 AD×MCI×NC 49.15
Surprisingly the resulting accuracy (Table 5) using the pre-processed data is lower
than the not pre-processed data. We investigated the reasons why the accuracy decreased
and we noticed that with the pre-processing our patches contained too much background,
thus less brain information. Since the not pre-processed data contains different MRI sizes,
patches included skull and neck, which appear generally as bright contrast in the images.
Therefore, we cannot assure that the model is not learning contrast and texture features.
Thus not emphasizing the features related to our problem, for instance, the size and shape
of the hippocampus aiming the detection of atrophy and shrinkage of the cerebral cortex,
especially in the borders.
4.2.2 Impact of Patch Sizes
Some experiments were performed to investigate our model performance while
varying the patch sizes. Figure 10 illustrates the different patch sizes used for training.
The AD×MCI×NC classification accuracies are shown in Table 6.
Figure 10 – Patch sizes: (a) 80×80, (b)
64×64, (c) 48×48, and (d)
32×32.
Table 6 – Classification accuracy across dif-
ferent patch sizes.
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We can observe by varying the size of the patches that for small patches, namely
48×48 and 32×32, the accuracy has not improved. This is because when dealing with our
classification task, we lose important image context when using such small patches. Thus
the network would be interested in texture contrast instead of global structures changes,
such as degeneration and atrophy associated with ageing. So the ideal patch size for our
problem was 64×64. It is noted that the accuracy using 64×64 patches improved over the
accuracy obtained using 80×80 size patches. With these experiments, we can conclude
that the homogenization of the information is essential, as well as the size of the patch
for a better class distinction.
4.2.3 Extended-2D Approach
In the last decade, previous works on AD stages classification MRI and classic
machine learning methods mostly used feature engineering to extract volumetric informa-
tion from MRI data. Works using deep learning also tried to extract volumetric features
through 3D CNN architectures.Thus, we observed that volumetric information is crucial
for our classification task, but at the same time, our goal was to explore the capabilities
of the 2D data and consequently 2D CNN architectures. So, we took an approach to delve
into the 2D data. However, passing to the network volumetric information of the data.
Our extended-2D approach explored the existent volumetric information in an
MRI volume. For instance, when presenting 3 different slices as the three input channels
of the network as the network interprets the three channels together as a single input
data, that subtle difference between the slices will be seen as a difference in the volume.
To find the optimal spacing between slices in our extended-2D approach, we tested
several different variations. Further, we trained our usual CNN architecture using the same
parameters as the previous experiments, and we set the patch size to 64×64 as it resulted
in the best accuracy in our 2D approach. Because the best result was obtained using a 4
by 4 spacing between the slices Table 7, the next experiments were done following these
data characteristics while overcoming the issue related to the patches.
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Table 7 – Classification accuracy over spacing variation experiments across different
patches size.
Patch-size Slice Selection Accuracy (%)(2-fold)
Same slice 49.15
Spacing of 2 55.08
Spacing of 4 63.55
Spacing of 6 61.10
80×80
Spacing of 10 52.54
Same slice 50.80
Spacing of 2 56.79
Spacing of 4 66.94
Spacing of 6 60.16
64×64
Spacing of 10 52.54
Same slice 41.42
Spacing of 2 51.69
Spacing of 4 59.32
Spacing of 6 51.70
48×48
Spacing of 10 48.30
Same slice 40.67
Spacing of 2 47.40
Spacing of 4 55.93
Spacing of 6 48.30
32×32
Spacing of 10 46.61
4.2.4 Impact of Image Sizes
All experiments computed so far were done using input slices of size 140×140;
what we varied was only the size of the patch. After analyzing the training patches,
we noticed that smaller patches, such as of the size 32×32, contained a lot of black
backgrounds and thus little brain information, as illustrated in Figure 11.
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Figure 11 – The Figure illustrates a typical input slice of size 140×140 and its related
extracted patches of size 32×32. It is possible to notice that the extracted
patches, located on the right, contain mostly little brain information.
To address this issue, the region to which the patches could be extracted was
limited, eliminating the background and prioritizing the brain structure. The Figure 12
illustrates the new input image limits.
Figure 12 – The different input image sizes: (a) 140×140, (b) 100×100, and (c) 80×80.
Table 8 – Classification AD×MCI×NC across different image input sizes.
Accuracy (%) (2-fold)
Input size Patch size 64×64 48×48 32×32
140×140 66.94 59.32 55.93
100×100 68.64 61.86 61.86
80×80 64.41 45.41 56.77
Table 8 presents the classification results for the different image sizes limits and
we can conclude that the use of an image of size 100×100 achieved better results. When
developing systems, methods or tasks that involve the detection, diagnosis or prediction
of results, it is essential to validate these results to quantify the discriminative power of
the used system as good or not for a particular analysis. However, we must take into
account that the simple quantification of true positives, that is accuracy, in a test group
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does not necessarily reflect how efficient a system is, since this quantification will depend
fundamentally on the quality and distribution of the data in this test group. Therefore,
we also evaluated the 2-folds on our best model, which achieved the final average accuracy
of 68.64% concerning their sensitivity and specificity metrics. These analysis were done
trough the ROC curve and the confusion matrix (Fig. 14).
(a) (b)
(c) (d)
Figure 13 – ROC curve and confusion matrix of our best model, which achieved 68.64%
of accuracy in a 2-fold cross-validation: a) ROC curve of fold 1, b) ROC curve
of fold 2, c) Confusion Matrix of fold 1, d) Confusion Matrix of fold 2.
Our models present poor performance in classifying NC subjects, as we can ob-
serve from both the ROC curve and confusion matrix, which shown an AUC of 0.78
and mean accuracy of 40% for both models. From these results, the need to improve the
accuracy of our approach to the NC class arose.
4.2.5 Ensemble
The adopted approach to overcome the poor performance of the network on
classifying NC subjects was to use an ensemble of binary models instead of one multi-class
model. The architecture of the ensemble is already described in section 3.1.
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4.2.5.1 Localization Information
A experiment was conducted to assess the importance of spatial location of the
patch in the classification accuracy. The coordinates of the patch centroid was concate-
nated with the convolutional features in the first dense layer. We then added the age
feature with the output probabilities of our binary CNNs to train our 3-class classifier
(Tab. 9).
Table 9 – CNN ensemble classification AD×MCI×NC across different classifiers.
Accuracy (%) - 2-foldInput data ANN SVM
MRI patches 65.38 53.84
MRI patches + coordinates 63.46 59.61
MRI patches + coordinates + age 65.38 69.23
Based on the results we concluded that the included spatial information and age
improved the accuracy of our model. When comparing the two types of used classifiers,
SVM presented the best accuracy. Most learning algorithms can present the same or even
superior results than neural networks when dealing with fewer data. This explains why
SVM was superior to the artificial neural network. Another justification is because SVM
classifiers are more prone to binary classifiers, which are essentially our input data, thus
allowing this class of classifier to have better performance. Another advantage of SVM
over ANNs to our problem is the fact that ANNs can suffer for multiple local minima due
to the diversity of the data, in the other hand, SVM classifiers are global and unique.
We evaluated our accuracy using a stratified shuffle-split cross-validator, which
returns stratified randomized folds. The folds are made by preserving the percentage of
samples for each class. Verifying the 2-fold cross-validation trained models that resulted
in the accuracy of 69.23% using the SVM classifier, the first model reached an accuracy
of 76.92%. When plotting the ROC curve of this model (Fig. 14 ), we found that for the
NC class it achieved an AUC of 0.68, which is a little lower when compared to the result
achieved without the ensemble approach, which will be presented in the next sessions.
However, when we verify the confusion matrix, it is possible to notice that the model
hits 50% of the NC subjects. The second model reached an accuracy of 61.53%, AUC
was slightly higher than the previous model, being 0.70. However, the true positive rate
decreased, being 38% for NC subjects. It is worth noticing that this model also presented
some difficulty in the MCI class, hitting only 50% of its subjects.
In contrast, for AD class subjects, both models reached 90% of the true positive
rate. These results emphasize the difficulty of distinguishing the tenuous threshold between
healthy elderly subjects and elderly subjects with some degree of cognitive deficit and
therefore proving that our classification problem is not a trivial task. Thus, when averaging
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both models, there is a 44% of true positive rate for NC class, 4% higher than the best
result obtained in the previous session.
(a) (b)
(c) (d)
Figure 14 – ROC curve and confusion matrix of our best model, which achieved 69.23%
of accuracy in a 2-fold cross-validation: a) ROC curve of fold 1, b) ROC curve
of fold 2, c) Confusion Matrix of fold 1, d) Confusion Matrix of fold 2.
4.2.5.2 Importance of Image Planes
In all previous experiments, we explored MR images in the coronal plane. Al-
though it is the most commonly used plane in the literature regarding our problem, we
would like to investigate whether sagittal and axial planes would contribute to the clas-
sification problem in question. Therefore, following the same methodology of the anterior
ensemble, but this time instead of training three different CNN architectures, we chose
one architecture (ResNet34) and trained it using three different planes: axial, coronal and
sagittal (Fig. 15).
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Figure 15 – Ensemble pipeline using the three MRI planes: axial, sagittal, and coronal.
Table 10 – Plane ensemble classification AD×MCI×NC across different classifiers.
Accuracy (%) - 2-foldInput data ANN SVM
MRI patches 57.69 55.76
MRI patches + coordinates 57.69 57.69
MRI patches + coordinates + age 57.69 61.53
Our experiments (Table 10) have shown that some MRI plans are more important
to our problem than others. We found that, for example, the Sagittal plane was the one
that resulted in the worst accuracy in all binary models. This fact impacted on the final
result of the ensemble, which, even reaching an accuracy of 61.53%, was still inferior to
the ensemble which we used different CNN architectures using only the coronal view.
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4.3 Brazilian Dataset
Most of the studies found in the literature use data from the ADNI public dataset,
since this database is rich in terms of many subjects, also has several modalities of MRI,
clinical data, and even longitudinal data added in its other versions. Despite being a rich
and public dataset, which automatically facilitates its use, ADNI is composed only of
subjects from North America, that is the United States and Canada.
Although the vast knowledge and progress on factors influencing dementia risk,
AD patients present high variability in the rate of cognitive decline and little is known
about what accounts for AD progression, several studies have reported the influence of
non-genetic factors accounting for the disease course and development. (WANG et al.,
2015) has stated that when genetic determinants lead to disease onset, the progression is
more benign than when other factors cause AD, thus highlighting the importance of these
other determinant factors in the progress of the disease.
(STERN et al., 1994) showed that low education and occupational level doubles
the risks of Alzheimer’s when compared to the opposite group. (LAUTENSCHLAGER
et al., 2008) presented the importance of physical activity, which is also associated with
quality of life, to improve cognitive function in older adults with AD and MCI. Addition-
ally, (BURCHARD et al., 2003) emphasized the differences between the human race and
ethnicity, and their accountability to a genetic variation between groups for a particular
disease. For example, (FARRER et al., 1997) demonstrated that the risk of Alzheimer’s
disease varies according to race.
So, we decided to investigate the classification accuracy of our approach, but this
time, using a Brazilian database. Our aim with this experiment was to verify whether
demographic aspects influence the classification of the different stages of AD. For this, we
tackled the task using a domain adaptation approach, that is training a system utilizing
a source dataset and evaluating it in the target dataset. Improvements can be made to
improve the result by adjusting the previously trained system to the new dataset, even if
using a small number of samples from this target domain.
The ResNet34 model was adapted, by replacing the third layer by three convolu-
tion layers, batch-normalization, dense layer, dropout, and lastly another dense layer. We
first applied the transfer-learning technique in the first layers and then trained the added
layers in the source domain. Finally, we fine-tuned from the second added convolutional
layer to the remaining layers, in the target domain. The CNN was trained along 100
epochs in the source domain and another 100 epochs in the target domain, using 2-fold
cross-validation.
The proposed model achieved an accuracy of 66.1% while trained and tested on
ADNI. However, this model reached an accuracy of 40% in the Brazilian dataset. On
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the other hand, the model that was fine-tuned with part of the Brazilian dataset showed
an improvement of approximately 14% in the accuracy when being tested only in the
Brazilian dataset, but the test accuracy decreased on ADNI.
Table 11 – Final accuracy of our domain adaptation strategy to the Brazilian dataset.
Test accuracy (%)
(NC vs MCI vs AD)




(Brazilian dataset) 39.82 53.75
Domain adaptation strategy showed an increase in performance between the
source and target domains, which represents a real-world scenario. Demographic aspects
seem to play a role, justifying the differences of accuracy between both domains. We also
trained the ResNet34 model for the classification of the three classes using only data from
the Brazilian dataset. The accuracy was 47.5%, which was less than the achieved accuracy
of 53.75% with the domain adaptation strategy. We believe that this is due to the lack of
data since the Brazilian dataset is much smaller compared to the ADNI dataset and the
distribution of classes and between classes is not homogeneous.
Another critical point to emphasize is the distribution of the subjects between
the disease severity through the MMSE. When we observed whether the MMSE score
would be relevant information to include in our model, we found that several subjects in
the MCI class had a score of, for example, 27. NC subjects, typically presenting a score
of 29, but in some cases showed a score lower than some MCI subjects, a score below 25
is considered a mild degree of impairment. Naturally, several other tests are performed
until a precise diagnosis is made, but when dealing with learning algorithms, the labeling
of the data, that is, the assignment of a given subject to its class, is crucial to the success
of the model.
Classifying the different stages of AD is not a trivial task. Thus we are aware of
the challengings in our problem and we can conclude with this experiment that several
factors influence the performance of a given model, for instance: dataset size; demographic
characteristics related to each dataset such as educational level, quality of life, and oc-
cupation; subject’s labeling, highlighting the need of a precise or even other sub-classes
into the spectrum that separates the different levels of the disease severity. Our results
represent one import step in predicting the early-stage diagnostic of Alzheimer Disease,
and to the best of our knowledge, the first approach applied to a Brazilian dataset.
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4.4 Final Considerations
All experiments presented in this section were relevant to our problem. First,
we could confirm that the three class classification is not a trivial task. The nuances
between the stages of the disease progression are neither concentrated in only one region
nor easily detectable. Undoubtedly, the volumetric information through our extended-2D
approach dramatically improved not only the results but the convergence of our networks.
Volumetric information is the use of non-consecutive slices in each distinct channel of the
convolutional network, thus simulating a 3D image. Hence the name of extended-2D,
because it would be a kind of parsimonious 3D approach. Volumetric attributes such as
atrophy of specific structures for AD are more relevant than other information contained
in the image, such as contrast or texture.
The investigation concerning the impact of the location of the information showed
that the insertion of the coordinates was relevant to the improvement of the model. We
also investigated the impact of using different MRI plans, the influence of image pre-
processing, patches size, input images size, and different spacing for our extended-2D
approach. All the experiments positively contributed to better understand the problem
we aimed to tackle.
We observed that the most difficult challenge of this classification problem is the
distinction of healthy subjects since the brain of an elderly patient already presents signs
of neurodegeneration associated with aging. It is a great challenge to identify the thin line
separating aging normal degeneration from Alzheimer’s disease degeneration.
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5 Conclusions
This dissertation advanced the study of 2D deep-learning-based approaches for
brain MR analysis. This technique was investigated in a classification task for early-stage
Alzheimer’s disease diagnosis.
Concerning the gap in the literature between traditional machine learning and
deep learning methods for AD classification stages, our contribution to the field was
the exploration of several approaches to investigate the capabilities of 2D architecture
to tackle this classification task. Previous works in classical machine learning consisted
of methods with detailed feature engineering. On the other hand, works in deep learning
dealt mostly with 3D-CNN architectures. Although both methodologies had as main focus
binary classification tests, the challenge lies in classifying the 3 different stages of AD:
NC, MCI and AD. To the best of our knowledge, we were the first to propose a 2D-CNN
model exploring the volumetric information of the data applied to the multi-class problem,
and thus, eliminating the need of a 3D-CNN. Our method consisted of an ensemble of
classifiers using extended-2D data and was trained using state-of-the-art CNNs.
Our analyses were conducted using 2-fold cross-validation, and we evaluated our
method over accuracy, sensitivity, and specificity metrics. Our results surpassed the ones
using classical machine learning approaches and also achieved comparable performance to
3D-CNN methods, eliminating the need of tiresome feature engineering and the difficulties
associated with training from scratch a 3D convolutional neural network. Moreover, our
extended-2D approach is computationally low-cost, and also, overcome the lack of data
to train a 3D-CNN model. These results aim to leverage the use of 2D approaches in the
literature for Alzheimer’s disease diagnosis.
Some challenges should still be further investigated regarding our classification
model. In our analyses, we implemented 2D-CNN architectures for binary classification
and further combined the results to multi-class classification. However, a grid-search of the
hyperparameters and the use of most recently CNNs can improve our accuracy due to a
better choice of hyperparameters and novel deep learning techniques. A special attention
should be given to the poor performance of the model regarding the distinction between
NC and MCI. Future work could investigate the possibility of providing the probability of
a subject being MCI, instead of a binary classification. This probability could be related
to the score given by clinical examination and medical history of the patient, thus given
more insights on the actual degeneration of the patient.
Domain-adaptation is a complex task itself, regardless of the nature of the prob-
lem, as it requires more data and a model capable of generalising to other domains. Our
approach was a baseline to tackle the problem, and also, the first proposed method using
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a Brazilian dataset. Although data pre-processing was precisely the same for both do-
mains, the generalization of our model reached a low accuracy. We are thus highlighting
the challenge of adapting different domains and also that demographic differences of both
datasets may have played a crucial role in the obtained results. We recognize that for
this task our results were not optimal. However, a further investigation acquiring more
training data, performing CNN model selection, and using a curve distance loss function
can improve this baseline analysis.
The proposed method balances the importance of the data information to the
problem as well as the computational costs related to it. We believe that this work is a
further step towards solving the problem, emphasizing that not only computational ad-
vances will properly classify the different stages of the Alzheimer’s disease, but also guide
to a better understanding of the problem, i. e., the type of data, and especially the need
to generalize the results to others datasets. Approaches encompassing different modalities
of MRI may improve outcomes since more information is available regarding the cognitive
status of the patients in question. I believe that computer science and medicine must work
together for improvements in health issues that consequently impact our society.
5.1 Publications
As a result of this dissertation, one conference paper and three abstracts were
published. Remark that the abstracts were published based on preliminary findings for
the AD classification task during the M.Sc. project. The journal paper "Data-Driven Cor-
pus Callosum Parcellation Method through Diffusion Tensor Imaging" and the conference
paper "Corpus callosum parcellation methods: a quantitative comparative study" were pub-
lished as a result of a collaborative work during my M.Sc. project. They represented my
first contact with brain structures, such as Corpus Callosum and its MRI-based parcella-
tion methods, and also with different MRI modalities such as DWI and DTI. A full list
of publications is presented in what follows:
5.1.1 Journal Papers
∙ Cover, G., Pereira, M., Bento, M., Appelenzer, S., Rittner, L., Data-Driven Corpus
Callosum Parcellation Method through Diffusion Tensor Imaging., IEEE Access 5
(2017): 22421-22432.
5.1.2 Conference Papers
∙ Pereira, M., Fantini, I., Lotufo, R., Rittner, L., An extended-2D CNN for multiclass
Alzheimer’s Disease diagnosis through Structural MRI. 22st International Confer-
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ence On Medical Image Computing and Computer Assisted Intervention (MICCAI
2019)(Submitted).
∙ Pereira, M.; Cover, G.; Appenzeller, S.; Rittner, L., Corpus callosum parcellation
methods: a quantitative comparative study. In Medical Imaging 2018: Biomedical
Applications in Molecular, Structural, and Functional Imaging. Vol. 10578. Interna-
tional Society for Optics and Photonics (SPIE 2018).
5.1.3 Abstracts
∙ Pereira, M., Magalhães, T., Lotufo, R. A., Balthazar, M., Rittner, L. A Brazil-
ian dataset domain adaptation to diagnose Alzheimer’s disease and subjects with
cognitive deficit using convolutional neural networks. 6th BRAINN Congress, 2019,
Journal of Epilepsy and Clinical Neurophysiology, 2019.
∙ Pereira, M., Lotufo, R. A., Rittner, L. An extended-2D CNN approach for diagnosis
of Alzheimer’s disease through structural MRI. In International Society for Magnetic
Resonance in Medicine (ISMRM) Annual Meeting and Exhibition 2019.
∙ Pereira, M., Herrera, W., Lotufo, R. A., Rittner, L. Classification of Alzheimer’s
patients and cognitive deficit through MRI. 5th BRAINN Congress, 2018, Journal of
Epilepsy and Clinical Neurophysiology, 2018.
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