A startlingly simple characterization of the p-norms has recently been found by Aubrun and Nechita [2] and by Fernández-González, Palazuelos and Pérez-García [3] . We deduce a simple characterization of the power means of order ≥ 1.
Introduction
For each real p = 0, the power mean (or generalized mean) of order p assigns the quantity 1 n i∈I x p i
1/p to a family (x i ) i∈I of n positive real numbers. More generally, uneven weights (w i ) i∈I may be attached to the arguments, giving the power mean The basic theory of power means is laid out in the classic text of Hardy, Littlewood and Pólya [4] . In particular, their Theorem 215, when taken in conjunction with Theorem 84, provides an axiomatic characterization of the means M p of order p ∈ (0, ∞).
Here we give a different characterization, capturing the means M p of order p ∈ [1, ∞] . It is based on the recent characterization by Aubrun and Nechita [2] of the p-norms
This formula puts a norm on R I for each finite set I, and is multiplicative: if x ∈ R I and y ∈ R J then x ⊗ y p = x p y p , where
Roughly speaking, their result-which we review below-is that multiplicativity characterizes the p-norms uniquely. We deduce from it a multiplicative characterization of the power means.
The theorem proved by Aubrun and Nechita is very closely related to earlier results of Fernández-González, Palazuelos and Pérez-García [3] , although the proofs are not at all similar. Here it will be more convenient to use Aubrun and Nechita's formulation.
Statement of the theorem
Write R + = {x ∈ R | x ≥ 0}. For a finite set I, write
For each map f : I → J of finite sets, there is an induced map ∆ I → ∆ J , denoted by w → f w and defined by (f w) j = i∈f −1 (j) w i . There is also an induced map R J + → R I + , denoted by x → xf and defined by (xf ) i = x f (i) . For finite sets I and J, there are canonical maps (1), (c)) = c whenever c ∈ R + and I is a one-element set, where (1) denotes the unique element of ∆ I and (c) is the element of R I + corresponding to c. Monotonicity: M (w, x) ≤ M (w, y) whenever I is a finite set, w ∈ ∆ I and x, y ∈ R
If M (w, ξ) is written as ξ dw, then functoriality becomes the classical formula for integration under a change of variables or integration against a push-forward measure:
(This notation is potentially misleading, since M (w, ξ) need not be linear in ξ.) The significance of functoriality will be explained further in the next section.
by the triangle inequality for the p-norm. If p < 1 then M p is not convex, as may be seen by taking w = (1/2, 1/2), x = (1, 0) and y = (0, 1).
The purpose of this note is to prove:
Theorem 1.3 Every convex multiplicative system of means is equal to
M p for some p ∈ [1, ∞].
Proof of the theorem
To prove their characterization theorem for p-norms, Aubrun and Nechita use a standard result of probability theory, Cramér's large deviation theorem, and Fernández-González, Palazuelos and Pérez-García use techniques from the theory of Banach spaces. In contrast, the deduction of our theorem from theirs is elementary and almost entirely self-contained.
We begin by recording some elementary properties of systems of means. We then take a convex multiplicative system of means, M , and extract a number p ∈ [1, ∞]. The proof that M = M p proceeds in two steps. First we make the connection between means and norms and apply the p-norm characterization theorem, concluding that M and M p agree when the weighting is uniform (w i = w j for all i, j). Then we apply standard arguments to extend this result to uneven weightings.
Elementary properties of systems of means
When I = {1, . . . , n} for some integer n ≥ 1, we write ∆ n for ∆ I and R i. Symmetry: for all n ≥ 1, (w, x) ∈ ∆ n × R n + , and permutations σ ∈ S n ,
ii. Repetition: for all n ≥ 1, w ∈ ∆ n+1 , and x ∈ R n + ,
iii. Zero weight: for all n ≥ 1, w ∈ ∆ n , and x ∈ R n+1 + , M (w 1 , . . . , w n , 0), (x 1 , . . . , x n , x n+1 ) = M (w 1 , . . . , w n ), (x 1 , . . . , x n ) .
Proof Symmetry is proved by applying functoriality to the bijection σ. Repetition is proved by applying functoriality to the surjection {1, . . . , n + 1} → {1, . . . , n} sending n + 1 to n and fixing all other elements. The zero weight property is proved by applying functoriality to the inclusion {1, . . . , n} ֒→ {1, . . . , n + 1}.
By functoriality applied to bijections, it makes no difference if we restrict our attention to just one set n = {1, . . . , n} of each cardinality. Thus, a system of means may be viewed as a sequence of functions (M : ∆ n × R n + → R + ) ∞ n=1 satisfying symmetry, repetition, zero weight, consistency, and monotonicity. To state the multiplicativity axiom we must choose a bijection m × n → mn for each m and n, but by symmetry, the axiom is unaffected by that choice.
A third option, in the spirit of [2] , construes a system of means as a single function
where c + 00 is the set of finitely-supported sequences in R + and c ∆ 00 = {w ∈ c + 00 | w i = 1}. It is to satisfy the evident reformulations of symmetry, repetition, zero weight, consistency, and monotonicity. To state the multiplicativity axiom we must choose a bijection between the set of positive integers and its cartesian square, but again the choice is immaterial.
The next result says that a weighted mean of numbers increases when weight is transferred from a smaller number to a larger one. Lemma 2.2 Every system of means M has the transfer property, as follows. Let n ≥ 2, w ∈ ∆ n , x ∈ R n + , and 0 ≤ ε ≤ w n . Suppose that x n ≤ x n−1 . Then
Proof We have M (w, x) = M (w 1 , . . . , w n−2 , w n−1 , ε, w n − ε), (x 1 , . . . , x n−2 , x n−1 , x n , x n ) ≤ M (w 1 , . . . , w n−2 , w n−1 , ε, w n − ε), (x 1 , . . . , x n−2 , x n−1 , x n−1 , x n ) = M (w 1 , . . . , w n−2 , w n−1 + ε, w n − ε), x by (respectively) repetition, monotonicity, and repetition. (Symmetry is also used, but we will generally let this go unmentioned.)
Lemma 2.3 Every multiplicative system of means
by definition of ⊗, multiplicativity, and consistency.
Recovering the exponent
For the rest of Section 2, fix a convex multiplicative system of means M . We will prove that
To find p, define θ : (0, 1) → R + by
(s ∈ (0, 1)). By multiplicativity and repetition, θ(ss ′ ) = θ(s)θ(s ′ ) for all s, s ′ ∈ (0, 1), and by transfer, θ is (non-strictly) increasing. If θ(s) = 0 for some s ∈ (0, 1) then θ(s) = 0 for all s ∈ (0, 1). If not, put φ(t) = − log θ(e −t ) (t > 0). Then φ satisfies the Cauchy functional equation φ(t + t ′ ) = φ(t) + φ(t ′ ), and is increasing, from which it follows easily that φ(t) = αt for some constant α ≥ 0 (as in Section 2.1.1 of [1] ). Hence θ(s) = s α . But
by (respectively) symmetry, convexity, repetition and consistency. So θ(s) = s α for some
In the case p = ∞, we will always understand 1/p to mean 0.)
Applying the p-norm characterization theorem
First we recall Theorem 1.1 of Aubrun and Nechita [2] , rephrasing it slightly.
Given an injection f : I → J of finite sets, there is an induced map R I → R J , denoted by x → f x. It is defined, for j ∈ J, by (f x) j = x i if j = f (i) for some i ∈ I, and (f x) j = 0 otherwise. Given x ∈ R I and y ∈ R J , write x ⊗ y = (x i y j ) (i,j)∈I×J ∈ R I×J . A system of norms consists of a norm · on R I for each finite set I, such that f x = x whenever f : I → J is an injection of finite sets and x ∈ R I . It is multiplicative if x ⊗ y = x y whenever x ∈ R I and y ∈ R J . For example, for each q ∈ [1, ∞] there is a multiplicative system of norms · q defined by the formula in the Introduction. Theorem 1.1 of [2] states that these are the only ones:
A variant
The zero weight property was used only in Section 2.4, and only in order to handle means M (w, x) in which w i = 0 for some i. This suggests a variant of Theorem 1.3 in which all weights are required to be positive and the zero weight property is dropped. This amounts to using ∆
• I = {w ∈ ∆ I | w i > 0 for all i ∈ I} in place of ∆ I , and using only surjections between finite sets.
Thus, a system of positively weighted means is defined just as a system of means was defined, but replacing ∆ I by ∆
• I and only demanding functoriality for surjections. For each p ∈ [1, ∞] there is a convex multiplicative system of positively weighted means, M p , defined by restricting the system of means of the same name. By removing all mention of zero weights from the proof above, we obtain: Theorem 3.1 Every convex multiplicative system of positively weighted means is equal to M p for some p ∈ [1, ∞].
