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クロフォンにおける最大の到来時間差 (time difference of
arrival; TDOA)は 0.12ms未満であり，例えば，サンプリ
ング周波数が 16 kHzの信号に対しては 2サンプル未満で
ある．このようなサンプルの精度の時間差推定の精度は，





















本化定理 [18, 19] に従い，連続の時間変数をもつ一般化
相互相関 (continuous GCC; cGCC) は dGCC の sinc 補間
により得られる．cGCCの最大化は非凸問題であり，一般
に閉形式の解は知られていない．しかし，黄金分割探索











































任意の重み関数であり，t ∈ Rは xnと yn間の時間差を表
す時間変数である．また，S(xy)k は xnと ynのクロススペ
クトルである．ただし，X(k), Y (k)は，それぞれ xn, yn




















また，Wk = 1 のとき，GCC は通常の CC と一致す
る．一般に，上記 dGCCは入力信号のサンプリング周波
図 1: xn, yn に対する GCCの例．◦は各サンプルに対す
るの値を表し，×はサブサンプルの精度の時間差を表す．
数 Fs により与えられる離散の時間差，すなわち，t ∈{
k
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• 任意の t及び θ に対して，Φ(xy)(t) ≥ Q(t,θ)を満
たす
• 任意の tに対して，Φ(xy)(t) = Q(t,θ)を満たすよ
うな θ = f(t)が存在する
ただし，θ = (θ0, θ1, · · · , θN/2)は補助変数である．上記
を満たす Q(t,θ)が存在し，初期値 t̂0 が与えられたとき，
次式による一連の更新は局所解に収束することが保証さ
れる．





















2nkπ| ≤ π を満たす整数である．補助変数は θk 及び nk
であり，Φ(xy)(t) = Q(t,θ)となる等号成立条件は次式で
ある．
θk = ωkt+ ϕk + 2nkπ (8)
この定理は，余弦関数に関する次の不等式から直接的に
導かれる．
補題 1 |θ0| ≤ πとする．任意の実数 θについて，次の不
等式が満たされる．












|θ0| < π のとき，等号成立の必要十分条件は |θ| = |θ0|
であり， |θ0| = π のとき，等号成立の必要十分条件は
θ = (2n+ 1)π, n ∈ Zである．
証明:


























Case 1: 0 < |θ0| < π
sin θ/θは 0 ≤ θ ≤ πの範囲において単調減少するため，
f ′(θ)

< 0 (0 ≤ θ < |θ0|)
= 0 (θ = |θ0|)
> 0 (|θ0| < θ ≤ π)
(12)
である．従って，f(θ)は θ = |θ0|で最小値を取る．さらに，
f(θ0) = 0であるから，0 ≤ θ ≤ πの範囲において f(θ) ≥ 0
である．f(θ)は偶関数であるから，−π ≤ θ ≤ πの範囲に
おいてもその最小値は 0である．cos θは周期関数だが，一
方で −θ2 は周期的ではないため，任意の θ (−π ≤ θ ≤ π)
と整数n ̸= 0に対して，f(θ+2nπ) > f(θ)である．以上よ
り f(θ) ≥ 0であり，等号成立の必要十分条件は |θ| = |θ0|
である．
Case 2: θ0 = 0
このとき，0 ≤ θ ≤ πにおいて，f ′(θ)は
f ′(θ)
{
= 0 (θ = |θ0| = 0)
> 0 (|θ0| < θ ≤ π)
(13)
となる．ここで，f(θ)は偶関数であるから，−π ≤ θ ≤ π
の範囲において，最小値 f(0) = 0をとる．従って Case 1
と同様に，f(θ) ≥ 0を得る．ただし等号成立の必要十分
条件は θ = 0である．
Case 3: θ0 = ±π
このとき，f(θ) = cos θ+ 1である．従って，f(θ) ≥ 0で
あり，等号成立の必要十分条件は任意の n ∈ Zにについ
て θ = (2n+ 1)πである．
このとき，定理 1は次のように証明される．
証明: nk ∈ Zに対して，cos(ωkt+ ϕk) = cos(ωkt+ ϕk +



































(ℓ) + ϕk + 2n
(ℓ)













































本節の実験では，−5 から 5 サンプルの範囲の時間差
をもつ 2チャネルの観測信号を用意し，各マイクロフォ
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3つの異なる音源到来方向 (direction of arrival; DOA)に対
応する TDOAの推定を行った．ここで，DOAは 30◦, 70◦,
135◦とし，マイク間隔は 4 cm，音源とマイク間の距離は
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図 3: 左: 残響環境における TDOA推定値 (SNR: 10 dB)．
◦, ×, ∗,は異なるDOAを表し，それぞれ 30◦, 70◦, 315◦で
ある．右: 各 DOAに対応する目的関数


















































Initial est. = Discrete GCC + parabola fit













間差は t ∼ U [0, 1]の範囲からランダムにシミュレートし
た．2チャネルの観測信号には，それぞれ白色ガウス雑音
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