In this paper we have suggested an improved class of ratio type estimators in estimating the finite population mean when information on minimum and maximum values of the auxiliary variable is known. The properties of the suggested class of estimators in terms of bias and mean square error are obtained up to first order of approximation. Two data sets are used for efficiency comparisons.
Introduction
In survey sampling, auxiliary information is frequently used in various forms to increase the precision of estimators by taking advantage of the correlation between the study and auxiliary variables. In the proposed class of estimators, the minimum and maximum values of the auxiliary variable are used. Mohanty and Sahoo (1995) , Khan and Shabbir (2013) , Khan (2015) , Walia, Kaur, and Sharma (2015) , and Cekim and Cingi (2016) proposed some estimators for the estimation of finite population mean under minimum and maximum values using known information of the auxiliary variable.
Consider a finite population U = (U1, U2, U3,…, UN) of size N which is divided into L strata, each of size Nh (h = 1, 2,…, L), such that Yhi and Xhi be the values of the study variable and the auxiliary variable, respectively, in the h th stratum of the i th unit, i = 1, 2,…, Nh. We select a sample of size nh from the h th stratum by using simple random sampling without replacement. 
The variance of y ̅ st is given by ( ) 
The bias and mean square error of y ̅ Rs in stratified random sampling are given by
and
The separate linear regression estimator y ̅ lrs of the population mean Y̅ is given by ( ) 
where Xmh and XMh are the minimum and maximum values of the auxiliary variable in the h th stratum. In stratified sampling, the ratio estimators are given by 1s 1
Expressions for biases and mean squared errors of these estimators are given by ( ) ( )
and 
where
Expressions for biases and mean square errors of these estimators, up to first order approximation, are given by ( ) ( ) 
Proposed Estimator
Motivated by Koyuncu (2012) , an improved class of estimators is proposed for estimating the finite population mean using known information on minimum and maximum values of the auxiliary variable under stratified random sampling. The proposed estimator is given by
where kih, i = 1, 2, are unknown constants whose values are to be determined such that the bias and mean square error are minimum, jh = XMh -Xmh, and α1, α2 are scalar quantities which contain the values (0, -1, 1). From (24), we obtain the different classes of estimators which are given in Table 1 . 
To obtain the properties of the proposed estimator, we define the following error terms: Let 01 and
such that E(eih) = 0 for i = 0, 1, By squaring and taking expectations on both sides of (25), obtain the mean square error up to first order of approximation, which is given by 
The optimum values of k1h and k2h obtained by minimizing (27) are, respectively, given by
Substituting the optimum values of k1h and k2h into (26) and (27) 
Comparison of Estimators
Now, compare the proposed class of estimators y ̅ DS with existing estimators y ̅ st, y ̅ Rs, y ̅ lrs, y ̅ h1s, y ̅ h2s, y ̅ m1s, and y ̅ m2s.
Condition (i)
By (2) and (29)
By (5) and (29)
By (8) and (29), MSE(y ̅ lrs)min > MSE(y ̅ DS)min if
By (15) and (29) 
By (16) and (29) 
By (22) and (29) 
By (23) and (29) We use the following expression for efficiency comparisons:
where k is one of Rs, lrs, h1s, h2s, m1s, m2s, or DSi (i = 1, 2,…, 8). The percent relative efficiencies are summarized for two data sets in Table 2 .
Conclusion
An improved class of estimators was proposed in estimating the finite population mean using known minimum and maximum values of the auxiliary variable. Shown in Table 2 are the percent relative efficiencies of all estimators over the usual mean per unit estimator y ̅ st in stratified random sampling. It was observed that the performance of the suggested class of estimators y ̅ DSi (i = 1, 2,…, 8) is better as compared to all other considered estimators. Among the suggested class of estimators, y ̅ DS2 is preferable because of least MSE.
