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dimensions q-moyennées, et ce pour q > 0. Nous utilisons alors cette équivalence afin de prouver les
propriétés de régularité des fonctions τ±µ (q) et D±µ (q) ; nous donnons aussi quelques estimations des
ces mesures, et en particulier leur comportement en ±∞, ainsi qu’une discussion sur les dimensions
des mesures aprés convolution. Pour terminer, nous proposons des calculs de dimensions pour quelques
exemples illustrant les cas rencontrés dans l’article.  2001 Éditions scientifiques et médicales Elsevier
SAS
ABSTRACT. – Given a positive probability Borel measure µ on R, we establish some basic properties of
the associated functions τ±µ (q) and of the generalized fractal dimensions D±µ (q) for q ∈R. We first give the
equivalence of the Hentschel–Procaccia dimensions with the Rényi dimensions and the mean-q dimensions,
for q > 0. We then use these relations to prove some regularity properties for τ±µ (q) and D±µ (q); we also
provide some estimates for these functions, in particular estimates on their behaviour at ±∞, as well as
for the dimensions corresponding to convolution of two measures. We finally present some calculations
for specific examples illustrating the different cases met in the article.  2001 Éditions scientifiques et
médicales Elsevier SAS
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1. Introduction
Let µ be a positive probability Borel measure on R. Define for any q = 1 and ε > 0, the
integral
Iµ(q, ε)=
∫
suppµ
µ
([x − ε, x + ε))q−1 dµ(x),
and then consider
τ+µ (q)= lim sup
ε↓0
log Iµ(q, ε)
− logε and D
+
µ (q)= lim sup
ε↓0
log Iµ(q, ε)
(q − 1) logε .
The functions τ−µ (q) and D−µ (q) are defined in the same way but with lower limits.
The numbers D±µ (q), q = 1, define a family of fractal dimensions, decreasing in q ,
called generalized fractal dimensions (or multifractal dimensions). Note right away that these
dimensions can also be defined for measures on Rm, m> 1, and that the results we shall present
here are easily extendable to this case if the measure has finite mass. However, it would make
notations less readable in the proofs. Therefore, for a sake of clarity we focus on the one-
dimensional case.
The fractal dimensions of measures actually arised in the 80’s as quantities of the most relevant
interest in the field of dynamical systems (e.g., [29] and ref. therein). The most famous elements
of this family are the correlation dimension D±µ (2), the information or entropy dimension D±µ (1)
(precisely defined in Section 2) and the topological entropy D±µ (0).
We define the upper and lower local exponents of a positive Borel measure µ at point x ∈ R
as:
γ+µ (x)= lim sup
ε↓0
logµ((x − ε, x + ε))
log ε
and γ−µ (x)= lim inf
ε↓0
logµ((x − ε, x + ε))
log ε
,(1.1)
with the understanding that γ±µ (x)=+∞ if for some ε > 0, µ(x − ε, x + ε)= 0.
The so-called Hausdorff and packing dimensions dimH(µ) and dimP (µ) of µ characterized
by
dimH(µ)= µ- ess.supγ−(x), dimP (µ)= µ- ess.supγ+(x),
can be connected to the D±µ (q)’s, see Section 4.
The family D±µ (q) does not only interpolate between these particular dimensions but supplies
a rich family that extends them. Although the first “observed” dimensions were the correlation
dimension, information dimension and Hausdorff dimension, the whole family of dimensions
D±µ (q) turns out to play a non-trivial role in the setting of dynamical systems and chaos
phenomena (e.g., [4,9,20,21,26,29,31,32,34]).
In quantum dynamics (actually dynamics in quasi-periodic environnement), an important
breakthrough has been achieved in the 90’s by Guarneri [14,15]. Guarneri’s ideas, pushed further
in [7,24], allowed to relate the behaviour of a quantum system initially in a state ψ to the
Hausdorff dimension of the spectral measure µψ associated to ψ . More recently Barbaroux,
Germinet and Tcheremchantsev [2,3] on one hand and Guarneri and Schulz-Baldes [17] on the
other hand proved a more refined lower bound on the dynamics, involving the generalized fractal
dimensions D±µ (q) for q < 1.
An important application of the results of that paper to quantum dynamics will appear
in [35]. Indeed, the discrete Schrödinger model presented in [35] is shown to exhibit a so-
J.-M. BARBAROUX ET AL. / J. Math. Pures Appl. 80 (2001) 977–1012 979
called intermittency phenomenon (non-linearity of the growth exponents of the moments – see,
e.g., [3] for details). It is thus the first Schrödinger operator for which such a phenomenon is
rigorously proved. The model is the one studied in [8]. The result is obtained using the Appendix
of the present paper, which is actually an extension of the main result of our Section 2, and the
continuity of the function D−µ (q) proved in Section 3.
Although these generalized fractal dimensions D±µ (q) appear fairly frequently in physicists
literature, the main knowledge about these dimensions is mostly heuristic. As pointed out
in [36] in 1998, “they were never examined with real mathematical rigor”. Actually rigorous
general results on the generalized fractal dimensions D±µ (q) are quite few and very basic (see
Proposition 3.1).
In physicists literature, it is for instance proved numerically, argued or commonly believed that
limq→0 D±µ (q)= dim±B (suppµ), where dim±B (suppµ) are the box dimensions of the support of
µ and that limq→1 D±µ (q)= D±µ (1), where D±µ (1) are the information dimensions, or entropy
dimensions. This also implicitely means that D±µ (q) should be somehow continuous at q = 1.
As well, it seems to be commonly accepted that the numbers D±µ (q) do not change if we replace
Iµ(q, ε) by its discretized version Sµ(q, ε) defined by:
Sµ(q, ε)=
∑
j∈Z
a
q
j , aj = µ
([
jε, (j + 1)ε)).(1.2)
Therefore, there are, at the first sight, two classes of questions that one may address:
(a) Show the equivalence between the different definitions used in the literature, and in
particular between the generalized fractal dimensions and their discretized (and quite useful)
version, i.e. the Rényi dimensions RD±µ (q) defined by:
RD+µ (q)= lim sup
ε↓0
logSµ(q, ε)
(q − 1) logε and RD
−
µ (q)= lim inf
ε↓0
logSµ(q, ε)
(q − 1) logε .(1.3)
(b) Show some basic properties on the families τ±µ (q) and D±µ (q), like monotonicity,
finiteness, regularity, behaviour at ±∞, or also: does one have D±µ (q) ∈ [0,1]? Such properties
have been observed by numerical computations in dynamical systems (e.g., [20]) and are part of
a “folklore” knowledge in physicists literature.
We first achieve (a). The main result consists in getting a basic equivalence relation between
the integrals Iµ(q, ε) and their discretized versions Sµ(q, ε). In Lemma 2.1 we prove that for any
positive probability measure µ, any ε > 0 and q > 0, q = 1,
C1(q)Sµ(q, ε) Iµ(q, ε) C2(q)Sµ(q, ε),(1.4)
for some finite constants C1(q),C2(q) > 0. By definition of D±µ (q) and RD±µ (q) this yields
directly the equality of these two dimensions, for q > 0, q = 1.
For q = 1, D±µ (1) and RD±µ (1) are defined in a different way, and are called entropy
dimensions. We shall prove an equivalence formula, similar to (1.4) above. That leads to
D±µ (1) = RD±µ (1) in full generality. We refer the reader to Section 2 for precise definitions
and statements. We note that for q < 0 the equivalence is not true. The region q  0 seems to be
a totally different (and interesting) regime. We refer the reader to Remarks 2.3 and 3.1.
One may think that these equivalences, at least for q > 0 and q = 1 are well known. It is
actually perfectly known for q > 1 in full generality [19], and for q ∈ R \ {1} provided the
measure satisfies to a “doubling condition” [27,29]. However in the general case, unlike it is
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stated in [34], the proof known for q > 1 (which is quite simple) is not at all “completely
analogous” to the case q ∈ (0,1), and the same tricks do not apply (to use the same approach one
would need a “doubling condition”). As explained in Section 2 (proof of Lemma 2.1), getting
in full generality the equivalence (1.4) for q ∈ (0,1) requires a specific analysis of the situation,
and a better understanding of the relation between µ((x − 3ε, x + 3ε)) and µ((x − ε, x + ε)).
In a few words, the equivalence will be obtained by proving that the contribution to the discrete
sum Sµ(q, ε) of intervals Ij = [jε, (j + 1)ε) which have a weight “comparable” to its two direct
neighbors Ij−1 and Ij+1, is preponderant.
We point out, as a consequence of the equivalence results presented in this work, that for q > 0
it is thus sufficient to work with the particular family of grids Ij = [jε, (j + 1)ε), j ∈ Z, ε > 0
(with a natural extension to higher dimensions). That means that using these sets Ij gives rise to
a pertinent discretization that totally encodes the dimensions D±µ (q) for q > 0. In other words
if one wants to extract informations about the functions τ±µ (q) and D±µ (q) for q > 0, then it is
enough to work with the simple grid of Ij ’s. In comparison to multifractal dimensions where the
discrete sum Sµ(q, ε) is defined over abstract families of grids [19,29], coverings [29], centered
coverings or packings [27,28], and taking the inf. (or sup. in the case of packings) over such
families, working with the Ij ’s dramatically simplifies the calculation and enables one to reach
a new range of results, as illustrated in Sections 3 and 5.
In addition, we remark in Theorem 2.2 that considering translated grids
tε+ Ij = [(j + t)ε, (j + t + 1)ε), for some t ∈ (0,1), also leads to the same dimensions D±µ (q),
for q > 0. In Theorem 2.3, we show for q ∈ (0,1) the equivalence between the integral Iµ(q, ε)
and the multifractal sums defined with coverings families like in [29]. We point out that such an
equivalence is not true for q > 1.
In Section 3 we shall turn to the issues listed in the class (b) above, that is: what can one say
about these objects Iµ(q, ε), τ±µ (q) and D±µ (q)? After summurazing some well-known results
(mainly Proposition 3.1), we study for which set of q’s the functions τ±µ (q), D±µ (q) are finite
and D±µ (q) ∈ [0,1]. We shall take the advantage of the equivalence between the integral Iµ(q, ε)
and the sums Sµ(q, ε) for q > 0. First, we provide (Proposition 3.2) a new and elementary proof
of the fact that for any probability measure on R, D±µ (q) ∈ [0,1] for q > 1. Next, we put forward
the sums ∑
k∈Z
µ
([k, k+ 1))q, q > 0,
as relevant quantities. Among other things we show (Proposition 3.3) that for q ∈ (0,1) these
sums and τ±µ (q) are both finite or infinite (and in the first case, always D±µ (q) ∈ [0,1]). In
particular, we obtain an alternative proof of the fact (first proven in [3]) that D±µ (q) ∈ [0,1],
q ∈ (0,1), for any compactly supported measure µ. The result of Proposition 3.3 also allows us
to give a simple characterization of the important quantity q∗µ defined as:
q∗µ := inf
{
q | τ+µ (q) <+∞
} ∈ [−∞,1].
Next, we study the regularity of both the D±µ (q) and the related functions τ±µ (q) on the set
(q∗µ,+∞), where all these functions are finite. We show that on (q∗µ,+∞) both τ+µ (q) and
τ−µ (q) are continuous. More precisely we show (point (i) of Theorem 3.1) that for any A > q∗µ
there exists K(A) such that:
∀q, r ∈ [A,+∞), ∣∣τ±µ (q)− τ±µ (r)∣∣K(A)|q − r|.
This in turn implies the continuity of both the functionsD+µ (q) andD−µ (q) on (q∗µ, 1)∪(1, +∞).
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Some consequences on the derivatives of τ+µ (q) and τ−µ (q) are then derived (point (ii)
and (iii) of Theorem 3.1, Corollary 3.3). Some regularity results were obtained for particular
classes of measures that arise in dynamical systems, like quasi-Bernoulli measure [22] or Gibbs
measures [31,32], but not in full generality. Note that the Lipschitz continuity of τ+µ (q) is already
known as a direct consequence of its convexity. That the result remains true for τ−µ (q) was not
clear at all.
We then establish some inequalities that make more precise the behaviour of the functions
τ±µ (q) at ±∞ (Proposition 3.4). Finally, we discuss the relation between the local exponents γ±µ
of the measure µ and the behaviour of D±µ (q) at ±∞ (Propositions 3.5 and 3.6).
Section 4 is devoted to the study of the critical point q = 1, and more precisely to the
intervals [D±µ (1 + 0),D±µ (1 − 0)], where several quantities arose, among which the entropies,
the Hausdorff and Packing dimensions of the measure µ. As proven in Section 3, we recall
that D+µ (q) and D−µ (q) are continuous on (q∗µ,+∞) except, maybe, at the point q = 1. We shall
review the existing results, essentially coming (as far as we know) from [37,12,22,5], and provide
proofs of the inequalities that we did not manage to find in the literature.
In particular we shall provide a compact proof of the following series of inequalities
(Proposition 4.1):
D±µ (1+ 0) µ- ess.infγ±µ (x) µ- ess.supγ±µ (x)D±µ (1− 0),
where γ+µ (x) and γ−µ (x) are the upper and lower local exponents of µ at point x defined in (1.1).
Section 5 deals with convolution of measures. How D±µ∗ν (q) are related to D±µ (q) and D±ν (q)?
Some results are known for Hausdorff dimension [23] and found a theoretical application to
quantum mechanics in [6]. We show that for any q > 0, q = 1:
max
(
D+µ (q), D+ν (q)
)
D+µ∗ν(q)D+µ (q)+D+ν (q),
and similar estimates for D−µ∗ν(q) (see Proposition 5.1 for a precise statement). The proofs we
provide do take advantage of the equivalence between the integrals Iµ(q, ε) that leads to the
D±µ (q) and their discretized equivalent Sµ(q, ε). These results may be seen as an illustration of
the interest of the equivalence proved in Section 2 that enables one to work with simplified tools.
In Section 6, as an illustration of their behaviour, we provide calculations of the generalized
fractal dimensions D±µ (q) for some specific examples. The first example is a complete analysis
of a discrete measure (with one accumulating point in its support) which possesses a non-
trivial spectrum of dimensions. The existence of such measures is of importance in quantum
dynamics [2,3]. Indeed, for point measures having Hausdorff and Packing dimension zero, it is
of interest to know that nevertheless the generalized fractal dimensions D±µ (q) may be strictly
positive for q < 1 (which would lead to non-trivial diffusion in quantum dynamics).
Other examples are useful illustrations concerning the results of Sections 2–4. In particular,
Example 8 show that the discrete and continuous version of the generalized fractal dimensions
D±µ (q) are not equivalent for negative q’s.
Finally, in the Appendix, we compare, for q ∈ (0,1), the dimensions D±µ (q) and some
slightly different dimensions, where µ(x − ε, x + ε) = ∫ χ[−1,1]((x − y)/ε)dµ(y) is replaced
by µ(R)(x − ε, x + ε) = ∫ R((x − y)/ε)dµ(y). Here χ[−1,1] is the characteristic function of
the interval [−1,1] and R is any positive function with fast decay at ±∞. We prove that
µ(x− ε, x+ ε) and µ(R)(x− ε, x+ ε) give rise to the same dimension numbers, namely D±µ (q).
That was of technical importance in [2,3] and [17]. In [2,3] that equivalence was proved to hold
in some particular cases (like compactly supported measures). In this Appendix we use the ideas
we developped in Section 2 to get the equivalence of these two dimensions in full generality.
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2. Definitions of the generalized fractal dimensions and equivalence
The main result of this section is concerned with the equivalent definitions of the generalized
fractal dimensions D±µ (q). As already mentioned in the introduction, the results presented here
are already known for q > 1 (see, e.g., [29]). However, to our best knowledge, for general
probability measures there is no proof in the cases q = 1 and q < 1, the latter being a quite
different regime as explained in the proof of Lemma 2.1.
From now on, all considered measures, denoted by µ or ν, are positive probability Borel
measures. We first define the quantities that are of interest for us.
DEFINITION 2.1 (The functions τ±µ ). – Let µ be a positive probability Borel measure on R.
For q ∈R and ε ∈ (0,1), we consider the following functions with values in R∪ {+∞}:
Iµ(q, ε)=
∫
suppµ
µ
([x − ε, x + ε))q−1 dµ(x),(2.1)
where suppµ is the support of the measure µ. We then define the two functions with values in
R∪ {+∞}:
τ−µ (q)= lim inf
ε↓0
log Iµ(q, ε)
− logε , τ
+
µ (q)= lim sup
ε↓0
log Iµ(q, ε)
− logε ,
with the understanding that τ±µ (q)=+∞ if for some ε > 0, Iµ(q, ε)=+∞.
DEFINITION 2.2 (Generalized fractal dimensions – Entropy). – Let µ be a positive probabil-
ity Borel measure onR. The lower and upper generalized fractal dimensions ofµ are respectively
defined for q ∈R \ {1} as:
D−µ (q)= lim inf
ε↓0
log Iµ(q, ε)
(q − 1) logε , D
+
µ (q)= lim sup
ε↓0
log Iµ(q, ε)
(q − 1) logε ,(2.2)
with values in [0,+∞]. The entropy dimensions are:
D−µ (1) := h−µ = lim inf
ε↓0
∫
suppµ log(µ[x − ε, x + ε))dµ(x)
log ε
,(2.3)
D+µ (1) := h+µ = lim sup
ε↓0
∫
suppµ log(µ[x − ε, x + ε))dµ(x)
log ε
.(2.4)
Remark 2.1. – (i) In the sequel, we mainly use the notation h±µ for the entropy dimensions.
The notation D±µ (1) is used for convenience only in Proposition 4.2.
(ii) Note that the function x → µ([x − ε, x + ε)) is Borel measurable (by decomposing µ
into continuous and discrete parts), thus the integrals Iµ(q, ε) make sense (and Lµ(q, ε) in
Definition 2.4 below as well).
(iii) In the equation (2.1), (2.3) and (2.4), changing the intervals [x − ε, x + ε) into
(x − ε, x + ε), (x − ε, x + ε] or [x − ε, x + ε] does not change the values of the functions τ±µ
and D±µ .
(iv) Note that
D±µ (q)=
τ±µ (q)
(1− q), ∀q < 1,
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whereas
D±µ (q)=
τ∓µ (q)
(1− q), ∀q > 1,
i.e. in the latter the+ and the − signs are reversed. In the literature, it may happen that definitions
are so that τ±µ (q) = (1 − q)D±µ (q). Here, the definitions we chose are so that for any q ∈ R,
D+µ (q)D−µ (q) and τ+µ (q) τ−µ (q), which seems to us more natural.
(v) In the literature the above dimensions are often refered to as Hentschel–Procaccia
generalized dimensions (see [21,29]).
(vi) We shall discuss in Section 3 the connection between h±µ and the right and left limits of
D±µ (q) when q tends to 1.
We now define a discretized version of the previous dimensions. For a given ε ∈ (0,1), we
consider the intervals I (ε)j = [jε, (j + 1)ε), j ∈ Z.
DEFINITION 2.3 (Generalized Rényi dimensions). – Let µ be a positive probability Borel
measure on R. We denote aj = µ(I (ε)j ) and set, for q ∈R \ {1},
Sµ(q, ε)=
∑
aj =0
a
q
j ,(2.5)
which takes its values in R∪ {+∞}. For q = 1 we define:
Sµ(1, ε)=
∑
aj =0
aj log(1/aj ).(2.6)
For q ∈ R \ {1}, the lower and upper generalized Rényi dimensions of the measure µ are
respectively given by:
RD−µ (q)= lim inf
ε↓0
logSµ(q, ε)
(q − 1) logε , RD
+
µ (q)= lim sup
ε↓0
logSµ(q, ε)
(q − 1) logε
and the Rényi entropies are:
Rh−µ = lim inf
ε↓0
Sµ(1, ε)
− logε , Rh
+
µ = lim sup
ε↓0
Sµ(1, ε)
− logε .
Remark 2.2. – (i) By definition we have Sµ(0, ε) = Card{j ∈ Z: µ(I (ε)j ) = 0}. Using this
characterization of Sµ(0, ε), one observes that
Sµ(0, ε) Card
{
j ∈ Z: I (ε)j ∩ suppµ = ∅
}
 2Sµ(0, ε).
That means that the dimensions RD±µ (0) may be seen as the lower and upper box counting
dimension of the support of µ [10], i.e.
RD±µ (0)= dim±B (suppµ).
(ii) The above defintion easily extends to probability measures on Rm. Intervals Ij are then
replaced by cubes Ij =∏mk=1[jkε, (jk + 1)ε), j = (j1, . . . , jm) ∈ Zm.
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(iii) In [29, §18], the generalized Rényi dimensions are defined for q > 0 by considering
more general families of partitions of Rm (called (β, r) grids) instead of a single partition Ij ,
j = (j1, . . . , jm) ∈ Zm. However, for q > 1 all these families were shown to lead to the same
values of dimensions, namely D±µ (q), defined in Rm [19,29]. Our main result which states
Rh±µ = h±µ and RD±µ (q)=D±µ (q) for q ∈ (0,1) (Theorem 2.1) can be also generalized in this
way, both to (β, r) grids and to higher dimensions. We also refer the reader to Theorem 2.2 for
translated grids.
(iv) Different definitions of Rényi dimensions can also be found in the literature, using packing
or coverings of suppµ, as well as centered packing or centered coverings of suppµ, rather than
grids. It is not the purpose of the present paper to discuss relations between all these definitions.
We refer the reader to Olsen [27, §2.7] for links in the centered case. As for dimensions built
of coverings (non-centered case) we refer the reader to the discussion we make below, around
Theorem 2.3.
We now finish this series of definition by introducing a continuous version of the Rényi
dimensions different from (2.2) (see, e.g., [25,18,1]).
DEFINITION 2.4 (Mean-q dimensions). – Let µ be a positive probability Borel measure on
R. For q ∈R, let
Lµ(q, ε)= 1
ε
∫
R
µ
([x − ε, x + ε))q dx,(2.7)
where dx denotes the Lebesgue measure. The lower and upper mean-q dimensions of µ are
respectively defined for q ∈R \ {1} as:
d−µ (q)= lim inf
ε↓0
logLµ(q, ε)
(q − 1) logε and d
+
µ (q)= lim sup
ε↓0
logLµ(q, ε)
(q − 1) logε .
We are now ready to state our first result, which is the main result of this section. It states the
equivalence for q > 0 of all the generalized fractal dimensions defined above.
THEOREM 2.1. – (i) For any q > 0, q = 1, one has
D−µ (q)=RD−µ (q), D+µ (q)=RD+µ (q),(2.8)
and for any q  0,
D−µ (q)RD−µ (q), D+µ (q)RD+µ (q).(2.9)
(ii) The entropy and the Rényi entropy dimensions are equal:
h±µ =Rh±µ .
(iii) For any q > 0, q = 1,
D−µ (q)= d−µ (q), D+µ (q)= d+µ (q).(2.10)
That equivalence is argued and commonly accepted in the physics literature (see, e.g., [20,21]).
In the specific case q = 2 a rigorous proof was given in [18,1]. To our knowledge the best known
result concerns point (i) of Theorem 2.1 which has been proved to hold for q > 1 only (see [19]).
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But as we shall discuss it in the proof of Theorem 2.1 the regime q > 1 is much different (and
simpler) than the regime q ∈ (0,1) where subtle effects of intervals of small weight may happen.
If the measure turns out to verify a so-called “doubling condition”, then the equivalence is
shown to hold for any q ∈ R \ {1} (see Olsen [27, §2.1] or Pesin [29, §8] for details). See also,
e.g., [31,32] for a similar statement in the case of Gibbs measures (which are shown to verify the
“doubling condition”). Roughly speaking, this strong condition enables one to apply for q < 1
the same ideas that work for q > 1.
Remark 2.3. – (i) For q < 0, (2.9) may turn into strict inequalities (see Example 8 of
Section 6). This actually means that considering the basic grid [jε, (j + 1)ε), j ∈ Z, is too crude
to encode totally the Dµ(q) for q < 0. In the Example 8 of Section 6 we shall see that boundary
effects may appear. However the situation is not clear for q = 0: could one get D±µ (0)=RD±µ (0)
in great generality or not?
(ii) In the Appendix we present an extension of Theorem 2.1 point (i) which generalizes partial
results obtained in [3] and which is an important tool in [35].
We considered above the particular grid Ij = [jε, (j + 1)ε), j ∈ Z. It is quite clear that the
same results should hold as well for translated grids tε + Ij = [(j + t)ε, (j + t + 1)ε), j ∈ Z,
with any t ∈ [0,1). With obvious notations we define new discrete sums S{t}µ (q, ε). In that
paper we shall take advantage of the observation that whatever t in (0,1) is, the corresponding
sums S
{t}
µ (q, ε) do lead to the same multifractal dimensions RD±µ (q), for q  0, defined out
of S{0}µ (q, ε)= Sµ(q, ε). Our general philosophy is then that in order to prove properties of the
generalized Rényi dimensions for positive q’s, one can restrict oneself to a particular grid, which
dramatically simplifies the proofs.
This is summed up in the following theorem that we state for the reader’s convenience, since
we shall use it later on.
THEOREM 2.2. – For any q  0, t, t ′ ∈ [0,1) and ε > 0, one has, for q = 1 and for some
finite constant C(q) 0,
S{t}µ (q, ε) C(q)S{t
′}
µ (q, ε),(2.11)
and for q = 1,
S{t}µ (1, ε) S{t
′}
µ (1, ε)+ 2.(2.12)
In particular for any q  0, the translated grids lead to the same multifractal dimensions defined
for t = 0, namely the Rényi dimensions RD±µ (q).
In the literature, see, e.g., Pesin [29], multifractal dimensions are also defined with covering
families of balls, rather than with a specific grid Ij like the one we used: define Gεµ to be
the set of all finite or countable covers of suppµ by open balls of radius ε. And denoting by
g = ((B(xj , ε))j∈J a family in Gεµ, define:
Λµ(q, ε)= inf
g∈Gεµ
∑
j∈J
µ
(
B(xj , ε)
)q
.(2.13)
Unfortunately a two-dimensional example due to Guysinsky and Yaskolko [19] (or see
Example 8.3 in [29]), shows that, for q > 1 one cannot hope the equivalence between that
definition and that with integrals in full generality. One then has to resort to some scaling
parameter inside the definition of Λµ(q, ε) to recover the equivalence [29, §8]: µ(B(xj , ε))q
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is then replaced by µ(B(xj , γ ε))q , where γ > 1. Another way would be, once again, to assume
that the measure is doubling [27,29].
It turns out that in the a priori more delicate regime q ∈ (0,1), the equivalence is true for
Λµ(q, ε) itself (i.e. without introducing a scaling parameter γ > 1): this is the subject matter
of Theorem 2.3 below. It is a corollary of Theorem 2.1, or more precisely of its proof, via
Lemma 2.1. This seems to indicate some stability in the regime q ∈ (0,1) that does not exist
for q > 1.
THEOREM 2.3. – For any q ∈ (0,1), there exists a nonzero and finite constant C(q) so that
for any ε > 0,
Iµ(q,2ε)Λµ(q, ε) C(q)Iµ(q, ε).
As a consequence, Λµ(q, ε) and Iµ(q, ε) lead to the same generalized fractal dimensions,
namely D±µ (q), for any q ∈ (0,1).
Remark 2.4. – (i) The result can be easily generalized to the case of measures on Rm with
finite mass.
(ii) As already said, Theorem 2.3 extends to the regime q ∈ (0,1) some results of Chapter 3
in [29] proven for q > 1 and γ > 1. As it follows from the proof, taking γ = 1 is actually enough
in the regime q ∈ (0,1). By the previous remark (i), Theorem 2.3 also means that for q ∈ (0,1),
there cannot be examples such as the one provided by Guysinsky and Yaskolko in [19] for a
two-dimensional measure.
We turn to the proof of Theorem 2.1, Theorem 2.2 and Theorem 2.3. The proofs rely on the
following key lemmas:
LEMMA 2.1. – For any q > 0, q = 1, Sµ(q, ε) and Iµ(q, ε) are either both converging or
both diverging, and there exist finite constants C1(q), C2(q) > 0 so that for all ε ∈ (0, 1),
C1(q)Sµ(q, ε) Iµ(q, ε)C2(q)Sµ(q, ε).(2.14)
In particular, Sµ(q, ε) and Iµ(q, ε) lead to the same generalized fractal dimensions D±µ (q),
q > 0, q = 1.
LEMMA 2.2. – For any ε > 0 one has:
Sµ(1, ε)− 2
∫
suppµ
log
1
µ([x − ε, x + ε]) dµ(x) Sµ(1, ε).(2.15)
Thus the following equalities hold for the entropy dimensions:
h−µ =Rh−µ and h+µ =Rh+µ .(2.16)
LEMMA 2.3. – For any q > 0, Sµ(q, ε) and Lµ(q, ε) are either both converging or both
diverging. Moreover, for any ε ∈ (0,1) we have:
Sµ(q, ε) Lµ(q, ε) 3q+1Sµ(q, ε).
In particular, Sµ(q, ε) and Lµ(q, ε) lead to the same generalized fractal dimensions D±µ (q),
q > 0, q = 1.
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Proof of Theorem 2.1. – Theorem 2.1 relies on the above three lemmas. They constitute its
proof for q > 0. In the case q  0, we have, for all ε > 0, with the notations I (ε)j = [jε, (j + 1)ε)
and aj = µ(I (ε)j ) of Definition 2.3:
Iµ(q, ε)=
∑
j∈Z
∫
I
(ε)
j ∩suppµ
µ[x − ε, x + ε)q−1 dµ(x)
=
∑
j∈Z,aj =0
∫
I
(ε)
j
µ[x − ε, x + ε)q−1 dµ(x)

∑
j∈Z,aj =0
a
q
j = Sµ(q, ε),
where in the last inequality we used that for x ∈ I (ε)j , I (ε)j ⊂ [x − ε, x + ε). This concludes the
proof of inequality (2.9). ✷
Proof of Theorem 2.2. – Inequalities (2.11) and (2.12) are immediate consequences of, respec-
tively, (2.14) and (2.15) of Lemmas 2.1 and 2.2. Indeed the proofs of these inequalities (2.14)
and (2.15), that compare the integral I (q, ε) to the discrete sum S(q, ε), q > 0, are not sensible
to the particular grid tε + Ij , t ∈ [0,1), that is used (namely t = 0). The comparison to the inte-
gral presented in (2.14) and (2.15) allows one to use two different grids for the lower and upper
bounds. That clearly leads to (2.11), for q > 0, q = 1, and to (2.12) for q = 1.
For q = 0 remark that for any t, t ′ ∈ [0,1), any interval tε+ Ij can be covered by two intervals
of the second grid (with parameter t ′). That yields S{t}µ (0, ε)  2S{t
′}
µ (0, ε). We note that this
approach also applies to the regimes q ∈ (0,1) and q > 1, with respective constants C(q) = 2
and C(q)= 2q+1. ✷
Proof of Theorem 2.3. – We first derive the left inequality. Pick g = ((B(xj , ε))j∈J ∈ Gεµ. Since
for any x ∈ B(xj , ε), the ball B(x,2ε) contains the ball B(xj , ε), one has for any q < 1,
Iµ(q,2ε)
∑
j∈J
∫
B(xj ,ε)
µ
((
B(x,2ε)
))q−1 dµ(x)

∑
j∈J
µ
(
B(xj , ε)
)q
.
Since this is true for any covering g ∈ Gεµ, we get Iµ(q,2ε) Λµ(q, ε). This inequality is not
true anymore for q > 1.
The right inequality is a consequence of Lemma 2.1. Consider the particular covering
g ∈ Gεµ where B(xj , ε) = ((j − 1)ε, (j + 1)ε)), j ∈ Z. Since B(xj , ε) ⊂ Ij−1 ∪ Ij , where
Ij = [jε, (j + 1)ε), using Lemma 2.1 one gets for any q ∈ (0,1),
∑
j∈Z
µ
(
B(xj , ε)
)q ∑
j∈Z
(
µ(Ij−1)q +µ(Ij )q
)
 2C1(q)−1Iµ(q, ε),
where C1(q) comes from Lemma 2.1. We used the fact that for q ∈ (0,1), one has
(a+ b)q  aq + bq , for any a, b 0. A fortiori Λµ(q, ε) 2C1(q)−1Iµ(q, ε). It ends the proof
of Theorem 2.3. ✷
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We turn to the proof of Lemmas 2.1, 2.2 and 2.3. We adopt the following notations:
for simplicity, we drop the indices (ε) from I (ε)j ; furthermore, we define aj = µ(I (ε)j ) and
bj = aj−1+ aj+1, where aj , bj ∈ (0,1) for any j and∑j aj = 1. The basic estimate that allows
one to compare integrals and discrete sums comes from the following simple observation. For
any x ∈ Ij = [jε, (j + 1)ε),
Ij ⊂ [x − ε, x + ε)⊂ Ij−1 ∪ Ij ∪ Ij+1,
therefore
aj  µ
([x − ε, x + ε)) aj−1 + aj + aj+1 = aj + bj .(2.17)
Proof of Lemma 2.1. – The integral Iµ(q, ε) can be written as:
Iµ(q, ε) =
∑
j∈Z
∫
Ij∩suppµ
µ[x − ε, x + ε)q−1 dµ(x)
=
∑
j∈Z, aj =0
∫
Ij
µ[x − ε, x + ε)q−1 dµ(x).
(2.18)
Consider first the case q > 1. From (2.18) and (2.17) we get:
Sµ(q, ε)=
∑
j∈Z, aj =0
a
q
j  Iµ(q, ε)
∑
j∈Z, aj =0
aj (aj−1 + aj + aj+1)q−1(2.19)

∑
j∈Z, aj =0
(aj−1 + aj + aj+1)q(2.20)
 3q
∑
j∈Z, aj =0
(
a
q
j + aqj−1 + aqj+1
)
 3q+1Sµ(q, ε).
The above proof is simple and well-known. We refer the reader to [19,29], where a proof in
the same spirit is given (in a more general case of measures on Rm and (β, r) grids instead of our
simple partition {[jε, (j + 1)ε)}). What makes things simpler if q > 1 is that there is no need to
compare aj to its neighbors aj−1 and aj+1. One gets (2.20) from (2.19) by simply majorating
aj by aj−1 + aj + aj+1. If now q < 1 then the inequalities in (2.19) are reversed and that trivial
majoration does not help anymore.
We turn to the case q ∈ (0,1). Using (2.17) in (2.18) yields
∑
j∈Z, aj =0
aj
(aj + bj )1−q  Iµ(q, ε)
∑
j∈Z, aj =0
a
q
j = Sµ(q, ε).(2.21)
It is clear that if Sµ(q, ε) is finite, then so is Iµ(q, ε). As one can see, to prove the lemma, one
has to find a lower bound for aj/(aj + bj )1−q and immediately arises the issue of the size of
aj compared to its neighbors bj = aj−1 + aj+1. One would like to know that aj and bj have
comparable sizes so that aj/(aj + bj )1−q would be transformed in aqj ; otherwise one would end
up with aj/b1−qj , which may be significantly smaller than a
q
j . But in full generality aj cannot be
compared to bj . Of course if one imposes that µ be such that aj  C(aj + bj ) for some uniform
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constant C then one recovers aqj and the proof functions in the same way as before (q > 1). This
is close to the philosophy of proofs where a doubling condition is assumed to hold [27,29].
To get, in full generality, a lower bound in terms of
∑
j∈Z a
q
j , and thus prove the equivalence,
we shall control the part of the “bad” aj ’s, i.e. those which are too small with respect to bj
(see the set B below). This will be achieved Line (2.23). Consider first the case where the sum
Sµ(q, ε) is finite. Fix K = 22/q and define the sets A and B as follows:
A= {j ∈ Z | 0 bj/K < aj }, B = {j ∈ Z | 0< aj  bj/K}.
Then we have:
∑
j∈Z, aj =0
aj
(aj + bj )1−q 
∑
j∈A
aj
(aj + bj )1−q 
1
(K + 1)1−q
∑
j∈A
a
q
j .(2.22)
We now show that the major contribution to the sum ∑j∈Z aqj comes from the j ’s in A. Indeed
one has, by the choice of K = 22/q , and since q ∈ (0,1),
∑
j∈B
a
q
j K
−q∑
j∈B
b
q
j K
−q∑
j∈B
(
a
q
j−1 + aqj+1
)
 2K−q
∑
j∈Z, aj =0
a
q
j =
1
2
∑
j∈Z, aj =0
a
q
j .
(2.23)
It obviously implies
∑
j∈A
a
q
j =
∑
j∈Z, aj =0
a
q
j −
∑
j∈B
a
q
j 
1
2
∑
j∈Z, aj =0
a
q
j .(2.24)
Now, (2.24) together with (2.22) and (2.21) implies
1
2
(
1+ 22/q)q−1Sµ(q, ε) Iµ(q, ε) Sµ(q, ε).
Suppose now that Sµ(q, ε) = +∞ and show that Iµ(q, ε) = +∞. Define the sets A and B as
above. If SA ≡∑j∈A aqj = +∞, the bound (2.22) together with (2.21) yields the result. Let
us show that SA cannot be finite with the made choice of K . Suppose that SA < +∞, then
SB =∑j∈B aqj =+∞. For any N ∈N define the set BN = B ∩{j | |j |N}. Similarly to (2.23)
one has:
SB(N)≡
∑
j∈BN
a
q
j K
−q ∑
j∈BN
(
a
q
j−1 + aqj+1
)= 1/4 ∑
j∈BN
(
a
q
j−1 + aqj+1
)
.
It is obvious that j ± 1 ∈ BN+1 ∪A for any j ∈BN . Therefore,
SB(N)
1
2
( ∑
j∈BN+1
a
q
j + SA
)
.(2.25)
As aj  1 for any j , (2.25) implies for any N > 0, SB(N)  1/2(SB(N) + 2 + SA) and thus
SB(N)  2 + SA. We therefore get a contradiction since limN→∞ SB(N) = SB = +∞ and
SA <+∞.
That ends the proof of Lemma 2.1. ✷
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Proof of Lemma 2.2. – Discretizing, as at the beginning of Lemma 2.1, the integral that enters
into account in h±µ leads to (using (2.17)):
∑
j∈Z, aj =0
aj log
1
aj−1 + aj + aj+1 
∫
suppµ
log
1
µ([x − ε, x + ε]) dµ(x)

∑
j∈Z, aj =0
aj log
1
aj
.
(2.26)
As previously, we denote by bj the quantity aj−1 + aj+1. We need a lower bound for the left-
hand side of (2.26) in terms of ∑aj =0 aj log(1/aj ). This can be obtained directly comparing the
latter to the left-hand side of (2.26). Indeed,∑
j∈Z, aj =0
aj log(1/aj )−
∑
j∈Z, aj =0
aj log
1
aj−1 + aj + aj+1 =
∑
j∈Z, aj =0
aj log
(
1+ bj
aj
)
=
∑
j∈Z, aj =0
bjg
(
bj
aj
)
,
where g(x) is defined as g(x)= log(1+x)/x for x ∈ (0,+∞), g(0)= 0. Note that g is a positive
function on R+ and bounded by 1 (g is monotone decreasing from 1 to 0). Hence, we get:
∑
j∈Z, aj =0
aj log(1/aj )−
∑
j∈Z, aj =0
aj log
1
aj−1 + aj + aj+1 
∑
j∈Z, aj =0
bj = 2.
Or in other words
∑
j∈Z, aj =0
aj log
1
aj−1 + aj + aj+1 
∑
j∈Z, aj =0
aj log(1/aj )− 2.(2.27)
Thus (2.26) together with (2.27) implies (2.15). Dividing by − logε and taking the limit (inf or
sup) clearly implies that Rh±µ = h±µ . ✷
Proof of Lemma 2.3. – The integral Lµ(q, ε) can be written as:
Lµ(q, ε)=
∑
j∈Z
Lj (q, ε), Lj (q, ε)= 1
ε
∫
Ij
µ
([x − ε, x + ε))q dx.(2.28)
For any q > 0 the key observation (2.17) yields aqj  µ([x− ε, x+ ε))q  (aj−1 + aj + aj+1)q ,
for any x ∈ Ij . Integrating this inequality over Ij , we obtain for any j ∈ Z, since |Ij | = ε,
a
q
j Lj (q, ε) (aj−1 + aj + aj+1)q  3q
(
a
q
j−1 + aqj + aqj+1
)
.(2.29)
The result of the lemma follows directly from (2.28)–(2.29). ✷
Remark 2.5. – The result is not true if one integrates not over R but over supp(µ) in the
definition of Lµ(q, ε). For example, for a measure µ = δ0 that would give Lµ(q, ε) = 0, but
Sµ(q, ε) = 1. On the other hand, integrating over R for q < 0 yields Lµ(q, ε) = +∞ for any
compactly supported measure. Therefore, the result of the lemma can hardly be extended to the
case q < 0 in any reasonable sense.
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3. Properties of the generalized fractal dimensions
In this section we list and prove some basic properties of the functions τ±µ (q) and the
generalized fractal dimensions D±µ (q) introduced in Section 2, Definitions 2.1 and 2.2. Some
of them are well-known, like results presented in Proposition 3.1. Some others are part of a
“common” knowledge, but, as far as we know, with no proofs.
The results contained in this section use two different crucial tools, which leads to two series
of properties: the “convexity” inequality (3.2) below and the equivalence proved in Section 2 that
allows one to work with the more convenient sums
∑
j a
q
j for q > 0.
The following proposition summarizes some well established facts.
PROPOSITION 3.1. – Let µ be a positive probability Borel measure.
(i) τ−µ (q), τ+µ (q), D−µ (q) and D+µ (q) are nonincreasing functions of q ∈R.
(ii) τ±µ (1)= 0.
(iii) τ+µ (q) is a convex function.
Proof. – Part (i) is already known (see, e.g., [9,33]). The result for τ±(q) is trivial, and for
D±(q) is a straightforward consequence of Jensen inequalities. For q = 1 see Proposition 4.2.
Property (ii) is immediate from the definition of τ±µ (1).
Point (iii) goes as follows. Let t be in (0,1) and r , s be two real numbers. Using Hölder
inequality with p = 1/t and p′ = 1/(1− t) gives:
Iµ(tr + (1− t)s, ε)=
∫
suppµ
µ
([x − ε, x + ε))t r+(1−t )s−1 dµ(x)
=
∫
suppµ
µ([x − ε, x + ε))t (r−1)+(1−t )(s−1)dµ(x)(3.1)

(
Iµ(r, ε)
)t(
Iµ(s, ε)
)1−t
,
and thus (iii) holds true (see the proof of Lemma 3.1). A similar result was obtained in [33] using
the same convexity inequality (3.2). ✷
As it follows directly from the definition of τ±µ (q), we have τ±µ (q)  0 for q < 1 and
τ±µ (q) 0 for q > 1. As to D±µ (q), they are defined so that always D±µ (q) 0. The first problem
we shall consider is the characterisation of the set of q’s where τ±µ (q) and D±µ (q) are finite. We
shall discuss also the validity of the common belief that D±µ (q) are smaller than 1. The result of
the following proposition is well-known, e.g., [1,33]. However, the proof we provide here is new
and quite elementary. In particular, it does not require the use of the local exponents γ±µ (x). This
result implies that τ±µ (q) >−∞ for any q ∈R.
PROPOSITION 3.2. – Let µ be a positive probability Borel measure. For any q > 1,
1− q  τ−µ (q) τ+µ (q) 0 and 0D−µ (q)D+µ (q) 1.
Proof. – Let Ij = [jε, (j + 1)ε), ε < 1/2, j ∈ Z, and aj = µ(Ij ). For any k ∈ Z, we have:
[k, k + 1)⊂
r⋃
j=p
Ij ⊂ [k − 1, k+ 2),(3.2)
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where p = [k/ε] − 1, r = [(k + 1)/ε] + 1 ([x] denotes the integer part of x). Remark that
r − p < 2/ε for ε small enough. It follows from (3.2) that
dk ≡ µ
([k, k+ 1)) r∑
j=p
aj .
With Hölder inequality we estimate for any q > 1, k ∈ Z:
dk 
(
r∑
j=p
a
q
j
)1/q( r∑
j=p
1
)(q−1)/q
 (ε/2)(1−q)/q
(
r∑
j=p
a
q
j
)1/q
.
Therefore,
Sµ(q, ε)≡
∑
j∈Z
a
q
j 
r∑
j=p
a
q
j  C(q)ε
q−1dqk ,(3.3)
with some positive constant C(q). As µ(R)=∑k∈Z dk = 1, there exists k such that dk > 0, so
(3.3) yields Sµ(q, ε)  Cεq−1. The result follows now from Lemma 2.1 and the definition of
τ±µ (q),D±µ (q). ✷
In the next proposition, we study the case q ∈ (0,1).
PROPOSITION 3.3. – Let dk = µ([k, k+ 1)), k ∈ Z.
(i) If ∑k dqk =+∞ for some q ∈ (0,1) then τ±µ (q)=+∞ (and so D±µ (q)=+∞).
(ii) If ∑k dqk < +∞ for some q ∈ (0,1) then 0  τ−µ (q)  τ+µ (q)  1 − q and
0D−µ (q)D+µ (q) 1.
Proof. – With the same notations as in the proof of Proposition 3.2, (3.2) implies:
dk ≡ µ
([k, k + 1)) r∑
j=p
aj  dk−1 + dk + dk+1.(3.4)
Using the elementary inequality (
∑
aj )
q 
∑
a
q
j , where 0 < q < 1 and aj  0, we obtain
d
q
k 
r∑
j=p
a
q
j .
Therefore,
∑
k∈Z
d
q
k 
∑
k∈Z
r∑
j=p
a
q
j  2
∑
j∈Z
a
q
j =: 2Sµ(q, ε);(3.5)
(the factor 2 comes from the fact that some aqj are counted twice if jε or (j + 1)ε is close to an
integer). If ∑k∈Z dqk =+∞, the bound (3.5) yields Sµ(q, ε)=+∞, so τ±µ (q)=+∞.
To prove the second part of the proposition, we apply the Hölder inequality with t = 1/q,
t ′ = 1/(1− q). Using the right-hand side of (3.4), we obtain:
J.-M. BARBAROUX ET AL. / J. Math. Pures Appl. 80 (2001) 977–1012 993
r∑
j=p
a
q
j 
(
r∑
j=p
aj
)q( r∑
j=p
1
)1−q
C(q)εq−1(dk−1 + dk + dk+1)q
C(q)εq−1
(
d
q
k−1 + dqk + dqk+1
)
,
where we have used the fact that p = [k/ε] − 1, r = [(k + 1)/ε] + 1, r −p < 2/ε. Therefore,
Sµ(q, ε)=
∑
j∈Z
a
q
j 
∑
k∈Z
r∑
j=p
a
q
j  3C(q)ε
q−1∑
k∈Z
d
q
k .(3.6)
As clearly Sµ(q, ε) 1, (3.6) gives the second statement of the proposition. ✷
One can now define the following natural quantity associated to the measure µ:
q∗µ := inf
{
q: τ+µ (q) <+∞
}
.(3.7)
It is clear that q∗µ  1. As a straightforward consequence of the two previous propositions, we
get:
COROLLARY 3.1. – Let dk = µ([k, k+ 1)), s∗µ = inf{q > 0 |
∑
k d
q
k <+∞}, s∗µ ∈ [0,1].
(i) s∗µ = 0 iff q∗µ  0.
(ii) If s∗µ > 0, then q∗µ = s∗µ.
(iii) If 0 s∗µ < 1, then for any q ∈ (s∗µ,1), we have:
0 τ−µ (q) τ+µ (q) 1− q,
and for any q > s∗µ,
0D−µ (q)D+µ (q) 1.
(iv) If s∗µ > 0, then
q∗µ = s∗µ = inf
{
q | τ+µ (q) <+∞
}= inf{q | τ−µ (q) <+∞}.
(v) If µ has compact support, then q∗µ  0, and therefore, for any q > 0, τ±µ (q) are finite and
D±µ (q) ∈ [0,1].
As it is shown by the Examples 3 and 7 of Section 6, q∗µ may take any values in [0,1]. Results
of Corollary 3.1 generalize the partial informations obtained in [3] for measures with compact
support or with finite moments. The above results confirm the common belief that D±µ (q) should
be smaller than 1. Indeed that commonly accepted picture turns out to be true for q > 0 in great
generality: roughly speaking, if D±µ (q) is finite, q > 0, then D±µ (q) ∈ [0,1].
Remark 3.1. – The domain q  0 is much more difficult to study because in this case
Lemma 2.1 does not hold. If µ has a noncompact support, then in all examples we dispose,
q∗µ = 0, namely τ±µ (q)=+∞ for any q < 0. We don’t know whether there exist measures with
non compact support such that q∗µ < 0 (but finite).
Consider now the case of compactly supported measures. The examples of Section 6 show that
there exist measures such that τ±µ (q)=+∞ for any q < 0 (q∗µ = 0), as well as measures such
that τ±µ (q) <+∞ for any q < 0 (q∗µ =−∞). Moreover, in the latter case it is possible that for
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negative q’s D±µ (q) > 1, being finite. In Example 3 of Section 6, we note that the result q∗µ = 0
comes from the existence of a point x ∈ suppµ (in the example: x = 0) with an infinite local
exponent (see Definition 3.1).
We do not have any examples where q∗µ ∈ (−∞,0). Another interesting open problem is the
following: is it possible that
inf
{
q | τ+µ (q) <+∞
}
> inf
{
q | τ−µ (q) <+∞
}
?
Note that it can only happen in the region q < 0, according to Corollary 3.1. Finally, some partial
results in the domain q < 0 can be found at the end of the present section (Proposition 3.4 and
Proposition 3.5).
Now we shall study the regularity properties of τ±µ (q) and of D±µ (q) on the set (q∗µ,+∞),
where all these functions are finite. We have the following result on the regularity of τ±µ .
THEOREM 3.1. – Let µ be a positive probability Borel measure.
(i) For all A> q∗µ, there exists a constant K(A) such that:
∀q, r ∈ [A,+∞), ∣∣τ±(q)− τ±(r)∣∣K(A)|q − r|.(3.8)
Hence the functions τ±µ (q) are Lipschitz continuous functions on [A,+∞) and continu-
ous on (q∗µ,+∞).
(ii) Furthermore ddq τ+µ (q) exists everywhere on (q∗µ,+∞) except, at most, on a countable
set of points, and ddq τ−µ (q) exists Lebesgue almost everywhere on (q∗µ,+∞).
(iii) If ddq τ+µ (q) exists for some q > q∗µ, then for all s such that τ+µ (s) <+∞ and s < q we
have: ∣∣∣∣ ddq τ+µ (q)
∣∣∣∣
∣∣∣∣τ
+
µ (s)− τ+µ (q)
s − q
∣∣∣∣(3.9)
and if ddq τ−µ (q) exists for some q > q∗µ, then for all s such that τ+µ (s) <+∞ and s < q ,
∣∣∣∣ ddq τ−µ (q)
∣∣∣∣
∣∣∣∣τ
+
µ (s)− τ−µ (q)
s − q
∣∣∣∣.(3.10)
Remark 3.2. – (i) Since τ±µ (q∗µ) may be +∞ (see Example 7 of Section 6), the domain of
continuity for τ±µ is optimal.
(ii) The functions τ±µ (q) and D±µ (q) may or may not be right continous at the point q∗µ as
shown by Examples 3, 4 and 7 of Section 6.
We have the two following immediate corollaries:
COROLLARY 3.2. – The functions D±µ (q) are continuous on (q∗µ,1)∪ (1,+∞).
COROLLARY 3.3. – (i) For all q > 1, we have:
∣∣∣∣ ddq τ±µ (q)
∣∣∣∣ τ
±
µ (q)
1− q =D
∓
µ (q)(3.11)
provided the derivatives exist.
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(ii) If q∗µ  0, then for all q ∈ (0,1) we have:∣∣∣∣ ddq τ±µ (q)
∣∣∣∣ τ
+
µ (0+ 0)− τ±µ (q)
q

τ+µ (0+ 0)
q
= D
+(0+ 0)
q
 1
q
(3.12)
provided the derivates exist, where τ±µ (0+ 0)= lims↓0, s>0 τ±µ (s).
The results of Corollary 3.3 follow directly from the bounds (3.9) and (3.10), with s = 1 and
s = 0+ 0 respectively. The last inequality in (3.12) comes from Corollary 3.1, point (iii).
Remark 3.3. – The inequality (3.11) and the first inequality in (3.12) turn into an equality for
all measures µ such that D±µ (q) = D are constant. As to the second inequality in (3.12), it is
saturated when q → 1/λ, q < 1/λ, in the Example 1 of Section 6. In particular, (3.12) implies
that if q∗µ  0, then the derivates of τ±(q) may be big only for small values of q > 0 (which turns
to happen in Example 1 of Section 6 if the parameter λ is big).
The proof of the results presented in Theorem 3.1, Corollary 3.2 and Corollary 3.3 are based
on the crucial inequality (3.2). We first exploit this inequality (3.2) in the following technical
lemma.
LEMMA 3.1. – Let s < q < r . The following inequalities hold:
τ+µ (q)
q − s
r − s τ
+
µ (r)+
r − q
r − s τ
+
µ (s),(3.13)
τ−µ (q)min
(
q − s
r − s τ
−
µ (r)+
r − q
r − s τ
+
µ (s),
q − s
r − s τ
+
µ (r)+
r − q
r − s τ
−
µ (s)
)
.(3.14)
Proof. – Taking t = (q − s)/(r − s) in inequality (3.2) and taking the log on both sides gives
for fε(q) := log Iµ(q,ε)− logε
fε(q)
q − s
r − s fε(r)+
r − q
r − s fε(s).(3.15)
But for two given functions g and h one has:
lim inf(g + h) lim supg+ lim infh,(3.16)
lim sup(g + h) lim supg+ lim suph.(3.17)
It allows us to conclude the proof. ✷
Proof of Theorem 3.1. – Equation (3.13) implies that for any s < q < r we have:
∣∣τ+µ (q)− τ+µ (r)∣∣
∣∣∣∣q − rr − s
∣∣∣∣∣∣τ+µ (r)− τ+µ (s)∣∣.(3.18)
Suppose that q∗µ is finite and let δ > 0 (if q∗µ =−∞ then pick A finite and work in [A,+∞): the
proof is the same). Let q, r ∈ [q∗µ+ δ,+∞). Taking s = q∗µ + δ/2 in (3.18), we obtain:
∣∣τ+µ (q)− τ+µ (r)∣∣ |r − q|
(∣∣∣∣τ
+
µ (s)
r − s
∣∣∣∣+
∣∣∣∣τ
+
µ (r)
r − s
∣∣∣∣
)
 |r − q|
(∣∣∣∣τ
+
µ (q
∗
µ + δ/2)
δ/2
∣∣∣∣+
∣∣∣∣τ
+
µ (r)
r − s
∣∣∣∣
)
= |r − q|
(
K1(δ)+
∣∣∣∣τ
+
µ (r)
r − s
∣∣∣∣
)
.(3.19)
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Thus to prove the Lipschitz continuity of τ+µ (q), it is sufficient to estimate |τ+(r)/(r−s)|, where
s = q∗µ + δ/2 and r  q∗µ + δ. If r = 1, then τ+µ (r) = 0 and there is nothing to prove. Suppose
that r = 1. Then ∣∣∣∣τ
+
µ (r)
r − s
∣∣∣∣=
∣∣∣∣ r − 1r − s
∣∣∣∣
∣∣∣∣τ
+
µ (r)
r − 1
∣∣∣∣=
∣∣∣∣ r − 1r − s
∣∣∣∣∣∣D±µ (r)∣∣(3.20)
 C(δ)
∣∣D±µ (q∗µ + δ)∣∣ :=K2(δ).(3.21)
The choice of D+µ or D−µ in (3.21) depends on whether r < 1 or r > 1. We have also used
the fact that D±µ (q) are non-increasing. It follows from (3.19)–(3.21) that (3.8) is proved
with K(A) = K1(δ) + K2(δ), where A = q∗µ + δ, and thus τ+µ (q) is Lipschitz continuous
on [A,+∞) for any A > q∗µ and thus continuous on (q∗µ,+∞). Using (3.14) in a similar
manner yields the Lipschitz continuity for τ−µ again on [A,+∞) and the continuity on
(q∗µ,+∞).
The convexity of τ+µ implies that its derivability except at most on a countable set of points.
Since τ−µ is Lipschitz, it is derivable Lebesgue almost everywhere.
From (3.18), we obtain for q∗µ  s < q < r ,
∣∣∣∣τ
+
µ (q)− τ+µ (r)
q − r
∣∣∣∣
∣∣∣∣τ
+
µ (r)− τ+µ (s)
r − s
∣∣∣∣.
Taking the limit when r → q, r > q , assuming that ddq τ+µ (q) exists and using the con-
tinuity of τ+µ at the point q , we get (3.9). Inequality (3.10) is derived similarly by us-
ing (3.14). ✷
We end this section with a series of properties that precise the behaviour of the functions τ±µ (q)
in the two regions q  0, q > 1, and in particular their behaviour at ±∞. First, as the functions
D±µ (q) ∈ [0,1] are decreasing in q , the limits at ±∞ always exist:
D±µ (−∞) := lim
q→−∞D
±
µ (q)= lim
q→−∞
τ±(q)
−q ∈ [0,+∞],
and
D±µ (+∞) := lim
q→+∞D
±
µ (q)= lim
q→+∞
τ∓(q)
−q ∈ [0,1].
PROPOSITION 3.4. – Let µ be a positive probability Borel measure.
(i) Assume that D−µ (−∞) <+∞. Then for all q < 0 we have:
0 τ−µ (q) τ+µ (0+ 0)− qD−µ (−∞).(3.22)
(ii) Assume that D+µ (−∞) <+∞ (so that q∗µ =−∞). Then for any q < 0 we have:
0 τ±µ (q) τ+µ (0)− qD±µ (−∞).(3.23)
As a consequence, for any q < 0,
(1− q)D±µ (0) τ±(q)D+µ (0)− qD±µ (−∞).(3.24)
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(iii) For any q > 1,
−qD±µ (+∞) τ∓µ (q) (1− q)D±µ (+∞)(3.25)
and in particular, D±µ (q) q/(q − 1)D±µ (+∞).
The first inequality in (3.24) and the second ineqality in (3.25) may turn into equalities, for
instance, if D±µ (q) are constant on (−∞,0] and on (1,+∞) respectively.
If one considers the Example 1 of Section 6 for λ < α + 1 and q < 0, we get
τ±µ (q) = (1 − λq)/(α + 1), D±µ (0) = τ±µ (0) = 1/(α + 1) and D±µ (−∞) = λ/(α + 1). There-
fore, the second inequality in (3.24) turns into equalitity for all q  0.
As to the first inequality in (3.25), it turns into equality for the measure of the Example 5 of
Section 6 for any q > 1/a.
We state separately the following lemma that we need to prove point (iii) of Proposition 3.4,
because it may be of independent interest.
LEMMA 3.5. – For any 0 < q < r , we have:
τ±µ (r)
r

τ±µ (q)
q
.
Proof. – Since q/r < 1, one has:
Sµ(r, ε)
q/r =
(∑
j
arj
)q/r

∑
j
a
q
j = Sµ(q, ε).
We get Sµ(r, ε)1/r  (Sµ(q, ε))1/q , and the result follows, thanks to the equivalence given by
Lemma 2.1. ✷
Proof of Proposition 3.4. – The first inequality in (3.24) and the second inequality in (3.25)
are trivially true because D±µ (q) are non-increasing.
To prove the inequality for τ+µ (q) in (ii), take inequality (3.13) for fixed q < 0 and r = 0 and
pass to the limit s→−∞. The both inequalities for τ−µ (q) in (i) and (ii) are proved in the same
way by considering inequality (3.14). Point (iii) is a consequence of Lemma 3.5. Indeed one has,
for any r > q > 1,
τ±µ (q)
q
 r − 1
r
τ±µ (r)
(r − 1) ,
and the latter quantity tends to −D∓µ (+∞) as r→+∞, which gives the result. ✷
Finally, we discuss the relations between local exponents of a measure and its multifractal
dimensions D±µ (q) for q < 0 and q > 1. Remind that:
DEFINITION 3.1. – For all x ∈ R, we define the upper and lower local exponents of the
measure µ at point x as:
γ+µ (x)= lim sup
ε↓0
logµ((x − ε, x + ε))
log ε
,
γ−µ (x)= lim inf
ε↓0
logµ((x − ε, x + ε))
log ε
,
with the understanding that γ±µ (x)=+∞ if for some ε > 0, µ(x − ε, x + ε)= 0.
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Define now the following numbers:
L±µ := infx∈suppµγ
±
µ (x),
U±µ := sup
x∈A
γ±µ (x), where A=
{
x ∈ suppµ | γ+µ (x) <+∞
}
.
Clearly,L±µ  infx∈A γ±µ (x)U±µ . One should stress that unlike in Section 4, it is the infimum or
supremum and not µ-ess.inf or µ-ess.sup which are taken here. It is well known that γ±µ (x) 1
for µ-a.e. x (e.g., [1]). Therefore, µ(A)= 1, and
L±µ  µ- ess.infγ±µ (x) 1,
U±µ  µ- ess.supγ±µ (x).
It is clear that strict inequalities are quite possible. The results of the next two propositions should
be compared to the inequalities
D±µ (q)µ- ess.infγ±µ (x), q > 1,
D±µ (q)µ- ess.supγ±µ (x), q < 1,
of Proposition 4.1 of Section 4.
We begin with the case q < 0.
PROPOSITION 3.5. – The following statements hold:
(i)
D±µ (−∞)U±µ .(3.26)
(ii) For any q < 0,
D+µ (q)
q
q − 1U
+
µ .(3.27)
(iii) If γ+µ (x)= γ−µ (x) for any x ∈A, so that U+µ =U−µ :=Uµ, then for any q < 0,
D−µ (q)
q
q − 1Uµ.
Proof. – Let x0 ∈ A,q < 0, ε ∈ (0,1). As it was mentioned in the Introduction, one can take
µ((x − ε, x + ε)) instead of µ([x − ε, x + ε)) in the definition of I (q, ε) without changing the
dimensions D±µ (q). One can estimate
Iµ(q, ε)
∫
(x0−ε,x0+ε)∩suppµ
µ
(
(x − ε, x + ε))q−1 dµ(x)
µ
(
(x0 − 2ε, x0 + 2ε)
)q−1
µ
(
(x0 − ε, x0 + ε)
)
.
Therefore,
log Iµ(q, ε)
(q − 1) logε 
logµ((x0 − 2ε, x0 + 2ε))
logε
+ 1
q − 1
logµ((x0 − ε, x0 + ε))
log ε
.
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Taking the lim inf or lim sup, we obtain (remember that γ+µ (x0) <+∞):
D±µ (q) γ±µ (x0)+
1
q − 1γ
+
µ (x0).(3.28)
Taking the limit q→−∞ in (3.28) yields
D±µ (−∞) γ±µ (x0).(3.29)
The statements of the proposition follow directly from (3.28), (3.29). ✷
In the first example of Section 6, µ- ess.supγ±µ (x)= 0, as the measure is pure point. However,
U±µ = γ±µ (0)= (λ− 1)/α > 0. In the case λ < 1+ α,
D±µ (−∞)=
λ
1+ α >U
±
µ ,
and in the case λ > 1+ α,
D±µ (−∞)=U±µ and D±µ (q)=
q
q − 1U
±
µ
for any q <−α/(λ− α − 1). So, the inequalities (3.26) and (3.27) may turn into equalities for
some µ and q . One can note also that a single point (x = 0) from suppµ such that µ({x})= 0
may determine the behaviour of D±µ (q) as q→−∞.
A similar result can be proved for q→+∞.
PROPOSITION 3.6. – For any q > 1,
D±µ (+∞) L±µ.(3.30)
Proof. – As in the proof of Proposition 3.5, we easily see that for any x0 ∈ suppµ,q > 1,
Iµ(q,2ε)
∫
(x0−ε,x0+ε)∩suppµ
µ
(
(x − 2ε, x + 2ε))q−1 dµ(x)
µ
(
(x0 − ε, x0 + ε)
)q
.
Therefore,
D±µ (q)
q
q − 1γ
±
µ (x0).
Taking the limit q→+∞ and then sup over x0, we obtain the result of the proposition. ✷
In the Example 5 of Section 6, µ- ess.infγ±µ (x) = 1 and L±µ = γ±µ (0) = 1 − a < 1. For
q > 1/a,
D±µ (q)=
q
q − 1L
±
µ ,
so the inequality (3.30) may turn into equality. Again, a single point x = 0 ∈ suppµ such that
µ({x})= 0, determines the behaviour of D±µ (q) as q→+∞.
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4. Around q = 1
In all this section, we will denote by D±µ (1+0) the quantities limq→1, q>1D±µ (q), which lie in
[0,1] according to Proposition 3.2, and by D±µ (1− 0) the quantities limq→1, q<1D±µ (q), which
lie in R+ ∪ {+∞}. Notice that since τ±µ (1)= 0, one has:
D±µ (1− 0)=−
(
τ±µ
)′
l
(1) and D±µ (1+ 0)=−
(
τ∓µ
)′
r
(1),
where f ′l and f ′r denote the left and right derivates of a function f .
PROPOSITION 4.1. – We have:
D−µ (1+ 0)µ- ess.infγ−µ (x) µ- ess.supγ−µ (x)= dimH(µ)D−µ (1− 0),(4.1)
D+µ (1+ 0)µ- ess.infγ+µ (x) µ- ess.supγ+µ (x)= dimP (µ)D+µ (1− 0),(4.2)
where dimH(µ) and dimP (µ) are respectively the Hausdorff dimension and packing dimension
of the measure µ.
PROPOSITION 4.2. – We have:
µ- ess.infγ−µ (x) h−µ .(4.3)
If suppµ is compact, then:
h+µ µ- ess.supγ+µ (x),(4.4)
D±µ (1+ 0) h±µ =D±µ (1)D±µ (1− 0).(4.5)
Remark 4.1. – (i) dimH(µ) is defined as inf{dimH(E) | µ(E) = 1}, and similarly for
dimP (µ).
(ii) In [22] it was proved in the case of measures with compact support that
RD−µ (1+ 0) µ- ess.infγ−µ (x)Rh−µ(4.6)
and
Rh+µ µ- ess.supγ+µ (x)RD+µ (1− 0).(4.7)
Due to our equivalence theorems, (4.6), (4.7) imply the first inequality in (4.1), the last inequality
in (4.2), and inequalities (4.3) and (4.4). We shall provide general and direct proofs below.
(iii) Related results on some inequalities presented here can also be found in [28].
(iv) From Propositions 4.1 and 4.2, it is natural to ask if this is possible to locate, in great
generality, h−µ with respect to µ- ess.supγ−µ (x) and h+µ with respect to µ- ess.infγ+µ (x). The
answer is no. It is already known from the example in [5, §4] that it may happen that
h−µ > µ- ess.supγ−µ (x) and h+µ < µ- ess.infγ+µ (x). On the other hand if one considers the
measure µ = 12δ0 + 12λ[1,2], where λ[1,2] is the Lebesgue measure on [1,2], a straightforward
calculation yields that
0= µ- ess.infγ+µ (x) < h+µ =
1
2
= h−µ < µ- ess.supγ−µ (x)= 1.
(v) If suppµ is not compact, (4.4) may be not true. The simplest example is dµ(x)= 1
x log2 x dx
on [3,+∞), where h± =+∞.
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Before turning to the proof of Propositions 4.1 and 4.2, we relate these results to the notion
of “exact dimensionality” of a measure. First and last inequalities in (4.1) and (4.2) can turn
into equalities (for example, this is the case if D±µ (q) = const or in the Examples 1 and 5 of
Section 6). However, as shown by Examples 2 and 6, strict inequalities may occur.
As it follows from the above results, if µ- ess.infγ−µ (x) < µ- ess.supγ−µ (x), then D−µ (q) is
discontinuous at q = 1 (the same for γ+µ and D+µ ). On the other hand, if
D±µ (1− 0)=D±µ (1+ 0)=D, then (4.1) and (4.2) imply:
γ+µ (x)= γ−µ (x)=D, for µ-a.e. x.(4.8)
Measures µ that satisfy (4.8) are said to be “exact dimensional”, and constitute a important class
of measures [29,31]. In particular Ruelle–Eckmann conjecture states that some special family
of invariant ergodic measures should be “exact dimensional”. For details and cases where that
conjecture has been shown to hold (or not to hold) we refer the reader to [37, 30, 31, §V, 4] and
references therein.
As far as we are concerned in this section, let us stress that (4.8) does not imply
D±µ (1 − 0) = D±µ (1 + 0) (see Examples 2 and 6 of Section 6), and a fortiori, (4.8) does not
imply that D±µ (q) are constant, even for q > 1 (see Example 5 of Section 6).
Theorems 9.1 and 9.2 in [29], showing that (4.8) implies stationarity of dimensions seems to
be contradictory to the above facts. Of course it is not since Theorems 9.1 and 9.2 in [29] involve
different fractal dimensions, namely dimq/(1 − q) and dimq/(1 − q), the upper and lower q-
box dimensions of a measure µ. A very similar comment can be done about Theorem 18.1
in [29], where for a particular definition, equivalent measures are shown to lead to the same
fractal dimensions. This result does not hold when the dimensions D±µ (q) are considered; to see
this, in case q < 1, consider Example 1 of Section 6 with the same α and different λ’s, and in the
case q > 1, consider Example 5 of Section 6 with different a’s.
Proof of Proposition 4.1. – In (4.1) and (4.2), the second inequalities are obvious. The
equalities are well known [22,12]. The last inequalities in (4.1) and (4.2) were proved in [3]. The
proof of the first two inequalities can be done in the same spirit. For the sake of completeness,
we shall provide below the proofs of all of them.
For any ν ∈ (0,1) consider the sets:
Aν(ε)=
{
x ∈R | µ(x − ε, x + ε) εa+ν},
where ε > 0, a = µ- ess.infγ+µ (x). It is easy to check that
Aν := lim inf
ε↓0 Aν(ε)⊃ Bν :=
{
x ∈R | γ+µ (x) a + ν/2
}
.
The definition of µ- ess.inf implies that µ(Aν) µ(Bν) > 0 for any ν > 0. Now for any q > 1
one can estimate:
Iµ(q, ε)=
∫
R
µ
(
(x − ε, x + ε))q−1 dµ(x) ∫
Aν
µ
(
(x − ε, x + ε))q−1 dµ(x)
 ε(q−1)(a+ν)µ(Aν),
which yields
D+µ (q) a + ν
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for any q > 1, ν > 0. Since ν > 0 can be arbitrarily small, we obtain the first inequality in (4.2).
Similarly, considering
Aν(ε)=
{
x ∈R | µ(x − ε, x + ε) εa−ν},
where a = µ- ess.supγ−µ (x), leads to
Aν := lim inf
ε↓0 Aν(ε)⊃ Bν :=
{
x ∈R | γ−µ (x) a − ν/2
}
,
where µ(Aν) µ(Bν) > 0. Therefore, for any q < 1,
Iµ(q, ε)
∫
Aν
µ
(
(x − ε, x + ε))q−1 dµ(x) ε(q−1)(a−ν)µ(Aν),
and we obtain:
D−µ (q) a − ν,
which yields the last inequality in (4.1).
To prove the first inequality in (4.1), consider the sets:
Aν(εk)=
{
x ∈R | µ(x − εk, x + εk) εa+νk
}
,
where εk = exp(−k), k ∈N, a = µ- ess.infγ−µ (x). Since limk→∞ logεk/ logεk+1 = 1, we have:
lim sup
k→∞
logµ((x − εk, x + εk))
logεk
= lim sup
ε↓0
logµ((x − ε, x + ε))
log ε
.
Using this equality, one cheks that
Aν := lim sup
k→∞
Aν(εk)⊃ Bν :=
{
x ∈R | γ−µ (x) a + ν/2
}
.
Again, we have µ(Aν)  µ(Bν) > 0 for any ν > 0 as a direct consequence of defi-
nition of µ- ess.inf. Using the Borel–Cantelli lemma (as done in [16]), we obtain that∑
k µ(Aν(εk))=+∞ and thus, there exists a subsequence εk(n) of εk such that
µ
(
Aν(εk(n))
)

(
k(n)
)−2 = ∣∣ log εk(n)∣∣−2.
Letting A=Aν(εk(n)), we obtain for any q > 1:
Iµ(q, εk(n))
∫
A
µ
(
(x − εk(n), x + εk(n))
)q−1 dµ(x) ε(q−1)(a+ν)k(n) ∣∣ logεk(n)∣∣−2.
This inequality implies that
D−µ (q) a + ν
and we obtain the first inequality in (4.1).
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Similarly, considering the sets:
Aν(εk)=
{
x ∈R ∣∣ µ(x − εk, x + εk) εa−νk }
with the same εk and a = µ-ess supγ+µ (x), one can prove the last inequality in (4.2). ✷
Proof of Proposition 4.2. – As it was mentioned above, if µ has compact support, (4.3) and
(4.4) follow from [22] and our equivalence lemmas. A direct proof of (4.3) for any measure µ
can be easily done by using Fatou’s lemma.
Two inequalities in (4.5), namely, D−(1 + 0)  h− and h+  D+(1 − 0), follow directly
from (4.6), (4.7) due to our equivalence lemmas. Anyway, a simple proof we present below gives
all of them, including these two. Assume first that q < 1. Using Jensen inequality with the convex
function g(y)= 1
q−1 logy and y(x)= µ((x − ε, x + ε))q−1, we get, as logε < 0,
log
(∫
suppµ µ((x − ε, x + ε))q−1 dµ(x)
)
(q − 1) logε 
∫
suppµ log(µ([x − ε, x + ε)))dµ(x)
log ε
.
Taking the lim infε↓0 or lim supε↓0 we show that D±µ (q)  h±µ for any q < 1. If q > 1, the
function g(y) is concave, and in the same manner we obtain D±µ (q) h±µ for any q > 1 which
concludes the proof. ✷
5. Convolution of measures
How do the above fractal dimensions of measures behave under convolution is a basic question
that one can address. Concerning the Hausdorff dimension it is known that for “exact scaling”
(or “exact dimensional”) measures dimH (µ ∗ ν) = min(1,dimH(µ) + dimH (ν)) [23]. As an
application, in the setting of quantum diffusion, this remark has been used in [6] to get some
subdiffusive transport with absolutely continuous spectrum. We note that to the best of our
knowledge, we do not know whether bounds like dimH(µ ∗ ν)  dimH(µ) + dimH (ν) and
dimP (µ ∗ ν) dimP (µ)+ dimP (ν) could hold in full generality or not.
In this section, we show that the equivalence between the multifractal dimensions D±(q)
and the Rényi dimensions (with the sums) is a useful tool to get quite easily some interesting
informations on the dimensions of a product of convolution of two measures.
The result is the following:
PROPOSITION 5.1. – Let ν and µ be two positive probability Borel measures on R, and
denote by µ ∗ ν their convolution. For all q > 0, q = 1, one has:
D−µ∗ν(q)max
(
D−µ (q),D−ν (q)
)
,(5.1)
D+µ∗ν(q)max
(
D+µ (q),D+ν (q)
)
,(5.2)
and
D−µ∗ν(q)min
(
D−µ (q)+D+ν (q),D+µ (q)+D−ν (q)
)
,(5.3)
D+µ∗ν(q)D+µ (q)+D+ν (q).(5.4)
Remark 5.1. – For q = 1, i.e. for the entropy dimensions, the situation is not clear. The lower
bound, h±µ∗ν  max(h±µ,h±ν ) is easy to get using Theorem 2.2 that deals with translated grids.
Indeed, with the usual notations of this paper µ ∗ ν(Ij )=
∫
dµ(x)ν(−x + Ij ), and then with f
the concave function defined as f (x)= x log(1/x) for x > 0 and f (0)= 0:
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∑
j∈Z
f
(
µ ∗ ν(Ij )
)

∑
j∈Z
∫
dµ(x)f
(
ν(−x + Ij )
)= ∫ dµ(x)h{−x}ν (ε)

∫
dµ(x)
(
Sν(1, ε)− 2
)= Sν(1, ε)− 2,
where h{−x}ν (ε) =∑j f (ν(−x + Ij )) = S{Frac(−x/ε)}ν (1, ε) with the notations of Theorem 2.2
(Frac(y) stands for the fractional part of y). Dividing by − logε and taking the lim inf, lim sup
yields the result.
For the upper bound estimate (5.6) leads to h+µ∗ν  2(h+µ + h+ν ) (and to a similar bound in the
spirit of (5.3) for h−µ∗ν ). That means that one gets an extra multiplicative factor 2. It is not clear
to us whether one could get rid of this extra multiplicative factor 2 in great generality.
Proof of Proposition 5.1. – Since, thanks to Theorem 2.1, the different definitions of the
multifractal dimensions of a measure turn out to supply the same number, we shall use, in each
case the most convenient definitions. We first prove (5.1)–(5.2).
For q = 1 the fastest way consists in using the mean-q dimensions. If q > 1, we have:
Lν∗µ(q, ε)= 1
ε
∫
R
(ν ∗µ)q([u− ε,u+ ε))du
= 1
ε
∫
R
(∫
R
µ
([u− x − ε,u− x + ε))dν(x)
)q
du
 1
ε
∫
R
(∫
R
(
µ
([u− x − ε,u− x + ε)))q dν(x)
)
du
= 1
ε
∫
R
(∫
R
(
µ
([u− x − ε,u− x + ε)))qdu
)
dν(x)
= 1
ε
∫
R
(
µ
([u− ε,u+ ε)))qdu= Lµ(q, ε).(5.5)
This gives, together with Lemma 2.3 that D±ν∗µ(q)D±ν (q). Reversing the role of ν and µ in
the above inequalities gives the expected result for q larger than 1.
In the case q ∈ (0,1), the inequalities (5.5) are reversed. Going back to the definition of the
generalized fractal dimensions of a measure for q ∈ (0,1), leads also to inequalities (5.1)–(5.2).
We turn to the proof of (5.3) and (5.4), and we shall use the definition of the multifractal
dimensions that involves the sum over the intervals Ij . We adopt the following simplified
notations:
I
(ε)
j = Ij =
[
jε, (j + 1)ε), aj = µ(Ij ) and bj = ν(Ij ).
We first treat the case q ∈ (0,1). Note that for any x ∈ Ik , the set −x + Ij is included in
Ij−k−1 ∪ Ij−k . Thus
µ ∗ ν(Ij )=
∫
dµ(x)ν(−x + Ij )
∑
k
ak(bj−k−1 + bj−k).(5.6)
Therefore, since q ∈ (0,1)
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∑
j
(
µ ∗ ν(Ij )
)q ∑
j
(∑
k
ak(bj−k−1 + bj−k)
)q

∑
j
∑
k
a
q
k
(
b
q
j−k−1 + bqj−k
)
.
It follows that
∑
j
(
µ ∗ ν(Ij )
)q ∑
k
a
q
k
∑
j
(
b
q
j−k−1 + bqj−k
)
 2
(∑
k
a
q
k
)(∑
j
b
q
j
)
.
The last inequality together with Lemma 2.1 and the estimates (3.16) and (3.17) lead to,
respectively, (5.3) and (5.4).
We now turn to case q > 1. We shall need here two grids of two different sizes: ε and 2ε. In
order to stress the dependency of Ij in ε, we shall use the notation I (ε)j = [jε, (j + 1)ε).
Note that if x = (k+ 1)ε then −x + I (2ε)j = [(2j − k− 1)ε, (2j − k+ 1)ε) and if x = kε then
−x + I (2ε)j = [(2j − k)ε, (2j − k + 2)ε). Therefore one checks that
∀x ∈ I (ε)k , I (ε)2j−k =
[
(2j − k)ε, (2j − k + 1)ε)⊂ (−x + I (2ε)j ).
It follows that
µ ∗ ν(I (2ε)j )=∑
k
∫
I
(ε)
k
dµ(x)ν
(−x + I (2ε)j )∑
k
akb2j−k.
Where, again, aj = µ(I (ε)j ) and bj = ν(I (ε)j ) (to alleviate the notations we drop the dependency
of aj and bj on the size ε of the grid). Then, since q > 1,∑
j
µ ∗ ν(I (2ε)j )q ∑
j
(∑
k
akb2j−k
)q

∑
j
∑
k
a
q
k b
q
2j−k =
∑
k
a
q
k
∑
j
b
q
2j−k.
The latter estimate can be written∑
j
µ ∗ ν(I (2ε)j )q ∑
k
a
q
2k
∑
j
b
q
2j−2k +
∑
k
a
q
2k+1
∑
j
b
q
2j−2k−1.(5.7)
Without loss of generality, assume that
∑
j b
q
2j 
∑
j b
q
2j+1, that is
∑
j b
q
2j 
1
2
∑
j b
q
j . Then
∑
j
µ ∗ ν(I (2ε)j )q  12
(∑
k
a
q
2k
)(∑
j
b
q
j
)
.
If again
∑
k a
q
2k 
∑
k a
q
2k+1 then we are done since
Sµ∗ν(q,2ε)=
∑
j
µ ∗ ν(I (2ε)j )q  14
(∑
k
a
q
k
)(∑
j
b
q
j
)
.(5.8)
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If not, that is if
∑
k a
q
2k+1 
∑
k a
q
2k , one then works with the family of intervals I˜
(2ε)
j = ε+ I (2ε)j
instead of the I (2ε)j ’s. Instead of (5.7), one ends up with
∑
j
µ ∗ ν(I˜ (2ε)j )q ∑
k
a
q
2k
∑
j
b
q
2j−2k+1 +
∑
k
a
q
2k+1
∑
j
b
q
2j−2k.
And thus ∑
j
µ ∗ ν(I˜ (2ε)j )q  12
∑
k
a
q
2k+1
∑
j
b
q
j 
1
4
(∑
k
a
q
k
)(∑
j
b
q
j
)
.(5.9)
But by Theorem 2.2, Sµ∗ν (q,2ε) C(q)−1
∑
j µ∗ν(I˜ (2ε)j )q . In consequence the estimates (5.8)
and (5.9) leads to (5.3) and (5.4) of the proposition. This ends the proof of the proposition. ✷
6. Examples
Example 1. – For λ > 1 and α > 0, let an = a/nλ, xn = 1/nα , where a > 0 is a normalization
constant. We define the pure point probability measure µ =∑∞n=1 anδxn on R. This measure
has been showed in [3] to have non-trivial dimensions, which was of particular interest in the
setting [3]. In the context of this paper, this example is particularly interesting to emphasize
the difference between the regime q > 1 and q < 1. We provide here the explicit values of
the D±µ (q)’s for that atomic measure. We shall not supply all the technicals details but restrict
ourselves to provide the reader the main significant steps of the calculations. First, as the measure
is pure point, D±µ (q)= 0 for any q > 1. One can also note that suppµ= {0, x1, x2, . . .}.
When analyzing, for a fixed ε, the behaviour in xn of µ(xn− ε, xn + ε), three regimes clearly
appear. One shall compute
Iµ(q, ε)=
∑
n1
µ
({xn})µq−1(xn − ε, xn + ε)
for q < 1 by cutting it in three corresponding pieces I1, I2, I3.
Regime 1: 1/nα < ε, or equivalently n > (1/ε)1/α .
Then xn is close enough to 0 so that µ(xn − ε, xn + ε) = µ(0, xn + ε), and hence
µ(0, ε)  µ(xn − ε, xn + ε)  µ(0,2ε). It thus comes out that µ(xn − ε, xn + ε) ∼ ε(λ−1)/α.
In particular, γ±µ (0) = (λ − 1)/α (and γ±µ (x) = 0 for other points x = xn ∈ suppµ). The
corresponding part I1 of Iµ(q, ε) is equivalent to ε(q(λ−1))/α.
Regime 2: (α/ε)1/(α+1)  n (1/ε)1/α.
Then xn− ε > 0 and xn − xn+1 < ε. That means that (xn− ε, xn+ ε) contains more than one
point of the support but does not reach the edge 0. One then gets µ(xn− ε, xn+ ε)∼ ε/nλ−1−α .
If λ < 1+ α, then for any q < 1 we have:
I2 ∼ ε(qλ−1)/(1+α).(6.1)
If λ > 1+ α, then (6.1) holds for q > q0 := −α/(λ− 1− α), and for q < q0,
I2 ∼ ε(q(λ−1))/α ∼ I1.
Regime 3: n < (α/ε)1/(α+1).
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In this regime, (xn − ε, xn + ε)∩ suppµ= {xn}, thus µ(xn − ε, xn + ε)= 1/nα . This yields
I3 ∼ const, q  1/λ,
and
I3 ∼ ε(qλ−1)/(1+α), q < 1/λ.
For any q < 1 one can compare the values of I1, I2, I3 and find the dominant term (or terms)
which determines the behaviour of Iµ(q, ε) as ε ↓ 0. The result is the following.
(1) The case λ < 1+ α (in fact, the same result holds also for λ= 1+ α). One has:
τ±µ (q)=D±µ (q)= 0, q  1/λ,
τ±µ (q)=
1− λq
1+ α , D
±
µ (q)=
1− λq
(1− q)(1+ α) , q < 1/λ.
(2) The case λ > 1+ α. One has:
τ±µ (q)=D±µ (q)= 0, q  1/λ,
τ±µ (q)=
1− λq
1+ α , D
±
µ (q)=
1− λq
(1− q)(1+ α) , q0 < q  1/λ,
τ±µ (q)=
q(1− λ)
α
, D±µ (q)=
q(1− λ)
(1− q)α , q  q0,
where q0 =−α/(λ− 1− α). One can note that for all values of parameters, q∗µ =−∞ and the
functions τ±µ (q), D±µ (q) are continuous on R.
Note that for q = 0, in both cases, one gets D±µ (0) = 1/(1 + α) which is equal to the
box counting dimension of the support of the measure µ. So in this case one indeed has
D±µ (0)=RD±µ (0).
Example 2. – With the same notations as in the previous example, let us take
an = a/(n logp n), xn = 1/ logn, where n  2, p > 1. One can do the calculations sim-
ilar to those of Example 1. First, one shows that γ±µ (0) = p − 1 (and at the same time
µ- ess.supγ±µ (x)= 0). As to the dimensions D±µ (q), the result is the following:
(1) The case 1 <p  2.
D±µ (q)= 0, q > 1, and D±µ (q)= 1, q < 1.
(2) The case p > 2.
D±µ (q)= 0, q > 1; D±µ (q)= 1, q ∈ (q0,1); D±µ (q)=
q(p− 1)
q − 1 , q  q0,
where q0 =−1/(p− 2).
Example 3. – Let an = a exp(−n), xn = 1/n, n 1. Then γ±µ (0)=+∞ and
D±µ (q)= 0, q > 0; D±µ (q)=+∞, q < 0.
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In particular, q∗µ = 0.
One also checks that D±µ (0)= 1/2, which is equal to RD±µ (0).
Example 4. – Let an = exp(−pn), xn = exp(−n), p  0, n 1. Then γ±µ (0)= p and
D±µ (q)= 0, q  0; D±µ (q)=
pq
q − 1 , q < 0.
Example 5. – For any a ∈ (0,1), consider the following a.c. measure on (0,1]:
dµ(x) = C(a)x−a dx . Obviously, suppµ = [0,1] and γ±µ (x) = 1 for any x ∈ (0,1]. One can
easily calculate that γ±µ (0)= 1− a. Straightforward calculations leads to
D±µ (q)= 1, q  1/a; D±µ (q)=
q(1− a)
q − 1 , q > 1/a.
Example 6. – Consider the a.c. measure dµ(x)= 1
x log2 x dx on (0,1/2]. Obviously,
µ- ess.infγ±µ (x)= 1.
The calculations show that γ±µ (0)= 0 and
D±µ (q)= 1, q < 1; D±µ (q)= 0, q > 1.
Example 7. – Let dµ(x) = x−a(logx)−bχ(3,+∞)(x)dx , where χ(3,+∞) is the characteristic
function of the interval (3, +∞). Furthermore, we assume that
(a, b) ∈ ((1, +∞) × R) ∪ ({1} × (1, +∞)) so that µ is a finite measure. Then for all q ∈ R
there exists C1(q) and C2(q) such that for all ε ∈ (0,1),
C1ε
q−1
+∞∫
3
(
x−a(logx)−b
)qdx  Iµ(q, ε)C2εq−1
+∞∫
3
(
x−a(logx)−b
)qdx.
This gives q∗µ = 1/a and
D±µ (q)=


1 for q > q∗µ = 1/a,
+∞ for q < q∗µ = 1/a,{
1 if b/a > 1,
+∞ if b/a  1 for q = q
∗
µ = 1/a.
This simple example illustrates that D±µ (q) at q = q∗µ may or may not be right continuous.
Example 8. – Let µ be the Lebesgue measure on [1,2]. It is easy to see that for any q < 0,
one has (2εq−1)  I (q, ε)  εq−1, so D±µ (q) = 1. Let us consider the particular sequence
εn = 2−n(1 + 2−n2). One checks that 2nεn = 1 + 2−n2 > 1 and that (2n − 1)εn < 1. As a
consequence the interval I (εn)2n−1 intersects the support of µ, and in addition µ(I
(εn)
2n−1) = 2−n
2
.
Therefore
S(q, εn) µ
(
I
(εn)
2n−1
)q = 2−qn2 .
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Taking the log, dividing by logεn and taking the limit, one ends up with
RD+µ (q)= lim sup
ε↓0
logS(q, ε)
(q − 1) logε =+∞.
This proves that one may have D+µ (q)= 1 <+∞=RD+µ (q) for any q < 0.
Appendix A
Let R be a real continuous function such that R decays faster than any polynomials at infinity.
We suppose also that R(t)  0 for any t and inf[−1,1]R(t) = b > 0. Given q > 0, q = 1, and
ε ∈ (0,1) we define
K(R)µ (q, ε)=
∫
suppµ
(
b(R)(x, ε)
)q−1 dµ(x),
where
b(R)(x, ε)=
∫
suppµ
R
(
x − y
ε
)
dµ(y).
The integral K(R)µ (q, ε) is quite close to the integrals Iµ(q, ε) we studied throughout the present
paper. Indeed note that µ(x− ε, x+ ε)= ∫ χ[−1,1]((x− y)/ε)dµ(y). In other words K(R)µ (q, ε)
is a generalization of the integral Iµ(q, ε) where the characteristic function χ[−1,1] is replaced
by a function R with fast decay at ±∞: Iµ(q, ε)=K(χ[−1,1])µ (q, ε). The result is the following.
THEOREM A.1. – Pick q ∈ (0,1). There exists 0 < c(q) <∞ such that for all ε ∈ (0,1), we
have:
1
c(q)
Iµ(q, ε)K(R)µ (q, ε) c(q)Iµ(q, ε).(A.1)
In particular, Iµ(q, ε) and K(R)µ (q, ε) have the same growth exponents.
Theorem A.1 is of particular interest in the setting of quantum dynamics. Indeed as it is
shown in [2,3] and [17], a lower bound on the dynamics can be obtained in terms of the integral
K
(R)
µ (q, ε) above, q ∈ (0,1). That leads to a diffusion coefficient which needs not to be equal
to D±µ (q) a priori. Under some assumptions, among them µ with compact support, it has been
proved in [3] that both Iµ(q, ε) and Kµ(q, ε) lead to the same dimension numbers for q ∈ (0,1),
namely D±µ (q). Nevertheless it was not clear whether the equality should hold in full generality
or not. Theorem A.1 answers positively to that issue. Moreover we stress that Theorem A.1 is an
important step in the analysis done in [35] which leads to the first Schrödinger operator where
intermittency (i.e. non-linearity of the growth exponents of the moments) is rigorously proved.
Proof. – As in Section 2, for all k ∈ Z and ε ∈ (0,1), we denote Ik = [εk, ε(k + 1)) and
ak = µ(Ik). For n ∈ Z let R˜(n) = supt∈[n−1, n+1) R(t). Now for all k, j ∈ Z and for all x ∈ Ij ,
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we have: ∫
Ik
R
(
x − y
ε
)
dµ(y) 
∫
Ik
sup
(x,y)∈Ij×Ik
R
(
x − y
ε
)
dµ(y)

∫
Ik
R˜(j − k)dµ(y)= akR˜(j − k).
(A.2)
Without loss of generality, we may assume that R˜(0) = sup[−1,1]R(t)  1. Therefore, for
q ∈ (0,1),
K(R)µ (q, ε) =
∑
j∈Z
∫
Ij
(∑
k
∫
Ik
R
(
x − y
ε
)
dµ(y)
)q−1
dµ(x)

∑
j∈Z
aj (aj + bj )q−1,
(A.3)
where bj := ∑k =j R˜(j − k)ak . For fixed M > 1, let A = {j ∈ Z | 0  bj/M < aj } and
B = {j ∈ Z | 0 < aj  bj/M}. Then from (A.3), we get:
K(R)µ (q, ε) (1+M)q−1
∑
j∈A
a
q
j ≡ (1+M)q−1SA.(A.4)
On the other hand, we have:
SB ≡
∑
j∈B
a
q
j M
−q∑
j∈B
(∑
k =j
R˜(j − k)ak
)q
M−q
∑
j∈Z
∑
k =j
(
R˜(j − k))qaqk(A.5)
=C(q)M−q
∑
k∈Z
a
q
k ,
where C(q) :=∑k =0 R˜(k)q <∞ since R decays faster than any polynomials. As in the proof
of Lemma 2.1, suppose first that Sµ(q, ε)=∑k∈Z aqk <+∞. Taking M = (2C(q))1/q in (A.6)
gives, together with (A.4), that
K(R)µ (q, ε)
(1+M)q−1
2
∑
j∈Z
a
q
j .(A.6)
Assume now that Sµ(q, ε) = +∞ and show that K(R)µ (q, ε) = +∞. If SA = +∞, then (A.4)
yields the result. Let us show that SA =+∞ with the made choice of M . Assume that SA <+∞
and thus SB =+∞. With the same notations as in the proof of Lemma 2.1, one can estimate:
SB(N)M−q
∑
j∈BN
∑
k =j
(
R˜(j − k))qaqk =M−q∑
s =0
R˜q (s)
∑
j∈BN
a
q
j−s
M−q
∑
s =0
R˜q(s)
(
SB(N)+ 2|s| + SA
)(A.7)
=M−q(C(q)SB(N)+C1(q)+C(q)SA),
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where C1(q) = 2∑s =0 |s|R˜q(s) < +∞. The choice of M and (A.7) imply
SB(N)D(q)(1+SA) for anyN > 0 with some finite D(q). This is impossible since SB =+∞
and SA <+∞.
Let us show now the bound on the right-hand side of (A.1). We have the following inequality,
for q < 1,
K(R)µ (q, ε) =
∫
suppµ
( ∫
suppµ
R
(
x − y
ε
)
dµ(y)
)q−1
dµ(x)
 bq−1
∫
suppµ
µ
([x − ε, x + ε])q−1 dµ(x)= bq−1Iµ(q, ε),
(A.8)
where b = inf[−1,1]R(t) > 0. Inequalities (A.6) and (A.8) and Lemma 2.1 conclude the proof of
the theorem. ✷
See note added in proof (page 1012).
Remark A.2. – If q > 1 the conclusions of Theorem A.1 still hold. Like for Lemma 2.1 the
proof is even simpler, since there is no needs to split the sum over “good” and “bad” aj ’s (sets
A and B above). Indeed from (A.2) one gets K(R)µ (q, ε)
∑
j∈Z(
∑
k∈Z akR˜(j − k))q . A Jensen
inequality ends the proof in this case.
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Note added in proof
In [38] the generalized fractal dimensions for negative q’s are studied. Issues like equivalence (with
suitable Rényi dimensions) and finiteness are discussed. In particular answers to questions raised in
Remark 3.1 are provided.
SUPPLEMENTARY REFERENCE
[38] F. GERMINET, S. TCHEREMCHANTSEV, in preparation.
