This study proposes the use of artificial neural networks (ANNs) to calculate the compressive 5 strength and strain of fiber reinforced polymer (FRP) confined square/rectangular columns. 6
Introduction 18
The use of FRP confined concrete columns has been proven in enhancing the strength and the 19 ductility of columns. Over the last two decades, a large number of experimental and analytical 20 studies have been conducted to understand and simulate the compressive behavior of FRP 21 confined concrete. Experimental studies have confirmed the advantages of FRP confined 22 concrete columns in increasing the compressive strength, strain, and ductility of columns 23 columns. That study showed that the average absolute errors of the above models in 37 estimating stress and strain are greater than 10% and 23%, respectively. Thus, it is necessary 38 for the research community to improve the accuracy of estimating both the compressive stress 39 and strain of FRP confined concrete. This study introduces the use of artificial neural 40 networks (ANNs) to predict the compressive strength and strain of FRP confined 41
Compressive Strength of FRP Confined Rectangular Columns 88
The ANN strength model was developed by the ANN toolbox of MATLAB R2012b 89 (MATLAB) to estimate the compressive strength of FRP confined rectangular specimens. The 90 data used to train, validate and test the proposed model were obtained from the paper by 91 Pham and Hadi (2014 Following the data division and preprocessing, the optimum model architecture (the number 96 of hidden layers and the corresponding number of hidden nodes) needs to be investigated. 97 Hornik et al. (1989) provided a proof that multilayer feedforward networks with as few as one 98 hidden layer of neurons are indeed capable of universal approximation in a very precise and 99 satisfactory sense. Thus, one hidden layer was used in this study. The optimal number of 100 hidden nodes was obtained by a trial and error approach in which the network was trained 101 with a set of random initial weights and a fixed learning rate of 0.01. 102
Since the number of input, hidden, and output neurons is determined, it is possible to estimate 103 an appropriate number of samples in the training data set. Upadhyaya and Eryurek (1992) 104
proposed an equation to calculate the necessary number of training samples as follows: 105
where w is the number of weights, o is the number of the output parameters, and n is the 107 number of the training samples. Substituting the number of weights and the number of the 108 output parameters into Eq. 2, the following condition is achieved: 109
Once the network has been designed and the input/output have been normalized, the network 111 would be trained. The MATLAB neural network toolbox supports a variety of learning 112 algorithms, including gradient descent methods, conjugate gradient methods, the Levenberg-113
Marquardt (LM) algorithm, and the resilient back-propagation algorithm (Rprop). The LM 114 algorithm was used in this study. In the MATLAB neural network toolbox, the LM method 115 (denoted by function "Trainlm") requires more memory than other methods. However, the 116 LM method is highly recommended because it is often the fastest back-propagation algorithm 117 in the toolbox. In addition, it does not cause any memory problem with the small training 118 dataset though the learning process was performed on a conventional computer. 119
In brief, the network parameters are: network type is Feed-forward back propagation, number 120 of input layer neurons is 8, number of hidden layer neurons is 6, one neuron of output layer is 121 used, type of back propagation is Levenberg-Marquardt, training function is "Trainlm", 122 adaption learning function is "Learngdm", performance function is MSE, transfer functions in 123 both hidden and output layers are "Tansig". The network architecture of the proposed ANN 124 strength model is illustrated in Fig. 1 . 125
In the development of an artificial neural network to predict the compressive strength of FRP 126 confined rectangular concrete specimens (f cc ' in MPa), the selection of the appropriate input 127 parameters is a very important process. The compressive strength of confined concrete should 128 be dependent on the geometric dimensions and the material properties of concrete and FRP. 129
The geometric dimensions are defined as the short side length (b in mm), the long side length 130 Once the network was designed, the necessary number of training samples could be estimated 147 by using Eq. 2 as follows: 148
Performance of the Proposed Models 150
The performance of the proposed ANN strength model was verified by the database of 104 151 rectangular specimens. Based on Eq. 12, it is obvious that a user-friendly equation could be derived from a trained 219 network. In order to simplify the above equation, another expression could be derived as 220 follows: 221
where W is a proportional matrix and a is a scalar, which are calculated as follows: 223 approximately three times as compared to the other models. The average absolute error of the 296 selected models is around 30% while the corresponding number of the proposed model is 297 approximately 12%. 298
Analysis and Discussion 299
Effect of corner radius on the compressive strength and strain 300
Based on the proportional matrix (W) as presented in Eq. 12, the contribution of the input 301 parameters to the output could be examined. The magnitude of the elements in the 302 proportional matrix of the proposed ANN strength equation is comparable, which was 303 presented in Eq. 16. Thus all eight input parameters significantly contribute to the 304 compressive strength of the columns. On the other hand, the element w 2 of the proportional 305 matrix in the proposed ANN strain equation is extremely small as compared to the others (Eq. 306 25). Hence, the contribution of the input r to the compressive strain of the columns could be 307
negligible. 308
The proposed ANN strain equation was modified by using 6 input parameters, in which the 309
Input r was removed. The input parameters are: the side length, the unconfined concrete 310 strength and its corresponding strain, the tensile strength of FRP, the nominal thickness of 311 FRP, and the elastic modulus of FRP. The performance of the modified strain equation is 312 shown in Fig. 9 which shows that the AAE of the predictions increased slightly from 12% to 313 13%. Therefore, it is concluded that the contribution of the corner radius to the compressive 314 strain of the columns is negligible. The proportional factor k i and the constant c are as 315 
Scope and Applicability of the Proposed ANN Models 319
From the performance of the proposed models, it can be seen that artificial neural networks 320 are a powerful regression tool. The proposed ANN models significantly increase the accuracy 321 of predicting the compressive stress and strain of FRP confined concrete. It is to be noted that, 322 the distribution of the training data within the problem domain can have a significant effect on 323 the learning and generation performance of a network (Flood and Kartam 1994) . The function 324 "Deviderand" recommended by MATLAB was used to evenly distribute the training data. 325
Artificial neural networks are not usually able to extrapolate, so the straining data should go at 326 most to the edges of the problem domain in all dimensions. In other words, future test data 327
should fall between the maximum and the minimum of the training data in all dimensions. 328 Table 1 presents the maximum and the minimum values of each input parameter. It is 329 recommended that the proposed ANN models are applicable for the range shown in Table 1  330 only. In order to extend the applicability of the proposed ANN models, a larger database 331 containing a large number of specimens reported should be used to retrain and test the 332 models. When the artificial neural network has been properly trained, verified, and tested with 333 a comprehensive experimental database, it can be used with a high degree of confidence. 334
Simulating an ANN by MS Excel 335
The finding in this study indicates that a trained ANN could be used to generate a user-336 friendly equation if the following conditions are satisfied. Firstly, the problem is well 337 simulated by the ANN, which yields a small error and high value of general correlation factor 338 (R 2 ). Secondly, the "Purelin" transfer function must be used in that algorithm. A very 339 complicated problem is then simulated by using a user-friendly equation as followed in the 340 proposed procedure. 341
However, if using the "Purelin" transfer function instead of other transfer functions increases 342 significantly errors of the model, the proposed ANN models that have the "Tansig" transfer 343 function should be used. So, a user-friendly equation cannot be generated in such a case. The 344 following procedure could be used to simulate the trained ANN by using MS Excel: 345
Step 1: Normalize the inputs to fall in the interval [-1, 1]. 346
Step 2: Calculate the proportional matrix W and the scalar a by using Eqs. 14 -15, 347 respectively. 348
Step 3: Calculate the normalized output y' by using Eq. 13. 349
Step 4: Return the output to the actual values. Tables  493   Table 1 . Statistics of the input parameters for the proposed models 494 Proposed model 69 data points 
