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Abstract
Given a linear dynamical system, we consider the problem of constructing an approximate
system using only a subset of the sensors out of the total set such that the observability Gramian
of the new system is approximately equal to that of the original system. Our contributions are
as follows. First, we present a randomized algorithm that samples the sensors with replacement
as per specified distributions. For specific metrics of the observability Gramian such as the trace
or the maximum eigenvalue, we derive novel bounds on the number of samples required to yield
a high probability lower bound on the metric evaluated on the approximate Gramian. Second,
with a different distribution, we derive high probability bounds on other standard metrics used
in sensor selection, including the minimum eigenvalue or the trace of the Gramian inverse. This
distribution requires a number of samples which is larger than the one required for the trace
and the maximum eigenvalue, but guarantees non-singularity of the approximate Gramian if the
original system is observable with high probability. Third, we demonstrate how the randomized
procedure can be used for recursive state estimation using fewer sensors than the original system
and provide a high probability upper bound on the initial error covariance. We supplement the
theoretical results with several insightful numerical studies and comparisons with competing
greedy approaches.
1 Introduction
Sensor selection is a classic problem arising in engineering design wherein the goal is to choose
sensors out of a set in order to estimate the quantity of interest. In applications related to complex
cyber physical systems, it is essential to understand fundamental limits on how the system perfor-
mance varies with the number of samples of sensors. This paper considers the problem of analyzing
observability of a linear time invariant system as a function of the number of samples of sensors.
We present a randomized algorithm and derive novel probabilistic bounds on the observability of
the resulting system.
1.1 Related work
Sensor selection is a well studied problem within the control community (see survey [1]). Early
work on sensor selection includes reference [2], which established NP-hardness of a sensor selection
problem and reference [3], which provided a heuristic based on a convex optimization formulation
of another sensor selection problem. However, no guarantees were provided on the performance of
the heuristics. There has been a lot of recent interest in the area of control of complex networks,
especially on the dual problem of finding a subset of control inputs to steer the state of a dynamical
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system to a target state. Reference [4] proposes several metrics and a formal mathematical frame-
work and examines tradeoffs between number of nodes controlled and the control energy required.
Reference [5] demonstrates that the problem of finding a small set of variables to affect with an
input which guarantees controllability of the resulting system is NP-hard and provides a greedy
heuristic that has good empirical performance. Reference [6] identifies several metrics, including
the ones considered in this paper and demonstrates sub/super-modularity property, and further
shows that the use of a simple greedy method can solve the combinatorial problem of the minimum
number of sensors required to maximize the selected criterion within a constant (1 − 1/e) factor
of the optimal set. Reference [7] addresses the problem of optimal input/output placement that
guarantees structural controllability/observability by reducing the problem to a weighted maximum
matching problem and solves that using existing efficient polynomial time algorithms. Reference [8]
addresses the problem of optimal sensor placement to design a Kalman filter with a desired bound
on the estimation error covariance, derives fundamental limitations, proves super-modularity of
the log-determinant function and provides an efficient approximation algorithm. In the context of
Kalman filtering, reference [9] addresses optimal sensor scheduling to select a subset of sensors at
every measurement step to minimize the estimation error at the subsequent time step. Reference
[10] examines the trace of the a priori and the a posteriori error covariance matrices, shows that the
optimization problem is NP-hard and characterizes systems for which greedy algorithms are opti-
mal. With a fixed budget on the number of sensors that can be used, recent work [11] addresses the
use of randomization for sensor scheduling and uses weak submodularity to performance guarantees
on the mean square error (MSE) of the linear estimator.
Several metrics for quantifying the degree of observability have been studied in literature. Early
reference [12] proposes the minimum eigenvalue of the observability Gramian that quantifies modes
that are difficult to estimate from the measurements. However, this worst case metric may lead to
impractical solutions in applications such as tubular reactors as reported in reference [13]. If the
criterion is to monitor only major changes in the state variables, then reference [13] proposes the
use of the trace or the maximum eigenvalue of the observability Gramian as metric. This paper
also considers the problem of selecting a subset of the sensors so that the resulting system has
approximately similar observability Gramian as the original, when measured in the trace or the
maximum eigenvalue metric.
1.2 Contributions
This paper presents a randomization-based paradigm for the problem of sensor selection. Given a
linear dynamical system, we consider the problem of randomly sampling sensors out of the total
set. Our contributions are as follows.
First, we formalize the performance of a simple randomized sampling algorithm and derive a
high probability lower bound on two specific metrics of the observability Gramian, the trace and
the maximum eigenvalue. We provide a bound on the number of samples required by the algorithm
and we characterize the expected number of unique sensors being selected.
However, as is well known, simply providing a guarantee on these two metrics does not guarantee
non-singularity of the approximate observability Gramian, unless the system is observable through
every sensor. Therefore, as a second contribution, we design a new distribution to sample the
sensors so that any other standard metric of the eigenvalues of the observability Gramian, such as
the minimum eigenvalue or the trace of the inverse of the Gramian can be well approximated. The
accuracy is relative to the global value obtained by using all of the available sensors. This is a key
distinction with respect to the sensor selection literature where the performance has largely been
characterized relative to the optimal (but difficult to compute) subset of a given cardinality. Our
procedure guarantees that the resulting approximate Gramian is non-singular with high probability,
if the original system is observable.
Third, we demonstrate how the proposed randomized procedure can be used for recursive least
squares estimation using fewer sensors than the original system and provide a high probability
upper bound on the initial error covariance relative to that for the original system. We supplement
our theoretical bounds with numerical results on a synthetic dataset. In particular, we focus on:
(i) quantitative validation of the theoretical results on a numerical example using the minimum
eigenvalue, the trace and the maximum eigenvalue as metrics, (ii) comparison with a greedy heuristic
that selects the sensors based on the contribution of each sensor toward the chosen metric and (iii)
empirical study of application of the technique for Kalman filtering. The empirical performance of
the proposed approach shows significant improvement over the greedy heuristic.
The randomization viewpoint has been used extensively to solve complex control design prob-
lems over the past two decades, e.g., references [14], [15] and [16] to name a few. These techniques
adopt a sampling based approach and provide probabilistic bounds on the resulting controller per-
formance. In contrast, our approach leverages insights and analysis techniques from the field of
random matrix theory. We refer the interested reader to the tutorial paper [17] for a detailed
survey in the field. In this context, reference [18] studies the eigenvalue spectra of the controlla-
bility Gramian of systems with random state matrices. The computation of the Gramian can be
approximated efficiently using randomized sampling as was demonstrated in reference [19]. The
key contribution of this paper is to develop a novel randomized sampling scheme that can be used
to select the sensors and provide guarantees on the observability Gramian of the resulting system
with respect to the Gramian of the original system with high probability. A key feature of our
approach is that it is one-shot in the sense that a user samples just once a priori and the sampling
outcome provides an expression for the approximate Gramian leading to probabilistic guarantees.
This paradigm offers a novel alternative to the sensor selection formulations and techniques in liter-
ature and addresses difficult to analyze metrics such as the minimum eigenvalue of the observability
Gramian.
1.3 Organization of this paper
This paper is organized as follows. Section 2 provides a formal statement of the problem and
provides a brief background on the metrics used. Section 3 formalizes our algorithm and includes
the main theoretical results. Section 4 discusses application of the proposed approach to recursive
least squares estimation and other related applications. Section 5 summarizes numerical results
of the proposed approach on synthetically generated data. Section 6 summarizes our findings and
identifies directions for future research. The mathematical proofs of the theoretical results are
presented in the appendix.
2 Problem Formulation and Background
In this section, we formalize the problem statement and provide some background information
related to metrics on the observability Gramian.
2.1 Model
Consider a linear time invariant system described by
xt+1 = Axt + wt,
yt = Cxt + vt, (1)
where at any given time instant t, xt ∈ Rn is the state, n is the dimension of the state space, yt ∈ Rm
are the measurement from all of the sensors, wt ∼ N (0, Q) is the process noise, vt ∼ N (0, R) is
the measurement noise and m is the number of sensors. We assume that Q is positive semi-definite
and R is positive definite.
A sample of sensors is a subset S ⊆ {1, . . . ,m}c, with possibly repeated indices allowing for
sampling with replacement. Here, c is the number of samples. Each realization of S can be mapped
to a sensor selection matrix Γ ∈ Bm×m in which the i-th diagonal entry is equal to the number of
times sensor i appears in S and the off-diagonal entries of Γ equal zero. To analyze the observability
of system (1) with a sensor selection matrix Γ, we consider the T -step observability Gramian,
WΓ,T :=
T−1∑
t=0
(A′)tC ′ΓCAt. (2)
2.2 Metrics on the Observability Gramian
It is known that WΓ,T quantifies the ability to observe the system state from the output, as shown
in reference [1]. In particular, the maximal energy of the output obtained by observing a system
with initial state x0 is x
′
0WΓ,Tx0 and is measured by the maximum eigenvalue λmax(WΓ,T ). The
trace, Tr(WΓ,T ) represents the average output energy over random initial states. Constructing the
dual of system (1), the inverse of the observability Gramian of (1) represents the minimal energy
required to transfer the state of the dual system from 0 to a given target state. In this case, akin to
reference [6], the problem becomes one of selecting a Γ such that WΓ,T is large so that W
−1
Γ,T is small
in some appropriate metric. Early work (see reference [12]) has shown that Tr(W−1Γ,T ) represents
the average energy over random target states. The following relation,
Tr(W−1Γ,T )
n
=
n∑
i=1
λ−1i (WΓ,T ) =
n∑
i=1
1
λi(WΓ,T )
≤ n
λmin(WΓ,T )
,
motivates the use of λmin(·) as an alternative metric considered in this paper. In other words,
maximizing λmin(·) implies minimizing an upper bound on Tr(W−1Γ,T ). In this paper, we will focus
on analyzing the three metrics, λmax(·),Tr(·) and λmin(·).
Problem Statement
This paper considers a formulation in which the sensor set S is chosen so that the resulting subsys-
tem (A,Γ(S)C) and the original system (A,C) have approximately similar observability Gramians.
The primary goal of this paper is to design an algorithm to select S, along with a theoretical
characterization of the number of samples c required to solve the feasibility problem,
min
S∈{1,...,m}c
0
subject to M(WΓ(S)) ≥ (1− )M(WI),
where  ∈ (0, 1) is given and M denotes one of the metrics listed in the previous subsection,
viz. λmax(·), Tr(·) or λmin(·), and I is the m×m identity matrix.
While a greedy algorithm is simple solution for the trace metric due to linearity of trace, the
problem is difficult for the other metrics. This paper proposes a randomized approach to select
the set S. Thus, the sensor selection matrix Γ and therefore, WΓ are random variables. So we will
solve the following modified probabilistic feasibility problem,
min
S∈{1,...,m}c
0
subject to Prob
(
M(WΓ(S)) ≥ (1− )M(WI)
)
≥ 1− δ, (3)
where δ > 0 is a specified parameter.
In general, we are interested in the approximating the Gramian so that it is sufficiently close
to the original value in the positive definite sense. Formally, this can be expressed as the following
feasibility problem.
min
S∈{1,...,m}c
0
subject to (1− )WI WΓ(S)  (1 + )WI ,
for a given  ∈ (0, 1) where I ∈ Rm×m is the identity and given any two positive semidefinite
matrices A,B, A  B denotes that the matrix B −A is positive semidefinite.
Given the probabilistic setting considered in this paper, a second goal of this paper is to solve
the modified probabilistic feasibility problem given by
min
S∈{1,...,m}c
0
subject to Prob
(
(1− )WI WΓ(S)  (1 + )WI
)
≥ 1− δ. (4)
Note that a solution to Problem 4 also yields a solution to Problem 3 for any specific metric out of
the set considered.
A third goal of this paper is to apply the solution to Problem 4 to least squares estimation of
the state of the system using a least squares observer and characterize the performance in terms of
the initial error covariance. In what follows, we will present the solutions to these three problems
sequentially.
3 Randomized Algorithm and Main Results
In this section, we will propose a randomized algorithm for sensor selection and then analyze its
performance from an accuracy and computational complexity perspective. Since T is fixed, we will
drop the explicit T dependence in the notation used for the Gramian W .
3.1 The Algorithm
We begin with (2) for the case with Γ = Im×m. We drop this subscript for the sake of convenience.
W =
T−1∑
t=0
(A′)tC ′CAt
=
T−1∑
t=0
(A′)t(
m∑
k=1
c′kck)A
t
=
m∑
k=1
T−1∑
t=0
(A′)tc′kckA
t =:
m∑
k=1
Wk,
where for each k ∈ {1, . . . ,m},
Wk =
T−1∑
t=0
(A′)tc′kckA
t ∈ Rn×n, (5)
and ck denotes the k-th row of C. Then, Algorithm 1 summarizes our randomized approach to
sample the sensors. Note that step 6 involves sampling with replacement and therefore, the number
of unique sensors chosen may be less than the number sampled c and is certainly less than the total
number of sensors m.
Algorithm 1 Randomized Sensor Selection
1: Input: Matrices Wi,∀i ∈ {1, . . . ,m} defined in (5), number of samples of sensors c.
2: for i = 1, 2, . . . ,m do
3: Choose a value for pi (to be set in the statements of Theorems 3.2 3.3 and 3.4).
4: end for
5: Set, pi = pi/
∑m
i=1 pi,∀i ∈ {1, . . . ,m}.
6: Sample c columns j1, . . . , jc out of m as per probability p1, . . . , pm and with replacement.
7: Output: Approximate Gramian,
G :=
1
c
c∑
i=1
1
pji
Wji
Since Algorithm 1 involves sampling with replacement, it is anticipated that one or more sensors
get chosen multiple number of times. Therefore, although the number of samples c may be large,
the number of unique sensors selected will typically be smaller, compared to the number of sensors
m. Since the number of unique sensors is a random variable, the following result characterizes its
expected value.
Proposition 3.1 (Number of unique sensors) The expected number of unique sensors selected
as a result of Algorithm 1 is
m−
m∑
i=1
(
1− pi
)c
.
In the special case when pi = 1/m,∀i ∈ {1, . . . ,m}, the expected number of unique sensors tends to
m(1− e−m/c) in the limit of large m.
3.2 Main results: Sample Complexity Bounds
Note that the approximate Gramian G is a random variable. Theorem 3.2 characterizes how
accurately G approximates the Gramian of the entire system W using λmax(·) as metric, in a
probabilistic sense.
Theorem 3.2 (Maximum eigenvalue as metric) Let  ∈ (0, 1) and δ ∈ (0, 1) and let G denote
the output of Algorithm 1 for the system (1). With the choice of pi := λmax(Wi) and
c ≥ 2.7
∑m
k=1 λmax(Wk)
2λmax(W )
log
(n
δ
)
,
we have
Prob
(
λmax(G) ≥ (1− )λmax(W )
) ≥ 1− δ.
In this result,  is the accuracy parameter while δ controls the probability with which the
bound holds. Clearly, if both , δ are close to zero, then the number of samples c required
by this result increases. The number of samples c depends greatly on the numerical value of∑m
k=1 λmax(Wk)/λmax(W ). Numerical studies in Section 5 will shed further light on how practical
this bound is.
The requirement on the sample complexity can be made extremely sharp for the choice of the
trace of the Gramian as the metric in (3). The following result provides a guarantee on the trace
of the Gramian.
Theorem 3.3 (Trace of the approximate Gramian) Let G denote the output of Algorithm 1
for the system (1) and let  ∈ (0, 1) be given. With the choice of pi := Tr(Wi) and for any
c ∈ {1, . . . ,m}, we have
Prob
(
Tr(G) ≥ (1− ) Tr(W )) = 1.
This result is intuitive in the sense that due to the linearity property of the trace operator, it
is straightforward to see that E[Tr(W −G)] = Tr(E[W −G]) = 0, with the particular choice of pi.
It takes additional work to show that the variance of Tr(W −G) also equals zero.
Theorems 3.2 and 3.3 apply only to the respective specific metrics and do not provide any
guarantees on whether the resulting approximate Gramian G is non-singular with high probability,
unless there is additional structure in the system, such as observability through each individual
sensor. For guaranteed non-singularity of G, we need to construct a different sampling distribution
described as follows.
For each sensor k ∈ {1, . . . ,m}, we can associate a positive scalar γk ∈ [0, 1], which quantifies
the amount by which the Gramian of the total system W needs to scaled so that the following
inequality holds.
γk := min{γ ∈ R : Wk ≤ γW}. (6)
If W is invertible, then γk > 0 and is given by
γk = λmax(W
−1Wk).
Then, the following guarantees hold on the output of Algorithm 1.
Theorem 3.4 (Approximate Gramian accuracy) Let  ∈ (0, 1), δ ∈ (0, 1] and let G denote
the output of Algorithm 1 for the system (1). Then, with the choice of pi = λmax(W
−1Wi) and
c ≥ 4
∑m
k=1 γk
2
log
2n
δ
,
we have
Prob
(
(1− )W  G  (1 + )W
)
≥ 1− δ.
Remark 3.5 It can be easily shown that the sample complexity bound in Theorem 3.2 is lower than
that in Theorem 3.4 as follows. Given the constants, it only remains to be checked that
m∑
k=1
λmax(W
−1Wk) ≥
∑m
k=1 λmax(Wk)
λmax(W )
.
Using the sub-multiplicativity of λmax(·), we conclude that
m∑
k=1
λmax(W
−1Wk)λmax(W ) ≥
m∑
k=1
λmax(W
−1WWk)
=
m∑
k=1
λmax(Wk).
Although the sample complexity requirement of Theorem 3.4 is higher, its strength lies in the fact
that it can be used to perform sensor selection using any of the eigenvalue based worst case metrics
such as λmin(·) or the trace of the inverse of the Gramian.
In terms of computational complexity, Algorithm 1 requires one pass through all of the m
sensors to compute the sampling probabilities. Thereafter, the computation of G is O(cTn2). The
bounds in Theorems 3.4 and 3.2 depend on the properties of the sensors but the number of sensors
m does not explicitly appear. It now remains to be seen how Algorithm 1 can be used to construct
the corresponding approximate linear system, how practical the sample complexity bounds turn
out to be, and how Algorithm 1 fares against simple greedy algorithms. This will be the focus of
the next two sections.
4 Applications: Least-squares Estimation
We will now discuss the application of the proposed approach to the problem of recursive least-
squares estimation. For the system (1) with Q = 0 (i.e., no process noise), it is well-known (see
reference [20]) that the least squares estimate of the initial state is given by
xˆLS = W
−1O′

y0
y1
...
yT
 ,
where
O :=

C
CA
...
CAT−1
 ∈ RmT×n,
is the observability matrix. The estimation error e := xˆLS − x0 is given by the random variable
N (0,Σ), where
Σ = W−1O′ROW−1,
and R ∈ RmT×mT is the block diagonal matrix with the matrix R along the block diagonals, i.e.,
R := blkdiag(R,R, . . . , R).
Algorithm 1 and Theorem 3.4 can be used to construct an approximate system A, C¯, such that
the observability Gramians of (A,C) and (A, C¯) solve Problem 4. The measurement vector yt and
the noise covariance R also need to be modified to y¯t and R¯ to be compatible with the approximate
system A, C¯.
Specifically, suppose that Algorithm 1 returns a sensor selection in which row i has been selected
ni times, for every i ∈ {1, . . . ,m}. Let the number of unique sensors be q. Then,
1. Set the i-th row c¯i of C¯ using the following rule:
c¯i =
√
ni
cpi
ci, ∀i ∈ {1, . . . ,m}.
2. Set the i-th entry y¯t(i) of y¯ using the rule:
y¯t(i) =
√
ni
cpi
yt(i),∀i ∈ {1, . . . ,m}.
3. Set the i, j-th entry R¯ij of R¯ using the rule:
R¯ij =
√
ninj
cpipj
Rij ,∀(i, j) ∈ {1, . . . ,m} × {1, . . . ,m}.
4. Remove the rows that contain all zeros out of C¯ and y¯ and the rows and columns that contain
all zeros out of R¯.
This procedure is illustrated in Figure 1.
Figure 1: Illustration of how Algorithm 1 can be used to synthesize the approximate system. The
output of each sensor will simply be scaled by the factor in line 7 of Algorithm 1. If a sensor
does not get chosen (e.g., sensor 2 in this figure), then the output of that sensor is not used in the
modified system.
These relations can be written compactly as y¯ = Πy, C¯ = ΠC, R¯ = ΠRΠ′, where the matrix
Π ∈ Rq×m is full row rank and exactly one entry in every row is non-zero and is given by the
term
√
nj
cpj
, corresponding to the j-th sensor getting selected. Thus, if i1, i2, . . . , iq are the indices
corresponding to q distinct sensors that get selected, we have
Π Π′ = diag
( ni1
cpi1
, . . . ,
niq
cpiq
)
∈ Rq×q.
It is straightforward to verify that the observability Gramian of A, C¯ is the T -step observability
Gramian G from Algorithm 1, and the observability matrix O¯ = ΠO, where
Π := blkdiag(Π,Π, . . . ,Π) ∈ RqT×mT .
In particular, we have
y¯t = C¯xt + v¯t,
where v¯t ∼ N (0, R¯). Analogous to R, we can then define the block diagonal matrix, R¯ := ΠRΠ′.
From Theorem 3.4, we conclude that the system A, C¯ is observable with probability at least 1− δ
and the minimum error variance σ¯ satisfies
Σ¯ = G−1O¯′R¯O¯G−1
 1
(1− )2W
−1O′Π′Π R Π′ΠOW−1
 λmax(Π
′ΠRΠ′Π)
(1− )2 W
−1O′OW−1
=
λmax(Π
′ΠRΠ′Π)
(1− )2 W
−1.
In particular, if R is diagonal, then the above bound simplifies to
Σ¯ ≤
maxi{niRiicpi }
(1− )2 W
−1.
The following result summarizes the steps in this sub-section into a formal guarantee.
Proposition 4.1 For the approximate system (A, C¯) constructed using Algorithm 1 with the mod-
ified measurements y¯ and the covariance R¯, the recursive least squares estimation error covariance
satisfies
Σ¯  λmax(Π
′ΠRΠ′Π)
(1− )2 W
−1,
with probability at least 1− δ.
Remark 4.2 (Randomized Actuator Selection) Given the duality between observability and
controllability [6], one can pose a problem similar to that considered in this paper for actuator se-
lection. Algorithm 1 easily extends to select actuators out of a given set in order to optimize the
same metrics for the controllability Gramian. In this case, multiple samples of an actuator will be
addressed in a manner analogous to Figure 1 and the procedure detailed in this section by appro-
priately scaling the corresponding row of the control matrix B. Claims analogous to Theorems 3.4,
3.2 and 3.3 and Proposition 3.1 will hold on the number of samples to be drawn.
Remark 4.3 (Kalman Filtering) The proposed procedure can also be used to design a Kalman
filter to estimate the state when Q  0 and (A,√Q) is controllable. Theorem 3.4 guarantees that
the system (A, C¯) is observable with probability 1 − δ. Therefore, the Kalman filter converges to
yield the steady state error covariance matrix P¯ , which satisfies the following equation.
P¯ = AP¯A′ +Q−AP¯C ′Π′(Π(CP¯C ′ +R)Π′)−1ΠCP¯A′.
The steady state error covariance matrix P satisfies the corresponding equation for the entire system,
i.e.,
P = APA′ +Q−APC ′(CPC ′ +R))−1CPA′.
It now remains to be seen how close the steady state error covariances P¯ and P get. This will be
the subject of one of the numerical studies in Section 5.
5 Numerical results
In this section, we report numerical results of implementing Algorithm 1 on a class of linear dynam-
ical systems and empirically study the sample complexity bounds from Section 3. We also present
a numerical comparison between two variants of Algorithm 1 and a simple greedy heuristic.
5.1 System model
In our experiments, we consider an n = 100 dimensional state space and m = 100 sensors. We
assume that the system is in the observability canonical form in which the entries in the last
column of A are selected independently and uniformly randomly from the interval [−1, 0], while
the entries in C are chosen independently and uniformly randomly from the interval [0, 1]. Such
a choice guarantees that the pair (A, ci),∀i ∈ {1, . . . ,m} is observable. This realization was kept
fixed throughout the experiments.
5.2 Validation of Algorithm 1
We first validated our approach for a fixed value of δ = 0.1 and a range of values of . We
estimated the observability Gramian using Algorithm 1 after running 100 Monte Carlo trials. Since
our algorithm relies on sampling with replacement, there are instances when the number of unique
sensors selected by our randomized algorithm is much less than the number of samples c. In our
experiments, we studied two variants – the first one in which repetitions were allowed leading to
possibly multiple instances of a sensor, and the second in which only single instance of the unique
sensors was allowed. We evaluated the performance on the three metrics: the minimum eigenvalue,
the trace and the maximum eigenvalue of the observability Gramian.
Figure 2 validates Theorem 3.4 (the solid blue line is always above the dashed red curve) and
further suggests that while the performance of the second variant may be lower than the bound,
beyond a non-trivial value of ( > 0.6), the second variant also satisfies requirement (3). Figure 3
compares the number of unique sensors in the first variant with the bound from Proposition 3.1 and
we see an overlap of the two curves as is expected and with a very small variance. Figure 4 compares
the number of samples of sensors using the two variants of Algorithm 1. For the first variant, this
is the bound on c given by Theorem 3.4 and for the second, it is given by Proposition 3.1. The
results suggest that for  > 0.8, the number of samples c < m.
Figure 2: Empirical comparison of Algorithm 1 with the minimum eigenvalue of the observability
Gramian as metric with the bounds from Theorem 3.4. Two variants of the algorithm are compared,
one in which repetitions of sensors are allowed and another in which only unique sensors are
considered. The error bars represent ±1 standard deviation.
5.3 Comparison with a greedy heuristic
We compared the performance of the two variants of Algorithm 1 to the following greedy heuristic.
1. Sort the sensors in the decreasing order of M(Wi);
2. Keep selecting sensors until the metric evaluated over the selection exceeds (1− )M(W );
3. Compare against the two variants of Algorithm 1 with the number of samples c equal to the
number of sensors cgreedy required by the greedy heuristic.
As reported in Figures 5, 6 and 7, we observe that both variants of Algorithm 1 outperform
the greedy algorithm for a wide range of  for all three metrics. The variant in which repetitions
are allowed outperforms the greedy heuristic over all values of . For the trace and the maximum
eigenvalue, we normalized the A matrix for numerical stability.
Remark 5.1 (Alternate C matrices) We repeated the experiments with the choice of the C ma-
trix whose entries were drawn independently from the standard normal distribution. The results are
observed to be qualitatively similar to the ones presented but the sample complexity bounds are
observed to be about a factor of 2 higher.
5.4 Recursive state estimation and Kalman filtering
We now report the results of applying Algorithm 1 to least squares estimation as discussed in
Section 4. We observe that the initial error covariance is an order of magnitude smaller than the
theoretical upper bound derived in Proposition 4.1. Figure 8 summarizes the result.
We then applied the proposed approach to study the evolution of the steady state error covari-
ance matrix P¯ as discussed in Remark 4.3 and compare it with P . For varying values of , Figure 9
Figure 3: Number of unique sensors out of Algorithm 1 and the theoretical estimate from Propo-
sition 3.1.
reports the relative error
‖P¯ − P‖
‖P‖ .
We observe a fairly consistent nearly linear trend in the relative error with . Future work will
center on developing theoretical bounds to characterize this trend.
6 Conclusion and Future Directions
This paper considered the problem of constructing an approximate linear dynamical system using
only a subset of the sensors out of the total set such that the observability Gramian of the new
system is approximately equal to that of the original system. We presented a novel randomized
sampling algorithm that samples the sensors with replacement as per specified distributions. For
specific metrics of the observability Gramian such as the trace or the maximum eigenvalue, we
derived novel bounds on the number of samples required to yield a high probability lower bound
on the metric evaluated on the approximate Gramian. With a larger number of samples, we then
designed a different distribution to sample the sensors that leads to a high probability bound on the
approximate Gramian and therefore, on any other standard metrics used in sensor selection such
as the minimum eigenvalue or the trace of the Gramian inverse. This approach guarantees non-
singularity of the approximate Gramian with high probability if the original system is observable.
We demonstrated how the randomized procedure can be used for least squares estimation using
fewer sensors than the original system and provide a high probability upper bound on the estimation
error covariance. We supplemented the theoretical results with insightful numerical studies and
comparisons with competing greedy approaches. Our approach outperforms the greedy algorithm
in several scenarios.
This work suggests a number of open problems for future research. Examples include exten-
sions to non-linear observability models using concepts from non-linear observability analysis, an
improved analysis especially in the regime of low number of sensors and characterization of the
Figure 4: Comparison of the number of samples chosen by the two variants of Algorithm 1.
error of the randomized algorithm relative to the best set of a given cardinality. A key feature of
our proposed approach is that it is one-shot. Present efforts are on reducing the sample complexity
requirements by developing sequential methods instead. Recent efforts in this direction includes [21]
which addresses the problem of actuator scheduling. Another promising direction is a theoretical
analysis of the application of the sampling procedure to bound the steady state error covariance
matrix.
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This section is dedicated to complete mathematical proofs of the theoretical statements from
Section 3. For increased clarity in the mathematical steps, we introduce the following matrices,
Xk :=
[
c′k A
′c′k . . . (A
′)T−1c′k
] ∈ Rn×T ,
for every k ∈ {1, . . . ,m} and X := [X1 . . . Xm]. In short, we have XkX ′k = Wk and XX ′ = W .
.1 Proof of Theorem 3.2
In order to derive a sharp sample complexity bound, we will require the following result on random
matrices.
Theorem .1 (Matrix Bernstein Inequality, [17]) Let X1, . . . ,Xc be independent real symmet-
ric random n × n matrices. Assume that, E[Xj ] = 0, ∀1 ≤ j ≤ c, and that max1≤j≤c ‖Xj‖2 ≤ ρ1.
Let ‖∑cj=1 E[X2j ]‖2 ≤ ρ2. Then, for any  > 0,
Prob(‖
c∑
j=1
Xj‖2 ≥ ) ≤ n exp
(
− 
2/2
ρ2 + ρ1/3
)
,
where the probability is defined with respect to the joint distribution of the Xj’s.
Theorem .2 (Theorem 2.1 from [22]) If B and C are n × n real symmetric positive semi-
definite matrices. Then, ‖B − C‖2 ≤ max{‖B‖2, ‖C‖2}.
Proof:[Proof of Theorem 3.2] The proof is inspired by the steps followed in the proof of Theorem 7.5
from [23] with the key difference that the Gramian W is not a sum of rank 1 matrices in our case.
We first change variables and define
Xj :=
1
cpj
XjX
′
j −
1
c
XX ′.
Figure 8: Results of application of Algorithm 1 to recursive state estimation.
The distribution of the random matrix 1cpjXjX
′
j and therefore, of Xj is specified by the sampling
probability pj . Observe that, by construction,
E[Xj ] =
1
c
(
m∑
k=1
XkX
′
k −XX ′) = 0.
Further,
G−W =
c∑
j=1
( 1
cpj
XjX
′
j −
1
c
XX ′
)
=
c∑
j=1
Xj .
The first step is to show that ‖G−XX ′‖2 ≤ ¯ by showing that ‖
∑c
j=1 Xj‖2 ≤ ¯.
Since Xj is a difference of positive semi-definite matrices, applying Theorem .2, we have
‖Xj‖2 ≤ max{ 1
cpj
‖XjX ′j‖2,
1
c
‖XX ′‖2} ≤ ρˆ1/c, ρˆ1 := max
{
max
1≤i≤m
{‖Xi‖22
pi
}
, ‖X‖22
}
.
Next, we compute a bound for ‖∑cj=1 E[X2j ]‖2. We begin with
X2j = (XjX
′
j)
2 − 1
c
XX ′(XjX ′j)−
1
c
(XjX
′
j)XX
′ +
1
c2
X(X ′X)X ′.
Taking expectation, and using the fact that
E[XjX ′j ] =
1
c
XX ′,
we obtain
E[X2j ] = E[(XjX ′j)2]−
1
c2
X(X ′X)X ′.
Figure 9: Results of application of Algorithm 1 to Kalman filtering.
Thus,
c∑
j=1
E[X2j ] =
c∑
j=1
E[(XjX ′j)2]−
1
c2
X(X ′X)X ′
=
1
c
( m∑
i=1
(XiX
′
i)
2
pi
−X(X ′X)X ′
)
.
Setting Xi = XEi, where Ei ∈ Rn×mT in which the i-th block rows contains the identity matrix of
size T × T , i.e., Ei :=
[
0T×T . . . IT×T . . . 0T×T
]
.
Thus, we have
c∑
j=1
E[X2j ] =
1
c
X
( m∑
i=1
Ei
(X ′iXi)
pi
E′i −X ′X
)
X ′
=
1
c
X(L−X ′X)X ′,
where L := blkdiag(E1(X
′
1X1)E
′
1/p1, . . . ,
Em(X
′
mXm)E
′
m/pm). Taking norms and applying Theorem .2 to ‖L−X ′X‖2, we obtain
‖
c∑
j=1
E[X2j ]‖2 ≤
‖X‖22
c
max{‖L‖2, ‖X ′X‖2}
=
‖X‖22
c
max{‖X ′1X1‖2/p1, . . . , ‖X ′mXm‖2/pm, ‖X‖22}
=
‖X‖22
c
ρˆ1. (7)
Setting, pi = ‖XiX ′i‖2/
∑m
k=1 ‖XkX ′k‖2, we obtain
ρˆ1 = max{
m∑
k=1
‖XkX ′k‖2, ‖X‖22} ≤
m∑
k=1
‖XkX ′k‖2, (8)
where we used the triangle inequality to conclude the final step. Combining (7) and (8) and applying
Theorem .1, we conclude that
Prob(‖
c∑
j=1
Xj‖2 ≥ ¯) ≤ n exp
( −c¯2
2ρˆ1(‖X‖22 + ¯/3)
)
.
Setting the right hand side equal to δ, and solving for ¯, we obtain
¯ =
ρˆ1
3c
log
n
δ
+
√
ρˆ1
3c
log
n
δ
(6‖X‖22 +
ρˆ1
3c
log
n
δ
).
From (8), ρˆ1 ≤
∑m
k=1 ‖XkX ′k‖2, which yields
¯
‖X‖22
≤
∑m
k=1 ‖XkX ′k‖2
3c‖X‖22
log
n
δ
+
√∑m
k=1 ‖XkX ′k‖2
3c‖X‖22
log
n
δ
(6 +
∑m
k=1 ‖XkX ′k‖2
3c‖X‖22
log
n
δ
).
The result is obtained by verifying the fact that for the particular choice of c ≥ 2.7
∑m
k=1 ‖XkX′k‖2 log(n/δ)
2‖X‖22
,
the above right hand side does not exceed . 
.2 Proof of Theorem 3.2
For i ∈ {1, . . . , n} and t ∈ {1, . . . , c}, let Y iit denote the (i, i)-th entry of the matrix XtX ′t/(cpt).
Let Xit denote the i-th row of the matrix Xt. Then,
Y iit =
1
c
XitX
i
t
′
pt
.
Therefore,
E[Y iit ] =
1
c
m∑
k=1
pk
XikX
i
k
′
pk
=
1
c
m∑
k=1
[XkX
′
k]ii =
1
c
Wii,
Since the (i, i)-th entry of G is given by Gii =
∑c
t=1 Y
ii
t , we have E[Gii] =
∑c
t=1 E[Y iit ] = Wii.
Therefore, it follows that E[Tr(W − G)] = 0. Next, we will show that the second moment of the
random variable Tr(W −G) is also zero. We begin with
E[Tr2(W −G)] = E[(
n∑
i=1
(Wii −Gii))2]
= E[
n∑
i,j=1
(Wii −Gii)(Wjj −Gjj)]
=
n∑
i,j=1
E[(Wii −Gii)(Wjj −Gjj)]
= −
n∑
i,j=1
WiiWjj +
n∑
i,j=1
E[GiiGjj ]
= −Tr2(W ) +
n∑
i,j=1
E[GiiGjj ].
Since Gii =
∑c
t=1 Y
ii
t , Gjj =
∑c
t=1 Y
jj
t and the random variables Y
ii
t and Y
jj
τ are independent for
t 6= τ (see step 6 of Algorithm 1), we have
n∑
i,j=1
E[GiiGjj ] =
n∑
i,j=1
E[
c∑
t=1
Y iit
c∑
τ=1
Y jjτ ]
=
n∑
i,j=1
(
E[
c∑
t=1
Y iit Y
jj
t ] +
∑
t,τ=1,t6=τ
E[Y iit Y jjτ ]
)
=
n∑
i,j=1
( c∑
t=1
E[Y iit Y
jj
t ] +
∑
t,τ=1,t6=τ
E[Y iit ]E[Y jjτ ]
)
=
n∑
i,j=1
( c∑
t=1
E[Y iit Y
jj
t ] +
1
c2
c∑
t,τ=1,t6=τ
WiiWjj
)
=
n∑
i,j=1
c∑
t=1
E[Y iit Y
jj
t ] +
(c2 − c)
c2
n∑
i,j=1
WiiWjj
=
n∑
i,j=1
c∑
t=1
E[Y iit Y
jj
t ] +
(
1− 1
c
)
Tr2(W ).
Using the fact that
E[Y iit Y
jj
t ] =
1
c2
m∑
k=1
(XikX
i
k
′
)(XjkX
j
k
′
)
pk
,
and switching the summation over t and k, we have
n∑
i,j=1
E[GiiGjj ] =
1
c2
n∑
i,j=1
m∑
k=1
c∑
t=1
(XikX
i
k
′
)(XjkX
j
k
′
)
pk
+
(
1− 1
c
)
Tr2(W )
=
1
c
m∑
k=1
1
pk
n∑
i,j=1
(XikX
i
k
′
)(XjkX
j
k
′
) +
(
1− 1
c
)
Tr2(W )
=
1
c
m∑
k=1
1
pk
( n∑
i=1
(XikX
i
k
′
)
)2
+
(
1− 1
c
)
Tr2(W )
=
1
c
m∑
k=1
1
pk
Tr2(XkXk
′) +
(
1− 1
c
)
Tr2(W ).
Substituting pk := Tr(XkXk
′)/
∑n
k=1 Tr(XkXk
′),
E[Tr2(W −G)] = 1
c
m∑
k=1
1
pk
Tr2(XkXk
′)− 1
c
Tr2(W )
=
1
c
(
m∑
k=1
Tr(XkXk
′))2 − 1
c
Tr2(W )
=
1
c
Tr2(W )− 1
c
Tr2(W ) = 0.
The claim now follows upon application of Cantelli’s inequality1.
1Cantelli’s inequality [24]: Given a real valued random variable Z with mean µ and variance σ2, Prob(Z − µ ≥
−λ) ≥ 1− σ2
σ2+λ
, for any λ > 0.
.3 Proofs of Theorem 3.4 and Proposition 3.1
The following matrix inequality (Corollary 2.2.2 from [25]) will be useful in establishing Theo-
rem 3.4.
Theorem .3 (Ahswede-Winter Inequality) Let Z be an n × n random, symmetric, positive
semi-definite matrix. Define U = E[Z] and suppose that Z ≤ ρU , for some scalar ρ ≥ 1. Let
Z1, . . . , Zc denote independent copies of Z, i.e., independently sampled matrices with the same
distribution as Z. For any  ∈ (0, 1), we have
Prob
(
(1− )U  1
c
c∑
k=1
Zk  (1 + )U
)
≥ 1− 2ne− 
2c
4ρ .
Proof:[Proof of Theorem 3.4] Observe that, by construction, for every i ∈ {1, . . . , c},
E[XjiX
′
ji ] =
m∑
k=1
pk
1
pk
XkX
′
k = XX
′ = W.
So if we define the random variables Zji := XjiX
′
ji
/pji , then
Zji =
∑m
k=1 γk
γji
Wji ≤
m∑
k=1
γkW =: ρE[Zji ],
where we used the definition of γji in the inequality. We now claim that the constant ρ ≥ 1.
Suppose that ρ < 1. Then from the definition of γk, we conclude that Wk ≤ γkW, ∀k ∈ {1, . . . ,m}.
Summing over the k, we conclude that W =
∑m
k=1Wk ≤ ρW < W , a contradiction.
Thus, we can verify that all assumptions of Theorem .3 are satisfied. Therefore,
Prob
(
(1− )W  G  (1 + )W
)
≥ 1− 2ne− 
2c
4ρ .
The conclusion now follows by setting the right hand side equal to 1− δ, i.e.,
2ne
− 2c
4ρ ≤ δ ⇔ c ≥ 4
∑m
k=1 γk
2
log
2n
δ
.

Proof:[Proof of Proposition 3.1] Let U denote the number of unique sensors resulting from Algo-
rithm 1. Let Ij ∈ {0, 1} denote whether sensor j does not get selected or gets selected, respectively.
Then, for every j ∈ {1, . . . ,m},
E[Ij ] = 0× Prob(Ij = 0) + 1× Prob(Ij = 1)
= Prob(Ij = 1) = 1− Prob(Ij = 0) = 1−
(
1− pj
)c
,
where the final step follows from the fact that the sensors are sampled independently and uniformly.
Now,
U =
m∑
j=1
Ij ⇒ E[U ] = E
[ m∑
j=1
Ij
]
=
m∑
j=1
E[Ij ] =
m∑
j=1
1−
(
1− pj
)c
= m−
m∑
j=1
(
1− pj
)c
= m−m
(
1− 1
m
)c
,
in the case of uniform random sampling. Therefore, the expected ratio of the number of unique
elements to the total number under uniform random sampling satisfies
E[U ] = m−m
(
1− 1
m
)c
= m−m
((
1− 1
m
)m) c
m → m(1− e− cm ),
for large m.

