Optical Packet Switching (OPS) has been envisioned as a prominent future optical networking technology for data-centric IP over Wavelength Division Multiplexing (WDM) networks, or optical Internet. Such OPS technology however raises significant transport and Quality of Service (QoS) challenges due to technological limitations. To circumvent OPS limitations, we have proposed a new Optical Coarse Packet Switching (OCPS) paradigm, which uses in-band-controlled per-burst switching and advocates traffic control enforcement to achieve high bandwidth utilization and Quality-of-Service (QoS). Based on OCPS, we have constructed an experimental IP-over-WDM network, referred to as OPSINET. OPSINET consists of two major types of nodes-edge routers, and Optical Label Switched Routers (OLSRs). In this paper, we first introduce the OCPS paradigm. We then present the architecture of OPSINET, describe the in-band header/payload modulation technique, and detail the operations of the edge routers and OLSRs.
Introduction
The ever-growing demand for Internet bandwidth and recent advances in optical Wavelength Division Multiplexing (WDM) technologies [1] brings about fundamental changes in the design and implementation of the next generation IP-over-WDM networks or optical Internet. Current applications of WDM mostly follow the Optical Circuit Switching (OCS) paradigm by making relatively static utilization of individual WDM channels. Optical Packet Switching (OPS) technologies [2] [3] [4] [5] , on the other hand, enable fine-grained on-demand channel allocation and have been envisioned as an ultimate solution for data-centric optical Internet. Nevertheless, OPS currently faces some technological limitations, such as the lack of optical signal processing and optical buffer technologies, and large switching overhead. In light of this, while some work [4, 6, 7] directly confronts the OPS limitations, others attempt to tackle the problem by exploiting different This work was supported in part by the Phase-II Program for Promoting Academic Excellence of Universities, Taiwan, under Contract NSC93-2752-E009-004-PAE, in part by the NCTU/CCL Joint Research Center, and in part by the National Science Council (NSC), Taiwan, under Grant NSC93-2213-E-009-049. switching paradigms, in which Optical Burst Switching (OBS) [8] [9] [10] [11] [12] [13] [14] has received most attention.
OBS [8] was originally designed to efficiently support all-optical bufferless [9, 10] networks while circumventing OPS limitations. By adopting per-burst switching, OBS requires IP packets to be first assembled into bursts at ingress nodes. The most common packet assembly schemes are based on timer [15] , packet-count threshold [10] , and a combination of both [10, 13, 16] . Essentially, major focuses in OBS have been on one-way out-of-band wavelength allocation (e.g., Just-In-Time (JIT) [11] , and Just-Enough-Time (JET) [9, 12] ), and the support of QoS for networks without buffers [9, 10] or with limited Fiber-Delay-Line (FDL)-based buffers [14] . Particularly in the JET-based OBS scheme that is considered most effective, a control packet for each burst payload is first transmitted out-of-band, allowing each switch to perform just-in-time configuration before the burst arrives. Accordingly, a wavelength is reserved only for the duration of the burst. Without waiting for a positive acknowledgment from the destination node, the burst payload follows its control packet immediately after a predetermined offset time, which is path (hop-count) dependent and theoretically designated as the sum of intra-nodal processing delays.
In the context of supporting QoS in bufferless OBS networks, the work in [9] employs a prioritized extra offset-time method. In the method, a high loss priority class is given a larger extra offset time, allowing the high priority class to make earlier wavelength reservation than lower priority classes. The method effectively provides different grades of loss performance, but at the expense of a drastic increase in the end-to-end delay particularly for high priority classes. Besides, as discussed in [17] , the method undergoes the unfairness and near-far problems. Especially due to the near-far problem, a low priority burst with a longer path to travel may end up with the same or larger offset time than that of a high priority burst, resulting in obstacles to QoS burst truncation [18] in switching nodes. The prioritized burst segmentation approach proposed in [10] , different from most approaches, adopts the assembly of different priority packets into a burst in the order of decreasing priorities. Should contention occur in switching nodes, the approach supports burst truncation rendering lower-priority packets toward the tail be dropped or deflected with higher probability. The approach achieves low packet loss probability for high priority classes, with the price of excessive complexity paid during burst scheduling in switching nodes.
OBS gains the benefits of OCS and OPS. However, its offset-time-based design results in three complications. First, the determination of the offset time is a design dilemma. A large offset time incurs excessive packet delay. A small offset time may fail to make wavelength reservation prior to the burst arrival. This fact renders deflection routing (via longer paths) infeasible during contention resolution. Second, to enable efficient reservation of wavelengths, JET-based OBS requires the offset-time and burst length information to be included in the control packet, to provide a switch with the exact time and duration that the burst arrives and lasts, respectively. At each switching node along the path, such information needs to be maintained for future configuration until the burst arrives. Besides, the offset time is required to be decremented at every switching node and the burst length needs to be updated should burst truncation occur. Evidently, such design results in significantly increased complexity [19] . Third, the inclusion of the burst length information in control packets, together with the near-far problem described above, OBS gives rise to a difficulty in supporting QoS burst truncation [20] . For example, consider a case that there is a high priority burst that arrives after a low priority burst and potentially collides with the low priority burst. If the control packet of the low priority burst has already departed, its length can no longer be updated. In this case, the switching node is left no choice but to truncate the high priority rather than the low priority burst. These three OBS design complications are the primary motivators behind the design of the OCPS paradigm [20] .
While OBS can be viewed as a more efficient variant of OCS; OCPS can be considered as a less stringent variant of OPS. Similar to OBS, OCPS supports per-burst switching, which are labeled-based [12] , QoS-oriented, and either bufferless or with limited FDL-based buffers. However, unlike OBS using out-of-band control, OCPS adopts in-band control in which the header and payload are together transported via the same wavelength. Based on OCPS, we have constructed an experimental optical IP-over-WDM network, referred to as OPSINET. OPSINET has been constructed under the collaborative project between National Chiao Tung University under the MOE Program of Excellence, and Computer/Communications Research Laboratories (CCL)/Industrial Technology Research Institute (ITRI) under the Intelligent Optical Networking project. The main objective is to examine and resolve fundamental OCPS transport and QoS challenges from both the system-and network-layer perspectives. OPSINET consists of three types of nodesedge routers, optical lambda/fiber switches (OXCs), and Optical Label Switched Routers (OLSRs). To facilitate traffic engineering [21] , OPSINET is augmented with an out-of-band Generalized Multiprotocol Label Switching (GMPLS) [22] control network. OPSINET has been experimented in two phases, i.e., Phase-I and Phase-II, operating at date rates of 2.5Gbps and 10Gbps per wavelength, respectively. In this paper, we focus on the architecture and node operations of Phase-I OPSINET.
The remainder of this paper is organized as follows. In Section 2, we introduce the OCPS paradigm and present the architecture of OPSINET. In Sections 3 and 4, we describe the architectures and operations of the ingress router and OLSR in OPSINET, respectively. Finally, concluding remarks are given in Section 5.
Optical Coarse Packet Switched IP-over-WDM Network (OPSINET)

Optical Coarse Packet Switching (OCPS)
IP packets in an OCPS network belonging to the same loss class and the same destination are assembled into bursts at ingress routers. As shown in Figure 1 , a header for a burst payload, which carries forwarding (i.e., label) and QoS (e.g., priority) information, is modulated with the payload based on our newly designed Superimposed Amplitude Shift Keying (SASK) technique [23] . Besides, they are time-aligned during modulation via necessary padding added to the header. They are re-aligned in switching nodes should burst be truncated. Notice that such design eliminates the payload length information carried in the header. The entire burst is then forwarded along a pre-established Optical Label Switched Path (OLSP). At each switching node, the header and payload are first SASK-based demodulated. While the header is extracted and electronically processed, the burst payload with the header erased, remains transported optically in a fixed-length FDL achieving constant delay and data/protocol transparency. Provided with no buffer and that there is more than one burst payload at the switch destined for the same wavelength output, contention occurs and resolution is required. Each burst payload is then SASK-based re-modulated with the new header, and switched according to the label information in the header. Finally at egress nodes, the reverse burstification process is performed and IP packets are extracted from bursts.
OPSINET Architecture
OPSINET consists of edge routers and layer-2 bridges, interconnected via lambda/fiber OXCs and OLSRs, as shown in Figure 2 . It is augmented with a control plane implemented by an out-of-band Fast-Ethernet-based GMPLS network. IP traffic is externally generated from SmartBits devices. In Phase-I, OPSINET supports 2.5Gb/s for payload, and 125Mb/s for header due to easier recovery. Header and payload are encoded by the 8B/10B scheme and multiplexed via the SASK module. The header is 8 bytes long, and consists of six following fields: preamble, Start of Header (SOH), label, priority, Header Error Control (HEC), and End of Header (EOH), other than the padding. The burst payload is greater than or equal to 1500 bytes, which excludes the 68-byte overhead (e.g., preamble, Start/End of Payload), achieving a minimum of 95% efficiency. Specifically within the 64-byte preamble, 16 bytes are used for 2R reshaping, 32 bytes for 3R bit-resynchronization, and 16 bytes for word-resynchronization.
Significantly, the header and payload are time-aligned during modulation and remain aligned even after contention occurs. The rationale behind the design is described as follows. Notice that the payload length information is required for switching and reception processes, and thus has to be contained in the header. However, if contention occurs during switching, the payload is partially damaged. Such length information in the header is no longer valid. Therefore, with the time alignment design, the payload length information can be removed from the header, making the payload of any length recoverable at the receiver. Another side benefit of the design is that, since the header integrity must be maintained at all times, header timing can be used to serve as gating control during the burst-mode receptions of payloads. Such design can effectively alleviate the transient response problem resulting from the presence of back-to-back payloads with different powers. 
Edge Router Architecture and Operations
The operations in ingress and egress routers differ in burstification and payload recovery. While the ingress router simply performs burstification, the egress router recovers the payload followed by the reverse burstification process. Since payload recovery is similar to header recovery provided with sufficient preamble, we only describe the architecture and operations of ingress routers.
The ingress router consists of five major components (see Figure 3) : ( , )-Scheduler/Shaper, Gigabit-Ethernet (GE) Controller, Header/Payload Generator, 8B/10B Encoder, and SASK Optical Transmitter, in addition to the GMPLS controller and -processor interface. First, the ( , )-Scheduler/ Shaper [20, 24] , where and are the maximum burst size and maximum burst assembly time, is implemented in an Intel IXP1200 network processor with the aim of providing delay and loss class differentiations for OPSINET. In other words, ( , )-Scheduler/Shaper performs burstification with the delay and loss taken into consideration. A burst is generated and transmitted either when the burst size reaches or expires. After having determined the packets to be aggregated, the Header/Payload Generation module in IXP1200 in turn performs Simple Data Link (SDL)-based [25] framing for packet delineation and recovery, before passing them to the FPGA. GE Controller provides the GE interface between IXP1200 and the FPGA, and ultimately passes the header and payload in parallel to the Header/Payload Generator within the FPGA. The payload is then encoded via the 8B/10B Encoder. At the output stage, the header and payload are SASK-based modulated and optically transmitted via an available wavelength.
Optical Label Switched Router (OLSR) Architecture and Operations
The OLSR (see Figure 4) consists of three major components for each input port (fiber), and one
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Egress Router cyclic-frequency AWG switch for the entire node. The three components are: Header Extractor/Eraser, Burst Mode Receiver for header (BMR H ), and FPGA-based Core Switch Controller (CSC). First, the Header Extractor/Eraser extracts the header, and erases the header for the payload, by means of the SASK-based demodulation technique [23] . While the payload continues traveling optically along the internal FDL, the header is received and recovered (2R) in amplitude by BMR H . The data recovery (3R) is then performed by burst-mode Clock Data Recovery (CDR) in a Xilinx Virtex-II 3000 FPGA via over-sampling the header with different phases.
With the recovered header, CSC performs label swapping, QoS control, and laser tuning control. First, Notice that owing to the use of an AWG switch, once an OLSP is established, the path is determined locally via the binding from an old label to a new (label, wavelength) pair. All label and wavelength information have been in advance downloaded from GMPLS Controller through the -processor and saved in Content Addressable Memory (CAM). With CAM, label swapping is accomplished in three clock cycles.
Second, the QoS Control Processor (QCP) is responsible for prioritized contention resolution and header integrity assurance. It is worth noting that, due to AWG, any two bursts arriving from different input ports never contend. On the contrary, contention will occur for bursts arriving from the same input port but carried by different wavelengths, and destined for the same output port. Basically, to switch a burst to the destined output port, an idle wavelength is selected. If all wavelengths are busy, higher priority bursts receive absolute precedence over lower-priority bursts. That is, owing to buffer-less, one of the lower-priority bursts being served is preempted and discarded. It is worth noting that if partially destructed lower-priority bursts are still transmitted, the loss probability can be much improved.
Such preemption resolution however raises a problem in which the header may be damaged resulting from contention. To assuring header integrity, QCP employs the following means. We first consider contention under no priority. For the ease of description, let T h , T p , and T t denote the header transmission time, header Traffic Generator processing time, and laser tuning delay, respectively. Notice that the header transmission time excludes that of the padding. If two payloads are distanced by at least T h , the header can always be protected since the transmission of the first header is finished before that of the second header. However, the problem arises when two payloads are distanced by less than T h . The problem is solved if such potential contention can be identified before the first header gets transmitted, i.e., if an extra delay, called the peeking delay (T k ), is imposed after the header is processed. Thus, header integrity can be maintained if
where D is the distance between two bursts, and 0 D T h . The peeking delay can be assigned as:
With the peeking delay imposed, the operation of prioritized contention resolution with the support of preempted, partially collided bursts taken into consideration is described via three scenarios, as shown in Figure 5 . In the first scenario, a high-priority burst arrives after a low-priority burst by a distance of less than T h . With no control, the headers and payloads of both bursts are damaged. With QCP, only the high-priority burst is transmitted in full. In the second scenario, a low-priority burst arrives after a high-priority burst by a distance of greater than T h . With control, the high-priority burst is first fully transmitted. To support partially collided bursts, QCP continues to transmit the remaining low-priority payload attached with a complete aligned header. In the last scenario, a high-priority burst arrives after a low-priority burst by greater than T h . Not perceiving the arrival of the high-priority burst, QCP first transmits the low-priority burst. However, after identifying a potential collision, HCC terminates the low-priority burst transmission with the attachment of EOH, and transmits the high-priority burst in full. 
Conclusions
In this paper, we have presented the architecture of Phase-I OPSINET, an IP-over-WDM experimental network operating at a data rate of 2.5Gbps per wavelength, based on an optical coarse packet switching (OCPS) paradigm. The OCPS paradigm advocates the enforcement of traffic control to realize bandwidth-on-demand on sub-wavelength basis. In the basic transport, OPSINET performs efficient per-burst switching by means of the time-aligned design and SASK-based modulation of the header and burst payload. At ingress routers, ( , )-Scheduler/Shaper performs scalable traffic scheduling and shaping providing delay and loss differentiation for the network. At OLSRs, prioritized contention resolution is exerted with the support of partially collided bursts, while header integrity is maintained at all times. Through this experiment and the current on-going 10Gbps Phase-II OPSINET, we believe that data-centric optical Internet can soon become a reality based on the OCPS technology.
