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On the zero-sum constant, the Davenport
constant and their analogues.
Maciej Zakarczemny (Cracow)
Abstract
Let D(G) be the Davenport constant of a finite Abelian group G.
Let ZSm(G) be the least t ∈ N ∪ {∞} such that every sequence of
length t in G contains m disjoint zero-sum sequences, each of length
|G|. The main result of the paper states that:
ZSm(G) = D(G)+m|G|−1, which generalizes Gao’s relation (see [10]).
The paper also contains a result of independent interest: let n ≥ 2
and G = H1 ⊕ H2 ⊕ . . . ⊕ Hn, where H1,H2, . . . ,Hn are Abelian
groups of orders hi with h1|h2| . . . |hn. Then s(n−1)Ω(hn)hn(G) ≤
≤ (n − 1)Ω(hn)(2(hn − 1) + (hn−1 − 1) + . . . + (h1 − 1) + 1), where
Ω(hn) counts the total number of prime factors of hn. This result is
a stronger version of the result obtained by Ch. Delorme, O. Ordaz,
D. Quiroz [5, Theorem 3.2].
We also give some remarks on Davenport constant D(G) and its
application to the smooth numbers.
1 Introduction
We will describe and investigate the generalizations of the Davenport con-
stant (see [2, 7, 9, 11, 12, 19, 20, 21]). For an algebraic number field K, let
OK be its ring of integers and G the ideal class group of OK . Then D(G)
is the maximal number of prime ideals (counted with multiplicites) in the
prime ideal decomposition of an irreducible element of OK (see [16, 19]).
The precise value of the Davenport constant is known, among others, for
p-groups and for groups of rank at most two. The determination of D(G)
for general finite Abelian groups is an open question (see [15]).
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2 General notations
Let N denote the set of positive integers (natural numbers). We set
[a, b] = {x : a ≤ x ≤ b, x ∈ Z}, where a, b ∈ Z. Our notation and termi-
nology is consistent with [14]. Let G be a non-trivial additive finite Abelian
group. G can be uniquely decomposed as a direct sum of cyclic groups
Cn1 ⊕ Cn2 ⊕ . . .⊕ Cnr with natural numbers 1 < n1| . . . |nr. The number r
of summands in the above decomposition of G is expressed as r = r(G) and
called the rank of G. The integer nr is called the exponent of G and denoted
by exp(G). In addition, we define D∗(G) as D∗(G) = 1 +
r∑
i=1
(ni − 1).
We write any finite sequence S of l elements of G in the form
∏
g∈G
gνg(S) = g1 · . . . · gl,
where l is the length of S denoted by |S|, νg(S) is the multiplicity of g in S.
By σ(S) we denote the sum of S :
σ(S) =
∑
g∈G
νg(S)g ∈ G.
The Davenport constant D(G) is defined as the smallest t ∈ N ∪ {∞}
such that each sequence over G of length at least t has a non-empty zero-
sum subsequence. Equivalently, D(G) is the maximal length of a zero-sum
sequence of elements of G and with no proper zero-sum subsequence. One
of the best bounds for D(G) known so far is:
(1) D∗(G) ≤ D(G) ≤ nr
(
1 + log |G|
nr
)
.
Alford, Granville and Pomerance [1] in 1994 used the bound (1), to prove
the existence of infinitely many Carmichael numbers. Dimitrov [6] used the
Alon Dubiner constant (see [2]) to prove the inequality:
(2) D(G)
D∗(G)
≤ (Kr log r)r,
for an absolute constant K. It is known that for groups of rank at most
two and for p-groups, where p is a prime, the left hand side inequality (1)
is in fact an equality (see Olson [19]). This result suggests that D∗(G) =
D(G). However, there are infinitely many groups G with rank r > 3 such
that D(G) > D∗(G). There are more recent results on groups where the
Davenport constant does not match the usual lower bound (see [13]). The
following Remark lists some basic facts for the Davenport constant (see
[5, 13]).
Remark 2.1. Let G be a finite additive Abelian group.
1. Then D(G) = D∗(G) in each of the following cases:
3(a) G is a p−group,
(b) G has rank r ≤ 2,
(c) G = Cp ⊕ Cp ⊕ Cpnm, with p a prime number, n ≥ 2 and m an
integer coprime with pn (more generally, if G = G1⊕Cpkn, where
G1 is a p− group and p
k ≥ D∗(G1)),
(d) G = C2 ⊕ C2 ⊕ C2 ⊕ C2n, with odd n,
(e) G = C2pk1 ⊕ C2pk2 ⊕ C2pk3 , with p prime,
(f) G = C2 ⊕ C2n ⊕ C2nm,
(g) G = C3 ⊕ C3n ⊕ C3nm.
2. Then D(G) > D∗(G) in each of the following cases:
(a) G = Cn ⊕ Cn ⊕ Cn ⊕ C2n for every odd n ≥ 3,
(b) G = C3 ⊕ C9 ⊕ C9 ⊕ C18,
(c) G = C3 ⊕ C15 ⊕ C15 ⊕ C30.
(d) Let n ≥ 2, k ≥ 2, (n, k) = 1, 0 ≤ ρ ≤ n−1, and G = C
(k−1)n+ρ
n ⊕
Ckn :
i. If ρ ≥ 1 and ρ 6≡ n (mod k), then D(G) ≥ D∗(G) + ρ.
ii. If ρ ≤ n− 2 and x(n− 1− ρ) 6≡ n (mod k)
for any x ∈ [1, n− 1], then D(G) ≥ D∗(G) + ρ+ 1.
3 Definitions
In this section we give some definitions and remarks that will be used
throughout the paper.
Definition 3.1. Let G be a finite Abelian group, m and k the natural
numbers such that k ≥ exp(G), and I ⊂ N.
1. By ZS(G) we denote the smallest integer t ∈ N∪{∞} such that every
sequence S over G with length t contains non-empty subsequence S ′|S
such that σ(S ′) = 0, |S ′| = |G|.
2. By ZSm(G) we denote the smallest integer t ∈ N ∪ {∞} such that
every sequence S over G with length t contains at leastm disjoint non-
empty subsequences S1, S2, . . . , Sm|S such that σ(Si) = 0, |Si| = |G|,
for i ∈ [1, m].
3. By η(G) we denote the smallest integer t ∈ N ∪ {∞} such that every
sequence S over G of length t contains a non-empty subsequences S ′|S
such that σ(S ′) = 0, |S ′| ≤ exp(G).
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4. By Dm(G) we denote the smallest integer t ∈ N∪{∞} such that every
sequence S over G, of length t contains at least m disjoint non-empty
subsequences S1, S2, . . . , Sm|S such that σ(Si) = 0 for i ∈ [1, m].
We take D0(G) = 0 (see [16]).
5. By sI(G) we denote the smallest integer t ∈ N∪ {∞} such that every
sequence S over G of length t contains a non-empty subsequence S ′|S
such that σ(S ′) = 0, |S ′| ∈ I (see [3, 4, 5]).
If I = [1, k], then instead of sI(G) we write s≤k(G). We can also use
notation Dk(G) for s≤k(G) (see [3, 5]).
6. By sI,m(G) we denote the smallest integer t ∈ N∪{∞} such that every
sequence S over G of length t contains at least m disjoint non-empty
subsequences S1, S2, . . . , Sm|S such that σ(Si) = 0, |Si| ∈ I.
Remark 3.2. For n, n′ ∈ N, I ⊆ N. By definition sN(G) = s[1,D(G)](G) =
D(G) = D1(G), sI,1(G) = sI(G), s[1,exp(G)],1(G) = η(G), s[1,D(G)],n(G) =
Dn(G), s{|G|},n = ZSn(G). Note that s{exp(G)}(G) is the classical
Erdo¨s - Ginzburg - Ziv constant (see [8]). If n′ ≥ n, then
(3) sI,n′(G) ≥ sI,n(G).
If D(G) ≥ k ≥ k′ ≥ exp(G), then
(4) s[1,exp(G)],n(G) ≥ s[1,k′],n(G) ≥ s[1,k],n(G) ≥ Dn(G).
If D(G) ≥ k ≥ exp(G), then
(5) η(G) ≥ s≤k(G) ≥ D(G).
If k ≥ k′, then
(6) s≤k′(G) ≥ s≤k(G).
Note that a sequence S over G of length |S| ≥ mD(G) can be partitioned
into m disjoint subsequents Si of length |Si| ≥ D(G). Thus, each Si contains
a non-empty zero-sum subsequence and hence Dm(G) ≤ mD(G). See also
[16] Proposition 1 (ii).
Remark 3.3. In [10] Gao (see also [5, 17, 22]) gave a proof of the basic
relation:
(7) ZS(G) = D(G) + |G| − 1.
Relation (7) unifies research on constants D(G) and ZS(G).
54 The generalized zero-sum constant
In this section we prove a result that can be used to unify research on
constants D(G) and ZSm(G).
Theorem 4.1. If G is a finite Abelian group of order |G|, then
(8) ZSm(G) = ZS(G) + (m− 1)|G| = D(G) +m|G| − 1.
Proof. By Remark 3.3 we obtain:
(9) ZS(G) + (m− 1)|G| = D(G) +m|G| − 1.
Let S = g1g2 · . . . · gD(G)−1 be a sequence of D(G)−1 nonzero elements in G.
Using the definition of D(G), we may assume that S does not contain any
non-empty subsequence S ′|S such that σ(S ′) = 0. We put
(10) T = a1 · a2 · . . . · aD(G)−1 · 0 · . . . · 0,
where ν0(T ) = m|G| − 1.
We observe that the sequence T dose not contain m disjoint non-empty
subsequences T1, T2, . . . , Tm|T such that σ(Ti) = 0 and |Ti| = |G| for
i ∈ [1, m]. This implies that ZSm(G) > D(G) +m|G| − 2. Hence,
(11) ZSm(G) ≥ ZS(G) + (m− 1)|G|.
On the other hand, if S is any sequence over G such that |S| ≥ ZS(G) +
(m−1)|G|, then one can sequentially extract at leastm disjoint subsequences
S1, . . . , Sm|S, such that σ(Si) = 0 in G and |Si| = |G|. Thus,
(12) ZSm(G) ≤ ZS(G) + (m− 1)|G|.
We anticipate that Theorem 4.1 can be used to obtain a generalization
of the classical Theorem of Hall (see [[18], Section 3]).
Corollary 4.2. If p is a prime and G = C
pe1
⊕ . . . ⊕ C
p
ek
is a p−group,
then for a natural m we have:
(13) ZSm(G) = mp
∑k
i=1 ei +
k∑
i=1
(pei − 1).
Proof. It follows from Remark 2.1 and Theorem 4.1.
Corollary 4.3. If G = Cn1 ⊕ Cn2, where n1|n2, then for a natural m we
have:
(14) ZSm(G) = mn2n1 + n2 + n1 − 2,
(15) Dm(G) = mn2 + n1 − 1.
Proof. The equation (14) is a consequence of Remark 2.1 and Theorem 4.1,
the equation (15) follows from Proposition 5 in [16].
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5 Some results on sI,m(G) constant
In this section we investigate zero-sum constants for finite Abelian groups.
We start with s≤k(G), Dm(G), η(G) constants. Our main result of this sec-
tion is Theorem 5.11. Olson calculated s≤p(C
2
p) for a prime number p (see
[20]). No precise result is known for s≤p(C
n
p ), where n ≥ 3. We need two
technical lemmas:
Lemma 5.1. Let p be a prime number and n ≥ 2. Then:
(16) s≤(n−1)p(C
n
p ) ≤ (n + 1)p− n.
Proof. Let gi ∈ C
n
p , i ∈ [1, (n+1)p−n]. Embed C
n
p into an Abelian group F
group isomorphic to Cn+1p . Let x ∈ F, x /∈ C
n
p . Since D(C
n+1
p ) = (n+1)p−n
(see [19] or Remark 2.1,(a)) there exists a zero-sum subsequence
∏
i∈I
(x+ gi)
of the sequence
(n+1)p−n∏
i=1
(x + gi). But this possible only if p divides |I|.
Rearranging subscripts, we may assume that g1 + g2 + . . .+ gep = 0, where
e ∈ [1, n]. We are done if e ∈ [1, n − 1]. If e = n we obtain a zero-sum
sequence S = g1 · g2 · . . . · gnp. Zero-sum sequence S contains a proper
zero-sum subsequence S ′, since D(Cnp ) = np − (n − 1), and thus zero-sum
subsequence of length not exceeding ⌊np+1
2
⌋ ≤ (n− 1)p.
Corollary 5.2. Let p be a prime. Then:
(17) s≤2p(C
3
p) ≤ 4p− 3.
Lemma 5.3. Let G be a finite Abelian group, k ∈ N, k ≥ exp(G).
If s[1,k],1(G) ≤ s[1,k],m(G) + k, then s[1,k],m+1(G) ≤ s[1,k],m(G) + k.
Proof. Let S be a sequence over G of length s[1,k],m(G) + k. The sequence
S contains a non-empty subsequence S0|S such that σ(S0) = 0. Then
|S0| ∈ [1, k], since |S| ≥ s[1,k],1(G) = s≤k(G). By definition of s[1,k],m(G)
the remaining elements in S contain m disjoint non-empty subsequences
Si|S such that σ(Si) = 0, |Si| ∈ [1, k], where i ∈ [1, m]. Thus, we get m+ 1
non-empty disjoint subsequences Si|S such that σ(Si) = 0, |Si| ∈ [1, k],
where i ∈ [0, m].
Corollary 5.4. Let G be a finite Abelian group, k ≥ exp(G).
If s[1,k],1(G) ≤ s[1,k],m(G) + k, then s[1,k],m+n(G) ≤ s[1,k],m(G) + nk.
Proof. We use Lemma 5.3 and Remark 3.2.
Corollary 5.5. Let G be a finite Abelian group, k ≥ exp(G). Then:
(18) Dn(G) ≤ s[1,k],n(G) ≤ s≤k(G) + k(n− 1),
(19) Dn(G) ≤ s[1,exp(G)],n(G) ≤ η(G) + exp(G)(n− 1).
7Proof. We use Remark 3.2, Corrolary 5.4 with m = 1 and get (18).
We put k = exp(G) in (18) and get (19).
Remark 5.6. It is known that:
η(C3n) = 8n− 7, if n = 3
α5β, with α, β ≥ 0;
η(C3n) = 7n− 6, if n = 2
α3, with α ≥ 1;
η(C32) = 8; η(C
3
3) = 17; η(C
4
3) = 39; η(C
5
3) = 89; η(C
6
3) = 223, (see [15]).
Corollary 5.7. We have that:
Dm(C
3
n) ≤ nm+ 7n− 7, if n = 3
α5β, with α, β ≥ 0;
Dm(C
3
n) ≤ nm+ 6n− 6, if n = 2
α3, with α ≥ 1;
Dm(C
4
3 ) ≤ 3m+ 36;Dm(C
5
3) ≤ 3m+ 86;Dm(C
6
3) ≤ 3m+ 220.
Proof. By Corollary 5.5 and Remark 5.6.
In the next Lemma we collect several useful properties on the Davenport
constant.
Lemma 5.8. Let G be a non-trivial finite Abelian group and H subgroup
of G. Then:
(20) D(H) +D(G/H)− 1 ≤ D(G) ≤ DD(H)(G/H) ≤ D(H)D(G/H).
Proof. The inequality D(H)+D(G/H)−1 ≤ D(G) is proved in Proposition
3(i) in [16]. Now we prove the inequality D(G) ≤ DD(H)(G/H) on the
same lines as in [5] (we include the proof for the sake of completeness).
If |S| ≥ DD(H)(G/H) is any sequence over G, then one can, by definition,
extract at least D(H) disjoint non empty subsequences S1, . . . , SD(H)|S such
that σ(Si) ∈ H. Since T =
D(H)∏
i=1
σ(Si) is a sequence over H of length D(H),
thus there exists a non-empty subset I ⊆ [1, D(H)] such that T ′ =
∏
i∈I
σ(Si)
is a zero-sum subsequent of T.
We obtain that S ′ =
∏
i∈I
Si is a non-empty zero-sum subsequence of S.
The inequality DD(H)(G/H) ≤ D(H)D(G/H) follows from Remark 3.2.
Theorem 5.9. For an Abelian group Cp⊕Cn2⊕Cn3 such that p|n2|n3 ∈ N,
where p is a prime number, we have:
(21) n3+n2+p−2 ≤ D(Cp⊕Cn2⊕Cn3) ≤ Dn2
p
+
n3
p
−1
(C3p) ≤ 2n3+2n2−3.
Proof. If G = Cp ⊕ Cn2 ⊕ Cn3 such that p|n2|n3 ∈ N, then exp(G) = n3.
Note that: n3 + n2 + p− 2 = D
∗(G) ≤ D(G). Denoting by H a subgroup of
G such that H ∼= Cn2
p
⊕ Cn3
p
. The quotient group G/H ∼= Cp ⊕ Cp ⊕ Cp.
By Lemma 5.8 we get
(22) D(G) ≤ DD(H)(G/H) = Dn2
p
+
n3
p
−1
(C3p).
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By (18) (with m = n2
p
+ n3
p
− 1, k = 2p) and Corollary 5.2, we get
D(G) ≤ s≤2p(C
3
p ) + 2p(
n2
p
+ n3
p
− 2) ≤
≤ 2p(n2
p
+ n3
p
− 2) + (4p− 3) = 2n3 + 2n2 − 3.
(23)
Our next goal is to generalize [5, Theorem 3.2] to the case r(G) ≥ 3.
Theorem 5.10. Let H,K and L be Abelian groups of orders |H| = h,
|K| = k and |L| = l. If G = H ⊕K ⊕ L with h|k|l.
Let Ω(h) denote the total number of prime factors of h. Then:
(24) s≤2Ω(h)l(G) ≤ 2
Ω(h)(2l + k + h)− 3.
Proof. The proof will be inductive. If h = 1, then by [5, Theorem 3.2] we
have:
(25) s≤2Ω(h)l(G) = s≤l(K ⊕ L) ≤ 2l + k − 2 = 2
Ω(1)(2l + k + 1)− 3.
Assume that h > 1 and let p be a prime divisor of h.
Let H1 be a subgroup of H, K1 be a subgroup of K, L1 be a subgroup of
L, with indices [H : H1] = [K : K1] = [L : L1] = p.
Put h = ph1, k = pk1, l = pl1 and Q = H1 ⊕K1 ⊕ L1.
Assume inductively that theorem is true for Q i.e.
(26) s≤2Ω(h1)l1(Q) ≤ 2
Ω(h1)(2l1 + k1 + h1)− 3.
Let s = 2Ω(h)(2l + k + h)− 3 and S = g1g2 · . . . · gs be a sequence of G.
We shall prove that there exists a subsequence of S with length smaller
or equal to 2Ω(h)l and zero sum. Let bi = gi + Q ∈ G/Q. We consider
the sequence
s∏
i=1
bi of length s.
The quotient group G/Q is isomorphic to C3p and
(27) s = 2p
(
2Ω(h1)(2l1 + k1 + h1)− 2
)
+ 4p− 3.
Therefore, by Lemma 5.2 there exist pairwise disjoint sets Ij ⊂ [1, s],
|Ij| ≤ 2p and
(28) j ≤ j0 = 2
Ω(h1)(2l1 + k1 + h1)− 1
such that each sequence
∏
i∈Ij
bi has a zero sum in G/Q.
In other words σ(
∏
i∈Ij
gi) =
∑
i∈Ij
gi ∈ Q. By induction assumption for Q
there exists J ⊆ [1, j0] with |J | ≤ 2
Ω(h1)l1 such that
∑
j∈J
σ(
∏
i∈Ij
gi) = 0.
Thus, we obtain zero sum subsequence of S in G of length not exceeding∑
j∈J
|Ij| ≤ 2
Ω(h1)l1 · 2p = 2
Ω(h)l, which ends the inductive proof.
9Theorem 5.11. Let H1, H2, . . . , Hn be Abelian groups of orders |Hi| = hi.
If n ≥ 2 and G = H1 ⊕H2 ⊕ . . .⊕Hn with h1|h2| . . . |hn, then
(29) s≤(n−1)Ω(hn)hn(G) ≤ (n−1)
Ω(hn)(2(hn−1)+(hn−1−1)+. . .+(h1−1)+1).
Proof. We proceed by induction on n and hn.
If n = 2, then the inequality (29) holds by [[5] Theorem 3.2]. Namely:
s≤(2−1)Ω(h2)h2(H1 ⊕H2) =
= s≤h2(H1 ⊕H2) ≤ 2h2 + h1 − 2 = (2− 1)
Ω(h2)(2(h2 − 1) + (h1 − 1) + 1).
(30)
Suppose that the inequality (29) holds for fixed n− 1 ≥ 2:
s≤(n−2)Ω(hn−1)hn−1(H1 ⊕ . . .⊕Hn−1) ≤
≤ (n− 2)Ω(hn−1)(2(hn−1 − 1) + (hn−2 − 1) + . . .+ (h1 − 1) + 1).
(31)
If n ≥ 3 and h1 = 1, then G and H2 ⊕ . . .⊕Hn are isomorphic. By (6):
s≤(n−1)Ω(hn)hn(G) =
= s≤(n−1)Ω(hn)hn(H2 ⊕ . . .⊕Hn) ≤
≤ s≤(n−2)Ω(hn)hn(H2 ⊕ . . .⊕Hn).
(32)
Thus by the induction hypothesis (31):
s≤(n−1)Ω(hn)hn(G) ≤
(n− 2)Ω(hn)(2(hn − 1) + (hn−1 − 1) + . . .+ (h2 − 1) + 1) ≤
(33)
≤ (n− 1)Ω(hn)(2(hn − 1) + (hn−1 − 1) + . . .+ (h2 − 1) + (1− 1) + 1).
Therefore (29) holds.
Suppose that the inequality (29) holds for fixed n ≥ 3 and fixed h, such
that h1 > h ≥ 1:
(34) s≤(n−1)Ω(hn)hn(G) ≤ (n−1)
Ω(hn)(2(hn−1)+(hn−1−1)+. . .+(h−1)+1).
Let p be a prime divisor of h1. Let H
∗
i be a subgroup of index p of a group
Hi. Put hi = ph
∗
i and Q = H
∗
1 ⊕H
∗
2 ⊕ . . .⊕H
∗
n. By inductive assumption,
the inequality (29) holds for Q:
(35) s≤(n−1)Ω(h∗n)h∗n(Q) ≤ 2
Ω(h∗n)(2(h∗n− 1)+ (h
∗
n−1− 1)+ . . .+(h
∗
1− 1)+1).
We put s = (n− 1)Ω(hn)(2(hn − 1) + (hn−1− 1) + . . .+ (h1− 1) + 1) and let
S = g1g2 · . . . · gs be a sequence of G.
We shall prove that there exists a subsequence of S with length smaller or
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equal to (n − 1)Ω(hn)hn and zero sum. Let bi = gi + Q, 1 ≤ i ≤ s, be the
sequence of G/Q. The quotient group G/Q is isomorphic to Cnp and
s = (n− 1)Ω(h
∗
n)+1
(
p
(
2(h∗n − 1) + . . .+ (h
∗
1 − 1) + 1
)
+ n(p− 1)
)
≥
p(n− 1)Ω(h
∗
n)+1
(
2(h∗n − 1) + . . .+ (h
∗
1 − 1) + 1
)
+ (n− 1)n(p− 1) ≥
(n− 1)p
(
(n− 1)Ω(h
∗
n)
(
2(h∗n − 1) + . . .+ (h
∗
1 − 1) + 1
))
+ 2p− n.
(36)
Therefore, by Lemma 5.1 there exist pairwise disjoint Ij ⊆ [1, s] with |Ij| ≤
(n− 1)p and
(37) j ≤ j0 = (n− 1)
Ω(h∗n)(2(h∗n − 1) + . . .+ (h
∗
1 − 1) + 1)
such that sequence
∏
i∈Ij
bi has a zero sum in G/Q.
In another words σ(
∏
i∈Ij
gi) =
∑
i∈Ij
gi ∈ Q. By induction (29) for Q there
exists J ⊆ [1, j0] with |J | ≤ (n− 1)
Ω(h∗n)h∗n such that
∑
j∈J
σ(
∏
i∈Ij
gi) = 0.
Thus, we obtain zero sum subsequence of S in G of length not exceeding∑
j∈J
|Ij| ≤ (n− 1)
Ω(h∗n)h∗n · (n− 1)p = (n− 1)
Ω(hn)hn.
6 Davenport’s constant and smooth numbers
First, we recall the notion of a smooth number. Let F = {q1, q2, . . . , qr} be
a subset of positive integers. A positive integer k is said to be smooth over
a set F if k = qe11 · q
e2
2 · . . . · q
er
r where ei are non-negative integers.
Remark 6.1. Let n ∈ N. Each smooth number over a set {q1
n, q2
n, . . . , qr
n}
is an n-th power of a suitable smooth number over the set {q1, q2, . . . , qr}.
Definition 6.2. Let {p1, p2, . . . , pr} be a set of distinct prime numbers.
By c(n1, n2, . . . , nr), we denote the smallest t ∈ N ∪ {∞} such that every
sequence M of smooth numbers over a set {p1, p2, . . . , pr}, of length t has
a non empty subsequence N such that the product of all the terms of N is
a smooth number over a set {p1
n1 , p2
n2, . . . , pr
nr}.
Theorem 6.3. Let n1, n2, . . . , nr be integers such that 1 < n1|n2| . . . |nr.
Then:
(38) c(n1, n2, . . . , nr) = D(Zn1 ⊕ Zn2 ⊕ . . .⊕ Znr).
Proof. It follows on the same lines as proof of [4, Theorem 1.6.]. First we
will prove that
(39) c(n1, n2, . . . , nr) ≤ D(Zn1 ⊕ Zn2 ⊕ . . .⊕ Znr).
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We put l = D(Zn1⊕Zn2⊕. . .⊕Znr). LetM = (m1, m2, . . . , ml) be a sequence
of smooth numbers with respect to F = {p1, p2, . . . , pr}.
For all i ∈ [1, n], we have mi = p
ei,1
1 p
ei,2
2 · . . . ·p
ei,1
r where ei,j are non-negative
integers. We associate each mi with ai ∈ Zn1 ⊕ Zn2 ⊕ . . . ⊕ Znr under the
homomorphism:
Φ : {pe11 · p
e2
2 · . . . · p
er
r : ei ≥ 0, ei ∈ Z} → Zn1 ⊕ Zn2 ⊕ . . .⊕ Znr ,
Φ(pe11 · p
e2
2 · . . . · p
er
r ) =
(
[e1]n1 , [e2]n2 , . . . , [er]nr
)
.
(40)
Hence:
(41) Φ(mi) =
(
[ei,1]n1 , [ei,2]n2 , . . . , [ei,r]nr
)
.
Thus, we get a sequence S = a1a2 · . . . · al of elements of the group
Zn1⊕Zn2⊕ . . .⊕Znr of length l = D(Zn1⊕Zn2⊕ . . .⊕Znr). Therefore, there
exists a non-empty zero sum subsequence T of S in Zn1 ⊕ Zn2 ⊕ . . .⊕ Znr ,
and let T = aj1aj2 · . . . · ajt . That is
(42)
t∑
i=1
eji,k ≡ 0 (mod nk),
where k ∈ [1, r]. Consider the subsequence N of M corresponding to T.
We have N = (mj1, mj2, . . . , mjt) and by equation 42, we get
(43)
∏
m∈N
m =
r∏
k=1
pk
t∑
i=1
eji,k
=
r∏
k=1
(pk
nk)lk ,
for some integers lk ≥ 0. Hence
∏
m∈N
m is a smooth number over a set
{p1
n1 , p2
n2, . . . , pr
nr}. By definition of c(n1, n2, . . . , nr) we get inequality
(39). To prove
(44) c(n1, n2, . . . , nr) ≥ D(Zn1 ⊕ Zn2 ⊕ . . .⊕ Znr).
Let l = c(n1, n2, . . . , nr) and S = a1a2 · . . . · al be a sequence of elements of
Zn1 ⊕ Zn2 ⊕ . . .⊕ Znr of length l, where ai =
(
[ei,1]n1 , [ei,2]n2 , . . . , [ei,r]nr
)
.
We put mi = p
ei,1
1 · p
ei,2
2 · . . . · p
ei,r
r . The sequence M = (m1, m2, . . . , ml) of
integers is a sequence of smooth numbers over a set F.
By definition of l = c(n1, n2, . . . , nr), there exists a non-empty subsequence
N = (mj1, mj2, . . . , mjt) of M such that:
(45)
∏
m∈N
m =
r∏
k=1
(pk
nk)lk ,
for some integers lk ≥ 0. The subsequence T of S corresponding to N will
sum up to the identity in Zn1 ⊕ Zn2 ⊕ . . .⊕ Znr . Therefore (44) holds and
we obtain (38).
12 M.Zakarczemny
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