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I. Introduction
The effects of temperature and heating conditions have a fundamental importance during the Injection Stretch Blowing Molding (ISBM) process of PET preforms. The mechanical properties of PET are related to the microstructural morphology of the material and strongly depend on the process temperature as well as on the strain rates. There is a great industrial interest in predicting the temperature distribution at the beginning and during the ISBM process: it is a scientific problem that has been addressed by numerous authors during the 15 last years.
Regarding the numerical approach, Venkateswaran et al. (1998) were among the first to model the temperature profile through the thickness of the preform by solving the energy equation with radiation as the source term and they provided an experimental validation by measuring the surface temperatures using infrared thermocouples. The conducted simulation was 1D, on several positions of the preform, and did not take into account the conduction in the direction normal to the thickness. Yousefi et al. (2001) used a finite element approach for the modeling of the heat exchanges between the preform and the infrared oven. Taking into account the rotation of the preform, the convection and the hypothesis of a gray body for PET, the temperature profile on the heated preform was calculated. However, the temperature gradient in the thickness of the preform was not considered. Later, Huang et al. (2005) modeled the infrared (IR) heating of the preform by calculating a radiative flux term received by the preform surface and then diffused into the material by conduction. The model was validated through comparisons with temperature measurements by thermocouples in the thickness of the preform. Following Monteix (2001) , Champin (2007) and Bordival (2009) used the thermal properties identified in (Monteix 2001) to model the IR heating in the case of a 3D preform. A radiation source term was implemented in the heat equation. This volume source term was calculated by the method of ray tracing, coupled with a spectral absorption law of Beer Lambert. This approach was continued by Cosson et al. (2011) in order to develop the ray tracing method for the computation of the radiative source term in IR heating.
This method was shown to be efficient to predict the temperature distribution of the preform.
More recently, Erchiqui et al. (2009) used a simplified approach and the finite element method to analyze the temperature evolution in a semi-transparent thin membrane of the amorphous PET, subjected to a radiative source. All these works focus on the IR heating modeling and do not consider the natural air convection around the PET samples.
Regarding the experimental approach, studies on the PET sheet, a more simple geometry than a preform, were carried out at the first time in Lebaudy et al. (1995) , Schmidt et al. (2003) and Monteix et al. (2001) . Their purpose was to characterize the thermal parameters of the infrared oven and the interaction between the emitter and the PET sheet. The experimental results available in Lebaudy et al. (1995) , Schmidt et al. (2003) and Monteix et al. (2001) were also used to validate numerical simulations. Recently, Salomeia et al. (2013) and Menary (2012) did the first temperature measurements of the air blown inside the bottle. They showed that the temperature of the air increases as soon as the preform is introduced in the mold, before the beginning of the preblow. However, only one thermocouple junction was mounted in the metallic stretch rod by using a silicon sealant. Therefore, there is only one curve presenting the variation of the temperature of the air blown in the hot preform. This work provides important data for the thermal boundary conditions of the ISBM simulations.
Currently, they are working on measuring the internal and external surface temperatures of a preform since the industry has no means to accurately measure them.
In our previous papers (Luo et al. 2012 (Luo et al. , 2013 (Luo et al. , 2014 we have presented a contribution on the thermal aspects of the ISBM process, in which the procedure for the identification of the thermal properties is performed on PET sheets from IR heating tests. From the measurement of the temperature field during the IR heating of the PET sheet, it has been shown that the temperature at the bottom of the PET sheet is lower than anywhere else in the surface (Luo et al. 2014) . The surrounding air, heated by the PET sheet temperature, becomes lighter and rises along the sheet carrying cold air from the bottom region: this is the effect of the natural or free convection of air. The convective heat transfer, resulting from the temperature difference between the sheet and the ambient air, plays an important role in the temperature distribution in the sheet that cannot be accurately taken into account using a global convection heat transfer coefficient.
The main goal of this paper is to provide accurate thermal boundary conditions to perform a 3D thermal finite element simulation of the infrared heating. This means to manage the calculation of the infrared flux and to provide a convection heat transfer able to reproduce the natural air convection effect. This goal is relevant in an industrial context where 2D or 3D complete calculations including the PET sample and the convection of the surrounding air is very time consuming.
The next Section II presents the procedure used to identify the convection heat transfer evolution along the plane PET sample from a complete 2D simulation carried out using the 
II.1 Complete 2D model of IR heating and natural air convection
The IR heating apparatus was modeled in 2D for a first analysis of the influence of the air free convection. All the material and thermal properties of PET are given from previous experiments (Luo et al. 2012 (Luo et al. , 2013 and summarized in Table 1 . The volume of the apparatus is represented by a rectangle, as shown in Fig. 1 . The small rectangle in the center of Fig. 1 represents the 3 mm thick and 12.5 cm high PET sheet. The 8 IR lamps have a 4 mm diameter. In order to simplify the study in Ansys/Fluent, they were considered as straight segments of 4 mm high. They are separated by seven 15 mm long adiabatic interstices. On these 8 segments, the IR flux is imposed to 7900 W/m 2 . This intensity is obtained from the electric consumption of the heating apparatus divided by the total surface of the lamps.
The walls of the enclosure (left, bottom and top boundaries) that contains the lamps and the PET sheet are assumed to be adiabatic and radiate through the atmosphere to the open boundaries (right boundaries). The calculation takes into account the radiation by solving the radiative transfer equation in air and PET. The PET is assumed to be a semi-transparent medium: the value of its emissivity is 0.93 (Bordival 2009 ) and the absorption coefficient is 3.10 4 m -1 .
Considering the velocity problem, a no-slip condition is applied at walls, on the whole left, bottom and top boundaries. On the open boundary (on the right), which is the opening that allows us to follow the temperature with the thermal camera in the experiments, the relative static pressure Ps = 0 is imposed (Ps is relative to P atm ). The velocity is equal to zero and the air and PET temperatures are equal to 293K at the initial condition. During the simulation, the temperature of the air entering in the computational domain is also 293K.
The continuity, Navier-Stokes and energy equations are solved using the second order Quick discretization scheme to calculate the velocity, pressure and temperature fields. The whole non-linear system of equations is solved by a segregated method and a time implicit scheme (PISO algorithm) in the software Ansys/Fluent. Since the computational domain is open, wide and its geometry is quite complicated, a multi-block domain with a hybrid mesh was built to be able to appropriately refine the mesh in the boundary layers near the heating lamps and the PET sheet. The mesh is structured at the boundary layers and unstructured in other volumes to limit the total number of elements. Over 250,000 cells are generated as following:
-Structured fine mesh where boundary layers develop: along the lamps, on the both sides of the PET sheet and along the top wall;
-Structured mesh between the lamps and the sheet because an upward flow of chimney type develops; -Unstructured mesh on the region below and on the right of the sheet, in order to limit the number of computation points.
The radiative flux is calculated by the method of discrete ordinates which transforms the integro-differential radiative transfer equation into an algebraic system of equations. The radiative transfer equation in the direction s for the spectral intensity, I λ , which allows the modeling of non-gray radiation (ANSYS FLUENT Theory Guide 2011), can be written as:
where λ is the wavelength, r is the position vector, s and ' s are the direction vector and the scattering direction vector, I is the radiation intensity which depends on position r and direction s , s σ is the scattering coefficient, n is the refractive index and '
Ω is the solid angle. The scattering phase function Φ and the refractive index n are assumed independent of the wavelength.
The chosen time step is 0.005 s and the total time studied is slightly over 500 s because our experimental results show that the temperature variation of the PET sheet is less than 5% after that time period. We can therefore consider that a quasi steady state begins at about t=500 s for the heating conditions of our experiment. Furthermore the glassy/rubber transition of the PET sheet is observed after t≈500 s in these experiments. As the aim of our study is to model the temperature distribution in the PET samples till the glassy/rubber transition, we are going to focus our analysis of the temperature distribution in the PET samples at t=500 to 550 s.
Using the discrete ordinate radiation model, the solution accuracy and the solving speed depend on the angular discretization (ANSYS FLUENT Theory Guide 2011). In our 2D
calculations, due to the symmetry, the angular space π is discretized into φ N 2 solid angles.
Different values of the angular discretization number, φ N , are tested to observe their effect. 
II.2 Computation of the convective heat transfer coefficient
where k a is the air thermal conductivity, n is the direction normal to the wall and the reference temperature T ref is chosen as the ambient temperature T ∞ =293K. Indeed, as shown in Fig. 3 , the air temperature varies between 293K and less than 297K in all the central part of the "chimney" between the wall with the IR lamps and the PET sheet wall, and on the right of the PET sheet, outside the boundary layers.
The local heat transfer coefficient h along the front surface of the PET sheet is calculated in the Ansys/Fluent simulation at each time step to follow its evolution. From t=400 s, the values of h no longer change. As shown in Fig. 4 at t=550 s, h approximately varies from 12 to 8 W/m 2 K on average from the bottom to the top of the sheet. The h oscillations in Fig. 4 are due to the T w oscillations in the definition (7) caused by a slightly too low resolution of φ N as explained at the end of section II.1. To smooth these oscillations, the following function is used to interpolate the more or less linear evolution of the heat transfer coefficient h:
where Δh/L = 28 W/m 3 .K and h 0 = 12 W/m 2 .K.
One can then compare equation (8) where Nu is the Nusselt number, y the coordinate along the vertical wall and g the gravitational acceleration. β, α and ν are the coefficient of thermal expansion, the thermal diffusivity and the kinematic viscosity of air respectively. q is the average radiative flux density received by the PET sheet from the IR lamps. Both q and the wall temperature T w (necessary to estimate the thermal properties) are obtained from the result of the Ansys/Fluent simulation: q=1900 W/m 2 and T w is given in Table 3 with the values of the heat transfer coefficient h from the numerical approach (Equation 8) and the one from equation (9), in the bottom, middle and top of the front surface of the PET sheet. The relative difference for these 3 values of h varies between 4 and 50%. That means the heat transfer coefficient h based on the correlation equation (9) cannot be used in the present configuration. It is therefore necessary to simulate the air natural convection to obtain the convective heat transfer coefficient.
II.3 Validation of h for a 3D simulation of the PET sheet alone
In this section, we present a 3D simulation with Comsol of the heat transfer in the PET sheet alone using a simplified approach to model the effect of the air natural convection. To mimic this effect, the convective heat transfer coefficient h given by Eq. (8) 
III. Modelling of the infrared heating of the PET preform
The complete calculation of the fluid flow and convective and radiative heat transfer using Ansys/Fluent takes a lot of CPU time and is not adapted to the simulation of the IR heating of rotating preforms in an industrial context. Therefore, in the case of the PET cylindrical preforms, we have chosen to make a 3D calculation of the heat transfer in the preform only, and to model the radiative and convective heat transfer with its environment in a simplified way, as presented in the following subsections.
III.1 Computation of the incident radiation on the PET preform
Before performing the thermal simulation of the IR heating of the preform, the incident radiation must be calculated and then implemented in the software Comsol. The infrared radiation received by the preform can be estimated from a simple modeling by integrating the spectral energy and by taking into account the view (or form) factors between the lamps and the preform. Figure 6a presents the geometry of the lamps and the preform. Eight identical IR lamps (radius r = 2 mm and length L = 185 mm) are modeled as cylinders separated by a distance d = 18.6 mm (Fig. 6b) .
The amount of the radiation energy that comes from the surface element dA' at the collocation point M' and reaches the surface element dA at the collocation point M is first calculated. 
The two angles ' θ and θ represent respectively, the angle between the direction normal to the lamp surface ' n at point M' and the path direction w ; the angle between the direction normal to the PET sheet n at point M and the path direction w :
The amount of the radiation heat energy can be written in the following way: ). There are three cases:
-Point M can receive the radiation from point A to point B. The interval of integration
-Point M receives no radiation from the lamp (M is located in the rear part of the preform). In this case, the incident radiation on point M is zero. 
Therefore, the coordinates of D can be calculated as:
Then we consider the semi-spherical part of the preform. After a calculation similar to that of the cylindrical part, the intensity per unit area of the incident radiation at the point M is:
There are also three cases as in the previous case. From the calculation of the incident radiation intensity on the cylindrical or semi-spherical part, one obtains the incident heat flux on the outer surface of the preform (Fig. 7) . One can see that the incident radiation intensity reaching the outer surface of the PET preform is not uniform. At the central zone, the incident heat flux can reach 2500 W/m 2 . In the semispherical part, it drops quickly with the depth because of the geometry (it reaches zero at the deepest point).
The The least squares method has been used to fit the flux calculated and determine the parameters of the interpolation equation. From Fig. 7 , we compare the intensity of the incident radiation calculated and the one interpolated. In the cylindrical part, the maximum difference between these two fluxes is less than 0.1%; it is equal to 5% in the semi-spherical region.
III.2 3D simulation of the IR heating of a PET preform and experimental comparison
We focus now on the modeling of the temperature distribution in a preform heated by IR lamps. The preform rotates at a speed of 8 rounds / minute in front of the IR lamps, in order to obtain a homogeneous heating in the azimuthal direction of the preform. In the experimental result, 60 points on the outer surface of the preform are measured by the thermal camera to follow the evolution of the temperature. Figure 8 .b shows the outside temperature of the preform measured at quasi-steady state.
To take into account the rotation of the preform, the interpolated intensity of the incident radiation of equation (21) (Fig. 8.c) gives a good representation of the experimental results measured by the camera: in the center region, the mean temperature difference is about 1°; in the spherical region, it is about 5° and it is 2-3° near the neck which is very reasonable considering the uncertainties of the process conditions. Figure 9 shows the evolution of the temperature on 3 points of the outer surface of the preform: in the top region near the neck, in the bottom region near the injection point and in the center region. It compares the results obtained by simulation from Comsol and measured by the camera. For both top and center points, the mean difference between the two curves is about 1%. The difference is higher in the beginning of the simulation for the bottom point.
This may be due to the interpolation of the IR flux which is under evaluated in the semi spherical region of the preform.
In the simulation results, the preform rotates in front of the IR lamps and that leads to oscillations in the temperature evolution when following a given node. These oscillations can reach 3 o C above and below the mean temperature. This phenomenon does not appear experimentally because the thermal camera always measures the temperature at the same location in space (i.e. the material point of the preform is not followed by the camera). Figure 10 shows the temperature distribution after IR heating along the inside and outside surface of the preform. One can observe that the bottom region is not heated enough and the temperature in this region is lower than the glass transition temperature which is equal to about 80°C. That is because firstly the bottom region is at the same vertical position as the last lamp: the incident radiation in this part is not intense enough; secondly, the bottom region of the preform receives directly the cold air and the effect of the air natural convection is not negligible.
From Fig. 11a of the experimental set-up, one can see that the bottom of the preform is at the same height of the bottom of the lamp. If we perform a free blowing process in this IR heating condition, the semi spherical part of the preform could not be dilated (this can be shown in Fig. 11b ).
IV. Conclusions
The main result of the present study is that the convection heat transfer must be taken into account in the modeling of the IR heating of PET sheets and preforms. Otherwise, the temperature in the PET samples is overestimated and can lead to a wrong modeling of the PET sample behavior in the ISBM process. However, the computational cost to solve a full 3D model of the coupled heat transfer during the ISBM process (taking into account the conduction, convection and radiation in and between a PET preform, the IR lamps and the air flow) is so high that it cannot be applied in an industrial context. The aim of this paper is therefore to propose a simplified but consistent modeling of both the convective and radiative heat transfers during the IR heating step of the PET preform that can be solved at a reasonable computational cost. The different steps of this modeling are summed up now.
First, the thermal properties of PET identified in Luo et al. (2012 Luo et al. ( , 2013 In order to simulate the IR heating of a rotating preform in front of IR lamps, we have conducted the calculation of IR heating flux coming from the IR lamps in a geometry adapted to the spherical and cylindrical shapes of the PET preform. A 3D numerical simulation has been performed with the interpolated intensity of the incident radiation and a linear distribution of the heat transfer coefficient h to model the natural air convection effect. The numerical temperature distribution on the outer surface of the preform at quasi-steady state fits well (less than 8% max difference) the experimental results measured by the camera. This approach is much more accurate than the classical use of a constant convection heat transfer coefficient.
In future works, we intend to implement the temperature distribution of the preform as an initial condition to simulate accurately and reproduce the blowing of the preform as shown and finally simulate the ISBM process. In parallel, the uncertainty of the simplified model for natural air convection is also studied in order to qualify the accuracy of the temperature field prediction. 
