Machines (LSSVM) hyper-parameters, namely regularization parameter and kernel parameters plays a crucial role in obtaining a promising result in prediction task. Any improper values setting of the said hyper-parameters would demote the generalization of LSSVM. Concerning that matter, in this study, Flower Pollination Algorithm (PA), which is relatively new optimization algorithm is hybrid with LSSVM. Here, the FPA is served as an optimization algorithm for LSSVM. The hybrid FPA-LSSVM is later realized for prediction of dengue outbreak in Yogyakarta, Indonesia. Since it was first recognized, until now Dengue Fever (DF) remains as a major concern of public health in community, specifically during the massive outbreaks. A serious infection of dengue can progress into a more critical condition namely Dengue Hemorrhagic Fever (DHF). Therefore, a good prediction model is vital to predict the dengue outbreak cases. By using monthly disease surveillance and meteorological data, the performance of the prediction model is guided by Mean Square Error (MSE) and Root Mean Square Percentage Error (RMSPE). Findings of the study demonstrate that FPA-LSSVM is able to produce lower error rate compared to the other identified algorithms.
I. INTRODUCTION
Optimization is regarded as a mathematical discipline which focuses on finding an optimal value for a set of adjustable parameters, regardless of to minimize or maximize the objective function, subject to the constraint. In recent decades, it can be seen that a particular attention has been paid by the researchers on developing nature inspired optimization algorithms and this includes the well-known Particle Swarm Optimization (PSO) which is motivated by a nature behaviour of bird flocking or fish schooling [1] , Artificial Bee Colony (ABC) algorithm which is inspired by intelligent foraging behaviour of honey bees in nature [2] , Firefly Algorithm (FA) [3] which mimics the flashing behaviour of fireflies, Grey Wolf Optimizer [4] which inspired by the leadership hierarchy and hunting mechanism of grey wolves in nature and many others. These algorithms are also known as Swarm Intelligence (SI) which is a group of population-based optimization algorithms [5] . These algorithms have been proven to be effective in solving many problems and this includes in LSSVM parameter tuning [6] [7] [8] .
In this study, a relatively recent optimization algorithm is presented, namely Flower Pollination Algorithm (FPA) [9] . The FPA is served as an optimization tool to Least Squares Support Vector Machines (LSSVM) hyper-parameters, for the purpose of prediction. The hybrid FPA-LSSVM will be performed on dengue outbreak prediction, based on the measured real parameters which include cumulative monthly rainfall (mm), mean monthly temperature readings ((°C) and mean monthly relative humidity (percentage).
Dengue Fever (DF) which is one of the most well-known disease is an acute febrile disease and one of the most vita arboviral infections that occurs mainly in the tropics country. Until recently, it is still a major challenge for public health, specifically during massive outbreaks. DR which is transmitted by Aedes aegypty can be life threatening and lead to fatal. In many countries, DF continues to be a risky public health dilemma and become one of the government main concern due to a large increase of cases [10] .
Concerning the seriousness of dengue cases in public community, a range of quantitative prediction methods have been presented on dengue outbreak prediction. In [11] daily weather data. By using Support Vector Machines (SVM), the obtained results demonstrated that there is a high correlation between dengue cases and rainfall DPE features. A prediction model for dengue outbreaks based on disease surveillance and meteorological data has been presented in [10] . In the study, generalized linear regression was employed to fit relationship between the input and output variable. Findings of the study showed that temperature and rainfall give a significant influence to dengue incidence and epidemic transmission. Earlier, an Artificial Neural Network (ANN) based model for dengue outbreak prediction was published by using 6 years period of data [12] . The presented ANN shows the efficiency in modelling the case of interest.
The remainder of this paper is organized as follows: a brief description on LSSVM and FPA are presented in Section III, followed by the implemented methodology in Section IV. Section V presents the experiment results and finally, the conclusions are drawn in Section VI.
II. LSSVM OPTIMIZED BY FLOWER POLLINATION ALGORITHM
The introduction of FPA [9] is derived from the biological process of transferring flower' pollens. In nature, this process is served by birds, bats, insects and a few other animals. Pollination can be categorized into two groups namely biotic and abiotic. Between these two categories, biotic dominates the flower pollination, with 90% while the rest is occupied by abiotic. The FPA is developed subject to the following rules:
1. The combination of biotic and cross pollination through which the pollen transports pollinators perform the levy flight is called as global pollination. 2. Abiotic and self-pollination is defined as local pollination. 3. Reproduction probability is considered as flower constancy which is proportional to the resemblance of the two flowers. 4. The switching probability p ∈ [0,1] controls both the local and global pollination.
In this study, the FPA employed as an optimization tool to search for optimal values of LSSVM hyper-parameters. LSSVM is a modified version of conventional Support Vector Machines (SVM) [13] which is a discriminative classifier based on maximal margin property. LSSVM has been proven its effectiveness in addressing many prediction problems. In LSSVM, there are two tuning hyper-parameters that affect the generalization of LSSVM in prediction task, namely regularization parameter , and kernel parameter σ
2
. The details of LSSVM can be seen in [14] .
III. METHODOLOGY
This section is dedicated to discuss on the implemented methodology which incorporated of four main stages. This includes data collection, algorithm design, algorithm development and evaluation. The stages involved in methodology is illustrated in Figure 1 .
A. Data Collection
In this study, a dengue cases time series data of Yogyakarta, Indonesia [10] are employed which consists of dengue cases data (dengue fever, dengue hemorrhagic fever and dengue shock syndrome), cumulative rainfall values (mm), mean temperature values (°C) and mean relative humidity values (percentage). The data were collected in monthly-based format which is spanning from 2001 to 2013. The employed data were downloaded from https://github.com/alramadona/yews4denv/tree/master/data. The MATLAB language was selected as the major data analysis tool. Table 1 shows the input and output of this study. 
Fig1. Methodology

1) Missing Data:
A few fields contains missing values which might affect the performance of prediction model. For that matter, the missing input was filled with the average value of row before and after. Table 2 shows data proportion that has been set for simulation purposes. 
2) Training, Validation and Testing:
B. FPA-LSSVM Prediction Model
As mentioned earlier, the objective of using FPA is to optimize the LSSVM hyper-parameters, which is and σ 2 , where, with the provided optimal values of the said hyperparameters, a good generalization in prediction can be obtained. The optimized value of LSSVM hyper-parameters can be achieved after a maximum number of iteration has been reached. In this study, the objective is to minimize the objective function which is served by Mean Square Error (MSE). The lower the MSE indicates the better result is obtained. The description on the evaluation criteria is described in Section 4(C). Fig. 1 shows the pseudo code of FPA-LSSVM. respectively. Meanwhile, the population size for FPA, MFO and GWO was set to 20 and the maximum iteration was set to 100.
C. Performance Evaluation Metrics
To demonstrate the effectiveness of the experimented models, two criteria were utilized which served as an evaluation metrics. The first one is Root Mean Square Percentage Error (RMSPE) and the second one is Mean Square Error (MSE). The definitions of both metrics are defined as follow:
where n=1, 2, …, N; yn=target values; y(xn)=predict values and N=number of test data.
IV. RESULTS AND DISCUSSION
This section presents and evaluate the results that are obtained from the proposed FPA-LSSVM. The capability of FPA-LSSVM is compared against two comparable hybrid LSSVM with Moth-Flame Optimization (MFO-LSSVM) and Grey Wolf Optimizer (GWO-LSSVM). In FPA-LSSVM, firstly, the hyper0parameters of LSSVM are tuned by the FPA before the prediction task of dengue outbreak cases is proceeded by LSSVM. The prediction performance of FPA-LSSVM and two other hybrid algorithms namely hybrid Moth-Flame Optimization with LSSVM (MFO-LSSVM) and hybrid Grey Wolf Optimizer with LSSVM (GWO-LSSVM) are tabulated in Table 3 . set to the which is 1000 (the upper bound value). It is worth noting that too large or too small values of and σ 2 might lead to poor generalization of LSSVM in prediction task.
V. CONCLUSION
The purpose of this paper was to predict dengue outbreak cases based on hybrid FPA-LSSVM by using the measured real parameters viz. cumulative rainfall values (mm), mean temperature values (°C), mean relative humidity values (percentage) and the number of dengue cases. The performance of the presented FPA-LSSVM was later compared against two comparable hybrid algorithms namely GWO-LSSVM and MFO-LSSVM, which is guided by MSE and RMSPE. Findings of the study demonstrated the feasibility of FPA-LSSVM in the case of interest. The presented prediction model would be beneficial for the stakeholders in order to control the disease.
