Introduction {#Sec1}
============

The classical paradigm of charge transport in semiconductors, based on the propagation of electrons or holes, has been dressed, in recent years, with the novel concept of spin transport. The field of *spintronics*^[@CR1],[@CR2]^ evolved rapidly in a couple of decades, bringing forward the idea of transporting information through the spin degrees of freedom of electrons, along with or even replacing the role of its charge. To allow such progress, a strong bond emerged between traditional solid state physics and materials science^[@CR3]^. Spintronics exploits the ability of conduction electrons to carry a spin-polarized current^[@CR4]^, and relies heavily on long decoherence time and length scales, and leads to the elegance of multifunctionality, an increased data processing speed and less power consumption^[@CR5]^. It is pivotal in quantum information technology and has opened up the possibility of developing quantum computers. This vast potential is definitely what puts the subject of spin-polarized transport on the forefront of contemporary solid state and materials science research.

Experiments in this direction have been inspiring, especially in the last two decades. The development of molecular wires and spin-polarized tunneling devices^[@CR6]^ helped to explore spin-polarized transport in low dimensional systems. Studies on the quantum confinement effect on electron transport^[@CR7]--[@CR9]^, spin filtering and switching effects using ferromagnetic 'leads' and external fields^[@CR10],[@CR11]^, precision maneuvering over spin currents^[@CR12]^ and other experiments on spin-polarized conductance in carbon nanotubes^[@CR13],[@CR14]^ have enriched the understanding and, at the same time, have brought the scope of this relatively recent field of spin transport into limelight. Besides, studies on the spin selective properties of chiral double-stranded DNA molecules^[@CR15],[@CR16]^, on the spin filtering effect exhibited by chiral molecules^[@CR17]^, and spin injection and spin transport in organic spin valves^[@CR18]^ have widened the horizon of the subject. Comprehensive theoretical knowledge also accumulated over the years, not only corroborating the experimental findings but also posing challenges concerning the design of new experimental setups. A simple quantum interferometer, designed in the shape of a single mode ring and threaded by a magnetic flux^[@CR19],[@CR20]^, has proven to be a well-suited object to understand the interplay of a closed loop geometry and a trapped magnetic flux in terms of the path-breaking Aharonov-Bohm (AB) effect^[@CR21]^. Such a simple system with a two-terminal lead geometry was later exploited^[@CR22]^ to study the anisotropic spin transport in the presence of the Rashba and Dresselhaus spin-orbit interactions^[@CR23],[@CR24]^. Earlier, a model quantum ring with a side-coupled stub was proposed for potential spin filters with comprehensive control^[@CR25]^. Recently, an analytical tight binding model has been proposed to study the spin-polarized transport in DNA molecules as well^[@CR26]^.

In this context, it is worth pointing out that tight binding models of magnetic chains, acting as spin filters under various geometrical configurations, have provided a set of quite interesting tools in understanding certain subtle aspects of spin filtering. In this communication, we shall be focusing on such a model. A variety of such studies rely on describing a one-dimensional nano-wire by 'magnetic' atoms whose magnetic moments interact with the spin of the projectile that is incident on the system from one side^[@CR27]--[@CR30]^. Very recently we brought out the conditions of spin filtering a periodic array of magnetic atoms, extending the previous concepts to deal with projectiles with higher spins^[@CR31]^. The idea was later implemented to study the interplay of quasiperiodic arrangements and the topology of specific model networks comprising magnetic and non-magnetic atoms, having a minimal quasi-one dimensionality. It was shown how a hidden dimension in the linear chain of networks opened up, depending on the spin state of the incoming projectile^[@CR32]^, which could be exploited to filter out any desired spin channel. The correlations between the parameters of the Hamiltonian and an external magnetic field were found crucial in delocalizing almost all the single particle states over continuous zones in the energy spectrum, thus obtaining a clean spin filtering.

Spin-polarized transport studies of higher-spin atoms have not yet received the same attention as more conventional spin-1/2 electronic transport. However, large-spin atomic gases have already been the subject of promising theoretical investigations since the end of the last century^[@CR33]--[@CR36]^, mainly inspired by the discovery of Bose-Einstein condensation in atomic gases and the search for superfluid phases in alkali atoms. Fermionic alkaline-earth atoms with large nuclear spin have also been considered for quantum information processing and as quantum simulators for many-body exotic phenomena^[@CR37]^. In the last decade, great experimental progress in the field of ultracold atoms and optical lattices have made the realization of such systems possible. A far-from exhaustive list of examples include the study of quantum degeneracy in an ultracold gas of ^87^Sr atoms^[@CR38]^, the realization of a 1D gas of fermions with tunable spin^[@CR39]^, investigations on exotic forms of magnetism related to the SU (*N*) symmetry emerging in cold atoms with high-spin states^[@CR40]^, and the gas mixture of two fermionic isotopes of Ytterbium, ^1^71 Yb (nuclear spin *I* = 1/2) and ^1^73 Yb (nuclear spin *I* = 5/2)^[@CR41]^. Theoretical^[@CR42]--[@CR46]^ and experimental^[@CR47]--[@CR49]^ efforts in the study of bosonic gases have been equally successful^[@CR50]^, attracting an increasing amount of attention due to their rich variety of phenomena.

In this paper, we study the effect of random, uncorrelated disorder on spin filtering for systems of spin-1/2 and spin-1 particles. We do this through an exhaustive calculation of the *spin-resolved localization lengths*, specifically designed for our purpose, in various cases of disorder and employing a transfer matrix method (TMM). We use a tight binding model, similar to what we employed before^[@CR31],[@CR32]^. A chain of magnetic atoms is considered and randomness is introduced in the values of the on-site potentials and in the magnitudes as well as in the orientations of the magnetic moments with respect to a preferred axis as shown in Fig. [1](#Fig1){ref-type="fig"}. Extensive numerical calculations of localization lengths reveal that, even in the presence of low to moderate disorder, different spin components can be selectively localized in different regimes of energy. While one spin component gets localized in a certain subband, the remaining ones can remain extended, at least within the system size considered. This implies that, spin filtering can indeed be observed at different subsections of the 'energy bands', and the phenomenon of thus can be assessed, using the TMM, to be robust even in the presence of randomness. The robustness of the phenomenon may be inspiring for experimentalists in designing quantum wires where a bit of disorder can creep in, and yet the system can act as a stable spin filter.Figure 1Top left: decomposition of magnetic moment $\documentclass[12pt]{minimal}
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                \begin{document}$$\overrightarrow{h}$$\end{document}$ in its three-dimensional components *h*~*x*~, *h*~*y*~, *h*~*z*~. *θ* and *ϕ* are called polar and azimuthal angles, respectively. Top right: graphic depiction of spin projections for two different spin states *S* = 1/2 and *S* = 1. Bottom: a schematic picture of a linear spin chain in the presence of potential and magnetic field disorder. The random heights at which the particles are positioned simulate the irregularity of the substrate surface and thus the disorder on the onsite potential. The random orientations of the field vector represent the disorder in the magnetic field.
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Model {#Sec3}
-----

We exploit a variation of a spin-polarized tight-binding Hamiltonian describing a linear chain of atoms fixed to a magnetic substrate supplying a magnetic moment $\documentclass[12pt]{minimal}
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In the spin-1/2 case, the only available components can be labelled as ↑, ↓ and subsequently we have$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\bf{c}}}_{n}^{\dagger }$$\end{document}$(**c**~*n*~) is the creation (annihilation) operator at site *n*, ***ε***~*n*~ is the diagonal on-site energy and *t* is the spin-independent, uniform hopping integral along the chain. The energies *ε*~*n*~ are assumed to be independently picked random variables within a uniform distribution in \[−*W*/2, *W*/2\], with *W* determining the degree, or strength, of disorder in the system. If a particle is injected in the system, its spin interacts with the local magnetic moment $\documentclass[12pt]{minimal}
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Thus, the transfer matrix at the *n*-th site for spin-1 particles reads as$$\documentclass[12pt]{minimal}
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It is worth noting the hidden analogy between the one-dimensional model ([1](#Equ1){ref-type=""}) and the relative equations ([4](#Equ4){ref-type=""}) with the equations for spinless fermions on a two-strand ladder network^[@CR51]^: the system can be imagined as two identical chains coupled laterally, with an effective random onsite potential *ε*~*n*,↑~−*h*~*n*~*cosθ*~*n*~ for the virtual "upper" strand corresponding to the ↑ component, and *ε*~*n*,↓~ + *h*~*n*~*cosθ*~*n*~ for the "lower" strand representing the ↓ projection. From this point of view, the hopping *t* is the independent hopping along individual strands in the network, while the off-diagonal terms *h*~*n*~ *sinθ*~*n*~ turn on inter-strand hopping channels. This kind of mapping can be generalized to arbitrary spin values, with the number of strands corresponding to the 2*S* + 1 spin projections. Intuitively, this ladder picture could represent a more immediate way of visualizing the spin filtering phenomenon, imagining that under certain tuning procedures transport is allowed only in one (or some, for *S* \> 1/2) strand.

It has been pointed^[@CR31]^ out that the clean chain could act like a quantum device opening a transmission window only for specific spin components depending on the chosen energy range, filtering out all the others. Interestingly, the study was able to show the same behavior for arbitrary spin particles (*S* = 1/2, 1, 3/2, etc.). Our aim here is to prove the robustness of this filtering effect adding randomness to the system, using a new variation of the TMM algorithm able to extract the localization length for the various transport channels, discerning the individual contribution of each spin component.

Density of States {#Sec4}
-----------------

As already stated elsewhere^[@CR31]^, the tuning of *h*~*n*~ is sufficient for the engineering of the energy bands corresponding to the various spin components, in the absence of magnetic flux. For the sake of simplicity, we restrict ourselves to the *S* = 1/2 case, but the following discussion also holds for particles with higher spin.

In the simplest case of *h*~*n*~ = *h*, *θ*~*n*~ = *θ* = 0, the cross terms determining the hybridization of the spin channels in Eq. ([4](#Equ4){ref-type=""}) are canceled, and all moments will be parallel to each other, lying along the *z*-axis. In the limit of *t* → 0, the energy spectrum will show sharp peaks at *E* = *ε* ± *h*, and the DOS will correspondingly exhibit two *δ*-function-like spikes at these energy values. Switching on the hopping *t* results in a broadening of the spikes, ultimately merging in subbands when *t* \~ *h*. Hence, for a given value of *θ*, *h* can be tuned to open or close a gap in the energy spectrum.

We computed the local density of states (LDOS) for the ↑ and ↓ components evaluating the Green's function **G** = (*E***I** − **H**)^−1^ in the basis *n*, ↑(↓). The LDOS is given as^[@CR31]^$$\documentclass[12pt]{minimal}
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This gap equation implies the existence of the critical magnetic strength *h*~*c*~ = 4*tS* at which the bands meet, independently of the choice of *θ*.

Spin-resolved localization length {#Sec5}
---------------------------------

For general *S*, **T**~*n*~ is a matrix of size 2(2*S* + 1) × 2(2*S* + 1) with 2*S* + 1 associated Lyapunov exponents. The inverse of the smallest Lyapunov exponent determines a localization length *λ*^[@CR52]^. This *λ* does not distinguish the spin projections contributing to its value (see Methods for more detail). However, this is required to establish the possibility of spin selectivity. In order to characterize which of the 2*S* + 1 spin channels is responsible for *λ*, we therefore introduce instead the *spin-resolved localization lengths*, namely,$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{\Lambda }}}_{\sigma }\le {\rm{\max }}({\lambda }_{{m}_{S}},{m}_{S}=1,\ldots ,2S+1)$$\end{document}$ for all *σ*. Thus, although the Λ~*σ*~ are not the direct results of the TMM calculations, they are a proper measure of the localization properties in different spin transport channels. In the following, we shall drop the more precise labeling of spin-resolved localization lengths for the Λ~*σ*~ and merely call them localization lengths.

The spin-1/2 case {#Sec6}
-----------------

As mentioned in the introduction, we are interested in establishing a spin-filtering that remains robust in the presence of disorder. In order to do so, we shall choose a small but not negligible onsite disorder $\documentclass[12pt]{minimal}
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                \begin{document}$$W=0.5t\ll {E}_{B}$$\end{document}$. Also, we shall investigate how spatial and random variations in *h* and *θ* affect the filtering. In all these cases, we shall take care to retain the connection to the clean case. Finally, we shall also study the drop in Λ~*σ*~ when further increasing disorder. The energy scale is set by *t* = 1.

We obtain the localization lengths Λ~↑~, Λ~↓~ and the DOS *ρ*~↑~, *ρ*~↓~ for two different band structure cases: (i) for *h* = 1, we have Δ = 0 and the spectrum shows for −1 ≤ *E* ≤ 1 an overlapping of the spin-↑ and spin-↓ bands. (ii) The model develops a gap with growing *h*, and we chose to set *h* = 3 as the second case of study, representing a clear gap Δ = 2 in the range −1 ≤ *E* ≤ 1. We also present, in every case, the DOS for the corresponding 'clean' system without disorder. This is for comparison with the disordered case in order to indicate that the energy range of non-zero localization lengths remains largely in agreement with the clean band structure for the chosen values of *W*.

### Energy dependence {#Sec7}

We show in the upper panels of Fig. [2(a,b)](#Fig2){ref-type="fig"} the localization length for the case of weak disorder in the on-site potential and *θ* = 0. Since the off-diagonal terms are zero, we have complete channel separation, i.e. two uncoupled chains. The extent of the non-vanishing Λ~*σ*~ values is in good agreement with the span of the DOS of the corresponding 'clean' system as shown in the DOS plots in the lower panels of Fig. [2(a,b)](#Fig2){ref-type="fig"}. We envision that the system obviously exhibits a clear separation into two distinct energy bands for spin-↑ and spin-↓. This spin filtering effect has already been discussed for the clean version of the system described above^[@CR31]^. The effect survives the introduction of randomness in the distribution of the on-site potential: in Fig. [2(a)](#Fig2){ref-type="fig"}, for −3 ≤ *E* ≤ −1, only spin-↑ electrons get transported through the chain, while they are blocked for 1 ≤ *E* ≤ 3. Conversely, for 1 ≤ *E* ≤ 3, only spin-↓ electrons contribute to transport and are blocked for −3 ≤ *E* ≤ −1. As seen here, the subbands overlap in the range −1 ≤ *E* ≤ 1, preventing perfect filtering, but allowing a *partial* filtering depending on the value of *E*. In Fig. [2(b)](#Fig2){ref-type="fig"}, on the other hand, an obvious gap opens between the subbands, and the spin filtering is complete: only spin-↑ electrons get transported in the lower subband and only spin-↓ electrons transmit in the upper one.Figure 2Projected localization lengths Λ~*σ*~ = *λ*~*σ*~\|Ψ^2^\| for the disordered magnetic chain and DOS *ρ* for the corresponding pure systems for spin-1/2 particles, with (**a**,**c**,**e**) showing overlapping bands at *h* = 1 and (**b**,**d**,**f**), the well-separated bands at *h* = 3. The value of the polar angle *θ* changes from (**a**,**b**) *θ* = 0 to (**c**,**d**) *π*/4 and (**e**,**f**) *π*/2. The strength of the potential disorder is *W* = 0.5 in all cases. For clarity, only every second data point is indicated by a symbol, i.e. ∇ for spin-↓ and Δ for spin-↑. The DOS for the corresponding pure systems are shown in the lower part of the panels, corresponding to *ρ*~↓~ (dashed) and *ρ*~↑~ (solid line) for spin-↓ and spin-↑. Lines for Λ~*σ*~ are guides to the eye. The *λ*~*σ*~ error bars are within symbol size when not visible.

Of course, one has to be careful when speaking of "transport". Indeed, the finite localization lengths indicate strong localization for any system much larger than the Λ~↑~, Λ~↓~ values found here. Nevertheless, the values of Λ~↑~, Λ~↓~ are of course determined by which value of *W* was chosen to simulate a disordered environment. Let us assume for a moment that our system would have a finite length *L* (say, e.g., *L* = 200 in Fig. [2(a,b)](#Fig2){ref-type="fig"}). The observation that we can find broad energy regions with either $\documentclass[12pt]{minimal}
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                \begin{document}$${G}_{\sigma } \sim 0$$\end{document}$ when Λ~*σ*~ \< *L*. Last, the spikes at *E* = −1 for Λ~↑~, and at *E* = 1 for Λ~↓~ visible in Fig. [2(a,b)](#Fig2){ref-type="fig"} are due to the famous Kappus-Wegner degeneracy in 1D Anderson models at the middle of the bands^[@CR54]^.

Switching on the additional hopping between spin-↑ and spin-↓ channels for finite *θ* has a strong impact on spin filtering. Figure [2(c,d)](#Fig2){ref-type="fig"} show the results for *θ* = *π*/4, for the same values of *h* discussed above. One can easily see that *mixing* between spin-↑ and spin-↓ states emerges. Looking at panel (d) for the sake of clarity, spin filtering still exists, but in a weaker sense: in the lower band, the spin-↓'s can travel a distance lower than spin-↑ particles by a factor of \~5, resulting in a more pronounced transport of the latter ones. In panel (c) of Fig. [2](#Fig2){ref-type="fig"}, we find that the spin-filtering for −1 ≤ *E* ≤ 1 has stopped and neither spin-↑ nor spin-↓ particles dominate. The resulting "transport" will be spin-unpolarized. Spin filtering disappears for all energies at *θ* = *π*/2 as expected. Each spin component can be transported through the sample for the same distance for both subbands. The vanishing of spin filtering becomes evident by looking at the complete overlapping of both the Λ~↑~, Λ~↓~ localization lengths and *ρ*~↑~, *ρ*~↓~ DOS curves. We can understand the contributions coming from the individual spin projections at finite *θ* by noting that an SU(2) rotation results in a decoupled basis $\documentclass[12pt]{minimal}
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Here, + and − denote the projected spin components after the SU(2) rotation. It is now easy to see that for, e.g., *θ* = *π*/2 both states *ϕ*~*n*,+~ and *ϕ*~*n*,−~ have equally weighted contributions from the old *ψ*~*n*,↑~, *ψ*~*n*,↓~. The energy bands arising from the transformation ([12](#Equ12){ref-type=""}) are centered at *ε* − *h* and *ε* + *h*, and they span the ranges \[*ε* − *h* − 2*t*, *ε* − *h* + 2*t*\] and \[*ε* + *h* − 2*t*, *ε* + *h* + 2*t*\], respectively. Obviously, the numerical results of Fig. [2](#Fig2){ref-type="fig"} show exactly this behavior.

Before leaving this discussion of the spin-1/2 case, let us comment on the *θ* dependence of Λ~*σ*~. Comparing Fig. [3(a,c,e)](#Fig3){ref-type="fig"}, we see that there is a small increase of the maximal Λ values when *θ* increases from 0 and *π*/4 and *π*/2. In these latter situations--including also Fig. [3(b,d,f)](#Fig3){ref-type="fig"} ---, we are effectively dealing with a coupled quasi-1D system, and it is well-known that this leads to an increase in the localization lengths^[@CR55]^.Figure 3Disorder dependence of spin-resolved localization lengths Λ~*σ*~ with (**a**) overlapping bands at *h* = 1 for *θ* = 0 and (**b**) well-separated bands at *h* = 3 for *θ* = *π*/2, *π*/4. In (**a**) different colors correspond to different energy values, *E* = −1 (center of the lower subband), *E* = 0 (bands crossing point) and *E* = 1 (center of the higher subband). In (**b**) the plots show the results for the center of the *E* = 3 subband, for different values of the polar angle *θ*. In all panels, the solid lines show fits with Eq. ([13](#Equ13){ref-type=""}) up to *W* = 4, and the crossing point between the horizontal and the vertical dotted lines represents the band center Kappus-Wegner estimate *λ*(*W* = 1) = 104 ± 1^[@CR54]^.

### Disorder dependence {#Sec8}

We now study the disorder dependence Λ~*σ*~(*W*) at fixed values of *E*. We focus on some of the most significant energy values in the spectrum, and we present the results in Fig. [3](#Fig3){ref-type="fig"}. For the gapless case *h* = 1, we study the behavior of Λ~*σ*~ for *θ* = 0 corresponding to the center of the lower subband at *E* = −1, the contact point between the subbands at *E* = 0, and the center of the higher subband at *E* = 1. We find that the standard perturbative small −*W* Thouless fitting^[@CR54],[@CR56],[@CR57]^$$\documentclass[12pt]{minimal}
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Figure [3(b)](#Fig3){ref-type="fig"} shows the behavior of Λ~*σ*~(*W*) for the gapped systems at *h* = 3 for *θ* = *π*/4, *π*/2 in the center of the higher subband at *E* = 3. There is again good agreement with ([13](#Equ13){ref-type=""}) for the *κ* value. Since we are now effectively dealing with two coupled chains, the value of $\documentclass[12pt]{minimal}
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The spin-1 case {#Sec9}
---------------

For *θ* = 0, it can be seen in Fig. [4(a,b)](#Fig4){ref-type="fig"} that the gap appears at higher values of the magnetic strength *h*, as we expect from Eq. ([9](#Equ9){ref-type=""}). For *h* = 3 the subbands corresponding to spin components *m*~*S*~ = −1, 0, 1 overlap, and we have a clear gap for *h* = 6. As in the previous *S* = 1/2 scenario, there is perfect filtering for well-separated energy bands, while a partial filteri ng can be obtained for overlapping bands. The situation becomes quite complex for non zero values of *θ*, as all three spin channels are coupled. We first again notice the slight increase in maximal Λ~*σ*~ values due to the quasi-1D effect. Next, the *m*~*S*~ = 0 states have finite Λ~*σ*~ in all three subbands for *θ* = *π*/4 (panels (c) and (d)), while *m*~*S*~ = −1 spin states have none-zero Λ~*σ*~ values only in the lower and central band and *m*~*S*~ = 1 particles only in the upper and central ones. It is worth noting that all components have none-zero Λ~*σ*~ values in the central band −2 ≤ *E* ≤ 2, but the *m*~*S*~ = 0 particle states are less localized. Thus, by selecting a system with finite size L comprised between 300 and 500, one can suppress the '−1' and '1' spin states while only the '0' spin-projection survives and contributes to transport in the centre of the band.Figure 4Projected localization lengths Λ~−1~, Λ~0~, Λ~1~ and DOS for spin-1 particles with (**a**,**c**,**e**) overlapping bands at *h* = 3 and (**b**,**d**,**f**) well-separated bands at *h* = 6. The value of the polar angle *θ* changes from (**a**,**b**) *θ* = 0 to (**c**,**d**) *π*/4 and (**e**,**f**) *π*/2. As in Fig. [2](#Fig2){ref-type="fig"}, we have *W* = 0.5. Symbols and lines for Λ~*σ*~ and *ρ*~*σ*~ are as given in the figure legend. Only every second Λ~*σ*~ symbol is shown for clarity. Lines for Λ~*σ*~ are guides to the eye. The *λ*~*σ*~ error bars are within symbol size when not visible.

A significant difference from the spin-1/2 states appears for spin-1 and *θ* = *π*/2. Instead of complete mixing of the Λ~*σ*~'s and the DOS curves, we observe that the *m*~*S*~ = 0 states spread entirely into the left and right subbands, while they vanish in the central band. An argument analog to the SU(2) rotation for *S* = 1/2 in the context of the band mixing given in the previous section also explains this expulsion of the *m*~*S*~ = 0 states from the central part of the spectrum. Also, for *θ* = *π*/2, there is perfect matching in the behavior of '−1' and '1' spin projections, which cannot be separated for any energy range. Hence, this situation appears significantly peculiar, since we have no possibility for polarization of '1' or '−1' currents, although we have transport of '0' states in the energy regimes that were previously reserved for '1' and '−1' states. We expect similar kind of differences between integer and half-integer spin cases when studying higher spin *S* states^[@CR31]^.

The spin spiral {#Sec10}
---------------

It has been recently shown^[@CR58]^ that the choice *θ*~*n*~ = 2*πnP*/*L*--a spin *spiral*--for some finite *L* and *P* = 2 leads to a spin flip in the transport for clean systems: at *E* \< 0 for spin-1/2 and *h* = 3, initial states with spin-↑ emerge after transmitting through the finite system as spin-↓ while for *E* \> 0, spin-↓ states emerge as spin-↑. Other states are not transmitting. On the other hand, for *P* = 1, there is no flip and for *E* \< 0 (*E* \> 0) only spin-↑ (spin-↓) states transmit.

In Fig. [5](#Fig5){ref-type="fig"} we show the analogous situation for finite disorder *W* = 0.5. It is immediately clear from the figure that the spin projection fails to separate the spin-↑ and spin-↓ projections in the case of the spiral (see also Methods). Nevertheless, we still see that the overall localization lengths for *P* = 1, cp. Figure [5(a)](#Fig5){ref-type="fig"}, are compatible with previous findings^[@CR58]^ as before. In particular, the range of energies with finite Λ~*σ*~ values is in excellent agreement. For *P* = 2, however, the Λ~*σ*~ values are one order of magnitude lower than for *P* = 1. This indicates that the flip of spin directions is not captured well by the spin-resolved Λ~*σ*~'s although the reduction in their values might correctly suggest that direct channels "spin-↑ to spin-↑" (similarly for spin-↓) are indeed suppressed for *P* = 2.Figure 5Projected localization lengths Λ~↑~, Λ~↓~ and DOS for the spin spiral case with *W* = 0.5 for (**a**) *P* = 1 and (**b**) *P* = 2 at *h* = 3. Only every second Λ~*σ*~ symbol is shown for clarity, lines are guides to the eye.

Disorder in magnetic strength and polar angle {#Sec11}
---------------------------------------------

Let us also consider other possible sources of disorder to affect the localization and hence spin filtering properties of the system proposed in Fig. [1](#Fig1){ref-type="fig"}. In Fig. [6](#Fig6){ref-type="fig"} we show results for the spin-1/2 case for (a) disorder in *h* such that at each site *n*, we have *h*~*n*~ ∈ \[−*W*~*h*~/2 + *h*, *h* + *W*~*h*~/2\] and (b) disorder in *θ* with local value *θ*~*n*~ ∈ \[−*θ*~*h*~/2 + *θ*, *θ* + *θ*~*h*~/2\]. Clearly, these situations correspond to (a) changing magnetic field strength or (b) changing field direction. As is clear from Fig. [6](#Fig6){ref-type="fig"}, at the chosen values *W*~*h*~ = 0.5 or *W*~*θ*~ = 0.25, while having a small overall disorder *W* = 0.1, the spin-filtering properties remain as robust as in the previously considered cases of pure onsite disorder with *W* = 0.5.Figure 6Projected localization lengths Λ~↑~, Λ~↓~ with (**a**) additional magnetic strength disorder *W*~*h*~ = 0.5 and (**b**) additional magnetic polar angle disorder *W*~*θ*~ = 0.25. In both cases, *W* = 0.1 and *h* = 3. Only every second Λ~*σ*~ symbol is shown for clarity, lines are guides to the eye.

Discussion {#Sec12}
==========

In this article, we have investigated the robustness of spin-polarized transport through a linear array of magnetic atoms depicted in a random landscape. Flavor of disorder is introduced in the distributions of the on site potential and in the local magnetic field - in its strength as well as in direction. Band gaps are engineered by controlling the strength of the field, and spin-resolved localization lengths are estimated in every case. We developed a new spin projection transfer matrix method for this purpose, which is also applicable to other multi-channel systems. The calculated localization lengths corroborate the observation of spin filtering in every subband, and spin filtering is found to be robust against disorder. The results may be inspiring in experimental realizations in the arena of spintronic devices. The unexpected energy selectivity for the dominant spin projection in the spin-1 case shows that such studies may indeed be particularly interesting for higher spin cases. As the basic difference equations hold equally good for bosons, a parallel experimental study in the field of polarized photonic band gap systems may be just on the cards as well^[@CR59]^.

Methods {#Sec13}
=======

The TMM amounts to diagonalizing the transfer matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$({\psi }_{L,-S}^{({m}_{S})},\ldots ,{\psi }_{L,S}^{({m}_{S})},{\psi }_{L-\mathrm{1,}-S}^{({m}_{S})},\ldots ,{\psi }_{L-\mathrm{1,}S}^{({m}_{S})})$$\end{document}$ correspond to a transport channel, but not automatically to a spin projection *σ* = −*S*, ..., *S*. Instead, the eigenstate corresponding to the largest localization length, say *λ*~1~, changes its spin content depending on parameters such as *E*. In Fig. [7(a)](#Fig7){ref-type="fig"}, we show an example of this behavior for the same situation as in Fig. [2(d)](#Fig2){ref-type="fig"}. We observe that while *λ*~1~ clearly identifies the two regions with finite transport, *λ*~2~ remains nearly zero throughout the energy band. In contrast, the DOS in Fig. [2(d)](#Fig2){ref-type="fig"} shows that the two transport regimes consist of a mixture of both spin components for the spin-1/2 situation. From Fig. [7(d,g)](#Fig7){ref-type="fig"}, we see that suitably chosen spin projections can distinguish the spin content of each subband: in (d), the probability of the *σ* = 1/2 projection dominates for *E* \> 0 while the *σ* = −1/2 projection is large for *E* \< 0; in (g) the situation is reversed, the *σ* = 1/2 projection dominates for *E* \< 0 while the *σ* = −1/2 projection is large for *E* \> 0. At *E* = 0, in both (d) and (g), we find a rapid change. In both figures, we note that the sum of the probabilities adds to 1, due to normalization.Figure 7First column (**a**,**d**,**g**): (**a**) Bare localization length *λ*~1~ and *λ*~2~ from the TMM for *h* = 3 and *θ* = *π*/4 as in Fig. [2(d)](#Fig2){ref-type="fig"}. (**d**,**g**) Probability amplitudes $\documentclass[12pt]{minimal}
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The construction of the *spin-resolved localization lengths* proceeds as in Eq. ([10](#Equ10){ref-type=""}). For *S* = 1/2, the explicit form is$$\documentclass[12pt]{minimal}
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                \begin{document}$${\psi }_{n,\sigma }^{({m}_{S})}$$\end{document}$. The results for Λ~*σ*~(*n*) as shown in Fig. [2(d)](#Fig2){ref-type="fig"} --- and the many other figures showing Λ~*σ*~ throughout the paper--clearly capture the spin content of the situation very well. We note that while this interpretation of the eigenvectors in terms of spin projections has not been given before, it is very natural for spatial transport channels in more standard situations^[@CR60]^. For cases with band overlap, as in Fig. [7(b,e,h)](#Fig7){ref-type="fig"}, the analogue to Fig. [2(d)](#Fig2){ref-type="fig"}, it is much harder to interpret the result beyond the realization of spin mixing in −1 ≤ *E* ≤ 1. Still, even in this situation, the projected Λ~*σ*~ results work well for \|*E*\| \> 1. Last, in the case of the spin-flipping as observed in the spin spiral, the results indicate that the projections fail to capture the progressions of spin-↑ changing to spin-↓ and, vice versa, ↓ changing to ↑.

Let us comment on the determination of errors for Λ~*σ*~. For the *λ*~*σ*~, we proceed as usual^[@CR52]^, using the self-averaging of the Lyapunov exponents and the fact that they are Gaussian distributed after sufficiently many transfer matrix multiplications^[@CR61]^, to compute an error of the mean of at most 0.1%. The Ψ~*n*,*σ*~, however, are not necessarily Gaussian distributed--indeed, they are mostly not--nor have they "converged" when the Lyapunov exponents already have. This is clearly visible in Fig. [7](#Fig7){ref-type="fig"} where the spin projections vary, even for panels (d,g), at the \~5% level while the ≤0.1% errors for the *λ*~*σ*~ are well within symbol size. Furthermore, in the overlap regions, cp. Figure [7(e,h)](#Fig7){ref-type="fig"}, the fluctuations are much larger and represent a systematic source of variation, different from the purely statistical fluctuations of the *λ*~*σ*~. We therefore show only the errors computed from the *λ*~*σ*~ in the figures of main sections. It may be useful in this context to point out that the computation of the Λ~*σ*~ amounts to computing the spatial content of the transport channels for the *σ*\'s. This is an even more challenging task than computing the spatial position of a localization center, when given a disorder distribution, which in itself is still an unsolved problem.
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