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Abstract
A formal solution of certain dual integral equations involving H-functions is derived
by the application of the operators of fractional calculus due to Saigo [14], [15]. It
has been shown that the given dual integral equations can be transformed, by the
application of the operators, into two others with a common kernel and the problem
then reduces to that of solving a single integral equation. Since the common kernel
comes out to be a symmetrical Fourier kernel investigated by Fox [8], the formal solution
readily follows.
1. Introduction and Preliminaries








Here an empty product is to be interpreted as unity and the following simplified assumptions
are made:
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(i) $P,$ $Q,$ $M,$ $N$ are integers satisfying $0\leqq M\leqq Q,$ $1\leqq N\leqq P$ ,
(ii) $A;s$ and $B;s$ are positive numbers for $i=1,$ $\cdots$ , $P$ and $j=1,$ $\cdots$ , $Q$ ,
(iii) $a_{j}(j=1, \cdots, P)$ and $b_{j}(j=1, \cdots, Q)$ are complex numbers,
(iv) The contour $C$ is a straight line parallel to the imaginary axis in the s-plane with
$s=\sigma+\tau\sqrt{-1}$ such that all the poles of $\Gamma(b_{j}+B_{j}s)$ for $j=1,$ $\cdots$ , $M$ lie to the left
and those of $\Gamma(1-a_{j}-A_{j}s)$ for $j=1,$ $\cdots,$ $N$ to the right of it.
A detailed account of the convergence conditions and analytical continuation of the H-
functions is given by Braaksma [1]. Regarding applications of H-function in statistical
distribution and integrals, series expansions of the H-function, the reader is referred to the
monograph by Mathai and Saxena [11].
When $A_{i}=B_{j}=1(i=1, \cdots, P;j=1, \cdots, Q)$ , the H-function reduces to Meijer’s
G-function. The result is





Here an empty product is to be interpreted as unity and $a_{j}(j=1, \cdots, P),$ $b_{j}(j=1, \cdots, Q)$
are complex numbers such that none of the poles of $\Gamma(b_{j}+s)(j=1, \cdots, M)$ coincide with
any of the poles of $\Gamma(1-a_{j}-s)(j=1, \cdots, N)$ . The contour $C$ separates these two sets of
poles. General existence conditions are also available from Mathai and Saxena [10].
Fox [7] has shown that the function
(1.5) $H_{2m,2n}^{n,m}(x) \equiv H_{2m,2n}^{n,m}[x|[1-a_{m},A],[a_{m}-A_{m},A_{m}][b_{n}, B_{n}],[1^{m}-b_{n}-B_{n},B_{n}]]=\frac{1}{2\pi\omega}\int_{C}\chi_{m,n}(s)x^{-s}ds$ ,
where
(16) $\chi_{m,n}(s)=\prod_{j=1}^{n}\frac{\Gamma(b_{j}+B_{j}s)}{\Gamma(b_{j}+B_{j}-B_{j}s)}\prod_{j=1}^{m}\frac{\Gamma(a_{j}-A_{j}s)}{\Gamma(a_{j}-A_{j}+A_{j}s)}$
behaves as a symmetrical Fourier kernel.
From (1.5), it follows that the Mellin transform of $H_{2m,2n}^{n,m}(x)$ is
(1.7) $\mathfrak{B}T\{H_{2m,2n}^{n,m}(x)\}(s)=\chi_{m,n}(s)$,
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where $\mathfrak{B}T$ is the Mellin transform
$\mathfrak{B}r\{f(x)\}(s)=\int_{0}^{\infty}f(x)x^{s-1}dx$ .
Dual integral equations occur in many problems of Mathematical Physics especially those
which are connected with mixed boundary conditions.
A well-known example of dual integral equations possessing ordinary Bessel functions
$J_{\nu}(x)$ and $J_{\mu}(x)$ , as their kernels, is
(18) $\{\begin{array}{l}\int_{0}^{\infty}t^{\rho}J_{\nu}(tx)h(t)dt=\phi(x)\int_{0}^{\infty}t^{\sigma}J_{\mu}(tx)h(t)dt=\psi(x)\end{array}$ $(x>1)^{<}(0<x1)$
,
where $\phi(x)$ and $\psi(x)$ are given and $h(x)$ is to be determined.
Weber [25] solved the above equations for the case $\rho=\mu=\nu=0,$ $\sigma=1$ in connection
with the problem of finding the electrostatic field arising from a circular disk charged to a
constant potential. Later on several workers developed various methods from time to time
to solve the equations (1.8) notably by Busbridge [2], Erd\’elyi and Sneddon [6], Noble [12],
Peters [13], Saxena and Kushwaha [22], Virchenko [24] etc.
A systematic analysis is developed by Fox [8] to derive the solution of dual integral equa-
tions of a general character than (1.8) associated with H-functions of order $n$ by the appli-
cation of Erd\’elyi-Kober operators [3] [9]. His results are further generalized by Saxena [20]
[21] by considering the dual integral equations involving general H-functions which are more
general character than the H-functions discussed by Fox [8].
The object of this paper is to develop a formal solution of certain dual integral equations
associated with H-functions by the application of generalized fractional calculus operators
introduced by Saigo [14] [15].
2. Generalized Fractional Calculus Operators
In order to provide an elegant generalization of Riemann-Liouville and Erd\’elyi-Kober
operators of fractional calculus, Saigo [14] [15] introduced a generalization of operators of
fractional calculus and derived in a series of papers [14] [15] [16] [17] [18] [19] their various
properties and applications (cf. $al$so [23]).
We give here a slight modification of such operators. Let $\alpha,$ $\beta,$ $\eta$ be complex numbers and
$r>0$ . The Saigo operators are recognized as the case $r=1$ of the following $I_{0,x;r}^{\alpha,\beta,\eta}$ and $J_{x,\infty;r}^{\alpha,\beta,\eta}$ .
(2.1) $I_{0,x;r}^{\alpha\beta,\eta}|f= \frac{rx^{-\tau(\alpha+\beta)}}{\Gamma(\alpha)}\int_{0}^{x}(x^{f}-t^{r})^{\alpha-1_{2}}F_{1}(\alpha+\beta,$ $- \eta;\alpha;1-\frac{t^{f}}{x^{f}})t^{\tau-1}f(t)dt$
for ${\rm Re}(\alpha)>0$ , and
(2.2) $I_{0,x}^{a,\beta_{f}\eta}f= \frac{d^{n}}{d(x^{r})^{n}}I_{0,x;r}^{a+n,\beta-n,\eta-n}f$
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for $0<{\rm Re}(\alpha)+n\leqq 1(n=1,2,3, \cdots)$ , where $2F_{1}(a, b;c;\cdot)$ is Gauss’s hypergeometric function.
(2.3) $J_{x,\infty;r}^{\alpha,\beta,\eta}f= \frac{r}{\Gamma(\alpha)}\int_{x}^{\infty}(t^{f}-x^{f})^{a-1}t^{-f(a+\beta)_{2}}F_{1}(\alpha+\beta,$ $- \eta;\alpha;1-\frac{x^{r}}{t^{f}})t^{f}-1f(t)dt$
for ${\rm Re}(\alpha)>0$ , and
(24) $J_{x,\infty)}^{a,\beta,\eta_{f}}f=(-1)^{n} \frac{d^{n}}{d(x^{r})^{n}}J_{x,\infty;r^{\beta-n,\eta}}^{\alpha+n}f$
for $0<{\rm Re}(\alpha)+n\leqq 1(n=1,2,3, \cdots)$ .
The operators $I_{0,x;r}^{a,\beta,\eta}$ and $J_{x,\infty;^{\eta_{f}}}^{a,\beta}$ involve as their special cases $\beta=-\alpha$ the fractional calculus
operators of Riemann-Liouville and Weyl operators:
(2.5) $I_{0,x;r}^{a,\beta,\eta}f\equiv R_{0,x;r}^{a}f$,
(26) $J_{x,\infty;r}^{\alpha,\beta,\eta}f\equiv W_{x,\infty;}^{\alpha}ff$ .





For the operators $I_{0,x;r}^{\alpha,\beta,\eta}$ and $J^{a,\beta,\eta}$ there hold $v$ id various interesting res ts discussed in





In what follows, when $r=1$ we shall omit the index 1 in the operators.
3. Dual Integral Equations
The dual integral equations to be solved are
(3.1) $\{\begin{array}{l}\int_{0}^{\infty}H_{1}(xv)f(v)dv=\phi(x)\int_{0}^{\infty}H_{2}(xv)f(v)dv=\psi(x)\end{array}$ $(0<x(x>1)^{<}1)$
where $\phi(x)$ and $\psi(x)$ are given and $f(x)$ is to be determined, and the functions $H_{1}(x)$ and

















Here, we assume that the following conditions are satisfied:
(i) $m\leqq n-1$ ;
(ii) $a_{i}(i=1, \cdots , m),$ $b_{i}(i=1, \cdots, n),$ $\gamma_{j},$ $\delta_{j},$ $\eta_{j},$ $\sigma_{j}(j=1, \cdots, k);\lambda_{j},$ $\theta_{j},$ $\zeta_{j},$ $\kappa_{j}(j=$




$\xi_{j}$ ($j=1,$ $\cdots$ , l) are all positive numbers;
(iii) Lets $=\sigma+\tau\sqrt{-1},$ $where\sigma$ and $\tau$ are real, then the contourC along which the integrals
are taken is a straight line parallel to the imaginary axis in the complex s-plane whose
equation is $\sigma=\sigma_{0}$ , where $\sigma_{0}$ is a constant;
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(iv) All the poles of functions $\chi_{m,n,k}(s)$ and $\tilde{\chi}_{m,n,l}(s)$ are simple. The common contour $C$
is such that all the poles of $\Gamma(b;+B;s)$ for $i=1,$ $\cdots,$ $n,$ $\Gamma(1-\lambda_{j}-\kappa_{j}+\xi_{j}s)$ and
$\Gamma(1+\theta_{j}+\zeta_{j}-\kappa_{j}+\xi_{j}s)$ for $j=1,$ $\cdots,$ $l$ lie to the left and those of $\Gamma(a_{i}-A;s)$ for
$i=1,$ $\cdots,$ $m,$ $\Gamma(\sigma_{j}-\tau_{j}s)$ and $\Gamma(\gamma_{j}+\delta_{j}+\eta_{j}+\sigma_{j}-\tau_{j}s)$ for $j=1,$ $\cdots,$ $k$ to the right of
$C$ ;
(v) $\epsilon=2(\sum_{*=1}^{n}B_{*}\cdot-\sum_{=1}^{m}A:\}>0$ ;
(vi) $\sigma_{0}<\frac{1}{2}-\frac{1}{\epsilon}\sum_{j=1}^{k}{\rm Re}(\gamma_{j})$ for (3.2);
(v\"u) $\sigma_{0}<\frac{1}{2}-\frac{1}{\epsilon}\sum_{j=1}^{l}{\rm Re}(\lambda_{j})$ for (3.3).
4. The Reduction of (3.1) to Equations with a Common Kernel
In this section we will transform the dual integral equations (3.1) into others with the
same kernel by the application of the Mellin transform and the generalized fractional calculus
operators introduced in Section 2.
From (3.2) and (3.3), we know that
(4.1) $\alpha\pi\{H_{1}(x)\}(s)=\chi_{m,nk})(s)$ , $\mathfrak{B}t\{H_{2}(x)\}(s)=\tilde{\chi}_{m,n,l}(s)$ .
On writing $0\pi\{f(v)\}(s)=F(s)$ and applying the Parseval formula (see e.g. [5, Vol.l,
p.308])
(4.2) $\mathfrak{B}t\{\int_{0}^{\infty}\varphi_{1}(xv)\varphi_{2}(v)dv\}(s)=\Phi_{1}(s)\Phi_{2}(1-s)$
for $\alpha\pi\{\varphi_{j}(x)\}(s)=\Phi_{j}(s)(j=1,2)$ to (3.1) we find that
$($4.3 $)^{\gamma}$ $\{\begin{array}{l}\frac{1}{2\pi\omega}\int_{C}\chi_{m,n,k}(s)x^{-s}F(1-s)ds=\phi(x)\frac{1}{2\pi\omega}\int_{C}\tilde{\chi}_{m,n,l}(s)x^{-s}F(1-s)ds=\psi(x)\end{array}$ $(x>1)^{<}(0<x. 1)$
Now, we shall require the well known integral in [5, Vo1.2, p.399]:
(4.4) $\int_{0-}^{1}x^{c-1}(1-x)_{2}^{d-1}F_{1}(a, b;c;x)dx=\frac{\Gamma(c)\Gamma(d)\Gamma(c+d-a-b)}{\Gamma(c+d-a)\Gamma(c+d-b)}$
for Re(c) $>0,$ ${\rm Re}(d)>0,$ ${\rm Re}(c+d-a-b)>0$ .
62
Replacing $x$ by $t$ in the first equation in (4.3), multiplying by
$t^{c_{k}\delta_{k}+c_{k}\sigma_{k}-1}(x^{c_{k}}-t^{c_{k}})_{2}^{\gamma\iota-1}F_{1}(\gamma_{k}+\delta_{k},$ $- \eta_{k};\gamma_{k};1-\frac{t^{c_{k}}}{x^{c_{k}}})$ ,
where $c_{k}=(\tau_{k})^{-1}$ and integrating through the integral sign with respect to $t$ from $0$ to
$x(0<x<1)$ , we find that
$\int_{0}^{x}\frac{1}{2\pi\omega}\int_{C})-1$
. $2F1(\gamma_{k}+\delta_{k},$ $- \eta_{k};\gamma_{k};1-\frac{t^{c_{k}}}{x^{c_{k}}})dsdt$
$= \int_{0}^{x}t^{c_{k}\delta_{k}+c_{k}\sigma_{k}-1}(x^{c_{k}}-t^{c_{k}})_{2}^{\gamma_{k}-1}F_{1}(\gamma_{k}+\delta_{k},$ $- \eta_{k};\gamma_{k};1-\frac{t^{c_{k}}}{x^{c_{k}}})\phi(t)dt$
or in term of the fractional integral (2.1)
$\frac{1}{2\pi\omega}\int_{C}\chi_{m,n,k}(s)F(1-s)\int_{0}^{x}t^{c_{k}\delta_{k}+c_{k}\sigma_{k}-s-1}(x^{c_{k}}-t^{c_{k}})^{\gamma_{k}-1}$
. $2F1(\gamma_{k}+\delta_{k},$ $- \eta_{k};\gamma_{k};1-\frac{t^{c_{k}}}{x^{c_{k}}})dtds$
$= \frac{\Gamma(\gamma_{k})}{c_{k}}x^{c_{k}(\gamma\iota+\delta_{k})}I_{0,x;c_{k}}^{\gamma_{k},\delta_{k},\eta_{k}}x^{c_{k}(\delta_{k}+\sigma_{k}-1)}\phi(x)$.
Evaluating the inner integral on the left, say $A$ , by means of (4.4), we find that
(4.5) $A=\ovalbox{\tt\small REJECT} x^{c_{k}(\gamma*}k+s_{c_{k}^{+\sigma_{k}-1)-s}\Gamma(\sigma-\tau_{k}^{k}s)\Gamma(\gamma_{k}+\delta_{k}+\eta_{k}^{k}+\sigma^{k}-\tau_{k}s)}\Gamma(\gamma_{k_{k}})\Gamma(\delta+\sigma_{k}-\tau_{k}s)\Gamma(\eta+\sigma_{k}-\tau_{k}s)$
where $c_{k}=(\tau_{k})^{-1},$ ${\rm Re}(\gamma_{k})>0,$ ${\rm Re}(\delta_{k}+\sigma_{k}-\tau_{k}s)>0,$ ${\rm Re}(\eta_{k}+\sigma_{k}-\tau_{k}s)>0$ , we can curtail
the number of $k$ in the kernel $\chi_{m,n,k}(s)$ such as
(4.6) $\frac{1}{2\pi\omega}\int_{C}\chi_{m,n,k-1}(s)x^{-s}F(1-s)ds=x^{-c_{k}(\sigma_{k}-1)}\Gamma_{0,x’;c^{k_{k’}}}^{t^{\delta\eta_{k}}}x^{c_{k}(\delta_{k}+\sigma_{k}-1)}\phi(x)$
for $0<x<1$ .
Let us introduce for convenience’s sake the first operator of fractional integration 3 which
is a slight variant of the operator (2.1) in the form
(4.7) $\mathfrak{J}[\gamma, \delta, \eta, \sigma;c]f(x)=x^{c(1-\sigma)}I_{0,x;c}^{\gamma,\delta,\eta_{X}c(\delta+\sigma-1)}f(x)$
for ${\rm Re}(\gamma)>0$ , which can be determined as far as the operator $\Gamma_{0,x;c}^{\delta\eta}$) exists on a certain class
of functions. When ${\rm Re}(\gamma)\leq 0$ , the operator 3 can be also considered by noting the formula
(2.2). In particular, by virtue of (2.7)
(48) $\mathfrak{J}[0,0, \eta, \sigma;c]f(x)=f(x)$ .
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Let us set
(4.9) $\mathfrak{J}_{j}f(x)=\mathfrak{J}[\gamma_{j}, \delta_{j}, \eta_{j}, \sigma_{j}; c_{j}]f(x)$ $(j=1,2, \cdots, k)$
for the parameters appearing in (3.2). Then it can be easily seen that the R.H.S. of (4.6) is
equal to $\mathfrak{J}_{j}\phi(x)$ with $0<x<1$ . On transforming the first equation of (4.3) step by step by
the application of the operator $\mathfrak{J}_{j}(j=k, k-1, \cdots, 2,1)$ , successively, it is observed that
(4.10) $\frac{1}{2\pi\omega}\int_{C}\chi_{m,n}(s)x^{-s}F(1-s)ds=\mathfrak{J}_{1}\mathfrak{J}_{2}\cdots \mathfrak{J}_{k}\emptyset(x)$ $(0<x<1)$
Further, in the second equation of (4.3) replace $x$ by $t$ , multiply by
$t^{-d_{1}(\theta_{l}-\kappa_{l})-1}(t^{d_{l}}-x^{d_{l}})_{2}^{\lambda_{l}-1}F_{1}(\lambda_{l}+\theta_{l},$ $-\zeta_{l}$ ; $\lambda_{l};1-\frac{x^{d_{I}}}{t^{d_{l}}})$
and then integrate through the integral sign with respect to $t$ from $x$ to $\infty$ with $x>1$ , we
find that
$\frac{1}{2\pi\omega}\int_{C}\tilde{\chi}_{m,n,l}(s)F(1-s)[\int_{x}^{\infty}t^{-d_{1}(\theta_{l}-\kappa_{1})-s-1}(t^{d_{1}}-x^{d_{l}})^{\lambda_{1}-1}$
. $2F1(\lambda_{l}+\theta_{l},$ $-\zeta_{l}$ ; $\lambda_{l}$ ; $1- \frac{x^{d_{l}}}{t^{d_{l}}})dt]ds$
$= \int_{x}^{\infty}21(\lambda_{l}+\theta_{l},$ $-\zeta_{l};\lambda_{l}$ ; $1- \frac{x^{d_{l}}}{t^{d_{l}}})\psi(t)dt$ .
Evaluating the inner integral on the left by means of the formula (4.4), we have
(4.11) $\int_{x}^{\infty}t^{-d_{l}(\theta_{l}-\kappa_{l})-s-1}(t^{d_{l}}-x^{d_{\iota}})_{2}^{\lambda_{l}-1}F_{1}(\lambda_{l}+\theta_{l},$ $-\zeta_{l}$ ; $\lambda_{l};1-\frac{x^{d_{l}}}{t^{d_{l}}})di$
$=\ovalbox{\tt\small REJECT} x^{d_{l}(\lambda-\theta_{l}}\iota_{d_{l}^{+l\mathfrak{k}l-1)-s}\Gamma(1-\lambda_{l^{l}}-\kappa^{l_{l}}+\epsilon^{\iota_{s)\Gamma(1+\theta_{l}+\zeta_{l}-\kappa+\xi_{l}s)}}}\Gamma(\lambda_{l})\Gamma(1-\lambda+\theta-\kappa_{l}+\xi_{l}s)\Gamma(1-\lambda_{l}+\zeta_{l^{l}}-\kappa_{l}+\xi_{l}s)$
where $\xi_{l}=(d_{l})^{-1},$ ${\rm Re}(\lambda_{l})>0,$ ${\rm Re}(1-\lambda_{l}+\theta_{l}-\kappa_{l}+\xi_{l}s)>0,$ ${\rm Re}(1-\lambda_{l}+(\iota-\kappa_{l}+\xi_{l}s)>0$ .
Thus we find that
(4.12) $\frac{1}{2\pi\omega}\int_{C}\tilde{\chi}_{m,n,l-1}(s)F(1-s)x^{-s}ds$
$= \frac{d_{l}x^{d_{l}(\theta_{l}-\lambda_{l}-\kappa_{l}+1)}}{\Gamma(\lambda_{l})}\int_{x}^{\infty}t^{-d_{l}(\theta_{l}-\kappa_{l})-1}(t^{d_{l}}-x^{d_{l}})_{2}^{\lambda_{l}-1}F_{1}(\lambda_{l}+\theta_{l},$$-\zeta_{l};\lambda_{l}$ ; $1- \frac{x^{d_{l}}}{t^{d_{l}}})\psi(t)dt$ ,
for $x>1$ .
Let us introduce the second operator of fractional integration $\mathcal{R}_{j}$ which is also a slight
variant of the operator (2.3) in the form
(4.13) $R_{j}f(x)\equiv R[\lambda_{j}, \theta_{j}, \zeta_{j}, \kappa_{j}; d_{j}]f(x)=x^{d_{j}(-\lambda_{j}+\theta_{j}-t\sigma_{j}+1)}J_{x,\infty;d_{j}}^{\lambda_{j},\theta_{j},\zeta_{j}}x^{d_{j}(\lambda_{j}+\kappa_{j}-1)}f(x)$
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for $j=1,2,$ $\cdots,$ $l$ . To this operator a similar comment is valid to that following the formula
(4.7) and
(4.14) $R[0,0, \zeta, \kappa;d]f(x)=f(x)$ .
It is evident that the R.H.S. of (4.12) is $R_{i}\psi(x)$ with $x>1$ . The successive application of
the operators $\hslash_{j}$ for $j=l,$ $l-1,$ $l-2,$ $\cdots,$ $2,1$ to the second equation of (4.3) transforms it






(4.10) and (4.15) can be put into a compact form
(4.17) $\frac{1}{2\pi\omega}\int_{C}\chi_{m,n}(s)x^{-s}F(1-s)ds=g(x)$ ,
or in view of (1.7)
(4.18) $\frac{1}{2\pi\omega}\int_{C}\mathfrak{B}\ddagger\{H_{2m,2n}^{nm}|(v)\}(s)F(1-s)x^{-s}ds=g(x)$ .
Applying the formula (4.2) to the left-hand side of (4.18), we see that it can be expressed
by an integral involving the product of $H_{2m,2n}^{n,m}(x)$ and $f(v)$ . The result is
(4.19) $\int_{0}^{\infty}H_{2m,2n}^{n,m}(xv)f(v)dv=g(x)$ ,
where the kernel $H_{2m,2n}^{n,m}(x)$ is given by (1.5).




$= \int_{0}^{1}\mathfrak{J}_{1}\mathfrak{J}_{2}\cdots \mathfrak{J}_{k}\emptyset(v)H_{2m,2n}^{n,m}(xv)dv+\int_{1}^{\infty}R_{1}R_{2}\cdots\hslash_{i}\psi(v)H_{2m,2n}^{n,m}(xv)dv$ ,
where $\mathfrak{J}’ s$ and $Rs$ are defined by (4.9) and (4.13).




(i) For $\beta=0$ , we obtain the results due to Saxena [20].
(ii) If we set
$m=0,$ $n=1,$ $k=l=1,$ $b_{1}=b,$ $B_{1}=1$ ,
$\gamma_{1}=\delta_{1}=0,$ $\eta_{1}=1,$ $\sigma_{1}=a,$ $\lambda=-\frac{1}{2},$ $\theta_{1}=-1,$ $\zeta_{1}=0,$ $\kappa_{1}=0,$ $\tau_{1}=1,$ $\xi_{1}=1$
and use the identities in [4, p.216, 217], then the equations (3.2) and (3.3) are given by
(5.1) $\{H^{1}(x)=G_{1,3}^{0,2}(xH_{2}(x)=G_{2,0}^{1,0}(x|0,b^{\frac{1}{2}}-bb,-b))=-\sqrt{\pi}J_{b}X=J_{2b}(2\cap x,$
.





in view of (4.8), (4.13), (2.3) and (2.4). If we assume
(5.4) $\psi(x)\in C^{0}[1, \infty),$ $\psi(x)=O(x^{a}),$ $(xarrow\infty)$ with $\alpha<-3/4$ ,











$m=0,$ $n=1,$ $k=l=2,$ $b_{1}=b,$ $B_{1}=1$ ,
$\gamma_{1}=-\frac{1}{2}-c,$ $\gamma_{2}=c,$ $\delta_{1}=\frac{1}{2}+c,$ $\delta_{2}=-c,$ $\eta_{1}=0,$ $\eta_{2}=1,$ $\sigma_{1}=\frac{1}{2},$ $\sigma_{2}=1,$ $\tau_{1}=\tau_{2}=1$ ,
$\lambda_{1}=-\frac{1}{2},$ $\lambda_{2}=0,$ $\theta_{1}=-1,$ $\theta_{2}=0,$ $\zeta_{1}=0,$ $\zeta_{2}=1,$ $\kappa_{1}=\kappa_{2}=0,$ $\xi_{1}=\xi_{2}=1$









(iv) Next if we set
$m=0,$ $n=1,$ $k=1,$ $l=1,$ $b_{1}=b,$ $B_{1}=1$ ,
$\gamma_{1}=-\frac{1}{2},$ $\delta_{1}=-1,$ $\eta_{1}=0,$ $\sigma_{1}=a+2,$ $\tau_{1}=1$ ,
$\lambda_{1}=-\frac{1}{2},$ $\theta_{1}=-1,$ $\zeta_{1}=0,$ $\kappa_{1}=0,$ $\xi_{1}=1$
and use the second identity of (5.1) and
(5.9) $G_{1,3}^{1,1}(x|b,-b^{0},$$a \frac{1}{2})=x^{b}\frac{\Gamma(-2b)\Gamma(-a-b)}{\Gamma(\frac{1}{2}-b)}F(\begin{array}{lll}\frac{1}{2}-b\cdot .-2b -a-b\cdot -x\end{array})$ ,
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(v) Finally if we set
$m=0,$ $n=1,$ $k=2,$ $l=2,$ $b_{1}=b,$ $B_{1}=1$ ,
$\gamma_{1}=-\frac{1}{2}-c,$ $\gamma_{2}=c,$ $\delta_{1}=\frac{1}{2}+c,$ $\delta_{2}=-c,$ $\eta_{1}=0,$ $\eta_{2}=1,$ $\sigma_{1}=\frac{1}{2},$ $\sigma_{2}=1_{;}\tau_{1}=\tau_{2}=1$ ,
$\lambda_{1}=-\frac{1}{2}-c,$ $\lambda_{2}=c,$ $\theta_{1}=\frac{1}{2}+c,$ $\theta_{2}=-c,$ $\zeta_{1}=0,$ $\zeta_{2}=1,$ $\kappa_{1}=\kappa_{2}=0,$ $\xi_{1}=\xi_{2}=1$








It is interesting to observe that the method of Saigo operators of fractional integration
described in this article can be applied fairly easily in deriving the solution of integral equa-
tions involving H-functions and their various generalizations. This will form the subject
matter of a future communication.
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