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NON-HEDGEABLE RISK AND CREDIT RISK PRICING
JUAN DONG, LYUDMILA KOROBENKO AND A. DENIZ SEZER
Abstract. We introduce a new model for pricing of corporate bonds, which is a modifica-
tion of the classical model of Merton. In this new model, we drop the liquidity assumption of
the firm’s asset value process, and assume that there is an asset in the market which is corre-
lated with the firm’s asset value, and all portfolios can be constructed using solely this asset
and the money market account. We formulate the market price of the corporate bond as
the product of the price of the optimal replicating portfolio and exp(−κ× replication error),
where κ is a positive constant. The interpretation is that the representative investor accepts
the price of the optimal replicating portfolio as a benchmark, however, requests compensa-
tion for the non-hedgeable risk. We show that if the replication error is measured relative
to the firm’s value, the resulting formula is arbitrage free with mild restrictions on the
parameters.
1. Introduction
In the classical model of Merton [Mer74], a corporate bond is a contingent claim on the
assets of a firm. A geometric Brownian motion (Vt)t≥0 models the firm’s assets,
dVt = µVtdt+ σVtdWt(1)
where µ ∈ R, σ ∈ R+, and (Wt)t≥0 is a Brownian motion on some probability space (Ω,F ,P).
The market is endowed with a money market account accumulating interest at a constant
rate r. A Merton style bond with face value D and maturity T is the pay-off min(VT , D).
The model assumes that the firm’s assets are liquidly traded in the market. This assumption
makes the pay-off hedgeable with the firms assets and the money market account. Hence,
the arbitrage-free price, Bt, of the bond at time t is given by a variation of the Black-Scholes
formula:
Bt = VtN(d1)−D exp(−r(T − t))N(d2)(2)
where N is the standard normal distribution function, d1 =
ln(Vt/D)+r(T−t)+ 12σ2(T−t)
σ
√
T−t and
d2 = d1 − σ
√
T − t.
Note that, in Merton’s model, perfect replication is possible because of the unrealistic
assumption that the assets of the company are liquidly traded in the market. In this paper,
we follow Merton’s model, but assume that the firm’s assets are not liquidly traded. Instead,
there is an asset in the market, St, that is correlated with Vt, and all portfolios can be
constructed using solely this asset and the money market account. As now the model is
incomplete, there is no unique way to set the price of the claim min(VT , D).
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Similar modifications of Merton’s model have been considered in the literature by various
authors (see e.g. [LSZ08], [BJ06], [OBG14]), who have used techniques such as indiffer-
ence pricing, mean variance hedging, local risk minimization for the valuation of the claim
min(VT , D). We propose a different valuation approach that can be considered as an exten-
sion of mean variance hedging. We model the price process (Bt)t≥0 of the claim min(VT , D)
as a stochastic process adapted to the natural filtration of St and Vt. We write Bt as the
product of two components. One component is the price of the optimal replicating portfolio
for min(VT , D) determined at time t; that is, the optimal replicating portfolio is solved for
the time horizon [t, T ] at each instant t. The other component is a discount factor that takes
into account the replication error. More specifically,
Bt = The price of the time t-optimal replicating portfolio(3)
×e−κ×the time t-minimum replication error,
where κ is a positive constant.
The interpretation is that the buyer (or the seller) of the bond at a given time t uses the
price of the optimal replicating portfolio as a benchmark, however, requests (or, respectively
offers) compensation for the additional risk involved in the claim min(VT , D) (more on this
later). The optimality criterion for the replicating portfolio is the expected square difference
between the terminal value of the portfolio and the claim min(VT , D). This optimization
problem is referred to in the literature as the mean variance hedging (MVH) problem [Sch92].
Note that we consider the dynamic version of the mean variance hedging problem; since at
each time t, we re-solve the optimal replication problem for the period [t, T ] conditional on
the information available up to time t. Let bt be the cost of the optimal portfolio found at
t. bt has been proposed as an approximate price for non-hedgeable claims (see e.g. [Sch96]).
This is justified because bt, under certain assumptions on the underlying filtration, can be
represented as a conditional expectation of the claim with respect to the variance optimal
martingale measure equivalent to P [BS04]. This ensures that (bt)t∈[0,T ] forms an arbitrage
free price process for the corresponding claim. An interesting question is whether (Bt)t∈[0,T ]
in formula (3) is arbitrage free as well.
Here we explain the motivation behind the discount factor. For simplicity, let us assume
that t = 0. First, we observe that the mean terminal wealth of the optimal replicating
portfolio is the same as the mean of the claim min(VT , D). Second, the variance of the
terminal wealth of the optimal replicating portfolio is strictly less than the variance of the
claim min(VT , D). These properties simply follow from the fact that the optimal replicating
portfolio is the projection of the claim min(VT , D) on the linear space of random variables
of the form x+
∫ T
0
φtdSt, where x ∈ R and φt adapted to the filtration generated by V and
S. Let ΦT = x
∗ +
∫ T
0
φtdSt be this projection. Then,
E
[
(min(VT , D)− ΦT )2
]
= Var [min(VT , D)] + Var [ΦT ]
−2Cov [min(VT , D),ΦT ] + [Emin(VT , D)− EΦT ]2
This decomposition implies that E [min(VT , D)] = E [ΦT ] as the other terms in the right
side of the above equation are invariant under shifting the variable ΦT by a constant. Since
2
min(VT , D)− ΦT is orthogonal to ΦT − E(min(VT , D)) = ΦT − E(ΦT ), we also have that
Var [min(VT , D)] = E
[
(min(VT , D)− ΦT )2
]
+ E [(min(VT , D)− ΦT )(ΦT − E(min(VT , D))]
+Var [ΦT ]
= E
[
(min(VT , D)− ΦT )2
]
+ Var [ΦT ] .(4)
Hence, Var [min(VT , D)] > Var [ΦT ]. The existence of a discount factor for the price of
the claim min(VT , D) is consistent with the Markowitz portfolio choice theory: the price
of the claim min(VT , D) must be less than the price of the optimal replicating portfolio.
It is intuitive that the discount factor should be a function of the replication error, as the
replication error is exactly the difference between the variance of the claim min(VT , D) and
the variance of the terminal wealth of the optimal replicating portfolio as the equation (4)
shows. Replacing the expectations with conditional expectations, similar arguments hold for
an arbitrary time t, as well. The choice of the exponential function is for convenience: we
need the discount factor to be non-negative, and less than 1, and converge to 1 as t→∞. Any
other function satisfying these properties can be used as well, but we prefer the exponential
function for mathematical convenience.
Dynamic MVH can be formulated as a stochastic control problem as in [BKL01], [BS04],
[JMSS12], [KZ]. Corresponding stochastic control problem can be solved using the Hamilton
Jacobi Belman equation if the underlying processes are Ito processes (as in [BKL01]), or
by backward stochastic differential equations if the underlying processes are general semi-
martingales (as in [BS04], [KZ], [JMSS12]). Since our underlying processes are geometric
Brownian motions, we rely on the results of [BKL01] to obtain an analytical formula for
the price of min(VT , D). Our main contribution is that under certain conditions on the
parameters, the price process (Bt)0≤t≤T in formula (3) satisfies the NFLVR (no free lunch
with vanishing risk) condition of [DS94].
This paper in its origin is tied to the credit risk premium puzzle, which refers to the in-
ability of the classical structural models, such as Merton’s model, to predict credit spreads of
corporate bonds of short maturity [CCDG09]. In particular, it is well known that Merton’s
model, when calibrated to the historical default rates of a firm, significantly underestimates
the short term credit spreads of the corporate bonds of the same firm. It is natural to at-
tribute this lack of fit to the unrealistic assumptions of the model: (1) The firm’s asset value
is perfectly observed; (2) the firm’s assets are liquidly traded. The imperfect information
models [DL01], [GRZ09],[JPA07]) are variations of Merton’s model relaxing the perfect in-
formation assumption, and thereby allowing the default time to have a conditional hazard
rates as in reduced form models to give a better fit to short term credit spreads. However,
the incompleteness of the information makes the model incomplete. Hence, there is a need
to model the market’s preferences for risk and return as well, which is not taken into consid-
eration in the information reduction papers so far. Here, we acknowledge that the current
paper does not provide a full story either; eventhough we incorporate preferences into the
price. We note that the assumptions (1) and (2) can be seen as the two sides of the same
coin; it is hard to imagine that one would hold in the absence of the other. For simplicity,
in this paper, we unrealistically assume that (1) is true, wheres (2) is false. Inevitably, our
short term spreads resemble the short term spreads of a perfect information model. Hence,
our results should not be considered as an attempt to solve the credit risk premium puzzle,
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but as a preliminary analysis to a more powerful methodology which relaxes the assumption
(1) as well.
It is also worthwhile to compare our approach to indifference pricing. Indifference price
p of a defaultable bond is the price defined for an initial endowment v that makes the
buyer indifferent between investing the v dollars in the default-free market versus buying the
defaultable bond and investing the remaining v − p dollars in the default-free market (see
e.g. [BJ06], [LSZ08]). The comparison of the investment strategies are done via comparing
the expected utility of the final wealth, with respect to a pre-specified utility function.
Since this formulation is done from the buyer’s point of view, this is also called the buyer’s
indifference price. A similar formulation can be made from the point of view of the seller,
which yields the seller’s indifference price, which is in general different from the buyer’s price.
The main difference of our approach from indifference pricing is that the price in our model
is not characterized as a break even point for an optimal investment problem either from an
individual buyer’s or seller’s point of view. The formula (3) represents the market price of the
claim min(VT , D), and it is determined by a representative agent (representing the aggregate
behavior of the investors in the economy). The interpretation is that the market settles on a
price so that the risk-return profile of the product is compatible with the other instruments
in the market. The discount factor represents the market’s risk aversion towards a product
that is more risky. The key question for us is whether this model is a legitimate model
for the market price of the claim min(VT , D), hence the question of arbitrage. Whereas, in
indifference pricing, the question of arbitrage is not the main question of interest since the
indifference price represents an individual’s own valuation of the claim min(VT , D), regardless
of its market price.
Our pricing framework is amenable to extensions to more general credit risk derivatives
and/or to multifactor models due to existence of a vast literature on the mean variance
hedging problem and its solution in terms of backward stochastic differential equations. In
particular, both the price of the optimal replicating portfolio (bt)t≥0 and the replication error
(ct)t≥0 can be represented as solutions of BSDEs. (see e.g [BS04]) These representations can
be explored to answer the no arbitrage property in a more general framework.
Organization of the paper is as follows: In section 2, we define our setting and review
the MVH problem for a general contingent claim and the corresponding stochastic control
problem. In particular, we review [BKL01]’s characterization of the solution of the stochas-
tic control problem in terms of a certain boundary value problem for a system of partial
differential equations(PDEs). In section 3, we introduce our pricing model for a general
contingent claim and apply the results of [BKL01] to formulate the price in terms of the
solutions of a certain system of PDEs. In section 4, we focus on the pricing of the contingent
claim min(D, VT ) and obtain an analytical formula for the price by solving the corresponding
system of PDEs. We then use these explicit formulas to analyze the qualitative properties
of the price, in particular, whether it is arbitrage free. In section 5 we examine and per-
form numerical experiments to see how the price and yield spreads react to changes in the
parameters. Appendix contains the derivation of the solutions to the PDEs.
2. MVH as a stochastic control problem
In this section, we define the MVH problem and give an overview of the stochastic control
approach of [BKL01] to solve the MVH. Let Vt be as defined in the formula (1). From now
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on, we denote the drift of Vt as µ1, the volatility of Vt as σ1 and the Brownian motion driving
V as W 1. Let St be another geometric Brownian motion:
dSt = µ2Stdt+ σ2StdW
2
t ,(5)
where W 1t and W
2
t are two Brownian motions with correlation dW
1
t dW
2
t = ρdt.
We assume a trading horizon [0, T ], T > 0, and that initially the market contains only a
traded asset with the price process (St)t≥0 and a money market account which accumulates
interest at a constant deterministic rate r > 0. In order not to introduce new notation, we
assume that both Vt and St are already discounted. We consider including in this market
contingent claims with discounted pay-offs at T formulated as functions F (ST , VT ) of ST and
VT .
The dynamic for the discounted wealth of a self-financing portfolio is
dPt = θtdSt = θtµ2Stdt+ θtσ2StdW
2
t .
where θt is a predictable S-integrable process with respect Ft = σ(Vs, Ss, s ≥ 0). Since there
are more random factors than the traded assets in the market, the market is incomplete.
Therefore, there does not exist a replicating portfolio that perfectly hedges every given
contingent claim F (ST , VT ). MVH refers to finding an optimal trading strategy that best
approximates the payoff F (ST , VT ); that is,
minimize E[(PT − F (ST , YT ))2] over all pairs (p, θ)
where the pair (p, θ) describes a dynamic trading strategy which starts at time 0 with initial
capital p and holds θt shares of the traded asset at time t and is self-financing, thus leading
to a wealth of Pt at time t. Here Pt is the discounted wealth of the portfolio. This problem
can be treated as a stochastic optimal control problem if we rewrite it as
minimize E[(PT − F (ST , VT ))2] over all θ ∈ Θ
with the dynamics
dVt = µ1Vtdt+ σ1VtdW
1
t ,
dSt = µ2Stdt+ σSStdW
2
t ,
dPt = θtdSt = θtµ2Stdt+ θtσ2StdW
2
t ,
P0 = p, S0 = s, V0 = v.
where Θ is the set of all R-valued predictable S-integrable processes such that
∫ T
0
θtdSt is
well-defined and square integrable. In this context, the 3-dimensional process (Pt, St, Vt) is
the state process, the process (θt)t∈[0,T ] is the control process, and Θ is the constraint set.
Note that in the above formulation, the initial cost of the portfolio p is taken as fixed.
Once the above problem is solved for any p, then one can optimize over p. To make this
clearer, we firstly solve the optimal trading strategy θ∗(p, s, v) for this given p. Then we
define
ε(s, v) :=
√
min
p
Ep,s,v [(PT − F (ST , VT ))2].
Let p?(s, v) be the optimal solution of the above problem. The uniqueness of p?(s, v) is well
known; in fact, Ep,s,v [(PT − F (ST , VT ))2] is a quadratic function of p [BKL01]. The optimal
replicating strategy θ?(s, v) is θ(p?(s, v), s, v) and the minimal replication error is ε(s, v).
Note that above we did not require Θ to contain only admissible processes (i.e. θt such that
Pt ≥ 0 for all t). However, it turns out that the optimal replicating strategy θ?(s, v) is always
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admissible . This follows from the fact that S is continuous and therefore the value process
of the optimal replicating portfolio can be represented as a conditional expectation of the
final pay-off with respect to the variance optimal martingale measure (see e.g.[BS04]).
Using the Markov property of (St, Vt), [BKL01] represents the control process θ as θt =
θ(t, Pt, St, Vt) . Let Et,p,s,v(·) be the conditional expectation operator E(·|Pt = p, St = s, Vt =
v). Let Θt = {(θs)s∈[t,T ] :
∫ T
t
θsdSs is well defined and square integrable}. As usual in sto-
chastic control, we consider the dynamic version:
minimize Et,p,s,v[(PT − F (ST , VT ))2] over all θ ∈ Θt.
Let V (t, p, s, v) be the optimal value function of this control problem. It is well known that
V (t, p, s, v) is characterized as the solution of the Hamilton Jacobi and Bellman equation:
∂V
∂t
+ inf
{θt}
{[µ2s ∂
∂s
+ µ1v
∂
∂v
+ θtµ2s
∂
∂p
+
1
2
σ22s
2 ∂
2
∂s2
+
1
2
σ21v
2 ∂
2
∂v2
(6)
+σ2σ1svρ
∂
∂s∂v
+
1
2
θ2t σ
2
2s
2 ∂
2
∂p2
+ σ22s
2θt
∂2
∂s∂p
+ σ2σ1svθtρ
∂2
∂v∂p
]V }
= 0,
with the boundary condition
V (T, p, s, v) = [p− F (s, v)]2.
The optimal choice of θt, denoted by θ
∗(t, Vt, St, Pt) satisfies:
θ?t =
−µ2s∂V∂p − σ22s2 ∂
2V
∂s∂p
− ρσ1σ2tvs ∂2V∂v∂p
σ22s
2 ∂2v
∂p2
.
Substituting the expression for θ?t into the PDE (6) gives us a PDE for the only unknown
function V .
The hard work of dynamic programming is solving the highly nonlinear PDE for V . For
MVH, this process is facilitated by the observation that the value process of the MVH
problem has a quadratic structure. More specifically, [BKL01] proves the following theorem:
Theorem 1. [BKL01] The value function V (t, p, s, v) is quadratic in the wealth of the port-
folio p, i.e. there are continuous functions a(t, s, v), b(t, s, v) and c(t, s, v) such that
V (t, p, s, v) = a(t, s, v) · [p− b(t, s, v)]2 + c(t, s, v), 0 ≤ t ≤ T,
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where a, b and c satisfy
∂a
∂t
= (
µ2
σ2
)2a+ µ2s
∂a
∂s
+ [
2σ1ρvµ2
σ2
− µ1v]∂a
∂v
− 1
2
v2s2
∂2a
∂s2
− 1
2
σ21v
2∂
2a
∂v2
− v2σ1sρ ∂
2a
∂s∂v
+
1
a
v2s2(
∂a
∂s
)2 +
1
a
ρ2σ21v
2(
∂a
∂v
)2 + 2v2σ1sρ
∂a
∂s
∂a
∂v
,(7)
∂b
∂t
= [
σ1
σ2
vρµ2 − µ1v]∂b
∂v
− 1
2
σ21v
2 ∂
2b
∂v2
− 1
2
σ22s
2 ∂
2b
∂s2
− σ2σ1svρ ∂
2b
∂v∂s
+
σ21v
2
a
(ρ2 − 1)∂a
∂v
∂b
∂v
,(8)
∂c
∂t
= −(µ1v ∂c
∂v
− µ2s∂c
∂s
− 1
2
σ21v
2 ∂
2c
∂v2
− σ2σ1svρ ∂
2c
∂s∂v
− 1
2
σ22s
2 ∂
2c
∂s2
+ aσ21v
2(ρ2 − 1)(∂b
∂v
)2,(9)
with boundary conditions
a(T, s, v) = 1,
b(T, s, v) = F (s, v),
c(T, s, v) = 0.
Given the quadratic structure of the value process, we can write Vt as a function of p:
V (t, p, s, v) = a(t, s, v) · [p− b(t, s, v)]2 + c(t, s, v).
[BKL01] shows that a(t, s, v) is positive, hence the initial wealth p?(t, s, v) that minimizes
the quadratic function is exactly b(t, s, v). The optimal-replication strategy is the θ corre-
sponding to this initial wealth p?(t, s, v), and the minimum replication error over all p is
ε?(t, s, v) = minp
√
V (t, p, s, v) =
√
c(t, s, v).
3. A Pricing Model
In this section, we propose a pricing model to price a contingent claim of the form F (VT ).
Because the pay-off is only a function of VT and T but not ST , it turns out that the functions
a, b and c are also only functions of t and v but not s. (See appendix for a justification.)
We propose the following formula to calculate the price of a contingent claim F (VT ):
(10) B(t, Vt) = b(t, Vt) · e−κ·
c(t,Vt)
d(t,Vt) ,
where b(t, Vt) is the cost of building an optimal-replicating portfolio for the claim F (VT ) at
time t, and c(t, Vt) is the expected squared error of the replication. d(t, Vt) is a suitable
normalization factor; it is not specified at the moment, but we assume d(t, v) to be strictly
positive, first order differentiable in t and second order differentiable in v, and
(11) lim
t→T
c(t, v)
d(t, v)
= 0.
Here let us comment on the main features of formula (10). The price of the contingent
claim B(t, Vt) converges to the payoff F (VT ) as t approaches T . This is due to boundary
condition of b(t, v) and the assumption (11). Recall b(t, Vt) → F (VT ) as t → T . Also,
because c(t, v) → 0 as t → T , the assumption (11) will be satisfied for a wide range of
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choices for d. We interpret the term b(t, Vt) as a benchmark price. Indeed, in a sense, it is
the price of the closest traded instrument available in the market. However, the variability
of this benchmark instrument is less than the variability of the contingent claim, therefore
it makes sense for the investor to ask for a discount from the benchmark price; which is the
rationale for the term e−κ·
c(t,Vt)
d(t,v) . Here κ is a preference parameter, a higher value indicates a
higher level of risk aversion. Note that the mean squared replication error c(t, Vt) has been
normalized by d(t, Vt), which allows the investor to measure the replication error in relative
terms. A possible choice for d(t, v) is the conditional variance of F (VT ) given St = x, Vt = v.
Simpler normalization factors can be chosen depending on the type of the contingent claim.
For example, when F (VT ) = min(D, VT ), that is, a Merton style bond, it may make sense
to choose d(t, v) = v2. That is, the replication error is measured relative to the value of
the firm. This not only gives a better performance measure for the replication (for example
c(t, Vt) = 800 would be more alarming if the firm value were 10, as compared to 100), but
also makes κ a unitless constant. In general, we need normalization for technical reasons, in
particular, to show that the pricing formula is arbitrage free.
In the rest of this section, we investigate whether the proposed pricing model is arbitrage
free. We use the result of Dalbean and Schachermayer [DS94] which states that there is
no arbitrage in the sense of no free lunch with vanishing risk if and only if there exists an
equivalent probability measure Q rendering the price processes local martingales. Here note
that Bt and St are locally bounded semimartingales. Our first goal is to find two processes
λ1(t) and λ2(t) such that if W˜
i
t =
∫ t
0
λi(s)ds+W
i
t then for t ∈ [0, T ],
Bt = B0 +
∫ t
0
NtdW˜
1
t(12)
St = S0 +
∫ t
0
LtdW˜
2
t(13)
for some continuous and adapted processes Nt and Lt. Then the next question is when there
is a probability measure Q under which W˜ 1t and W˜ 2t are martingales.
Theorem 2. Let c˜(t, v) = c(t,v)
d(t,v)
. Assume ∂b
∂v
− κb ∂c˜
∂v
> 0 for all (t, v) ∈ (0, T )× (0,∞). Let
Lt = Stσ2, and (Mt)t∈[0,T ] and (Nt)t∈[0,T ] be as defined below:
Mt = e
−κc˜t
[
∂b
∂t
(t, Vt) +
∂b
∂v
(t, Vt)µ1Vt +
1
2
∂2b
∂v2
(t, Vt)σ
2
1V
2
t
]
(14)
−κbte−κc˜t
[
∂c˜
∂t
(t, Vt) +
∂c˜
∂v
(t, Vt)µ1Vt +
1
2
∂2c˜
∂v2
(t, Vt)σ
2
1V
2
t
]
+
1
2
κ2bte
−κc˜ ∂c˜
∂v
(t, Vt)
2σ21V
2
t − κe−κc˜t
∂c˜
∂v
(t, Vt)
∂b
∂v
(t, Vt)σ
2
1V
2
t ,
(15)
Nt = e
−κc˜tVtσ1
[
∂b
∂v
(t, Vt)− κbt ∂c˜
∂v
(t, Vt)
]
.
Then Nt > 0 for all t ∈ [0, T ), and equations (12) and (13) hold with W˜ it =
∫ t
0
λi(s)ds+W
i
t ,
where λ1(t) =
Mt
Nt
and λ2 =
µ2
σ2
.
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Moreover, if
(16) P(exp(
1
2(1− ρ2)
∫ T
0
[
1
2
(
Mt
Nt
)2 + ρ
Mtµ2
Ntσ2
]
dt) <∞),
then there exists a probability measure Q equivalent to P such that (W˜ 1t , W˜ 2t )0≤t≤T is a two
dimensional Brownian motion with correlation ρ.
Proof. We first show that the equations (12) and (13) are true. Note that
S0 +
∫ t
0
LtdW˜
2
t = S0 +
∫ t
0
Ssσ2
µ2
σ2
ds+
∫ t
0
Ssσ2dW
2
s
= St.
Similarly,
B0 +
∫ t
0
NtdW˜
1
t = B0 +
∫ t
0
Ms
Ns
Nsds+
∫ t
0
NsdW
1
s
= B0 +
∫ t
0
Msds+
∫
NsdW
1
s
= B0 +
∫ t
0
(
∂
∂t
(be−κc˜)(s, Vs) +
1
2
∂2
∂v2
(be−κc˜)(s, Vs)σ21V
2
s
)
ds
+
∫ t
0
∂b
∂v
e−κc˜(s, Vs)dVs
= b(t, Vt)e
−κc˜(t,Vt),
where the last line follows from the Ito formula.
Note that because Nt > 0, and both Mt and Nt are continuous, the process
Xt = −
∫ t
0
λ1s − ρλ2s
1− ρ2 dW
1
s −
∫ t
0
λ2s − ρλ1s
1− ρ2 dW
2
s
is a continuous local martingale. Let (Zt)t∈[0,T ] be the stochastic exponential of Xt. By the
well known Novikov condition (see e.g. [KS04]), (Zt)t∈[0,T ] is a strictly positive martingale if
E(exp 1
2
< XT , XT >) <∞. An elementary calculation gives
< Xt, Xt >=
1
1− ρ2
∫ t
0
[
(λ1s)
2 +
1
2
(λ2s)
2 − 2ρλ1sλ2s
]
ds.
Hence, we have
exp(
1
2
< XT , XT >) = exp(
1
2(1− ρ2)
∫ T
0
[(
Mt
Nt
)
)2 +
(
µ2
σ2
)2
− 2ρMtµ2
Ntσ2
]
dt.
Hence, the hypothesis (16) implies that the Novikov condition is satisfied. Therefore, Zt
is a martingale with Z0 = 1. We define the probability measure Q equivalent to P as
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Q(A) = P(Z1A). Since dZt = Zt
(
λ1s−ρλ2s
1−ρ2 dW
1
s −
∫ t
0
λ2s−ρλ1s
1−ρ2 dW
2
s
)
, for i = 1, 2
d(ZtW˜
i
t ) = ZtdW˜
i
t + W˜
i
t dZt + d < Zt, W˜
i
t >
= ZtdW
i
t + W˜
i
t dZt + Ztλ
i
tdt+ Zt(
λis − ρλi∗s
1− ρ2 ds+ ρ
λis − ρλis
1− ρ2 )dt
= ZtdW
i
t + W˜
i
t dZt
where i∗ = 2 if i = 1, and i∗ = 1 if i = 2. Hence, both W˜ 1 and W˜ 2 are Q local martingales
which implies that (W˜ 1t , W˜
2
t )t∈[0,T ] is a two dimensional Brownian motion with correlation ρ
by Levy’s characterization theorem.

4. Application to credit risk pricing
In this section, we apply the results of the previous section to the credit risk pricing model.
The price of the corporate bond is
B(t, s, v) = b(t, s, v) · e−κ· c(t,s,v)v2 ,
where the parameters a(t, s, v), b(t, s, v) and c(t, s, v) are the solutions to the system of PDEs
(7), (8), (9), with boundary conditions
(17) a(T, s, v) = 1,
(18) b(T, s, v) = min(v,D),
(19) c(T, s, v) = 0.
It is possible to solve the above system analytically, and derive explicit formulas for the
functions a, b and c (see Appendix for details).
Theorem 3. The p.d.e system (7), (8), (9) with the boundary conditions (17), (18), (19)
have unique solutions a(t, s, v),b(t, s, v) and c(t, s, v) where
a. a(t, s, v) = e
−
(
µ2
σ2
)2
T−t
;
b. b(t, s, v) = b(t, v) = ve
(
µ1−µ2ρσ1σ2
)
(T−t)
N(d1) +D (1−N(d2)), where
d1(t, v) =
ln D
v
− σ21
[
1
2
+ 1
σ21
(µ1 − σ1ρµ2σ2 )
]
(T − t)
σ1
√
T − t ,(20)
d2(t, v) = d1 + σ1
√
T − t;(21)
c. c(t, s, v) = σ2(1− ρ2)E
(∫ T
t
auV
2
u
(
∂b
∂v
(u, Vu)
)2
du|Vt = v
)
.
Proof. See Appendix for the analytical derivations of the formulas for a, b and c. In partic-
ular, all three functions are independent of s. Hence we will denote them as a(t, v),b(t, v)
and c(t, v). Below we only prove the representation in (c).
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Applying Ito’s formula to function to c(t, Vt), we get
c(T, VT )− c(t, Vt) =
∫ T
t
(
∂c
∂t
(u, Vu) +
1
2
∂2c
∂v2
(u, Vu))d〈Vu, Vu〉+
∫ T
t
∂c
∂v
(u, Vu)dVu
=
∫ T
t
(
∂c
∂t
(u, Vu) + µ1v
∂c
∂v
(u, Vu) +
1
2
σ21v
2 ∂
2c
∂v2
(u, Vu))du
+
∫ T
t
σ1
∂c
∂v
(u, Vu)VudWu.
Since
∂c
∂t
= −µ1v ∂c
∂v
− 1
2
σ21v
2 ∂
2c
∂v2
+ a(t, v)σ21v
2(ρ2 − 1)(∂b
∂v
)2,
we get that
c(T, VT )− c(t, Vt) =
∫ T
t
a(u, Vu)σ
2
1V
2
u (ρ
2 − 1)(∂b
∂v
(u, Vu))
2du+
∫ T
t
σ1
∂c
∂v
(u, Vu)VudWu.
Note that c(T, VT ) = 0. Hence,
c(t, Vt) = E
[∫ T
t
a(u, Vu)σ
2
1V
2
u (1− ρ2)(
∂b
∂v
(u, Vu))
2du|Ft
]
.
Now, the representation in (c) follows from the Markov property of Vt.

4.1. Analysis of the function c(t, v). We derive a more explicit formula for the function
c and analyze its qualitative properties:
Theorem 4. c(t,v)
v2
is monotone decreasing in v. In particular,
c(t, v) = σ21(1− ρ2)v2e[(2µ1+σ
2
1)](T−t)∫ T
t
e
(
−(µ2
σ2
)2−σ21−2µ2σ2 ρσ1
)
(T−u)E(N(d)2)du(22)
where d = d(u, t, v) is normally distributed with mean
µ(t, u, v) =
lnD − ln v − (µ1 + 32σ21)(u− t)− σ21(12 + ασ21 )(T − u)
σ1
√
T − u(23)
with variance u−t
T−u , where α = µ1 − ρµ2σ1σ2 .
Proof. We find in the Appendix that
(24)
∂b
∂v
(u, v) = e
(
µ1−µ2ρσ1σ2
)
(T−u)
N(d1(u, v)).
where
d1(u, v) =
ln D
v
− σ21(12 + ασ21 )(T − u)
σ1
√
T − u .
Let
Zu =
V 2u
V 20
e[−2µ1−σ
2
1 ]u
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Note that
Zu =
V 2u
V 20
e[−2µ1−σ
2
1 ]u
= e[2µ1−σ
2
1 ]u+2σ1Wue[−2µ1−σ
2
1 ]u
= e−2σ
2
1u+2σ1Wu
hence Zu is a Girsanov density. Let Q˜ be the probability measure such that dQ˜udPu = Zu. Now,
we have that
c(t, v) = σ21(1− ρ2)v2e[−2µ1−σ
2
1 ]tQ˜(
∫ T
t
a(u, Vu)e
[2µ1+σ2]u(
∂b
∂v
(u, Vu))
2du|Vt = v)
Now we substitute the formulas for a and ∂b
∂v
:
c(t, v) = σ21(1− ρ2)v2e[−2µ1−σ
2]t ×
Q˜(
∫ T
t
e
−
(
µ2
σ2
)2
T−u
e[2µ1+σ
2]ue
(
2µ1−2µ2ρσ1σ2
)
(T−u)
N(d1(u, Vu))
2du|Vt = v)
= σ21(1− ρ2)v2e[2µ1+σ
2](T−t) ×
Q˜(
∫ T
t
e
[
−
(
µ2
σ2
)2−σ2−2µ2ρσ1
σ2
]
(T−u)
N(d1(u, Vu))
2du|Vt = v).
Because Wu has a drift equal to 2σ1 with respect to Q˜, the Q˜-conditional distribution
of log Vu = log Vt + (µ1 − 12σ21)(u − t)) + σ1(Wu −Wt) given Vt = v is normal with mean
log v+ (µ1− σ
2
1
2
+ 2σ21)(u− t) and standard deviation σ1
√
u− t. Therefore d1(u, Vu) also has
normal distribution, with mean given by formula (23) and standard deviation
√
u−t√
T−u . This
proves formula (22). To complete the proof it is sufficient to show that the expected value
of (N(d1)
2) is monotone decreasing in v where
d = µ(t, u, v) +
√
u− t
T − uZ
where Z is a standard normal random variable. Note that
∂E(N(d)2)
∂v
= E
[
∂(N(d)2)
∂v
]
= E
[
2N(d)(
1√
2pi
e−
d2
2 )
∂µ(u, v)
∂v
]
.
Since ∂µ(t,u,v)
∂v
< 0, and all the other terms inside the expectation are always non-negative,
∂E(N(d)2)
∂v
is negative as desired. 
Theorem 5. Assume 1
2
+ α
σ21
> 0. We have Mt
Nt
= θ(t, Vt) for some function θ such that
supt∈[0,T ],v>0 θ(t, v) <∞.
Proof. Using the formula (14) and the PDEs for b and c we obtain the following formula for
Mt:
Mt = M(t, Vt)
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where
M(t, v) = e−κc˜
[
σ1
σ2
ρµ2v
∂b
∂v
]
− κbe−κc˜aσ21(ρ2 − 1)(
∂b
∂v
)2 + 2κbeκc˜
∂c˜
∂v
vσ21
+(2µ1 + σ
2
1)κbe
−κc˜c˜σ21 +
1
2
κ2be−κc˜(
∂c˜
∂v
)2σ21v
2 − κe−κc˜ ∂c˜
∂v
∂b
∂v
σ21v
2.
We also have Nt = N(t, v) where
N(t, v) = e−κc˜vσ1
[
∂b
∂v
− κb∂c˜
∂v
]
.
Hence, we have Mt
Nt
= θ(t, Vt) where θ(t, v) =
M(t,v)
N(t,v)
. Because
[
∂b
∂v
− κb ∂c˜
∂v
] ≥ max( ∂b
∂v
, κb
∣∣ ∂c˜
∂v
∣∣),
and noting that a, b, e−κc˜, ∂b
∂v
and c˜ are bounded functions, we have supt∈[0,T ],v>0 |θ(t, v)| <∞
if we show the following:
(a) b
v
is bounded when t ∈ [0, T ], v > 0,
(b) ∂c˜
∂v
.v is bounded when t ∈ [0, T ], v > 0,
(c) b∂b
∂v
v
is bounded when t ∈ [0, T ], v ≤ D,
(d) c˜∂c˜
∂v
v
is bounded when t ∈ [0, T ], v > D.
We estimate each quantity as follows:
(a) We note that ( b
v
)′ = −D(1−N(d2))
v
< 0 hence the supv
b
v
= limv→0 bv = limv→0
∂b
∂v
=
e
(
µ1−µ2ρσ1σ2
)
(T−t)
which is bounded.
(b) Let d be normally distributed with mean µ(u, v) and with variance u−t
T−u . We observe
that
∣∣∣∣∂E(N(d)2)∂v
∣∣∣∣ =
∣∣∣∣∣ ∂∂v
∫ ∞
−∞
1√
2pi
e−
z2
2 N(µ(u, v) +
√
u− t
T − uz)
2dz
∣∣∣∣∣
=
∫ ∞
−∞
1√
2pi
e−
z2
2 2N(µ(u, v) +
√
u− t
T − uz)e
− (µ(u,v)+
√
u−t
T−u z)
2
2
1
vσ1
√
T − udz
≤ 2
v
√
2piσ1
√
T − u
Therefore,∣∣∣∣∂c˜∂v
∣∣∣∣ .v ≤ σ21(1− ρ2)e[(2µ1+σ21)](T−t) ∫ T
t
e
(
−(µ2
σ2
)2−σ21−2µ2σ2 ρσ1
)
(T−u) 2√
2piσ1
√
T − udu
≤ K˜
∫ T
t
1
σ1
√
T − udu
≤ K√T − t.
for some constants K˜ and K. Hence ∂c˜
∂v
.v is bounded as desired.
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(c) Note that
b(t, v)
∂b
∂v
(t, v)v
=
vek1(T−t)N(d1(t, v)) +D(1−N(d2(t, v))
vek1(T−t)N(d1(t, v))
= 1 +
D(1−N(d2(t, v))
vN(d1(t, v))
.(25)
Next, observe that b(t,v)∂b
∂v
(t,v)v
is bounded in the domain [0, T )×[D/2, D], because d1(t, v)
is bounded below by K = −|σ||1
2
+ α
σ21
|T and
b(t, v)
∂b
∂v
(t, v)v
≤ 1 + D
vN(K)
≤ 1 + 2
N(K)
, for (t, v) ∈ [0, T )× [D/2, D].
We claim that b(t,v)∂b
∂v
(t,v)v
has a continuous extension to the domain [0, T ] × [0, D/2].
Indeed, let(tn, vn) → (t, 0), t ∈ [0, T ]. Then limn→∞ d1(tn, vn) = limn→∞ d2(tn, vn) =
∞. Hence for n sufficiently large,
1−N(d2(tn, vn))
vnN(d1(tn, vn))
≤ e
− (d2(tn,vn))2
2 e− ln(vn)√
2pi2
.
Since d2(tn, vn))
2 is a quadratic polynomial in ln(vn) with a positive coefficient of
(ln(vn))
2, we have limn→∞−d2(tn,vn))22 −ln(vn) = −∞, hence by equation (25), lim b(tn,vn)∂b
∂v
(tn,vn)vn
=
0. Now, let (tn, vn)→ (T, v), 0 < v ≤ D/2. Then limn→∞ d1(tn, vn) = limn→∞ d2(tn, vn) =
∞. Since vnN(d1(tn, vn)) → v and D(1 − N(d2(tn, vn)) → 0, by equation (25),
lim b(tn,vn)∂b
∂v
(tn,vn)vn
= 0 as (tn, vn)→ (T, v) as well.
Since b(t,v)∂b
∂v
(t,v)v
can be extended to a continuous function on [0, T ]× [0, D/2], it must
also be bounded on [0, T ]× [0, D/2]. We conclude that sup(t,v)∈[0,T )×(0,D] b(t,v)∂b
∂v
(t,v)v
<∞.
(d) Let K1 = −(µ2σ2 )2 − σ21 − 2
µ2
σ2
ρσ1. We observe that
c˜(t, v)
∂c˜
∂v
(t, v)v
= K2
∫ T
t
eK1(T−u)E(N(d)2)du∫ T
t
eK1(T−u)
σ1
√
T−uE[N(d)e
− d
2
1
2 ]du
,
where K2 > 0 is a constant independent of t and v. We define
z(u, v) =
−µ(u, v)√T − u√
u− t ,
where µ(u, v) is defined by equation (23). Note that if we write d =
√
u−t√
T−uZ +
µ(u, v), then we have d > 0 if and only if Z > z(u, v). Next, we decompose
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∫ T
t
eK1(T−u)E(N(d)2)du into 3 parts:∫ T
t
eK1(T−u)E(N(d)2)du =
∫ T
t
eK1(T−u)E(N(d)21{d<−1})du
+
∫ T
t
eK1(T−u)E(N(d)21{d≥−1})1{zu,v≤1}du
+
∫ T
t
eK1(T−u)E(N(d)21{d≥−1})1{zu,v>1}du
Let I, II, and III be the integrals on the right side of the equation above.
We have that N(d)21{d<−1} ≤ N(d) 1√2pie−
d2
2 1{d<−1}, hence E(N(d)21{d<−1}) ≤
1√
2pi
E(N(d)e−d
2
2 ) ≤ K3 E(N(d)e
−d22 )
σ1
√
T−u where K3 = K2
1√
2pi
σ1
√
T . Hence
I∫ T
t
eK1(T−u)
σ1
√
T−uE[N(d)e
−d2
2 ]du
≤ K3.
Next, we argue that z(u, v) ≤ 1 implies that E(N(d)e−d22 ) > min(1,
√
T−u√
t−u ) where
 is a positive number independent of t and v. We first observe that
z(u, v) = − ln(D/v)
σ1
√
u− t +
α˜
√
u− t
σ1
+ σ1(
1
2
+
α
σ21
)
T − u√
u− t ,
where α˜ = µ1 +
3
2
σ21. Because of the assumptions v > D and
1
2
+ α
σ21
> 0, z(u, v) >
−|α˜|√T
σ1
for all u, v. Now, E(N(d)e−d
2
2 ) ≥ K4P(z(u, v) −
√
T−u
t−u < Z < z(u, v)) for
some constant K4, because z(u, v)−
√
T−u
t−u ≤ Z ≤ z(u, v) implies that −1 ≤ d ≤ 0.
If
√
T−u
t−u > 1, then P(z(u, v) −
√
T−u
t−u < Z < z(u, v)) ≥ e−
1
2
max(z(u,v)2,(z(u,v)−1)2),
which is bounded below by  > 0 independent of u,v or t, since 1 ≥ z(u, v) > − α˜
√
T
σ1
.
If
√
T−t
t−u ≤ 1, then P(z(u, v)−
√
T−u
t−u < Z < z(u, v)) ≥
√
T−u
t−u e
− 1
2
max(z(u,v)2,(z(u,v)−1)2),
which proves the claim.
Now, we note that E(N(d)21{d≥−1}) ≤ P(Z > z(u, v)−
√
T−u
t−u ) Hence,
II∫ T
t
eK1(T−u)
σ1
√
T−uE[N(d)e
−d2
2 ]du
≤ K5 +
∫ T
t
P(Z > z(u, v))1{z(u,v)≤1}du

∫ T
t
min(1,
√
T−u√
t−u )
σ1
√
T−u 1{z(u,v)≤1}du
≤ K5 +K6
∫ T
t
eK1(T−u)1{z(u,v)≤1}du∫ T
t
eK1(T−u)1{z(u,v)≤1}du
= K5 +K6,
where K6 =
σ1
√
T

.
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Finally, we observe that
III∫ T
t
eK1(T−u)
σ1
√
T−uE[N(d)e
−d2
2 ]du
≤ K7 +
∫ T
t
P(Z > z(u, v))1{z(u,v)>1}du∫ T
t
e−
1
2
max(z(u,v)2,(z(u,v)−1)2) min(1,
√
T−u√
t−u )
σ1
√
T−u 1{z(u,v)>1}du
≤ K7 +
∫ T
t
K8e
− z(u,v)2
2 1{z(u,v)>1}du∫ T
t
e−
1
2
z(u,v)2
min(1,
√
T−u√
t−u )
σ1
√
T−u 1{z(u,v)>1}du
.
Hence,
III∫ T
t
eK1(T−u)
σ1
√
T−uE[N(d)e
−d2
2 ]
≤ K7 +K8σ1
√
T
∫ T
t
e−
1
2
z(u,v)21{z(u,v)>1}du∫ T
t
e−
1
2
z(u,v)21{z(u,v)>1}du
≤ K7 + K8
σ1
√
T

Corollary 6. Assume that 1
2
+ α
σ21
> 0. Let c˜(t, v) = c(t, v)/v2. For any κ > 0, Bt =
b(t, Vt)e
−κc˜(t,Vt) gives an arbitrage free price for the Merton style bond min(VT , D) in the
sense of NFLVR.
Proof. Because ∂b
∂v
> 0 and ∂c˜
∂v
< 0, ∂b
∂v
− κ ∂c˜
∂v
> 0. Also Theorem (5) implies that hypothesis
(16) of Theorem (2) is satisfied. Hence by Theorem (2) there exists a probability measure
Q equivalent to P such that St and Bt are Q-local martingales, hence (St, Bt) do not allow
arbitrage. 
Remark 7. It is possible that no arbitrage property still holds without the assumption 1
2
+ α
σ21
>
0, however one may need to use a different criterion other than the Novikov criterion. A
possible approach is to use the absolute continuity of the laws processes of the diffusion type
(see e.g. Chapter 7 of [LS01]). This would require the formulation of (Bt, St) as a solution
of a stochastic differential equation in the sense of Lipster and Shiryaev (in particular, see
section 7.6.4 of [LS01]). To keep the presentation simple, we will not pursue this approach
in this paper.
5. The effects of the parameters on the price
In this section, we fix T = 10, D = 100 and look at how various parameters affect the
price of the Merton style bond. Examining the formulas we see that there are five parameters
affecting the price: µ1, θ :=
µ2
σ2
, ρ, σ1 and κ.
5.1. The effect of µ1. We observe that µ1 affect b only through the parameter α = µ1 −
µ2ρσ1
σ2
. Hence we can calculate ∂b
∂α
and deduce ∂b
∂µ1
from this. An elementary calculation gives
∂b
∂α
(t, v) = v(T − t)eα(T−t)N(d1),
which is always positive. Since ∂α
∂µ1
= 1, we find that b is strictly increasing with µ1. Note
that in our pricing model, we may interpret b as the price of the Merton style bond when
16
κ = 0. Hence
y(t) = − log D
b(t, Vt)
is the yield of the bond for the case κ = 0. The fact that b is increasing with µ1 means that
the growth rate of the underlying firm, µ1, affects the yield of the bond negatively which
may be because the bond becomes less risky.
We also observe that when α = 0, b is the price of the bond in the Merton model. Hence,
in this model, depending on the sign of α, the price of the bond can be higher (when α > 0)
or lower (α < 0) than its price in the Merton model.
The relationship between µ1 and c˜ is not monotone, even when α remains constant.
5.2. The effect of θ. This parameter affects b only through α as well. Since ∂α
∂θ
= −ρσ1, b
is decreasing with θ if ρ > 0 and increasing with θ if ρ < 0. If ρ = 0, θ has no effect on b.
One can interpret θ as a measure of systemic risk in the underlying security. ρ > 0 implies
that the optimal replicating portfolio is also positively correlated with the same systemic
risk, therefore it is intuitive that this portfolio gives a premium that increases with ρ. Also,
the greater σ1, the greater the exposure to the systemic risk, hence it is again intuitive that
the premium increases with σ1 as well.
θ has a monotone decreasing relationship with c˜ provided that α remains constant. But
since α is a function of θ, in general there is no monotone relationship between θ and c˜.
5.3. The effect of σ1. We explicitly calculate
∂b
∂σ1
as
∂b
∂σ1
= v(T − t)eα(T−t)N(d1) ∂α
∂σ1
−De
− d
2
2
2√
2pi
√
T − t
Note if ρµ2 ≥ 0, then ∂α∂σ1 < 0, hence, in this case b is monotone decreasing as σ1 increases.
If ρµ2 < 0, it is not clear if the effect of σ1 on b would be monotone.
In Figure (1) we plotted c˜ as σ1 varies from 0.05 to 0.25 for each of the cases ρ = 0.6,
v = 66 and ρ = 0.6, v = 133, and ρ = −0.6, v = 66 and ρ = −0.6, v = 133, while setting
µ1 = 0.02, θ = 0.4 . We see that in all the cases c˜ increases as σ1 increases, suggesting
that there is a monotone increasing relationship between c˜ and σ1. However, we have not
confirmed this theoretically.
5.4. The effect of ρ. The correlation parameter ρ affects both the price of the replicating
portfolio and the replication error. Examining the formula for b, we see that ρ appears only
in the term α. Since α is monotone in ρ and b is monotone in α, b is monotone in ρ. In
particular, b is monotone decreasing (resp. increasing) as ρ increases if µ2 > 0 (resp. µ2 < 0).
If µ2 = 0 then b is constant in ρ.
The replication error c is a product of 1− ρ2 and another term which also depends on ρ,
but only through α. Hence if α remains constant, c˜ will decrease as ρ2 increases, which is
intuitive. But, surprisingly, there is no monotone relationship between c˜ and ρ2 in general.
In Figure (2), we plotted c˜ as ρ varies from −0.6 to 0.6 setting µ1 = 0.02, σ1 = 0.15, θ = 0.4
for each of the cases v = 66 and v = 132. For example, when v = 132, c˜ does not decrease
when ρ is changed from 0 to 0.3. We also observe that the replication error is smaller for
negative values of ρ when ρ2 is the same.
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Figure 1. c˜ with varying σ1, µ1 = 0.02, θ = 0.4
5.5. The yield spreads and the effect of κ. The yield at date t of a Merton style bond
with maturity T is defined as the function
y(t, T ) =
log(D)− log(Bt)
T − t
Since we assume that Bt is already discounted, y(t, T ) is also the yield spread. Recall, given
the parameters, the price of the bond at time t is a function of T − t and the firm value Vt
only, hence we can represent y(t, T ) = y(Vt, T − t). In this section, we will plot the function
y(v, T ) as a function of T (time to maturity), for v = 66 and v = 132. y(v, T ) can be
interpreted as the time 0 yield of a Merton style bond with maturity T , when the firm value
at time 0 is equal to v. v = 66 and v = 132 represent two distinct scenarios where the firm’s
value is respectively less and greater than the face value of the debt (D = 100).
In the first set of plots in Figure (3) we set σ1 = 0.15, ρ = 0.6, and µ1 = µ2 = 0. Note
that this gives α = µ1 − ρθσ1 = 0. Since the price of the replicating portfolio is the Merton
model’s price when α = 0, we obtain the same yield curves as the Merton model when κ = 0.
The yield curve is monotone decreasing when the firm’s value is 66 and monotone increasing
when v = 133 As we vary κ the yield spreads increase, however the shape of the curves
remain the same.
In the second set of plots in Figure (3) we set µ1 = 0.03 and θ = 0.4, while keeping
σ1 = 0.15 and ρ = 0.6 as before. Note that in this configuration α = −0.006, which causes
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Figure 2. c˜ with varying ρ, µ1 = 0.02, σ1 = 0.15, θ = 0.4
an increase in the yield spread at the baseline case, κ = 0. This is because the price of
the replicating portfolio increases with α. The parameter κ increases the yield spreads, and
when v = 132, and we see a hump shape pattern emerging when κ increases to 100.
In the third set of plots in Figure (3), we set µ1 = 0.03 and θ = 0.4, σ1 = 0.15 and
ρ = −0.6. In this configuration note that α = 0.009, hence the yields decrease in the
baseline case, κ = 0. The yields increase with κ as before, and the hump shape of the yield
spread is more noticeable when κ = 100 and v = 132.
6. Conclusion
To summarize our results, we proposed a pricing formula for a contingent claim on the
assets of a firm where the assets are not traded. The price has two components, one is the
price of the mean variance portfolio constructed by a correlated asset that is traded in the
market. The second component is a discount factor which is determined by a parameter κ
and the error of the replication. In the specific application to the pricing of the Merton style
bond, we are able to show that the pricing formula is arbitrage free without any restrictions
on the value of κ. This gives a wide range of prices for the Merton style bond, and the value of
κ can be interpreted as the representative investors risk aversion towards the non-hedgeable
risk.
We are able to describe meaningful relationships between most parameters and the price
of the mean variance hedging portfolio via both theoretical and numerical means. We are not
able to qualitatively describe the relationship between the parameters and the replication
error by theoretical means. However, numerical simulations suggest that σ1 has a monotone
relationship with the replication error. The numerical simulations indicated non-monotone
relationships between the replication error and the other parameters.
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Figure 3. yield with varying κ for various configurations
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7. Appendix
As the boundary condition for a is independent of s and v, it is natural to guess that the
solution to the PDE (7) is independent of s and v. It is easy to verify that the function
(26) a(t) = e
(
−µ2
σ2
)2
t
is a solution to the PDE (7). Moreover, (26) is a unique solution according to Theorem 8.1
in [LSN68]. Therefore, we obtain that the unique solution to PDE (7) is
(27)
{
a(t) = e
−
(
µ2
σ2
)2
T−t
,
a(T ) = 1.
To treat the PDE (8), we use the change of variables:
τ = T − t, τ ∈ [0, T ];(28)
u = ln v, u ∈ (−∞,∞);(29)
w = ln s, w ∈ (−∞,∞).(30)
Then the PDE (8) becomes
∂b
∂τ
=
1
2
σ21
∂2b
∂u2
+
1
2
σ22
∂2b
∂w2
+ σ1σ2ρ
∂2b
∂u∂w
− 1
2
σ21
∂b
∂u
− 1
2
σ22
∂b
∂w
−
(
σ1ρµ2
σ2
− µ1
)
∂b
∂u
+
σ21
a
(ρ2 − 1)∂a
∂u
∂b
∂u
,(31)
with initial condition at τ = 0:
b(0, w, u) = min(eu, D)
Note that the initial condition as well as the coefficients in equation (31) are independent
of s. We thus may assume that the solution to (31) is independent of s. In order to put the
equation into a canonical form, we can make the following transformation
(32) b(τ, u) = b˜(τ, u)eηu+βτ ,
where η and β are chosen so that the lower order terms disappear. One can check that by
choosing
η =
1
2
+
1
σ21
[
σ1ρµ2
σ2
− µ1
]
,
β = −
[
σ21
2
+
(
σ1ρµ2
σ2
− µ1
)]
η +
σ21
2
η2 = −σ
2
1
2
η2,
the PDE (31) reduces to
∂b˜
∂τ
=
1
2
σ21
∂2b˜
∂u2
,
with initial condition
b˜(0, u) = e−ηu min(eu, D).
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It is known [Eva98] that the solution to the above Cauchy problem is unique and is given
by
b˜(τ, u) =
1
σ1
√
2piτ
+∞∫
−∞
b˜(0, y)e
− (u−y)2
2σ21τ dy.
Substituting b˜(0, y) = e−ηy min(ey, D), we obtain
b˜(τ, u) =
1
σ1
√
2piτ
lnD∫
−∞
e(1−η)ye
− (u−y)2
2σ21τ dy +
1
σ1
√
2piτ
+∞∫
lnD
De−ηye
− (u−y)2
2σ21τ dy
= eu(1−η)+
σ21τ(1−η)2
2 N
(
lnD − u− σ21τ(1− η)
σ1
√
τ
)
−De−uη+σ
2
1τη
2
2 N
(
lnD − u− σ21τη
σ1
√
τ
)
+De−uη+
σ21τη
2
2 .
Substituting (28), (29) and (32), we obtain the unique solution to the PDE (8):
(33)
{
b(t, v) = ve
(
µ1−µ2ρσ1σ2
)
(T−t)
N(d1) +D (1−N(d2)) ,
b(T, v) = min(v,D),
where N is the standard normal distribution function and
d1 =
ln D
v
− σ21(1− η)(T − t)
σ1
√
T − t ,
d2 = d1 + σ1
√
T − t,
where we have η = 1
2
+ 1
σ21
[
σ1ρµ2
σ2
− µ1
]
. Note that 1− η = 1
2
+ α
σ21
where α = µ1 − µ2ρσ1σ2 . In
regarding to the PDE for c, by the change of variables (28), (29) and (30), the equation (9)
becomes
∂c
∂τ
=µ1
∂c
∂u
+ µ2
∂c
∂w
+
1
2
σ21(
∂2c
∂u2
− ∂c
∂u
) +
1
2
σ22(
∂2c
∂w
− ∂c
∂w
)
− aσ21(ρ2 − 1)(
∂b
∂u
)2,(34)
with initial condition at τ = 0:
c(0, w, u) = 0.
Note that the initial condition as well as the coefficients in equation (34) are independent
of s. We hence may assume that the solution to (34) is independent of w. Similar to what
we have done for b, we make the following transformation
(35) c(τ, u) = c˜(τ, u)eα
1u+β1τ ,
with
α1 =
1
2
− 1
σ21
µ1,
β1 =
(
µ1 − 1
2
σ21
)
α1 +
σ21
2
(α1)2 = −σ
2
1
2
(α1)2.
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Therefore, the PDE (34) reduces to
(36)
∂c˜
∂τ
=
1
2
σ21
∂2c˜
∂u2
+ e−α
1u−β1τaσ21(1− ρ2)(
∂b
∂u
)2,
with initial condition
c˜(0, u) = 0.
In order to solve the above PDE, we need the value of ∂b
∂u
. Firstly, we differentiate the
expression (33) to obtain
∂b˜
∂u
=
1
σ1
√
2piτ
 lnD∫
−∞
−2(u− y)
2σ21τ
e(1−η)ye
− (u−y)2
2σ21τ dy +
+∞∫
lnD
−2(u− y)
2σ21τ
De−ηye
− (u−y)2
2σ21τ dy
 .
Integrating by parts we have
(37)
∂b˜
∂u
=
1
σ1
√
2piτ
 lnD∫
−∞
(1− η)e(1−α)ye−
(u−y)2
2σ21τ dy −Dη
+∞∫
lnD
e−ηye
− (u−y)2
2σ21τ dy
 .
Using the definition (32), it is easy to check that
∂b
∂u
=
(
∂b˜
∂u
+ ηb˜
)
eηu+βτ .
Thus,
∂b
∂u
=
eηu+βτ
σ1
√
2piτ
lnD∫
−∞
e(1−η)ye
− (u−y)2
2σ21τ dy
=e
σ21τ(1−η)2
2
+u+βτN
(
lnD − σ21τ(1− η)− u
σ1
√
τ
)
=e
u+
(
µ1−µ2ρσ1σ2
)
τ
N(d1).
(38)
By substituting (38) into (36), we are able to obtain the unique solution to the PDE (36) in
the form
(39)
c˜(τ, u) =
∫ τ
0
1
σ1
√
2pi(τ−s)
∫∞
−∞ e
− y2
2σ21(τ−s)f(s, u− y)dyds,
c˜(0, u) = 0,
where we have the substitutions
u = ln v,
f(τ, u) = e−α
1u−β1τaσ21(1− ρ2)( ∂b∂u)2,
c(τ, u) = c˜(τ, u)eα
1u+β1τ ,
α1 = 1
2
− 1
σ21
µ1,
β1 = −σ21
2
(α1)2.
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