I. INTRODUCTION N Montenegro, in the period of 1958-1988, a detailed soil map with scale of 1:50 000 was made. This research involved two thousand profiles. Unfortunately, as in other Former Republics of Yugoslavia, the enormous effort and the work was not properly presented to the wide professional community and land users, since the data and data map were available only in hard copy version. The goal of this paper is to investigate possibility of using data mining tools for soil classification based on the available data. Data mining is a set of techniques that aims to discover implicit useful information from big data, where big data is large amount of structured data in our case. Information discovery is usually performed by identifying patterns and establishing relationships. Data Mining allows focus on the most important information in the data. We may say that data mining is the computerassisted process of "digging" through enormous databases in order to analyze and extract the meaning of the data.
Data mining include: clustering, classification, association, sequence or path analysis and forecasting. In this paper focus will be on clustering. Clustering has application in a many research areas like mathematics, genetics, engineering, economics and marketing.
Clustering is process of grouping similar sets of data. Aim is to make clusters with data samples which are more similar to each other than to data samples that belong to the other clusters. Each cluster is defined by a centroid. Centroid is defined by a specific value of parameters contained in each data sample (in our case, each data sample contains chemical characteristics of soil). Similarity of data in one claster is measured by using different criterion. Thus, there are a lot of different methods which can solve general task of clustering [13] .
In this paper, we will use two types of K-means algorithm and discuss the obtained results. The standard K-means algorithm makes exclusive clusters. Each data sample can be member of just one cluster. Initial values of clusters' centroids are randomly selected from the available data. Updating centroids and clustering of data is then repeated until convergence is reached or for a defined number of iterations. New centroid for a cluster is calculated based on each data sample that belongs to that cluster. Application of K-means-type algorithms in cluster analysis has two issues. The first one is that number of clusters should be known in advance. Thus, before discovering knowledge from big data, we have to know how many groups make database. The second issue is that this kind of algorithms is very sensitive to the initial clusters' centroids. Usually, initial centroids are chosen randomly.
Fuzzy K-means algorithm estimates clusters and calculates degree of belonging of each data sample to each cluster. That means that as a result of this algorithm we do not obtain exclusive clusters. One data belongs to all clusters, but to a certain degree. Influence of data sample to an updating cluster is proportional to its degree of belonging to that cluster. In fuzzy K-means algorithm we would like to avoid situation when we have two data samples at the "boarder" of two separate clasters, which are more similar to each other, than to some other data in the same cluster.
The paper is organized as follows. In Section II Kmeans clustering is presented; in Section III fuzzy Kmeans algorithm is reviewed, while their performance in the case of clustering data samples with physical and chemical characteristic of soil is analysed in Section IV.
II. K-MEANS CLUSTERING K-means clustering is widely used partitioning method. K-means has application in market segmentation, computer vision, geostatistics, astronomy and agriculture. This method aims to partition n data samples into K mutually exclusive clusters. Each cluster K is defined with one centroid; its central point determined by a certain combination of parameters contained in each data sample. If we think on d parameters contained in each data as on its coordinates in d-dimensional space, we may say that this clustering method is based on location of points and its distances, so it is also called method of vector Soil data clustering by using K-means and fuzzy K-means algorithm 978-1-5090-0055-5/15/$31.00 ©2015 IEEEquantization [11] . Partitioning is done by calculating the distance of each data from each centroid. A data sample belongs to a cluster whose centroid is his closest one. K-means clustering is also known as hard clustering, where each data sample can belong to exactly one cluster.
A. K-means clustering algorithm
The K-means algorithm aims to distribute a set X of n data samples into K clusters. Each data sample is defined by d parameters, thus for better visualization we consider these data samples as points in d-dimensional space. Number of clusters K is input of the algorithm. The initial values of centroids . Then, for each data sample from set X distance to each cluster' centroid is calculated. A data sample is declared to be a member of the closest cluster. Set of data samples that belong to cluster i c is denoted as i c , 1 i K ≤ ≤ . After each clustering, parameters of new centroids are estimated as mean of d corresponding parameters of all data samples which are member of cluster.
Processes of partitioning and updating centroids are repeated until convergence has been reached or for a specified number of iterations.
Sometimes it can happen that there are no points to some clusters. That means that as a result algorithm gives partition with less than K clusters [3] . However, in our case, this can be used for determining the precise number of soil types, if it not known in advance. One more degeneracy is when a point is equally close to more than one centroid. So it is possible for this algorithm to oscillate between a few different clusterings. This case almost never happens in practice [4] , [5] .
III. FUZZY K-MEANS CLUSTERING Fuzzy K-Means (FKM) clustering method is modification of the standard K-means clustering. It is widely applied in different fields, such as: agricultural engineering, chemistry, geology, image analysis, medical diagnosis [1] . Initial centroids, which define clusters, are chosen randomly, like in K-means clustering. A data sample from the dataset belongs to every cluster, but with different degree of belonging [1] . Degree to which a point belongs to a cluster is inversely proportional to distance of that point to the cluster's centroid. Thus, in Fuzzy KMeans clustering, all data samples affect calculation of new centroids. The impact of a data sample on the calculation of claster's centroids is proportional to degree of its belonging to that cluster. The other part of the fuzzy K-means algorithm is the same like in K-means algorithm. Fuzzy K-Means is also referred to as soft clustering. w smaller, fuzzifier m should be larger. In the absence of a priory knowledge of the data fuzziness, it is recommended to set fuzzifier values to 2 [15] .
Fig. 1. K-means clustering algorithm

A. Fuzzy k-means clustering algorithm
New centroids for K cluster are calculated on the basis of all the data samples, in similar way as in the K-means, but with using these degrees of belonging as weighting coefficient:
The procedure repeats until reaching convergence or for a specified maximum number of iterations. The algorithm converges when
where t is number of iteration and δ is sensitivity threshold. In all our experiments, this threshold is 0.01. By adjusting fuzzifier m so that m tend to infinity results of fuzzy K-means clustering will be the same as a result of K-means clustering, i.e. each data sample belong only to one cluster.
For the calculation each of K clusters, in the FKM all n data samples are used, while in the K-means only data that belongs to a cluster are used in updating it. That means FKM needs to perform additional Kxd multiplications for each data sample. For each data, K-means just needs to do a distance calculation and chose the smallest one in order to find to which cluster belong the data, while FKM needs to do a full inverse-distance weighting (1). Consequently, more operations are involved in each iteration in FKM clustering. However, FKM algorithm produces better result for data set with overlapped clusters then K-means algorithm.
Sometimes a data sample could be equally close to more than one centroid. In that case K-means algorithm will oscillate between those clusters. In same case in the FKM algorithm will show that mentioned data samples are equally members of more than one cluster. Through experiments these differences will be tested. Similarity of the results of both algorithms will be examined and the speed of convergence of algorithms compared.
IV. EXPERIMENTAL RESULTS
Algorithms for K-means and fuzzy K-means are implemented in Java. For a graphical representation of results MATLAB is used. Database of soil samples sampled in Montenegro is used for clustering in experiments. 2526 data samples are used to estimate four clusters. Based on knowledge of the types of soil in Montenegro number of clusters is chosen. Each data sample is described with six parameters, which represent numerical chemical characteristics of soil sample.
Clustering soil samples is done by K-means and fuzzy K-means algorithm. Initial centroids of clusters for both algorithms are chosen randomly from soil samples. Maximum number of iterations is 100 in both experiments.
A. Implementation of K-means Clustering
For the verification and visualization of the performance of the algorithm, clustering of soil samples based on the two parameters in the three or four clusters was executed. Results are presented graphically in Fig. 2 . Partition based on three parameters in four clusters of the same data is presented in Fig. 3 . Number of clusters is essential to proper clustering. Thus, it is important to have correct value of this parameter. The basic division of soil types in Montenegro has four types. However, the case with a smaller number of clusters is also investigated. The final centroids were quite similar to initial centroids. On the other hand, in the case with larger number of clusters, result was appearance of clusters with a small number of elements, zero or nearly zero, which additionally confirms defined number of soil types. The number of iterations needed for achieving convergence is also analyzed. The mean value of the number of iterations is 7 in 500 runs. Fig. 4 . shows how parameters of centroid converge. In this example convergence is reached after 8 iterations. 
B. Implementation of Fuzzy K-means Clustering
The mean value of the number of iterations needed for reaching convergence for this algorithm is 21 in 500 runs.
Changing the values of parameters centroid is shown on Fig. 5 . In this example convergence is reached after 14 iterations. Results of K-means clustering of soil samples are presented by static Google map of Montenegro. Graphical environment is implemented in Java, and presented in Fig.  6 . It allows to search map by municipalities and soil types. Adjust the zoom is enabled. Results can be presented on different types of maps: roadmap, satellite, hybrid and terrain. Soil samples are labelled with markers. Color of marker depends of marked sample's soil type. In Fig.6 . are presented clustered soil samples of four soil types in Petrovac. and fuzzy K-means are adapted for this purpose. Results obtained by using K-means are presented on Static Google map in Montenegro. Due to different degree of belonging in the fuzzy K-means, our future work will be dedicated to defining a proper manner for visual representation of its results.
