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LORENTZ–KARAMATA SPACES
DALIMIL PESˇA
Abstract. In this paper, we consider Lorentz-Karamata spaces with slowly varying
fuctions and study their properties.
We first provide a simpler definition of slowly varying functions and derive some
of their properties. We then consider Lorentz-Karamata functionals over an arbitrary
sigma-finite measure space equipped with a non-atomic measure and corresponding
Lorentz-Karamata spaces. We characterise non-triviality of said spaces, then study when
they are equivalent to a Banach function space and obtain a complete characterisation.
We further study embeddings between Lorentz-Karamata spaces and provide an almost
complete characterisation, with only minor restrictions in some particular cases. At last,
we describe the associate spaces of Lorentz-Karamata spaces in some of the limiting and
sublimiting cases.
1. Introduction
In this paper we focus on one particular scale of function spaces, called Lorentz–
Karamata spaces. These function spaces were introduced in 2000 by Edmunds, Kerman
and Pick in [14], and their name reflects the fact that their construction encapsules both
the Lorentz-type structure of fine tuning of function spaces and the concept of the so-called
slowly-varying functions that had been studied by Karamata. The original motivation for
the introduction of these spaces was connected with the investigation of the very im-
portant problem of nailing down optimal partner function spaces in Sobolev embeddings
on regular domains in the Euclidean space. During the last two decades the Lorentz–
Karamata spaces have extended their field of applications for example to Gauss-Sobolev
embeddings ([10]), boundedness of operators on probability spaces ([12]) and traces of
Sobolev functions ([11]). They were also studied in connection with Bessel potential and
Bessel potential type spaces in [18] and [26] and their interpolation properties were the
focus of [2]. Their upmost importance seems to consist of the fact that they provide a
class of very good and useful examples for various tasks in functional analysis and its
applications, which is on one hand quite versatile (note that Lorentz–Karamata spaces
contain Lebesgue spaces, Lorentz spaces, Zygmund classes, Lorentz–Zygmund spaces, a
good deal of Orlicz spaces and Marcinkiewicz endpoint spaces, the space of Bre´zis and
Wainger and many more), on the other hand they are relatively easily manageable, which
makes them extremely handy.
During the last 20 years, Lorentz–Karamata spaces have been several times put under a
detailed scrutiny. For instance, an alternative characterization by “norms within norms”
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of them is given in [15]. Further characterisation by the means of alternative norms was
obtained in [16]. They are briefly mentioned also in [28]. A detailed study focused on some
of their basic functional properties can be found in [13] and [26]. But none of these works
provided a completely satisfactory result as they usually contained various restrictions.
One of our principal goals is to fill in the gap and provide a comprehensive study of these
spaces.
Second of our main goals it to make Lorentz–Karamata spaces less technical. In most
instances, see for example [13], [22] and [26], the definition of Lorentz–Karamata spaces
is unnecessarily complicated and furthermore formulated in such a way that the class
loses some of its generality, because the definition does not allow for the behaviour of the
slowly-varying function around zero being different from that around infinity. Notable
exemptions of this rule are the papers [2] and [18] where the approach si more similar
to ours, but these papers do not study the properties of the spaces themselves. This
suboptimal approach to Lorentz–Karamata spaces probably stems from the way they
were originally introduced in [14], where this kind of issues did not arise since the spaces
were considered only in the case when the underlying measure space was of finite measure.
We get rid of this issue by providing a definition which is both simpler and more general.
In the light of this, albeit marginal, generalisation, we elected to provide proofs for all
of our results in order not to force on the reader the duty of going through the existing
proofs and checking their validity in this different setting.
We would like to point out at this point that even though the Lorentz–Karamata spaces
are a fairly general class of function spaces, they are further generalised by the classical
Lorentz spaces, which have been studied quite extensively since their introduction by
Lorentz in [23]. In some cases we use in our proofs this more abstract theory of classical
Lorentz spaces, namely the results contained in [5], [6], [7], [8], [21], [29] and [31], while in
other cases we opted for a more elementary approach. As a further reading on the topic
we would recommend [1], [4], [9], [17], [19], [20], [24] and [30].
The paper is structured as follows. We first provide the necessary theoretical back-
ground in Section 2. We then provide the comprehensive treatment of Lorentz–Karamata
spaces in Section 3.
To be more specific, we first provide in Section 3.1 a simple and convenient definition
of slowly varying functions and prove some of their properties that will be used in the
paper. We then define the Lorentz–Karamata spaces in Section 3.2 and prove some of
their basic properties. In Section 3.3 the equivalence of Lorentz–Karamata spaces defined
using the non-increasing rearrangement and those defined using the maximal function is
completely characterised. The embeddings between Lorentz–Karamata spaces are studied
in Section 3.4 where we obtain an almost complete characterisation, with only minor
restrictions in some particular cases. In Section 3.5 we describe the associate spaces of
Lorentz–Karamata spaces for most choices of parameters with a notable exemption of
one sublimiting case. Finally, in Section 3.6 we provide a complete characterisation of the
cases when a Lorentz–Karamata spaces is a Banach function space.
We would like to emphasize that we make no assumptions on the finiteness of the
underlying measure space.
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2. Preliminaries
The aim of this section is to establish the basic framework for later work. We strive to
keep the definitions and notation as standard as possible.
From now on, we will denote by (R, µ), and sometimes (S, ν), some arbitrary sigma-
finite measure space. When E ⊆ R, we will denote its characteristic function by χE. The
set of all extended complex-valued µ-measurable functions defined on R will be denoted
by M(R, µ), its subsets of all non-negative functions and of all functions finite µ-almost
everywhere on R will be denoted by M+(R, µ) and M0(R, µ) respectively. As usual,
we identify functions that are equal µ-almost everywhere. We will usually abbreviate
µ-almost everywhere to µ-a.e. and simply write M , M+ and M0, instead of M(R, µ),
M+(R, µ) and M0(R, µ) respectively, whenever there is no risk of confusion. In some
special cases when R = Rn we will denote the n-dimensional Lebesgue measure by λn.
When X is a set and f, g : X → R are two maps satisfying that there is some positive
and finite constant C, depending only on f and g, such that f(x) ≤ C ·g(x) for all x ∈ X ,
we will denote this by f . g. We will also write f ≈ g, or sometimes say that f and g
are equivalent, whenever both f . g and g . f are true at the same time. We choose
this general definition because we will use the symbols “.” and “≈” with both functions
and functionals.
2.1. Non-increasing rearrangement. In this section, we define the non-increasing re-
arrangement of a function and some related terms. We proceed in accordance with [3,
Chapter 2].
The non-increasing rearrangement of a function f ∈ M , traditionally denoted f ∗, is
defined as the generalised inverse of the distribution function, that is for any t ∈ [0,∞)
f ∗(t) = inf{s ∈ [0,∞)|µf(s) ≤ t},
where the distribution function µf of a function f ∈M is defined for s ∈ [0,∞) by
µf(s) = µ({t ∈ R||f(t)| > s}).
Some basic properties of the distribution function and the non-increasing rearrange-
ment, with proofs, can be found in [3, Chapter 2, Proposition 1.3] and [3, Chapter 2,
Proposition 1.7].
A very important classical result is the Hardy-Littlewood inequality which asserts that
it holds for all f, g ∈M that
(2.1)
∫
R
|fg| dµ ≤
∫ ∞
0
f ∗g∗ dλ.
For details, see for example [3, Chapter 2, Theorem 2.2]. As an immediate consequence,
we get that, for all f, g ∈M ,
(2.2) sup
g˜∈M,g˜∗=g∗
∫
R
|f g˜| dµ ≤
∫ ∞
0
f ∗g∗ dλ.
This leads to the definition of resonant measure spaces, as those spaces where we have
equality in (2.2). It has been proven that in order for a measure space to be resonant, it
suffices for its measure to be non-atomic. For details, see [3, Chapter 2, Theorem 2.7].
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We will also need in the paper the so called maximal function of function f ∈M , which
is traditionally denoted f ∗∗ and is defined for t ∈ [0,∞) by
f ∗∗(t) =
1
t
∫ t
0
f ∗(s) ds.
Some properties of the maximal function can be found in [3, Chapter 2, Proposition 3.2]
and [3, Chapter 2, Theorem 3.4].
2.2. Function norms and quasinorms. The following two definitions are adapted from
[3, Chapter 1, Definition 1.1] and [3, Chapter 2, Definition 4.1] respectively.
Definition 2.1. Let ‖·‖ : M+ → [0,∞] be some non-negative functional onM+. We then
say that ‖·‖ is a Banach function norm if it satisfies the following conditions:
(P1) ‖·‖ is a norm, i.e.
(i) it is positively homogeneous, i.e. ∀a ∈ C∀f ∈M+ : ‖a · f‖ = |a|‖f‖,
(ii) it satisfies ‖f‖ = 0⇔ f = 0 µ-a.e.,
(iii) it is subadditive, i.e. ∀f, g ∈ M+ : ‖f + g‖ ≤ ‖f‖+ ‖g‖.
(P2) ‖·‖ has the lattice property, i.e. if some f, g ∈ M+ satisfy f ≤ g µ-a.e., then also
‖f‖ ≤ ‖g‖.
(P3) ‖·‖ has the Fatou property, i.e. if some fn, f ∈M+ satisfy fn ↑ f µ-a.e., then also
‖fn‖ ↑ ‖f‖.
(P4) ‖χE‖ <∞ for all E ⊆ R satisfying µ(E) <∞.
(P5) For every E ⊆ R satisfying µ(E) < ∞ there exists some finite constant CE ,
dependent only on E, such that for all f ∈ M+ the inequality
∫
E
f dµ ≤ CE‖f‖
holds.
We will be interested in particular in the class of rearrangement invariant Banach
function norms.
Definition 2.2. We say that a Banach function norm ‖·‖ is rearrangement invariant,
abbreviated r.i., if it satisfies the following additional condition:
(P6) If two functions f, g ∈M+ satisfy f ∗ = g∗ then ‖f‖ = ‖g‖.
It will be also useful to define a somewhat weaker version of r.i. Banach function norms,
namely the rearrangement-invariant quasinorms.
Definition 2.3. Let ‖·‖ : M+ → [0,∞] be some non-negative functional on M+. We
then say that ‖·‖ is an r.i. quasinorm, if it satisfies axioms (P2), (P3), (P4), (P6) from
the definition of r.i. Banach function norm and also a weaker version of (P1), namely
(Q1) ‖·‖ is a quasinorm, i.e.
(i) it is positively homogeneous, i.e. ∀a ∈ R∀f ∈M+ : ‖a · f‖ = |a|‖f‖,
(ii) it satisfies ‖f‖ = 0⇔ f = 0 µ-a.e.,
(iii) it is subadditive up to a constant, i.e. there is some finite constant C such
that ∀f, g ∈M+ : ‖f + g‖ ≤ C(‖f‖+ ‖g‖).
Let us point out that the terms presented above can be naturally extended to those
acting on entire M by taking first the absolute value of the function in argument.
Definition 2.4. Let ‖·‖ be a Banach function norm on M . Then the set
X = {f ∈M ; ‖f‖ <∞}
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equipped with the norm ‖·‖ will be called a Banach function space. Further, if ‖·‖
is rearrangement invariant, we shall say that X is a rearrangement invariant Banach
function space.
If ‖·‖ is an r.i. quasinorm, we define a quasinormed r.i. space in exactly the same
manner.
A useful property of Banach function spaces is that X →֒ Y holds for any Banach
function spaces X and Y satisfying X ⊆ Y . For proof see [3, Chapter 1, Theorem 1.8].
To provide an example, let us note that the classical Lebesgue functional ‖·‖q is an r.i.
Banach function norm on M for q ∈ [1,∞] and an r.i. quasinorm on M for q ∈ (0,∞].
2.3. Associate spaces. In this section we define the associate functionals and conse-
quently the associate spaces. We intentionally make the definitions very broad and gen-
eral. For details on associate spaces of Banach function spaces, see [3, Chapter 1, Section 2,
3 and 4]. We will approach the matter in a more general way.
When talking about associate spaces, it is useful to use the notation q′ for the number
defined by
q′ =


q
q−1 for q ∈ (1,∞),
1 for q =∞,
∞ for q = 1.
which we will do from now on.
Definition 2.5. Let ‖·‖ : M → [0,∞] be some non-negative functional and put
X = {f ∈M ; ‖f‖ <∞}.
Then the set
X ′ =
{
f ∈M
∣∣∣∣ sup
g∈M ;‖g‖≤1
∫
R
|fg| dµ <∞
}
will be called the associate space of X and the functional ‖·‖X′ defined for f ∈M by
‖f‖X′ = sup
g∈M ;‖g‖≤1
∫
R
|fg| dµ
will be called the associate functional of ‖·‖.
As the notation suggests, these terms are interesting mainly when the functional ‖·‖
is at least a quasinorm, but we wanted to emphasize that the definition itself lays no
requirements on it.
The point of the associate space is to provide a general form of Ho¨lder inequality,
namely that it holds for all f, g ∈M that
(2.3)
∫
R
|fg| dµ ≤ ‖g‖‖f‖X′,
where ‖·‖ : M → [0,∞] is assumed to be some positively homogeneous functional and in
the case when the right-hand side is of the form 0 · ∞ it is to be interpreted as ∞.
To provide an example, if we take ‖·‖q, q ∈ [1,∞] as our ‖·‖, we obtain that ‖·‖X′ =
‖·‖q′. On the other hand, if we take ‖·‖q, q ∈ (0, 1), we get ‖f‖X′ = ∞ for all f other
than zero (and of course ‖0‖X′ = 0) and thus X ′ = {0}.
It is quite obvious from Definition 2.5 that if two positively homogeneous functionals
‖·‖X and ‖·‖Y satisfy ‖·‖X . ‖·‖Y then also ‖·‖Y ′ . ‖·‖X′. Equivalently, we may say that
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if X →֒ Y then Y ′ →֒ X ′, where the continuity of the embedding is understood relatively
to the defining functionals, i.e. it means that the identity operator is bounded.
It has been proven, see for example [3, Chapter 1, Theorem 2.2] and [3, Chapter 1,
Theorem 2.7], that the associate functional of a Banach function norm ‖·‖ is itself a
Banach function norm, and that its associate functional is ‖·‖. This result has been
improved recently by Gogatishvili and Soudsky´ in [21]. Since we will use this result
later in the paper, we present it below. The symbol ‖·‖X′′ denotes the second associate
functional, that is an associate functional of ‖·‖X′ .
Theorem 2.6. Let ‖·‖ : M → [0,∞] be a functional that satisfies (P4) and (P5) and
which also satisfies for all f ∈ M that ‖f‖ = ‖ |f | ‖. Then the functional ‖·‖X′ is a
Banach function norm. In addition, ‖·‖ is equivalent to a Banach function norm if and
only if ‖·‖ ≈ ‖·‖X′′
2.4. Fundamental function. In this section, we define the fundamental function of a
quasinormed r.i. space and state some of its properties, and then do the same with the
endpoint spaces. We proceed in accordance with [28, Section 7.9] and [28, Section 7.10].
We note that this topic has been also covered in [3, Chapter 2, Section 5].
In this section, we will always assume that the space (R, µ) is completely non-atomic.
Given a quasinormed r.i. space (X, ‖·‖), the fundamental function ϕX of X is defined
for all t in the range of µ by
ϕX(t) = ‖χE‖
where E is some subset of R of measure µ(E) = t. Note that the set E in the definition
always exists by the assumption that t is in range of µ, and that the definition does not
depend on the choice of E since the norm satisfies (P6).
One important result is the relation of the respective fundamental functions of X and
of its associate space X ′. If X is a quasinormed r.i. space and X ′ its associate space, then
the corresponding fundamental functions satisfy the estimate
(2.4) ϕX′(t) ≥ t
ϕX(t)
for all non-zero t in range of µ. Furthermore, if X is a Banach function space, then we
have equality in (2.4) for all relevant t. The weaker result for quasinormed r.i. spaces
follows directly from the Ho¨lder inequality (2.3). Proof of the stronger result for Banach
function spaces can be found for example in [28, Theorem 7.9.6].
It has been shown, that fundamental function of any Banach function space over a
resonant measure space is quasiconcave, in the sense that is is non-decreasing, it attains
zero only at the point zero and that the function t
ϕ(t)
is non-decreasing on (0, µ(R)). For
details, see for example [28, Remark 7.9.7].
We are now equipped to define the Marcinkiewicz endpoint space.
Definition 2.7. Let ϕ be a quasiconcave function on [0, µ(R)). Then the set Mϕ, defined
as
Mϕ =
{
f ∈M(R, µ)
∣∣∣∣ sup
t∈(0,µ(R))
ϕ(t)f ∗∗(t) <∞
}
,
is called the Marcinkiewicz endpoint space.
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It follows, see for example [28, Proposition 7.10.2], that the Marcinkiewicz endpoint
space equipped with the naturally chosen functional
‖f‖ = sup
t∈(0,∞)
ϕ(t)f ∗∗(t) for f ∈M(R, µ),
is in fact an r.i. Banach function space and its fundamental function coincides with ϕ on
the range of µ. In fact, it is the largest of such spaces, in the sense that if X is an r.i.
Banach function space the fundamental function of which coincides with ϕ on the range
of µ then X →֒ Mϕ. Proof can be found for example in [28, Proposition 7.10.6].
To find the smallest r.i. Banach funtion space with given fundamental function, one
must first observe that any quasiconcave function is equivalent to a concave function.
This result can be found for example in [28, Proposition 7.10.10]. It can be then shown,
as in, for example, [28, Theorem 7.10.12], that any r.i. Banach function space can be
equivalently renormed in such way that its fundamental function is then concave (and
obviously non-decreasing). For concave ϕ, we may then define the Lorentz endpoint
space as follows.
Definition 2.8. Let ϕ be a non-decreasing concave function on [0, µ(R)). Then the set
Λϕ, defined as
Λϕ =
{
f ∈M(R, µ)
∣∣∣∣
∫ µ(R)
0
f ∗ dϕ <∞
}
,
is called the Lorentz endpoint space.
We note that the Lebesgue-Stieltjes integral in question is well-defined since ϕ is non-
decreasing. We further get, see for example [28, Proposition 7.10.16], that the Lorentz
endpoint space equipped with the naturally chosen functional
‖f‖ =
∫ µ(R)
0
f ∗ dϕ for f ∈M(R, µ),
is an r.i. Banach function space fundamental function of which coincides with ϕ on the
range of µ. It is the smallest space with those properties, in the sense that if X is an r.i.
Banach function space such that its fundamental function coincides with ϕ on the range
of µ, then Λϕ →֒ X . For proof, see [28, Proposition 7.10.15].
It follows directly from the discussion above that the Lorentz and Marcinkievicz end-
point spaces are mutually associate. To formulate this more precisely, if ϕ is a concave
function, then Λ′ϕ = Mϕ¯ and M
′
ϕ = Λϕ¯, where ϕ¯ is defined on (0, µ(R)) by
ϕ¯(t) =
t
ϕ(t)
.
and ϕ¯(0) = 0.
In conclusion, we note that the endpoint spaces do not change, up to equivalence of the
defining functionals, if ϕ is replaced with an equivalent function.
3. Lorentz–Karamata spaces
From now on we suppose that our measure space (R, µ) has a non-atomic measure. As
noted in Section 2.1, this means that it is always resonant. We will also, unless stated
otherwise, assume that µ(R) =∞.
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3.1. Slowly varying functions.
Definition 3.1. Let b : (0,∞) → (0,∞) be a continuous function. Then b is said to
be slowly varying, if for every ε > 0 there exist t0, t1 ∈ (0,∞) such that tεb(t) is non-
decreasing on both (0, t0) and (t1,∞) while t−εb(t) is on those intervals non-increasing.
We will, for the sake of brevity, usually abbreviate slowly varying as s.v.
The class of s.v. functions includes, for example, constant positive functions and, to
provide something at least slightly less trivial, the functions t 7→ 1 + |log(t)| and t 7→
1 + log(1 + |log(t)|) occurring in the definition of generalized Lorentz-Zygmund spaces
studied by Opic and Pick in [27]. As further example of an s.v. function, this time non-
logarithmic, we present a function b defined on (0,∞) by
b(t) =
{
e
√
log t for t ∈ [1,∞),
e
√
log t−1 for t ∈ (0, 1).
Lemma 3.2. Let b be an s.v. function. Then it has following properies:
(SV1) The function br is slowly varying for every r ∈ R.
(SV2) Let c > 0, then:
lim
t→0+
b(ct)
b(t)
= lim
t→∞
b(ct)
b(t)
= 1.
(SV3) It holds for every α 6= 0 that
lim
t→0+
tαb(t) = lim
t→0+
tα,
lim
t→∞
tαb(t) = lim
t→∞
tα.
(SV4) If α 6= −1 then, in order for tαb(t) to be integrable on some (right) deleted neigh-
bourhood of zero, it is necessary and sufficient that tα is integrable on said deleted
neighbourhood. The same applies for deleted neighbourhoods of infinity.
Proof. To prove (SV1), note that if r > 0, then t 7→ tr is an increasing function and
since for any ε > 0 : tεbr(t) = (t
ε
r b(t))r and t−εbr(t) = (t−
ε
r b(t))r, it suffices to take
t0, t1 ∈ (0,∞) that testify that b is slowly varying for εr . If r < 0, then the sign of εr is the
opposite to that of ε, so if we take t0, t1 ∈ (0,∞) as before, we get on (0, t0) and (t1,∞)
that t
ε
r b(t) is non-increasing and t−
ε
r b(t) non-decreasing, which, when combined with the
fact that t 7→ tr is decreasing, yields the desired property. The remaining case r = 0 is
trivial, just as are the positiveness and continuousness of the functions in question.
As for (SV2), we may assume without loss of generality that c 6= 1, since in that case
there is nothing to prove. We will prove only the case t → ∞ for c > 1, since the case
c < 1 is very similar (only the inequalities are switched) and the only difference in the case
t → 0+ is that ∞ is replaced by 0+. So let us assume that c > 1 and fix some arbitrary
ε > 0. Then there is some t1 ∈ (0,∞) such that tεb(t) is non-decreasing on (t1,∞) and
t−εb(t) is on said interval non-increasing. Thus, if we multiply the expression in limit by
(ct)ε
(cεtε)
and (ct)
−ε
(c−εt−ε)
, respectively, we get on (t1,∞) the following estimates:
b(ct)
b(t)
=
b(ct)
b(t)
· (ct)
ε
(cεtε)
=
(ct)εb(ct)
tεb(t)
· c−ε ≥ c−ε,
b(ct)
b(t)
=
b(ct)
b(t)
· (ct)
−ε
(c−εt−ε)
=
(ct)−εb(ct)
t−εb(t)
· cε ≤ cε.
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Since c > 1, this means that b(ct)
b(t)
∈ (c−ε, cε) on (t1,∞). Because ε was arbitrary, we may
choose it in such way that the interval (c−ε, cε) is contained in any given neighbourhood
of 1. Hence, the definition of limit is verified and we have limt→∞
b(ct)
b(t)
= 1.
The result (SV3) follows from (SV2). We will again restrict ourselves to one of the
cases, namely α > 0 and t→∞. In this case, since tαb(t) is positive and non-decreasing
on some neighbourhood of infinity, the limit exist and is strictly greater than zero. But
using (SV2), the arithmetic of limits and a simple change of variables, we arrive to the
following equality:
lim
t→∞
tαb(t) =
(
lim
t→∞
tαb(t)
)
·
(
lim
t→∞
b(ct)
b(t)
)
= lim
t→∞
tαb(t) · b(ct)
b(t)
= lim
t→∞
tαb(ct) =
1
cα
lim
t→∞
(ct)αb(ct) =
1
cα
· lim
t→∞
tαb(t)
for any c > 0. Hence, the limit must be +∞, since it is the only element of extended
real numbers with this property which is also strictly greater than zero. Remaining cases
use the same approach. The monotonicity of tα on appropriate neighbourhood is always
used to show that the limit exists and to eliminate either 0 or +∞ and then identical
calculation as above is used to eliminate positive numbers, leaving only one option.
It remains to prove (SV4). Again, the approach in all cases is identical so we will prove
the statement only for deleted neighbourhoods of zero. First note that tαb(t) is positive,
so its integral is always defined, and continuous on (0,∞), so its integral over compact
subset of (0,∞) is finite (this holds even when α = −1). Therefore, integrability of
tαb(t) on given deleted neighbourhood of zero is equivalent to integrability on any deleted
neighbourhood of zero, which is not deleted neighbourhood of infinity. So let α > −1
and fix ε > 0 such that α− ε > −1. According to (SV3), limt→0+ tεb(t) = limt→0+ tε = 0
and thus there exists a deleted neighbourhood of zero on which tεb(t) < 1. Hence, on
said deleted neighbourhood, we have tαb(t) = tα−εtεb(t) < tα−ε which is integrable thanks
to our choice of ε. In case α < −1, we find ε > 0 such that α + ε < −1 and deleted
neighbourhood of zero where t−εb(t) > 1. We then have tαb(t) = tα+εt−εb(t) > tα+ε which
is by our choice of ε not integrable. This proves the equivalence for deleted neighbourhoods
of zero. 
Corollary 3.3. Let b be an s.v. function and α ∈ R, α 6= −1. Then it holds that∫ ∞
0
tαb(t) dt =∞.
It follows from the proof of (SV1) that this property can be somewhat strengthened,
in the sense that the exponent needs not to remain the same on whole (0,∞). Indeed, if
we take some r1, r2 ∈ R and put
b¯(t) =
{
br1(t) on some deleted neighbourhood of 0,
br2(t) on some deleted neighbourhood of ∞
and on the rest of (0,∞) define b¯ in such way that it will be continuous, we may then use
the same approach as before to prove that b¯ is slowly varying. Thus, we may now add the
broken logarithmic function defined in [27] to our set of examples of s.v. functions. It is
simple exercise to use a similar technique to prove that the product and the sum of two
s.v. functions are also s.v.
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On the other hand, the restrictions α 6= 0 and α 6= −1 in (SV3) and (SV4), respectively,
are necessary. The property that b is s.v. is simply too weak to determine the behaviour
of tαb(t) in those circumstances. To illustrate that the limits of b at both zero and infinity
can be equal to any positive number, it suffices to consider all functions identically equal
to some positive number on (0,∞), while the function, mentioned before, t 7→ 1+ |log(t)|
and its reciprocal t 7→ (1+ |log(t)|)−1 are examples of s.v. functions with said limits equal
to infinity and zero, respectively. Similarly, for b identically equal to one, t−1b(t) = t−1
is not integrable on any deleted neighbourhood of zero/infinity, while if we put b(t) =
(1 + |log(t)|)−2 then t−1b(t) is integrable on whole (0,∞). This observation leads to the
following definition.
Definition 3.4. Let b be an s.v. function and q ∈ (0,∞]. We say that b is q-nice around
infinity, if either q < ∞ and t−1bq(t) is integrable on some deleted neighbourhood of
infinity, or q =∞ and b(t) is bounded on some deleted neighbourhood of infinity.
Similarly, we say that b is q-nice around zero, if either q <∞ and t−1b(t) is integrable
on some deleted neighbourhood of zero, or q = ∞ and b(t) is bounded on some deleted
neighbourhood of zero.
We now use Lemma 3.2 to prove one rather intuitive result that will be useful later.
Lemma 3.5. Let b be an s.v. function and fix some arbitrary ε > 0. Then the function
f , defined by
f(t) = t−εb(t)
for t ∈ (0,∞), satisfies
f ∗ ≈ f
on (0,∞).
Proof. If we recall Definition 3.1, we see that there are some constants 0 < t0 ≤ t1 <∞,
such that f is non-increasing on both (0, t0) and (t1,∞). Because f is also continuous
and positive on (0,∞), we have that there is some positive constant K such that f(t) ∈
[K−1, K] for all t ∈ [t0, t1]. Thanks to (SV3), we further have that
lim
t→0+
f(t) =∞,
lim
t→∞
f(t) = 0.
This all together yields that there are some constants T0 and T1, satisfying 0 < T0 ≤ t0 ≤
t1 ≤ T1, such that
f−1
(
(K,∞)) = (0, T0),
f−1
(
(0, K−1)
)
= (T1,∞).
Now, for any t ∈ (0, T0) ∪ (T1,∞), we have that
λf(f(t)) = λ
1({s ∈ (0,∞)|f(s) > f(t)}) = inf{r ∈ (0,∞)|f(r) ≤ f(t)}.
This means that the distribution function λf(t) of f is the generalised inverse of f on
those intervals, and because the non-increasing rearangement of f is, by definition, the
generalised inverse of its distribution function, we get that f(t) = f ∗(t) for t ∈ (0, T0) ∪
(T1,∞).
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It remains to examine f ∗ on [T0, T1], which is simple, since if we define f1 by
f1(t) =
{
f(t) for t ∈ (0, T0) ∪ (T1,∞),
K for t ∈ [T0, T1],
then clearly f ≤ f1 and thus f ∗ ≤ f ∗1 = f1 since f1 is non-increasing, while if we define
f2 by
f2(t) =
{
f(t) for t ∈ (0, T0) ∪ (T1,∞),
K−1 for t ∈ [T0, T1],
then clearly f ≥ f2 and thus f ∗ ≥ f ∗2 = f2 since f2 is also non-increasing and we can
combine this to get
K−2 =
K−1
K
≤ f2
f
≤ f
∗
f
≤ f1
f
≤ K
K−1
= K2
on [T0, T1]. 
The next result also follows from Lemma 3.2, but requires little more work.
Lemma 3.6. Let b be an s.v. function and α ∈ (0,∞). Then it holds for all t ∈ (0,∞)
that
(3.1)
∫ t
0
sα−1b(s) ds ≈ tαb(t).
Proof. Fist note that the integral on the left-hand side is always finite by our condition on
α and (SV4). Furthermore, the functions on both sides are continuous and positive, which
means that the desired equivalence holds on compact subsets of (0,∞), and to complete
the proof we only need to examine the behavior of those functions on deleted neighbour-
hoods of zero and infinity. We perform only the harder case of deleted neighbourhood of
infinity and begin with the estimate “&”.
We fix some ε > 0 and exploit the fact that b is s.v. to find some some t0 ∈ (0,∞)
such that t−εb(t) is non-increasing on (t0,∞). For technical reasons, which will be evident
from calculation, we choose (2t0,∞) as the deleted neighbourhood of infinity on which
we obtain the desired estimate. We may now employ the positiveness of tα−1b(t) and the
monotonicity of t−εb(t) on (t0,∞) to compute for arbitrary t ∈ (2t0,∞),∫ t
0
sα−1b(s) ds ≥
∫ t
t0
sα−1b(s) ds =
∫ t
t0
sα−1+ε · s−εb(s) ds
≥
∫ t
t0
sα−1+ε ds · t−εb(t) = (tα+ε − tα+ε0 )t−εb(t) ·
1
α + ε
≥
(
tα+ε −
( t
2
)α+ε)
t−εb(t) · 1
α + ε
= tα+ε · 2
α+ε − 1
2α+ε
· t−εb(t) · 1
α + ε
= tαb(t) · 2
α+ε − 1
2α+ε
· 1
α + ε
which establishes “&” on (2t0,∞).
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We now focus on the estimate “.”. Because α > 0 and b is s.v., we may find some ε > 0
such that α− ε − 1 > −1 and appropriate t0 ∈ (0,∞) such that tεb(t) is non-decreasing
on (t0,∞). Now, since sα−1b(s) is not integrable on deleted neighbourhoods of infinity by
our assumption on α and (SV4), we have that∫ t
0
sα−1b(s) ds→∞ as t→∞
and thus we may find some t1 > t0 such that
(3.2)
∫ t
t0
s
1
p
−1b(s) ds >
∫ t0
0
s
1
p
−1b(s) ds
for all t ∈ (t1,∞). Because of this technical but useful property, we choose t ∈ (t1,∞) as
the deleted neighbourhood of infinity on which we prove “.”. We now use (3.2) and the
monotonicity of tεb(t) on (t0,∞) to compute for arbitrary t ∈ (t1,∞)∫ t
0
sα−1b(s) ds ≤ 2
∫ t
t0
sα−1b(s) ds ≤ 2
∫ t
t0
sα−ε−1 ds · tεb(t)
≤ 2tα−εtεb(t) · 1
α− ε = t
αb(t) · 2
α− ε,
which establishes “.” on (t1,∞) and completes the proof. 
Note that we were very explicit when carrying the calculation. This was done on
purpose, because it includes all the major methods used in calculations throughout this
paper. The following calculations will be similar, so we will provide less detail.
We now examine the limit case α = 0.
Lemma 3.7. Let b be an s.v. function that is also 1-nice around zero. Then b˜, defined
on (0,∞) by
b˜(t) =
∫ t
0
s−1b(s) ds,
is also s.v. Furthermore, we have
(3.3) lim
t→0
b(t)
b˜(t)
= lim
t→∞
b(t)
b˜(t)
= 0.
Proof. Because we assume that b is 1-nice, we have that b˜ is finite on (0,∞). It is also
obviously positive and continuous. To prove the remaining property from Definition 3.1,
we fix some ε > 0 and note that b˜ is increasing in itself and thus also when multiplied
by t 7→ tε. Therefore, it remains only to find some deleted neighbourhoods of zero and
infinity where t−εb˜(t) is non-increasing. We will perform the details only for deleted
neighbourhood of infinity, since the case of deleted neighbourhood of zero is simpler and
very similar.
Find the t1, from Definition 3.1, such that t
−εb(t) is non-increasing on (t1,∞). To keep
the calculation reasonably short, let us denote
A =
∫ t1
0
s−1b(s) ds ∈ (0,∞).
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We now calculate, for arbitrary r > t > t1
t−εb˜(t)− r−εb˜(r) = (t−ε − r−ε) ·
(
A +
∫ t
t1
s−1b(s) ds
)
− r−ε
∫ r
t
s−1b(s) ds
≥ (t−ε − r−ε) ·
(
A + t−εb(t)
∫ t
t1
s−1+ε ds
)
− r−εt−εb(t)
∫ r
t
s−1+ε ds
= (t−ε − r−ε) ·
(
A+ t−εb(t)(tε − tε1) ·
1
ε
)
− r−εt−εb(t)(rε − tε) · 1
ε
= (t−ε − r−ε) ·
(
A− t
ε
1
ε
· t−εb(t)
)
,
which is positive on some deleted neighbourhood of infinity, because A is positive and,
thanks to (SV3), t−εb(t) converges to zero as t approaches infinity.
We now turn our attention to (3.3). We again perform only the estimates for the case
of limit at infinity, since the case at zero is similar and simpler.
Let us fix some ε > 0 and find some t1 > 0 such that t
−εb(t) is non-increasing on (t1,∞).
We may then use this property, together with the positiveness of t−1b(t) to calculate for
arbitrary t ∈ (t1,∞)
b(t)∫ t
0
s−1b(s) ds
≤ b(t)∫ t
t1
s−1b(s) ds
≤ b(t)
t−εb(t)
∫ t
t1
s−1+ε ds
=
tε
tε − tε1
· ε,
which is smaller than 2ε whenever t ∈ (t2,∞) for suitably large t2. So we have found
some deleted neighbourhood of infinity where b(t)
b˜(t)
< 2ε which together with the obvious
fact b(t)
b˜(t)
≥ 0 yields the desired limit in infinity. 
Similar results can be obtained for the upper-bound integral. The proofs are analogous
and therefore omitted.
Lemma 3.8. Let b be s.v. and let α ∈ (−∞, 0). Then it holds for all t ∈ (0,∞) that
(3.4)
∫ ∞
t
sα−1b(s) ds ≈ tαb(t).
Lemma 3.9. Let b be an s.v. function that is also 1-nice around infinity. Then bˆ, defined
on (0,∞) by
bˆ(t) =
∫ ∞
t
s−1b(s) ds,
is also s.v. Furthermore, we have
(3.5) lim
t→0
b(t)
bˆ(t)
= lim
t→∞
b(t)
bˆ(t)
= 0.
We conclude this section by listing, for future reference, an immediate but useful con-
sequence of Lemma 3.2.
Corollary 3.10. Let b be an s.v. function, then for every c > 0 there exists a real constant
K > 0 such that for all t ∈ (0,∞) the value b(ct)
b(t)
(or equivalently b(t)
b(ct)
) belongs to [K−1, K].
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3.2. Lorentz–Karamata functionals.
Definition 3.11. Let p ∈ (0,∞], q ∈ (0,∞] and let b be an s.v. function. We then define
the Lorentz–Karamata functionals ‖·‖p,q,b and ‖·‖(p,q,b), for f ∈ M , as follows:
‖f‖p,q,b = ‖t
1
p
− 1
q b(t)f ∗(t)‖q,
‖f‖(p,q,b) = ‖t
1
p
− 1
q b(t)f ∗∗(t)‖q,
where ‖·‖q is the classical Lebesgue functional on (0,∞).
We further define the corresponding Lorentz–Karamata spaces Lp,q,b and
L(p,q,b) as
Lp,q,b = {f ∈M ; ‖f‖p,q,b <∞},
L(p,q,b) = {f ∈M ; ‖f‖(p,q,b) <∞}.
Note that the Lorentz functionals ‖·‖p,q and ‖·‖(p,q), defined for example in [3, Chapter 4,
Definiton 4.1], are special cases of Lorentz–Karamata functionals with b(t) = 1. If further
p = q then we have that ‖·‖p,q,b coincides with the classical Lebesgue functional ‖·‖q,
as follows from [3, Chapter 2, Proposition 1.8]. Another examples of Lorentz–Karamata
functionals are the generalised Lorentz-Zygmung functionals studied in [27].
Proposition 3.12. Let p, q, b be as above. Then the Lorentz–Karamata functional ‖·‖p,q,b
is a rearrangement invariant quasinorm on M , and consequently (Lp,q,b, ‖·‖p,q,b) is a quasi-
normed r.i. space, if and only if p <∞, or p = ∞ and b is q-nice around zero. Further-
more, if those conditions are not satisfied, then Lp,q,b = {0}.
Proof. Throughout this proof, the letters f, g will denote some arbitrary functions belong-
ing to M . We begin by proving the sufficiency.
The rearrangement invariance (P6) is obvious from definition. The lattice property
(P2) follows immediately from properties of non-increasing rearrangement and the lattice
property of ‖·‖q. Similarly, the Fatou property (P3) follows from another property of non-
increasing rearrangement and the Fatou property of ‖·‖q. Furthermore, since for every
a ∈ R (af)∗ = |a|f ∗, it follows immediately that also ‖af‖p,q,b = |a| · ‖f‖p,q,b.
If f is identically equal to zero, then so is its non-increasing rearrangement and thus
also ‖f‖p,q,b. On the other hand, if |f | is positive on some set of positive measure, then
there exist some ε, δ > 0, such that f ∗ ≥ ε on (0, δ) and thus ‖f‖p,q,b 6= 0.
For the subadditivity up to a constant, if we remember that the non-increasing rear-
rangement satisfies (f + g)∗(t1 + t2) ≤ f ∗(t1) + g∗(t2), we may use Corollary 3.10 to get
the following estimate:
‖f + g‖p,q,b = ‖t
1
p
− 1
q b(t)(f + g)∗(t)‖q ≤
∥∥∥∥t 1p− 1q b(t)
(
f ∗
(
t
2
)
+ g∗
(
t
2
))∥∥∥∥
q
=
∥∥∥∥ t
1
p
− 1
q b(t)(
t
2
) 1
p
− 1
q b
(
t
2
)
(
t
2
) 1
p
− 1
q
b
(
t
2
)(
f ∗
(
t
2
)
+ g∗
(
t
2
))∥∥∥∥
q
≤ K
∥∥∥∥
(
t
2
) 1
p
− 1
q
b
(
t
2
)(
f ∗
(
t
2
)
+ g∗
(
t
2
))∥∥∥∥
q
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where K is the constant from Corollary 3.10 for c = (1
2
)
1
p
− 1
q . Now, if we use the change
of variables s = t
2
, we get
‖f + g‖p,q,b ≤ Kˆ‖s
1
p
− 1
q b(s)(f ∗(s) + g∗(s))‖q
where Kˆ is equal to K if q =∞ and to 2K otherwise. We may now use the subadditivity
(up to constant) of ‖·‖q to get the desired result. We have thus verified that ‖·‖p,q,b
satisfies (Q1).
It remains to verify (P4), i.e. that if χE is a characteristic function of some set E ⊆ R
of measure µ(E) <∞ then ‖χE‖p,q,b, <∞. Since for such E it holds that χ∗E = χ[0,µ(E)],
this is equivalent to the question, when q 6= ∞, whether t qp−1bq(t) is integrable on some
deleted neighbourhood of 0, or, when q =∞, whether t 1p b(t) is bounded on some deleted
neighbourhood of 0. If p 6= ∞, this is satisfied by (SV4) and (SV3) respectively. In the
remaining cases, if we recall Definition 3.4, we see immediately that we assume that b is
such a function that satisfies those requirements.
To prove necessity, it suffices to show that ‖·‖p,q,b does not satisfy (P4) whenever those
conditions are not satisfied, i.e. when p =∞ and b is not q-nice around zero. To this end,
let E ⊆ R satisfy µ(E) <∞ and rewrite ‖t− 1q b(t)(χE)∗(t)‖q by definition to get
‖t− 1q b(t)(χE)∗(t)‖q =
{∫ µ(E)
0
t−1bq(t) dt for q ∈ (0,∞),
supt∈(0,µ(E)) b(t) for q =∞,
which is infinite since since we assume that b is not q-nice.
This also means that Lp,q,b = {0}, because, as we realised when proving that ‖f‖p,q,b is
non-zero whenever f is non-zero on some set of positive measure, we have for such f that
f ∗ ≥ ε on (0, δ), i.e. f ∗ ≥ ε(χE)∗ for some set E of measure µ(E) = δ and thus
(3.6) ‖t 1p− 1q b(t)f ∗(t)‖q > ‖t
1
p
− 1
q b(t)(χE)
∗(t)‖q =∞.
Hence, Lp,q,b = {0}, and the proof is complete. 
It is worth mentioning that for some special sets of parameters p, q, b, ‖·‖p,q,b may qualify
to be a r.i. Banach function norm on M . Let us name at least the cases p = q ∈ [1,∞]
while b(t) = 1 for all t ∈ (0,∞), when ‖·‖p,q,b coincides with the classical Lebesgue
functional ‖·‖q.
In the following lemma we examine for which choices of p, q, b the functional ‖·‖p,q,b
satisfies (P5) and provide one sufficient and one necessary condition.
Proposition 3.13. Let b be an s.v. function.
(i) Suppose that one of the following condition holds:
a) 1 ≤ q < p,
b) 1 ≤ q = p and there are some constants K, t0 > 0 such that b(t) ≥ K for all
t ∈ (0, t0),
then ‖·‖p,q,b satisfies (P5).
(ii) Suppose that one of the following condition holds:
a) p < q ≤ 1,
b) p = q ≤ 1 and limt→0+ b(t) = 0,
then ‖·‖p,q,b does not satisfy (P5).
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Proof. Suppose first that the assumption of (i) holds. In both allowed cases, we have that
there are some constants K, t0 > 0 such that t
1
p
− 1
q b(t) ≥ K for all t ∈ (0, t0). Indeed, in
the first case 1
p
− 1
q
< 0 and we may use (SV3) while in the remaining case 1
p
− 1
q
= 0
and so the estimate is assumed. To prove that ‖·‖1,1,b satisfies (P5), fix some E ⊆ R of
measure µ(E) = r < ∞ and put K0 = min{K, inf [t0,r] t
1
p
− 1
q b(t)}. Then K0 > 0, since
t
1
p
− 1
q b(t) is continuous and positive. To reach the desired conclusion we now employ the
Hardy-Littlewood inequality (2.1) and classical Jensen inequality, which can be found for
example in [28, Theorem 4.2.11] and which we may use because q ≥ 1 and therefore t 7→ tq
is a convex function. It follows from these results that∫
E
|f | dµ ≤
∫ r
0
f ∗(t) dt ≤ K−10
∫ r
0
t
1
p
− 1
q b(t)f ∗(t) dt
= K−10 r
((
1
r
∫ r
0
t
1
p
− 1
q b(t)f ∗(t) dt
)q) 1
q
≤ K−10 r1−
1
q
(∫ r
0
t
q
p
−1bq(t)(f ∗(t))q dt
) 1
q
≤ K−10 r1−
1
q ‖f‖p,q,b
where K−10 r
1− 1
q is finite and independent of f .
Suppose now that the assumption of (ii) holds. We then have, either from (SV1) and
(SV3) or directly from our assumption, that limt→0+ t
q
p
−1bq(t) = 0. We fix some R0 ⊆ R
of finite non-zero measure and then find, for arbitrary n ∈ N, some r > 0 such that
t
q
p
−1bq(t) < 1
n
for all t ∈ (0, r) and some set E ⊆ R0 of measure 0 < µ(E) < r. We then
easily obtain the estimate∫
R0
χE dµ =
∫
E
1 dµ = µ(E) =
∫ µ(E)
0
1 dt > n
∫ µ(E)
0
t
q
p
−1bq(t) dt.
From this, we may obtain the desired estimate by using again the classical Jensen in-
equality (this time applicable because t 7→ t 1q is a convex function which is ensured by
our assumption that q ≤ 1), since it yields∫
R0
χE dµ ≥ µ(R0)1−
1
q
(∫
R0
χE dµ
)1
q
> n
1
qµ(R0)
1− 1
q
(∫ µ(E)
0
t
q
p
−1bq(t) dt
) 1
q
= n
1
qµ(R0)
1− 1
q ‖χE‖p,q,b.
Since n ∈ N was arbitrary, we have shown that R0 is the set testifying that (P5) does not
hold. 
Let us point out here that by using much less direct methods one can weaken the
condition a) in part (i) to just 1 < p. This is the content of Corollary 3.24.
We now turn our attention to ‖·‖(p,q,b). Because different properties of ‖·‖(p,q,b) have
different requirements, we will treat them separately. We start by examining the non-
triviality.
Proposition 3.14. Let p, q, b be as in Definition 3.11. Then ‖·‖(p,q,b) satisfies (P4) if and
only if p and b satisfy one of the following conditions:
(i) p ∈ (1,∞).
(ii) p = 1 and b is q-nice around infinity.
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(iii) p =∞ and and b is q-nice around zero.
Furthermore, if none of those conditions is satisfied, then L(p,q,b) = {0}.
Proof. The situation is much more complicated than when we were examining (P4) in
Proposition 3.12, because, if we fix some E ⊆ R with measure µ(E) <∞, then (χE)∗∗ is
not equal to χ(0,µ(E)) as before but rather to function ̺ defined as follows
̺(t) =
{
1 for t ∈ (0, µ(E)),
µ(E)
t
for t ∈ [µ(E),∞).
Thus, in order to verify (P4), it is necessary to concern yourself not only with integrabil-
ity/boundedness on deleted neighbourhoods of zero, but also on deleted neighbourhoods
of infinity. To be precise, if q ∈ (0,∞), then (P4) is equivalent to whether both of the
following conditions are satisfied:
(a) t
q
p
−1bq(t) is integrable on some deleted neighbourhood of zero.
(b) t
q
p
−q−1bq(t) is integrable on some deleted neighbourhood of infinity.
Just as in Proposition 3.12, condition (a) is satisfied for p < ∞ by (SV4), and assumed
in the remaining case by (iii). Similarly, (b) is satisfied for p > 1 by (SV4) and assumed
in the remaining case by (ii). The method for q =∞ remains unchanged, only instead of
(SV4), (SV3) is used.
It remains to prove necessity. The method is the same as in Proposition 3.12. Our
assumption is that either p < 1, p = 1 and b is not q-nice around infinity or p =∞ and b is
not q-nice around zero, which all yields that ‖·‖(p,q,b) applied to the characteristic function
of any set of non-zero measure equals infinity (we use either by Definition 3.4, (SV3) or
(SV4)). This further yields, by the same reasoning as before, that L(p,q,b) = {0}. 
We now show some properties that are common for all parameters p, q, b allowed in
Definition 3.11. We note that these results are not interesting in the cases when L(p,q,b) =
{0}, but we want to emphasise that it is only the property (P4) that gets violated in those
situations.
Proposition 3.15. Let p, q, b be as in Definition 3.11. Then ‖·‖(p,q,b) satisfies (Q1), (P2),
(P3), (P5) and (P6).
Proof. We omit the proof of (Q1), (P2), (P3) and (P6), because it is almost the same as in
Proposition 3.12, only instead of referencing properties of non-increasing rearrangement
one references properties of maximal function, except for subadditivity up to constant,
which is simpler since the operator f 7→ f ∗∗ is in itself subadditive, and focus on (P5).
Fix some E ⊆ R with measure µ(E) < ∞ and arbitrary f ∈ M . Thanks to the
Hardy-Littlewood inequality (2.1) it suffices to prove that there is some finite constant
CE satisfying
(3.7)
∫ µ(E)
0
f ∗(t) dt ≤ CE‖f‖(p,q,b)
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for all f ∈ M . Using the positive homogeneity and the lattice property (P2) of ‖·‖q we
may compute
‖f‖(p,q,b) = ‖t
1
p
− 1
q b(t)f ∗∗(t)‖q = ‖t
1
p
− 1
q
−1b(t)
∫ t
0
f ∗(s) ds‖q
≥ ‖χ(µ(E),∞)t
1
p
− 1
q
−1b(t)
∫ t
0
f ∗(s) ds‖q
≥
∫ µ(E)
0
f ∗(s) ds · ‖χ(µ(E),∞)t
1
p
− 1
q
−1b(t)‖q
where
‖χ(µ(E),∞)t
1
p
− 1
q
−1b(t)‖q > 0,
since both t
1
p
− 1
q
−1 and b are non-zero on (0,∞).
Now, we have that either
‖χ(µ(E),∞)t
1
p
− 1
q
−1b(t)‖q <∞,
which gives us (3.7) with CE = (‖χ(µ(E),∞)t
1
p
− 1
q
−1b(t)‖q)−1, or we have
‖χ(µ(E),∞)t
1
p
− 1
q
−1b(t)‖q =∞,
which, as we realised when proving Proposition 3.14, leads to the conclusion that
‖f‖(p,q,b) <∞⇔ f = 0 µ-a.e.,
and therefore (3.7) holds with any CE > 0. 
Now, it follows that if we take q ∈ [1,∞] we will have that both f 7→ f ∗∗ and ‖·‖q are
subadditive, which gives us the last property of r.i. Banach function norms. Hence, we
have the following proposition.
Proposition 3.16. Let p, q, b be as in Definition 3.11 and suppose q ∈ [1,∞]. Then
‖·‖(p,q,b) is rearrangement invariant Banach function norm onM , and consequently (L(p,q,b), ‖·‖(p,q,b))
is r.i. Banach function space, if and only if p and b satisfy one of the following conditions:
(i) p ∈ (1,∞).
(ii) p = 1 and b is q-nice around infinity.
(iii) p =∞ and and b is q-nice around zero.
Furthermore, if none of those conditions is satisfied, then L(p,q,b) = {0}.
3.3. Relations between Lp,q,b and L(p,q,b). In this section we study when Lp,q,b = L(p,q,b).
The first observation follows from Propositions 3.12 and 3.16 since they tell us that, for
p < 1, L(p,q,b) is always trivial while Lp,q,b never is. So we obtain p ≥ 1 as a necessary
condition.
Note that because we always have for any f ∈ M that f ∗ ≤ f ∗∗, we get trivially from
properties of ‖·‖q that ‖·‖p,q,b . ‖·‖(p,q,b) for all p, q, b allowed by Definition 3.11. Thus,
we “only” have to examine what are the parameters for which ‖·‖(p,q,b) . ‖·‖p,q,b.
We will first show in the next two theorems that p > 1 is sufficient. To this end, we
will employ weighted Hardy inequalities.
Theorem 3.17. Let p, q, b be as in Definition 3.11 and let q ∈ [1,∞] and p ∈ (1,∞].
Then ‖·‖(p,q,b) . ‖·‖p,q,b.
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Proof. We employ a weighted Hardy inequality, which can be found for example in [25,
Section 1.3, Theorem 2] and which yields that the desired conclusion is in fact equivalent
to the following condition:
(3.8) sup
r∈(0,∞)
‖t 1p− 1q−1b(t)χ(r,∞)(t)‖q · ‖(t
1
p
− 1
q b(t))−1χ(0,r)(t)‖q′ <∞.
We thus proceed by verifying this condition.
Firstly, note that both ‖t 1p− 1q−1b(t)χ(r,∞)(t)‖q and ‖(t
1
p
− 1
q b(t))−1χ(0,r)(t)‖q′ are, thanks
to (SV3) or (SV4), depending on the value of q and q′, always finite by our assumption
p ∈ (1,∞].
Because of the differences in definitions of ‖·‖q for q =∞ and q ∈ [1,∞) we need to do
the estimates separately for the cases q = 1, q ∈ (1,∞) and q =∞.
We begin with the case q ∈ (1,∞). In this case the condition (3.8) means that it must
hold fort all r ∈ (0,∞) that(∫ ∞
r
t
q
p
−q−1bq(t) dt
) 1
q
·
(∫ r
0
tq
′− q′
p
−1b−q
′
(t) dt
) 1
q′
<∞.
That it is indeed so follows from Lemma 3.6 and Lemma 3.8 because we assume p > 1.
For the remaining cases, notice that the expressions inside the supremum on the left-
hand side of (3.8) define continuous functions of the variable r. Hence, to get (3.8) we
only have to prove boundedness of the product of these functions on some appropriate
deleted neighbourhoods of zero and infinity. The method is the same in both cases, so we
will do explicitly only the case for deleted neighbourhood of infinity.
Let us now consider the case when q = 1. We may rewrite the inside of the supremum
on the left-hand side of (3.8) as
(3.9)
∫ ∞
r
t
1
p
−2b(t) dt · sup
t∈(0,r)
1
t
1
p
−1b(t)
≈ r 1p−1b(r) sup
t∈(0,r)
1
t
1
p
−1b(t)
,
where the equivalence follows from Lemma 3.8. Now, by our assumption on p, we have
1
p
−1 < 0 and thus we may choose some r0 such that t
1
p
−1b(t) is non-increasing on (r0,∞).
For technical reasons, we now find some r1 > r0 such that
(3.10)
1
s
1
p
−1b(s)
> sup
t∈(0,r0)
1
t
1
p
−1b(t)
for all s ∈ (r1,∞). Such a r1 exists thanks to 1
t
1
p−1b(t)
being bounded on any fixed deleted
neighbourhood of zero while increasing beyond all bounds as t→∞ by (SV3). This is the
deleted neighbourhood of infinity on which we will show that the right-hand side of (3.9)
is bounded, so we suppose r ∈ (r1,∞). Using (3.10) and the monotonicity of t
1
p
−1b(t) on
(r0,∞), we may now compute
r
1
p
−1b(r) sup
t∈(0,r)
1
t
1
p
−1b(t)
= r
1
p
−1b(r) sup
t∈(r0,r)
1
t
1
p
−1b(t)
≤ r 1p−1b(r) · 1
r
1
p
−1b(r)
= 1.
which establishes the boundednes of (3.9) on (r1,∞).
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And finally the case q =∞. This time we rewrite the expressions inside the supremum
on the left-hand side of (3.8) as
(3.11) sup
t∈(r,∞)
t
1
p
−1b(t) ·
∫ r
0
t−
1
p b−1(t) dt ≈ r1− 1p b−1(r) sup
t∈(r,∞)
t
1
p
−1b(t),
where the equivalence follows from Lemma 3.6. Since 1
p
− 1 < 0 we may choose r0 such
that t
1
p
−1b(t) is non-increasing on (r0,∞). This is the relevant deleted neighbourhood
of infinity on which we prove that the right-hand side of (3.11) is bounded, so we put
r ∈ (r0,∞). We now use the monotonicity of t
1
p
−1b(t) to get
r1−
1
p b−1(r) sup
t∈(r,∞)
t
1
p
−1b(t) ≤ r1− 1p b−1(r)r 1p−1b(r) = 1,
which covers the last case and concludes the proof. 
Theorem 3.18. Let p, q, b be as in Definition 3.11 and let q ∈ (0, 1) and p ∈ (1,∞].
Then ‖·‖(p,q,b) . ‖·‖p,q,b.
Proof. This time we utilise a weighted Hardy-type inequality which has been obtained in-
dependently by Carro and Soria in [8, Proposition 2.6b] and Stepanov in [31, Theorem 3b]
(see also [5, Theorem 4.1] for context as well as a formulation more similar to the problem
at hand). From this result, we obtain that the desired inequality holds if and only if the
following two conditions hold:
sup
r∈(0,∞)
(∫ r
0
t
q
p
−1bq(t) dt
) 1
q
·
(∫ r
0
t
q
p
−1bq(t) dt
)− 1
q
<∞,(3.12)
sup
r∈(0,∞)
r ·
(∫ ∞
r
t
q
p
−q−1bq(t) dt
) 1
q
·
(∫ r
0
t
q
p
−1bq(t) dt
)− 1
q
<∞.(3.13)
We thus proceed by verifying them.
Let us first observe that in the case when p =∞ we may assume that b is q-nice around
zero, because otherwise the desired estimate ‖·‖(p,q,b) . ‖·‖p,q,b holds trivially since from
Proposition 3.12 and Proposition 3.14 we have that Lp,q,b = L(p,q,b) = {0}.
As for the condition (3.12), we have that
∫ r
0
t
q
p
−1bq(t) dt < ∞ by either (SV4) in the
case p ∈ (1,∞) or by the above mentioned assumption in the remaining case. Therefore,
the function we take supremum of in (3.12) is identically equal to 1 on (0,∞) and thus
the condition (3.12) is satisfied.
It remains to verify (3.13) which is simple in the case when p < ∞, because we may
use Lemma 3.6 and Lemma 3.8, and only a bit more difficult in the remaining case when
we use Lemma 3.8 and Lemma 3.7, more specifically (3.3), together with the fact that all
the functions inside the supremum in (3.13) are continuous. 
What now remains is to consider the case p = 1. Propositions 3.12 and 3.14 imply
that one necessary condition for L(1,q,b) = L1,q,b is that b is q-nice around infinity, because
otherwise L(1,q,b) is trivial while L1,q,b is not. In the following results that we show that
the estimate fails even when this condition is satisfied. We first present the following
observation concerning the case when q = 1.
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Proposition 3.19. Let p, q, b be as in Definition 3.11 and suppose q = p = 1 and that b
is 1-nice around infinity. Then
(3.14) L(1,1,b) = L1,1,bˆ,
where bˆ is the functional defined in Lemma 3.9, namely
bˆ(t) =
∫ ∞
t
s−1b(s) ds.
Specially, L(1,1,b) 6= L1,1,b for any b.
Proof. The conclusion (3.14) follows from Definition 3.11 by simple calculation, using only
the classical Fubini’s theorem.
The remaining result follows from Lemma 3.9, more specifically (3.5). Indeed, for every
n ∈ N, we can use it to find some deleted neighbourhood of zero where n ·b < b˜. If we now
find some k belonging to this neighbourhood and some set En ⊆ R of measure µ(En) < k,
we have that
‖χEn‖1,1,b˜ =
∫ µ(En)
0
b˜(t) dt > n
∫ µ(En)
0
b(t) dt = ‖χEn‖1,1,b
and therefore ‖·‖1,1,b˜ 6≈ ‖·‖1,1,b. It remains only to combine this with (3.14) to get the
desired result. 
For the remaining cases we will have to use some abstract theory. First, for the case
q > 1 we employ [29, Theorem 4].
Theorem 3.20. Let p, q, b be as in Definition 3.11 and suppose p = 1, q ∈ (1,∞) and
that b is q-nice around infinity. Then L(1,q,b) 6= L1,q,b.
Proof. It follows [29, Theorem 4] that L(1,q,b) = L1,q,b if and only if
(3.15)
∫ ∞
t
s−1bq(s) ds .
1
tq
∫ t
0
sq−1bq(s) ds
for all t ∈ (0,∞). However, by Lemma 3.6, the right-hand side of (3.15) is equivalent to
bq(t) and thus the estimate (3.15) cannot hold as follows from Lemma 3.9. 
And at last for the case q < 1 we use the same result that we used when proving
Theorem 3.18 and that has been obtained independently in [8, Proposition 2.6b] and [31,
Theorem 3b] and which can be also found in [5, Theorem 4.1].
Theorem 3.21. Let p, q, b be as in Definition 3.11 and suppose p = 1, q ∈ (0, 1) and that
b is q-nice around infinity. Then L(1,q,b) 6= L1,q,b.
Proof. It follows from the result mentioned above that a necessary condition for L(1,q,b) =
L1,q,b is that it holds for all t ∈ (0,∞) that∫ ∞
t
s−1bq(s) ds .
1
tq
∫ t
0
sq−1bq(s) ds,
which is impossible by the same reasoning as in the proof of the previous theorem. 
The following corollary collects these results into a single statement.
Corollary 3.22. Let p, q, b be as in Definition 3.11. Then L(p,q,b) = Lp,q,b if and only if
p > 1.
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In conclusion of this section, we present two interesting consequences of Theorems 3.17
and 3.18. We first use them to extend some properties of ‖·‖(p,q,b) to ‖·‖p,q,b. The first
corollary follows from Proposition 3.16 and Theorem 3.17.
Corollary 3.23. Let p, q, b be as in Definition 3.11 and let q ∈ [1,∞]. Suppose either
p ∈ (1,∞) or p = ∞ and b is q-nice around zero. Then ‖·‖p,q,b is equivalent to a r.i.
Banach function norm ‖·‖(p,q,b) and the space Lp,q,b = L(p,q,b) equipped with this norm is
r.i. Banach function space.
The second corollary follows from Proposition 3.15 and Theorems 3.17 and 3.18.
Corollary 3.24. Let p, q, b be as in Definition 3.11 and suppose p ∈ (1,∞]. Then ‖·‖p,q,b
satisfies (P5).
3.4. Embeddings between Lorentz–Karamata spaces. The first proposition is a
generalisation of an embedding between Lorentz spaces Lp,q, which can be found for
example in [3, Chapter 4, Proposition 4.2], which says that for a fixed p the Lorentz
spaces Lp,q get bigger, with respect to inclusion, as q increases.
Proposition 3.25. Let b1, b2 be two s.v. functions such that b2 . b1, let p ∈ (0,∞] and
suppose 0 < q < r ≤ ∞. Then
(3.16) ‖·‖p,r,b2 . ‖·‖p,q,b1
or equivalently,
Lp,q,b1 →֒ Lp,r,b2,
and the embedding is proper, in the sense that there is a function f ∈ M such that
f ∈ Lp,r,b2 but f /∈ Lp,q,b1.
Proof. Fix arbitrary f ∈ M and q ∈ (0,∞) and assume first that r = ∞. Then we may
use either Lemma 3.6 or Lemma 3.7, in dependence on whether p < ∞ of p = ∞, and
the fact that f ∗ is non-increasing to compute
‖f‖p,∞,b2 . sup
t∈(0,∞)
t
1
p b1(t)f
∗(t)
. sup
t∈(0,∞)
(∫ t
0
s
q
p
−1bq1(s) ds
) 1
q
f ∗(t)
≤ sup
t∈(0,∞)
(∫ t
0
s
q
p
−1bq1(s)(f
∗(s))q ds
) 1
q
=
(∫ ∞
0
s
q
p
−1bq1(s)(f
∗(s))q ds
) 1
q
= ‖f‖p,q,b1
(3.17)
which proves (3.16) for r = ∞. Note that the finiteness of the expressions in question is
of no concern even for p = ∞ since in the case when b1 is q-nice then it is also ∞-nice
which implies that also b2 is∞-nice, while in the remaining case there is nothing to prove.
Similar argument also validates the use of Lemma 3.7.
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We now use (3.17) to compute for r ∈ (q,∞)
‖f‖p,r,b2 =
(∫ ∞
0
s
r
p
−1br2(s)(f
∗(s))r ds
) 1
r
.
(∫ ∞
0
s
q−r
p
+ r
p
−1s
r−q
p bq1(s)b
r−q
2 (s)(f
∗(s))q(f ∗(s))r−q ds
) 1
r
=
(∫ ∞
0
s
q
p
−1bq1(s)(f
∗(s))q
[
s
1
p b2(s)(f
∗(s))
]r−q
ds
) 1
r
≤ ‖f‖
r−q
r
p,∞,b2 · ‖f‖
q
r
p,q,b1
. ‖f‖
r−q
r
p,q,b1
· ‖f‖
q
r
p,q,b1
= ‖f‖p,q,b1
which together with (3.17) proves (3.16) for all the desired parameters p, q, r, b1, b2. Again,
the finiteness of the expression is of no concern thanks to a similar argument as the one
presented above.
As for the sharpness, is suffices to consider some f ∈M such that
f ∗(t) = t−
1
p |log(t)|− 1q b−11 (t)χ[0,t0]
where t0 ≤ min{12 , µ(R)} is chosen sufficiently small in order for the right-hand side to be
non-increasing, which can be done since t 7→ |log(t)|− 1q b−11 (t) is an s.v. function. 
This much we can prove directly. But if we employ heavy machinery, namely [31,
Proposition 1] (see also [5, Theorem 3.1] for further context), we can do much better.
Theorem 3.26. Let b1, b2 be two s.v. functions and let p1, p2 ∈ (0,∞] and q1, q2 ∈ (0,∞).
If pi is infinite, for i = 1, 2, then we further suppose that bi is qi-nice around zero. We
then have the following characterisation:
(i) If p1 > p2 then the embedding L
p1,q1,b1 →֒ Lp2,q2,b2 holds if and only if µ(R) <∞.
(ii) If p1 = p2 and q1 ≤ q2 then the embedding Lp1,q1,b1 →֒ Lp2,q2,b2 holds if and only if
one of the following condition holds:
(a) p1 = p2 <∞ and b2b1 is bounded on (0, µ(R)) or
(b) p1 = p2 =∞ and the functions b1, b2 satisfy
(3.18) sup
r∈(0,µ(R))
(∫ r
0
t−1bq22 (t) dt
) 1
q2
(∫ r
0
t−1bq11 (t) dt
) 1
q1
<∞.
(iii) If p1 = p2 and q1 > q2 then the embedding L
p1,q1,b1 →֒ Lp2,q2,b2 holds if and only if
one of the following condition holds:
(a) p1 = p2 <∞, µ(R) <∞ and b2b1 is r-nice around zero or
(b) p1 = p2 <∞, µ(R) =∞ and b2b1 is r-nice around both zero and infinity or
(c) p1 = p2 =∞ and the functions b1, b2 satisfy
(3.19)
∫ µ(R)
0
(∫ t
0
s−1bq22 (s) ds∫ t
0
s−1bq11 (s) ds
) r
q1
t−1bq22 (t) dt <∞,
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where r is in either case defined by 1
r
= 1
q2
− 1
q1
.
(iv) If p1 < p2 then the embedding L
p1,q1,b1 →֒ Lp2,q2,b2 never holds.
Note that it follows from Proposition 3.25 that boundedness of b2
b1
on (0, µ(R)) is suffi-
cient for (3.18). Also note that the relation of (3.19) to the requirement that b2
b1
is r-nice
around zero (and potentially around infinity) is quite similar to the relation of (3.18) to
the requirement that b2
b1
is bounded on (0, µ(R)). Finally, it follows from the definition
of r that the requirement that a function is r-nice becomes stronger as the distance of q1
from q2 becomes larger.
Proof. As hinted, we will use [31, Proposition 1]. We distinguish two cases.
Let us at first assume that q1 ≤ q2. Then the first part of [31, Proposition 1] tells us
that for some two positive weights v, w the inequality
(3.20) ‖wf ∗‖q2 . ‖vf ∗‖q1
holds for all f ∈M if and only if
(3.21) sup
r∈(0,∞)
‖w · χ(0,r)‖q2 · (‖v · χ(0,r)‖q1)−1 <∞.
Now we need to do one trick. The obvious choice for, say, v(t) would be t
1
p1
− 1
q1 b(t)
but this is not good enough. We need to use the fact that the non-increasing re-
arrangement f ∗ of any f ∈ M(R, µ) is supported on the set [0, µ(R)] and therefore
‖f‖p,q,b = ‖t
1
p
− 1
q b(t)χ(0,µ(R))(t)f
∗(t)‖q for all f ∈M(R, µ). We may thus put
v(t) = t
1
p1
− 1
q1 b1(t)χ(0,µ(R))(t)
w(t) = t
1
p2
− 1
q2 b2(t)χ(0,µ(R))(t)
and still have that, for this choice of v, q, (3.20) is equivalent to the embedding in question.
So we only need to examine (3.21). We first rewrite it to more explicit form and get
(3.22) sup
r∈(0,∞)
(∫ r
0
t
q2
p2
−1
bq22 (t)χ(0,µ(R))(t) dt
) 1
q2
(∫ r
0
t
q1
p1
−1
bq11 (t)χ(0,µ(R))(t) dt
) 1
q1
<∞.
We see that both the numerator and the denominator are finite by our assumptions.
We further see that if µ(R) < ∞, then the ratio in question is on (µ(R),∞) identically
equal to its left-hand side limit in µ(R), while on (0, µ(R)) the characteristic function is
identically equal to 1. Hence, we may further rewrite (3.22) as
(3.23) sup
r∈(0,µ(R))
(∫ r
0
t
q2
p2
−1
bq22 (t) dt
) 1
q2
(∫ r
0
t
q1
p1
−1
bq11 (t) dt
) 1
q1
<∞.
We now distinguish four cases.
Suppose first that both p1 and p2 are infinite. Then (3.23) is just (3.18) and thus we
have shown that (3.18) is equivalent to the embedding in question.
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Secondly, suppose that both p1, p2 are finite. We may then use Lemma 3.6 to get that
(3.23) is equivalent to
sup
r∈(0,µ(R))
r
1
p2
− 1
p1
b2(r)
b1(r)
<∞,
where b2
b1
is an s.v. function by the comment after the proof of Lemma 3.2, and thus by
the same Lemma this estimate holds if and only if one of the following conditions holds:
(i) p1 > p2 and µ(R) <∞,
(ii) p1 = p2 and
b2(r)
b1(r)
is bounded on (0, µ(R)).
Next suppose that only p2 < ∞. Then we may use Lemma 3.6 to get that (3.23) is
equivalent to
sup
r∈(0,µ(R))
r
1
p2
b2(r)(∫ r
0
t−1bq11 (t) dt
) 1
q1
<∞,
which holds if and only if µ(R) <∞, because
b2(r)(∫ r
0
t−1bq11 (t) dt
) 1
q1
is an s.v. function, as follows from (SV1), Lemma 3.7 and the comment after the proof of
Lemma 3.2, and we may therefore use (SV3).
Finally, suppose that only p1 <∞. This time Lemma 3.6 leads to the conclusion that
(3.23) is equivalent to
sup
r∈(0,µ(R))
r
− 1
p1
(∫ r
0
t−1bq22 (t) dt
) 1
q2
b1(r)
<∞,
which never holds by the same reasoning as above.
We have thus covered the case q1 ≤ q2 and it remains to consider the case q1 > q2. The
approach is similar, only we use the second part of [31, Proposition 1] and thus deduce
that the estimate in question is equivalent to the convergence of the integral
(3.24)
∫ µ(R)
0
(∫ t
0
s
q2
p2
−1
bq22 (s) ds∫ t
0
s
q1
p1
−1
bq11 (s) ds
) r
q1
t
q2
p2
−1
bq22 (t) dt.
We again distinguish four cases.
If p1 = p2 =∞, then convergence of (3.24) is the same condition as (3.19) and thus we
have shown that (3.19) is equivalent to the embedding we study.
If both p1 and p2 are finite, the we can use Lemma 3.6 and a simple calculation to
obtain that (3.24) is equivalent to
∫ µ(R)
0
(
t
q2
p2 bq22 (t)
t
q1
p1 bq11 (t)
) r
q1
t
q2
p2
−1
bq22 (t) dt =
∫ µ(R)
0
tα
(
b2(t)
b1(t)
)r
dt
LORENTZ–KARAMATA SPACES 26
where
α =
q2
p2

q1
(
1− p2
p1
)
q1 − q2

− 1.
It the follows that (3.24) converges if and only if one of the following conditions holds:
(i) p1 > p2 and µ(R) <∞,
(ii) p1 = p2, µ(R) <∞ and b2(r)b1(r) is r-nice around zero,
(iii) p1 = p2, µ(R) =∞ and b2(r)b1(r) is r-nice around both zero and infinity.
In the case when only p2 <∞ we get by Lemma 3.6 that (3.24) is equivalent to∫ µ(R)
0
(∫ t
0
s−1bq11 (s) ds
)− r
q1
t
q2
p2
r
q1
+
q2
p2
−1
br2(t) dt
which converges if and only if µ(R) < ∞ by a similar reasoning as in the corresponding
case for q1 ≤ q2.
In the last case when only p1 <∞ we get by Lemma 3.6 that (3.24) is equivalent to∫ µ(R)
0
(∫ t
0
s−1bq22 (s) ds
bq11 (t)
) r
q1
t
− r
p1
−1
bq22 (t) dt
which never converges by a similar argument as before. 
The cases when at least one of the parameters q1, q2 is infinite is then covered in the
following three theorems, each depending on an appropriate result in [5, Section 3]. We
chose to present them separately because it prevents the formulations from becoming too
cluttered.
Theorem 3.27. Let b1, b2 be two s.v. functions and let p1, p2 ∈ (0,∞], q1 ∈ (0,∞) and
q2 = ∞. If p1 = ∞ then we also suppose that b1 is q1-nice around zero, if p2 = ∞ then
we further suppose that b2 is ∞-nice (i.e. bounded) around zero and also non-decreasing
and absolutely continuous. We then have the following characterisation:
(i) If p1 > p2 then the embedding L
p1,q1,b1 →֒ Lp2,q2,b2 = Lp2,∞,b2 holds if and only if
µ(R) <∞.
(ii) If p1 = p2 then the embedding L
p1,q1,b1 →֒ Lp2,q2,b2 = Lp2,∞,b2 holds if and only if
one of the following condition holds:
(a) p1 = p2 <∞ and b2b1 is bounded on (0, µ(R)) or
(b) p1 = p2 =∞ and the functions b1, b2 satisfy
sup
r∈(0,µ(R))
b2(r)(∫ r
0
t−1bq11 (t) dt
) 1
q1
<∞.
(iii) If p1 < p2 then the embedding L
p1,q1,b1 →֒ Lp2,q2,b2 = Lp2,∞,b2 never holds.
Proof. The theorem follows from [5, Theorem 3.2] in a similar way like the one depicted
in the proof of Theorem 3.26, because if p2 <∞ then by Lemma 3.6 we get
t
1
p b2(t) ≈
∫ t
0
s
1
p2
−1
b2(s) ds
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while in the case p2 =∞ we get by our assumption that
b(t) =
∫ t
0
b′(s) ds,
where b′ is a non-negative locally integrable function. 
Theorem 3.28. Let b1, b2 be two s.v. functions and let p1, p2 ∈ (0,∞], q1 = ∞ and
q2 ∈ (0,∞). If p1 =∞ then we also suppose that b1 is ∞-nice (i.e. bounded) around zero
and also non-decreasing and absolutely continuous, if p2 = ∞ then we further suppose
that b2 is q2-nice around zero. We then have the following characterisation:
(i) If p1 > p2 then the embedding L
p1,∞,b1 = Lp1,q1,b1 →֒ Lp2,q2,b2 holds if and only if
µ(R) <∞.
(ii) If p1 = p2 then the embedding L
p1,∞,b1 = Lp1,q1,b1 →֒ Lp2,q2,b2 holds if and only if
one of the following condition holds:
(a) µ(R) <∞ and b2
b1
is q2-nice around zero or
(b) µ(R) =∞ and b2
b1
is q2-nice around both zero and infinity.
(iii) If p1 < p2 then the embedding L
p1,∞,b1 = Lp1,q1,b1 →֒ Lp2,q2,b2 never holds.
Proof. The proof is almost identical as in the previous theorem only this time we are using
[5, Theorem 3.3]. 
Theorem 3.29. Let b1, b2 be two s.v. functions and let p1, p2 ∈ (0,∞] and q1 = q2 =∞.
If pi =∞, i = 1, 2, then we further suppose that bi is ∞-nice (i.e. bounded) around zero
and also non-decreasing and absolutely continuous. We then have the following charac-
terisation:
(i) If p1 > p2 then the embedding L
p1,∞,b1 = Lp1,q1,b1 →֒ Lp2,q2,b2 = Lp2,∞,b2 holds if
and only if µ(R) <∞.
(ii) If p1 = p2 then the embedding L
p1,∞,b1 = Lp1,q1,b1 →֒ Lp2,q2,b2 = Lp2,∞,b2 holds if
and only if b2
b1
is bounded on (0, µ(R)).
(iii) If p1 < p2 then the embedding L
p1,∞,b1 = Lp1,q1,b1 →֒ Lp2,q2,b2 = Lp2,∞,b2 never holds.
Proof. Again, the proof is similar, only using [5, Theorem 3.4]. 
3.5. Associate spaces of Lorentz–Karamata spaces. We first single out those p for
which (Lp,q,b)′ = {0} independently of b.
Proposition 3.30. Let p, q, b be as in Definition 3.11. If p ∈ (0, 1), then (Lp,q,b)′ = {0}.
Proof. Denote r = min{1, µ(R)} and let g0 be such a function from M that g∗0(t) =
t−1χ(0,r). Then ‖g0‖p,q,b <∞, as can be easily verified from Definition 3.11 using (SV3)/(SV4)
and continuity of b. On the other hand, g∗0 is certainly not integrable on any deleted neigh-
bourhood of zero. Thus, using the rearrangement invariance of ‖·‖p,q,b, the resonance of
(R, µ) and the property that for any non-zero f ∈ M there are some ε > 0 and δ > 0
such that f ∗ > ε · χ(0,δ), and also the Definition 2.5 of associate spaces, we obtain for all
non-zero f ∈M that
‖f‖(Lp,q,b)′ = sup
g∈M ;‖g‖p,q,b≤1
∫
R
|f · g| dµ ≥ sup
g∈M ;g∗=
(
g0
‖g0‖p,q,b
)∗
∫
R
|f · g| dµ
=
∫ ∞
0
f ∗
(
g0
‖g0‖p,q,b
)∗
dλ1 ≥ ε‖g0‖p,q,b ·
∫ δ
0
g∗0 dλ
1 =∞.
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
This also shows that if p < 1, then ‖·‖p,q,b is never equivalent to a Banach function
norm, because its associate functional does not satisfy the condition (P4).
For proofs of the theorems bellow, we use an appropriate modification of the approach
used by Opic and Pick in [27] for describing associate spaces of generalised Lorentz-
Zygmund spaces.
Theorem 3.31. Let p, q, b be as in Definition 3.11 and suppose q ∈ (1,∞) and that one
of the following conditions holds:
(i) p ∈ [1,∞),
(ii) p =∞, b is q-nice around zero but not q-nice around infinity, b−1 is q′-nice around
infinity and it holds that
sup
r∈(0,∞)
(∫ t
0
s−1bq(s) ds
) 1
q
·
(∫ ∞
t
s−1b−q
′
(s) ds
) 1
q′
<∞.
Then
(Lp,q,b)′ = L(p
′,q′,b−1)(3.25)
up to equivalence of the defining functionals.
Proof. We begin by proving that
(Lp,q,b)′ →֒ L(p′,q′,b−1)
or, equivalently, that it holds for all f ∈M that
(3.26) ‖f‖(p′,q′,b−1) . ‖f‖(Lp,q,b)′ .
To this end, let us fix some arbitrary f ∈M and denote, for t ∈ (0,∞),
(3.27) ̺(t) = (f ∗∗(t))q
′−1t
q′
p′
−1
b−q
′
(t)
and
(3.28) g(t) =
∫ ∞
t
̺(s)
s
ds.
Since g is non-decreasing, we have g = g∗ and there exists a function gˆ ∈ M(R, µ) such
that gˆ∗ = g. We may now employ classical Fubini’s theorem and the Ho¨lder inequality
(2.3) to compute
‖f‖q′(p′,q′,b−1) =
∫ ∞
0
̺(t)f ∗∗(t) dt =
∫ ∞
0
̺(t)
t
∫ t
0
f ∗(s) ds dt
=
∫ ∞
0
f ∗(s)
∫ ∞
s
̺(t)
t
dt ds =
∫ ∞
0
f ∗(s)g(s) ds
≤ ‖gˆ‖p,q,b · ‖f‖(Lp,q,b)′ .
Thus, it suffices to show ‖gˆ‖p,q,b . ‖f‖q
′−1
(p′,q′,b−1) since (3.26) will then, for this f , follow
by canceling those terms. We now rewrite this expression, by Definition 3.11, (3.27) and
(3.28), as
(3.29) ‖t 1p− 1q b(t)
∫ ∞
t
(f ∗∗(s))q
′−1s
q′
p′
−2
b−q
′
ds‖q. ‖t
q′−1
p′
− 1
q b1−q
′
(f ∗∗(t))q
′−1‖q
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and use the substitution
h(t) = (f ∗∗(t))q
′−1t
q′
p′
−2
b−q
′
(t)
to rewrite (3.29) as a weighted Hardy inequality
‖t 1p− 1q b(t)
∫ ∞
t
h(s) ds‖q. ‖t
1
p
+ 1
q′ b(t)h(t)‖q,
which, as it is characterised for example in [25, Section 1.3, Theorem 3], holds if and only
if the following condition holds:
sup
r∈(0,∞)
(∫ r
0
t
q
p
−1bq(t) dt
) 1
q
·
(∫ ∞
r
t−
q′
p
−1b−q
′
(t) dt
) 1
q′
<∞.
In the case (ii) this condition is assumed to hold, while in the remaining case (i) we
have p < ∞ and thus we can use Lemma 3.6 and Lemma 3.8 to readily check that the
condition holds in this case too.
Since f ∈M was arbitrary, we have thus proven (3.26). We now turn our attention to
the embedding
L(p
′,q′,b−1) →֒ (Lp,q,b)′,
which holds if and only if
(3.30) ‖f‖(Lp,q,b)′ . ‖f‖(p′,q′,b−1)
for all f ∈M . Because we always have by the Hardy-Littlewood inequality (2.1) that∫ ∞
0
|f(t)g(t)| dt ≤
∫ ∞
0
f ∗(t)g∗(t)dt
and the funcional ‖·‖(Lp,q,b)′ si defined by
‖f‖(Lp,q,b)′ = sup
‖g‖p,q,b≤1
∫ ∞
0
|f(t)g(t)| dt,
we see that in order to get (3.30), it is sufficient to show that∫ ∞
0
f ∗(t)g∗(t)dt . ‖g‖p,q,b · ‖f‖(p′,q′,b−1),
that is ∫ ∞
0
f ∗(t)g∗(t)dt .
(∫ ∞
0
t
q
p
−1bq(t)(g∗(t))q dt
) 1
q
·
(∫ ∞
0
t
q′
p′
−1
b−q
′
(t)(f ∗∗(t))q
′
dt
) 1
q′
,
(3.31)
holds for all f, g ∈ M . Now, to get (3.31) we use the result of Sawyer, proved in [29,
Theorem 1], which gives us following:∫ ∞
0
f ∗(t)g∗(t)dt ≤
(∫ ∞
0
(g∗(t))qv(t) dt
) 1
q
·
·
[(∫ ∞
0
(f ∗∗(t))q
′
v˜(t) dt
) 1
q′
+
∫∞
0
f ∗(t) dt( ∫∞
0
v(t) dt
) 1
q
]
,
(3.32)
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where v˜ is given by
(3.33) v˜(t) =
tq
′
v(t)(∫ t
0
v(s) ds
)q′ .
For our purpose, we put
(3.34) v(t) = t
q
p
−1bq(t)
and see immediately that v is not integrable on (0,∞), as follows from (SV4) in the case
(i) and our assumptions in the case (ii), and thus by Sawyer’s convention “∞∞ = 0” we get
that the second summand at the second line of (3.32) is zero. Therefore, to obtain (3.31)
it suffices to show that
v˜(t) . t
q′
p′
−1
b−q
′
(t),
holds for all t ∈ (0,∞). For more clarity, we now rewrite this expression, according to
(3.33) and (3.34), as
tq
′+ q
p
−1bq(t)
(
∫ t
0
s
q
p
−1bq(s) ds)q′
. t
q′
p′
−1
b−q
′
(t).
Note that q
p
> 0 if we assume p ∈ [1,∞). This means that we can use Lemma 3.6 to get
tq
′+ q
p
−1bq(t)
(
∫ t
0
s
q
p
−1bq(s) ds)q′
≈ t
q′+ q
p
−1bq(t)
t
q·q′
p bq·q′(t)
= t
q′
p′
−1
b−q
′
(t),
which is even stronger than needed. In the remaining case (ii), we may use Lemma 3.7,
more specifically (3.3), to get
tq
′−1bq(t)
(
∫ t
0
s−1bq(s) ds)q′
. tq
′−1bq−q·q
′
(t) = tq
′−1b−q
′
(t).
Thus, we have (3.31) via (3.32), which leads to (3.30), which in turn, when combined with
(3.26) already proved, yields the desired result. 
Theorem 3.32. Let p, q, b be as in Definition 3.11 and suppose q ∈ (0, 1]. Then the
associate spaces of Lp,q,b, up to equivalence of the defining functionals, can be described as
follows:
(i) If either p ∈ (1,∞), or p = 1 and b is equivalent to a non-increasing function,
then
(3.35) (Lp,q,b)′ = L(p
′,∞,b−1).
(ii) If p =∞, q = 1 and b is 1-nice around zero then
(3.36) (L∞,q,b)′ = L(1,∞,b˜
−1)
where b˜ is defined as in Lemma 3.7, that is
b˜(t) =
∫ t
0
s−1b(s) ds.
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Proof. Suppose first q = 1 and either p ∈ (1,∞] or both p = 1 and b equivalent to a
non-increasing function. Then the fundamental function ϕ of the quasinormed r.i. space
Lp,1,b is equivalent to a concave function. Indeed, it follows from Definition 3.11 that
ϕ(t) =
∫ t
0
s
1
p
−1b(s) ds,
which is differentiable and
ϕ′(t) = t
1
p
−1b(t),
for t ∈ (0,∞), which is equivalent to a non-increasing function either by the virtue of
Lemma 3.5 or by our assumption. We thus obtain that the following equality holds for
all f ∈M :
‖f‖Λϕ =
∫ ∞
0
f ∗ dϕ =
∫ ∞
0
t
1
p
−1b(t)f ∗(t) dt = ‖f‖p,q,b.
Therefore, we have that Lp,q,b = Λϕ, from which it follows (see Section 2.4) that
(3.37) (Lp,1,b)′ = Mϕ¯(t),
where ϕ¯ is defined on [0,∞) by
ϕ¯(t) =
t
ϕ(t)
.
that is, it holds for all f ∈ M that
‖f‖(Lp,1,b)′ = sup
t∈(0,∞)
t∫ t
0
s
1
p
−1b(s) ds
f ∗∗(t).
This expression is for p ∈ [1,∞) equivalent to ‖f‖(p′,∞,b−1), as one readily verifies via
trivial calculation using Lemma 3.6 and Definition 3.11, while for p =∞ it is exactly the
definition of ‖·‖(1,∞,b˜−1).
We now turn our attention to the case q ∈ (0, 1) and either p ∈ (1,∞) or p = 1
and b is equivalent to a non-increasing function. It follows from Proposition 3.25 that
Lp,q,b →֒ Lp,1,b which implies (Lp,1,b)′ →֒ (Lp,q,b)′. This, when put together with (3.37),
yields
(3.38) Mϕ¯(t) →֒ (Lp,q,b)′.
Now, if follows from Proposition 3.12 that ‖·‖p,q,b satisfies (P4), since we have p <∞. It
also satisfies (P5), because in case p = 1 we have that b is equivalent to a non-increasing
function, and therefore has positive lower bound on some deleted neighbourhood of zero,
which means that we may use part (i) of Proposition 3.13, while in case p > 1 we may
use Corollary 3.24. It further trivially satisfies ‖f‖p,q,b = ‖ |f | ‖p,q,b for all f ∈M . Hence,
‖·‖p,q,b satisfies the conditions from Theorem 2.6 and we thus have that (Lp,q,b)′ is a Banach
function space. Hence the remark after Definition 2.7 implies that
(3.39) (Lp,q,b)′ →֒ Mψ¯,
where ψ denotes the fundamental function of the quasinormed r.i. space Lp,q,b, that is
ψ(t) =
(∫ t
0
s
q
p
−1bq(s) ds
) 1
q
LORENTZ–KARAMATA SPACES 32
and ψ¯ denotes the fundamental function of (Lp,1,b)′, which implies ψ¯(t) ≥ t
ψ(t)
on (0,∞).
Thus, if we had
(3.40) ϕ ≈ ψ,
then it would follow that ϕ¯(t) ≈ t
ψ(t)
≤ ψ¯(t) on (0,∞) and consequently
(3.41) Mψ¯ →֒Mϕ¯,
and so we could combine (3.41) with (3.38) and (3.39) to get (Lp,q,b)′ = Mϕ¯(t) and the
conclusion of the theorem would follow. So it remains only to verify (3.40), which follows
from Lemma 3.6 by trivial calculation. 
Note that b˜−1 is non-increasing and therefore ∞-nice around infinity.
Theorem 3.33. Let p, q, b be as in Definition 3.11 and suppose q = ∞ and that one of
the following conditions holds:
(i) p ∈ [1,∞),
(ii) p =∞ and b is equivalent to a non-decreasing function.
Then
(Lp,∞,b)′ = Lp
′,1,b−1
up to equivalence of the defining functionals.
Proof. Suppose first that p ∈ (1,∞). Then by our conditions on p, q, b we have, by the
virtue of Theorem 3.17, that for every f ∈M
(3.42) ‖f‖p,∞,b ≈ sup
t∈(0,∞)
t
1
p b(t)f ∗∗(t).
Using equivalence (3.1) from Lemma 3.6, with α = 1
p′
, we may further rewrite (3.42) as
sup
t∈(0,∞)
t
1
p b(t)f ∗∗(t) ≈ sup
t∈(0,∞)
t∫ t
0
s
1
p′
−1
b−1(s) ds
f ∗∗(t).
Therefore, we have from definition that Lp,q,b = Mϕ, where
ϕ(t) =
t∫ t
0
s
1
p′
−1
b−1(s) ds
,
from which it follows (see Section 2.4) that
(Lp,q,b)′ = Λϕ¯(t),
where
ϕ¯(t) =
t
ϕ(t)
=
∫ t
0
s
1
p′
−1
b−1(s) ds.
But since p′ > 1, as follows from our assumptions, we already know from the proof of
Theorem 3.32 that
Λϕ¯(t) = L
p′,1,b−1.
Now let us turn our attention to the remaining cases. We suppose that either p = 1 or
that the condition (ii) holds. The embedding
(3.43) Lp
′,1,b−1 →֒ (Lp,∞,b)′
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follows from the classical Ho¨lder inequality for the Lebesgue spaces over (0,∞), since it
yields ∫ ∞
0
f ∗(t)g∗(t) dt =
∫ ∞
0
[t
1
p′
−1
b−1(t)f ∗(t)][t
1
p b(t)g∗(t)] dt
≤ ‖t 1p b(t)g∗(t)‖∞ · ‖t
1
p′
−1
b−1(t)f ∗(t)‖1= ‖g‖p,∞,b · ‖f‖p′,1,b−1
while we always have by the Hardy-Littlewood inequality (2.1) that∫ ∞
0
|f(t)g(t)| dt ≤
∫ ∞
0
f ∗(t)g∗(t)dt.
The embedding (3.43) then follows by taking supremum over all g ∈ M such that
‖g‖p,∞,b ≤ 1.
For the converse embedding
(3.44) (Lp,∞,b)′ →֒ Lp′,1,b−1 ,
define
g(t) = t
1
p′
−1
b−1(t).
If p = 1, then, thanks to Lemma 3.5, we have
(3.45) g ≈ g∗,
while in the case (ii) we obtain the same result from the assumption that b is equivalent
to a non-decreasing function, and thus b−1 is equivalent to a non-increasing function.
Indeed, if we denote this function as b0, we get that g
∗ = (b−1)∗ ≈ b∗0 = b0 ≈ b−1 = g.
Now, if denote by g˜ some function from M such that g˜∗ = g∗, we see from (3.45) that
‖g˜‖p,∞,b < ∞. Furthermore, because the measure space (R, µ) is resonant, which means
that we have for all h1, h2 ∈M that
(3.46) sup
hˆ∈M,hˆ∗=h∗
1
∫
R
|hˆ · h2| dµ =
∫ ∞
0
h∗1(t)h
∗
2(t) dt.
We may now put g and f as h1 and h2, respectively, into (3.46) and use it in combination
with (3.45) and the Ho¨lder inequality (2.3) to get
‖f‖p′,1,b−1 =
∫ ∞
0
g(t)f ∗(t) dt ≈
∫ ∞
0
g∗(t)f ∗(t) dt = sup
gˆ∈M,gˆ∗=g∗
∫
R
|gˆ · f |
≤ sup
gˆ∈M,gˆ∗=g∗
‖gˆ‖p,∞,b · ‖f‖(Lp′,∞,b)′ = ‖g˜‖p,∞,b · ‖f‖(Lp′,∞,b)′
since ‖gˆ‖1,∞,b = ‖g˜‖1,∞,b for every gˆ such that gˆ∗ = g∗. The embedding (3.44) follows. 
Since L∞,∞,b is a Banach function space, up to equivalence of defining functionals,
whenever it is not empty and the associate space of Banach function space is always
Banach function space, we get the following corollary. Note that the non-emptiness is in
this case equivalent to b being ∞-nice, i.e. bounded, around zero, which is satisfied if we
assume that b is equivalent to a non-decreasing function.
Corollary 3.34. Let b be an s.v. function that is equivalent to a non-increasing function.
Then L1,1,b can be equipped with a Banach function norm equivalent to ‖·‖1,1,b.
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3.6. Lorentz–Karamata spaces as Banach function spaces. In this section we study
when a given Lorentz–Karamata space is equivalent to a Banach function space. We
provide a full characterisation in the following theorem, most of which is already proved
throughout the paper. For the remaining cases, we turn to the more abstract theory of
classical Lorentz spaces, relevant aspects of which have been covered in [6], [7], [29] and
even quite recently in [21].
Theorem 3.35. Let p, q, b be as in Definition 3.11. If q ∈ [1,∞] and either
(i) p ∈ (1,∞),
(ii) p =∞ and b is q-nice around zero,
(iii) p = 1, q = 1 and b is equivalent to a non-increasing function,
then Lp,q,b can be equipped with a Banach function norm equivalent to ‖·‖p,q,b.
On the other hand, if either
(i) q ∈ (0, 1),
(ii) p ∈ (0, 1),
(iii) p =∞ and b is not q-nice around zero,
(iv) p = 1, q ∈ (1,∞],
(v) p = 1, q = 1 and b is not equivalent to any non-increasing function,
then ‖·‖p,q,b is not equivalent to any Banach function norm.
Proof. As for the sufficient conditions, parts (i) and (ii) constitute the content of Corol-
lary 3.23 while the part (iii) follows from Corollary 3.34. Alternatively, one can prove
that (iii) is sufficient by using the characterisation of normability of the classical Lorentz
space Λ1 obtained in [6, Theorem 2.3] and Lemma 3.6.
Let us now turn our attention to the necessary conditions. Part (i) follows from [7,
Theorem 2.5.8], part (ii) from Proposition 3.30 and part (iii) from Proposition 3.16.
Further, to obtain part (iv) one has only to combine Corollary 3.22 with [29, Theorem 4]
(for q ∈ (0,∞)) and [21, Theorem 5.1] (for q =∞).
Finally, to obtain part (v) we again turn to [6, Theorem 2.3] which, when combined
with Lemma 3.6, provides as a necessary condition for normability that there must exist
a constant C > 0 such that it holds for all 0 < s ≤ r <∞ that
(3.47) b(r) ≤ Cb(s).
We now assert that b is not equivalent to any non-decreasing function, as a special case
of which we get that b is not equivalent to B defined for s ∈ (0,∞) by
B(s) = sup
t∈[s,∞)
b(t).
This property together with the fact that B ≥ b on (0,∞) allows us to find, for any given
C > 0, the required pair of numbers r, s that violates (3.47). 
Bibliography
[1] M. A. Arin˜o and B. Muckenhoupt. Maximal functions on classical Lorentz spaces and Hardy’s in-
equality with weights for nonincreasing functions. Trans. Amer. Math. Soc., 320(2):727–735, 1990.
[2] M. Bathory. Joint weak type interpolation on Lorentz-Karamata spaces. Math. Inequal. Appl.,
21(2):385–419, 2018.
[3] C. Bennett and R. Sharpley. Interpolation of operators, volume 129 of Pure and Applied Mathematics.
Academic Press, Inc., Boston, MA, 1988.
LORENTZ–KARAMATA SPACES 35
[4] M. Carro, A. Gogatishvili, J. Mart´ın, and L. Pick. Weighted inequalities involving two Hardy oper-
ators with applications to embeddings of function spaces. J. Operator Theory, 59(2):309–332, 2008.
[5] M. Carro, L. Pick, J. Soria, and V. D. Stepanov. On embeddings between classical Lorentz spaces.
Math. Inequal. Appl., 4(3):397–428, 2001.
[6] M. J. Carro, A. Garc´ıa del Amo, and J. Soria. Weak-type weights and normable Lorentz spaces.
Proc. Amer. Math. Soc., 124(3):849–857, 1996.
[7] M. J. Carro, J. A. Raposo, and J. Soria. Recent developments in the theory of Lorentz spaces and
weighted inequalities. Mem. Amer. Math. Soc., 187(877):xii+128, 2007.
[8] M. J. Carro and J. Soria. Boundedness of some integral operators. Canad. J. Math., 45(6):1155–1166,
1993.
[9] M. J. Carro and J. Soria. The Hardy-Littlewood maximal function and weighted Lorentz spaces. J.
London Math. Soc. (2), 55(1):146–158, 1997.
[10] A. Cianchi and L. Pick. Optimal Gaussian Sobolev embeddings. J. Funct. Anal., 256(11):3588–3642,
2009.
[11] A. Cianchi and L. Pick. Optimal Sobolev trace embeddings. Trans. Amer. Math. Soc., 368(12):8349–
8382, 2016.
[12] A. Cianchi, L. Pick, and L. Slav´ıkova´. Higher-order Sobolev embeddings and isoperimetric inequali-
ties. Adv. Math., 273:568–650, 2015.
[13] D. E. Edmunds and W. D. Evans. Hardy operators, function spaces and embeddings. Springer Mono-
graphs in Mathematics. Springer-Verlag, Berlin, 2004.
[14] D. E. Edmunds, R. Kerman, and L. Pick. Optimal Sobolev imbeddings involving rearrangement-
invariant quasinorms. J. Funct. Anal., 170(2):307–355, 2000.
[15] D. E. Edmunds and B. Opic. Alternative characterisations of Lorentz-Karamata spaces. Czechoslovak
Math. J., 58(133)(2):517–540, 2008.
[16] P. Ferna´ndez-Mart´ınez and T. M. Signes. An application of interpolation theory to renorming of
Lorentz-Karamata type spaces. Ann. Acad. Sci. Fenn. Math., 39(1):97–107, 2014.
[17] A. Gogatishvili, M. Krˇepela, L. Pick, and F. Soudsky´. Embeddings of Lorentz-type spaces involving
weighted integral means. J. Funct. Anal., 273(9):2939–2980, 2017.
[18] A. Gogatishvili, B. Opic, and J. S. Neves. Optimality of embeddings of Bessel-potential-type spaces
into Lorentz-Karamata spaces. Proc. Roy. Soc. Edinburgh Sect. A, 134(6):1127–1147, 2004.
[19] A. Gogatishvili and L. Pick. Discretization and anti-discretization of rearrangement-invariant norms.
Publ. Mat., 47(2):311–358, 2003.
[20] A. Gogatishvili and L. Pick. Embeddings and duality theorems for weak classical Lorentz spaces.
Canad. Math. Bull., 49(1):82–95, 2006.
[21] A. Gogatishvili and F. Soudsky´. Normability of Lorentz spaces—an alternative approach. Czechoslo-
vak Math. J., 64(139)(3):581–597, 2014.
[22] K.-P. Ho. Sublinear operators on radial rearrangement-invariant quasi-Banach function spaces. Acta
Math. Hungar., 160(1):88–100, 2020.
[23] G. G. Lorentz. On the theory of spaces λ. Pacific J. Math., 1(3):411–429, 1951.
[24] G. G. Lorentz. Relations between function spaces. Proc. Amer. Math. Soc., 12:127–132, 1961.
[25] V. Maz’ya. Sobolev Spaces. Number 242 in Grundlehren der mathematischen Wissenschaften.
Springer, 2 edition, 2011.
[26] J. S. Neves. Lorentz-Karamata spaces, Bessel and Riesz potentials and embeddings. Dissertationes
Math. (Rozprawy Mat.), 405:46, 2002.
[27] B. Opic and L. Pick. On generalized Lorentz-Zygmund spaces. Math. Inequal. Appl., 2(3):391–467,
1999.
[28] L. Pick, A. Kufner, O. John, and S. Fucˇ´ık. Function Spaces, Vol. 1. Number 14 in De Gruyter Series
in Nonlinear Analysis and Applications. Walter de Gruyter, 2 edition, 2013.
[29] E. Sawyer. Boundedness of classical operators on classical Lorentz spaces. Studia Math., 96(2):145–
158, 1990.
[30] G. Sinnamon. Embeddings of concave functions and duals of Lorentz spaces. Publ. Mat., 46(2):489–
515, 2002.
[31] V. D. Stepanov. The weighted Hardy’s inequality for nonincreasing functions. Trans. Amer. Math.
Soc., 338(1):173–186, 1993.
LORENTZ–KARAMATA SPACES 36
Dalimil Pesˇa, Department of Mathematical Analysis, Faculty of Mathematics and
Physics, Charles University, Sokolovska´ 83, 186 75 Praha 8, Czech Republic
E-mail address : pesa@karlin.mff.cuni.cz
ORCiD : 0000-0001-6638-0913
