I Introduction
To date, there is an extensive literature on the behavior of volatility of assets returns.
Indeed, the GARCH model and numerous variations of it have been fitted to different financial time series around the world to account for the existence of conditional heteroskedasticity (see, for instance, the survey by Poon and Granger, 2003) . However, less attention has been paid to the detection of multiple shifts in unconditional variance over time. For example, Lamoureux and Lastrapes (1990) conclude that persistence in variance may be overstated by not accounting for deterministic structural breakpoints in the variance model.
A relatively recent approach to testing for volatility shifts is Inclan and Tiao (1994) 's Iterative Cumulative Sums of Squares (ICSS) algorithm. This algorithm allows for detecting multiple breakpoints in variance in a time series. Aggarwal, Inclan and Leal (1999) present an application of this procedure for emerging markets over 1985 -1995 conclude that most events leading to volatility shifts tended to be local (e.g., the Mexican peso crisis, periods of hyperinflation in Latin America), and that the only global event over the sample that affected several emerging markets was the October 1987 crash.
However, recent literature has shown that the ICSS algorithm tends to overstate the number of actual structural breaks in variance. Specifically, Bacmann and Dubois (2002) point out that the behavior of the ICSS algorithm is questionable under the presence of conditional heteroskedasticity. They show that one way to circumvent this problem is by filtering the return series by a GARCH (1,1) model, and applying the ICSS algorithm to the standardized residuals. Bacmann and Dubois conclude that structural breaks in unconditional variance are less frequent than it was shown previously.
An alternative approach to testing for homogeneity of variance is wavelet analysis.
Wavelet analysis is a refinement of Fourier analysis that was developed in the late 1980's, and which offers a powerful methodology for processing signals, images, and other types of data. In particular, the discrete wavelet transform allows for the decomposition of time series data into orthogonal components with different frequencies. In finance, potential applications of wavelet methods are quantification of spillovers between stock markets at different time horizons, and testing for the presence of structural breaks in volatility in detailed and smooth components of a time series.
(2003) apply wavelet analysis to estimate the systematic risk of an asset (beta). Lee (2001a) studies the interaction between the U.S. and the South Korean stock markets. He finds evidence of price and volatility spillover effects from the U.S. stock market to the Korean stock market, but not vice versa. In turn Lee (2001b) illustrates the use of wavelets for seasonality filtering of time-series data.
This paper is organized as follows. Section II gives a brief background on wavelet analysis. Section III focuses on detection of breakpoints in volatility by the ICSS algorithm and wavelet methods for a sample of four stock indices (Emerging Asia, Europe, Latin America, and North America), and interest rates series paid on deposits by Chilean banks (nominal and inflation-indexed). We test for variance homogeneity in the original series, and in the series filtered out for both conditional heteroskedasticity and serial correlation.
Section IV presents our main conclusions.
The contribution of this article is twofold. First, it provides new evidence that reinforces the importance of controlling for both conditional heteroskedasticity and serial correlation prior to testing for variance homogeneity. Second, it makes a parallel between the ICSS algorithm and wavelet analysis, showing that the latter tends to be more robust.
To our knowledge, no one has yet conducted a similar study.
II Wavelet Analysis in a Nutshell
Wavelets or short waves are similar to sine and cosine functions in that they also There are father wavelets φ and mother wavelets ψ such that
Father wavelets are good at representing the smooth and low-frequency parts of a signal, whereas mother wavelets are good at representing the detailed and high-frequency parts of a signal. The most commonly used wavelets are the orthogonal ones (i.e., haar, daublets, symmelets, and coiflets). In particular, the orthogonal wavelet series approximation to a continuous signal f(t) is given by
where J is the number of multi-resolution components or scales, and k ranges from 1 to the number of coefficients in the corresponding component. The coefficients s J,k , d J,k ,..., d 1,k are the wavelet transform coefficients, whereas the functions φ j,k (t) and ψ j,k (t) are the approximating wavelet functions. These functions are generated from φ and ψ as follows
The wavelet coefficients can be approximated by the following integrals
These coefficients are a measure of the contribution of the corresponding wavelet function to the total signal. On the other hand, the approximating wavelet functions φ j,k (t) and ψ j,k (t) are scaled and translated versions of φ and ψ. As equation (3) indicates, the scale or dilation factor is 2 j , whereas the translation or location parameter is 2 j k. As j gets larger, so does the scale factor 2 j , and the functions φ j,k (t) and ψ j,k (t) get shorter and more spread out. In other words, 2 j is a measure of the width of the functions φ j,k (t) and ψ j,k (t). Likewise, as j increases, the translation step gets correspondingly larger in order to match the scale parameter 2 j .
Applications of wavelet analysis commonly make use of a discrete wavelet transform (DWT). The DWT calculates the coefficients of the approximation in (2) for a discrete signal of final extent, f 1 , f 2 ,.., f n . That is, it maps the vector f=(f 1 , f 2 ,…,f n )′ to a vector ω of n wavelet coefficients that contains s coefficients. The number of coefficients at a given scale is related to the width of the wavelet function. For instance, at the finest scale, it takes n/2 terms for the functions ψ 1,k (t) to cover the interval 1≤t≤n.
The wavelet coefficients are ordered from coarse scales to fine scales in the vector ω. If n is divisible by 2 J , ω will be given by
where
Expression (2) can be rewritten as
are denominated the smooth signal and the detail signals, respectively.
The terms in expression (6) represent a decomposition of the signal into orthogonal signal components S J (t), D J (t), D J-1 (t), ...,D 1 (t) at different scales. These terms are components of the signal at different resolutions. That is why the approximation in (6) is called a multi-resolution decomposition (MRD).
III

Data and Estimation Results
Description of the Data
We work with four stock indices and four interest rates series. The energy concentration function for a vector x=(x 1 , x 2 , …, x n )′ is defined by
where x (i) is the ith-largest absolute value in x. That is, the energy in a given crystal is calculated as the sum of squares of all of its elements over the sum of squares of all observations in the original time series. One appealing characteristic of the DWT is that it is an energy preserving transform. This means that the energy in all the DWT coefficients equals the energy in the original time series.
For our data, the coefficients at the two finest scales 2 1 and 2 2 (i.e., d1 and d2) concentrate in all cases over 60 percent of the energy. For instance, the daily return on North America and the daily change of the 60-day interest rate concentrate 76.4 and 91.1 percent of energy at scales 1 and 2, respectively. This is depicted in Figure 1 , where we present a multi-resolution decomposition for each series. ( 
Breakpoints in Volatility
In this section, we focus on detecting permanent shifts in volatility. We compare There is evidence in the literature that the ICSS algorithm tends to overestimate the number of breakpoints, due to the fact that the assumption of independence in time-series data is usually violated. In particular, Bacmann and Dubois (2002) point out that the behavior of the ICSS algorithm is questionable under the presence of conditional heteroskedasticity. They show that one way to circumvent this problem is by filtering the return series by a GARCH (1,1) model, and applying the ICSS algorithm to the standardized residuals. By applying this procedure (and an alternative one they propose) to stock market indexes in ten emerging markets, Bacmann and Dubois obtain results that differ to great extent from those in Aggarwal, Inclan and Leal (1999) . They conclude that structural breaks in unconditional variance are less frequent than it was shown previously.
Based on this evidence, we test for volatility shifts before and after filtering the data for conditional heteroskedascity and serial correlation. As shown below, the number of shifts detected by the ICSS algorithm and wavelets methods is substantially reduced when the data is filtered.
The next two sections briefly describe the wavelet variance analysis and the ICSS algorithm.
Wavelet Variance Analysis
Wavelet variance analysis consists in partitioning the variance of a time series into pieces that are associated to different time scales. It tells us what scales are important contributors to the overall variability of a series (see Percival and Walden, 2000) . In particular, let x 1 , x 2 ,..., x n be a time series of interest, which is assumed to be a realization of a stationary process with variance
denotes the wavelet variance for scale τ j ≡2 j−1 , then the following relationship holds:
This relationship is analogous to that between the variance of a stationary process and its spectral density function (SDF):
where S X (f) is the SDF at the frequency f ∈ [-1/2, 1/2].
The SDF for a stationary process decomposes the variance across different frequencies, whereas the wavelet variance decomposes it across different scales. Given that the scale τ j can be related to range of frequencies in the interval [1/2 j , 1/2 j-1 ], the wavelet variance usually leads to a more succinct decomposition. Moreover, unlike the SDF, the square root of the wavelet variance is expressed in the same units as the original data.
Another advantage of the wavelet variance is that it replaces the sample variance with a sequence of variances over given scales. That is, it offers a scale-by-scale decomposition of variability, which makes it possible to analyze a process that exhibits fluctuations over a range of different scales.
Let j j 2 / n n = ′ be the number of discrete wavelet transform (DWT) coefficients at level j, where n is the sample size, and
, where L is the width of the wavelet filter 3 . An unbiased estimator of the wavelet variance is defined as
Given that the DWT decorrelates the data, the non-boundary wavelet coefficients in a given level (d j ) are zero-mean Gaussian white noise process. For a homogeneous 
The ICSS Algorithm
The idea behind the Inclan and Tiao's ICSS algorithm can be summarized as follows. A time series of interest has a stationary unconditional variance over an initial time period until a sudden break takes place. The unconditional variance is then stationary until the next sudden change occurs. This process repeats through time, giving a time series of observations with a number of M breakpoints in the unconditional variance in n observations: Inclan and Tiao define the statistic:
If there are no changes in variance over the whole sample period, D k will oscillate around zero. Otherwise, if there are one or more shifts in variance, D k will departure from zero. The ICSS algorithm systematically looks for breaks in variance at different points in the series. A full description of the algorithm is given in Inclan and Tiao's paper.
The Two Approaches Compared
We first applied the ICSS algorithm to the four stock returns series over 1997-2002, and In order to compare the ICSS algorithm with wavelet analysis, we took as a benchmark the dates of breakpoints detected by the ICSS algorithm, and tested whether wavelet analysis also found breakpoints around the same time periods. In particular, for the stock indices, we focused on 1997-1998, 1999-2000, and 2001-2002 In the case of Emerging Asia, both procedures detect volatility shifts during 1997-1998, but none in 1999-2002 . In particular, the wavelet variance test finds breakpoints over 1997-1998 at the finest scales (d1, d2, and d3) but not at the coarser ones (d4, d5, and d6).
For North America, the ICSS fails to detect breakpoints between 1999 and 2001, whereas wavelet analysis finds some evidence against the null hypothesis of variance homogeneity in that period-in, particular at scales 1 and 6. For 1999-2002, the evidence against the null hypothesis is mixed, according to wavelet analysis: breakpoints are detected at scale 1 at all significance levels, and at scales 2 and 3 at the 10 percent and 5 percent of significance level, respectively. [ Table 2 ]
Regarding interest rates, wavelet analysis finds breakpoints in both periods for the 30-day, 90-day, and 180-day interest rates, but none for the 60-day interest rate in the first period. In general, most violations of variance homogeneity are observed in the second period, in which the change in monetary policy occurred. For instance, variance homogeneity is rejected at all significance levels at the first four scales of the 30-day interest rate, and at the first three scales of the 60-day interest rate. Overall, the periods of breakpoints coincide with those detected by the ICSS algorithm. The exception is the 30-day interest rate series, for which the ICSS algorithm does not find any shifts in variance prior to February 2001.
[ Table 3 ]
The next step was to remove serial correlation and conditional heteroskedasticity from the series by a GARCH(1,1) model, in which the mean equation includes one lag of the dependent variable. Surprisingly, this time the ICSS algorithm did not find any volatility breakpoints over 1997-2002 in any of the stock return series. Therefore, the presence of conditional heteroskedascity would be driving the results reported in Table 4 for the most part. With respect to wavelet analysis, some evidence against the null hypothesis of variance homogeneity is found in three indices for 1997-1998. Specifically, the null hypothesis is rejected for Europe at scale 2 at the 10 percent significance level, for Latin America at scales 1, 2, 5 and 6 at the 10 percent significance level, and for North America at scale 4 at the 5 percent significance level. In other words, the Asian crisis would have caused variance shifts elsewhere, after controlling for conditional heteroskedasticity. Over 1999-2002, no breaks are found in any filtered series at any scale (Table 4) .
[ was computed by fitting a GARCH (1,1) model to each series over January 1997-May 1998. As the right-hand shows, the accumulative actual loss on a $10,000 portfolio invested on the North America index exceeds the 95-percent value at risk for about the first forty observations (June and mid-July).
[Figure 4]
Regarding interest rates, breakpoints are still detected by the wavelet variance test after controlling for conditional heteroskedasticity and serial correlation (Table 5) [ Table 5 ]
An alternative way to test for structural stability is by using a Wald test of the sort in Hamilton (1994, chapter 14) . In particular, if n is the sample size, and n 0 is a known breakpoint, a Wald test of the null hypothesis that θ 1 =θ 2 , is given by
where π≡n 0 /n, q is the dimension of both θ 1 and θ 2 , 
IV Conclusions
In this article, we tested for the presence of structural breaks in volatility by two The Jarque-Bera test detects whether the probability distribution of a series departures from normality. Note: An Inclan-Tiao approximation is used to compute the critical values for sample sizes N≥128, while a Monte Carlo Technique is used for N<128. "T" indicates that we cannot reject the null hypothesis and "F" otherwise. 
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