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Generalized Kazdan-Warner equations associated
with a linear action of a torus on a complex
vector space
Natsuo Miyatake
Abstract
We introduce generalized Kazdan-Warner equations on Riemannian
manifolds associated with a linear action of a torus on a complex vec-
tor space. We show the existence and the uniqueness of the solution of
the equation on any compact Riemannian manifold. As an application,
we give a direct proof of the Hitchin-Kobayashi correspondence for the
solutions of the Abelian vortex equations on a compact Ka¨hler manifold
which are associated with a linear action of a torus on a complex vector
space. Our generalized Kazdan-Warner equations for a special action of
a torus give rise to the tt∗ equations [CV, GL].
1 Introduction
1.1 Generalized Kazdan-Warner equations
Let K be a connected subtorus of a real torus T d := U(1)d with the Lie algebra
k ⊆ td. We denote by ι∗ : (td)∗ → k∗ the dual map of the inclusion map
ι : k → td. Let u1, . . . , ud be a basis of td defined by
u1 :=(
√−1, 0, . . . , 0),
u2 :=(0,
√−1, 0, . . . , 0),
· · ·
ud :=(0, . . . , 0,
√−1).
We denote by u1, . . . , ud ∈ (td)∗ the dual basis of u1, . . . , ud. Let (·, ·) be the
metric on td and (td)∗ satisfying
(ui, uj) = (u
i, uj) = δij for all i, j,
where δij denotes the Kronecker delta. Let (M, gM ) be a Riemannian manifold.
We denote by ∆gM the geometric Laplacian d
∗d. In this paper, we introduce
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the following equation on M .
∆gM ξ +
d∑
j=1
aje
(ι∗uj ,ξ)ι∗uj = w, (1.1.1)
where ξ is a k∗-valued function on M which is the solution of (1.1.1) for given
nonnegative functions a1, . . . , ad and a k
∗-valued function w. We give some
examples of equation (1.1.1).
Example 1.1. Let d = 1, K = U(1). Then equation (1.1.1) is the Kazdan-
Warner equation [KW]:
∆gM f + he
f = c.
It should be noted that in [KW] the sign of a given function h is not assumed
to be nonnegative.
Example 1.2. Let K be {(g1, . . . , gd) ∈ T d | g1 · · · gd = 1}. We consider
equation (1.1.1) on an open subset U of the complex plane C ≃ R2 with the
standard metric dx⊗ dx+ dy ⊗ dy. We define a map π : T d −→ K by
π(g1, . . . , gd) = (g
−1
1 g2, g
−1
2 g3, . . . , g
−1
d g1).
Then k∗ is identified with {θ1u1 + · · · + θdud ∈ (td)∗ | θ1 + · · · + θd = 0} by
taking the dual of the derivative π∗ : k→ td. We set a1 = · · · = ad = 4, w = 0.
Then equation (1.1.1) is the following:
d∑
j=1
{
∂2
∂z∂z¯
ξj + e
ξj+1−ξj − eξj−ξj−1
}
uj = 0, (1.1.2)
where ξ1, . . . , ξd are real valued functions on U satisfying ξ1 + · · · + ξd = 0.
Equation (1.1.2) is known as the two-dimensional periodic Toda lattice with
opposite sign [GL].
Example 1.3. Let ǫ1, ǫ2 ∈ {1, 2}. Define K := {(g−11 g2, g−ǫ22 , g−11 g2, gǫ11 ) ∈ T 4 |
g1, g2 ∈ U(1)}. Let (M, gM ) = (C\{0}, dx ⊗ dx + dy ⊗ dy). We set a1 = 2,
a2 =
4
ǫ2
, a3 = 2, a4 =
4
ǫ1
, w = 0. Let γ ∈ k∗. We set the boundary conditions
as follows:
ξ(z) = (γ + o(1)) log |z| as |z| → 0,
ξ(z)→ 0 as z →∞.
An element θ ∈ k∗ can be written as θ = θ1u1 + θ2u2 by identifying k∗ with
(t2)∗. Then equation (1.1.1) is the following.
∂2
∂z∂z¯
ξ1 = e
ǫ1ξ1 − eξ2−ξ1 ,
∂2
∂z∂z¯
ξ2 = e
ξ2−ξ1 − e−ǫ2ξ2 (1.1.3)
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with boundary conditions ξi(z) = (γi + o(1)) log |z| as |z| → 0 and ξi(z) → 0
as z → ∞ for i = 1, 2. Equation (1.1.3) is known as one of the tt∗ equations
[CV, GL]. For all γ which satisfy (ι∗uj , γ) + 2 ≥ 0 for any j ∈ {1, . . . , 4}, the
equation has a unique solution [GIL, GL].
Therefore equation (1.1.1) can be considered as a generalization of the above
examples. We call equation (1.1.1) generalized Kazdan-Warner equation. We
solve equation (1.1.1) on any compact Riemannian manifold under the following
assumption on a1, . . . , ad:
(∗) For each j ∈ Ja, a−1j (0) is a set of measure 0 and log aj is integrable,
where Ja denotes {j ∈ {1, . . . , d} | aj is not identically 0}. Note that if M
is a complex manifold with a holomorphic hermitian bundle (E, h)→ M , then
a1 = |Φ1|2, . . . , ad = |Φd|2 satisfy the condition (∗) for any holomorphic sections
Φ1, . . . ,Φd of E. Our main theorem is the following.
Theorem 1.4. Let (M, gM ) be an m-dimensional compact connected Rieman-
nian manifold. We take non-negative C∞ functions a1, . . . , ad and a k∗-valued
C∞ function w. Assume a1, . . . , ad satisfy the above condition (∗). Then the
following (1) and (2) are equivalent:
(1) The generalized Kazdan-Warner equation has a C∞ solution ξ :M → k∗:
∆gM ξ +
d∑
j=1
aje
(ι∗uj ,ξ)ι∗uj = w; (1.1.4)
(2) The given functions a1, . . . , ad and w satisfy∫
M
w dµgM ∈
∑
j∈Ja
R>0ι
∗uj,
where µgM denotes the measure induced by gM .
Moreover if ξ and ξ′ are C∞ solutions of equation (1.1.4), then ξ − ξ′ is a
constant which is in the orthogonal complement of
∑
j∈Ja Rι
∗uj.
Remark 1.5. The statement (1) immediately implies the statement (2): if (1)
holds, by integrating both sides of equation (1.1.4), we have
d∑
j=1
(∫
M
aje
(ι∗uj ,ξ) dµgM
)
ι∗uj =
∫
M
w dµgM .
Hence it suffices to solve equation (1.1.4) under the assumption of (2) and to
prove the uniqueness of the solution up to a constant which is in the orthogonal
complement of
∑
j∈Ja Rι
∗uj.
Remark 1.6. Our generalized Kazdan-Warner equation is defined for a vector
subspace k ⊆ td which is generated by rational vectors. Clearly our equation
can be generalized to any real vector subspace of td. For such a generalized
equation we have the same theorem by the same proof as for Theorem 1.4.
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1.2 Abelian vortex equations
We shall discuss a relationship between the Hitchin-Kobayashi correspondence
for the solutions of the Abelian vortex equations and the generalized Kazdan-
Warner equation. Here we mean by the Abelian vortex equations gauge theoretic
equations on a Ka¨hler manifold associated with the diagonal action of the torus
K which are defined as follows: Let µK : C
d → k∗ be a moment map for the
diagonal action of K which is defined by
〈µK(z), v〉 = 1
2
gR2d(
√−1vz, z) for v ∈ k,
where we denote by gR2d(·, ·) the standard metric of Cd ≃ R2d, and by 〈·, ·〉 the
natural coupling. The moment map µK is also denoted as
µK(z) = −1
2
d∑
j=1
ι∗uj |zj|2 for z = (z1, . . . , zd) ∈ Cd.
Let PK → (X,ωX) be a principal K-bundle over a compact connected Ka¨hler
manifold (X,ωX) of complex dimension n and AK the space of C∞ connections
on PK . We denote by S the vector bundle PK ×K Cd, and by Γ(S) the set of
all C∞ sections on X . We fix a k∗ valued C∞ function on X which is denoted
by τ . The Abelian vortex equations associated with τ are the following:

F 0,2A = 0,
∂¯AΦ = 0,
ΛωXFA + µK(Φ) + τ = 0,
(1.2.1)
for A ∈ AK and Φ ∈ Γ(S), where we denote by ΛωX the adjoint of ωX∧. The
first equation says that a connection A defines a holomorphic structure on S and
the second equation says that Φ is a holomorphic section. In the third equation,
we identify k with k∗ by the metric.
Remark 1.7. Suppose X is a Riemann surface. Let KX → X be the canonical
bundle of X . We can slightly modify the above Abelian vortex equation as
follows: {
∂¯AΦ = 0,
FA + µK(Φ) = 0,
(1.2.2)
for A ∈ AK and Φ ∈ Γ(S ⊗KX). Note that in this setting it is not necessary
to take a Ka¨hler form. Let K be {(g1, . . . , gd) ∈ T d | g1 · · · gd = 1} and π :
T d → K a group homomorphism defined in Example 1.2. We take a principal
T d-bundle PTd → X . We define a principal K-bundle PK by PK := PTd/ kerπ.
A section Φ = (Φ1, . . . ,Φd) of (PK ×K Cd) ⊗KX can be regarded as a section
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of (PTd ×Ad End(Cd))⊗KX by
(Φ1, . . . ,Φd) ≃ 1√
2


0 Φd
Φ1 0
. . .
. . .
Φd−1 0

 .
Then a solution (A,Φ) of equation (1.2.2) solves the following Hitchin’s self-
duality equations [Hit] (see also [AF, Bar, DL]):{
∂¯AΦ = 0,
FA + [Φ ∧ Φ∗] = 0.
1.3 Hitchin-Kobayashi correspondence
Let KC be the complexification of K. We define an action of the complex gauge
group C∞(X,KC) on AK × Γ(S) by
σ · (A,Φ) := (A+ σ−1∂σ + σ¯∂¯σ¯−1, σ¯Φ) for (A,Φ) ∈ AK × Γ(S).
Then the following equations are preserved by the above action.{
F 0,2A = 0,
∂¯AΦ = 0.
Further in addition to the above two equations the real gauge group C∞(X,K)
also preserves the following equation:
ΛωXFA + µK(Φ) + τ = 0.
Then we have the following two quotient spaces:
M := {All solutions of the Abelian vortex equations (1.2.1)}/C∞(X,K),
MC := {(A,Φ) ∈ AK × Γ(S) | F 0,2A = 0, ∂¯AΦ = 0}/C∞(X,KC),
and we have a map M → MC which is induced by the inclusion map. The
following correspondence is known as a variant of the Hitchin-Kobayashi corre-
spondence.
Theorem 1.8. ([Ban, Bap, Mun]). Let A1,1K be {A ∈ AK | F 0,2A = 0}. We
define λτ ∈ k∗ by
λτ :=
∫
X
(ΛωXFA + τ)
ωnX
n!
for A ∈ A1,1K .
Note λτ does not depend on the choice of the connection. We define Mτ−stC by
Mτ−st
C
:= {(A,Φ) ∈ A1,1K × Γ(S) | ∂¯AΦ = 0, λτ ∈
∑
j∈JΦ
R>0ι
∗uj}/C∞(X,KC),
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where JΦ denotes {j ∈ {1, . . . , d} | The j-th component of Φ is not identically 0}.
Then the map M→MC induces the following bijection.
M−→Mτ−st
C
.
Remark 1.9. By integrating both sides of the equation
ΛωXFA + µK(Φ) + τ = 0
we can immediately check Mτ−st
C
includes the image of the map M→MC.
It should be noted in [Ban, Mun] the correspondence was established for
much more general settings than ours. Baptista [Bap, Theorem 3.3] showed
that for our setting the stability condition, i.e., a holomorphic characterization
of the image of the map M→MC reduces to the following condition:
λτ ∈
∑
j∈JΦ
R>0ι
∗uj .
We also note that the Abelian vortex equations were firstly described in a lan-
guage of mathematics by Jaffe and Taubes [JT, Tau]. They classified all finite
energy solutions of the Abelian vortex equations over C which are associated
with the standard action of U(1) on C. Then Bradlow [Bra1] proved Theorem
1.8 for the case that d = 1 and K = U(1) by using the result of Kazdan and
Warner [KW]. We remark that a special case of our generalized Kazdan-Warner
equations appears in e.g., [BW, Doa] in relation to the Hitchin-Kobayashi cor-
respondence for the solutions of the Abelian vortex equations. In [BW] for the
case that the torus K is given as {(g, . . . , g, g−1, . . . , g−1) ∈ T 2d | g ∈ U(1)},
our generalized Kazdan-Warner equation is solved on any compact Riemannian
manifold under a different assumption for given functions and from their result
Theorem 1.8 follows for the case that the torusK is given as above. We shall see
that Theorem 1.4 gives a direct proof of the correspondence for the general case:
Let Exp : C∞(X, k⊕√−1k)→ C∞(X,KC) be the exponential map defined by
Exp(ξ +
√−1η) := (e
√−1〈ξ+√−1η,u1〉, . . . , e
√−1〈ξ+√−1η,ud〉).
Then the following group isomorphism is induced by the exponential map:
C∞(X,
√−1k) ≃ C∞(X,KC)/C∞(X,K).
Moreover we have the following:
Proposition 1.10. For each (A,Φ) ∈ AK × Γ(S) and ξ ∈ C∞(X, k), the
following are equivalent.
(1) Define (A′,Φ′) := Exp(−√−1ξ) · (A,Φ). Then (A′,Φ′) solves the following
equation:
ΛωXFA′ + µK(Φ
′) + τ = 0;
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(2) The function ξ solves the following equation:
∆ωXξ +
1
2
d∑
j=1
e2〈u
j ,ξ〉|Φj |2ι∗uj = ΛωXFA + τ, (1.3.1)
where Φj denotes the j-th component of Φ.
Therefore Theorem 1.4 gives a direct proof of Theorem 1.8.
Acknowledgement. The author is grateful to his supervisor Professor Ryushi
Goto for fruitful discussions and encouragements.
2 Proof of Theorem 1.4
2.1 Outline of the proof
We outline the proof of Theorem 1.4. As we mentioned in Remark 1.5, it suffices
to solve equation (1.1.4) under the assumption∫
M
w dµgM ∈
∑
j∈Ja
R>0ι
∗uj
and to prove the uniqueness of the solution up to a constant which is in the
orthogonal complement of
∑
j∈Ja Rι
∗uj . We prove this using the variational
method: We first define a functional E whose critical point is a solution of
equation (1.1.4). Then we show that the functional E is convex. The unique-
ness of the solution of the equation follows from the convexity of E. Secondly,
we show that the functional E is bounded below and moreover the following
estimate holds:
|ξ|L2 ≤ (E(ξ) + C)2 + C′E(ξ) + C′′
with some constants C, C′ and C′′ (see Lemma 2.5). Lemma 2.5 essentially fol-
lows from a property of the moment map µK (see Proposition A.7 and Proposi-
tion A.9) and the Poincare´ inequality. Finally by a method developed in [Bra2]
we see that the functional E has a critical point.
2.2 Proof of Theorem 1.4
Hereafter we normalize the measure µgM so that the total volume is 1:
Vol(M, gM ) :=
∫
M
1 dµgM = 1.
Definition 2.1. We define a functional E : L2m3 (M,k
∗)→ R by
E(ξ) :=
∫
M
{1
2
(dξ, dξ) +
d∑
j=1
aje
(ι∗uj ,ξ) − (w, ξ)
}
dµgM for ξ ∈ L2m3 (M,k∗).
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Lemma 2.2. For each ξ ∈ L2m3 (M,k∗), the following are equivalent.
(1) ξ is a critical point of E;
(2) ξ solves equation (1.1.4).
Moreover if ξ solves equation (1.1.4), then ξ is a C∞ function.
Proof. We have the following for each η ∈ L2m3 (M,k∗).
d
dt
∣∣∣∣
t=0
E(ξ + tη) =
∫
M
(∆gM ξ +
d∑
j=1
aje
(ι∗uj ,ξ)ι∗uj − w, η) dµgM .
Therefore (1) and (2) are equivalent. The rest of the proof follows from the
elliptic regularity theorem.
Lemma 2.3. For each ξ, η ∈ L2m3 (M,k∗) and t ∈ R, the following holds.
d2
dt2
E(ξ + tη) ≥ 0.
Moreover the following are equivalent.
(1) There exists a t0 ∈ R such that d2dt2
∣∣∣
t=t0
E(ξ + tη) = 0;
(2) d
2
dt2
E(ξ + tη) = 0 for all t ∈ R;
(3) η is a constant which is in the orthogonal complement of
∑
j∈Ja Rι
∗uj.
Proof. A direct computation shows that
d2
dt2
E(ξ + tη) =
∫
M
{(dη, dη) +
d∑
j=1
aje
(ι∗uj ,ξ+tη)(ι∗uj , η)2} dµgM .
This implies the claim.
Corollary 2.4. Let ξ and ξ′ be C∞ solutions of equation (1.1.4). Then ξ − ξ′
is a constant which is in the orthogonal complement of
∑
j∈Ja Rι
∗uj.
Proof. By Lemma 2.2, we have the following.
d
dt
∣∣∣∣
t=0
E(tξ + (1− t)ξ′) = d
dt
∣∣∣∣
t=1
E(tξ + (1 − t)ξ′) = 0.
Then Lemma 2.3 gives the result.
Hereafter we assume (ι∗uj)j∈Ja generates k
∗ for simplicity.
8
Lemma 2.5. The functional E is bounded below. Further there exist non-
negative constants C, C′ and C′′ such that
|ξ|L2 ≤ (E(ξ) + C)2 + C′E(ξ) + C′′
for all ξ ∈ L2m3 (M,k∗).
Proof. The following holds for each ξ ∈ L2m3 (M,k∗).
E(ξ)
=
∫
M
{1
2
(dξ, dξ) +
d∑
j=1
aje
(ι∗uj ,ξ) − (w, ξ)
}
dµgM
=
∫
M
{1
2
(dξ, dξ) − (w, ξ − ξ¯)
}
dµgM +
d∑
j=1
∫
M
aje
(ι∗uj ,ξ) dµgM − (w¯, ξ¯)
=
∫
M
{1
2
(dξ, dξ) − (w, ξ − ξ¯)
}
dµgM +
∑
j∈Ja
∫
M
elog aje(ι
∗uj ,ξ) dµgM − (w¯, ξ¯)
≥
∫
M
{1
2
(dξ, dξ) − (w, ξ − ξ¯)
}
dµgM +
∑
j∈Ja
(e
∫
M
log aj dµgM )e(ι
∗uj ,ξ¯) − (w¯, ξ¯),
where the final inequality follows from the Jensen’s inequality. Then by the
Poincare´ inequality and Proposition A.7 we see that the functional E is bounded
below. The rest of the proof follows from the above estimate of the functional
E and Proposition A.9.
The remaining part is essentially same as the argument given in [Bra2].
Definition 2.6. Let B > 0 a positive real number. We define L2m3 (M,k
∗)B by
L2m3 (M,k
∗)B := {ξ ∈ L2m3 (M,k∗) | |∆gM ξ +
d∑
j=1
aje
(ι∗uj ,ξ)ι∗uj − w|2mL2m
1
≤ B}.
By the same way as in [Bra2, Lemma 3.4.2] (we also refer the reader to [AG,
Proposition 3.1]), we have the following.
Lemma 2.7. If E|L2m
3
(M,k∗)B attains a minimum at ξ ∈ L2m3 (M,k∗)B , then
E(ξ) is a global minimum.
Therefore the problem reduces to show E|L2m
3
(M,k∗)B attains a minimum.
To see this, we prove the following Lemma 2.8.
Lemma 2.8. Let (ξi)i∈N be a sequence of L2m3 (M,k
∗)B such that
lim
i→∞
E(ξi) = inf
η∈L2m
3
(M,k∗)B
E(η).
Then we have supi∈N |ξi|L2m3 <∞.
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Before the proof of Lemma 2.8, we recall the following.
Lemma 2.9. ([LT, pp.72-73]) Let f ∈ C2(M,R) be a non-negative function. If
∆gM f ≤ C0f + C1
holds for some C0 ∈ R≥0 and C1 ∈ R, then there is a positive constant C2,
depending only on gM and C0, such that
max
x∈M
f(x) ≤ C2(|f |L1 + C1).
Proof of Lemma 2.8. We have the following for each i ∈ N.
1
2
∆gM |ξi|2 =(∆gM ξi, ξi)− |dξi|2
≤(∆gM ξi +
d∑
j=1
ajι
∗uj − w, ξi)− (
d∑
j=1
ajι
∗uj − w, ξi)
≤(∆gM ξi +
d∑
j=1
aje
(ι∗uj ,ξi)ι∗uj − w, ξi)− (
d∑
j=1
ajι
∗uj − w, ξi),
(2.2.1)
where the final inequality (2.2.1) follows from the following argument: A direct
computation shows that
d
dt
aje
t(ι∗uj ,ξi)(ι∗uj , ξi) = ajet(ι
∗uj ,ξi)(ι∗uj, ξi)2 ≥ 0.
Hence aje
t(ι∗uj ,ξi)(ι∗uj, ξi) monotonically increases with increasing t ∈ R. Then
we have the following.
aj(ι
∗uj , ξi) ≤ aje(ι∗uj ,ξi)(ι∗uj, ξi),
and thus we have the inequality (2.2.1). Then Lemma 2.9 and the Lp-estimate
give the claim.
Corollary 2.10. The functional E has a critical point.
Proof. By Lemma 2.3 and Lemma 2.7, it is enough to show that E|L2m
3
(M,k∗)B
attains a minimum. We take a sequence (ξi)i∈N so that
lim
i→∞
E(ξi) = inf
η∈L2m
3
(M,k∗)B
E(η).
Then by Lemma 2.8 there exits a subsequence (ξij )j∈N such that (ξij )j∈N weakly
converges a ξ∞ ∈ L2m3 (M,k∗)B. Since E is continuous with respect to the weak
topology, E attains a minimum at ξ = ξ∞.
10
A Geometric invariant theory and the moment
maps for linear torus actions
We give a brief review of the relationship between the geometric invariant theory
and the moment maps for linear torus actions. General references for this section
are [Dol, Kin, Kir, KN, MFK, Nak, New].
A.1 Notation
We first fix our notation. Let K be a closed connected subgroup of a real torus
T d := U(1)d with the Lie algebra k ⊆ td. We denote by ι∗ : (td)∗ → k∗ the dual
map of the inclusion map ι : k → td. Let u1, . . . , ud be a basis of td defined by
u1 :=(
√−1, 0, . . . , 0),
u2 :=(0,
√−1, 0, . . . , 0),
· · ·
ud :=(0, . . . , 0,
√−1).
We denote by u1, . . . , ud ∈ (td)∗ the dual basis of u1, . . . , ud. Let (·, ·) be the
metric on td and (td)∗ satisfying
(ui, uj) = (u
i, uj) = δij for all i, j,
where δij denotes the Kronecker delta. The diagonal action of T
d on Cd induces
an action of K which preserves the Ka¨hler structure of Cd. Let µK : C
d → k∗
be a moment map for the action of K which is defined by
〈µK(z), v〉 = 1
2
gR2d(
√−1vz, z) for v ∈ k,
where we denote by gR2d(·, ·) the standard metric of Cd ≃ R2d, and by 〈·, ·〉 the
natural coupling. The moment map µK is also denoted as
µK(z) = −1
2
d∑
j=1
ι∗uj |zj|2 for z = (z1, . . . , zd) ∈ Cd.
Let (C×)d be the complexification of T d. We define the exponential map Exp :
td ⊕√−1td → (C×)d by
Exp(v +
√−1v′) = (e
√−1〈v+√−1v′,u1〉, . . . , e
√−1〈v+√−1v′,ud〉).
We denote by KC the complexification of K. Let kZ ⊆ k be kerExp|k and (kZ)∗
the dual. Note (kZ)
∗ is naturally identified with
∑d
j=1 Z (ι
∗uj/2π). For each
α ∈ (kZ)∗, we define a character χα : KC → C× by
χα(Exp(v +
√−1v′)) = e2π
√−1〈v+√−1v′,α〉.
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A.2 Symplectic and GIT quotients
Let α ∈ (kZ)∗. We define an action of KC on Cd × C by
g · (z, v) := (gz, χα(g)−1v) for (z, v) ∈ Cd × C.
Let Rα be the invariant ring of the above action:
Rα := {fˆ(x, y) ∈ C[x1, . . . , xd, y] | fˆ(g · (x, y)) = fˆ(x, y) for all g ∈ KC}.
By the theorem of Nagata, Rα is finitely generated. For each n ∈ Z≥0 let Rα,n
be a space of polynomials defined by
Rα,n := {f(x) ∈ C[x1, . . . , xd] | f(gx) = χα(g)nf(x) for all g ∈ KC}
Then Rα is naturally identified with
⊕
n≥0Rα,n.
Definition A.1. Define Cd//αKC := Proj(
⊕
n≥0Rα,n). This is called the geo-
metric invariant theory (GIT) quotient.
Definition A.2. We say z ∈ Cd is α-semistable if there exists a f(x) ∈ Rα,n
with n ∈ Z>0 such that f(z) 6= 0. We denote by (Cd)α−ss the set of all α-
semistable points.
We remark the following fact.
Proposition A.3. Let V be a complex vector space and G ⊆ GL(V ) an alge-
braic subgroup. Then we have the following.
G · p = G · p for all p ∈ V ,
where we denote by G · p the Euclidean closure, and by G · p the Zariski closure.
In particular, G · p is closed with respect to the Euclidean topology if and only if
it is closed with respect to the Zariski topology.
Proof. See [Mum].
The GIT quotient can be described as follows.
Proposition A.4. There exists a categorical quotient φ : (Cd)α−ss → Cd//αKC
which satisfies the following properties: for each z, z′ ∈ (Cd)α−ss, φ(z) = φ(z′)
holds if and only if KC · z ∩ KC · z′ ∩ (Cd)α−ss 6= ∅ and further for each q ∈
Cd//αKC, φ
−1(q) contains a unique KC-orbit which is closed in (Cd)α−ss.
Proof. See [Dol, MFK, New].
We define an equivalence relation ∼ on (Cd)α−ss as follows:
z ∼ z′ ⇐⇒ KC · z ∩KC · z′ ∩ (Cd)α−ss 6= ∅ for z, z′ ∈ (Cd)α−ss.
Then by Proposition A.4, Cd//αKC is identified with (C
d)α−ss/ ∼. Moreover for
each equivalent class there exists a z ∈ (Cd)α−ss such that KC · z = (Cd)α−ss ∩
KC · z and such a z is unique up to a transformation of KC.
α-semistable points are characterized as follows.
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Proposition A.5. The following are equivalent for each z ∈ Cd.
(1) z is α-semistable;
(2) α satisfies the following:
α ∈
∑
j∈Jz
Q≥0(ι∗uj/2π),
where Jz denotes {j ∈ {1, . . . , d} | zj 6= 0};
(3) α is in the cone generated by (ι∗uj/2π)j∈Jz :
α ∈
∑
j∈Jz
R≥0(ι∗uj/2π);
(4) For each v ∈ C\{0}, KC · (z, v) does not intersect with Cd × {0}.
Proof. (1)⇔ (2) This can be proved by essentially the same argument as in the
proof of [Kon, Lemma 3.4].
(2) ⇔ (3) This follows from the general theory of polyhedral convex cones.
See [Ful].
(1)⇒ (4) Suppose z is α-semistable. We take a f ∈ Rn,α such that n ∈ Z>0
and f(z) 6= 0. We define a polynomial fˆ(x, y) by fˆ(x, y) := ynf(x). Then we
have the following.
fˆ(x, y)|
KC·(z,v) ≡ v
nf(z),
fˆ(x, y)|Cd×{0} ≡ 0,
and thus (4) holds.
(4) ⇒ (1) Suppose (4) holds. Then there exists a polynomial fˆ(x, y) such
that
fˆ(x, y)|
KC·(z,v) ≡ 1,
fˆ(x, y)|Cd×{0} ≡ 0.
The polynomial fˆ(x, y) can be written as fˆ(x, y) = yf1(x)+· · ·+ymfm(x). Take
an n ∈ {1, . . . ,m} such that fn(x) 6= 0. Then fn ∈ Rn,α and fn(z) 6= 0.
The closed orbits are characterized as follows.
Proposition A.6. The following are equivalent for each z ∈ Cd.
(1) z is α-semistable and the KC-orbit is closed in (C
d)α−ss:
KC · z = KC · z ∩ (Cd)α−ss;
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(2) α satisfies the following:
α ∈
∑
j∈Jz
Q>0(ι
∗uj/2π);
(3) α is in the interior of the cone generated by (ι∗uj/2π)j∈Jz :
α ∈
∑
j∈Jz
R>0(ι
∗uj/2π);
(4) The following holds:∑
j∈Jz
R(ι∗uj/2π) =
∑
j∈Jz
R≥0(ι∗uj/2π) + R≥0(−α);
(5) For each v ∈ C\{0}, KC · (z, v) is closed;
(6) The following holds:
µ−1K (−α) ∩KC · z 6= ∅.
Proof. (1)⇒ (5) Suppose (1) holds. By the general theory of algebraic groups,
there uniquely exists a closed orbit which is contained in KC · (z, v). Let KC ·
(z′, v) be such a closed orbit. Then by Proposition A.5, z′ ∈ (Cd)α−ss. We take
a sequence (gi)i∈N such that
(z′, v) = lim
i→∞
gi · (z, v).
Therefore z′ = limi→∞ gi · z, and thus z′ ∈ KC · z ∩ (Cd)α−ss. Then (5) holds.
(5) ⇒ (1) Suppose (5) holds. Let z′ ∈ KC · z\KC · z. We take a sequence
(gi)i∈N so that z′ = limi→∞ gi ·z. Since KC ·(z, 1) is closed, limi→∞ |χα(gi)−1| =
∞. Then limi→∞(g−1i z′, χα(gi)) ∈ Cd × {0}. Therefore z′ /∈ (Cd)α−ss.
(2) ⇔ (3) ⇔ (4) This follows from the general theory of polyhedral convex
cones. See [Ful].
(3)⇔ (6) We shall prove this in Proposition A.7.
(4)⇔ (5) See [Nak, pp.30-31].
The equivalence of (2) and (3) holds for any λ ∈ k∗:
Proposition A.7. Let λ ∈ k∗ and z ∈ Cd. We define lλ,z : k→ R by
lλ,z(v) :=
1
4
d∑
j=1
|zj|2e2〈uj ,v〉 − 〈λ, v〉.
Then the following are equivalent.
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(1) λ is in the interior of the cone generated by (ι∗uj/2π)j∈Jz :
λ ∈
∑
j∈Jz
R>0ι
∗uj ;
(2) The following holds:
µ−1K (−λ) ∩KC · z 6= ∅;
(3) lλ,z attains a minimum.
Moreover if v and v′ be minimizers of lλ,z, then v − v′ is in the orthogonal
complement of
∑
j∈Jz Rι
∗uj.
Proof. We assume that (ι∗uj)j∈Jz generates k
∗ for simplicity. Then a direct
computation shows that lλ,z is strictly convex. Also we see that v ∈ k satisfies
λ =
1
2
d∑
j=1
e2〈u
j ,v〉|zj |2ι∗uj
if and only if v is a critical point of lλ,z. Therefore (2) and (3) are equivalent.
Clearly, (2) implies (1). We shall prove that (1) implies (3). Suppose (1) holds.
It is enough to show that the following holds for each v 6= 0:
lim
t→∞
lλ,z(tv) =∞.
Clearly this holds for a v such that 〈λ, v〉 < 0. We consider the case that v
satisfies 〈λ, v〉 ≥ 0. Then λ is denoted as λ = ∑j∈Jz cjι∗uj for a family of
positive numbers (cj)j∈Jz . It suffices to show that there exists a j ∈ Jz such
that 〈uj , v〉 > 0. We assume the converse, i.e., we suppose that for all j ∈ Jz
we have 〈uj , v〉 ≤ 0. Since v satisfies 〈λ, v〉 ≥ 0, we have ∑j∈Jz cj〈uj, v〉 = 0.
This implies there exists a j ∈ Jz such that 〈uj , v〉 < 0. Also this suggests there
exists a j′ ∈ Jz which satisfies 〈uj′ , v〉 > 0 and this contradicts the assumption.
Therefore (1) implies (3). Then we see that (1), (2) and (3) are equivalent. The
rest of the proof follows from the convexity of lλ,z.
From Proposition A.4, Proposition A.6 and Proposition A.7, we have the
following.
Corollary A.8. The following map is bijective:
µ−1K (−α)/K −→ (Cd)α−ss/ ∼ .
Finally, for the proof of Lemma 2.5 we prove the following.
Proposition A.9. If the conditions of Proposition A.7 are satisfied, then we
have the following. Let Vz be
∑
j∈Jz Rι
∗uj. Define lˆλ,z : Vz → R by
lˆλ,z(v) := lλ,z(v
∗)− |v| 12 ,
where v∗ ∈ k denotes the adjoint of v. Then lˆλ,z attains a minimum.
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Proof. A direct computation shows that the following map
R>0 −→ R
t 7−→ lˆλ,z(tv)
is strictly convex for each v 6= 0. Further by the same way as in the proof of
Proposition A.7, we have the following:
lim
t→∞
lˆλ,z(tv) =∞.
Therefore lˆλ,z(tv) (t ∈ R≥0) attains a minimum and this implies the claim.
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