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DOMESTIC CANONICAL ALGEBRAS AND SIMPLE LIE
ALGEBRAS
HIDETO ASASHIBA
Dedicated to Professor Claus Michael Ringel on the occasion of his 60th birthday
Abstract. For each simply-laced Dynkin graph ∆ we realize the simple complex
Lie algebra of type ∆ as a quotient algebra of the complex degenerate composition
Lie algebra L(A)C
1
of a domestic canonical algebra A of type ∆ by some ideal I
of L(A)C
1
that is defined via the Hall algebra of A, and give an explicit form of I.
Moreover, we show that each root space of L(A)C
1
/I has a basis given by the coset of
an indecomposable A-module M with root easily computed by the dimension vector
of M .
Introduction
Let A be a finite-dimensional algebra over a finite field k with q elements, and
consider the free abelian group H(A) with basis the isoclasses of finite A-modules.
Then by Ringel [23] H(A) turns out to be an associative ring with identity, called the
integral Hall algebra of A, with respect to the multiplication whose structure constants
are given by the numbers of filtrations of modules with factors isomorphic to modules
that are multiplied (see 2.1). The free abelian subgroup L(A) of H(A) with basis the
isoclasses of finite indecomposable A-modules becomes a Lie subalgebra modulo q − 1
whose Lie bracket is given by the commutator of the Hall multiplication. We call this
Lie bracket the Hall commutator. It would be interesting to realize all types of simple
(complex) Lie algebras using this Hall commutator.
Along this line, Ringel [24] realized the positive part of the simple Lie algebra g(∆) for
each Dynkin type ∆. Further Peng and Xiao [17] realized all types of simple Lie algebras
by the so-called root categories of finite-dimensional representation-finite hereditary
algebras. But the Lie bracket was not completely given by the Hall commutator,
because the root category R provides only the positive and the negative parts. The
Cartan subalgebra h was given by a subgroup of the Grothendieck group of R over the
field Q of rational numbers. The Hall commutator was used to define the Lie bracket
only inside R, and when the bracket should not be closed in R, namely when we deal
with an indecomposable object X in R of a root α and an indecomposable object
Y in R of the root −α, the definition of the bracket [X, Y ] was changed in order to
have [X, Y ] ∈ h. In [1] we succeeded to realize general linear algebras and special linear
algebras (see also Iyama [12]) by the Hall commutator defined on cyclic quiver algebras.
In this realization also the Cartan subalgebra was naturally provided together with the
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positive and the negative parts. In [2] we gave a way how to realize all types of simple
Lie algebras by the Hall commutator using tame hereditary algebras, in particular we
gave an explicit realization of simple Lie algebras of type Dn.
However this realization needed some rational constants to define a necessary ideal of
the Lie algebra. In this paper we give another realization by using domestic canonical
algebras. Here we do not use a surjective Lie algebra homomorphism from an affine
Lie algebra ([13]) that was an essential tool in [2]. In the realization using a tame
hereditary algebra we had to choose some orientation for the quiver of the algebra. But
if we use a canonical algebra we are free from choosing an orientation of the quiver of
the algebra except for the An case because the orientation is given from the beginning.
For simplicity we deal only with simply-laced cases. Non-simply-laced cases may be
treated using the generalized definition of canonical algebras by Ringel [22]. We expect
that the same approach works to realize affine Kac-Moody algebras by using tubular
canonical algebras instead of domestic ones. (In fact, Zhengxin Chen is carrying out
this plan, the primary version [5] contained a similar error as in the first version of this
paper.) It should be pointed out that in the realization using canonical algebras the
preprojective (resp. preinjective) component contains only basis vectors of the positive
(resp. negative) part (see Remarks 4.7 and 8.1), in contrast, in the realization using
hereditary (non-canonical) algebras the preprojective component and the preinjective
component contain basis elements of both positive and negative parts. Finally we
mention that there is a possibility to construct representations of simple Lie algebras
by the form of our realization using infinite-dimensional modules as done in [12].
The first version contained a serious error that the constructed Lie algebra may turn
out to be zero because the relations required on it was too much. This problem was
fixed in the present version.
The paper is organized as follows. After preliminaries in Sect. 1 we collect necessary
facts on Lie algebra constructions using Hall algebras, and domestic canonical algebras
in sections 2 and 3, respectively. In Sect. 4 we state our main theorem, and Sect. 5
is devoted to preparations of our proof of the main theorem. We give a proof of the
main theorem in Sect. 6. We next examine root spaces of the Lie algebra constructed
here to prove the remaining theorem in Sect. 7. Finally in the last section we exhibit
an example of basis vectors of the realization of simple Lie algebra of type D5, and an
example that shows an error in the first version of the paper.
1. Preliminaries
1.a. Notation. Throughout this paper k is a finite field of cardinality q ≥ 3. When we
deal with domestic canonical algebras of type E8 (see Sect. 3.a for definition) we assume
that char k 6= 2. For a (finite-dimensional) k-algebra A, we denote by modA the cate-
gory of finite-dimensional (left) A-modules, and by indA the full subcategory of modA
consisting of indecomposable modules. For an A-module M , topM := M/ radM ,
socM , l(M) and [M ] denote the top, the socle, the composition length and the iso-
class of M , respectively. For C = modA, indA we denote by [C] the set of isoclasses of
objects in C. For a field extension K of k, we set V K := V ⊗kK for all k-vector spaces
V . For a set E, |E| denotes the cardinality of E. The set of positive integers and the
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set of non-negative integers are denoted by N and by N0, respectively. For a ring R,
R× denotes the set of invertible elements of R. By δij we denote the Kronecker symbol,
i.e., δij = 1 if i = j, and δij = 0 if i 6= j. For an abelian group L, we set L
C := L⊗Z C
and LQ := L⊗Z Q. For elements x1, . . . , xn of a Lie algebra, we set
[x1, . . . , xn] := [[· · · [[x1, x2], x3], · · · ], xn]. (1-1)
For Auslander-Reiten theory we refer to [3, 7, 21] and for tilting theory to [10, 21, 9].
We set ΓA to be the Auslander-Reiten quiver of A. D = Homk(−, k) and τ = τA
denote the usual k-duality modA→ modAop and the Auslander-Reiten translation of
A, respectively.
1.b. Hall numbers. For X, Y, Z ∈ modA, we set
FZX,∗ = {M | M is a submodule of Z with Z/M
∼= X},
FZ∗,Y = {M | M is a submodule of Z with M
∼= Y },
FZXY = F
Z
X,∗ ∩ F
Z
∗,Y
and the cardinalities of these are denoted by FZX,∗, F
Z
∗,Y , and F
Z
XY , respectively. F
Z
XY is
called a Hall number. If X ∼= X ′, Y ∼= Y ′ and Z ∼= Z ′ in modA, then we clearly have
FZXY = F
Z′
X′Y ′ . Therefore we may set F
[Z]
[X][Y ] := F
Z
XY . Recall the following well-known
formula (the Riedtmann formula) for A-modules X , Y and Z (see [20, 4.1, 4.3], [16,
Lemma 3.1]):
FZXY =
|Ext1A(X, Y )Z| · |AutA Z|
|HomA(X, Y )| · |AutAX| · |AutA Y |
in Z, (1-2)
where Ext1A(X, Y )Z is the set of equivalence classes in Ext
1
A(X, Y ) of extensions with
the middle term Z. To compute the number FZXY we will use the number
WZXY := |{(f, g) ∈ HomA(Y, Z)× HomA(Z,X) | 0→ Y
f
−→ Z
g
−→ X → 0 is exact}|.
As easily seen we have the following relationship between FZXY and W
Z
XY :
FZXY =
WZXY
|AutAX| · |AutA Y |
.
1.c. Representations of quivers.
Definition 1.1. (1) Recall that a quiver is a quadruple Q = (Q0, Q1, tQ, hQ), where
Q0, Q1 are sets (or classes) and tQ, hQ are maps from Q1 to Q0. Elements of Q0, Q1
are called vertices and arrows of Q, respectively, and for each α ∈ Q1 the vertices
tQ(α), hQ(α) are called the tail and the head of α, respectively. By drawing an arrow
tQ(α)
α
−→ hQ(α) for each α ∈ Q1 we can express Q as an oriented graph. We can
regard categories as quivers by forgetting compositions.
(2) A morphism from a quiver Q to a quiver Q′ is a pair f = (f0, f1) of maps
fi : Qi → Q
′
i for i = 0 and 1 such that f0tQ = tQ′f1 and f0hQ = hQ′f1. This is also
written as f = (f(x), f(α))x∈Q0,α∈Q1 , where we put f(x) := f0(x), f(α) := f1(α) for
each x ∈ Q0 and α ∈ Q1
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(3) A k-representation of a quiver Q is just a morphism V = (V (x), V (α))x,α from
Q to the category mod k of finite-dimensional k-vector spaces regarded as a quiver.
The definition of morphisms between representations of Q is similar to that of natural
transformations between functors.
Remark 1.2. Unless otherwise stated we only deal with finite quivers, i.e. quivers with
only finitely many vertices and arrows.
The vector space kQ with basis the set of all paths in Q turns out to be a k-
algebra with identity via the multiplication given by concatenation of paths. We
refer to [7] for details. When an algebra A is defined by a quiver Q with relations
ρ1, . . . , ρt, say A = kQ/I, where I is the admissible ideal of kQ generated by ρ1, . . . , ρt,
we identify modA with the category of representations of Q satisfying the relations
ρ1, . . . , ρt as in [7]. Thus for an A-module M , regarded as a k-representation, we write
M = (M(x),M(α))x∈Q0,α∈Q1 . In fact, M(x) = exM and M(α) is given by the left
multiplication by α + I ∈ A.
Remark 1.3. For simplicity we assume throughout the rest of this paper that A is a
finite-dimensional k-algebra defined by a quiver Q = (Q0, Q1, tQ, hQ) with relations.
Definition 1.4. For each vertex x of Q, we denote by ex the idempotent of A corre-
sponding to x. The support algebra of an A-module M , denoted by suppM , is defined
by
suppM := A/AeMA,
where eM :=
∑
M(x)=0 ex. Note that mod suppM forms a full subcategory of modA
closed under extensions.
1.d. Grothendieck group.
Definition 1.5. (1) The image of an M ∈ modA in the Grothendieck group K0(A)
of A is denoted by dimM and is called the dimension vector of M .
(2) For each vertex x ∈ Q0 we set Sx := Aex/ radAex to be the simple A-module
corresponding to x, and ex := dimSx.
(3) For each v, w ∈ K0(A) we write v ≤ w if vx ≤ wx for all x ∈ Q0. This defines a
partial order on K0(A). Further we write v < w if v ≤ w but v 6= w.
Remark 1.6. (1) The set {ex | x ∈ Q0} forms a basis of K0(A), by which we regard
each element v =
∑
x∈Q0
vxex in K0(A) as a row vector (vx)x∈Q0 ∈ Z
Q0 , and identify
K0(A) with Z
Q0 . Under this identification we have dimM = (dimkM(x))x∈Q0 . Note
that since we deal with row vectors, each Z-endomorphism f of K0(A) is expressed by
the right multiplication by the corresponding matrix F as f(v) = vF for all v ∈ K0(A).
(2) Let K be an arbitrary field extension of k and consider the K-algebra AK :=
A ⊗k K. By identifying K0(A
K) with ZQ0 by the same way as above we also have
dimMK = (dimK M
K(x))x∈Q0. Then since dimkM(x) = dimK M
K(x) for all x ∈ Q0,
we have
dimMK = dimM.
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Definition 1.7. Since the derived categoryDb(modA) of bounded complexes in modA
is a triangulated category, the Grothendieck group K0(D
b(modA)) is defined by using
triangles ([8], [9, 1.1]). For each X ∈ Db(modA) we denote by dimDX the image of
X in K0(D
b(modA)).
Remark 1.8. We regard modA as a subcategory of Db(modA) by the canonical embed-
ding modA→ Db(modA) sending modules to complexes concentrated in degree zero,
which induces an isomorphism K0(A) → K0(D
b(modA)), dimX 7→ dimDX with the
inverse dimDX 7→
∑∞
i=1(−1)
i dimX i([8]). By this isomorphism we identifyK0(A) with
K0(D
b(modA)). Therefore for all X ∈ Db(modA) we may write dimX = dimDX ,
and we have
dimX =
∞∑
i=1
(−1)i dimX i.
In particular, for each X ∈ Db(modA) and i ∈ Z we have
dimX [i] = (−1)i dimX.
1.e. Bilinear form and quadratic form. Let C be the Cartan matrix of A, namely
the matrix whose (i, j)-entry is given by dim eiAej for all i, j ∈ Q0 (Definition1.4).
Definition 1.9. If the global dimension of A is finite, say at most d ∈ N, then C is
invertible and we can define a bilinear form BA by
BA(v, w) = vC
−TwT
for all v, w ∈ K0(A) ∼= Z
Q0 (C−T denotes the inverse matrix of the transposed matrix
CT of C).
Remark 1.10. In the setting above the following is well-known:
BA(dimX, dimY ) =
d∑
i=0
(−1)i dimExtiA(X, Y )
for all A-modules X , Y ([21, Lemma 2.4]).
Definition 1.11. (1) We denote by χA the corresponding quadratic form, namely
χA(v) := BA(v, v)
for all v ∈ K0(A).
(2) An element v ∈ K0(A) is called a root (resp. a radical) of χA if χA(v) = 1 (resp.
χA(v) = 0).
(3) We set radχA := {v ∈ K0(A) | χA(v) = 0} and call it the radical of χA.
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1.f. Exceptional modules. Recall that an A-module X is called exceptional if X is
indecomposable and Ext1A(X,X) = 0. We take an algebraic closure k of k, and set
Ω = ΩA to be the set of all finite field extensions K of k contained in k such that
(EndAX)
K is a field for all exceptional A-modules X . We set Eex(A) := {EndA(X) |
X is exceptional}/ ∼= and E(A) := {EndA(X) | X is simple}/ ∼=. (In the simply-laced
cases our domestic canonical algebras A defined in the next section are defined by
quivers with relations and we always have E(A) = {k}. Therefore in our case we can
omit this notation, but we keep it here because it is needed in the non-simply-laced
cases and it tells us how to generalize our argument.)
Lemma 1.12. If A is an algebra derived equivalent to a hereditary algebra H, then
E(A) ⊆ Eex(A) ⊆ Eex(H) = E(H). Therefore in particular, ΩA is an infinite set.
Proof. Since simple modules are exceptional, both E(A) ⊆ Eex(A) and E(H) ⊆ Eex(H)
are trivial. In the hereditary case it is known that the converse inclusion is also true
([27]), thus we have E(H) = Eex(H). We only have to show that Eex(A) ⊆ Eex(H).
Let F : Db(modA) → Db(modH) be a triangle-equivalence, and X an exceptional
A-module. Then FX [i] ∈ modH for some i ∈ Z because FX is an indecomposable
complex and H is hereditary. It is obvious from the construction that FX [i] is an
exceptional H-module. The algebra isomorphisms EndA(X) ∼= D
b(modA)(X,X) ∼=
Db(modH)(FX, FX) ∼= EndH(FX [i]) show that Eex(A) ⊆ Eex(H). 
2. Lie algebras defined by the Hall multiplication
2.a. Hall algebras. Since A is a finite-dimensional k-algebra with k a finite field,
A is a finitary ring as shown in Ringel [23], i.e., Ext1A(X, Y ) is a finite group for all
X, Y ∈ modA.
Definition 2.1. The free abelian group H(A) with basis {u[X]}[X]∈[modA] together with
the multiplication defined by
u[X]u[Y ] :=
∑
[Z]∈[modA]
F
[Z]
[X][Y ]u[Z]
is called the integral Hall algebra of A.
Ringel [23] proved the following.
Lemma 2.2. H(A) is an associative ring with the identity 1 = u[0]. 
2.b. Lie algebras.
Definition 2.3. Let L(A) be the free abelian subgroup ofH(A) with basis {uα}α∈[indA].
We set L/(a) := L/aL for all Z-modules L and a ∈ Z, and denote elements x+ aL(A)
of L(A)/(a) (x ∈ L(A)) simply by x.
We have the following by Ringel [26, Proposition 3] (see also Ringel [25, Proposition
1]).
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Lemma 2.4. The free Z/(q−1)Z-module L(A)/(q−1) is a Lie subalgebra of H(A)/(q−
1) with the Lie bracket
[u[X], u[Y ]] =
∑
[Z]∈[indA]
(F
[Z]
[X][Y ] − F
[Z]
[Y ][X])u[Z]
for each [X ], [Y ] ∈ [indA]. 
Note that in the right hand side of the formula above the sum may be taken only
over [Z] ∈ [indA] such that dimZ = dimX + dimY . Hence if we put (L(A)/(q − 1))d
to be the free Z/(q − 1)Z-submodule with the basis {u[X] | [X ] ∈ [indA], dimX = d}
for all d ∈ K0(A), we have [(L(A)/(q − 1))d, (L(A)/(q − 1))e] ⊆ (L(A)/(q − 1))d+e for
all d, e ∈ K0(A). Thus we have the following.
Proposition 2.5. L(A)/(q − 1) =
⊕
d∈K0(A)
(L(A)/(q − 1))d is a K0(A)-graded Lie
algebra. 
2.c. Composition Lie algebras.
Definition 2.6. For A-modules X , Y and Z a polynomial ϕYZX(T ) ∈ Z[T ] in an
indeterminate T with integral coefficients is called a Hall polynomial for the triple
(X, Y, Z) if F Y
X
ZKXK = ϕ
Y
ZX(|K|) for all K ∈ ΩA.
Note that when the set ΩA is infinite, a Hall polynomial for a triple is uniquely
determined if it exists.
Definition 2.7. Assume that ΩA is an infinite set. By Lemma 2.b, L(A
K)/(|K| − 1)
is a Lie subalgebra of H(AK)/(|K| − 1) over Z/(|K| − 1)Z for each K ∈ Ω. Consider
the Lie algebra over Z given by the direct product of Lie algebras:
Π = ΠA :=
∏
K∈Ω
L(AK)/(|K| − 1).
(1) An A-module X is called absolutely indecomposable (with respect to Ω) if
XK is indecomposable for all K ∈ Ω. (2-1)
We write u[X] := (u[XK ])K∈Ω ∈ Π if X is absolutely indecomposable. Note that all
simple modules are absolutely indecomposable.
(2) The Lie subalgebra of Π generated by {u[S] | S is simple} is denoted by L(A)1
and is called the degenerate composition Lie algebra of A. The Lie algebra L(A)1 is
not a torsion Z-module because Ω is an infinite set.
Lemma 2.8. Let X, Y , Z be absolutely indecomposable A-modules with dimX +
dimZ = dimY such that Y is the unique indecomposable A-module with dimension
vector dimX + dimZ up to isomorphisms. If there exist Hall polynomials ϕYZX and
ϕYXZ , then
[uZ ,uX ] = (ϕ
Y
ZX(1)− ϕ
Y
XZ(1))uY
in Π.
Proof. This follows from F Y
K
ZKXK = ϕ
Y
ZX(1) in Z/(|K| − 1)Z for all K ∈ ΩA. 
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Figure 3.1. Quiver of a canonical algebra
The following seems to be well-known.
Proposition 2.9. Let ∆ be a simply-laced Dynkin graph. If A is a connected representation-
finite hereditary algebra of type ∆, and M an indecomposable A-module. Then uM ∈
L(A)1.
Proof. Since in this case ΩA is an infinite set, L(A)1 is defined. We prove the asser-
tion by induction on dimM . If dimM = 1, then M is simple, and uM ∈ L(A)1.
Assume that dimM > 1. Then as easily seen there exists a simple A-module S and
an indecomposable A-module N such that dimM = dimS + dimN . By putting
a := ϕMSN(1)− ϕ
M
NS(1) we have [uS,uN ] = auM in Π by Lemma 2.8. Here by [24] pre-
cisely one of the two values ϕMSN(1) and ϕ
M
NS(1) is nonzero, and the nonzero value is in
{±1,±2,±3}. Therefore a ∈ {±1,±2,±3}. Since ∆ is simply-laced, we have a = ±1.
Hence uM =
1
a
[uS,uN ] ∈ L(A)1 because by induction hypothesis uN ∈ L(A)1. 
3. Canonical algebras
3.a. Canonical algebras. Among canonical algebras we consider, in this paper,
only domestic canonical algebras given by quivers with relations. Namely, a domes-
tic canonical algebra A is given by the quiver Q in Figure 3.1, where r ∈ {2, 3},
p(i) ≥ p(i + 1) ≥ 1 for all 1 ≤ i ≤ r − 1, with no relation when r = 2; and with the
relation
∑r
i=1 αi1 · · ·αip(i) = 0 when r = 3. Further when r = 3 it is assumed that
(p(1), p(2), p(3)) ∈ {(d, 2, 2), (3, 3, 2), (4, 3, 2), (5, 3, 2)}
for some d ≥ 2. For convenience we set x11 = x21 = · · · = xr1 = 1, x1,p(1)+1 =
x2,p(2)+1 = · · · = xr,p(r)+1 = ∞, and give a partial order on Q0 by setting xij < xi,j+1
for all 1 ≤ i ≤ r and 1 ≤ j ≤ p(i). Denote by Ql the quiver obtained from Q by
deleting the vertex ∞. Note that the underlying graph ∆ of Ql is a (simply-laced)
Dynkin graph, which is called the type of A. Conversely every simply-laced Dynkin
graph Γ is obtained in this way, and the canonical algebra of the type Γ is uniquely
determined if Γ is not of type An. We set ∆0 := Q
l
0 = Q0\{∞} to be the set of vertices
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of ∆, n := |∆0|, and denote by (axy)x,y∈∆0 the Cartan matrix expressed by the graph
∆, namely
axy =


2 if x = y;
−1 if x 6= y, and x, y are neighbors in ∆; and
0 if x 6= y, and x, y are not neighbors in ∆,
(3-1)
where vertices x, y ∈ ∆0 are said to be neighbors in ∆ if they are connected by an edge
in ∆.
Throughout the rest of this paper we assume that A is a domestic canonical algebra.
3.b. Domestic canonical algebras as tame concealed algebras. Note that ΓA
has a preprojective component ([21, p.80]), which contains a unique complete slice S
([10, 7.1], cf. [21, p.180]) with P∞ := Ae∞ the unique source. Let T be the correspond-
ing slice module ([21, p.183]), which is a tilting module for A. Then H := EndA(T )
op
is a tame hereditary algebra, whose quiver is obtained by giving an orientation to the
affine graph ∆(1) corresponding to the type ∆ of A. Thus A is a tilted algebra ([10],
[21, 4.2]) or more precisely a tame concealed algebra ([21, 4.3]), and hence the global
dimension of A is at most 2, and it is derived equivalent to the hereditary algebra H
by [9, Theorem 2.10] or [19, Theorem 6.4]. Denote by F and T (resp.Y and X ) the
torsion-free class and the torsion class in modA (resp.modH), respectively, defined by
the tilting module T . Note that the torsion pair (T ,F) splits, i.e., we have a disjoint
union indA = (indA ∩ T ) ⊔ (indA ∩ F), whereas in general the torsion pair (X ,Y)
does not split, thus indH ) (indH ∩ X ) ⊔ (indH ∩ Y). Set
F := HomA(T,−), F
′ := Ext1A(T,−), Fˆ := RHom

A(T,−),
G := T ⊗H −, G
′ := TorH1 (T,−), Gˆ := T
L
⊗H −
Then as well-known we have quasi-inverse pairs of equivalences and triangle-equiva-
lences
T
F
//
Y
G
oo , F
F ′
//
X
G′
oo , and D
b(modA)
Fˆ
//
Db(modH)
Gˆ
oo .
Since H is given by a quiver, we have E(H) = {k}. Then by Lemma 1.12 we have
the following.
Lemma 3.1. Eex(A) = E(A) = {k}, and ΩA is an infinite set.

3.c. Bilinear form, quadratic form and rank. Since the global dimension of A
is finite (Sect. 3.b), the bilinear form B := BA is defined (Definition 1.9). Denote by
rT : K0(A) → K0(H) the isomorphism defined by rT (dimX) = dim FˆX for all X ∈
Db(modA). Then as well-known BA(x, y) = BH(rT (x), rT (y)) for all x, y ∈ K0(A),
in particular, we have χA(x) = χH(rT (x)) for all x ∈ K0(A) ([9, Proposition III.1.5]).
Thus radχA is isomorphic to radχH , which is well-known to be a free abelian group
of rank 1. Then since δ := (1, 1, . . . , 1) ∈ radχA, we have radχA = Zδ. Thus δ is the
minimal positive radical vector of χA.
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We set ρ := (1, 0, . . . , 0,−1) ∈ Zn+1. For an element v ∈ K0(A) ∼= Z
n+1 we set
rank v := v1 − v∞ = vρ
T
and call it the rank of v, and for an A-module M we set
rankM := rank(dimM) = dimM(1)− dimM(∞) = (dimM)ρT ,
which is called the rank of M .
A direct calculation shows that
B(v, w) =
{ ∑
x∈Q0
vxwx −
∑
x→y vxwy if ∆ ∈ {An|n ∈ N}∑
x∈Q0
vxwx −
∑
x→y vxwy + v∞w1 if ∆ 6∈ {An|n ∈ N}
for all v, w ∈ K0(A), where the sum
∑
x→y is taken over all pairs (x, y) ∈ Q0×Q0 such
that there exists an arrow from x to y in Q. This immediately yields
B(δ, v) = − rank v
B(v, δ) = rank v. (3-2)
for all v ∈ K0(A).
3.d. Lost indecomposable modules. Since H is hereditary, each indecomposable
complex in Db(modH) is isomorphic to a complex concentrated in one degree. In
other words each indecomposable complex in Db(modH) is regarded as an H-module
up to shifts. But the corresponding statement does not hold for A in general. An
indecomposable H-module X is sent by Gˆ to a complex of A-modules that cannot be
isomorphic to an A-module up to shifts if and only if X 6∈ X ∪Y . Thus, when we pass
from L(H)(q−1) to L(A)(q−1) we lose the basis u[X] for such an X . Therefore L(A)
C
1
would not realize the positive part of the affine Kac-Moody algebra of type ∆(1), which
was realized as L(H)C1 by a part of [18, Theorem 4.7] (see also [25, Theorems 2 and 3]).
In this connection it would be interesting to know which indecomposable complex of
A-modules can be an A-module up to shifts. This is the case if and only if positive and
negative entries are not mixed in its dimension vector. Namely, we have the following.
Lemma 3.2. Let X ∈ Db(modA) be indecomposable. Then X [i] ∈ indA for some
i ∈ Z if and only if dimX > 0 or dimX < 0.
Proof. (⇒). If X [i] ∈ indA for some i ∈ Z, then 0 < dimX [i] = (−1)i dimX by 1.d.
Hence dimX > 0 or dimX < 0.
(⇐). Since the torsion pair (F , T ) in 3.b splits, X [i] ∈ indA if and only if X [i] ∈ F
or X [i] ∈ T for all indecomposable complexes X ∈ Db(modA) and i ∈ Z.
Now assume that X [i] 6∈ indA for all i ∈ Z. It is enough to show that dimX 6> 0
and dimX 6< 0. Since H is hereditary, there exists some i ∈ Z such that Y := FˆX [i] ∈
modH . It follows from the assumption that X [i] 6∈ F and X [i] 6∈ T . Therefore Y 6∈ Y
and Y 6∈ X . Let PH , RH , and IH be the preprojective component, the tubular family,
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and the preinjective component of the Auslander-Reiten quiver ΓH of H , respectively.
Since PH ,RH ⊆ Y , we have Y ∈ IH . Consider the canonical exact sequence
0→ Y ′
µ
−→ Y
ε
−→ Y ′′ → 0
with Y ′ ∈ X and Y ′′ ∈ Y . Then
dimX [i] = dim GˆY
= dim GˆY ′ + dim GˆY ′′
= dimGY ′ − dimG′Y ′ + dimGY ′′ − dimG′Y ′′
= dimGY ′′ − dimG′Y ′.
Hence
dimX [i] = dimGY ′′ − dimG′Y ′. (3-3)
We first show that (dimX [i])1 < 0. Let I1 be the injective hull of S1. Suppose that
HomH(Y
′′, F I1) 6= 0. Then since HomH(ε, F I1) : HomH(Y, FI1) → HomH(Y
′′, F I1)
is an epimorphism, we have HomH(Y, FI1) 6= 0. This shows that Y is a predecessor
of FI1 in IH . Since FI1 ∈ Y and Y ∩ IH is closed under predecessors in IH , we
have Y ∈ Y , a contradiction. Therefore we must have HomH(Y
′′, F I1) = 0. Then
since Y ′′, F I1 ∈ Y , we have HomH(GY
′′, I1) = 0, which shows that (dimGY
′′)1 = 0.
Whereas since G′Y ′ ∈ F ⊆ P, we have (dimG′Y ′)1 > (dimG
′Y ′)∞ ≥ 0. Hence by (3-3)
we have (dimX [i])1 < 0. We next show that (dimX [i])∞ > 0. Since Y
′′ ∈ Y ∩ IH , we
have GY ′′ ∈ I, and hence (dimGY ′′)∞ > (dimGY
′′)1 ≥ 0. Further since G
′Y ′ is not a
successor of P∞, we have (dimG
′Y ′)∞ = 0. Hence by (3-3) we have (dimX [i])∞ > 0.
As a consequence we have dimX [i] 6> 0 and dimX [i] 6< 0, which implies that dimX 6> 0
and dimX 6< 0 by Remark 1.8. 
3.e. Indecomposable modules of dimension vector δ. Let K ∈ Ω. We list
indecomposable AK-modules with dimension vector δ for later use.
(1) For each c ∈ K we define a AK-module Wc(K) as follows. Let Wc(K)(x) = K
for all x ∈ Q0; and
Wc(K)(αij) =


c1l if (i, j) = (2, 1);
−(1 + c)1l if (i, j) = (3, 1); and
1l otherwise.
(2) For each arrow α = αij ∈ Q1 we define a A
K-module Xα(K) = Xij(K) as
follows. Let Xα(K)(x) = Xij(K)(x) = k for all x ∈ Q0; and
Xij(K)(αst) =


0 if (s, t) = (i, j);
−1l if (i, s, t) ∈ {(1, 3, 1), (2, 3, 1), (3, 2, 1)}; and
1l otherwise.
Note that W0(K) = X21(K) and that when A is not of type An, we have W−1(K) =
X31(K). For K = k we simply write Wc = Wc(k) and Xij = Xij(k) for all c ∈ k and
αij ∈ Q1. Then clearly we have Xij(K) ∼= X
K
ij for all αij ∈ Q1 and K ∈ Ω. The
following is well-known ([21]).
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Proposition 3.3. The set {Wc(K), X
K
ij | c ∈ K \ E∆, αij ∈ Q1} forms a complete set
of representatives of isoclasses of indecomposable AK-modules with dimension vector δ,
where
E∆ :=
{
{0} if A is of type An; and
{0,−1} otherwise.
(3-4)
3.f. The Auslander-Reiten quiver. Recall that the set of isoclasses of simple regu-
lar representations of the Kronecker algebra
(
k 0
k2 k
)
over k is identified with the projec-
tive line P1(k) = Proj k[x0, x1] of the ring k, which is needed to apply general results in
[22]. We obtain the following by [21, Theorem 4.3], [22, Theorem 1], and [21, Theorem
3.7] (see [21] for definitions of orbit quivers, tubular families and so on):
Theorem 3.4. Let A be a domestic canonical algebra. Then
(1) ΓA consists of a unique preprojective component P with orbit quiver of type ∆
(1)
containing all projective indecomposables, a unique preinjective component I with orbit
quiver of type ∆(1) containing all injective indecomposables and a stable separating
tubular P1(k)-family R = (Tc)c∈P1(k) of type (p(1), . . . , p(r)) separating P from I (see
Definition 3.5 for definition);
(2) An indecomposable A-module M is preprojective, i.e., M ∈ P (resp. preinjective,
i.e., M ∈ I) if and only if rankM > 0 (resp. < 0), if and only if all maps M(α),
α ∈ Q1 are monomorphisms (resp. epimorphisms) and there is some non-isomorphism
among them; and M is regular, i.e., M ∈ R if and only if rankM = 0, if and only if
either all maps M(α), α ∈ Q1 are isomorphisms, or there is some non-monomorphism
and some non-epimorphism among them; and
(3) modA is controlled by χA. Namely,
(a) {χA(dimX)|X ∈ indA} = {0, 1};
(b) for any positive root v of χA |{[X ] ∈ [indA]|v = dimX}| = 1; and
(c) for any positive radical vector v of χA |{[X ] ∈ [indA]|v = dimX}| ≥ |k|+1. 
More detailed account on the tubular P1(k)-family R will be given in Sect.3.g below.
Definition 3.5. (1) For each positive root v of χA we denote by m(v) the unique
element of {[X ] ∈ [indA] | v = dimX} and choose an indecomposable A-module
M(v) ∈ m(v). For each K ∈ Ω we set m(v)K := [M(v)K ].
(2) We here recall the definition for R to be separating P from I. First for a trans-
lation subquiver T of ΓA we denote by 〈T 〉 the full subcategory of modA consisting
of the modules in T (sometimes we simply write T for 〈T 〉 if there seems to be no
confusion). Then 〈T 〉 is said to be standard if it is isomorphic to the mesh category
k(T ) of T ([21, p. 51]). Now R is said to be separating P from I if
(a) 〈R〉 is standard (thus there are no nonzero morphisms between distinct tubes,
and 〈Tc〉 ∼= k(Tc) for all c ∈ P
1(k));
(b) HomA(I,P) = HomA(I, T ) = HomA(T ,P) = 0; and
(c) For each f ∈ HomA(P, I) and each c ∈ P
1(k), f can be factored through Tc.
Corollary 3.6. Let M be an indecomposable A-module. Then
min
x∈Q0
dimM(x) =
{
dimM(∞) if M is preprojective;
dimM(1) if M is preinjective.
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Proof. This is immediate from Theorem 3.4(2). 
Corollary 3.7. Let v be a root of χA and t ∈ Z. Then v + tδ is a root of χA. In
particular, | rankX| ≤ 6 for all X ∈ indA.
Proof. By the formula (3-2) we have χA(v+tδ) = χA(v)+tB(v, δ)+tB(δ, v)+t
2χA(δ) =
1 + t rank v − t rank v + 0 = 1. Thus v + tδ is a root of χA. Now let X ∈ indA. If X
is regular, then the assertion is trivial because rankX = 0. If X is preprojective, then
rankX > 0 and dimX is a positive root, and hence w := dimX − dimX(∞)δ is a
positive root by Corollary 3.6. Thus there exists some Y ∈ indA such that dimY = w.
Then rankX = rankY = dimY (1) because dim Y (∞) = 0 by construction. Here Y
is regarded as an indecomposable module over supp Y that is a representation-finite
hereditary algebra defined by a quiver. Hence dimY (1) ≤ 6 by Gabriel’s Theorem
[6] on the classification of representation-finite quivers (or Ovsienko’s Theorem [15]
explained in [21, 1.0 Theorem 1]). If X is preinjective, then the similar argument
works to have −6 ≤ rankX < 0. 
3.g. Tubular family. We describe the tubular P1(k)-family R = (Tc)c∈P1(k) in The-
orem 3.4 in more detail following [21, 22]. Recall first that as a set of points, P1(k)
decomposes into a disjoint union P1(k) =
⊔
d∈N P
1(k)d of the subsets
P1(k)d := {〈p〉 ∈ P
1(k)|p ∈ k[x0, x1] is homogeneous, irreducible, and deg p = d},
where d ∈ N. In [2], to parameterize indecomposable modules with dimension vector
the minimal positive imaginary root of a simple Lie algebra considered there, we used
the set P1k := (k × k \ {(0, 0)})/ ∼, where for each (a, b), (a
′, b′) ∈ k × k \ {(0, 0)}
we define (a, b) ∼ (a′, b′) if and only if (a, b) = t(a′, b′) for some t ∈ k×, which is an
equivalence relation on k × k \ {(0, 0)}. We here identify P1k with the subset P
1(k)1 of
P1(k) by the bijection (a : b) 7→ (ax0+ bx1), where (a : b) denotes the equivalence class
in P1k containing (a, b) ∈ k × k \ {(0, 0)}. We also identify P
1
k with the set k ∪ {∞}
by the bijection (a : 1) 7→ a for a ∈ k and (1 : 0) 7→ ∞. For each c ∈ P1(k), Tc has
the following shape: If c 6∈ E∆ ∪ {∞} (see (3-4)), then Tc is a homogeneous tube, i.e.,
is isomorphic to the translation quiver ZA∞/〈τ〉 (see [21, Chap. 3], it is denoted by
ZA∞/1 there). The module Wc defined in Sect. 3.e is the unique module on the mouth
of Tc ([21, 3.1]). Each module in Tc is uniquely determined by Wc and by its quasi-
length (= the number of modules in the shortest path from the mouth to it) m, and
thus we denote it by Wc[m]. (Since Wc is of quasi-length 1, we can write Wc =Wc[1].)
The set of modules in Tc is equal to {Wc[m]|m ∈ N}. Then we have
dimWc[m] = mdδ,
if c ∈ P1(k)d with d ∈ N. Next assume that c ∈ E∆ ∪ {∞}, which depends on
the value of r ∈ {2, 3} in Figure 3.1. Set c(1) = ∞, c(2) = 0 (and c(3) := −1
when r = 3). Then for i = 1, . . . , r, Tc(i) is a stable tube of rank p(i), namely, it
is isomorphic to the translation quiver ZA∞/〈τ
p(i)〉 (= ZA∞/p(i) in [21, Chap. 3]).
The simple modules Sxi2, . . . , Sxip(i), and the module W
′
c(i) are the modules on the
mouth of Tc(i), where W
′
c(i) := M(δ −
∑p(i)
j=2 exij ) (see Definition 3.5 for the nota-
tion), which is possible because a direct calculation shows that δ −
∑p(i)
j=2 exij is a
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positive root of χA. Each module in Tc(i) is uniquely determined by its quasi-length
m and the starting point W ∈ {Sxi2 , . . . , Sxip(i),W
′
c(i)} of the shortest path from the
mouth to it. Therefore we denote it by W [m]. The set of modules in Tc(i) is equal
to {W [m]|W ∈ {Sxi2 , . . . , Sxip(i),W
′
c(i)}, m ∈ N}. The modules Xij, j ∈ {1, . . . , p(i)}
defined in Sect. 3.e are in Tc(i) and of quasi-length p(i), thus Xij = W [p(i)] for some
W ∈ {Sxi2 , . . . , Sxip(i),W
′
c(i)}. By the additivity of dimension vectors on exact se-
quences, we easily see that
dimW [dp(i)] = dδ
for all d ∈ N, and dimW [m] ∈ Zδ if and only if m ∈ Zp(i). In particular, we have
{c ∈ P1(k)|Tc contains a module of dimension vector δ} = P
1(k)1 = P
1
k. We call Tc(i),
i ∈ {1, . . . , r} non-homogeneous tubes.
3.h. τ-orbits in the preprojective component. Set Φ := −C−TC to be the Cox-
eter matrix of A. For later use we give an explicit form of Φ−1 when A is not of type
An:
Φ−1 =


0 0 −1 · · · −1 0 −1 · · · −1 0 −1
0 0 1 0 · · · 0 0 · · · 0 0 0
...
...
. . .
. . .
. . .
...
...
. . .
...
...
...
0 0 · · · 0 1 0 0 · · · 0 0 0
1 0 · · · 0 0 1 1 · · · 1 1 1
0 0 · · · 0 0 0 1 0 · · · 0 0
...
...
. . .
...
...
...
. . .
. . .
. . .
...
...
0 0 · · · 0 0 0 · · · 0 1 0 0
1 1 · · · 1 1 0 · · · 0 0 1 1
1 1 · · · 1 1 1 · · · 1 1 0 1
−2 −1 · · · −1 −1 −1 · · · −1 −1 −1 −1


,
where the rows and columns are ordered by the sequence (1, x12, . . ., x1p(1),x22, . . .,
x2p(2), x32, ∞), and in the first row the two zeros between entries with value −1
correspond to x22 and x32 , whereas in the first column the 1 between zeros corresponds
to x1p(1). In many cases Φ
−1 can be seen as a “shadow” of τ−1 in K0(A) as the following
statement shows (see [21, 2.4 (4*)] for the proof).
Lemma 3.8. Let M be an A-module. If injdimM ≤ 1 and HomA(D(AA),M) = 0,
then
dim τ−1M = (dimM)Φ−1.

In order to check that the injective dimension is at most 1 we cite the following
lemma from [21].
Lemma 3.9. LetM be an A-module. Then injdimM ≤ 1 if and only if HomA(τ
−1M,A) =
0. In particular injdimM ≤ 1 holds if M is an indecomposable module such that τ−1M
is not a predecessor of any projective indecomposable A-module. 
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Note that if M is an indecomposable module that is a successor of a complete slice
of the preprojective component, then τ−1M cannot be a predecessor of any projective
indecomposable A-module, and hence injdimM ≤ 1.
Direct calculation shows the following.
Lemma 3.10. δΦ−1 = δ and Φ−1ρT = ρT . 
On the set of dimension vectors of indecomposable preprojective A-modules there
are two natural partitions: the τ−1-orbit decomposition and the coset decomposition
modulo δ. The following gives a relationship between them, which was obtained in
answering a question by A.Hubery.
Proposition 3.11. If M is an indecomposable preprojective A-module such that τ−1M
is not a predecessor of any projectives in ΓA, then there exist t,m ∈ N such that
dim τ−tM = dimM +mδ.
Proof. Let P be the set of vertices of the preprojective component of ΓA. For each
r ∈ {1, 2, . . . , 6} set
Pr := {X ∈ P | τ
−1X is not a predecessor of any projectives, rankX = r}
dimPr := {dimX | X ∈ Pr}.
Define an equivalence relation ∼ on dimPr by v ∼ w if and only if v − w ∈ Zδ for all
v, w ∈ dimPr. Since dimX − dimX(∞)δ is a root of χA for each X ∈ Pr, there exists
an indecomposable Al-module Y such that dimX − dimX(∞)δ = dim Y . This shows
that the quotient set (dimPr)/ ∼ is finite because A
l is representation-finite. We show
that Φ−1 acts on the finite set (dimPr)/ ∼. Let X ∈ Pr. Then clearly τ
−2X is not a
predecessor of any projectives, either, and rank τ−1X = (dimX)Φ−1ρT = rankX = r
by Lemmas 3.8 and 3.10. Hence τ−1 induces an injective map Pr → Pr. Thus by
Lemma 3.8 the right multiplication by Φ−1 induces an injective map dimPr → dimPr,
and by Lemma 3.10 it also induces an injective map (dimPr)/ ∼→ (dimPr)/ ∼ ,
which is a bijection because the set (dimPr)/ ∼ is finite. Now let M be as in the
assertion and put r := rankM . Then dimM ∈ dimPr and (dimM)Φ
−t ∼ dimM for
some t ∈ N, which means that dim τ−tM = dimM +mδ for some m ∈ Z. If m = 0,
then dim τ−tM = dimM , and we have τ−tM ∼= M , a contradiction. Thus m 6= 0. If
m < 0, then there exists some s ∈ N such that dim τ−stM = dimM + smδ < 0, a
contradiction. Hence m ∈ N. 
Remark 3.12. If the assumption that τ−1M is not a predecessor of any projectives in
ΓA is dropped or is replaced with the weaker condition that injdimM ≤ 1, then there is
a counter-example, e.g., in the case where A is of type E6 and M = τ
−1(Aex32). There
is also an example for which the smallest value of m is not equal to 1 (see Sect. 8.a).
Recall that an A-module M is called sincere if exM 6= 0 for all x ∈ Q0. We say that
M is non-sincere if it is not sincere. The following well-known fact follows also from
the proposition above (see [11], [4] for general results).
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Corollary 3.13. A is a minimal representation-infinite algebra, i.e., A/AexA is repre-
sentation-finite for all x ∈ Q0.
Proof. It is enough to show that the Auslander-Reiten quiver of A contains only a
finite number of non-sincere indecomposable A-modules. By the previous proposition
it is immediate that the preprojective component contains only a finite number of non-
sincere indecomposable A-modules. Dually the preinjective component has the same
property. In the tubular family any non-sincere indecomposable A-module X lies in a
non-homogeneous tube T and has quasi-length less than the rank of T . Thus also there
are only a finite number of non-sincere indecomposables in the tubular family. 
Proposition 3.14. If an indecomposable A-module M is not sincere, then u[M ] ∈
L(A)1.
Proof. Let M be a non-sincere indecomposable A-module, and set B := suppM . Then
by Corollary 3.13, B is representation-finite. We regard modB as a full subcategory of
modA by the canonical embedding. Then M is regarded as a sincere indecomposable
B-module, and by the formula (1-2) we see that L(B)1 ⊆ L(A)1. Therefore it is enough
to show that u[M ] ∈ L(B)1. If B is hereditary, then this follows by Lemma 2.9. If M
is a preprojective (resp. preinjective) A-module, then M(∞) = 0 (resp. M(1) = 0)
by Corollary 3.6 because M is not a sincere A-module, and then B turns out to be
hereditary. Thus in this case the assertion holds. Hence we may assume that M is a
regular A-module. Since M is not a sincere A-module, M is in a non-homogeneous
tube of a rank p > 1 and with quasi-length less than p. Thus, in particular, dimM
consists of 0 and 1. We show that u[M ] ∈ L(A)1 by induction on dimM . If dimM = 1,
then M is simple and the assertion is trivial by definition. Now assume dimM > 1.
Then the form of dimM shows that there exists an exact sequence of the form
0→ N →M → S → 0 or 0→ S →M → N → 0
with S a simple A-module and N an indecomposable A-module, and that
(FM
K
SKNK , F
MK
NKSK ) = (1, 0) or (0, 1),
respectively, for all K ∈ ΩA. Thus we have u[M ] = ±[u[S],u[N ]] ∈ L(A)1 because by
induction hypothesis both u[S] and u[N ] are in L(A)1. 
4. Realization of simple Lie algebras
In this section we state our main theorems realizing simple Lie algebras and their
root spaces, and give a precise form of Chevalley generators of our realization.
4.a. Main results.
Definition 4.1. When ∆ 6= A1 (resp. ∆ = A1) we set I(A) to be the ideal of L(A)1
(resp. of L(A)
Z[2−1]
1 ) generated by the set
{um(ex+δ) − um(ex) | x ∈ Q0}.
For each u ∈ L(A)C1 we denote by u the coset of u in L(A)
C
1 /I(A)
C.
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Remark 4.2. By Lemmas 5.16, 5.19, and 5.21 that will be proved in the next section
we see that um(ex+δ) ∈ L(A)1 (resp. um(ex+δ) ∈ L(A)
Z[2−1]
1 ) for all x ∈ Q0 if ∆ 6= A1
(resp. ∆ = A1).
Notation 4.3. (1) For each x ∈ Q0, the vector δ − ex is a root of χA, which enables us
to consider the indecomposable A-module Tx := M(δ − ex). By Lemma 3.14 we have
u[Tx] ∈ L(A)1.
(2) For each x ∈ ∆0, we set
εx := u¯[Sx], ζx :=
{
−u¯T1 if x = 1,
u¯Tx otherwise,
and ηx := [εx, ζx].
Note that all of these are in L(A)C1 /I(A)
C.
(3) Let {Ex, Fx, Hx}x∈∆0 be Chevalley generators of g(∆), where {Hx}x∈∆0 is a basis
of the Cartan subalgebra h of g(∆), {Ex}x∈∆0 (resp. {Fx}x∈∆0) are generators of the
positive (resp. negative) part n+ (resp. n−) of g(∆).
We are now in a position to state our main theorem.
Theorem 4.4. Let ∆ be a simply-laced Dynkin diagram, A a canonical algebra of type
∆ and g(∆) the complex simple Lie algebra of type ∆. Further let {Ex, Fx, Hx}x∈∆0 ⊆
g(∆) and {εx, ζx, ηx}x∈∆0 ⊆ L(A)
C
1 /I(A)
C be as in Notation 4.3. Then there is an
isomorphism
φ : g(∆)
∼
→ L(A)C1 /I(A)
C
such that φ(Ex) = εx, φ(Fx) = ζx and φ(Hx) = ηx for all x ∈ ∆0.
The proof is given in Sect. 6.
Definition 4.5. (1) Let v ∈ K0(A). Then we set deg v := v − v∞δ, which we re-
gard as an element of K0(kQ
l) because (deg v)∞ = 0. This defines a linear map
deg : K0(A) → K0(kQ
l), v 7→ deg v. Obviously this is surjective and Ker deg = Zδ.
For an indecomposable A-module M , we set degM := deg(dimM) and call it the
degree of M .
(2) Let v be a positive root of χA, and vi (i ∈ Q0) the smallest entry of v. Then
we define org v := v − viδ. Since v 6∈ Zδ, we have org v > 0. Note that org v is also a
positive root of χA with M(org v) non-sincere by Corollary 3.7 and that org v = deg v
if rank v > 0.
(3) We denote by Rt(χA) (resp. Rt+(χA)) the set of all roots (resp. positive roots)
of χA, and by Rt(g(∆)) (resp. Rt+(g(∆))) the set of all roots (resp. all positive roots)
of g(∆), and set Rt−( - ) := −Rt+( - ). Then Rt+(χkQl) is regarded as Rt+(g(∆)) by
identifying ex with Ex for all x ∈ Q
l
0 = ∆0 by Gabriel’s Theorem. Thus we have
Rt(g(∆)) = Rt+(χkQl) ∪ (Rt−(χkQl)) = Rt(χkQl) ⊆ K0(kQ
l).
Lemma 4.6. The map deg induces a surjective linear map Rt+(χA) → Rt(g(∆)). In
particular, for each indecomposable A-module M with dimM 6∈ Zδ, degM is a root of
g(∆).
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Proof. For each v ∈ Rt+(χA) we have deg v ∈ Rt(χA) by Corollary 3.7, and hence
deg v ∈ Rt(χkQl)=Rt(g(∆)). Therefore deg(Rt+(χA)) ⊆ Rt(g(∆)). Conversely, for
each w ∈ Rt(g(∆)) = Rt(χkQl) ⊆ Rt(χA) there exists some t ∈ N such that v :=
w + tδ > 0. Then again by Corollary 3.7 v ∈ Rt(χA), and hence v ∈ Rt+(χA). Here
it is obvious that deg v = w. Therefore we have Rt(g(∆)) ⊆ deg(Rt+(χA)), and hence
deg(Rt+(χA)) = Rt(g(∆)). 
Remark 4.7. In the above, set M := M(v). Then
(1) If M is preprojective, then deg v > 0 by Corollary 3.6.
(2) If M is preinjective, then deg v < 0 by Corollary 3.6.
(3) If M is regular, then deg v = ±
∑t
j=s exij for some i ∈ {1, . . . , r} and some s, t
with 2 ≤ s ≤ t ≤ p(i).
For a root α of g(∆) we denote by g(∆)α the root space of g(∆) with root α.
Proposition 4.8. Let v be a positive root of χA. Then
(1) 0 6= um(v) ∈ L(A)
C
1 /I(A)
C;
(2) φ−1(um(v)) ∈ g(∆)deg v; and
(3) Cu¯m(v+δ) = Cu¯m(v).
The proof is given in Sect. 7. This immediately yields the following.
Theorem 4.9. Let φ be as in Theorem 4.4, α a root of g(∆) and v a positive root of
χA with v − α ∈ Zδ. Then α = deg v and the restriction of φ induces an isomorphism
from the root space g(∆)α to Cu¯m(v).
4.b. Basis of the Cartan subalgebra. We now give the precise forms of ηx’s using
the list in Proposition 3.3. Noting that [uS1,−uT1] = [uT1, uS1] = uT1uS1we have
[uS1,−uT1 ] =
∑
c∈k
uWc + uX11
in the Lie algebra L(A)(q−1). Then in L(A)1 we have
[uS1 ,−uT1 ] =
(∑
c∈K
uWc(K)
)
K∈Ω
+ uX11 =: h1 (4-1)
Hence
η1 =


(∑
c∈K× uWc(K)
)
K∈Ω
+ uX11 + uX21 if A is of type An;
(∑
c∈K\{0,−1} uWc(K)
)
K∈Ω
+ uX11 + uX21 + uX31 otherwise.
(4-2)
For each xij ∈ ∆0 \ {1} we have
[uSxij ,uTxij ] = uXij − uXi,j−1 =: hxij (4-3)
in L(A)1 , and hence
ηxij = hxij = uXij − uXi,j−1 . (4-4)
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5. Preparations of proof of Main Theorem
5.a. Non-homogeneous tubes. Throughout this section T is a non-homogeneous
tube of rank p > 1 in ΓA.
We recall some fundamental facts on nilpotent representations of cyclic quivers ([1]).
Consider the cyclic quiver with p vertices
R := 1
α
//2
α
// · · ·
α
//n
α
//p,
α
jj
and set Λ to be the path-algebra kR, which is infinite-dimensional over k. Let J be the
ideal of Λ generated by all arrows. A finite-dimensional Λ-moduleM is called nilpotent
if JmM = 0 for some m ∈ N. Denote by mod0 Λ (resp. ind0 Λ) the full subcategory of
modΛ (resp. indΛ) consisting of nilpotent Λ-modules. Then mod0 Λ has almost split
sequences, its Auslander-Reiten quiver is isomorphic to T , and ind0 Λ is standard, i.e.
ind0 Λ ∼= k(T ) ([21, 3.6(6)]). On the other hand 〈T 〉 is also standard by Theorem 3.4.
Therefore we have
〈T 〉 ∼= ind0 Λ. (5-1)
Of course, if X ∈ T is corresponding to Y ∈ ind0 Λ under this isomorphism, then the
quasi-length of X is equal to l(Y ). In particular, the modules on the mouth of T are
corresponding to simple modules in ind0 Λ.
Remark 5.1. The shape of T does not depend on k. In particular, ind0 Λ
K = {XK |X ∈
ind0 Λ} as sets for all K ∈ Ω.
Lemma 5.2. For each M ∈ ind0 Λ, we have HomΛ(M, τM) = 0 if and only if l(M) <
p.
Proof. Since τM(i, j) = M(i+1, j) for all (i, j) ∈ R0×N, where R0 is the set of vertices
of R (cf. e.g., [3, Proof of Theorem 2.1]), the assertion is easily verified. 
Proposition 5.3. Let X ∈ indA. Then X is exceptional if and only if
(1) X is preprojective;
(2) X is preinjective; or
(3) X is in a non-homogeneous tube with quasi-length less than the rank of the tube.
Proof. If X is preprojective or preinjective, then HomA(X, τX) = 0. Hence by the
Auslander-Reiten formula
Ext1A(X,X)
∼= D(HomA(X, τX))
(see e.g., [7, Proposition 2.3]) we see that X is exceptional, where for each M,N ∈
modA, HomA(M,N) is the factor space of HomA(M,N) by the subspace consisting of
homomorphisms factoring through an injective module. Now let X be regular, then
we have Ext1A(X,X)
∼= D(HomA(X, τX)) because HomA(I,R) = 0. If X is in a
homogeneous tube, then X ∼= τX , and hence X cannot be exceptional. Assume that
X is in a non-homogeneous tube of rank p > 1. Then by the lemma above and by (5-1)
we have HomA(X, τX) = 0 if and only if the quasi-length of X is less than p. Hence
X is exceptional if and only if the quasi-length of X is less than p. 
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Notation 5.4. Since EndA(X) is a finite-dimensional local k-algebra for each X ∈ indA,
the factor algebra EndA(X)/ radEndA(X) is a field, which we denote by FA(X).
Proposition 5.5. Let X be a module in the non-homogeneous tube T . Then FA(X) =
k, and hence X is Ω-indecomposable. Thus we may write u[X] = (u[XK ])K∈Ω.
Proof. Let
Y = Y1 → Y2 → · · · → Ym = X
be the shortest path in T with Y an indecomposable module on the mouth of T . Since
Y is an exceptional A-module by Proposition 5.3, we have EndA(Y ) ∼= k by Lemma
3.1. Let radA be the radical of the category modA ([21, p. 53]). For A-modules
M,N set Irr(M,N) := radA(M,N)/ rad
2
A(M,N) to be the (FA(N), FA(M))-bimodule
of irreducible maps from M to N ([21, p. 55]). Then it follows from the shape of T
that
dimFA(Yi+1) Irr(Yi, Yi+1) = dimk Irr(Yi, Yi+1) = dim Irr(Yi, Yi+1)FA(Yi) = 1
for all i ∈ {1, . . . , m − 1}. This shows that E(A) ∋ k ∼= FA(Y ) ∼= FA(Y1) ∼= · · · ∼=
FA(Ym) ∼= FA(Xt).
Now for each K ∈ Ω, EndA(X
K)/ radEndA(X
K) ∼= FA(X)
K is a field, and hence
XK ∈ indAK . 
Definition 5.6. (1) Set L(T ) :=
⊕
[X]∈T Zu]X]. Then L(T )/(q−1) is a Lie subalgebra
of the Lie algebra L(A)/(q−1) because T is closed under extensions by [21, 3.1(3)] (or
by the fact that R is separating P from I).
(2) Set L0(Λ) :=
⊕
[X]∈[ind0 Λ]
Zu[X]. Then L0(Λ)/(q − 1) is a Lie algebra with Hall
commutator the Lie bracket as in Sect. 2.b.
Lemma 5.7. For each K ∈ Ω let T (AK) be the non-homogeneous tube of ΓAK corre-
sponding to T . Then we have
L(T (AK))/(|K| − 1) ∼= L0(Λ
K)/(|K| − 1).
Proof. This follows from the isomorphism (5-1) by the formula (1-2). 
Definition 5.8. Since mod0 Λ has Hall polynomials by [?, Theorem 2.7], we can define
a Lie algebra L0(Λ)1 :=
⊕
[X]∈[mod0 Λ]
Zu[X] over Z with the Lie bracket defined by
[u[X], u[Y ]] :=
∑
[Z]∈[ind0 Λ]
(ϕ
[Z]
[X][Y ](1)− ϕ
[Z]
[Y ][X](1))u[Z]
for all [X ], [Y ] ∈ [ind0 Λ] using Hall polynomials ϕ
[Z]
[X][Y ].
Lemma 5.9. We have isomorphisms
L(T (AK))/(|K| − 1) ∼= L0(Λ)1/(|K| − 1) (5-2)
for all K ∈ Ω.
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Proof. Since F
[ZK ]
[XK ][YK ]
= ϕ
[Z]
[X][Y ](1) in Z/(|K| − 1)Z for all X, Y, Z ∈ ind0 Λ and all
K ∈ Ω, we have L0(Λ
K)/(|K| − 1) ∼= L0(Λ)1/(|K| − 1) (here notations F
[ZK ]
[XK ][YK ]
are
for Λ-modules) by Remark 5.1. Hence the assertion follows by Lemma 5.7. 
The Lie bracket of L0(Λ)1 is easily described as follows. First we have a bijection
[ind0 Λ] → R0 × N defined by [M ] 7→ (i, j) with topM ∼= Si and l(M) = j because all
modules in ind0 Λ are uniserial. We identify R0 with Z/Zp, and for each (i, j) ∈ R0×N
denote by m(i, j) the isoclass of the indecomposable modules in ind0 Λ corresponding
to (i, j). We choose a representative M(i, j) ∈ m(i, j) for all (i, j) ∈ R0 × N. Then as
calculated in [1, 1.2] we have the following: For each m(i, j), m(f, g) ∈ [ind0 Λ]
[um(i,j), um(f,g)] = δ(i+j),fum(i,j+g) − δ(f+g),ium(f,j+g) (5-3)
in L0(Λ)1.
Definition 5.10. Define L0(Λ)1 to be the Lie subalgebra of L0(Λ)1 generated by all
u[S] with S simple modules in ind0 Λ.
From the formula (5-3) we obtain the following.
Lemma 5.11. Let X ∈ ind0 Λ and assume that l := l(X) 6∈ Zp. If p > 2 (resp.
if p = 2), then u[X] (resp. 2
mu[X] with m := (l − 1)/2) is obtained from {u[S] |
S simple in ind0 Λ} by Lie brackets in L0(Λ)1, in particular, we have u[X] ∈ L0(Λ)
Q
1 .
Proof. We put L to be the subset of L0(Λ)1 consisting of elements obtained from u[S]
with S simple modules in ind0 Λ by Lie brackets in L0(Λ)1. There exist a unique
m ∈ N0 and a unique r ∈ {1, . . . , p− 1} such that l = mp + r. We show the assertion
by induction on l ≥ 1. If l = 1, then X is simple and there is nothing to show. Assume
l > 1. Without loss of generality we may assume that X =M(1, l).
Case 1. p > 2, r > 1. In this case if we put t := (m − 1)p + (r − 1), then
l = t + (p + 1), t, p + 1 < l, and t, p + 1 6∈ Zp, which implies um(1,t), um(r,p+1) ∈ L by
induction hypothesis. Since r+1 6= 1 in Z/Zp, we have [um(1,t), um(r,p+1)] = u[X] by the
formula (5-3). Hence u[X] ∈ L.
Case 2. p > 2, r = 1. In this case if we put t := (m− 1)p+ (p− 1), then l = t + 2,
t, 2 < l, and t, 2 6∈ Zp, which implies um(t,t), um(p,2) ∈ L by induction hypothesis. Since
1 6= 2 in Z/Zp we have [um(1,t), um(p,2)] = u[X] by the formula (5-3). Hence u[X] ∈ L.
Case 3. p = 2. In this case by induction hypothesis we have 2m−1um(1,l−2) ∈ L. Then
[[um(1,1), um(2,1)], um(1,l−2)] = [um(1,2) − um(2,2), um(1,l−2)] = 2u[X] shows that 2
mu[X] ∈
L. 
By (5-1) and (5-2) the lemma above implies the following:
Proposition 5.12. Let X ∈ T and assume that the quasi-length l of X is not a
multiple of p. If p > 2 (resp. if p = 2), then u[X] (resp. 2
mu[X] with m := (l− 1)/2) is
obtained from {u[Y ] | Y modules on the mouth of T } by Lie brackets in the Lie algebra
Π. In particular, u[X] ∈ L(A)
Q
1 by Lemma 3.14.

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Remark 5.13. In other words, the last statement above is stated as follows: Let v be a
positive root of χA. If M(v) is regular, then um(v) ∈ L(A)
Q
1 . In particular, if M(v) is
exceptional, then um(v) ∈ L(A)1. The last statement also follows by Proposition 3.14
because in this case M(v) is not sincere.
The following is obvious by the formula (5-3):
Lemma 5.14. In L0(Λ)1 we have [um(i,sp), um(j,tp)] = 0 for all i, j ∈ R0 and for all
s, t ∈ N. 
Proposition 5.15. Let T be a non-homogeneous tube of ΓA, and let X, Y ∈ T . If
both dimX and dimY are in Zδ, then [u[X],u[Y ]] = 0 in Π.
Proof. Both the quasi-lengths of X and Y are multiples of p by Sect. 3.g. Hence the
assertion follows from the lemma above by (5-2). 
5.b. Regular root modules modulo δ.
Lemma 5.16. Let v be a positive root of χAwith M(v) a regular module. Then there
exists an x ∈ Q0 \ {1,∞} which is determined by v modulo Zδ such that [um(v), hx] =
um(v+δ) in Π.
Proof. Set M := M(v). Then M is in a non-homogeneous tube T of rank p > 1. Let
{Si | i ∈ Z/pZ} be the set of quasi-simples in T with Si+1 = τSi (i ∈ Z/pZ). Then
M = Si[t] for some i ∈ Z/pZ and t ∈ N with p ∤ t. Express t as t = mp+ r with m ≥ 0
and 1 ≤ r ≤ p− 1. Then u[Si+r [p]] − u[Si+r+1[p]] = hx for a unique x ∈ Qo \ {1,∞} (x is
determined by i+ r) and we have
[um(v), hx] = [um(v),u[Si+r[p]] − u[Si+r+1[p]]] = u[Si[t+p]] = um(v+δ).
Next we show that the vertex x ∈ Q0 is determined by v modulo Zδ. Let v
′ be another
positive root of χA withM(v
′) regular and assume that v−v′ ∈ Zδ. ThenM(δ′) is also
in T and M(δ′) = Si′ [t
′] for some i′ ∈ Z/pZ and t′ ∈ N with p ∤ t′. Let t′ = m′p + r′
with m′ ≥ 0 and 1 ≤ r′ ≤ p−1. Then since v− v′ ∈ Zδ, we have i = i′ and t− t′ ∈ pZ.
Hence r = r′ and thus i+ r = i′ + r′ as desired. 
Remark 5.17. Let v be a positive root of χA with M(v) a regular module. In this
case v′ := org v (see Definition 4.5) is the unique positive root of χA such that M(v
′)
exceptional and v − v′ ∈ Zδ. As easily seen it is given by
org v =
{
deg v if deg v > 0;
deg v + δ otherwise.
Proposition 5.18. Let v be a positive root of χA with M(v) a regular module. Then
um(v) − um(org v) ∈ I(A).
Proof. Set v′ := org v and let m be the non-negative integer such that v = v′ +mδ. It
is enough to show that
um(v−tδ) − um(v−(t+1)δ) ∈ I(A)
for all t = 0, 1, . . . , m− 1. By Lemma 5.16 we have
um(v−tδ) − um(v−(t+1)δ) = [um(v−(t+1)δ) − um(v−(t+2)δ) , hx]
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for all t = 0, 1, . . . , m− 2. Hence it is enough to show that
um(v′+δ) − um(v′) ∈ I(A).
Let T be the non-homogeneous tube containing M(v′). Then the set of quasi-simple
modules in T is equal to S := {M(ei2),M(ei3), . . . ,M(eip(i)),M(vi)} for some i ∈
{1, 2, 3}, where vi := δ −
∑p(i)
j=2 eij . Set p := p(i), ej := eij (j = 2, . . . , p) for short.
And for each j ∈ Z/pZ, we set mj :=
{
m(vi) if j = 1;
m(ej) otherwise.
Let t be the quasi-length
of M(v′). Then 1 ≤ t ≤ p− 1 and there exists some j ∈ Z/pZ such that
um(v′) = [umj ,umj+1 , . . . ,umj+t−1 ].
Case (i). If {j, j+1, . . . , j+ t−1} 6= {1}, then there exists some s ∈ {j, j+1, . . . , j+
t− 1} \ {1} such that
um(v′+δ) = [umj , . . . ,ums−1 ,um(es+δ),ums+1 , . . . ,umj+t−1 ].
Hence we have
um(v′+δ) − um(v′) = [umj , . . . ,ums−1 ,um(es+δ) − um(es),ums+1 , . . . ,umj+t−1],
which is in I(A) because um(es+δ) − um(es) ∈ I(A).
Case (ii). Otherwise, we have v′ = vi. Then um(v′) = [um(vi−e1),um(e1)] and
um(v′+δ) = [um(vi−e1),um(e1+δ)]. Since um(vi−e1) ∈ L(A)1 and um(e1+δ) − um(e1) ∈ I(A)
we have
um(v′+δ) − um(v′) = [um(vi−e1),um(e1+δ) − um(e1)] ∈ I(A).

5.c. Simple modules modulo δ.
Lemma 5.19. Assume that ∆ 6= A1. Then for each t ∈ N0 we have the following.
(1) [um(e1+tδ), h12] = um(e1+(t+1)δ); and
(2) [um(e∞+tδ), h1p(1)] = um(e∞+(t+1)δ).
Proof. We only show the statement (2), the first one is shown similarly. Now h1p(1) =
u[X1p(1)]−u[X1,p(1)−1] ∈ L(A)1, and hence it is enough to show the following two equalities:
[um(e∞+tδ),u[X1p(1)]] = um(e∞+(t+1)δ); (5-4)
[um(e∞+tδ),u[X1,p(1)−1]] = 0. (5-5)
The equality (5-4) holds if and only if for all K ∈ Ω, we have
[u[M(e∞+tδ)K ], u[XK1p(1)]] ≡ u[M(e∞+(t+1)δ)K ] (mod(|K| − 1)).
Since F
M(e∞+(t+1)δ)K
XK
1,pI1)
,M(e∞+tδ)K
= 0, this holds if F
M(e∞+(t+1)δ)K
M(e∞+tδ)K ,XK1,p(1)
= 1. To this end we only
have to show the following:
F
M(e∞+(t+1)δ)
M(e∞+tδ),X1,p(1)
= 1 (5-6)
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because the value of the right hand side does not depend on q. Similarly the equality
(5-5) holds if the following holds:
F
M(e∞+(t+1)δ)
M(e∞+tδ),X1,p(1)−1
= 0. (5-7)
First we show (5-7). Let f ∈ HomA(X1,p(1)−1,M(e∞ + (t + 1)δ)). Then we have a
commutative diagram
k
0
←−−− k
f1,p(1)−1
y yf1p(1)
kt+1 ←−−−
1l
kt+1,
which shows that f1,p(1) = 0, and that f is not a monomorphism. Therefore there is no
exact sequence of the form
0→ X1,p(1)−1 → M(e∞ + (t + 1)δ)→M(e∞ + tδ)→ 0,
which proves the equality (5-7). Next we show the equality (5-6). Assume that we
have an exact sequence
0 −−−→ X1,p(1)
f
−−−→ M(e∞ + (t + 1)δ)
g
−−−→ M(e∞ + tδ) −−−→ 0.
Then the direct calculation shows that
f∞ =


0
...
0
a

 ∈ Mat(t+2)×1(k), g∞ =


0
g1
...
0
∗ · · · ∗ c

 ∈ Mat(t+1)×(t+2)(k)
f1 =


0
...
0
a

 ∈ Mat(t+1)×1(k), g∞ =


b ∗ · · · ∗
0
... g1
0

 ∈ Mat(t+1)×(t+2)(k)
for some a, b, c ∈ k. Therefore we have
g∞ =


b c 0
b
. . .
. . . c
0 b

 ∈ Mat(t+1)×(t+2)(k), g1 =


b c 0
b
. . .
. . . c
0 b

 ∈ Matt×(t+1)(k) .
Then f is a monomorphism, g is an epimorphism and gf = 0 if and only if a 6= 0, c = 0
and b 6= 0. Hence we have |W
M(e∞+(t+1)δ)
M(e∞+tδ),X1p(1)
| = (q− 1)2, which shows the equality (5-6)
(see Sect. 1.b). 
To deal with the case that ∆ = A1 we need the following formula:
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Lemma 5.20. Assume that ∆ = A1. Let K ∈ Ω, l, m ∈ N0 and X ∈ indA
K. Then
we have
F
M(e1+mδ)K
X,M(e1+lδ)K
= F
M(e∞+mδ)K
M(e∞+lδ)K ,X
=
{
1 if l < m, dimX = (m− l)δ
0 otherwise.
Proof. This follows from a direct calculation, or from Sza´nto´ [29, Lemma 1.3]. 
Using the lemma above we obtain the statement corresponding to Lemma 5.19 in
the A1 case.
Lemma 5.21. Assume that ∆ = A1. Then for each t ∈ N0 we have the following.
(1) [h1,um(e1+tδ)] = 2um(e1+(t+1)δ); and
(2) [um(e∞+tδ), h1] = 2um(e∞+(t+1)δ).
Proof. (1) It is enough to show that [
∑
c∈K uWc(K) + uX11, um(e1+tδ)K ] = 2um(e1+(t+1)δ)K
in L(A)1/(|K| − 1) for each K ∈ Ω. By Lemma 5.20 the left hand side is equal to
(|K|+ 1)um(e1+(t+1)δ)K , which is equal to the right hand side in L(A)1/(|K| − 1).
(2) This is shown similarly. 
Proposition 5.22. For each x ∈ Q0 and t ∈ N, we have
um(ex+tδ) − um(ex) ∈
{
I(A) if ∆ 6= A1;
I(A)Z[2
−1] if ∆ = A1.
Proof. If x 6= 1,∞, then v = ex + tδ is a positive root with M(v) a regular module
and deg v = ex, and hence the statement holds by Proposition 5.18. Now let x = 1,∞.
First we consider the case that ∆ 6= A1. It is enough to show that um(ex+(t+1)δ) −
um(ex+tδ) ∈ I(A) by induction on t ∈ N0. This holds for t = 0 by definition of I(A).
Let t ≥ 1. By setting u :=
{
h12 if x = 1
h1p(1) if x =∞
we have um(ex+(t+1)δ) − um(ex+tδ) =
[um(ex+tδ) −um(ex+(t−1)δ), u] by Lemma 5.19. Since u ∈ L(A)1, the right hand side is in
I(A) by induction hypothesis. Next consider the case that ∆ = A1. Then by setting
u :=
{
−h1 if x = 1
h1 if x =∞
we have 2(um(ex+(t+1)δ)−um(ex+tδ)) = [um(ex+tδ)−um(ex+(t−1)δ), u]
for each t ≥ 1 by Lemma 5.21. This proves the remaining statement. 
5.d. Stability of Hall numbers. Let K ∈ Ω and X , Y ∈ indAK . If v := dimX +
dimY is a root of χ , then we set
b[X],[Y ] := (F
M(v)K
XY − F
M(v)K
Y X ) + (|K| − 1)Z ∈ Z/(|K| − 1)Z.
Note that in this case we have [u[X], u[Y ]] = b[X],[Y ]um(v)K ∈ L(A
K)/(|K|−1) and b[X],[Y ]
is uniquely determined by this property.
Proposition 5.23. Assume that ∆ 6= A1. Let K ∈ Ω, X ∈ indA
K , and x ∈ Q0. If
dimX ∈ Zδ, then for any t ∈ N we have
b[X],m(ex+tδ)K = b[X],m(ex)K .
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Proof. We have dimX = dδ for some d ∈ N. By Lemma 5.16 and Lemma 5.19 there
exists some xij ∈ Q0 \ {1,∞} such that u := uXKij − uXKi,j−1 satisfies um(ex+tδ)K =
[um(ex+(t−1)δ)K , u] for any t ∈ N. By Proposition 5.15 we have [u[X], u] = 0. Then
[u[X], um(ex+tδ)K ] = [u[X], [um(ex+(t−1)δ)K , u]]
= [[u[X], um(ex+(t−1)δ)K ], u] + [um(ex+(t−1)δ)K , [u[X], u]]
= b[X],m(ex+(t−1)δ)K [um(ex+(t−1+d)δ)K , u]
= b[X],m(ex+(t−1)δ)Kum(ex+(t+d)δ)K ,
which shows b[X],m(ex+tδ)K = b[X],m(ex+(t−1)δ)K . By repeating this we obtain the asser-
tion. 
When ∆ = A1, we have the following by Lemma 5.20:
Proposition 5.24. Assume that ∆ = A1. Let m ∈ N, K ∈ Ω, and X ∈ indA
K. If
dimX = mδ, then for each x ∈ Q0 = {1,∞} and each t ∈ N we have F
M(ex+mδ)K
X,M(ex)K
=
F
M(ex+(t+m)δ)K
X,M(ex+tδ)K
(= 1). Thus
b[X],m(ex+tδ)K = b[X],m(ex)K .
5.e. Hall polynomials.
Lemma 5.25. If M and N are preprojective A-modules, then there exists polynomials
ϕM∗,N(T ), ϕ
M
N,∗ ∈ Z[T ] such that
FM
K
∗,NK = ϕ
M
∗,N(|K|) and F
MK
NK ,∗ = ϕ
M
N,∗(|K|)
for all K ∈ Ω.
Proof. Since the class of preprojective A-modules are closed under submodules, the
images of homomorphisms between preprojective A-modules are again preprojective.
Noting this the statement can be shown by the same argument as in the step (4) of
the proof of [23, Theorem 1] if we replace the whole Auslander-Reiten quiver of A by
its preprojective component. The details are left to the reader. 
Proposition 5.26. If M and N are preprojective A-modules and S is a simple A-
module, then there exist Hall polynomials ϕMSN , ϕ
M
NS.
Proof. If dimM − dimN 6= dimS, then we can take ϕMSN = 0, ϕ
M
NS = 0. Assume that
dimM − dimN = dimS. Then since any A-module having dimension vector dimS is
isomorphic to S, we can take ϕMSN = ϕ
M
∗N and ϕ
M
NS = ϕ
M
N∗ by using Lemma 5.25. 
Recall that an algebra is called representation-directed if it is representation-finite
and its Auslander-Reiten quiver does not contain oriented cycles ([23]). By Corollary
3.13 an A-module X is non-sincere if and only if suppX is representation-directed
because the latter is equivalent to saying that suppX is representation-finite in our
case. Note that regular exceptional A-modules are non-sincere, for which we apply the
following later.
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Proposition 5.27. Let M and N be preprojective A-modules. If X is a non-sincere
A-module, then there exists a Hall polynomial ϕMXN .
Proof. Since X is non-sincere, suppX is representation-directed as explained above.
Noting that any A-module with dimension vector dimX is a module over suppX , the
assertion can be shown by the same argument as in the last step of the proof of [23,
Theorem 1]. For the benefit of the reader we outline the proof.
If dimM 6= dimX + dimN , then we can take ϕMXN = 0. Therefore we may assume
that dimM = dimX + dimN . We define ϕMXN by induction on dimX ∈ K0(A) (here
K0(A) is regarded as a poset by the order defined in Definition 1.5). If dimX = 0,
then we may take ϕMXN = 1. Assume dimX 6= 0. Let X =
⊕m
i=1X
(ti)
i be a direct
sum decomposition of X into pairwise non-isomorphic indecomposable A-modules Xi.
If m = 1, X is called homogeneous. Note that all Xi are modules over suppX and
regarded as vertices in the AR-quiver Γ of suppX . Since suppX is representation-
directed, we can regard the set Γ0 of vertices of Γ as a poset by defining an order as
follows: For x, y ∈ Γ, x is smaller than y if and only if there exists a path from x to y
in Γ. We may assume that X1 is minimal among all Xi in Γ0.
Case 1. X is non-homogeneous (i.e., m > 1). Let X ′; = X
(t1)
1 and X
′′ :=
⊕
i 6=1X
(ti)
i .
Then X = X ′ ⊕ X ′′, HomA(X
′′, X ′) = 0 and Ext1A(X
′, X ′′) = 0. We define ϕMXN as
follows.
ϕMXN :=
∑
V ∈V
ϕMX′V ϕ
V
X′′N ,
where V is a complete set of representatives of isoclasses of submodules V of M such
that dimV = dimX ′′ + dimN . Then all the terms on the right hand side are already
defined by the induction hypothesis because N, V,M are preprojective and X ′, X ′′ are
modules over suppX . Here we can show that ϕMXN is a Hall polynomial, i.e., that
ϕMXN(|K|) = F
MK
XKNK for all K ∈ Ω, by using the associativity of Hall multiplication
and the facts that HomA(X
′′, X ′) = 0 and Ext1A(X
′, X ′′) = 0.
Case 2. X is homogeneous. In this case we define ϕMXN as follows.
ϕMXN := ϕ
M
∗,N −
∑
U∈U
ϕMUN ,
where ϕM∗,N is the polynomial defined in Lemma 5.25, and U is a complete set of
representatives of isoclasses of modules U over suppX such that dimU = dimX and
U 6∼= X . Here we see that each U ∈ U cannot be homogeneous because if U is
homogeneous, the condition that dimU = dimX implies U ∼= X . Hence the right hand
side is defined by Case 1, and it is easy to see that this ϕMXN is a Hall polynomial. 
Dually we have the following.
Proposition 5.28. Let M and N be preinjective A-modules. If X is a non-sincere
A-module, then there exists a Hall polynomial ϕMNX . .
This proposition proves the following.
28 HIDETO ASASHIBA
Corollary 5.29. Let (x1, x2, . . . , xn) be a permutation of elements in ∆0 with x1 = 1
such that 0 6= [Fx1, Fx2 , . . . , Fxn ] ∈ g(∆). Set fi := δ − exi for all i = 1, . . . , n. Then
there exist Hall polynomials ϕ
M(f1+···+fi−1+fi)
M(f1+···+fi−1),M(fi)
for all i = 2, . . . , n. 
6. Proof of Main Theorem
In this section we prove our main result Theorem 4.4. First we show the following.
6.a. Claim. There exists a homomorphism
φ : g(∆)→ L(A)C1 /I(A)
C
such that φ(Ex) = εx, φ(Fx) = ζx, φ(Hx) = ηx for all x ∈ ∆0.
Indeed, it is enough to verify the following equations for all x, y ∈ ∆0:
[ηx, ηy] = 0 (6-1)
[εx, ζx] = ηx (6-2)
[εx, ζy] = 0, if x 6= y (6-3)
[ηx, εy] = axyεy (6-4)
[ηx, ζy] = −axyζy (6-5)
(ad εx)
1−axyεy = 0, if x 6= y (6-6)
(ad ζx)
1−axyζy = 0, if x 6= y (6-7)
(see (3-1) for axy).
Verification of (6-2). This follows from the construction of ηx’s.
Verification of (6-1).
Lemma 6.1. Let K ∈ Ω and (Tρ)ρ∈P1(K) the tubular family in modA
K . If X and Y
are indecomposable AK-modules contained in tubes Tρ and Tσ, respectively with ρ 6= σ,
then [uX , uY ] = 0 in L(A
K)/(|K| − 1).
Proof. First note that there are no nonzero homomorphisms between indecomposable
AK-modules contained in distinct tubes because the tubular family (Tρ)ρ∈P1(K) is stan-
dard (Definition 3.5 (2)). If there exists an exact sequence of the form
0→ Y
f
−→M
g
−→ X → 0
in modA with M indecomposable, then rankM = rankX + rankY = 0 shows that M
is contained in a tube Tλ (λ ∈ P
1(K)). But f 6= 0 and g 6= 0 shows that ρ = λ and
λ = σ, thus ρ = σ, a contradiction. Hence there are no exact sequence of this form.
By the symmetry of the argument the same statement still holds even if we exchange
X and Y . Hence [uX , uY ] = 0 in L(A
K)/(|K| − 1). 
For eachK ∈ Ω the lemma above shows that [uWc(K), uWc′(K)] = 0, [uWc(K), uXKij ] = 0,
[uXKij , uXKst ] = 0 for all c, c
′ ∈ K \ E∆, αij , αst ∈ Q1 with c 6= c
′ and i 6= s (see (3-4)).
It is trivial that [uWc(K), uWc(K)] = 0 for all c ∈ K \ E∆, and also by Proposition 5.15
we have [uXKij , uXKit ] = 0 for all αij , αit ∈ Q1 . Therefore we have [uX , uY ] = 0 for all
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indecomposable AK-modules X , Y with dimension vector δ and for all K ∈ Ω. Hence
by (4-2) and (4-4) we obtain the equation (6-1).
Verification of (6-3). Let x, y ∈ ∆0 with x 6= y. Assume that there exists an
indecomposable A-module M with dimM = dimSx + dimTy = ex + δ − ey. Then M
is an indecomposable module over its support algebra B := suppM = A/AeyA with
dimension vector w, where wz = 1 if z 6= x; and wz = 2 if z = x for all z ∈ ∆0 \ {y}. If
y = 1, then B is a hereditary algebra of Dynkin type ∆. Since w is a dimension vector
of an indecomposable B-module, we must have x =∞, a contradiction. Hence if y = 1,
then there exists no indecomposable A-modules of dimension vector dimSx + dimTy
, and we see that [εx, ηy] = 0. Assume next that y 6= 1. Then since w is a dimension
vector of an indecomposable B-module, ∆ is not of type An and also x = 1. In this
case we see [uSx, uTy ] = (q − 1)uM . Thus if we replace k with any K ∈ Ω, we have
[uSx, uTy ] = (|K| − 1)uM = 0 in L(A
K)/(|K| − 1). Hence in any case we have the
equation (6-3).
Verification of (6-6). Let x, y ∈ ∆0 with x 6= y.
Case 1. x, y are not neighbors in ∆. In this case 1 − axy = 1, and we have to show
[εx, εy] = 0. Now since x, y are not neighbors in ∆, there exist no indecomposable
A-modules of dimension vector dimSx + dimSy. This shows [εx, εy] = 0.
Case 2. x, y are neighbors in ∆. In this case 1 − axy = 2, and we have to show
[εx, [εx, εy]] = 0. If this is nonzero, then there exists an indecomposable A-module M
with dimM = 2dimSx + dimSy. But the support algebra of M is the algebra given
by the full subquiver of Q consisting of the vertices x, y, which is of type A2. Over this
algebra M is still indecomposable but dimM = (2, 1), which is impossible.
Verification of (6-7). Let x, y ∈ ∆0 with x 6= y.
Case 1. x, y are not neighbors in ∆. By the formula (3-2) we see
χ(dimTx + dimTy) = χ(2δ − ex − ey) = 2.
Hence there exist no indecomposable A-modules of dimension vector dimTx + dim Ty,
which shows that [ζx, ζy] = 0, as desired.
Case 2. x, y are neighbors in ∆. Again by the formula (3-2) we see
χ(2 dimTx + dimTy) = χ(3δ − 2ex − ey) = 7.
Hence similarly we have [ζx, [ζx, ζy]] = 0, as desired.
Verification of (6-4). Let x, y ∈ ∆0. Since χ(δ+ey) = 1, we have an indecomposable
A-module M = M(δ + ey). By Proposition 5.22 we have uM = εy.
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Case 1. y 6= 1, say y = xst for some s, t with t > 1. In this case we may assume that
M = (M(z),M(α))z∈Q0,α∈Q1 has the following structure:
M(z) =
{
k2 if z = xst;
k otherwise,
M(αij) =


(0, 1l) if (i, j) = (s, t− 1);(
1l
0
)
if (i, j) = (s, t);
−1l if (i, s, t) ∈ {(1, 3, 1), (2, 3, 1), (3, 2, 1)};
1l otherwise
because this gives an indecomposable A-module of dimension vector δ+ ey. Now since
socM ∼= S1 ⊕ Sy, and topM ∼= Sy ⊕ S∞, we have
FMSy,∗ = {N} = F
M
Sy,Xs,t−1
, and FM∗,Sy = {S} = F
M
Xst,Sy
for some N ∼= Xs,t−1 and S ∼= Sy. Therefore we have the following formula: For any
K ∈ Ω,
[uXKij , uSKxst ] =


uMK if (i, j) = (s, t);
−uMK if (i, j) = (s, t− 1);
0 otherwise; and
(6-8)
[uWc(K), uSKxst ] = 0 for all c ∈ K \ E∆
in L(AK)/(|K| − 1), where E∆ is as in (3-4).
Case 1.1. x 6= 1, say x = xij for some i, j. In this case ηx has the form (4-4).
Case 1.1.1. x = y. In this case axy = 2. By the formula (6-8) we have
[uXij , uSxij ] = uM
[uXi,j−1 , uSXij ] = −uM
Therefore [uXij − uXi,j−1 , uSxij ] = 2uM . This shows that [ηx, εy] = 2εy = axyεy.
Case 1.1.2. x 6= y and x, y are not neighbors in ∆. In this case axy = 0. Again by (6-8)
we have [uXij , uXy ] = 0 = [uXi,j−1 , uSy ]. Thus [ηx, εy] = 0 = axyεy.
Case 1.1.3. x 6= y and x, y are neighbors in ∆. In this case axy = −1, and x ∈
{xs,t−1, xs,t+1}. When x = xs,t−1, it follows from [uXs,t−1 , uSxst ] = −uM and [uXs,t−2, uSxst ] =
0 (by (6-8)) that [ηx, εy] = −εy = axyεy. When x = xs,t+1, it follows from [uXs,t+1, uSxst ] =
0 and [uXst , uSxst ] = uM that [ηx, εy] = −εy = axyεy.
Case 1.2. x = 1. In this case x 6= y and ηx has the form (4-2).
Case 1.2.1. x, y are not neighbors in ∆. Then axy = 0 and t ≥ 3. By (6-8) we have
[ηx, εy] = 0 = axyεy.
Case 1.2.2. x, y are neighbors in ∆. Then axy = −1 and t = 2. By (6-8) we have
[ηx, εy] = −εy = axyεy.
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Case 2. y = 1. In this case we may assume that M has the following structure:
M(z) =
{
k2 if z = 1;
k otherwise,
M(αij) =


(
1l
0
)
if (i, j) = (1, 1);(
0
1l
)
if (i, j) = (2, 1);
−
(
1l
1l
)
if (i, j) = (3, 1);
1l otherwise.
Then as easily seen for any K ∈ Ω we have
FM
K
X,SK1
=
{
1 if X ∼= Wc(K) (for some c ∈ K) or X
K
11;
0 otherwise.
FM
K
SK1 ,X
= 0 for all incecomposable X with dimX = δ. (6-9)
Case 2.1. x 6= 1, say x = xij . Then x 6= y and ηx has the form (4-4).
Case 2.1.1. x, y are not neighbors in ∆. In this case axy = 0 and j ≥ 3. By (6-9) we
have [ηx, εy] = 0 = axyεy.
Case 2.1.2. x, y are neighbors in ∆. In this case axy = −1 and x = xi2. By (6-9) we
have [uXi2, uS1] = 0 and [uXi1, uS1] = uM and hence [ηx, εy] = −εy = axyεy.
Case 2.2. x = 1. Then x = y = 1 and axy = 2. By (6-9) we have for any K ∈ Ω
[
∑
c∈K
uWc(K) + uXK11 , uSK1 ] = (|K|+ 1)uMK = 2uMK
in L(AK)/(|K| − 1). Therefore [η1, ε1] = 2ε1 = a11ε1.
Verification of (6-5). Set fx := δ − ex for all x ∈ Q0. First we show the following.
Lemma 6.2. For each x ∈ ∆0 we have um(fx+δ) = um(fx).
Proof. If x 6= 1, then fx+δ is a positive root of χA withM(fx+δ) a regular module, and
org(fx + δ) = fx. Hence the assertion holds by Proposition 5.18. Now let x = 1. First
we assume that ∆ is not of type An. We may assume that the module M := M(f1+ δ)
has the following structure:
M(z) =
{
k if z = 1;
k2 otherwise.
M(αij) =


(1, 0) if (i, j) = (1, 1);
(0, 1) if (i, j) = (2, 1);
−(1, 1) if (i, j) = (3, 1);
1lk2 otherwise.
(6-10)
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By looking at this structure we easily see that the following equalities hold:
um(f1+δ) = [um(e∞+δ),um(ex32 ),um(ex2,p(2) ),um(ex2,p(2)−1 ), . . . ,um(ex22 ),
um(ex1,p(1) ),um(ex1,p(1)−1 ), . . . ,um(ex12 )]; and
um(f1) = [um(e∞),um(ex32 ),um(ex2,p(2) ),um(ex2,p(2)−1 ), . . . ,um(ex22 ),
um(ex1,p(1) ),um(ex1,p(1)−1 ), . . . ,um(ex12 )].
Hence we have
um(f1+δ) − um(f1) = [um(e∞+δ) − um(e∞),um(ex32 ),um(ex2,p(2) ),um(ex2,p(2)−1 ), . . . ,um(ex22 ),
um(ex1,p(1) ),um(ex1,p(1)−1 ), . . . ,um(ex12 )]
is in I(A)C because so is um(e∞+δ) − um(e∞) by Proposition 5.22.
Finally a similar argument works also in the An case. 
Case 1. y 6= 1, say y = xij (i ∈ {1, . . . , r}, j ∈ {2, . . . , p(i)}). In this case ζy = um(fy)
and M(fy) is a regular exceptional module contained in a non-homogeneous tube Tρ.
Note that for each s ∈ {1, . . . , r} and t ∈ {2, . . . , p(s)} we have Xst ∈ Tρ if and only if
s = i. By Lemma 6.1 we have{
[uWc(K), um(fy)K ] = 0 ∀c ∈ K \ E∆; and
[uXKxt , um(fy)K ] = 0 ∀s ∈ {1, . . . , r} \ {i}, ∀t ∈ {2, . . . , p(s)}.
If s = i, then we can calculate the bracket [uXKit , um(fy)K ] in Tρ using (5-3) as follows.
[uXKit , um(fy)K ] =


−um(fy+δ)K if j = t;
um(fy+δ)K if j = t+ 1; and
0 otherwise.
Using this we now calculate [ηx, ζy].
Case 1.1. x = 1. For any K ∈ Ω, we have
[
∑
c∈K\E∆
uWc(K) + uXK11 + · · ·+ uXKr1, um(fy)K ] = [uXKi1 , um(fy)K ]
=


−um(fy+δ)K if j = 1 (i.e., y = 1, impossible)
um(fy+δ)K if j = 2 (i.e., y = xi2)
0 otherwise (i.e., y = xij , j ≥ 3)
= −axyum(fy+δ)K .
Hence we have [ηx, ζy] = −axyζy by Lemma 6.2.
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Case 1.2. x 6= 1, say x = xst(s ∈ {1, . . . , r} and t ∈ {2, . . . , p(s)}). Let K ∈ Ω. If
s 6= i, then axy = 0 and [uXKst − uXKs,t−1, um(fy)K ] = 0 = −axyum(fy)K . Thus in this case
we have [ηx, ζy] = −axyζy. Therefore we may assume that s = i.
[uXKst − uXKs,t−1, um(fy)K ] =


−um(fy+δ)K if j = t
um(fy+δ)K if j = t + 1
0 otherwise
+


−um(fy+δ)K if j = t− 1
um(fy+δ)K if j = t
0 otherwise
= −axyum(fy+δ)K .
Hence also in this case we have [ηx, ζy] = −axyζy by Lemma 6.2.
Case 2. y = 1. In this case ζ1 = −um(f1). Using the structure of M(f1 + δ) described
in (6-10) we can calculate Hall numbers as follows: For any K ∈ Ω
F
M(f1+δ)K
M(f1)KXKij
=
{
1 if j = 1;
0 otherwise.
F
M(f1+δ)K
M(f1)KWc(K)
= 1 for all c ∈ K.
Further since there are no nonzero homomorphisms from preinjectives to regulars, we
have
F
M(f1+δ)K
X,M(f1)K
= 0 for all indecomposable X with dimX = δ.
These enable us to calculate [ηx, ζ1].
Case 2.1. x = 1. In this case a11 = 2. For any K ∈ Ω we have
[
∑
c∈K
uWc(K) + uXK11 , um(f1)K ] = −(|K|+ 1)um(f1+δ)K = −2um(f1+δ)K
in L(AK)/(|K| − 1). Hence by Lemma 6.2 we have [η1, ζ1] = −a11ζ1.
Case 2.2. x, y are neighbors in ∆, i.e., x = xij with j = 2. In this case ax1 = −1. For
any K ∈ Ω we have
[uXKi2 − uXKi1 , um(f1)K ] = um(f1+δ)K .
Hence by Lemma 6.2 we have [ηx, ζ1] = −ax1ζ1.
Case 2.3. x, y are not neighbors in ∆, i.e., x = xij with j ≥ 3. In this case ax1 = 0.
For any K ∈ Ω we have
[uXKij − uXKi,j−1 , um(f1)K ] = 0.
Hence by Lemma 6.2 we have [ηx, ζ1] = −ax1ζ1. This finishes the proof of the claim.
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6.b. Injectivity of φ. We next show that φ : g(∆)→ L(A)C1 /I(A)
C is injective. Since
g(∆) is simple, it is enough to show that Imφ 6= 0. First we consider the case that
∆ 6= A1. In this case x12 exists, and we set e2 := ex12 , E2 := Ex12 for short. Then it
is enough to show that φ(E2) 6= 0, i.e., that um(e2) ⊗ 1C 6∈ I(A)
C, where 1C stands for
the identity 1 ∈ C. Denote by 1Q the identity 1 ∈ Q. Since the canonical isomorphism
(L(A)Q1 /I(A)
Q)C
∼
→ L(A)C1 /I(A)
C sends the coset of um(e2)⊗1Q to that of um(e2)⊗1C, we
have only to show that um(e2)⊗1Q 6∈ I(A)
Q. Assume that um(e2) = um(e2)⊗1Q ∈ I(A)
Q.
Then by definition of I(A) there exist a finite set J ⊆
⋃
n∈NQ
(n)
0 and an (ai)i∈J ∈ Q
J
such that um(e2) is expressed as a linear combination
um(e2) =
∑
i∈J
ai[um(ei(1)),um(ei(2)), . . . ,um(ei(ti−1)),um(ei(ti)+δ) − um(ei(ti))],
where we put i = (i(1), . . . , i(ti)) for all i ∈ J . Take an a ∈ N such that aai ∈ Z for all
i ∈ J . By renaming aai as ai, we have
aum(e2) =
∑
i∈J
ai[um(ei(1)),um(ei(2)), . . . ,um(ei(ti−1)),um(ei(ti)+δ) − um(ei(ti))],
with ai ∈ Z for all i ∈ J . We put
di :=
ti∑
j=1
ei(j) and e(i) := ei(ti)
for all i ∈ J . Then for each K ∈ Ω we have
aum(e2)K =
∑
i∈J
ai[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))K , um(e(i)+δ)K − um(e(i))K ]
=
∑
i∈J1
ai[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))K , um(e(i)+δ)K − um(e(i))K ]
+
∑
i∈J2
ai[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))K , um(e(i)+δ)K − um(e(i))K ],
in L(AK)/(|K|−1) where J1 := {i ∈ J | di ∈ Zδ+e2} and J2 := {i ∈ J | di 6∈ Zδ+e2}.
Here since L(AK)/(|K|−1) is a free Z/(|K|−1)-module with basis [indAK ] which is a
disjoint union of the subsets {[X ] ∈ [indAK ] | dimX ∈ Zδ + e2} and {[X ] ∈ [indA
K ] |
dimX 6∈ Zδ + e2}, we have
aum(e2)K =
∑
i∈J1
ai[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))
K , um(e(i)+δ)K − um(e(i))K ].
We can write di = siδ + e2 for some si ∈ Z. Now we have
[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))
K ]
{
∈ (Z/(|K| − 1)Z)um(di−e(i)) if χ(di − e(i)) ∈ {0, 1}
= 0 otherwise.
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Here,
χ(di − e(i)) = B(siδ + e2 − e(i), siδ + e2 − e(i))
= s2iB(δ, δ) + si{B(δ, e2 − e(i)) +B(e2 − e(i), δ)}+B(e2 − e(i), e2 − e(i))
= B(e2, e2)− {B(e2, e(i)) +B(e(i), e2)}+B(e(i), e(e))
∈ 2− {2, 0,−1} = {0, 2, 3}.
Hence χ(di−e(i)) ∈ {0, 1}⇔ χ(di−e(i)) = 0⇔B(e2, e(i))+B(e(i), e2) = 2⇔ e(i) = e2.
Therefore by putting J0 := {i ∈ J1 | e(i) = e2} = {i ∈ J | di ∈ Zδ + e2, e(i) = e2} we
have
aum(e2)K =
∑
i∈J0
ai[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))K , um(e2+δ)K − um(e2)K ].
For each i ∈ J0 set Ii := {[X ] ∈ [indA
K ] | dimX = siδ}. Then noting that di−e2 = siδ
for all i ∈ J0, we see for each i ∈ J0 and for each [X ] ∈ Ii there exists some bi,[X] ∈
Z/(|K| − 1)Z such that
[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))
K ] =
∑
[X]∈Ii
bi,[X]u[X].
Then
[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))K , um(e2+δ)K ] =
∑
[X]∈Ii
bi,[X][u[X], um(e2+δ)K ]
=
∑
[X]∈Ii
bi,[X]b[X],m(e2+δ)Kum(e2+(si+1)δ)K ,
and
[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))
K , um(e2)K ] =
∑
[X]∈Ii
bi,[X][u[X], um(e2)K ]
=
∑
[X]∈Ii
bi,[X]b[X],m(e2)Kum(e2+siδ)K .
Here by Proposition 5.23, we have b[X],m(e2+δ)K = b[X],m(e2)K for all [X ] ∈ Ii. Hence we
obtain
[um(ei(1))K , um(ei(2))K , . . . , um(ei(ti−1))
K , um(e2+δ)K−um(e2)K ] = ci(K)(um(e2+(si+1)δ)K−um(e2+siδ)K ),
where we put ci(K) :=
∑
[X]∈Ii
bi,[X]b[X],m(e2)K ∈ Z/(|K| − 1)Z. As a consequence, we
have
aum(e2)K =
∑
i∈J0
aici(K)(um(e2+(si+1)δ)K − um(e2+siδ)K ).
From this formula, it is easy to see that a = 0 in Z/(|K| − 1)Z for all K ∈ Ω. Hence
a = 0 in Z, a contradiction. Hence we must have um(e2) 6∈ I(A)
Q, and hence Imφ 6=0.
Also in the case that ∆ = A1, a similar argument works by Proposition 5.24 to show
that Imφ 6=0.
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6.c. Surjectivity of φ. We finally show that φ is surjective. It is enough to show
that ε∞ ∈ Im φ because L(A)
C
1 /I(A)
C is generated by {εx | x ∈ Q0} and we already
know that {εx | x ∈ Q0 \ {∞}} ⊆ Imφ by definition of φ. There exists a permutation
(x1, . . . , xn) of ∆0 such that [Fx1 , · · · , Fxn ] 6= 0 in g(∆) (see 1.a). Thus by 6.b we have
[ζx1, . . . , ζxn] 6= 0 in L(A)
C
1 /I(A)
C. Set fx := δ − ex = dimTx for all x ∈ ∆0 and note
that ∑
x∈∆0
fx =
∑
x∈∆0
(δ − ex) = (n− 1)δ + e∞. (6-11)
Since B(δ, e∞) = 1, B(e∞, δ) = −1 and B(e∞, e∞) = 1 we have χ((n− 1)δ + e∞) = 1.
Hence there exists a unique indecomposable A-module M with dimM = (n−1)δ+ e∞
up to isomorphisms. Hence we have
[ζx1, . . . , ζxn] = (c(K)u[MK ])K∈Ω
for some c(K) ∈ Z/(|K| − 1)Z for each K ∈ Ω. By Corollary 5.29, there exist Hall
polynomials
ϕ
M(fx1+fx2 )
M(fx1)M(fx2 )
, ϕ
M(fx1+fx2+fx3)
M(fx3 )M(fx1+fx2)
, . . . , ϕM
M(fxn )M(
Pn−1
i=1 fxi )
.
Therefore there is some c ∈ Z such that c ≡ c(K) (mod |K| − 1) for all K ∈ Ω.
Thus 0 6= [ζx1, . . . , ζxn] = cuM and we have c 6= 0. By Proposition 5.22, we have
uM = um(e∞) = ε∞. Hence ε∞ =
1
c
[ζx1, . . . , ζxn] ∈ Imφ.
As a consequence, φ : g(∆)→ L(A)C1 /I(A)
C is an isomorphism. 
7. Root spaces
In this section we prove Proposition 4.8.
7.a. Gabriel-Roiter submodules. We first recall the definitions of the Gabriel-
Roiter measure and of Gabriel-Roiter submodules (see Ringel [28] for details).
Definition 7.1. Let M ∈ modA and l the length of M .
(1) The Gabriel-Roiter measure µ(M) ∈ Q of M is defined by induction on l as
follows. If l = 0, then µ(M) := 0. If l > 0, then
µ(M) := max
M ′<M
µ(M ′) +
{
2−l if M is indecomposable;
0 otherwise,
whereM ′ runs through all proper submodules ofM (for the existence of this maximum
see [28, Section 1]).
(2) IfM is indecomposable andM ′ is an indecomposable submodule ofM with µ(M ′)
maximal, then we call M ′ a Gabriel-Roiter submodule (GR-submodule for short) of M
and the embedding M ′ →֒ M a Gabriel-Roiter inclusion (GR-inclusion for short).
(3) A monomorphism u is called mono-irreducible if (i) u is not a section, and (ii)
for every factorization u = u′′u′ with u′′ a monomorphism, either u′ is a section or u′′
is an isomorphism.
We cite the following from [28, Section 2].
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Proposition 7.2. (1) GR-inclusions are mono-irreducible.
(2) The cokernel of a mono-irreducible monomorphism between indecomposable A-
modules is indecomposable.
(3) Let Y be an indecomposable A-module with a GR-submodule X and let U be a
submodule of Y isomorphic to X. Then U is also a GR-submodule of Y , and hence
Y/U is again indecomposable by (1) and (2) above.
Lemma 7.3. Let Y be an indecomposable A-module with a GR-submodule X. If
dimY/X 6∈ Zδ, then FY∗,X = F
Y
Y/X,X .
Proof. It is enough to show that FY∗,X ⊆ F
Y
Y/X,X . Let U ∈ F
Y
∗,X . Then since Y ≥
U ∼= X , both Y/X and Y/U are indecomposable by the proposition above. But since
dimY/U = dimY/X 6∈ Zδ, we have Y/U ∼= Y/X . Hence U ∈ FYY/X,X . 
Proposition 7.4. Let Y be a preprojective indecomposable A-module with a GR-
submodule X. If dimY/X 6∈ Zδ, then there exists a Hall polynomial ϕYY/X,X = ϕ
Y
∗,X .
Proof. Since Y is preprojective, so is X . Then by Lemma 5.25 the polynomial ϕY∗,X
exists. By the lemma above we have ϕYY/X,X = ϕ
Y
∗,X . 
Proposition 7.5. Let X and Y be indecomposable preprojective A-modules. Assume
that X is a GR-submodule of Y . If rankY ≥ 2, then
(1) dim Y/X 6∈ Zδ; and
(2) There exists a Hall polynomial ϕYY/X,X .
Proof. Assume that rankY ≥ 2. Then ∆ is not of type An.
(1) Assume that dimY/X ∈ Zδ and set v := dimX − dimX(∞)δ. Then v∞ = 0,
X = M(v + sδ) and Y = M(v + tδ) for some s < t in N, and rankX = v1 = rankY .
For each r ∈ N we may assume thatM := M(v+rδ) has the following structure by [14,
Theorems 2, 3]: M(xij) = k
vxij+r for all xij ∈ Q0; M(α1j) has the form
[
1lvx1,j+1+r
0
]
for all 1 ≤ j ≤ p(1); M(α2j) has the form
[
0
1lvx2,j+1+r
]
for all 1 ≤ j ≤ p(2); M(α32)
has the form
[
0
1lr
]
; and M(α31) = −Zr, where Zr is the r-th enlargement (see [14,
Section 2] for the definition) of a matrix Z listed in [14, Theorem 3, Table 1] that is
determined by v not depending on r (only here we use the assumption that char k 6= 2).
For all r < r′ in N we can define a monomorphism f : M(v + rδ) → M(v + r′δ) by
setting fx :=
[
1lvx+r
0
]
for all x ∈ Q0, which we can regard the inclusion M(v+ rδ) →֒
M(v+r′δ). Now if t−s > 1, then we have strict inclusions of indecomposable modules
X = M(v + sδ) →֒ M(v + (s + 1)δ) →֒ M(v + tδ) = Y , which contradicts the fact
that the inclusion X →֒ Y is mono-irreducible (Proposition 7.2). Hence we must have
t = s + 1. Then a direct calculation shows that Coker f = Y/X has the following
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structure: (Y/X)(x) = k for all x ∈ Q0; and
(Y/X)(αij) =


0 if i = 1 and v1j = v1,j+1;
−1l if (i, j) = (3, 1);
1l otherwise
for all αij ∈ Q1. Since v1 = rankY ≥ 2, we see (Y/X)(α1j) = 0 for at least two distinct
values of j, which shows that Y/X is decomposable, a contradiction to Proposition 7.2.
Hence we must have dimY/X 6∈ Zδ.
(2) This follows from (1) by Proposition 7.4. 
7.b. Proof of Proposition 4.8. We will make full use of the following fundamental
facts on simple Lie algebras below: Let 0 6= x ∈ g(∆)α and 0 6= y ∈ g(∆)β for some
roots α, β of g(∆), and assume that α+β is a root of g(∆). Then 0 6= [x, y] ∈ g(∆)α+β .
First we show that Proposition 4.8 has a slightly stronger form for a positive root v
of χA with M(v) a regular module.
Lemma 7.6. Let M be a non-sincere indecomposable A-module. Then u[M ] ∈ L(A)1
and 0 6= φ−1(u[M ]) ∈ g(∆)degM .
Proof. We already know that u[M ] ∈ L(A)1 by Proposition 3.14. By induction on
dimM we show that 0 6= φ−1(u[M ]) ∈ g(∆)degM . Assume first that dimM = 1. Then
u[M ] = εx for some x ∈ Q0. If x 6= ∞ then 0 6= φ
−1(u[M ]) = Ex ∈ g(∆)ex = g(∆)degM
and the assertion holds. If x = ∞, then we know that ε∞ =
1
c
[ζx1, . . . , ζxn] for some
c ∈ Z× and for some permutation (x1, . . . , xn) of ∆0 as in the proof of surjectivity of
φ. Hence
φ−1(u[M ]) =
1
c
[Fx1 , . . . , Fxn ] ∈ g(∆)e∞−δ \ {0} = g(∆)degM \ {0},
and the assertion holds in this case. Assume next that dimM > 1. Then as in the
proof of Proposition 3.14 there is a non-sincere indecomposable A-module N (with
dimN = dimM − 1) and a simple A-module S such that u[M ] = ±[u[S],u[N ]] in any
case. Here 0 6= φ−1(u[S]) ∈ g(∆)deg S , and by the induction hypothesis 0 6= φ
−1(u[N ]) ∈
g(∆)degN . Since deg S + degN = degM is a root of g(∆) by Lemma 4.6, we have
0 6= φ−1(u[M ]) = ±[φ
−1(u[S]), φ
−1(u[N ])] ∈ g(∆)degM . 
Proposition 7.7. Let v be a positive root of χA. If M(v) is regular, then
(1) um(v) ∈ L(A)1 \ I(A);
(2) φ−1(um(v)) ∈ g(∆)deg v; and
(3) um(v+δ) = um(v).
Proof. There exists a unique regular exceptional module X such that v′ := dimX has
the property that v − v′ ∈ Zδ. Then deg v = deg v′ = deg(v + δ). By Proposition
5.18 both um(v) − um(v′) and um(v+δ) − um(v′) are in I(A). By Remark 5.13 we have
um(v′) ∈ L(A)1 because M(v
′) is non-sincere. Hence um(v),um(v′),um(v+δ) ∈ L(A)1 and
um(v+δ) = um(v) = um(v′). By the lemma above we have um(v) 6∈ I(A) and φ
−1(um(v)) =
φ−1(um(v′)) ∈ g(∆)deg v′ = g(∆)deg v. 
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Remark 7.8. The statements above clearly hold also for v = ex + tδ for all x ∈ Q0 and
t ∈ N0.
Proof of Proposition 4.8 in general. Let v be a positive root of χA. We have to
prove the following:
(1) um(v) ∈ L(A)
C
1 /I(A)
C;
(2) 0 6= φ−1(um(v)) ∈ g(∆)deg v; and
(3) Cu¯m(v+δ) = Cu¯m(v).
If both (1) and (2) are shown, then we have Cum(v) = φ(g(∆)deg v). Then the equality
deg(v+δ) = deg v proves the statement (3). Hence it is enough to show the statements
(1) and (2) by induction on dimM(v). Set M := M(v). If dimM = 1, then M is
non-sincere and both (1) and (2) hold by Lemma 7.6. Suppose next that dimM > 1.
Assume that both (1) and (2) hold for all positive root w of χA with dimM(w) <
dimM .
Case 1. M is regular. In this case the assertion is already proved in the previous
proposition.
Case 2. M is preprojective. If rankM = 1, then by looking at the structure of
M described in [14] it is easy to see that there exists an indecomposable maximal
submodule X ofM . Set S := M/X . Then X is also preprojective and rankX = 1. By
setting v′ := dimX we may write X =M(v′). Since rankS = rankM − rankX = 0, S
is a regular simple A-module, and has the form S = M(ex) for some x ∈ Q0 \ {1,∞}.
A direct calculation shows that u[M ] = [u[S],u[X]]. Thus um(v) = [um(ex),um(v′)]. By
the induction hypothesis we have um(ex),um(v′) ∈ L(A)
C
1 /I(A)
C and 0 6= φ−1(um(ex)) ∈
g(∆)deg ex , 0 6= φ
−1(um(v′)) ∈ g(∆)deg v′ . Hence um(v) ∈ L(A)
C
1 /I(A)
C and φ−1(um(v)) =
[φ−1(um(ex)), φ
−1(um(v′))] ∈ g(∆)deg v \ {0} because deg ex + deg v
′ = deg v is a root of
g(∆) by Proposition 4.6. Hence both (1) and (2) hold. Therefore we may assume that
rankM ≥ 2.
Let L be a GR-submodule of M and N := M/L. Then both L and N are in-
decomposable. Set v′ := dimL, v′′ := dimN . In this case L is also preprojec-
tive and L = M(v′). By Proposition 7.5 we have v′′ 6∈ Zδ and there exists a Hall
polynomial ϕMNL. Hence aum(v) = [um(v′′),um(v′)] for some a ∈ Z. Here both v
′
and v′′ are positive roots of χA with dimM(v
′), dimM(v′′) < dimM . Therefore
by the induction hypothesis, both (1) and (2) hold for v′, v′′. Then by the state-
ment (1) for v′, v′′ we have aum(v) = [um(v′′),um(v′)] ∈ L(A)
C
1 /I(A)
C, and by (2) for
v′, v′′ we obtain aφ−1(um(v)) = [φ
−1(um(v′′)), φ
−1(um(v′))] ∈ g(∆)deg v \ {0} because
deg v′′+deg v′ = deg v is a root of g(∆) by Proposition 4.6. Thus a 6= 0 and we finally
have both (1) and (2) for v.
Case 3. M is preinjective. The dual argument works to show the assertion. 
8. Example
8.a. Basis vectors. For ∆ = D5 we exhibit basis vectors of positive and negative
parts of L(A)C1 /I(A)
C ∼= g(∆) in the Auslander-Reiten quiver of A. The positive part
has 20 basis vectors: 15 vectors are in the preprojective component (Fig. 8.1) and 5
vectors are in the non-homogeneous tubes (Figs. 8.3 and 8.4). Similarly the negative
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Figure 8.1. 15 basis vectors in the preprojective component
part has also 20 basis vectors: 15 vectors are in the preinjective component (Fig. 8.2)
and 5 vectors are in the non-homogeneous tubes. In Fig 8.1 vectors corresponding to
indecomposable A-modules M are given by their degrees dimM − dimM(∞)δ (see
Definition 4.5), the broken lines stand for the Auslander-Reiten translation (from the
right to the left as usual); those with ∗ indicate that the transformations from the left
to the right are not given by the matrix Φ−1, whereas those without ∗ indicate that the
same transformations are given by Φ−1. Vectors that are not chosen as representatives
of basis elements are written in parentheses. The vectors in parentheses such that the
same appear already on their left show us the action of Φ−1 on dimPr (see 3.11). The
dual remarks work for Fig. 8.2. In Figures 8.3 and 8.4 the parallel arrows drawn by
double lines should be identified to form tubes.
Remark 8.1. In general the preprojective (resp. preinjective) component over a domes-
tic canonical algebra contains only basis vectors of the positive (resp. negative) part
because the dimension vector of each preprojective (resp. preinjective) module takes
the minimum (resp.maximum) value at the vertex ∞ (see Remark 4.7 for detail).
8.b. E8 case. By Proposition 4.8 (3) we see that if v is a positive root of χA, then
u¯m(v+δ) = rvu¯m(v) for some rv ∈ C
×. For a positive root v of χA with M(v) simple or
regular we know that rv = 1. Here we exhibit an example for ∆ = E8 showing that
this is not always the case.
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Figure 8.2. 15 basis vectors in the preinjective component
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Figure 8.3. Tube of rank 3
Let v =

 5 4 3 26 4 2 0
3

 ∈ K0(A). Then v is a positive root of χA (with M(v)
exceptional), and so are v+e∞ =

 5 4 3 26 4 2 1
3

 and deg(v+e∞) = v+e∞−δ =
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Figure 8.4. Tubes of rank 2

 4 3 2 15 3 1 0
2

. A direct calculation shows that [um(e∞),um(v)] = um(v+e∞) but
[um(e∞),um(v+δ)] = −um(v+e∞+δ). Hence we have rv+e∞ = −rv, and at least one of these
cannot be 1.
In the first version of this paper we assumed that I(A) contains the differences
um(v+tδ)−um(v) (namely we assumed that rv+(t−1)δ = 1) for all v withM(v) exceptional
and t ∈ N, and we found a serious error that L(A)C1 /I(A)
C = 0 in this case. The present
version corrects this error.
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