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density distributions on clauses of propositional logic, for which SAT has been analyzed previously and show that all these distributions are flat. We introduce the family of symmetric distributions which generalizes all these cases and show that bounded symmetric distributions on sets of clauses are iht. Therefore, none of these distributions make SAT into a distributional problem which is DistNP complete in the above sense. In other words, they do not capture the suspected inherent complexity of SAT, or DistNP completeness via deterministic reductions is too restricted a notion and one should consider randomized reductions instead. We also show that there are non-flat distributions for which SAT is polynomial on the average, but that this is due to particular choice of the size functions. Finally, Chvatal and Szemeredi have shown that for certain fixed size distributions (which are also flat) resolution is exponential for almost all instances. We use this to show that every resolution algorithm will need at least subexponential time on the average. In other words, resolution based algorithms will not establish that SAT with these distributions is in AverP. 
Introduction
In this paper we discuss the impact of the theory of Average Case Complexity (as originated by Levin and further developed in [Gur9l, Go188, BCGL92]) on the probabilistic analysis of the resolution method for solving SAT. We assume the reader is familiar with the Satisfiability Problem (SAT) of propositional logic. Recall that SAT is NP -complete. Resolution is a particular widely used algorithm to solve SAT.
The analysis of an algorithm with respect to probability distribution on its inputs consists of two major steps. First, randomness on the inputs is introduced by defining sequences (or families of sequences) of probability functions. Each probability functions in the sequence is defined on the set of inputs of a fixed size. Then one analyzes the algorithm as a random process. SAT has been analyzed in this way extensively. We shall paraphrase these results in section 4.
In Average Case Complexity the approach is different. Here, a probability functions is defined globally on all inputs together. A distributional problem is a problem together with a global probability distribution on all possible inputs. The main concern here are polynomial upper bounds and deterministic and randomized reducibility of distributional problems. Central notions here are the complexity classes AverP and DistNP and Distributional (Randomized) NP-completeness both for deterministic and randomized reductions. Gurevich introduced the notion of flat probability distributions. Assuming DEXPtime =f NEXPtime, he showed that no distributional problem with a flat distribution can be complete for DistNP for deterministic reductions. Many probability distributions have been studied for which SAT can be decided in average time polynomial in the input size. We shall use these results to conclude that SAT with these distributions is in A verP. It is a major open problem to find 'natural' probability distributions for which SAT is complete for DistNP.
In this paper we use notions of Average Case Complexity theory to shed some new light on the existing results concerning the probabilistic analysis of SAT. We interpret 'natural' distributions as to include those distributions for which SAT has been analyzed in the literature. We show that all of these distributions are flat, and therefore do not make SAT into a problem which is complete for DistNP. We propose a new family of 'natural' distributions on sets of clauses, the symmetric distributions, which include all the distributions discussed in the literature so far. Not all symmetric distributions are flat. Our Flatness Theorem 3.5 states that they are flat 2
In this paper we discuss the impact of the theory of Average Case Complexity (as originated by Levin and further developed in [Gur91, Go188, BCGL92] ) on the probabilistic analysis of the resolution method for solving SAT. We assume the reader is familiar with the Satisfiability Problem (SAT) of propositional logic. Recall that SAT is NP -complete. Resolution is a particular widely used algorithm to solve SAT.
In this paper we use notions of Average Case Complexity theory to shed some new light on the existing results concerning the probabilistic analysis of SAT. We interpret 'natural' distributions as to include those distributions for which SAT has been analyzed in the literature. We show that all of these distributions are flat, and therefore do not make SAT into a problem which is complete for DistNP. We propose a new family of 'natural' distributions on sets of clauses, the symmetric distributions, which include all the distributions discussed in the literature so far. Not all symmetric distributions are flat. Our Flatness Theorem 3.5 states that they are flat 2 provided they are bounded, Le. the size of the problem is polynomial in the number of propositional variables. Our main result, therefore, shows that a very large class of distributions fails to make SAT DistNP -complete for deterministic reductions, provided DEXPtime =/:. NEXPtime .
For those distribution for which SAT is in A verP this is not surprising. The known proofs of SAT being in AverP are based on probabilistic analyses of variations of the resolution method due to Goldberg and Purdom and Brown [BGP82, BP85, GoI79] . In contrast to this, Franco and Paul [FP83] found a probability distribution on the clauses for which a restricted form of resolution takes more than 2 vn steps for almost all instances. Chvatal and Szemeredi [CS88] strengthened this and have shown that for the same distribution resolution is exponential for almost all instances. This last result can be used to show that every resolution algorithm need at least subexponential time on the average. In other words, resolution based algorithms will not establish that SAT with these distributions is in AverP.
The paper is organized as follows. We first provide the reader with the necessary definitions and known results of Average Case Complexity Theory. In section 3 we define the family of symmetric distributions and the usual fixed density and fixed size distributions on sets of clauses. There are two main results: the fixed density and fixed size distributions are symmetric and flat and the Flatness Theorem for bounded symmetric distributions. In section 4 we discuss the average behaviour of resolution based algorithms. In the final section we draw our conclusions and suggest further research. 3 provided they are bounded, Le. the size of the problem is polynomial in the number of propositional variables. Our main result, therefore, shows that a very large class of distributions fails to make SAT DistNP -complete for deterministic reductions, provided DEXPtime =/:. NEXPtime .
The paper is organized as follows. We first provide the reader with the necessary definitions and known results of Average Case Complexity Theory. In section 3 we define the family of symmetric distributions and the usual fixed density and fixed size distributions on sets of clauses. There are two main results: the fixed density and fixed size distributions are symmetric and flat and the Flatness Theorem for bounded symmetric distributions. In section 4 we discuss the average behaviour of resolution based algorithms. In the final section we draw our conclusions and suggest further research.
Average Case Complexity
In this section we provide the necessary background for Average Case Complexity theory and the results developed in this paper.
Basic Definitions
First we make precise what we mean by the size of an input, and a probability function on the inputs. In this section we provide the necessary background for Average Case Complexity theory and the results developed in this paper.
Definitions 2.1 (i) Given a countable or finite set S and a function J-L :
S -+ [0,1] from S to the closed real interval. J-L is a probability density function (pf) on S if LXES J-L(x) = 1.
Basic Definitions
First we make precise what we mean by the size of an input, and a probability function on the inputs. The specific distributions which appear in this paper are easily shown to be polynomial time computable. For the treatment and results concerning FD, FS and symmetric distributions in general (d. 4) these restrictions on the set of distributions may safely be ignored. E w(n)n~= 00 then we say that w is a strongly regular weight-function and that the global randomization is strongly regular.
A local randomization together with a weight function defines an unique global randomization. In the rest of this paper we will consider only at least regular randomizations and weight functions. For polynomial average-bounds it does not make sense to consider non-regular randomizations. For a detailed discussion see [Gur91] and [Sha92] .
Probabilistic Bounds
In this subsection we will define various notions of bounds on a function T, measuring some resource like run-time or storage-size. For this purpose let S be an input set and let T : S -+ R+. We will also limit ourselves to bounding functions f that are strictly increasing. This restriction allows for more concise statements as well as the explicit use of inverse functions.
With respect to a local randomization we define two types of bounds: upper bounds on the expected run-time and upper and lower bounds that hold for almost all sufficiently large inputs. 
EjJn(T) = LxESn T(X)lln(X) is the expectation of T on inputs of size n with respect to Iln' We say that (i) f is an upper bound on the expectation of T if
(ii) f is a (local) upper bound in probability on T if
Results in probabilistic analysis of algorithms are usually expressed with this types of local bounds on T.
For Average Case Complexity Theory we present here a definition of at most f on the average that was developed in [BCGL92, Sha92] . In the rest of this paper we will consider only at least regular randomizations and weight functions. For polynomial average-bounds it does not make sense to consider non-regular randomizations. For a detailed discussion see [Gur91] and [Sha92] .
Probabilistic Bounds
EjJn(T) = LxESn T(x)lJn(x) is the expectation of T on inputs of size n with respect to IJn' We say that (i) f is an upper bound on the expectation of T if
For Average Case Complexity Theory we present here a definition of at most f on the average that was developed in [BCGL92, Sha92] . 
E lJn (T(x»:5 fen) => T E AUB(f).
(ii) If f is a concave function then: T E AUB(f) => ElJn(T(x)) :5 fen).
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In both cases the reverse direction is not necessarily true.
Proof. Follows from Jensen's inequality, cf [Bre68] .
The following theorem is from [Sha92] . 
Proof. Since 9 is strictly increasing is suffices to show that Applying Markov's inequality to the (strictly positive) random variable g-l(T(x» we derive for every n E N+ :
together with the assumptions in the hypothesis gives the desired result. I
The theorem remains true if Pr~n {T( x) > f( n)} is bounded away from zero.
The condition on 9 which is implied by the divergence of the sum cannot be relaxed. For a detailed discussion see [Sha92, MS92] .
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The condition on 9 which is implied by the divergence of the sum cannot be relaxed. For a detailed discussion see [Sha92, MS92] . (i) If w is regular then there exists 0 < e < 1 so that T ¢ AUB(f(n e ».
(ii) If w is strongly regular then for every 0 < £ < 1 we have T ¢ AUB(f(n e ».
Proof. For regular w let c> 1 be a constant so that for all n E N+ :
By theorem 2.9 we conclude that T ¢ AU B(g).
For strongly regular weight functions let 0 < e < 1 and g(n) = f(n e ).
Then the general term in the above sum evaluates to w(n)n<:-I) and by the definition of strongly regular the sum diverges.
I
For strongly regular function it can be shown that the statement in the e corollary is optimal. That is if h >--n for every 0 < e < 1 then f( h( n» is an average upper bound on T . For regular weight functions it is possible to derive slightly larger functions g that are not average upper bounds on T.
For example, with everything as in the first part of the proof, f( n e log n) is still not an average upper bound for T. But the real limitation in increasing g is the n e term, which is impossible to increase and which depends only on the weight function. (If w( n) = n-c then e has to be smaller or equal to ~, otherwise the sum will converge.) So the basic result, that it is sufficient to take a root of the argument before applying f to derive a function g that is not an average upper bound, remains the same.
If we are free to choose the weight function we can derive functions that are not an average upper bound and are very close to the bound with probability one. To prove this all we have to do is to construct a sufficiently large weight function, which is exactly what we do in the following proposition. (i) If w is regular then there exists 0 < e < 1 so that T ¢ AUB(f(n e ».
By theorem 2.9 we conclude that T ¢ AU B(g).
Then the general term in the above sum evaluates to w(n)n<:-l) and by the definition of strongly regular the sum diverges.
For strongly regular function it can be shown that the statement in the corollary is optimal. That is if h >--n e for every 0 < e < 1 then f( h( n» is an average upper bound on T . For regular weight functions it is possible to derive slightly larger functions g that are not average upper bounds on T.
For example, with everything as in the first part of the proof, f( n e log n) is still not an average upper bound for T. But the real limitation in increasing g is the n e term, which is impossible to increase and which depends only on the weight function. (If w( n) = n-c then e has to be smaller or equal to~, otherwise the sum will converge.) So the basic result, that it is sufficient to take a root of the argument before applying f to derive a function g that is not an average upper bound, remains the same.
If we are free to choose the weight function we can derive functions that are not an average upper bound and are very close to the bound with probability one. To prove this all we have to do is to construct a sufficiently large weight function, which is exactly what we do in the following proposition. ( <8,1'> ,g ).
Proof. Define a new function 6 on a E R+ by:
a By theorem 2.9 it is sufficient to construct a weight function w so that L 00 w(n)6(n) = 00 .
n=1
We assume without loss of generality that e5 is strictly positive and differentiable in R+. Denote the derivative by 6' and define w by:
To verify that w is indeed a weight function we have to show that its sum converges. This can be done by bounding the sum with an appropriate integral as follows:
On the other hand the sum over w( n )e5(n) diverges:
The major problem in Average Case Complexity is the study of distributional problems which are in DistNP , the analogue of NP , in particular finding distributional problems which are complete for DistNP. In this context Y. Gurevich Proof. Define a new function 6 on a E R+ by:
a By theorem 2.9 it is sufficient to construct a weight function w so that 00 L w(n)6(n) = 00 .
To verify that w is indeed a weight function we have to show that its sum converges. This can be done by bounding the sum with an appropriate integral as follows: Here the regularity condition on weight functions is not strictly essential.
All that is needed is that for some c > 0 w( n) 2: 2-
The motivation for introducing the notion of flatness is given by the following theorem. (
ii) If w is regular and J. I. is globally flat, then the sequence J.l.n is locally flat.
Proof. The proof of both directions is immediate from the definitions. We show only the proof of the second part. As w is regular we have for some 
I
Here the regularity condition on weight functions is not strictly essential.
The motivation for introducing the notion of flatness is given by the following theorem. 
Distributions on Sets of Clauses
We assume the reader is familiar with the Satisfiability Problem We look at SAT in the particular representation of clauses which are finite sets of literals. A literal is a boolean variable x or a negation of a boolean variable, written as --.x.
Definitions 3.1 (CNF and CNFT) (i) Let V be any (finite or infinite countable) set of boolean variables. A literal over V is either v or --.v where v E V . (ii) A clause C over V is a finite set of literals so that for no variable v both v and --.v occur in C. We denote the set of all clauses over V by CL(V ). (iii) CNF is the set of all finite subsets of CL(V ). (iv) CNFT is the set of all finite ordered tuples over CL(V ).
A truth assignment is a mapping z that assigns 0 or 1 to each variable in its domain. For each variable x we define z( --.x) = 1-z( x). A truth assignment z satisfies a clause C iff z(I) = 1 for at least one literal I E C; the assignment satisfies a family :E of clauses iff it satisfies every clause in :E. A CNF (or CNFT ) instance :E is called satisfiable if it is satisfied by at least one truth assignment; other wise it is called unsatisfiable.
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It should be noted that the theorem is not true, if we allow randomizing reductions. For several NP -complete problems (including BoundedHalting) there are known fiat, in fact almost uniform, randomizations for which the corresponding distributional problems are DistNP -complete for randomizing reductions.
We shall use theorem 2.14 to argue that SAT is not DistNP complete for deterministic reductions. This does not imply that the problem is easy on the average as is shown by the following result from Corollary 1 to Theorem 3 in [BCGL92] 
Distributions on Sets of Clauses
Definitions 3.1 (CNF and CNFT) (i) Let V be any (finite or infinite countable) set of boolean variables. A literal over V is either v or --.v where v E V . (ii) A clause C over V is a finite set of literals so that for no variable v both v and --.v occur in C. We denote the set of all clauses over V by CL(V ). (iii) CNF is the set of all finite subsets of CL(V ). (iv) CNFT is the set of all finite ordered tuples over CL(V ).
A truth assignment is a mapping z that assigns 0 or 1 to each variable in its domain. For each variable x we define z( --.x) = 1-z( x). A truth assignment z satisfies a clause C iff z(I) = 1 for at least one literal I E C; the assignment satisfies a family :E of clauses iff it satisfies every clause in :E. A CNF (or CNFT ) instance :E is called satisfiable if it is satisfied by at least one truth assignment; other wise it is called unsatisfiable. 
Symmetric Distributions
Flat distributions are very common and Gurevich gives in [Gur91] some examples for flat distributions on graphs. In theorem 3.5 we show a broad class of randomizations for tuples of clauses, in short CNFT , which are flat. This class consists of all randomizations for CNFT so that:
• The randomization assigns equal probability to CNFT -instances that differ only by the substitution of a literal with it's negation consistently in all clauses.
• The size of the CNFT -instance is bounded by a polynomial in the number of distinct variables occurring in it. Note that we can solve CNFT -instances for which this does not hold in subexponential time.
This restrictions seem entirely reasonable and so theorem 3.5 gives strong evidence for the prominence of flat randomizations for SAT. 
1/"(E) is structurally the same as E but for some variables V n E V the literals V n and -'V n are ezchanged.
(iii) If for Et, E 2 E CNFT there exists a 11" E n such that E 1 = 1I"(E z ) we say that E 1 and E z are negation-symmetric.
(iv) For E E CNFT we define the symmetry-class ofE by [E]n = {1I"(E):
11" E il}.
The randomizations we have in mind are those that consists of (some subset of) CNFT as input set and a pC that assigns the same probability to negation-symmetric CNFT -instances. Exchanging literals with their negation throughout a CNFT-instances is a restricted form of renaming variables. Of course randomizations that are invariant under general renaming are equally natural but so far we have not been able to derive a stronger results for this slightly more restricted class of randomizations. 
This restrictions seem entirely reasonable and so theorem 3.5 gives strong evidence for the prominence of flat randomizations for SAT. For a clause C E C L(V) we set 11"(C) = {1I"(I) : I E C} and for E =< C lI ... , C n >E CNFT we set 1I"(E) =< 1I"(C 1 ), ... , 1I"(C n ) >.
(iii) If for Ell E 2 E CNFT there exists a 11" E n such that E 1 = 1I"(E 2 ) we say that E 1 and E 2 are negation-symmetric.
The randomizations we have in mind are those that consists of (some subset of) CNFT as input set and a pf that assigns the same probability to negation-symmetric CNFT -instances. Exchanging literals with their negation throughout a CNFT-instances is a restricted form of renaming variables. Of course randomizations that are invariant under general renaming are equally natural but so far we have not been able to derive a stronger results for this slightly more restricted class of randomizations. In order to continue we need to know the size of the symmetry-classes [E]n.
Proposition 3.4 For E E CNFT let var(E) denote the number oj distinct variables appearing in E. Then I [E]n 1= 2 var (E).
Proof. Since n is a subgroup of the permutation group on V it is sufficient to show 1I"(E) # E for every 11" E n that changes at least one of the variables in E. To see this let E =< G I , . .. , C n >E CNFT, 11" E n and x a variable in E so that 11"( x) = -,x. Without loss of generality we may assume that for
contradicting the restriction that a clause does not contain a variable and its complement. Since there are exactly 2 var (E) different 11" E n that fit the conditions above the proposition follows.
I
We can now state and proof our main theorem about negation-symmetric randomizations.
Theorem 3.5 (Flatness Theorem) Let S ~ GNFT and let < Sn, Il-n >
be a local mndomization oj S which is negation-symmetric invariant. IJ there is a constant c E N+ such that Jor all E E S the number oj clauses in
E is bounded by var(E)C than < Sn,Jl-n > is locally flat.
Proof. Let n E N+ and E E Sn. Since S is the union of some symmetryclasses [E]n C S and since all instances in a symmetry class have the same number of clauses and so also the same size we have [E] n ~ Sn' Combining this with var(E) ~ n~ we can get a bound on Il-n(E) as follows:
Therefore: In order to continue we need to know the size of the symmetry-classes [E]n.
Proposition 3.4 For E E CNFT let var(E) denote the number oj distinct variables appearing in E. Then I [E]n 1= 2 var (E).
I
Theorem 3.5 (Flatness Theorem) Let S~GNFT and let < Sn, Il-n > be a local mndomization oj S which is negation-symmetric invariant. IJ there is a constant c E N+ such that Jor all E E S the number oj clauses in E is bounded by var(E)C than < Sn,Jl-n > is locally flat.
Proof. Let n E N+ and E E Sn. Since S is the union of some symmetryclasses [E]n C S and since all instances in a symmetry class have the same number of clauses and so also the same size we have [E] n~Sn' Combining this with var(E)~n~we can get a bound on Il-n(E) as follows:
var (E) Iln(E)~2 nc Il-n(E) .
Therefore: 
Fixed Density Distribution
The following distributions were studied in [BGP82, BP85] . 
in M. Let Pv,t,p be the probability function on matrices of dimension 2v xt given by Pv,t,p(M) =p'(M),(1_p)2vt-I(M).
That is for every entry in the matrix we use a p-biased coin to decide its value.
(ii) Now, let p : N+ -+ [0,1] and t : N+ -+ N+ be functions such that p(n) ~ 
1/2 and t is non-decreasing. The function p specifies the dependency of the probability that an entry is non-zero from the number of variables v. Similarily t specifies the dependency of the number of clauses. Let S(t) be the set of all boolean 2v x t(v) matrices M and S(t)n be the set of matrices with n = 2vt(v). Note that for valuse of n for which the above equation does not have a solution v E N+ so that n = 2vt(v) S(t)n is empty. A Fixed-density (FD) -randomization is given by <S(t)n,JLn(t,p» with JLn(t,p)(M) = p(v)'(M). (1-p(v))n-I(M), where v is the solution to n = 2vt(v).
We check these distributions now for flatness. Clearly, they are negationsymmetric. But the number of clauses is not necessarly bounded by a polynomial in the number of variables. So this is not sufficient to make them flat. However we can check for flatness also directly which gives the following proposition.
Theorem 3.8 (i) A FD-distribution < S(t)n,JJn(t,p) > is locally flat iff
there is a k E N+ such that for all sufficiently large n E N+ 
Fixed Density Distribution
in M. Let Pv,t,p be the probability function on matrices of dimension 2v xt given by Pv,t,p(M) =p/(M),(1_p)2vt-/(M).
That is for every entry in the matrix we use a p-biased coin to decide its value.
(ii) Now, let p : N+ -+ [0,1] and t : N+ -+ N+ be functions such that
p(n)~1/2 and t is non-decreasing. The function p specifies the dependency of the probability that an entry is non-zero from the number of variables v. Similarily t specifies the dependency of the number of clauses. Let S(t) be the set of all boolean 2v x t(v) matrices M and S(t)n be the set of matrices with n = 2vt(v). Note that for valuse of n for which the above equation does not have a solution v E N+ so that n = 2vt(v) S(t)n is empty. A Fixed-density (FD) -randomization is given by <S(t)n,JLn(t,p» with JLn(t,p)(M) = p(v)/(M). (1-p(v))n-/(M), where v is the solution to n = 2vt(v).
We check these distributions now for flatness. Clearly, they are negationsymmetric. But the number of clauses is not necessarly bounded by a polynomial in the number of variables. So this is not sufficient to make them flat. However we can check for flatness also directly which gives the following proposition. Proof. Note that The second part follows easily from the definitions.
I
Theorem 3.8 shows that the flatness of FD-distributions is quite sensitive to the size function. If the size function measures the lengths of the clauses rather than the dimension of the matrix, then all FD-distributions are flat. (ii) Let S be the set of finite subsets of C with size function defined by lEI = number of clauses in E. • GN is the empty clause.
Fixed Size Distributions
Straightforward induction on k shows that every truth assignment satisfying E must satisfy each Gkj since no truth assignment satisfies the empty clause GN, it follows that E is unsatisfiable. For this reason, the sequence Gil G 2 ,.·., GN is called a resolution proof of unsatisfiability of E. Resolution seemingly was first proposed by L. Lowenheim in 1908. For an historic discussion one should consult [CS88] . By the resolution complexity of an unsatisfiable family E of clauses, we mean the smallest N such that there is a resolution proof G t , G2,"" GN of unsatisfiability of E. We define Tre,,(E) to be the resolution complexity of E, if E is unsatisfiable and T,.e,,(E) = 0 otherwise.
Complexity of Resolution
Worst case analysis of the resolution method was initiated by G.S. Tseitin [Tse68] , who showed that a slightly restricted method which he called regular resolution has resolution complexity at least 2 0 (vn). A. Haken [Hak85] proved that resolution complexity is at least 2 0 ( ~. A.Urquhart [Urq87] , using an idea of [Tse68] and [Gal77] , showed that resolution complexity is at least 2 0 (n). The constant in [Gal77] for regular resolution was not given and later estimated to be around 501~' Makowsky calculated a constant to 
I
Resolution is a particular widely used algorithm to solve SAT. We follow [CS88] for notation and an historic account.
If A, B are clauses and x is a variable such that x E A and oX E B, the the clause (A -{x} )U (B -{oX } ) is called a resolvent of A and B. Obviously, every truth assignment satisfying both A and B satisfies all their resolvents. Now let E be a family of clauses and G t , G 2 , ••• , GN be a sequence of clauses such that
• each Gk belongs to E or is a resolvent for some Gi, Gj such that i, j < kj
• GN is the empty clause.
Complexity of Resolution
Worst case analysis of the resolution method was initiated by G.S. Tseitin [Tse68] , who showed that a slightly restricted method which he called regular resolution has resolution complexity at least 2 0 (vn). A. Haken [Hak85] proved that resolution complexity is at least 2 0 (~. A.Urquhart [Urq87] , using an idea of [Tse68] and [Gal77] , showed that resolution complexity is at least 2 0 (n). The constant in [Gal77] for regular resolution was not given and later estimated to be around 501~' Makowsky calculated a constant to be around ~1' cf. [Mak80] , and for the details [Mo82] . This also applies to Urquhart's result.
Goldberg [GoI79] showed that for certain FD-distributions SAT can be decided in expected polynomial time. In contrast to this, Franco and Paul [FP83] showed that for certain FS-distributions a restricted form of resolution takes more than 2~ steps for almost all instances. Chvatal and Szemeredi [CS88] have shown that for the same distribution resolution is exponential for almost all instances. This is by far the strongest lower bound result, and we will restate it in our terminology in 4.3.
Distributions for which SAT is Polynomial
We first review some results collected in [BP85] .
The results here are based on a modified Davis-Putnam-Procedure to test satisfiability of clauses, which we call D P p.. The exact algorithm is irrelevant for our discussion, as it is a special case of resolution. 
IJ(X) = LailJi(X) .
i=l 18 be around~1' cf. [Mak80] , and for the details [Mo82] . This also applies to Urquhart's result. Goldberg [GoI79] showed that for certain FD-distributions SAT can be decided in expected polynomial time. In contrast to this, Franco and Paul [FP83] showed that for certain FS-distributions a restricted form of resolution takes more than 2~steps for almost all instances. Chvatal and Szemeredi [CS88] have shown that for the same distribution resolution is exponential for almost all instances. This is by far the strongest lower bound result, and we will restate it in our terminology in 4.3.
Distributions for which SAT is Polynomial
The results here are based on a modified Davis-Putnam-Procedure to test satisfiability of clauses, which we call D P p.. The exact algorithm is irrelevant for our discussion, as it is a special case of resolution. The following result shows that the condition on 0 cannot be relaxed too much in the above theorem. The algorithm is a version of the DPP with splitting that exploits mainly the existence of pure-literals. We note that this algorithm too is a special case of resolution.
Theorem 4.5 can also be used to derive average upper lower bounds for The following result shows that the condition on 0 cannot be relaxed too much in the above theorem. The algorithm is a version of the DPP with splitting that exploits mainly the existence of pure-literals. We note that this algorithm too is a special case of resolution.
Theorem 4.5 can also be used to derive average upper lower bounds for T re ,,:
Theorem 4.7 Let < Sn(0, k), /-'n > be a local randomization that meets the condition of theorem 4.5.
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(i) Let <S,p> be strongly regular and compatible to. <Sn(a,k),lSn>'
Then for every 0 < e < 1 T rea ¢ AUB( <S,p> ,2 n ).
(ii) Let g : R+ --+ R+ be a function so that g(n)/n --+ O. Then there exists a global randomization < S, IS > compatible to < Sn(a, k), pn > so that:
Proof. (i) Use theorem 4.5 and corollary 2.10.
(ii) Use theorem 4.5 and proposition 2.11.
I
Since any resolution-based algorithm A has TA ~ T re • every such algorithm has run-time greater than subexponential on the average. Theorem 4.6 is too weak to be converted into an average case result. 
Conclusions and Further Research
We have addressed the question of how to choose 'natural' distribution for the average complexity of SAT. We have examined· the FD and FS distributions and proposed a generalization, the symmetric distributions. The average complexity of SAT (or rather of the resolution based algorithms for SAT) differ dramatically for those distributions. Assuming that DEXPT 1: NEXPT, we have shown that for no bounded symmetric distribution IS < S, S AT, IS > is DistNP-complete for deterministic reductions.
If we suspect that SAT is inherently hard on the average, then this means that either bounded symmetric distributions do not display this inherent hardness, or that DistNP-completeness for deterministic reductions is a property too weak to capture the inherent average complexity of SAT. In
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I
Since any resolution-based algorithm A has TA~T re • every such algorithm has run-time greater than subexponential on the average. Theorem 4.6 is too weak to be converted into an average case result. 
Conclusions and Further Research
If we suspect that SAT is inherently hard on the average, then this means that either bounded symmetric distributions do not display this inherent hardness, or that DistNP-completeness for deterministic reductions is a property too weak to capture the inherent average complexity of SAT. In our opinion bounded symmetric distributions are so natural that we incline to the latter.
We have left open the case of non-flat symmetric distributions. We have shown that symmetric distributions which are not flat, are necessarily not bounded. If an instance violates flatness, it has many clauses over view variables. In other words, there are good reasons to think it will not be satisfiable. We suspect that this could be exploited to prove the following conjecture: 
