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INTRODUÇJIO i. 
O presen"!:e trabalho trata do estudo das desigualdades·· entre 
valores superiores de deriv~das sucessivas e de uma aplicação des 
tes resultados ·a problemas de movimento. 
Este estudo teve ·inicio em 1913 com o seguinte resultado de 
Laridau. ( [4]); ·"se ·f é uma função definida na reta que admite de 
rivada segunda e satisfaz as.condições 
suplf(x) I~ 1 e suplf"(x) I < 8 
entao 
" supl f' (x) I ~ 4: 
v 
Posteriormente Silov extendeu este teorema de Landau obtendo 
limitações das derivadas de primeira e segunda ordem quando a f~ 
ção e a derivada de terceira ordem fossem limitadas e também limi 
tações das derivadas de primeira, segunda e tercei~a ordem quando 
a função e a derivada de quarta ordem fossem limita~as. 
Finalmente, em 1937 A. Kolmogorov resolveu o problema no ca 
so geral. Para enunciar o resultado de Kolmogorov, vamos precisar 
fixar o seguinte: se f é umq função definida na reta que admite 
derivadas áté a ordem n façamos 
11 til supl f(x) I , Mn ~ 11 f(n) 11 ~ supl f(n) (x) I 
' 
1'\ ~ llf(k)ll ~ suplf(k) (x) I , O <k <n. 
o resultado de Kolrnogorov é então a seguinte desigualdade 
r-( In 
n 
i L 
onde Cnk é urna constante que. depénde· de n 'e k ·mas nao da função f. 
Apresentamos neSta dissertação, duas formas de se chega:ç a de . 
sigualdade de Kolmogorov. 
·Em ambas, comparamos (no sentido de ·comparar- á.s normas). a fun 
ção com certas funÇÕes especiais cujas normas de quaisquer- de suas 
de~ivadas são conhecidas. 
De um modo,_ usam.:..se como têrmos de rorrparaçao as funções ·Spline àe . 
. ·Euler. Do outro modo usam-se certas_ funções ge;radas por sérles de 
Fourier de senos. 
Assim, no primeiro cápítulo introduzimos as funções spline de 
Euler. As funções'splines são aquelas cujas restrições a interva 
los v < x < v + 1 (v = ••• - 2, -1 , O , 1, 2 , ... ·) . são po.linÓ~ios. A fuE_ 
- -çao e di ta· de grau n se os polinomios forem de grau ~ n. Por outro 
lado, as funções splines são univocamente determinadas por seus va 
lores nÓs inteiros e por serem limitadas. Em especial as funções 
Euler spline Çn(x} se çaractirizam como funções splines que tem 
as propriedades 
~() (-1)v 
'n v ~ e li< (vlll ~ 1 • n 
Atravez das funções Euler spline e de algumas fórmulas de di 
ferenciação provaremos o teorema de Landau, isto é desigualdade de 
Kolmogorov para n = 2, e o primeiro teorema de Silov, isto é a de 
sigualdade de Kolmogorov para n = 3. 
~ 
A _demonstração do teorema de Silov (n=3) apesar de utilizar 
o mesmo método de demonstração, devido a Schoemberg, do teorema 
de Landau (n=2) é bastante complicada. Esta complicação aumenta a 
iii. 
medida que o número de derivadas envolvidas também aumenta. Por 
esta razão nos limitamos a usar o método das funções Euler splines 
somente para derivadas de segunda e terceira ordem. o caso geral, 
que sera tratado no capítulo 3, será demonstrado pelo método ori 
ginal de Kolrnogorov. 
N9 29 capítulo-, faremoS urria apl~cação ao estudo do movimento 
de uma partícula no plano complexo. Seja f(t) = u(t) + i v{t) o 
movimento de uma partículá., f' (t) sua velocid_ade e f" {t.) sua ace 
leraç.ão. Usando-se o teorema de Landa·u conclui-se que se )) f)) < 1 
e lf"ll ~ 8 então llf'~ ~ 4. A condição 'lltll <·1 implica que o movi 
menta ocorre sobre o círculo unitário )z] < 1. Em seguida pass~ 
remos a considerar sobre o anel r .::; ) z L < 1 um movimento f
0 
.( t) que 
percorre um arco de parabola 7r inscrito neste anel. Veremos que o 
movimento f
0 
(t) é tal que se f (t) é outro movimento com ))f")] ~ ))f~)) 
então tem-se 11 f' 11 < ~f~ll· Atrávez deste movimento f (t) o definire 
mos a "constante de Landau" que permitirá extender os resultados 
obtidos para o círculo unitário·e o anel para conjuntos limitados 
e conexos do plano. O resultado que obteremos e o seguinte: se D 
é o diametro de um conjunto limitado e conexo e se 11 til < D e 
I f"ll ~ K então teremos 11 f' 11 < D 112 K 1/ 2 • 
No 39 Capítulo apresentaremos a demonstração do teorema de 
Kolmogorov. Na realidade demonstraremos muito mais. Demonstrare 
mos que a condição necessaria e suficiente para que uma térna de 
números (M0 , Mk, Mn) 
ordem n, tal que 11 f I 
corresponda uma função f(t) 1 derivável até a 
e llf(n) 11 = é que 
i v. 
< C M1-k/n 
nk o 
r_.{-/n 
n 
A demonstração é feita por indução sobre a ordem n, ·da última de 
rivada e sobre a ordem k da derivada que é estimada .. 
oooOooo 
CAPÍTULO 1 
.AS FUNÇOES EULER SPLINE E OS TEOREMAS DE 
LANOAU, SILOV E KDLMOGOROV 
Introdução. 
As funções spline, de grau n, sao aquelas. cuja re~triç~o a 
um intervalo entre dois inteiros consecutivos, é um'polinomio de 
grau .::; n .. 
As funções Euler Spline 'Cn, em particular, sao funções. com 
a propriedade Gn (v)··= (-1) v para todo v i.nteiro. Mais aillda, sao 
tunções limi taaas na reta com sup 1 Cn (x) 1 = 1. 
Por meio destas funções que serão usad~s como termo de comp~ 
ração 1 demonstra-se uma. relação que existe entre as normas (con 
siderando a· norma do supremo) da Última derivada, de uma deriva-
da anterior e da própria função. 
Demonstraremos, neste primeiro capítulo a relação existente, 
apenas tratando com derivadas de até terceira ordem, ficando o 
caso geral para ser estudado no 39 capitulo. 
Iniciamos o capitulo apresentando_ uma maneira de se constnllr 
em funções Euler Spline pedendo-se obter o polinomio que repr~ 
senta a função em cada intervalo entre dois inteiros consecuti-
vos. 
Demonstraremos em seguida algumas formulas simples de diferen 
c i ação 
Por meio destas formulas e das propriedades das funções Eu 
ler Spline serão obtida as relações desejadas. 
-1-
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1.1 -AS FUNÇUES SPL!NE CARDINAL 
Seja num núm~ro natural e seja ~n- = {S(x)} a .classe de fun 
çoes S(x) tendo .as seguintes P+üpriedades:· 
i) S (x) s Cn- 1 (R) 
ii) A restrição de S(x) a todo intervalo (v,v+1) entre in 
teiros cOnsecutivos é um polimonio de grau :;_ n . 
TaiS funções sao chamad~s funções cardinais spline _de grau n. 
Evidentemente n C. S onde· n denot·a a classe de polimontos de grau 
n n n 
< n 
Consideraremos S
0 
a classe de funções escada com descontinui 
dade nos inteiros. 
Integração indefinida dos elemento·s de s 0 da os elementos de 
s 1 , ta~érn chamados spline lineares cardinais. Integrando os el~ 
mentes de s 1 obtemos os de s 2 também chamados spline cardinais q~ 
dráticas, etc. 
O termo cardinal é para lembrarmos que passamos de um polin~ 
mio componente de S(x) ao seguinte nos inteiros. 
Estes pontos. de transição sao chamados nós da spline. 
É também útil introduzir a classe 
~ {S(x)' S(x+1/2) s S } 
n 
Os elementos de Sn são ainda definidos pelas propriedades (i) 
-3-
e -(ii) desde que se troque em (ii) o ,intervalo (v,v+1) por (v-1/2, 
' 
v+1/2). Os nós de S (x) são __ agora meio caminho entre os inteiros 
. 
e S(x) pode ser chamada uma spline do meio. 
1.2- O PROBLEMA DE INTERPOLAÇAO tARDINAL. 
Dada a sequência de números 
(1.2.1) 
o problema da interpolação cardinal consiste em achar uma função 
S(x) tal que 
(1.2.2) s·{v) = yv, v= O,± 1, + 2, + 3, ... 
Restringimos nossa discussão ao caso quando (yv) é uma sequê~ 
cia limitada, ou seja quando existe K >O tal que )yv) < K para todo 
inteiro v. 
1. 3 - O TEOREMA DE INTERPOLAÇÃO CARDINAl. E AS FUNÇOES EULER SPLINE 
Seja (y ) uma sequência limitada 
v 
1) Se n é ímpar então existe uma única s (x) E s t.q. s (x) 
n 
é limitada V x t.: R e satisfaz as condições de interpol~ 
ção (1.2.2). 
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2) Se n e par, então existe S(x) tal que s (x) é limi 
tada e satisfaz (1.2.2) 
O teorema foi demonstrado por Subbotin [ 9 J. 
O teorema é trivial se n = 1 '· nao porem se n ;:- 1 • De fato uma 
spline linear s 1 (~) satisfazendo (1.2 .2) é ob:tida imediatamente 
por sucessivas interpolações li~eares entre ordenadàs consecuti 
vas Yv e 
ra cada sequência 
A spline linear s 1 (x). é evidentemente Única p~, 
(y ) • 
v 
Notáveis spline cardinais sao obtidas do teorema acima para 
sequências· particularmente simples. Aqui· estão 2 exemplos 
A- As sPlines fundamentais. 
Para a sequência especial 
(1.3.1) y 0 = 1, Yv =O se v f o 
o teorema fornece uma única solução limitada que nos denotamos 
L (x) • 
n 
Então 
(1.3.2) 
Certamente 
(1.3.3) 
s 
Ln (x) e 
s 
-se n e lmpar 
n 
* se n e par 
n 
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O seguinte é também verdade·; a Única 'solução limitada S(x) do 
problema de interPolaçãú (1.2 .2-) pode ser representado peta. for 
mula 
(1.3.4) 
00 
S (x) = I 
-oo 
y L (x-v) 
v n 
B - As spline de ~uler. 
Mui to agradavelmente os mais· interessante exemplos dG funçÕes 
spline cardinais se obtem se aplicarmos o teorema à sequência 
(1.3.5) Yv = (-1)v, v= o,+ 1, + 2, .... 
Para cada n denotamos a solução por G (x) 
. n e ·.denominamo-la 
spline Euler de grau n. 
Então 
(1.3.6) C. (v) = ( -1) v v = O , + 1 , + 2 ••• ) 
n 
Estas propriedades junto com o fato de G (x) ser limitada de 
n -
finem esta função univocamente com base no teorema de interpol~ 
-6-
çao Cardinal. 
Podemos também aplicar. ( 1. 3. 4) e definir Gn ( x) por 
00 
(1.3. 7) !n(x) ~ L (-1)v Ln(x-v) 
-oo 
V~remos agora uma forma de se construir as Euler Spline. 
1.4- CONSTRUÇAO DIRETA DAS EULER SPLINES 
Seja f{x) em R integrãvel em cada intervalo finito. 
Definições: 
Lema l 
período 2, 
Prova: 
1) bizernos que f(x) é par perto do ponto x=a des9e que 
satisfaça f(xf = f (2a·-x), para todo real x, analo 
gamente f(x) é ímpar perto de x=a se f(x) =-f (2a-x) 
para todo real x. 
2) Dizemos que f(x) tem a propriedade P0 , ou f(x) E: P 0 
desde que f(x) seja par perto de x=O e impar perto 
dex~1/2. 
3) Dizemos que f(x) tem a p~opriedade P 1 ou f(X)E:P 1 se 
f (x) é ímpar perto de O e par perto de· 1/2. 
- Se f (x) E: p ou 
o 
f (x) c p 1 então f ( x) e uma função de 
ou seja f (x) ~ f (x+2) . 
se f (x) c Po então f (x) ~ f (-x) ~-f ( 1+x) ~-f (-x-1) ~f (x+2) 
se f (x) E p 1 então f (x) ~ f ( 1-x)>•f (x-1) ~-f ( 2.x) ~f (x-2) 
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Lema 2 - Se f(x} é par (Ímpar) perto de x=a então 
Jxf(t)dt é ímpar (par) perto de x~a. 
a 
Prova: se f(x) é par perto dé x=a f(x) = f(2a~x) logo 
g (x) ~ Jxf(t)dt ~ Jxf(2a-t)dt J
2a-x · · 
~- f(t) dt~-g(2a-x) 
a a a 
Lema 3- 1) se f(x)cP e g (x) 
. o o ~ rf(t)dt 
o 
então g (x) E: P
1 o . 
Prova: 
2) se f(x)·EP 1 e g 1 ~r f(t)dt então g 1 (x)E P0 
Vz 
1) seja f(x) e P0 pelo Lema 2 g0 (x) e Ímpar perto de 
x=O. 
Vamos provar que é par perto de x = 1/2. O Lema 2 aplicado 
com a = 1/2 temos: 
g (x) ~ 
o 
f
1-x 
f(t)dt 
1/2 
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2)- Se f (x) ·~:: P 
1 
pelo ·Lema 2, g 1 (x) é ímpar perto de 
x == 1/2. Vamos ·mostrar q'ue é par pe_rto x=O. Ain 
da Pelo 'Lema 2 
rf(t)dt + 
1/2 
~ r f (t)dt ~ g1 (-x) 
1/2 
r f(t) dt ·~ 
o 
r f(t) dt + 
1/2 
X . --
ff(t)-dt 
o 
Figura 1 
1' 
' 
f() .~ 2 ~ 1xov·1 ~ """'' 
[\ 1 C\if· o \:j/7 2 
.,_..., ,__, 
1- 1 I 
Co (x) 0:' -· .;.' -+1 ~--+--'--+-~--'''----' 
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Podemos agora construir as funções Euler Splines. 
Começamos com a função f
0
{x) definida por 
Dela derivamos as funções: 
(1.4.1) f1 (x) ~ r f o (t)dt, f2 (x) 
1/2 
e geralmente 
(1.4.2) 
onde: 
(1.4.3) 
fn (x) ~ r fn-1 (t) dt 
a 
n 
~n _ JO se n e par 
L/2 se n e Ímpar 
~ Ixf
1 
(t)dt, f 3 (x) 
o 
Observemos que f 0 é Ímpar perto de O: 
f
0
(x)=(-1)vse v<x<v+~ 
e 
f (-x) 
o 
~ 
(- 1)-(v+1) 
pois 
-(v+1) < -x < -v 
portanto f
0 
(x) ~ -f (-x). 
o 
por outro lado f 
o 
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- 1 e par perto de --2-
pois -v < 1 -x < -v+1, logo f 0 (x) 
x :::;:- 1/2, portanto f 0 E P 1 • 
= f ( 1-x) e ·f (x) é par perto de 
o . o -
Sabemos também que f tem períodO 2. Ba~t'a portanto 'para es 
o 
tudar a função cOnsiderar por eXemplo o intervalo (-1,1) ,f
0
(3/2) 
=· f 0 (- 1 /2) e ainda corno f 0 ( x) = f 0 ( -x) podemos conhecer a função 
estudando-a no intervalo (O, 1) • 
. Da forma que sao obtidas as demais funções f 1 (x), t 2 {x) ,etc., 
teremos pe-lo lema 3, f 1 (x) s P0 e t 2 (x) E P 1 e assim suc:essiva 
inente. 
Obtemos então o: 
Lema 4 - Temos que: 
(1.4.4) 
e 
(1.4.5) 
{
P 0 se n é fn1par 
f (x) s 
n 
P 1 se n e par 
Prova do Lema 4: (1.4.4) é obvio a partir de (1.4.3) e o fato 
que a primitiva de uma spline é ainda uma spline, (1.4.5) foi prQ 
vado acima. 
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Lema 5 - 1) Em [0,1]as funções f2k(x) sao alternadamente es 
tritarnente convexa·:· ou concavas e se anulam somente em x=O e x==1. 
2) Em [0,1]as funções f 2k_ 1 (x) são alternadamente €..§: 
'tritamente crescentes ou decrescentes e se anulam em x=1/2 somen 
te-. 
_p·ro v a: Temos 
o .. 
f 2k(O) ~f f 2k_ 1 (t)dt ~O 
o 
Como f 2k (x) E P 1 , e par perto de 1/2 e f 2k (x) ~ f 2k (1-x) então 
Por outro lado, c·omo fZk-i E P0 , é Ímpar perto de 1/2 e 
f 2k_ 1 (1/2) ~- f 2k_ 1 (1-1/2) ~- f 2k_ 1 (1/2) então f 2k_ 1 (1/2) =O. 
Agora, como f 0 (x) = 1 em [0,1] 1 temos que 
é uma função estritamente cressente em [0,1]. 
f 1 (x) = Jx dt=x-1/2 1/2 
A função f 2 (x) é estritamente convexa pois sua derivada 2a 1 
que é f
0
, é positiva. Além disso f 2 (o) = f 2 (1) =O; logo f 2 (x) <O 
se O<x<1 e portanto t 3 (x) é estritamente decrescente e f 4 (x) se 
rá estritamente côncava pelo fato de f 2 (x)< O e assim sucessiva-
mente. 
Em particular 
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Estudando as funções fn(x) em[ü,~J sabemos do comportamento 
da função em toda a reta real já que seu período é 2·, t 2kt:: P 1 e 
f 2k (x) =-f2k (-x). Isto permite 1 conhecendo f 2k em lü,1'], oonhece-la 
em [-1,0] e daí em todo um período; portanto em tod~ a ret·a. 
Ainda, f 2k_ 1 c:P0 . Logo f 2k_ 1 (x) -o=: fZk:- 1 {-x). Portanto a fun 
çao f 2k_ 1 assume idênticos valores entre [ -1/2, o] e em [o, 1 /2] • 
Também f 2k_ 1 (x) = -f2k_ 1 ('1-x) mostra que entre 1/2 e 1 a função 
assume valores correspondentes àqueles entre O e 1/2 mas com si 
nal oposto. Finalmente f2k_ 1(3/2) ~ f 2k_ 1 (-1/2) ~ f 2k_ 1 (1/2) ~O. 
Faz~ndo consideráções ar:alogas ao intervalo [i, 3/2] õbtemos um~ 
ríodo completo para f 2k_ 1 em [-1/2 , 3/2]. 
No presente trabalho usaremos sempre p~ra qualquer função li 
rnitada a norma do supreffio: 
llf! ~ suplf(x) 1. 
Lema 6 - As funções definidas por 
(1.4.6) G2k-1 (x) ~ f2k-1 (x) I f2k-1 (O) 
e 
(1.4. 7) 
sao idênticas as Euler Splines definidas no § 1 B . 
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Prova: Como 
para V = O, + · 1, + 2, ••.• , teremos 
e ~2k-1(v) = (-1)v. 
Da mesma forma 
e portanto 
Notemos que corno as fn tem período 2 se v e par, então 
f2k-1(v) = f2k-1(0) · 
Agora, se v é irnpar f 2k_ 1 (v) = fZk-i (1) = -f2k_ 1 (1-1)::'-f2k_1 (O) 
conclui-se assim, da definição de G2k-i que 
pois vale 1 para v par e -1 para v Ímpar. 
_Analogamente obtemos que 
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Temos então as condições 
(1.3.6) tn(v) = (-1), V= O,+ 1, + 2, .•• , 
e 
{ s se n e irnpar, n G, ( x) E * -s se n e par . 
n 
A unicidade das fu~ções tendo esta propriedade estabelece a 
idGntidade com a velha definição •. 
As relações (1.4.6) e (1.4.7) definem as Euler Splines com 
que traba.lharemos. 
Estaremos particularmente interessados na nórma de G: (x) e de 
n 
suas derivadas e escrevemos 
(1.4.8) (v=0,1,2 •.•.••••• n) 
Lema 7 
(1.4.9) 
~ {l~n (v) (0) I se 
IGn(v) (1/12) I se v é Ímpar 
v e par 
Prova: A relação (1.4.2) implica que 
(1.4.10) f(v) (x) ~ f (x), n n-v (v=0,1,2 .••..•. n). 
- 1 5-
Mais ainda, ternos facilmente que; 
(1.4.11) 
' 
{
I f (1/2) I se n ~ I f: (O) j se n é e par ímpar 
Seja n ~ 2k e c ~1/f2k(1/2). Por (1.4.7) e (1.4.10) encontr."'o 
rnos que 
. 
Ç,(V) 
2k ( x) 
. {v) ~ c. f 2k (x+1/2) ~ d 2k-v(x+1/2) 
e par ( 1. 4.11) ·vemos que isto atinge o seu maior valor em x = O 
se v é par e em x = 1/2 se v é Ímpar. 
Semelhantemente usando ( 1 .1. 6) estabelecemos ( 1 . 4. 9) se n e 
Ímpar. 
1.5- A CONEXAO COM OS POLINÔMIOS DE EULER 
vamos denotar por P n {x) o polinômio de grau n que represen·ta 
a função spline fn (x) no in·tervalo [O, 1]: 
(1.5.1) 
Então, da figura 1 encontramos que P0 (x) = 1, P 1 (x) = x-1/2, 
P 2 (x) = x
2;z -x/2 e assim sucessivamente integrando como foi di 
to anteriormente. 
certamente (1.4.2) e {1.4.3) implicam que 
(1.5.2) 
e então: 
(1.5.3) 
p (x) 
n 
' 
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~ 
n 
(t)dt, 
P (x) ~ P (x} 
n · n-1 
~ 
n 
JO se n é par 
= 11/2 se n é Ímpar 
Uma sequência de polinômios como P n (x) que é obtida co.meça!! 
do de P
0
(x) = 1 e integrando sucessivamente obtemos 
P 1 {x} = x+a1, P 2 (x) = x
2/2!+a1/1! x/1! + a2/2! 1 o n-ensino poli~ 
nio será 
(1.5.5) P (x) ~ 
n 
n 
X 
n! + 
n-1 n-2 
a 1 x a2 x 
:::n-i!-,(-;;n:-:_:-;1;-)"! + "'2T! '-(no--2") T! +' · · + 
a 
+--'" n! 
aqui a 1/1! a 2f2! ... an/n! são as constantes de integração su 
cessivas. 
Appel observou que a sequência infinita de relações (1.5.5) 
pode ser descrita por uma Única relação envolvendo séries de p~ 
tências de z E c . De fato, multiplicando as séries de potencias 
00 a 00 n 
(1.5.6) g ( z) L n n exz L X n ~ n! z e ~ i1T z 
o o 
usando (1.5.5) - encontramos e nos que 
(1.5. 7) 
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O membro esquerdo é denominado a função geratriz dos polinomios 
P n. Vamos determinar g ( z) para a sequência particular P n' (x) de fi 
nida por ( 1. 5. 1) . Por ( 1. 5. 2) sabemos que 
Substituindo ém ( 1. 5. 7) os -dois valores x = O e x=1 /2, con 
cl~?-imos que g(z)-1 é uma função ·ímpar de z e que g(z) ez/Z 
uma função par de·· z. Temos então as identidades 
g(z)-1 = -g(z) + 1 e z/2 · -z/2 g(z)e = g(-z)e , 
Eliminando entre elas g(-z) ob-temos que 
(1.5.8) 
Se escrevermos 
(1.5.9) 
então (1.5.7) 
(1.5.10) 
2 g(z) = .--
ez+1 
E (X) = n!Pn(x) 
n 
torna-se 
xz 00 En (x) 2e I = n-y---
e
2
+1 o 
zn 
-e 
Este desenvolvimento mostra que E (x) são os clássicos pol! 
n 
nômios de .Euler, combinando ( 1 . 5. 1) e ( 1 . 5. 9) obtemos 
(1.5.11) 
- 1 8-
e então por (1.4.6) e (1.4.7) que 
(1.5.12) 
'(1.5.13) 'G2k ( x) E2k(x+1/2)/E 2k(1/2) em -1/2 < x < 1/2. 
1.6 -·O TEOREMA OE' KQLMOGOROV 
'Seja n > 2. ConSideramos aqui a classe ~e funções f (x) de R 
em R que sao limitadas e tem uma derivada-enésima f(n)(x) limitada. 
Esta Última condição requer algumas explicações como segue: 
Em primeiro lugar assumimos que: 
(1.6,1) f (x) E Cn- 1 (R) 
e que 
(1.6.2) f(n-i) (x) é continuamente diferenciavel por pedaços. 
Intermpretamos (1.6.2) significando que o gráfico de f(n-i) (x) 
é continuamente tange~iável exceto em bicos com coeficienteS fi 
nitos para suas tangentes à direita e. à esquerda e que cada in-
tervalo finito contém no máximo um número f in i to de tais bicos. 
Finalmente com certeza f(n) (x} deve ser limitada para todo x r e 
al. Evidentemente, as Euler Splines 'Gn (x) satisfazem todas estas 
condições. De fato já consideramos as normas { 1. 4, 8) e o lema {7) 
mostra como identificar por ( 1.4.9) os valores de 
= 1. 
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TEOREMA DE KOLMOGOROV. 
Seja f{~) uma· função nps condições de 1.6.1 e 1.6.2. Suponh~ 
mos também que 
(1.6.3) 
.. ED.tão 
(1.6.4) 11 f (v) 11 < y n, v , para v ~ 1 , 2 , 3, • ; .. n -1 • 
-As constantes y. em (1.6.4) sao melhores constantes porque 
n,v 
as Euler Splines yn(x) satisfazem (1.6.3) e dão sinal de iguald~ 
de em (1.6.4) simult~neamente para todos os valores de v. 
Veremos os ca·sos n ""' 2 . e n = .3. 
A fim de obter estes casos especiais precisamos doS valore·s 
numéricos dos corresponden:tcs y . De (1.4.6) e (1.4.7) ou de 
n,v 
terminando f 2 (x), t 3 (x), f 4 (x) diretamente por sucessivas inte-
grações de (1.4.2) obtemos: 
(1.6.5) 
(1.6.6) 
(1.6. 7) ~4 (x) 
Usando (1.4.8) e (1.4.9) encontramos que 
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(1.6.8) Y2,0 = 1 ' Yz,1 =4,y.z,z= 8 . ' 
(1.6.9) y 3 ~ 0 = 1, YJ, 1 = 3, "( 3 , 2 = 12 , y 3 , 3 = 24 ; 
1 9 2 384 (1.6.10) 48 y 4 2 = 5' 
' 
Y4,3 = -5-, Y4,4 =-5-. 
Os tres primeiros casos do Tebrema de Kolmogorov podem agora ser 
destacados como segue 
TEOREMA 1 (LANDAU) Se f (x) é. tal que 
(1.6.11) llfl < 1 e llf"ll < 8 
então 
(1.6.12) 11 f' 11 < 4. 
TEOREMA 2 (G.E. SJLOV) Se f(x) é t~l que 
(1.6.13) 11 f li ~ 1 e 11 f'" 11 ~ 24 
então 
(1.6.14) llf'll ~ 3 llf"ll -~ 12. 
TEOREMA 3 ( G. E. S!LOV) Se f ( x) é tal que 
(1.6.15) 11 f li s 1 e llf( 4 ) 11 < 384 
-
-5-
então 
(1.6.16) 11 f' 11 < 16 ' 11 f" 11 < 48 e 11 f "'li < 192 
- 5 - 5 - 5 
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1.7- UMA !NTERPRETAÇAO CINEMATICA 
P-arece sugestivO pensar x como sendo tempo e_y = f(x) descre 
vendo o movimento de um ponto sobre o eixo y. A primeira des~ 
gualdade { 1. 6. 11) significa que o ponto f (x) está sempre se mo 
vendo sobre o segmento -1 < y < + 1 
- -
A segunda desigualdade ( 1. 6. 11) requer que a aceleração em va 
lo r absoluto nunca exceda 8 ·cmjseg2 . A conclusão ( 1 . 6 .12) diz que 
a velocidade nunca exceaera 4 cm/seg. 
Sabemos que este valor e alcançado pelo movimento 'f = G2 (x) 
que é períodica ~e período 2 em. 
Vamos considerar o movimento harmonico simples 
(1.7.1) f = sen wx (w, constante positivo) 
Por diferenciação encontramos que 
(1. 7.2) 
Escolhendo w tal que w2 ~ 8, teremos w ~ 212. Então llf"ll~ 8; 
isto é, o valor máximo permitido por (1.6.11), enquanto jjf'jj=w= 2,83 
e menor que o valor Ótimo 4 dado por (1.6.12}. 
3 - 3 Assumindo {1.6.13) e escolhendo w = 24 entao w :::: 2/3:::: 2,88 acha 
mos usando (1.7.2) que llf'll ~ w ~ 2,88, llf"ll ~ w2 ~ 8,29, as quais 
sao menores que os valores 3 e 12, respectivamente, como da~ por 
(1.6.14). 
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1.8- UMA FORMULAÇAO GERAL DO TEOREMA KOLMOGOROV 
Seja F(x) uma fUnçãG limitada tendo uma derivada n-és~rna li 
mitada e seja 
(1.8.1) 
Que lÍmi·te superior podemos encontrar para 
(1.8.2) 
O melhor limite de M e facilmente encontrado como segue: 
v 
Sejam a e b constantes positivas e seja 
(1.8.3) f(x) = a F(bx). 
Vamos determinar agora a e b tais que f (x} satisfaça as condiçCes 
(1.8.4) llf~ = 1 e llf(n) 11 = yn,n 
Diferenciando {1.8.3) e usando (1.3.1) e (1.8.2) encontramos que 
(1.8.5) abnM n 
Para garantir {1.8.4) determinamos a,b das equaçoes aM0 
abnM = y e encontrárnos os valores 
n n,n 
(1.8.6) 
Para estes valores 
1 1 
n 
b = Yn n 
' 
1 e 
-2 3-
(1.8.7) vv/n 
'n,n 
As relações (1.8.4) mostram que f(x) satisfaz as hipSteses (1.6.3) 
do teo~ema de Kolmogorov. Podemos então concluir que 
·Usando (1.8.7) obtem-se o seguinte resultado. 
Teorema Geral de Kolmogorov·. 
-seja F(x) uma função limitada que admite derivada enésima li 
· d - d · - · (v) - · -ffilta a. Entao a erlvada v-eslma F e tambem limitada. 
l'lais ainda. Fazendo 
temos a seguinte desigualdade 
(1.8.8) M 
v 
< C M1-v/n 
n,v o ' 
onde C 
n,v 
-v/n )' :rin e .· -Ynv Ynn sao dadas por (1.4.8.) e (1.4.9). 
Notemos que c é a melhor constante. Seja F(x) obtida de 
n,v 
(1.8.3) escolhendo f(x) = Sn(x) e valores a e b, dados por (1.8.6). 
-1 -1 1 Deste modo F(x) =a Çn(b x) e ocorre a igualdade em ( .8.8). 
Em particular, usando os valores (1.6.8) e (1.6.9), a 
gualdade (1.8.8) torna-se para n = 2 
M < 21/2 
1 -
de si 
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e pà.ra n = ~ 
e. 
1.9 - ALGUMAS FORMULAS APROXII~ADAS DE Dl.FERENCIAÇI\0 
Nosso objetivo é de estabelecer os Teoremas 1 e 2. Para este 
propósito vamos reunir aqui algumas ferramentas simples. 
Lema 8 - AS seguintes identidades valem para fm~ções f (x} ten 
~ 
do derivadas apropriadas que são integráveis 
onde 
(A) 
(A') 
f' (1) ~ f(1) - f(O) + 2 J
1 
o 
~ { :< se O 
x-1 se 1 2 < X < 1 
(B) f' (i) ~ f(1) - f(O) +r K2 (x) f'" (x)dx 
o 
onde 
(B') 
1 x2 ~r~ 
- 2 
se 0 < X 
se 
1 
< 2 
+ J
1 
(C) f"(O) ~ f(1) - 2f(O) + f(-1) K3 (x) f"' (x)dx 
-1 
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onde 1 (x+1) 2 
{_ 
2 se -·1 < X < o - -
(c' ) . K 3 (x) = 1 2 
2 (x-1) se O<x < 1 -
Prova: Estas fórmulas pertencem àquelas partes elemen'ta..:es 
da análise ~uméric~ que trata. das operações aproximadas de Câlcu 
lo. A f~rramenta principal neste campo é a fórmula de Taylor com 
resto integral de Cauchy. 
(1.9.1) ·f(t) = f(a) + (t-a) f' (a) + ••• + 
a 
(t-x)n-1 
(n- ) ! 
(n) 
f(x)dx 
( t-a)n- 1 ( 1) f(a) n- + ( n-1 ) ! 
que se obtem do seguinte modo, f" f' (t)dt = f(x) -f(a) 
o 
logo 
f(x) = f(a) + f" f' (t)dt 
a 
Para Calcular f" f' (t)dt fazemQS U 
a 
f' (t) e v = t. 
du f" (t-.) dt e dv 
rf'(t)dt = 
a 
dt. Então, vamos t-.er 
f" tf" (t) dt = 
a 
Portan·to 
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=xf'(x) -af'(a) + r(-x+x-t) f"(t)dt 
a 
= xf' (x) -af' (a)-x fxf"(t)dt + r(x-t) f"(t)dt 
.a a 
= xf'(x) -af'[a) -xf'(t)J: + r(x-t)f"(t)dt 
a 
=(x-a) f'(a) + r(x-t) f"(t)dt 
a 
Temos· portanto que: 
f(x) = f(a) + (x-a) f' (a) + r(x-t) f"(t)dt 
a 
A fórmula esta então· demonstrada para n=1 e D""-2 • 
Admitindo agora a formula válida para n vamos de acordo com 
o princípio de indução matemática demonstra-la para n+1. 
Para tanto calculemos 
r 
a 
(x-t) n-1 
(n-1) ! f 
(n) 
(x)dt 
n-1 
Fazemos aqui u f 
(n) 
= ( t) ' f 
(n+1) 
dy = (t)dt, dv = (x-t) dt e (n- )~ 
logo r 
a 
. - f'n) 
(x-t)h-1 . (n) _ _ · (t) (x-t)n 
( 1) , f (t)dt- ' n • n. 
X 
lx f n f(n-1) + (x~~) (t)dt 
a a 
v ,;-'(";x-;o't;"-)_n 
- n! 
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; f(n) (a) (x-a)n 
n! 
(x-t)n 
n! f (n+1) (t)dt 
Substituindo este re~ultado em (7.1) temos a fórmula demonstrada 
para n+1 e portanto para todo n c.Q.D. 
Prova do Lema 8: 
A) Aplicamos (7.1) para n~2 a=1/2 e os dois valores t=1 e 
·t=O obtendo: 
f(1);f(1/2)+1/2 f' (1/2) + J
1 
1/2 
f(Q);f(1/2)-1/2 f' (1/2) + J
o. 
1/2 
subtraindo temos: 
I1/2 f(1) - f(O) =f' (1/2) - xf"(x)dx-
o 
ou seja 
( 1-x) f" (x) dx 
(-x) f"(x)dx 
r (x-1) 
1/2 
f"(x(dx 
f' ( 1/2) f(1)-f(O) + f\ 1 (x) f"(x)dx, 
o 
onde K1 e dado por (A'). 
B) Observe que K2 (x) é contínuo e que K2(x) = -K1 (x). Po 
demos en·tão integrar por partes o resto de A para obter: 
rK 1 (x)f"(x)dx =- I'f"(x)dK 2 (x) 
o o 
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f 
1/2 
=- f"(x)dK 2 (x) 
o 
+ ( f" (x) 
1/2 
= {[ ] 
Y2 1/2 
_f" (x) K 2 (x) _ f K2 (x) f"' (x) dx + 
o .o 
( f"' (x) dx} 
1/2 
=- {-1/8f"(x)- ff"' (x)K 2 (x)dx+1/8f"(x)} 
= f\ 2 (x) f"' (x) dx 
o 
Isto estabelece B e B' • 
Poderíamos também aplicar (7.1) para n=3, a=1/2 e dois 
valores ·t=1 e t=O e subtrair as relações resul ta.ttes. 
C) Aplicando (7.1) para n=3 a=O e os dois valores t=1 e 
t=-1 ·temos : 
1 
f(1)=f(O)+f' (0)+1/2f"(0)+1/2J (1-x) 2 f'" (x)dx 
o 
f(-1)=f(O)-f' (O) -1/2f"(0)+1/2 (-1-xl 2·f"' f-1 (x) dx 
o 
somando membro a membro obtemos! 
f ( 1) -2f (O) +f (-1 )=f" (O) -1/2 r (x+1) 2 t'" 
-1 
r 1 2 (x)dx+1/2 (x-1) f"' 
J 
o 
(x)dx 
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que é identica com C) e C 1 }·. 
v 1.10- PROVA DOS TEOREMAS DE LANDAU E SILOV. 
Vamos estabelecer o teorema 1. (Já demonstrado por Landau em 
1913) . Consideremos a função 
(1.10.1) 
De (1.6.5) e figura 1 vemos que tem as propriedades 
' (1.10.2) = 1, f 0 (1/2) = 4 e 
= {8 em (0,1/2) 
-8 em 1/2,1 
Aplicando a formula de diferenciação (A) a f 0 (x) encontramos 
por (1.10.2) e pela forma explicitado Kernel K1 (x) (A') que: 
(1. 10.3) 4 = < (1/2)= 1+1+8 f\ 1 (x)dx 
o 
Seja f(x) qualquer função saHsfazendo fffl < 1 e ffí"ff < 8 e 
vamos calcular f' (1/2) pela formula (A}. 
Podemos ainda assumir que f 1 (1/2) ~O, pois se f' (1/2) < O 
então podemos trocar f(x) por -f(x). Obtemos agora 
(1.10.4) (O~) f' (1/2)=f(1}-f(O)+rK1 (x) f"(x)dx ~ 1+1+8 rK1 (x)dx = 4 
o o 
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então 
(1.10.5) I f' (1/2ll < 4 
Isto implica que jf'{x0 ) I< 4, para todo x0 ,p:.J:rqu2 f(x+x0-1/2) 
'satisfaz todas as hipóteses e aplicando ( 1. 1 O. 5) a ela encontra 
Vamos assumir agora que 
(1.10.6) f' (1/2) ~ 4 
e ver que consequencias traz. Evidentemente obtem-se (1.10.7) se 
e só se temos o sinal de igualdade em (1.10.4) ~ Tembem em vista 
das condições ( 1 • 6. 11) temos igualdade em ( 1 • 1 O. 4) se e só _se f(x) 
?atisfaz às condições 
(0,1/2)' 
(1.10.7) f(O) ~-1, f(1) ~ 1:, fl' (x) 
(1/2,1). 
Mais ainda, f(O) ~- 1 e llfll ~ 1 implicam que f' (O) ~O. Ag'?_ 
ra f(1) = 1 e llfll ~ 1 implicam que f' (1) =O. 
Segue claramente de (1.10.6) que:· 
f(x) ~ ~ (x) em [o, 1] 
com efeito 
f" (x) f' (x) 
~ { Bx+e 
-8x+d 
em [0,1/2] 
em [1/2,1] 
Porém: 
f' (O) =O implica C= O e f'(1) =O implica d = 8 
logo 
também 
f (x) = 
f (x) = 
8x2 
2 + a em [0,1/2] 
+ Bx + b em r;. 1] 
f(O) - 1 implica a=- 1 e f(1) = 1 implica b =- 3 
portanto 
f(x) = 4x2 ~ 1 em [0,1/2] 
f(x) = - 4x2 + 8x - 3 em [1/2, 1] 
logo 
f ( x) = - ~ ( x) em [o, 1 J 
Fixemos estes resultados enunciando o seguinte teorema 
TEOREIM 4 - Se 
(1.10.8) 11 f li < 1 lf"ll < 8 e 
- -
(1.10.9) f' ( _:1_) = 4 então 2 
(1.10.10) f (x) =- G2 (x) no intervalo [o, 1] 
Fora do intervalo [0,1] há pouco o que podemos dizer acerca 
da função f (x) satisfazendo ( 1. 1 O. 8) e ( 1 .1 O. 9) . De fato, note 
que há muitos modos em que podemos estender a função f{x)=- ~(x) 
para todos os reais e ainda satisfazendo (1.·10.8) (certamente 
com o sinal de igualdade em ambas as desigualdades). Porque, além 
da extensão Óbvia 
(1.10.11) f(x) =- ~(x) para todo real x 
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podemos também escrever 
se x > 1 
(1.10.12) f (x) 
-c se O < x < 1 
se x < O 
e mui tas modificaçÕes semelhantes .da função ( 1 .1 O .11) .. 
A função f(x) satisfazendo (1.10.8) e (1.10.9) sera chamada 
extremante do teoremà 1 pois f(x) satisfaz (1.6.12) com sinal de 
igualdade, logo 
(1.10.13) 11 f'll ~ 4 
Denominamos f (x) de função extremante no sentido forte porque 
o supremo de ]f'(x) I (=4) é atingido em x=1/2. Há numerosas fun 
ções extreman·tes f(x) no Teorema 1 também satisfazendo (1.6.13) tais 
que 
(1.6.14) lf'(x) I <4, para todo real x .. 
Tais funções podem ser chamadas, extremantes no sentido fra 
co. 
Demonstraçio do Teorema 2 (G.E. S!LOV) 
Seja f(x) satisfazendo (1.6.13) llfl < 1 e li f'" 1í < 24 e vamos 
mostrar que 
(1.6.14) llf'll < 3 e llf"ll < 12 
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Aplícamos.a formula (B) do Lema 8, isto é 
(B) f' (1/2) · ~ fl1) - f(O) + rK 2 (x) f'" (x)dx 
o 
e apliquemos a função 
(1.10.15) f (x) ~ 
o 
Esta função tem neste intervalo as propriedades: 
(1.10.16) 
Por (B') do lema 8, sabemos que K2 (x) <O em (0,1) e de (B) 
obtemos 
(1.10.17) 3 ~ f~(1/2) ~ 1+1 + 24 ( IK2 (x) ldx 
o 
Se f(x) é qualque.r função satisfazendo (1.6.13) vamos calcu 
lar f' (1/2) por (B) assumindo quG f 1 (1/2) ~ O (ou então conside 
ramos -f(x)). Obtemos: 
(1.10.18) (o < f'(1/2)~ 
o o 
por (1.10.17). A primeira desigualdade (1.6.14), está portanto 1 
estabelecida. 
Neste Ponto interrompemos nossa prova do teorema 2 para ver 
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o que podemos dizer acerca de f (x} SE! 
(1.10.19) f' ( 1 /2) ~ 3 , 
isto é se temos igualdade em ( 1 .1 O .18) • De ( 1. 6. 13) vemos que t.§_ 
mos igualdade em {1.10.18) se e só se f(x) tem as propriedades 
(1.10.20) f(O) ~- 1 f(1) ~ 1 e f"' (x) ~- 24 em [0,1] 
Entretanto, como a::ytes, tambem temos 
(1.10.21) f'(O) ~ f'(1) e ainda f'(1/2) ~ 3 
estas condições implicam que 
(1.10.22) f(x) ~- ~(x) em [0,1] 
Vamos sublinhar aqui este xesultado como: 
Corolario 1: Se f(x) satisfaz (1.6.13) e (1.10.19} então sa 
tis faz tambem a ( 1. 1 O. 22) • 
Vamos estabelecer agora a segunda desigualdade (1.6.14}. 
Para isto precisamos da formula 
(C) f"(O) ~ f(1) - 2f(O) + f(-1) + f\ 3 (x) f'" (x)dx 
-1 
do lema 8. Por (C •) ternos 
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(1.10.23) 
Aplicamos agora (C) a função 
(1.10.24) ~ {x) 
Esta função tem as propriedades 
(1.10.25) 
f'" (x) 
o 
= { 24 
-24 
em 
em 
{ -1 'o) 
{o' 1 ) 
e (C) {1.10.23) e (1.10-.25) mostram que: 
em [-1 ,o] 
em. [o, 1] 
(1.10.26) 12 = f;{o) = 1 +2+1+ 24 r [K 3 {x) [dx 
-1 
Se f(x) é qualquer função satisfazendo (1.6.13) e assumindo 
que f 11 (0) > O, uma aplicação da (C) mostra que 
·1 
{O::J f"{O)=f(·l)-2f{O)+f{-1).+ J K 3 {x) f" {x)dx 
-·1 
(1.10.27) f
1 
< 1+2+1+24 [K 3 (x) [dx- 12 
-1 
por (1.10.26). Aplicando este resultado a f(x+x
0
) 
! f" (x0 ) I .:S 12 e o teorema 2 está demonstrado. 
obtemos que 
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Vamos agora assumir que f(x), satisfazendo {1.6.13) e tll que 
(1.10.28) f" {O) = 12 e vamos examinar as consequencias destas 
hipóteses. 
Certamente (1.10.28) se e so se terros sinal de igualdade em (1.1').27) 
e isto por sua vez se e só se 
em (-1 ,O) 
f(-1)~1, f(O) ~-1, f(1) 1 e f"' (x) 
em (0,1) 
Disso, por integração como foi feito anteriormente ooncluirros que 
(1.10.29) f(x) ~ ~(x) em - 1 < x < 1 
Estabelecemos então que 
Coro1ario 2: Se f(x) satisfaz lltll < 1, llf"'ll < 24 e f"(O) ~ 12 
então f(x) =- ~(x) em -1 < x < 1 • 
A seguinte generalização se obtem por uma mudança de origem; 
Corolario 2~: Se f(x) satisfaz (1.6.13) e e tal que 
(1.10.30) f"(a) = + 12 
então 
(1.10.31) f (x) :;: G3 (x-a) se a-1 < x < a+1 
Podemos estabelecer agora nosso 
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TEOREMA 5 
Se jjfjj ~ 1 e II'"II ~ 24 e se em uma das desigualdades (1.6.14) 
jj f'jj .:::; 3 e jj f 11 ]) .:;: 12 temos sinal de igualdade 1 o correspondeE_ 
te supremo sendo portanto atingido, então 
(1.10,32) f (x) = ~(x-e) para todo real x 
para uma constante apropriada c 
Prova: 1 - Vamos a.3sumir que j]f'·l! = 3 • Este supl·emo sendo 
atingido, não perdemos generalidade assumindo que 
(1.10.33) f'(1/2)=3 
Agora, o corolario 1 implica que 
(1.10.34) 
' 
' G 'xll 3. ' 
·-3 
f (x) = 
Figura 2 
4 
Isto por sua vez mos·tra que f" (1) ::::::- 12 (ver na figura 2) e agora 
o corolario 2' rnos·tra que f(x) =- 'G3 (x) em [0,2] 
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Mas então seguramente f" ( 2) = 12 e o corolario 2 1 implica que 
f(x) :::::- ~(x) em [1,3]. Podemos continuar des·te modo indefinida 
mente e concluir que f(x) =- 'E3 (x) para x.?: O. Entretanto,o mes 
mo raciocínio vale tambem à esquerda! 
De (1.10.34), concluimos que f"(O) = + 12 e então (1.10.34) vale 
tambem em [-1,1] então f"(-1) ~-12 e (1.10.34) vale em [-2,0] etc. 
Então f (x) =- ~3 (x) = ~(x-1) vale para todo real x. 
2) -Se temos igualdade na segunda desigualdade (1.6.14) obte 
mos a mesma conclusão aplicando somente o Corolario 2 1 • 
Não nos ocuparemos do teorema 3 nes·te primeiro capítulo. Pois, 
no capítulo 3, veremos a demonstração geral, devida a Kolrrogorov, 
e que demonstra a relação ( 1. 8. 8) para quaisquer valores de n e 
v (O < v < n) . 
GeGQGGIG 
CAPÍTULO 2 
O PROBLEMA DE LANDAU PARA MOVIMENTOS 
NUM ANEL E EM CONTINUOS LIMITADOS 
Introdução: 
Obtivemos no Capítulo I que, se uma função f(x) e tal que 
[[ f[[ ~ 1 e li f" [[ < 8 então 11 f' 11 ~ 4. 
Veremos que se f (x) representa. o movimento de um corpo sobre 
o plano complexo as condições acima implicam que se o movimento 
f(x) está :r:estri.to ao círculo unitário { j z j ~ 1}, o fato de sua 
aceleração ser em módulo inferior a 8 implica que necessariamente 
a velocidade não poderá em nenhum instante superar o valor máximo 
4, (também em módulo). 
Procuraremos generalizar este fato para o anel {r~ jzj 2 1} 
onde construiremos um movimento f 0 que percorre uma parabola, o 
qual terá a propriedade que, dado um qualquGr movimento res·t.ritô 
ao mesmo anel e com 11 f"ll ~ 11 f~ I , tem-se 11 f 'li ~ 11 f' 0 11 
A função que representa o movimento f , recebe o nome de fun 
o 
çao extremante, e, através dela definiremos uma constante que se 
rã denominada, constante de LANDAU,. 
Esta constan-te nos permitirá generalizar os resnl tados obti 
dos, para qualquer conjunto simplesmente conexo e limitado do pl..<:!: 
no. 
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2.1 - O PROBLEMA DE LANDAU PARA MOVIMENTOS NUM ANEL 
Consideremos no plano complexo, o Movimento: 
f(t) ~ u(t) + i v(t) t e R 
onde u e v são funções reais de classe c2 . 
-A der i v a da primeira 
f'(t) =.u 1 (t) +i v'(t) representa a velocidade· do mo 
vimen.to, e a der i v a da segunda 
f 11 {t) = u" {t) + i V 11 (t) 
representa a sua aceleração~ 
Provamos no capítulo 1 que dada uma função real f(x) como as 
anteriormente estudadas e com 
11 f]] S 1 e 11 f"]] S 8 terÍamos necessariamente 11 f' 11 S 4 
Tendo demonstrado este fato podemos demonstrar o seguinte: 
TEORE~1A 1: Seja f(t) "Lilll movimento no plano complexo restri 
to ao círculo unitário U ~ { 11 z]] :: 1 l com, 11 f]] :: 1 e 11 f"ll :: 8: En 
tão 11 f' 11 S 4 · 
De fato: se L e qualquer linha reta no plano complexo e :f(t) 
é a projeção de f(t) sobre L, então f 0 (t) descreve o movimento so 
bre L sujei·to a duas restrições: 
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1) f 0 {t) está confinado a um intervalo I de comprimento 2. 
(I é a projeção deU sobre L). 
2) o" I f (t) I ~ 8 para todo real t. 
Pelo teorema 1 do capítulo I concluímos que )f01 (t)) < 4 
r a todo real t. 
Segue que I f' (t) I ~ 4 para todo t pois se I f' (t0 ) I < 4 obte 
riamos uma contradição em (2) escolhendo para L a linha na direção 
do· vetor f' ( t 0 ) . 
Procuraremos agora generalizar para uma função f ( -t) 
res complexos, com o < r~ )f(t) I ~ 1 para todo real te 
16 sen2 (}J 
11 f"ll < 3 + cos u 
veremos que 11 f 'li 
8 sen (~) 
< 3 + cos u 
a valo 
Consideremos duas circunferencias concentricas Cr e c1 de· 
r < 1 e 1 respectivamente. 
De tal modo que seja possível um arco parabólico n ter vér 
tice sobre c1 e tangenciar cr como na figura 1 nos pontos A e A'. 
o 
'" 
• I_ __r 
• I 
I 
I 
I• 
__ 19_ 
c 
r 
FIGURA 1 
v 
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Das propriedades da parábola estudadas na geometria elemen 
tar, podemos obter que o ponto B da figura (1) e ponto médio de 
DV e ainda 
o v 2 ~ (OE) /OD 
o v r pois OE ~ ~ r 
c os ( %) .logo 
e OD ~ r cos ( ~) 
Ainda, como B é ponto médio de DV temos 
B 1 [ov + on] 1 [r cos (~) + r ] 2 ~ 2 
cos ( ~) 
de onde se conclui que: 
2 u [j 1 1] 1 r cos ( 2) + r r + 2 cos u + 1 ~ [ ] = 2 u 
cos { ~) cos (2) 2 
r ( 3 + c os u) 
4 cos ( ~) 
4 cos ( }' 
logo r ~ (O < u < TI) 3 + cos u 
Proposição: 
4 cos c}) 
Existe um úntco u (O<u<TI) tal que r = 3 + cos u 
de fato; 
sendo ~ função crescente no intervalo O<x<1 
1+x 
segue que a função 
u fazendo x = cos (z) , 
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4 cos ( ~) 4 cos ( ~) 
g(u) = = (O~u~~~ 
2+2 cos 2 {~) 3 + cos u 
decresce de g ( 0) = 1 para g(~) = o 
assim que u cresce de o a ~-
4 u cos (-) 
Portanto para O<r<1 existe um único u tal que r = 2 . 3 + C03 U 
2.2- DEFINIÇAO DE UM MOVIMENTO f 1(T) QUE DESCREVE O ARCO • 
f 1 {T) sera o movimento de um p~nto no interValo dG tempo 
-1/2 < T < 1/2 t.q. f 1 (T) = x 1 (T)+iY 1 (1) e t.q. Y1 (T) possa ser 
função linear Ce T, e o movimento descreva o arco n com f 1 (-1/2)=A 
e f 1 (1/2) =A' 
Devemos ter Y1 (T) = aT + b 
y 1 (G) =a. O+b =O =b =O 
Y1 (1/2) = a 1/2 = rsen(u/2) implica a = 2rsen(u/2), 
logo Y1 \T) = 2 rsen(u/2). T(-1/2 < T < 1/2) 
aT 2 + OT+c 
Assim eliminando T entre x 1 e Y 1 obtemos a equaçi;o de unvo_ parabo-
la que e 'Jf tendo como eixo o eixo x e concavidade para esquerda 
como e o caso da figura 1. 
como por tres pontos passa uma Única parabola, impondo cond!. 
çoes de que este movimento deve passar por A,A', e B a pélrabola 
que descreve o movimento somente pode ser n . 
x,1 (O) = 1 = c-a. O implica c = 1 portanto x 1 (T) 
+ 1 como x 1 {- 2) = D = rcos(u/2) 
1-a.1/4 = rcosu/2 implica a= (1-rcosu/2). 4 
= 1-aT 2 
4 ( 1-
Então 
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= 4 ( 3+cosu-4(1/2 + 1/2cosu)) 
3 + cosu 
4(1-cosu)T2 
3 + cosu 
4( 1-cosu) 
3 + cosu 
mudando a variável para T = (t-1/2) e pondo 
obtemos o movimento f (t) = X (t) + iY (t) 
o o ' o 
Dos resultados precedentes obtemos que: 
Xo(t) = 1- 1-cosu(2t-1)2 
3+cosu 
2sP.nu (D<t<1) 3+cosu 
Estendemos agora o movimento para todos os valores reais de 
t por meio da equação funcional f
0 
(t·l-1) = e:luf
0 
{t) para todo real 
t. 
Observamos que: desde que f 0 (t} (0 ~ t ~ 1) descreve o arco TI 
f 0 {t+1)- (O < t < 1) descreve o arco n 1 obtido girando 7f rigidame~ 
te ao redor de O por um angulo u. 
Segue que o movimento f 0 (t)=f0 (t:r)=X0 (t)+iY0 (t) (-oo < t <oo) 
é uma sucessao infinita de arcos parabólicos obtidos de TI giran 
do-o ao redor de O por multiplos inteiros do angulo u. 
As equações de X
0 
e Y
0 
mostram que o movimento ê continuo e 
satisfaz à desigualdade r ~lf0 (t) I S 1 para todo t real. Das mes 
mas equações encontramos que a velocidade f~(t) é continua 
todo t .real, tendo a seguinte expressao: 
para 
f' Ctl o = -2 (2t-1) .2(1-oosu)+ 3+cosu 
4senu i .;c;.:=:-:-. 3+0JS U ~ (4-Bt) (1-cos u)+ i 3+msu 
4senu 
3-tcosu 
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portanto seu módulo será: 
lf'(tll 2 - (4-Bt) 2 ( 1-cosu) 
2 
+ 
16sen2u 
o . (3+cosu) 2 (3+cosu) 2 
Para um determinado valor de u I f • 'tl 1
2 
e lT\::'lxinn quando (4-Bt) 2 
o 
for máximo e isto ocorre para t ~ o e t ~ 1 
logo .. teremos = /16 ( 1-cosu) 
2 
+ 
( 3+cosu) 2 
2 6 sun u 
f" ( t) 
o 
se 
Então 
~ 
~ 
~ 
j16-32cosu+16 
~ 
/ 32 32cosu 
(3+cosu) 2 {3+cosu) 2 
/16 (4sen 2u/2) 
~ 
Ssenu/2 
3+cosu 3+cosu 
-ü" ( 1-cosu) 
3+cosu -e constante .t; {t) 
/16 ( z:zcosu) 
( J+cosu) 
-16sen2 (u/2) ~ -'~3'-'+:"c"-o=-s=-"ut..::. 
v < t < v+1 { v inteiro) 
lif"ll o 
~ 16 sen2 (u/2 
3+cosu 
-----2 
( 3+cosu) 
No caso em que se faça r = O = ~cos(u/Z teremos cos U/2 =O 3+cosu logo 
u/2 = n/2 que implica u = ~ 
Geometricamente o arco TI ficarj_a reduzido ao iritervalo I o, ·1] 
-Teríamos para u = n; 
e 
X (t) ~ 1- 2 (2t-2) 2 ~ 4t-4t2 
o 2 
Y (t) = O portanto 
o 
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Podemos estender aqui f
0
(t) para t real por: 
e teremos o movimento de um ponto que se desloca num incessante 
vai e vem entre os pontos -1 e -1. Percorrendo este se·grrento [-1,1] 
teremos 
~Of'(O) 
o 
( 3) 
o moVimento que se obtem fazendo u = 1T satisfaz a todas as hipo·t~ 
ses do Teorema 1 
1if'll~4 o e 11 f"ll ~ 8 o 
Estes valores encontrados para a velocidade e a aceleração corres· 
pendem aos valores máximos possíveis de: 
11 f'll ~ lf'(OII~ 
8 sen(~) 
e 11 f"ll 3+cos u 
que justamente ocorrem para u = TI. 
Encontraremos agora o: 
TEOREMA 2 
Se f(t) é a valores compl-exos 
16sen2 (u/2) 
e ·tal que r < 
todo real te llf"(till::; -3+cosu então 
2 u 16sen (2) 
J+cos u 
I t (ti I < 1 pal.-a 
(2.2.1) llf' (t) 11 < 
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8sen(u/2) 
3+cosu 
e a constante sobré o lado direito de (2.2.1) e a melhor. 
. u 4cos ("2) 
Obs: aqui temos r= J+cbsu 1 portanto quando r = O tem-se u = lf 
' logo o teorema 2 se r~duz ao teorema de Landau para funções reais 
f(t-). POrtanto o teorema 2 é uma generalização do teorema de Lan 
dau p.a.ra funções complexas. 
2.3 REFORMULAÇAO .DO TEOREMA 2 EM TERMOS DE ~OVIMENTOS 
De acordo com o que foi visto, se consideramos o movimento 
f 0 (t) que percorre o arco parabólico lf da figura 1 
11 f~ll = Ssen u/2 3+cosu e llf"ll . o ~ 16 cen
2 (u/2) 
3+cosu 
podemos reformular o teorema 2 como segue: 
TEOREI~A 2' 
com r<f <1 com 
- o-
Se f{t) é um movimento satisfazendo as condições: 
r < I f' tl I ~ para todo t e 11 f" li c; 11 f~ll então 
(2.3.1) 11 f' 11 ~ 11 f~ li 
Nesta reformulação Jj f~jj é a melhor constante em ( 2. 3. "1) pois 
o movimento f
0 
(t) também satisfaz às condj_ções do teorema 2 1 • 
Dividiremos a demonstração deste teorema em dois casos 
A) ~ 2 ~ ·U < 1T 
-4 a-
B) 11 
2· 
Caso A.· Na figura 11 se OA interCepta o circulo unitário em 
A1 1 e se nos giramos o ·segmento· OAA1 de um angulo "IT/2 no sentido 
positi.vo para obter OA3A2 , entã:o nenhum ponto no quadrilatero cur 
vilineo fechado Q = AA1A2A3 esta à esquerda da ·linha vertical in 
·finita "AA'. 
Façamos f (t) = f (t:r) denotar o especial movimento que percorre 
o o . 
o arco TI. (lembramos que 1T. e portanto f
0 
dependem de_r). Evidente 
mente llf~ll ~ lf~(O) I· 
Vamos mostrar que J f' (t) ) _:: ) f~_(O) J para todo t 1 as hipo·~eses nau 
se al·teram por transiação, basta most.rar qu~ ) f' (O) ) .::; J f~ (O) ). 
Vamos assumir que 
lf'(Oll > lf~(Oll 
e tentai obter urna contradição. 
NÓs primeiramente giramos o movimento f(t) isto e trocamos 
f(t) por eia f(t} (a real) de modo a tornar o vetor velocidade 
f' (O) paralelo a f~(O). 
Podemos também assumir que (depois de girar) o ponto f(O) es 
ta abaixo ou sobre a linlw infini·l:a OA2 Pois se este não for o ca 
so nós trocamos f(t) por -f(t). 
Finalmente podemos assumir que (depois de girar) o ponto f(O) es 
- - -Pois se este nao e ainda o caso nos podemos obte-lo refletin 
do o movimento na linha OA. 
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Certamente desde que o vetor f' (O) é ainda perpendicular a 
OA continuará assim depois da reflexão em OA. 
Os vetores f' (O) e f~(O) são agora paralelos. Entretan~o podemos 
até assumir que estes vetores apontam na mesma direção. Pois se 
este não é ainda o caso podemos obte-lo trocando f(t) por f(-t) 
pois isto troca f' (O) em -f'(O). 
Depois destas trocás preliminares temos a· situação mostrada na fi 
gura 1. 
O ponto f (0) Pertence ao quadrilatero Q e o vetor f' (0) é p~ 
ralelo e tem o mesmo sentido que f~(O). A fim de obter uma con-
tradição desenhamos por A a linha horizontal AT e projetamos orto 
gonalmente ambos os rnovim12n·tos f_(t) e f 0 (t) nesta linha. Obtemos 
os movimentos f(t) e f (t) 
o . 
respectivamente. 
Vemos que: 
1) f (t) é no intervalo O < t < 1 um movimento unifor. 
o 
memente desacelerado com aceleração 
11 f"ll o 
-
= .!_§_ sen2 (u/2) 
3+cosu 
O movimento começa àe f
0 
(O) -· A com velocidade inicial 
1 f • 'o l 1 cos o o 
onde O é o angulo de f'(O) com AT. 
o 
-Termina que f
0
(t) alcança T para t = 1/2 com velocidade zero. 
2) f(t) parte da posição inicial f(O) nalgum ponto en 
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tre A e T com a velocidade inicial positiva 
pois assumimos 
temos ainda 
i· c o l ~ I f· c o l 1 cos o > 1 f~ c o l 1 c os 
I t" ctl I < 
-
~ Ssen(u/2) 
3+cosu 
lf"ctl I < 11 f" (t) 11 
o 
~ f' (O) 
o 
Ocorre portanto que f(t) partindo adiante de f 0 (0) com maior 
_velocidade e não maior desaceleração para t = 1/2 deve estar &lian 
-
te de f
0 
(1/2) = T e isto leva-nos a um absurdo pois equivaleria a 
)f(t)) > 1 contra a hipo~ese. 
Demonstração do Teorema 2' par.a o_ Caso B quando O < u < TI/2/ 
A figura 2 mostra os dois círculos Cr e c1 como na figura 1 
Entretanto no caso presente o 1/4 de anel Q = AA1A2A3 contem o IXJQ. 
to A' sobre sua. fronteira em algum lugar entx·e A e A3 . 
Para estabelecer o Teorema 2' por absurdo assumimos ,_,_ainda 
que 
I f' (O) I > !f~(O) I 
Fazemos identicas rotações e reflexões em f(t) de modo a obter 
f (O) E Q, enquanto f' (O) é paralelo e tem a mesma orientação de 
f~(O). 
Seja A11 a in·tersecção de OA' com c 1 e considere o quadriláts:_ 
UNiCAMp 
BIBLIOTECA CENTRAL 
o 
' 
' I 
' 
' Q-6---
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FIGURA 2 
' 
' 
' 
' I 
' 
' I 
I 
O• 
f (O) 
o 
ro curvilíneo Q' :::: AA1A"A'. 
f' (O I 
E B 
Se f·(O) E: Q' então projetando os movimentos f(t) e f
0
(t) 
X 
sobre a 
linha A'l1 completamos a prova por absurdo como no caso anterior. 
Entret:::mto se O pon-to f(O) est.a à esquerda da linha vertical 
AA 1 então não podemos obter as contradiçÕes desejadas. De fato, o 
-ponto f(O) agora jaz sobre AT à esquerda de A. Isto poderia dar ao 
movimento f(t) a chance de retardar suficientemente o movimento 
de forma a não ultrapassar o ponto T. 
Esta dificuldade é sobrepujada por meio de uma ultima rotação co 
mo segue·. Com centro O e raio igual a )f(O-) I traçamos Ulll arco cir 
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cular f(O) f 1 (O) tal que seu ponto exfremo f 1 (O) jaz sobre o seg 
mento fechado A'A". Seja F
1
(0) ~ e-10,'f(O) 
Substituimos o movimehto f(t} pelo movimento t 1 {t) = e-
16 f(t) 
Afirmamos que o movimento f 1 (t) dará a contradição desejada. 
De fa·to, projetando f 1 {t) sobre a linha AT nós obtemos o movimen-
to f 1 (t)J f 1 (0) é A :m e~tâ en~re A e T. 
Ainda- mais, observe que o veto r f' (O) vem de f • (o) por uma rotação 
ô no sentido horário. O < 6 .::; <9_ A' OA3 
-
segue que t; (O) > f' {O) > f~(O) e no~sos previas argurrentos se apl.:!:_ 
caro e mostram que f 1 (1/2) alcançou o ponto T. 
2.4 - A NATUREZA DOS MOVIMENTOS EXTREMANTES 
Assumimos agora que nos temos a desigualdade 11 f' 11 < 11 f~JI ·e 
que o extremo 11 f' 11 é agora ·atingido. 
o 
Isto significa que I f' (t
0
) I ~ 11 f~ll para algum t. 
Podemos assumi r que t 0 = O~ Por rotações e refl§:!xÕes apropri~ 
das podemos então assumir que temos a seguinte situação: 
a) O ponto f (O} está no quac1-ri~atero Q = AA1A2A3 da fig~ 
r a 1 no caso A) TI/2 :::_ u < 1r ou no quadrilate.ro Q' = .AA1A"A • no ca 
so B) o < u < Tr/2 • 
b) Os vetores da velocidade inicial dos movimentos f e f
0 
concordam em módulo e direção assim que f' (O) = f' {O). 
o 
Por conveniencia pensamos AT como sendo o eixo real~ com ori 
gememÕ, assim que f(t) e f 0 (t) são agora funções reais. 
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Conforme seja u > w/2 ou então u < rr/2 ou então u < ~12 temos que: 
f ( 0) 
o 
-
< f (o) e -f' (O) < 
o 
-f' (O) 
Observe que po~emos ter o sinal de desigualdade f~ (O) < f 1 (0) de 
vida à Última rotação O como na figura 2. 
Tambem sabemos f" (t) é constante e f"-(t) que o . o no in 
tervalo O< t < 1. 
Pela formula de Taylor com resto integral para t = 1/2 obte· 
mos: 
f~(1/2) - f1/2 . ~ f (O) +f' (O) • 1/2 - (1/2-v) 
o o 
11 f" 11 dv ~ 1 
o 
(A) 
o 
Sendo 11 f li :O 1 
tambem concluimos que: 
- -~ f i o l + f • i o I . 1/2 + f1/2 -((1/2)-v)) f"(v)dv < 1 (B) 
o 
Se nós subtrairmos (A} de (B) vemos que: 
- f1/2 {f(O)- f
0
(0)) + '1/Z(f'(O)- f~(O)) + (1/2-v) (f"(v) + llt;llldv <O 
o 
Entretanto, os dois primeiros termos assim como o i.ntegrando sao 
- -
não negativos pois f
0
(0) < f(O) e ainda 
f' (O) < f' (O) 
o 
Devemos então concluir que: 
e f:" ( t) < 11 f"ll o 
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" f (O) = f (o) 
o . 
f' (O) = f~(O) e f" (v) = -.11 f~ li se O :S v 5 1/2 
-Pelos.motivqs expostos devemos ter f(1-/2) = 1 e dai f(1/2) = B 
Esta Última equaç-ão irri.plica que Re f' (1/2) = o. 
Notemos que se f(O) = f
0
{0). segue gtie f(O) =A no caso .da fi 
gura 1 ou então A' no caso da figura 2. 
-Ainda como f 11 =- jjf~[j e ~f 11 jj . .::; jjf~~ concluimos que Im f''(v) = O 
se. O~ v.:: 1/2 e portanto temos f"(v) =- jf.E;II se O <v.< 1/2 •. 
Agora, como f" (v) = - 11 f~ li, f(O) = f
0 
(O) . f~ (O)= f' (O) 
devemos ter sinal de igualdade em (B) corno se ve se comparamos (A) 
com (B) logo f(1/?) = 1 e entãá f(1/2) = B = 1. 
Esta Última equaçao implica que Re f'(1/2) .= O 
Seja D(t) = f(t) - f 0 (t} pelas condiçÕes acima teremos que: 
Re D(t) = Re D(i/2) + Re D' (1/2) (t-1/2) +!e D':i_1/~) (t-1/ 2) 2 =O 
pois Ref(1/2) = Ref
0
(1/2) = 1 Ref' (1/2) = Ref~(1/2) =O e 
Ref"(i/2) = Ref"(i/2) = •· llf"ll logo Re f(t) = Ref0 (t) o o 
Por outro lado Imf"(v) =O e Imfn(v) =O implicam 
o 
Imf'(v) = K e Iinf' (v) = K' 
o 
Como f' (O) = f~(O) tem-se Imf' (O) = Imf0 (0) logo K = K' 
tem-se portanto: 
para 
Im f(v) = Kt+c Im f (v) = Kt+c' 
o 
t = 1/2 Im f(1/2) = Imf0 (1/2) =O 
logo: 
Imf(v) ~ 
-55-
Imf (v) 
O. 
~ K(t-1/2) 
como Ref(t) ~ Ref· (t) 
o 
e Imf(t) ~ Imf
0
(t) teremos 
f (t) ~ f (t) 
o 
O<t < 1/2 ou f(t) 
Substi-tuindo f (t). por f ( -·t} chegamos ao mesmo resulta do para 
-1/2 ~ t ~O· 
podemos enunciar agora o: 
TEORENA 3: Seja f(t) satisfazendo ãs· ·condições r::; ')f(t)j_:: f 
se para algum t ~ t
0 
nos temos I f' ( t ) I ~ 11 f' 11 en 
o o 
tão:_ 
f ( t) :la ~ e f ([(t-t ) ) 
o o 
se t -1 12 < t < 
o ' 
para um apropriado a real e é = + 1 
Fora do intervalo (t0-'i/2; t 0+1/2) há muitas possibilidades 
de estender 
uma das quais é usar esta mesma expressao para todo ~ real. 
Para ver isso, vamos estender o movimento f
0
(t) (-1/2 < t < 1/2) 
de forma diferente da maneira obvia. 
Lembramos que f 0 (t) = X0 (t) + iY0 (t) 
onde 
X ( 1:) = 
o 
1 - .:!.::~E (2t-1J 2 3+cosu 2senu 3+cosu ( 2t- 1 ) 
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f'(1/2) =i Y'(1/2) =i o . o 
4 senu 
3+cosu :::: i w 
f (t) = 
f 0 (t) se -1/2::: t < 1/2 
iw(t-1) 
e 2 
eiw (t+}l 
se t > 1/2 
-iu 
e se t < -1/2 
.Achamos a extensão razoavel, ·a razao 2 é que w < 
cia de O < u < rr 
de fato 
11 f" li é o cons_equen~ 
·2 16 sen u 
{ 3+cosu) 2 
< 
2 16 sen u 
3+cosu e garantimos assim que 
llf" 11 1 . t 1 se - - < < 2 o 2 - -
11 f" 11 < lif" 11 o pois lif" il w2 t > 1 = se 2 
w2 se t < 1 2 
de fato 
f" (t) - -w2 eiw(t- 1 / 2 ) logo 11 f" (t) 11 -- w2 se t > 1/2 
f" ( t) 2 iw(t+1/2) -íu 1 llf"(tlll 2 t /2 --w e e ego = w se - < -1 
como sempre 11 f" ( t) 11 ::: 11 f;ll 
em consequencia devemos ter, 
11 f' 11 ::: 11 f~ll 
Em con-traste com o Teorema 3 existem movimentos f (t) satisfa 
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zendO às condições do teorema 2' assim corno ]I. f']] = 11 f' 11 o enquanto 
I f' (t) I < 11 f~ll v t é R . 
2.5 - TEOREMA DE LANDAU EM CONTINUOS LIMITADOS 
DEFINIÇÃO 1 - Consid~ramos a movimento f(t) (t € R) no plano 
coffiplexo C sati'sfazendo às seguintes condições: 
1) f(t) é limitado e -continuamente dife'renciavel em R. 
2) f• (t) satisfaz às condições de Lipshi·tz com a 'menor 
constante -A (A > O) • 
do real t 1 e t 2 e nenhuma constante A' < A pode servir. 
Segue que ;f"{t) existe quase sempre e que sua norma ]l'f 11 ]] = sup]f"] 
tem o valor jj f"]] = A, Denotamos a classe de tais movimen·tos pelo 
símbolo . .A, 
e él.enominarnos os seus elementos 11 admissiveis". 
DEFINIÇ7:W 2 - Seja K um "continuo limitado" em C, isto é, um 
conjunto limitado, fechado e conexo. 
Assumimos que existe um movimento f(t) ·e A tal que, f(t) e K p~ 
ra todo real t, (&),dizemos então que K é um contínuo admissivel. 
Denotamos a classe dos movimentos f(t) satisfazendo (&) pelo sím 
bolo A (K), e dizemos que f(t) é admissivel em K. 
Um exemplo de um adm.j_ssivel continuo é o anel: 
do teorema 2 1 
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porque f 0 (t) claramente pertence a ~(K) 
Tambem o movimento circular f(t) ;= R eiwt (R> o, w e R t O) 
é admissivel e mostra. que sua trajetoria jzj =R é um continuo ad 
miSsível. 
DEFINIÇAO 3 - Para todc: admissivel f(t) definimos o funcional 
'f (f) = 11 f' 11 I 11 ,ff"lf, .duas obvias mas relevantes propriedades des 
te funcional são as ·seguintes; 
i) Se c e .d são reais c 1- O. Então r(f(ct+d)) = rf(t) 
Que significa que :t'.(f(t) é invariant~ se nos mudamos escala e ori 
gem em t. 
De fato observe que IIDtf(ct+dlll = lclllf'll e IID~ f(ct+dlll = c 2 llf"ll 
e portanto: 
j(f(ct+d) lclllf'll = = 
I clliff"[ 
:r (f) 
portanto Jc(f(t))~ lei l!f"ll 
ljCf lif1ll 
=/C ll_f'll = 
lif1ll 
/C 1(f(t)•. 
' 
DEFINIÇM 4 
Se K é um continuo admissivel definimos a constante de Landau 
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;e(K) por ,t(K) = sup T(f) para f e~ (K) 
Teoricamen-te podemos t~r ~ (K) = oo, mas veremos que é sempre 
finito. Da definição de ~(K) como um supremo nós imediatamente ob 
t_emos a seguinte propriedade de mono·tonicidade: 
Se K' e K" sãÓ continuas admissíveis então K' C K11 implica que 
a(K') .~ .:G(K"). 
Propomo-nos determinar--o_ valor de ..6{K) para um preest_abelecido con 
tinuo admissivel K. 
Vamos primeiramente demonstrar a eguivalencia entre 2 propriedad2s 
que damos a seguir. 
-Seja K um continuo admissivel e suponha que nos temos um especial 
moviment.o: 
f
0 
(t) € cA(K)' gozan-dó da propriedade A: 
A) Se f(t) € J4(K) e 11 f"ll < llf"ll o então 11 f' 11 < 11 f~ll 
Vamos comparar isto com a proprj_edade B 
B) O mesmo movimento f 0 (t) e cA{K) e tal que .;G(K) = f(t 0 ) 
TEOREMA 4: As propriedades A e B de f 0 (t) sao equivalentes 
Prova: (B --, }\) ,t'(K) = sup 1'( f) = Y,r ) o 
li f'll 11 f~i 
portanto 11 f" I 11 f" li implica 11 f' 11 11 f~ll = < < < 
-
- o -111 f"ll 111 f" li o 
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(A =-Bl f(t) e .,A(K) e llf"ll _:: lf~[l implica llf'll < llf~ll 
em consequencia devemos ter_ 
11 f' 11 
< 
111 f"ll 
lif~ll 
lllf"ll o 
pois se fosse possível o contrário 
o fato de jjf"ll S 
ter llf'll S llf~ll 
11 f"][ não implicaria que necessariamente 
o 
devemos 
Vamos aplicar o teorema 4 ao Anel_ 
Kr. = { z; r_:: j zj ::_ 1} (O .:: r < 1) que é o continuo que aparece no 
teorema 2'. 
O teorema 2' mostra que Kr e o movimento f 0 (t) que percorre o ar 
co de parabola TI tem a propriedade A 
como 
Pelo 
11 
f, li = 8 sen u/2 
o 3+cosu e ll f"jj = 16 sen
2 
u/2 
o ~co s:-::u:"'-"" 
8 senu/2 
3 + cosu 
4 senu/2 
/3+cosu 
2 
= ~====-=== I 3+cosu (O<u<n) 
teorema 4 concluímos que nosso teorema 2 ' - equivalente e 
Cal~ o 1 a ri o l - Para o anel K = r { z: r< jzj s 1} (O < r < 1) 
ao: 
- 61 -
temos 
;(;(Kr) ~ 2 (O<U<'If) 
/ 3+cosu 
aqui r e u sao ligados pela relação 
r ~ 4cos (u/2) 
3+c0su (-Q .< U < TI 1 Ú < Y < 1) 
Seja K(R) .~ {z: ./zl .::R} o disco circular de raio R. 
Errl nossa notação n'ós também podemos escrever K { 1) = 
Agora 
vale 
K 
o 
tarnbem para r = 0 e port~nto u :::: TI. Obtemos então que ;G'(K(1)) = ./2 
Vemos que f(t) e _.A(K(R)) sé e só se f(t)/R e ,À(K(1)) de'J'(cf(t)) ~ 
~ rc 't't(t) temos 'lf(t)/R ~ R-1/2 Y(f) e tomando supremo em anbos. 
os membros e igualando temos 12 ~ R- 1 / 2 .z;(K(R) I donde :<';(K(R)) ~ /2R 
Podemos dizer em palavras: A constante de Landau de um disco cir 
cular é igual a raiz quadrada de seu diametro. 
Generalizaremos isto pra arbitrarias conjuntos K conexos e limita 
dos. 
Uma conseguencia imediata de ~(K(R)) = I2R e: 
Corolario 2: Para todo admissivel continuo K a constante de 
Landau ~(K) é bem definida e finita. 
Pois se K é admissivel ·e R é suficientemente grande então KCK(R). 
A propriedade de monotonicidade mostra então que ~(K) ~ I2R e en 
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tão ;t(K) é finita. 
Observamos agora que no corolario 1 assumimos r < 1 logo u > o. 
Vamos mostrar que vale tambem para r.= 1 portanto para ,u =O. 
Afirmamos isto no 
Corolario 3: Para a circunferência unitária 
K1 ~ {z: I z I ~ 1} nós temos 
.,t(K1) > j'(eit) ~ 1 
. Prova: Se O < r < 1- então a propriedade de monotonicidade da 
consta~te de Landau mostra que: 
2 
iJ+cosu 
Como 
lim 2 
u->-0 r3+cos u 
Então ,G'(k 1) :::: 1 . Entretanto, o movimento f(-t) 
it 
= e perte_!! 
ce a v4(K1), enquanto nós encontramos facilmente que ~(eit) = 1 
Isto da a desigualdade oposta 
e estabelece o corolario 3. 
Para-Úm disco circular de raio R nos encontramos a relação 
~ (K(R)) ~ /2R 
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Enunciamos para concluir um teorema que nao será demonstrado. 
TEORE~1A 5: Se K e compacto e convexo então ~(K) = /D onde D 
é o diametro conjunto K. 
CAPÍTULO 3 
O TEOREMA DE KOLMOGOROV 
Introdução: 
Obtivemos no Capítulo 1, relações entre os valores ·superiores 
de derivadas .sucessivas dé uma função real de variável re-al quag 
do tratamos com derivadas de até 4~ ordem. Estas relações foram 
v 
'dadas atravez dos teoremas de Landau e Silov. 
Em 1934, kolmogorov demonstrou um teorema que relaciona os 
citados valores para derivadas de quaisquer ordens, e que contém 
• 
como caso particular os teoremas de Landau e Silov. 
Nêste 39 capítulo apresentaremos o teorema de Kolmogorov bem 
como sua demonstração que é extremament~ simples. Para a demons 
tração serão utilizados tão somente alguns resultados eleiTEntares 
da Análise .. 
Embora a demonstração seja simples nos argumentos 
ela é bastante trabalhosa. 
usados, 
Procede-se por j_ndução sobre n (ordem da última derivada 1 e 
sobre K {ordem da derivada que lhe é comparada). (1<K<n). 
Observamos que certas fun~Ões periódicas -sao sinal de i gua_! 
dade na desigualdade de Kolmogorov. 
Destas são obtidas funções com mesmas características de p~ 
riodicidade que poderão ser comparadas a uma função genérica não 
necessariarrente periódica, roas derivavel até ordem n e limitada. Atravéz des 
ta comparação será possível obtermos a relação desejada. 
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3.1 - ENUNCIAO~ DO PROBLEMA 
Consideramos urna fuHção f(x) cujas primeiras n derivadas são 
limitadas em todo eixo real. Pela limitação da ri-ésima -- deriVada 
vamos significar que a derivada (n-1)-é:iima tem nUmeras deriva!1os 
limitados. Admitimos portanto que o gráfico de n-1-ésima deriva 
da seja continuamente tangenciavel exeto 1 em bicos; que entretan 
to serão em número finito em cada intervalo e adrtti tirão ·inclina 
ção finita ·a esquerda e a direi ta •. 
Façainos: 
' 
K=O 1 1 1 2 1 3 1 •• .'. 1 n 
Notamos que M (f) denota o limite superior do valor absoluto 
n 
dos numeras derivados da (n-1)-ésirna derivada. 
TEOREI1A 1 (de Kolrnogorov). 
Para que a terna de números positivos M ,.M.. 1 M (O<k<n) possa o k n 
corresponder uma função f(x) para a qual 
M = M (f) M = M (f) Ü Q I --k --k M = M (f) n n 
e necessário e suficiente que as seguintes condições possam ser 
satisfeitas: 
K 
(3.1.1) ~ n 
onde 
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(3.1.2) 
Ki = 4/rr ( 1-
1 
+ 
1 1 
+ ... ) i 3i+1 - para par 5i+1 7i+1 
K. 4 (1+ 1 1 1 . .. ) i • = 3i+1 + 5i+1 + 7i+1 + para lmpar l rr 
A desigualdade ( 3. 1 • -1) _pode ser escrita na forma 
(3.1.1*) 
-Esta forma tem a vantagem que, todos os coeftcientes C~k sao 
racionais. Daremos os valores de C~k para n < 5 . 
. . 
. n 
cnk 
k 1 2 3 4 n 
2 2 
-
3 9 3 -8 
4 512 36 24 375 25 5 
5 1953125 125 225 5 -- -- -15728G4 72 128 2 
Damos também os valores aproximados das constantes Cnk para 
n < 7 . 
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' 
' 
cnk 
k 
1 2 n 3 4 5 6 
2 1,41421 
3· 1,10293 1,4425 
4 1,08096 1,4425 1,48017 
5 1,044'26 .1,11665 1.11942 1,49631 
6 1,04298 1,08001 1,14520 1,14280 '1,50892 
7. 1,03451 1,07289 1 '10472 1,16471 1,5137 1,517748 
.Fazemos também algumas observaçÕes sobre o comportamento das 
constantes Cnk 
Desde que eviden-temente Ki ~ 4j·rr para i ~ oo , temos; 
1) Para n + oo e n-k limitado, 
2) Para n ~ oo e n-k + oo 
ló,k +O 
Em particular, 
C ~ K = ~ para n ~ oo 
n,n-1 1 2 
C + 1 para n + oo 
n, 1 
o interesse das duas últimas relações é acrescido pelo fato 
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que para todo n e k (O <k <n) temos as desigualQades 
(3.1."3) 
·~ rovaremos. aqui que K 
1 
Para isso consideramos a função f(x) = x - 'lf/2, O<x<7r, e es 
tendemOs estã funçã"o para todo x real., de formÇJ. que seja par e te 
nha peíoél.o 21f. 
ri e r 
Consideramos o desenvol virnento desta função em série de fou-
f (x) 
ro 
= a /2 + L 
.o cqsnx + bn sen nx 
Como a nossa função foi estendida de forma que fosse par assim te 
remos 
b o e an 2/TI r(x - TI/2) cosnxdx 
n 
o 
2/TI ( cosn rr 2 
- 1) 
n 
Resulta que: 
00 
.X- TI/2 =I 2/TI(COS~TI -1, cosnx 
1 n 
ro 
= 2/TI L -
1 
donde fazendo x = O resulta 
2cosnx 
(2n-1) 2 
ro 
- TI/2 = 2/TI L -2 
1 (2n-1) 2 
e portanto 
temo$: 
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~ 
00 
2 
n 
8 
K1 ~ 4/n I 1 ~ 4/n 1 (2n-1) 2 
ficando assim Provado .o· valor-de K1 =; 
Na prova do teorerita. ~ usaremos o fato de que a equaçao extre 
rnante :. 
(3.1.4) 
n-k; 
~(f) ~ cnkMO -n-(f) Mn 
k 
;;-(f) 
é atingida. em particular para dados valo.res de n e k (O < k < n), p~ 
l;;is funções 
00 
(3.1.5) ~ 4/n I 
ril=O 
" -n sen { (2m+ 1 ) x - 2, _ 
De fato: para estas funçÕeS ternos 
e 
(2m+1)n+ 1 
K 
n-k 
pois f
0 
representa em série de fourier a função f(x), de período 
2, definida por 
f (x) 
= {-
1
1 
5
see -1T<x<O 
O<x<n 
Assim 
,o 
I 
__, 
o 
o 
K 
n-k 
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.I 
n-k) • (K 
n n 
n-k .1)~K k. 
n n-
I 
L_ 
• 
:e fácil verifj_car que se a igualdade (3.1.4) é satisfeita p~ 
las funções fn(x) é também satisfeita por qualquer função da for 
ma: 
(3.1.6) 
onde a > O, b > O e c e uma constante qualquer. 
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Basta ver que: 
(A) ~ a M(f),M(-') o n --k ""n - e 
M (</ ) ~ a bn M H ) 
n n n n 
temos em (3.1.1) a ig~aldade 
n-k k 
~C M n (f )Mn(f ) 
nko nnn valida para as funçQes 
k . 
· ·t . Multiplicando ambos os· membros desta igualdade por a b temos 
n 
n-k n-k 
a bk '\ (fn) ~ Cnk a n Mon (fn) 
k nk 
an b n 
k 
Mn (f ) 
n n 
que, levando em conta as igualdades (A) equivale a. ( 3.-1 .1) para a 
função ~ com sinal de igualdade. 
n 
As constantes a e b podem ser escolhidas tais que M0 (~n) e 
M {sz) ) assumam valores positivos arbitrários. 
n n 
As funções fn(x) são periódicas de período 2n. 
satisfazem à equaçao: 
(-1) m + n 1 ~ 1 fn (m 2 - x) 
Além disso 
isto e prontamente verificado ~atando que esta igualdade equivale 
a dizer que: 
TI fn(m 2 + x) = fn (m ; - x) se m e n sao 
ambos pares ou ambos Ímpares, pois neste caso, m+n+i e Ímpar e 
x) se rn é par e n é ímpar ou vice-versa, 
pois neste caso, m+n+1 e par. 
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Reportando-nos as nossas funções fn basta examinar agora 
s~n(2i+1) ((m ~ +,x)-; n) e sen(2i+1) ((m i -x)- ~ n) 
que sao ·respecti varnente iguais a: 
{ sen[(2i+1} (m-n) TI + (2i+1)x] 2 e 
TI sen [ ( 2i+1) (m-n) - (2i+1)x] 2 
aplicando agora as piopriédades da soma de ar_cos tem-se re~pec-ti-
vamente: 
(B) 
r sen[(2i+1) (m-n);]oos[(2i+1)xJ + oos[(2i+1) (m-n); ]sen[(2i+1)x] 
e 
I sen[(2i+1) (m'-n);]cos[(2i+1)x] cos[(2i+1) (m-nl} Jsen[(2i+1)x] 
então se m,n são pares ou m,n sao ÍmpareS ( 2i+1) (m-n) e p<:lr 
sen(2i+1) (m-n)~ vale zero e cos(2i+'l) (rn-n)~ vale 1 ou -1 sem é 
Ímpar e n é par ou vice-versa, (2i+1) (n-m) é Ímpar sen(2i+-1) (m-n) ~ 
vale 1 ou -1 e cos(2i+1)(rn-n) ~-vale zero. 
Basta agora observar as expressões (B) para ter o resultado 
que procuramos. 
Em virtude desta equaçao o comportamento da função f (x) em 
n 
todo o eixo real é univocamente determinado por seus valores num 
intervalo arbitrário da formam Tr/2 _:::: x 2 (m+1)1r/2. 
Para n>O, fn (x) varia em cada um des-tes ini:ervalos mono tona e 
contínuamente desde zero numa extremidade até + K na outra. As 
n 
funções da forma (3.1.6) tem propriedades semelhantes de periodi-
cidade e simetria. 
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Destas propriedades de periodicidade e simetria das 
~n(x) é facil deduzir o seguinte: se, além dos valores de 
funções 
M ( 95 ) 
o n 
e M (çt ) damos o valor ~ da função ç6 (x) nó ponto x ·, satisfazendo 
n n n o -
a condição jçj < M0 (~n}, então estes tres dados determinam univo 
camente 1 quase· todas as .funções da forma ( 3. 1. 6) com efei-to 
e 
(lernbrdmos que 95 (x) =a f (bx+c)). 
n n 
1 1 
M'(95 )~f(f ) 
. 1 . b _ n n o n lnp lc:a. - 1 1 
M'(95 ) ~f(f ) 
o n n n 
Finalmente dado o valor da função no ponto é possível det.ermi-
--o 
nar c·. Temos exatamen·te duas funções no caso I ç: I < M ( r;z$ ) e uma 
o n 
no caso 1~1 = M0 (95nl. 
Se nos denotamos estas duas funções (coincidindo 
I sI = N0 (ç6n)) por sin, 1 (x) e 9S'n, 2 (x), então <;6~ 11 (x0 ) = 
e consequentemente ~~~, 1 (x0 ) I = ]0~, 2 (x0 ) I 
no 
95 m, 1 ( x) 
95 m,2(x) 
caso 
Seja agora f(x} uma função derivavel até a ordem n, nao necessa 
(!I) 
riamente periódica, e tal que jj f jj 
são finl tos) . 
<co, K = 0,1 ,2, ••• (os M. (f) 
l 
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Denominamos, uma função da forma ·(3.1.6), para a qual 
M (~ ) ~ Mn(f) 
n n 
uma função de cornparaçao ·de ordem n para f(x) no ponto x
0 
.com ~sta definição provaremos o seguinte teorema: 
TEOREMA 2 
Se a função ~n(x) é uma função de comparação de ordem n para 
a função f(x} no ponto x
0
, então 
(3.1.7) jf'(x) I< l~'(x) j·. 
o· n o 
-Notamos que no caso n=i as derivadas podem nao existir para 
f(x) e ~n(x), pois f 1 (x)apresenta bicos no seu gráfico (fig.1) e 
consequentemente ~ 1 (x} também os terá. 
Entretanto a desigualdade (3.1.7) é valida neste caso para 
os números derivados. O teorema 2 afirma uma desigualdade maís for 
te que (3.1.1) para o caso k=1. 
De fato, segue da desigualdade (3.1.7) que em cada ponto x: 
o 
n-1 1 n-1 1 
~ c M n (dn) Mn (d ) 
n,1 o Y-' n ~'-'n ~c M n (f)W(f) n,1 o n 
tem-se portanto 
n-1 
< C M n 
n, 1 o 
1 
(flW(fl 
n 
que é a mesma desigualdade (3.1.1) para k~1. 
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As provas dos teoremas 1 e 2 serão efetuadas como segue: no 
Ítem 3.2 a suficiencia das condições {3.1.1) do Teorema 1 é prova 
. -
da considerando funções da forma X (x) = af (bx) + d. No ítem 3.3 
n n 
a ?ecessidade da condição (3.1.1) d~ Teorema 1 e o Teorema 2 sao 
p.rovadas simultaneamente para o caso k=1 por indução em n. No ítem 
3.4 a necessidade da condição (3.1.1) é provada no caso geral por 
induçã.o em k. 
3.2 - SUF!CltNC!A DA CONDIÇAO (3.1.1) 
Para números poSi·tiVos arbitráriOs M01 ~ e Mn a equaçao 
d~termina univocamente, para O< k < n, o multipl"icador 
Para uma função arbitrária f(x) com M. (f) finitos para i,:::: n, 
l 
tal como a descrita anteriormente. 
Denotamos 
Diremos que uma terna de numeras positivos (M
0
, ~~ Hn) 
"possível 11 se existe uma função f com 
1\ (f) ~ 1\' M (f) ~ M n n 
Provamos o lema seguinte. 
-e 
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Lema: Se a terna (M
0
, ~, Mn) é "possível", também o ser ao 
todas as ternas (M~, Nk' M~) para as quais 
Y (M' ~· M') < nk o' --k' n 
Prova: Pela hipótese. do lema existe uma função f(x) para· qual 
M (f) ~ M ~ (f) ~ M M (f) ~ 'M 
o · o--~ k' n n 
é .fácil ver que para a, b positivos e aibitráriós a função 
0' (x) ~ af (bx) 
-
satisfaz a equaçao Ynk(~) = Ynk(f) 
As constantes positivas a , b podem ser .. escolhidas tais que 
tenhamos 
destas igualdades e da desigualdade 
' ' ' Ynk(Mo'~'Mn) < Ynk(Mo'~'Mn) ~ Ynk(f) ~ Ynk(lli'l 
ou seja 
n-k M' 
o 
< ~~ 
resulta queM~> M0 (~). Pomos agora x(x) ~ 0(x)+d, onde de certa 
constante. 
Evidentemente 
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Pela escolha da constante d podemos aumentar M (xl" arbitraria 
' . - o 
ínente em relação a_ M0 (çí) e em partícula?=" podemos faze. r M0 (x) = M~. 
Vemos então qpe a terna (M 1 M.! M') é realmen·te o' --k' n "possível 1'-. 
Em virtude do lema apenas provado fica claro que a suficiên. 
cia dá condição' {3.1.1) ficará estabelecida se para cada n .e k .. da 
dos (O< k < n) puder ser encontrada pelo menos uma função f(x). para 
a qual ynk(f) = cnk . Precisamente esta condição é satisfeita p~ 
las funções fn (x) definidas pela fórmula (3 .1 .5·). 
' De fato, vê-se facilm"ente que para k=1,2, ... ,n as equaçoes 
(3,2.1) 
(3.2.2) sup I fn-k (x) I = k n-k 
são verdadeiras. De (3.2.1) 1 (3.2.2) e (3.1.2) segue que ynk.(fn)= Cnk 
3.3- NECESSIDADE DA CONDIÇAO (3. l. l) PARA k = l. 
Nesta secçao provaremos o Teorema 2 e a necessidade da condi 
çao ( 1) do Teorema 1 no caso k=1 • Para obter ambas as proposiçÕes 
é suficiente estabelecer o seguin.te: 
(A} O teorema 2 vale para n=1. 
(B) Se o teorema 2 vale para n=m, en·tão a condição (3.1 .1} 
do ·teorema 1 e necessária para n=m+1. 
(C) Se o teorema 2 vale para n=m e a condição (3.1.1)é n~ 
cessária para n:o:::m+1, então o teorema 2 vale para n::::;:_mt-1. 
Para nós convencermos que vale A, é suficiente notar que p~ 
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ra um x arbitrário )f1(x) j = 1, e. consequentemente no caso n=1 o 
valor_ absoluto da derivada da função de comparação. 
do teorema 2 é constante : 
lii!; (x) I ~· M
1 
(y5
1
) ~ M
1 
(f) conforme as hipóte-
seS do teorema 2. Portanto para n=1 o teorema 2 se reduz á desi 
gualdade trivial 
Veremos agora a prova de B. Denominamos uma função da forma 
~n(x) =a fn(bx+c) para a qual: 
Mo (Çln) > M0 (f) 
M (9l ) ~ Mn (f) n n 
ii)n(xo) ~ f (x0 ) ' 
urna função de comparação superior de ordem n para a função f ( x) no 
ponto x
0 
• .t; fácil mostrar que para uma função de comparação sup~ 
rio r I ;2$~ (x
0
) I é sempre maior que I rj}~ (x0 ) I para urna correspondente 
função de comparação ~n(x) no senso estrito do termo.~ também ela 
ro que uma função de comparação superior rj}n(x) pode ser sempre es 
colhida de modo que num intervalo finito contendo x0 dado arbitra 
riamente 1 a mesma função s; (x) difere arbitrariamente pouco de )Z$ (x) n n 
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e sua derivada difere arbitramente pouco da derivada ~· (x). 
n 
Então para todo no teorema 2 é equivalente ao seguinte: 
TEOREMA 2*. Se Ç6n (x) e uma função de comparaçao superior de 
ordem n para a.função f(x) no ponto x
0
, então 
(3.3.1) 
Supomos agora que os teoremas 2 e 2* tenham sido estabelici-
dos para n~m e consideramos a função f(x) com Mi(f) 
i=m+1. 
Figura 2 
-- ---
9ln,2 (x) 
' 
--x' 2 
finitos até 
'1 ( x) 
Para um E arbitrariamente pequeno, podemos encontrar um po~ 
to x
0 
t.q. 
I f' (X ) I > M (f) - é o 1 
Podemos assumir sem perda de g.eneralidade f' (x ) > O, caso 
o 
contrário as considerações que seguem podem ser aplicadas a -f(x) 
ao invés de f(x). 
Construímos 2 funções de comparaçao ~ 1 {x) e~ 2 (x) para a m, m, 
função f' (x) no ponto x
0 
, satisfazendo às condições 
ç5' ( x ) > O e ç5' 2 ( x) < O ffi 1 1 o - m, -
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Denotamo~ -por x 1 aquele .zero- da função ~m, 1 (x) que está mais 
_perto. d·e x
0 
à esquerdá, e por x2 aquele zero da funç.ã:o. !ZI'm 2 (x) qoo 
' 
está mais per~o de x0 a direita (ver figura 2). 
Provaremos agora que a desigualdade 
f' (x) ~ 91m, 1 (x) 
e valida no intervalo [x1 ,x0 ], e a desigualdad~ .. 
é valida no inte_rvalo [x
0
,x21 
Estabelecemos a 1 ~ destas desigualdadeS. 
Para isso consideramos em vez da função ç6 .1 (x) m, uma função 
arbitrária de comparação superior ~ 
1 
(x) de 
m, . 
ordem m para f • ( x) 11:10 
mesmo ponto x
0 
Denotamos por x 1 o zero da função ;lm 1 que está mais perto de 
' 
x
0 
a esquerda e provamos que, a desigualdade: 
(3.3.3a) f' (x) > ilm, 1 (x) 
é satisfeita no in-tervalo (X1 ,x0 ) ·• De fato, se esta desigualdade 
falha em qualquer lugar no intervalo (X1 ,x0 ) existe um ponto Ç, do 
intervalo (X1.,x0 ) o mais prÓximo à esquerda de x 0 no qual ela fa 
lha. Neste ponto Ç, evidente são satisfeitas as seguintes rela-
-çoes: 
(3.3.4) 
- B 1-
(3 . .3.5) f"(!;) > ii~,1(1;) >o 
A equaçao (3.3.4) mostra que ~m, 1.(x) p?de ser considerado.<?~· 
mo uma fl.lnção de comparação superior de ordem m para f' (x) 'no p·o~. 
to (.;) .. Consequentemente pelo teorema 2 {que consideramos provado 
para n=m) . 
( 3. 3 . 6 ) 
A contradição entre (3.3.5) e (3.3.6) mostra que a desigual 
dade (3.3.3a) não falha no intervalo (X~,x0 ). 
Se~ 1 (x) é"escolhida suficient~rnente próxima de~ 1 ~x) o m1 m, 
ponto :X 1 estará arbitrariamente próximo de x 1 
Então obtemos a desigualdade (3.3.2a) no intervalo [x 1 ,x0 ] to 
mando limite em (3.3.3a). 
A desigualdade ( 3. 3. 2b) se prova analogamen·te. 
Das desigualdades (3.3.3a) e (3.3.2b) segue que 
(3.3. 7) ç6 1 (x)dx + m, 
(2 ç6 2 (x)dx rn, 
Se E é escolhido suficientemente pequeno, ~m, 2 (x} difere ar 
bitrariamente pouco de ~m, 1 (x) em ~0 ,x2 ] e o ponto x 2 é arbitra-
próximo do zero x2 da função 0m, 1 (x) mais próximo de x0 à direita. 
(ver figura 2). consequentemente o lado esquerdo da desigualdade 
{3.3.7) pode-se fazer arbitrariamente próximo de 
(3.3.8) ç6 1 (x)dx rn, 
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Notamos agora que: ~ 1 (x) = af (bx+c) e a derivada da fun-m, m 
_çao •~Zim+, (x) ~ ~ fm+i (bx+c) 
vê-se facilmente que a i:ptegral (3.3.8) estendida sobie un-·in 
tervalo entre dois zeros consecutivos de ~ (x) no qual esta. fun 
m, 1 
çao é positiva, é exatamente igual a 2M
0
(y!m+ 1); 
Desde que no oUtro membro f{x2 ) < .· 2M (f) o obtemos 
M '(f) > M ()i +1 )' em virtude de ( 3. 3. 7) e da aproximaçãO .arbitraria o - o m · 
do membro esquerdo de ( 3. 3·. 7) com a· integral ( 3. 3. 8) . 
Desta Última desigualdade combinada com as equaçoes 
m 
M1 (l'im+1) ~ c Mrn+1 (l'im+1) m+1,1 o 
M1 (l'im+1) ~ Mo (l'im, 1) ~ M (f') o 
Mm (l'im+1) ~ Mm(,lm 1) ~ M (f') 
' 
m 
finalmente obtemos: 
< cm+1,1 (f) 
que prova B por completo 
Provaremos agora a afirmação C. 
1 
,m+1 
m+1 (l'im+1) 
~ 
-
M
1 
(f) 
Mm+1 (f) 
1 
Mm+1 
m+1 (f) 
Assumimos que a necessidade da condição ( 3. 3.1) para n"'TTtf-1 e 
k=1 já foi estabelecida e que os ·teoremas 2 e 2* já foram provados 
para n=m. Suponhamos quer contrariamente à afirmação Cr o teorema 
2* não é verdade para n=m+1. 
Suponha que a desigualdade 
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Seja verdadeira para alguma função f(x) e alguma função de 
comparação superior de ordem m+1 no ponto x
0 
' 
' 
' I 
' I 
' 
' 
' 
' 
' 
' 
I 
I 
I 
I 
I 
Figura 3 
--~-r----
1 
I 
I 
I . 
---
f (x) 
jlirn+1 (x) 
Como M
0 
(ç<\n+ 1 ) > M0 (f), o ponto x 0 nao pode ser um máximo p~ 
ra çzírn+ 1 pois_ neste ponto tem-se 9$m+ 1 (x0 ) ::::: """(x0 ), cons~quentemente 
~~+ 1 (x0 ) I O e f' (x0 ) I O • 
Sem perda de generalidade podemos supor que f (x ) >O e f' (x ) >O 
o - o 
Caso contrário podemos se necessário trocar f(x) por -f(x) e 
x por { -x) . Podemos também escolher a função de comparação tal que 
~· (x ) > O m+1 o - (ver figura 3) • 
Seja agora x 1 o máximo de ~m+ 1 (x) que está mais próximo de x0 
a direita, nós temos: 
Conseguentemente ,_ a diferença f (x) - ~m+ 1 {x) atinge o seu máximo 
nalgum ponto à esquerda de x 1 . Neste ponto Ç temos 
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(3.3.9) f' (0 - 95~+ 1 . (!;) =O implica f'(!;) = i3~+ 1 (!;) 
<O implica f"(~) <iil" (~) 
- m+1 
Diferenciando a função ~m+i(x} = afm+i(bx+c) 
obtemos a função~ (x) = ~'+ 1 {x) = abf (bx+c) m m m 
Notamos que em virtude da definição de função de comparaçao 
supeiior iim+i (x). 
(3.3.10) 
(3.3. n) = M (!)i ) 
m m 
Agora, a desigualdade (3.1.1), que assumimos provada até o caso 
n=m+1 e k=1 nos dá junto com (3.3.10) 
m 1 
(3.3.12) M (f')=H (f)<C Mm+ 1 (f)Mm+i 
o 1 - m+1, 1 o m+ 1 
De (3.3.11), (3.3.12) e a equação ;iim(~) = iii~+ 1 (0 =f'(~). 
concluimos quo Ç6m (x) e uma função de compa.ração superior de 
ordem m para f' (x) no.ponto {Ç). 
Pelo teorema 2·k, que foi assumido provado até, n=m segue que 
lf"<Sll<liii'<~ll =I?" <~li m m+1 
ou desde que IJ$;;+ 1 (i;) < O 
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(3.3.13) f" (F,) > ii~+1(f;) 
A contradição entre as desigualdades (3.3.9) e {3.3.13) esta· 
belece c. 
3.4- NECESSIDADE DA CONDIÇ~O (3.1.1) PARA K ARBITRKRIO. 
Assumimos a necessidade da condição ( 3. 1. 1) já provada para to 
·do n e k ~ m (m ~ 1). 
Provamos que, neste caso, é também verdade para k=m+1. 
Para isso consideramos umzr função f"{x) com, M0 {f) ,M.m,+i (f) e 
Mn(f) finitos (m+1<n). Evidentemente 
M (f) 
n 
Desde que a necessidade da condição (3.1.1) já foi provada 
para k=m. 
ou, e qui valentemente, 
n-1-m 
Mn-1 
o 
n-1-m 
(3.4.1) M (f) C Mn1-
1 (f) 
rn+1 · .S n-1 ,m 
rn 
(f')~-1 
n-·l (f') 
Ainda, desde que a neCEssidade da condição ( 3. 1 . 1) já foi provada 
no caso k=1 para n arbitrário, temos 
n-1 1 
(3.4.2) (f) (f) 
substituindo {3.4.2) em (3.4.1) temos 
·e desde que 
c 
finalmente 
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n-1 n-1-rn 
< C C n M n (f) 
n-1,m n,1 o 
n-1 ,m 
n-1 
C n. = 
n, 1 c n,m+1. 
n-m-1 m+1 
m+1 
M n (f) 
n 
(f) M n (f) 
n 
que prova nossa afirmação. 
oooOooo 
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