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基于卷积神经网络的植物叶片分类
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摘要:回顾近年来国内外植物叶片分类的研究进展，指出传统方法存在的缺陷。简述卷积神经网络在图像分类的优势，
为了简单高效地对植物叶片进行识别，提出一种基于卷积神经网络( Convolutional Neural Network，CNN) 的植物叶片识别
方法。在 Swedish叶片数据集上的实验结果表明，本算法识别正确率高达 99． 56%，显著优于传统的叶片识别算法。
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Abstract: Plant plays an important role in human life，so it is necessary to build an automatic system for recognizing plant． Plant
leaf classification has become a research focus for twenty years． However，conventional methods for recognizing plant leaf have va-
rious drawbacks． CNN gained great success in image recognition，in order to utilize CNN to recognize plant leaf，a hierarchical
model based on convolutional neural network is proposed． We applied our method to Swedish leaf dataset classification，the exper-
imental results showed that the proposed method is quite effective and feasible．












物识别进行了深入研究。Guyer 等人［1］在 1993 年提
取了 17 种叶片形状特征，并对 40 类植物进行分类。
1998 年，Im 等人［2］使用分层的多边形来近似表示叶
片形状，并将该方法用于多种枫树的分类。2000 年，
Oide 和 Ninomiya［3］ 将叶片形状作为神经网络的输
入，并使用一个 Hopfield 网络和一个简单的感知器对
大豆叶片进行分类。2001 年，Soderkvist［4］使用叶片















法( 如图 1 所示) : 第一步，从输入的叶片图像中计算
出人为设置的特征; 第二步，根据得出的特征去训练













1． 1 CNN 的发展历史














算法引入 CNN。2003 年，Behnke［11］ 写了一本关于
CNN 的著作，对 CNN 进行了总结。同年，Simard［12］
等人对 CNN 进行了简化。2011 年，Cire爧an［13］等人进
一步对 CNN 进行了改进，并实现了它的 GPU 版本，
之后，他们利用该 CNN 框架对多个图像数据库进行
实验，获得了有史以来的最好结果。





中查阅。下面对图 3 的 CNN 框架作简要分析。
图 3 CNN 基本框架图

















图 4 植物叶片识别 CNN 框架
14 计 算 机 与 现 代 化 2014 年第 4 期
2 基于 CNN 的植物叶片分类方法





行灰度化; 当大小不是 64 × 64 时，采用双线性插值算
法对图像进行缩放，以保证满足输入要求。
( 2) C1 层。C1 是一个特征提取层，它获得 12 个






也是 CNN 参数调谐的难点。在 C1 中使用了 5 × 5 大
小的卷积核，用 5 × 5 大小的卷积核去卷积 64 × 64 大
小的图片，即遍历每一个 5 × 5 大小的单元，最终获得
( 64 － 5 + 1) × ( 64 － 5 + 1) = 60 × 60 大小的一个特征
图。其中，同一个特征图使用的 5 × 5 的卷积核都是
一样的。如图 5 所示，特征图 1 和特征图 2 提取的是
2 种不同的特征，虚线和实线分别表示不同的卷积
核; 从特征图 1 来看，这表示使用相同的卷积核从局
部图块 1 和局部图块 2 提取了一种特征分别放在同







用卷积核 w 进行卷积，偏置项为 b，输出为 y 的卷积
运算为:
y = Sigmoid( wx + b) ( 1)
图 5 卷积运算示意图
C1 需要训练的参数数目: 12 × ( 5 × 5 + 1 ) = 312
个，而输 入 层 和 C1 的 连 接 数: 312 × ( 60 × 60 ) =
1123200 条。
( 3) S1 层。S1 是子采样层，它获得 12 个 30 × 30
大小的特征图。它是通过将 C1 中所有互不重叠的 2




( xi ) + b］ ( 2)
因为 C1 中特征图大小为 60 × 60，最终获得的子




多图像细节特征。在 CNN 中，一般取缩放因子为 2
就已经够了。每一个子采样特征图需要训练 2 个参
数，S1 共有 12 × 2 = 24 个参数需要训练。
( 4) C2 层。C2 也是一个特征提取层，它跟 C1 有
类似的地方，同时也有一定的差别。C2 使用的卷积
核大小也是 5 × 5，所以它获得的特征图大小为( 30 －
5 + 1) × ( 30 － 5 + 1 ) = 26 × 26。由于通过 C1 和 S1
的处理，实际上 S1 的每一个神经元覆盖的感受野已
经相当于原始图像的 10 × 10 ( C1 的卷积核大小是 5
× 5，S2 的采样子块大小为 2 × 2，5 × 5 × 2 × 2 = 10 ×
10) 。现在 C2 又经过一个 5 × 5 大小的卷积核提取
S1 的特征，它的感受野进一步扩大，相当于原始图像
的 50 × 50。C2 的特征图共有 24 个，比 C1 翻了一倍，
C1 通过输入层一张图片获得 12 个映射平面，现在







征。本文采用的策略是: 倘若 S1 的特征图编号是 C2
特征图编号的因子，那么它们是有连接的，比如 S1 中
的特征图 1 连接到 C2 中的所有特征图，S1 中的特征
图 2 连接到 C2 中所有编号为偶数的特征图。S1 中
的特征图 3 连接到 C2 中所有编号能整除 3 的特征
图，依次类推。对于第 j 个特征图C2j，j∈{ 1，2，． ． ． ，
24} ，有:
C2j = Sigmoid ∑i∈MS1i( )+ b ( 3)













( 6) 输出层。输出层是与 S3 的一个全连接层。
S3 有 24 × 5 × 5 = 600 个神经元，每一个神经元都与
输出的一个神经元相连，输出层共有 15 个神经元( 即
叶片种类数目) ，所以共有 600 × 15 = 9000 个连接。




















CPU: Intel Core i3-2120
内存: 8G
操作系统: Windows 64 位
开发工具: Matlab 2012a
因为图 4 的卷积神经网络只接受 64 × 64 大小的
灰度图片，而 Swedish 叶片数据集中的图片是大小不
一的高清彩色图像。所以，首先需要对图片进行灰度
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