Abstract-In this correspondence, a new approach to retrieving images from a color image database is proposed. Each image in the database is represented by a two-dimensional pseudo-hidden Markov model (2-D PHMM), which characterizes the chromatic and spatial information about the image. In addition, a flexible pictorial querying method is used, by which users can paint the rough content of the desired images in a query picture. Image matching is achieved by comparing the query picture with each 2-D PHMM in the database. Experimental results show that the proposed approach is indeed effective.
IV. COMPLEXITY OF THE FRSST ALGORITHM
The complexity of the FRSST algorithm is analyzed below. Based on the flow chart of the FRSST as shown on The pixel domain mapping is used in this analysis. The variable a will start from 0 (a will start from 1 when region domain mapping is used). The value of the constant a, which has to be within the dynamic range of the link weight function is the maximum number of link weight stack [i] used and bi is the number of links in the stack [i] . The algorithm will be terminated when the total number (n 0 1) of links are saved. It can be expressed as follows:
and a 2 b n 0 1: Applying the above relationship, the complexity of the FRSST becomes
Comparing with the complexity of Morris et al. ' s RSST algorithm O(n 2 ), a new lower bound for RSST algorithm is found, which is O(n) for our fast algorithm.
V. EXPERIMENTAL RESULTS AND CONCLUSIONS
A number of standard images have been used to examine the performance of our approach, the FRSST, and the RSST algorithm. Let us use the House and Lenna examples for our discussion. By comparing their execution times, it is shown that approximately 30% speedup has been achieved by our proposed algorithm. We have presented a fast RSST algorithm for which the running time is O(n) in the worst case. This is achieved by removing the sorting algorithm from the conventional algorithm. The running time of the proposed algorithm is a new lower bound for algorithms of this type. The algorithm is a region-based design, which is beneficial to images with many objects and regions in which pixel intensities are very close to the neighbors. Such regions and objects can possibly be represented by a single subtree, thereby greater reduction in processing time can be obtained. It is indeed the usual case for typical head-and-shoulder images.
Although the FRSST holds the same order of space O(n) as Morris et al.'s algorithm, the coefficient of the highest order for the FRSST is 20% smaller than that for Morris et al.'s algorithm. This figure is even more significant for images with larger sizes. Furthermore, the region-based image mapping can achieve further speedup on the overall performance of the algorithm.
I. INTRODUCTION
Traditionally, we access an image database based on textual information. With the growth in volume and diversity of image databases, the access method encounters some problems: i) Uniform textual descriptions may be insufficient to characterize various types of images and their internal properties; and ii) Cognitive gaps between query texts and keywords stored in the database may result in wrong image retrieval. Moreover, users may have problems in providing adequate textual description for the image to be retrieved. Therefore, a nontextual querying method is desirable.
A new approach to retrieving images based on their content is proposed in the correspondence. In addition, a pictorial querying method is used, through which users can paint the rough spatial/color content of the images to be retrieved. Each color image in the database is represented by a two-dimensional pseudo-hidden Markov model (2-D PHMM) [1] , [2] . There are three strong reasons for using the statistical model to solve the image retrieval problem. First, 2-D PHMM's are flexible in characterizing the chromatic and spatial information about an image. Second, matching between the query picture and each image in the database can be effectively achieved using the corresponding 2-D PHMM. Third, "not-cared" regions in a query picture can be easily processed in matching. It will be very flexible for users if "not-cared" regions are allowed in the query picture. Otherwise, users may have difficulties in painting the overall content of the desired images or in providing a sample image for query.
The rest of this correspondence is organized as follows. The proposed image retrieval approach based on 2-D PHMM's is described in Section II. Experimental results are presented in Section III. Conclusions and further research appear in the last section.
II. IMAGE RETRIEVAL BASED ON 2-D PHMM'S
In the proposed approach, the user accesses an image database by painting a query picture. Clearly, it is not effective to find the desired images by comparing the query picture with each image in the database using template matching. Template matching is not tolerant to position, size, and orientation variations. A feasible way is to match the query picture with the 2-D PHMM of each image, instead of the image itself. The proposed approach consists of two steps: i) the model creation step, which is concerned with constructing a 2-D PHMM for each image in the database, and ii) the query comparison step, which deals with matching of the query picture with each 2-D PHMM.
A. Model Creation Step
The 2D PHMM creation step contains three major components: block based segmentation, initial 2-D PHMM construction, and 2-D PHMM parameter reestimation, as shown in Fig. 1 . Descriptions of these components are given in the following. is assigned a representative color, which is the mean color value of all pixels falling in the block. Initially, each block corresponds to a different region. The stepwise-optimal agglomerative clustering algorithm [3] is used here to iteratively merge regions until only one region remains. To determine the best number of segmented regions, r, of an image, a measure of class validity is incorporated in the segmentation. In this study, the performance index P k [3] , which is defined as the sum of squared errors of k regions, is used to find the value of r. After the segmentation process finishes, both the spatial resolution and the number of color levels of an image are reduced. However, the main chromatic and spatial information concerning the image is still retained. Fig. 2 shows an example of block based segmentation.
2) Construction of Initial 2-D PHMM's:
After each image in the database is segmented and quantized, the corresponding 2-D PHMM is to be constructed. The structure of a 2-D PHMM contains two one-dimensional (1-D) HMM's, which are respectively associated with the horizontal and vertical directions of an image. Detailed discussion of 1-D HMM's can be referenced in the literature [1] , [2] . We present our 2-D PHMM construction approach through an example shown in Fig. 3 . In the figure, an association between the segmented color image of Fig. 2 (c) and its corresponding 2-D PHMM is given. For each stripe in the segmented image, a horizontal 1-D left-to-right HMM, which is called a superstate [2] , is constructed. A i; j records the quantized color which the subregion belongs to. To make query comparisons flexible, the observation similarity function (i.e., the observation probability distribution [1] , [2] ) for each state is not computed until a query picture is given. The reasons will be discussed later. In a 1-D left-to-right HMM, the states corresponding to long subregions in the segmented image are regarded to have low probabilities of transitions to other states, and conversely for the states corresponding to short subregions. Hence, we heuristically set the initial state transition functions (i.e., the state transition probabilities [1] , [2] ) ai;i(j) (from Si;j to itself), ai;i+1(j) (from Si;j to Si+1;j), and a i; i+2 (j) (from S i; j to S i+2; j ) in S HMM is established. The horizontal 1-D left-to-right HMM's (i.e., the superstates) become the states of the vertical 1-D top-to-bottom HMM. The computation of initial superstate transition functions is similar to that of initial state transition functions.
3) Reestimation of 2-D PHMM Parameters:
It is interesting to raise the question of whether the 2-D PHMM parameters initialized previously are optimal. That is, is the matching score of each image in the database with its corresponding 2-D PHMM maximized? In fact, there is no efficient method to globally optimize the model parameters. However, we can apply the Baum-Welch method [4] to iteratively reestimate the model parameters so that the matching score of each image with its corresponding 2-D PHMM is locally where a i; i (j) is the reestimated value of a i; i (j). The mean superstate duration s (j) of S s j is computed similarly. These parameters will be used in query comparison.
B. Query Comparison Step
In the proposed approach, a pictorial querying method is used so that users can paint the rough spatial/color content of the desired images. For query comparison to be efficient, the query picture is rectangularly sampled to an image of lower resolution. The probability of the sampled query picture generated by each 2-D PHMM is used as the matching score between the query and the corresponding image. Therefore, the images whose corresponding 2-D PHMM's best match the query can be retrieved. The block diagram of the proposed query comparison method is illustrated in Fig. 4 , and the description is given below.
1) Pictorial Querying Method:
In the pictorial querying method, the users only need to roughly paint the chromatic and spatial information concerning the desired images with a drawing package. Fig. 5 shows two images to be retrieved and their corresponding query pictures. In the queries, only rough information about the desired images is given. It is notable that, as shown in Fig. 5(d) , a query picture may contain "not-cared" regions, which indicate that their colors do not matter. To reduce time spent in query comparison, the query picture is rectangularly sampled to an X 2 Y picture.
As described previously, for each 2-D PHMM in the database, the observation similarity function, b i; j , of S i; j is not computed until the query picture is given. As a result, "not-cared" cases in the query picture can be easily processed. In Si; j , bi; j (x; y) denotes the similarity measure between the color of pixel (x; y) in the sampled query picture and that recorded in S i; j , which is computed as bi; j (x; y) = 1 if the color of pixel (x; y) is "not-cared" ( 1) where D (i; j) is the Euclidean distance between the color of pixel (x; y) and that recorded in S i; j . D k denotes the distance between the color of pixel (x; y) and the kth quantized color. N s is the total number of superstates and N (j) is the number of states in S s j . If the color of pixel (x; y) is "not-cared," the value of b i; j (x; y) is set to 1, which indicates that the color of pixel (x; y) matches that of Si; j in query comparison. Otherwise, it is set as a similarity degree between the color of pixel (x; y) and that of S i; j . The motivation for choosing this expression is from the design of membership functions in the fuzzy c-means clustering algorithm [7] . Such a setting leads to the advantage: the comparison of query pictures with 2-D PHMM's becomes flexible and effective, because the model parameters can be adapted to various queries in query comparison. Note that because the Euclidean distance defined in RGB space will not give the same results as human perception on segmentation, the distance defined in a uniform color space, e.g., Commission Internationale de l'Eclairage (CIELAB), would be more reasonable.
2) Matching Between Query and 2-D PHMM's:
The matching between a sampled query picture and each 2-D PHMM in the database can be achieved by the 2-D Viterbi algorithm [1] , [2] , [5] . The algorithm shown below is divided into two parts, associated with the processing of horizontal (Steps 1-5) and vertical (Steps 6-10) directions of the query picture.
Algorithm: 2-D Viterbi.
Input: A 2-D PHMM and an X 2 Y sampled query picture Q 0 . Output: P [Q 0 j], the log probability of the sampled query picture Q 0 generated by the 2-D PHMM .
Step 1: Step 2:
x; y (i; j) = max Step 3: Step 4:q x; y (j) =9 x+1; y [q x+1; y (j); j] x = X 0 1; X 0 2; 111 ; 1; 1 y Y; 1 j N s :
Step 5: Step 7: Step 8: Step 9:q Step 10: In the algorithm, x; y (i; j) is the highest log probability along a single path ending in S i; j when the first x pixels of the row y in the sampled query picture Q 0 have been observed. P y (j) f= X; y [N(j); j]g is the log probability of the overall row y generated by S s j . An array of back-states 9 x; y (i; j) is maintained to record the optimal state sequence of the row y generated by S s j . The statesq1; y (j);q2;y(j); 111 ;qX; y (j) are the optimal sequence obtained from S N (j); j by backtracking 9 x; y (i; j) from x = X 0 1 to 1. The duration dy(i; j), which is the number of times that S i; j appears in the sequence, is computed for each S i; j in S s j from the corresponding optimal state sequence. Other terms, such as by the user is rectangularly sampled to a 64 2 64 image, which is used as an input to the 2-D Viterbi algorithm for matching. Eight images which best satisfy the query are retrieved. They are displayed from left to right and top to bottom in the figures with matching scores in descending order. The one which the user wants to retrieve is highlighted by a red bounding rectangle in these figures. Fig. 9 shows an example that the query is a sample image instead of a user drawing. It is noteworthy that the proposed approach is also applicable to character recognition. Fig. 10 shows an example of recognition of English characters printed on pictorial backgrounds. In a great number of experiments, the desired image appeared in the first three among 83% of queries, and in the first eight among 96% of queries. There are two reasons the retrieval may fail. First, the desired image is too complicated to paint in a query picture. If the desired image has diversified colors or texturelike complex patterns, it is difficult for users to specify or paint it in a query. Second, when the area of "not-cared" regions is quite large, they would become too dominant to match the desired images.
Because of the dynamic programming nature of 2-D Viterbi algorithms, the processing involved in query comparison is quite expensive. The time required to process a query in the experiments is about 14-15 min on 200 images. One way to reduce the computational cost is to use a coarse-to-fine matching method. In the method, 64 2-D PHMM's that best satisfy the query using color histogram matching [6] To examine the effect of using different color spaces, the luminosity-in-phase-quadrature (YIQ) space is used for comparison in our experiment. While the segmentation based on the RGB and YIQ spaces may appear different, the retrieval performance is similar. As for the effect of different segmentation schemes, the block-based segmentation method is replaced by the c-means algorithm [7] . It is found that the query comparison cost based on the c-means algorithm is much more than that based on block-based segmentation. Moreover, the c-means algorithm usually results in many scattered small regions after segmentation. Since in general a query picture is composed of coherent regions (see Fig. 5 ), the c-means algorithm is not preferred.
IV. CONCLUSIONS AND FURTHER RESEARCH
A new approach to retrieving images from a color image database based on 2-D PHMM's is proposed. From the experiments, 2-D PHMM's are shown to be flexible in describing the chromatic and spatial information of the images. The additional use of a pictorial querying method and the 2-D PHMM's results in effective query matching. The desired images that partially or exactly satisfy the query picture can be retrieved with high accuracy. Further research may be directed to the following topics: i) Adapting HMM's to descriptions of textures and designing the corresponding querying method by incorporating the syntactic approach; and ii) Improving the performance of the proposed approach by parallelizing and hardware implementation of the critical section to achieve real-time image retrieval.
I. INTRODUCTION
Interlaced video has been around for quite some time, and along the way many of the problems associated with it have been discovered, such as line crawl and interline flicker. Moreover, interlaced video makes motion-based processing very difficult, resampling is hard, and, furthermore, it makes little sense displaying a single frame out of a sequence. For these and other reasons, the current trend is toward progressively scanned video. However, although there exist very good interlaced cameras due to physical limitations in the current technology, progressive cameras are still a topic of ongoing research. Recently, the US HDTV Grand alliance has put forward a proposal containing both interlaced and progressive scanning formats. Therefore, there exists a need for a good deinterlacing system. Also, with the integration of multimedia services on desktops and workstations, one needs progressive video for display.
Previous work on deinterlacing can be roughly divided into four categories: In the first are methods using purely spatial techniques as in [1] ; the second group consists of those methods based on median filtering, both in two and three dimensions as in [2] ; the third group employs motion adaptive techniques as in [3] ; and the fourth group comprises methods that use motion compensation as in [4] .
