Many similarity solutions have been found for the equations of one-dimensional (1-D) hydrodynamics. These special combinations of variables allow the partial differential equations to be reduced to ordinary differential equations, which must then be solved to determine the physical solutions. Usually, these reduced ordinary differential equations are solved numerically. In some cases it is possible to solve these reduced equations analytically to obtain explicit solutions. In this work a collection of analytic solutions of the 1-D hydrodynamics equations is presented. These can be used for a variety of purposes, including (i) numerical benchmark problems, (ii) as a basis for analytic models, and (iii) to provide insight into more complicated solutions.
I. INTRODUCTION
The technique of similarity solutions for partial differential equations is a valuable method for obtaining special classes of solutions. Similarity variables are formed by certain combinations of the dependent and independent variables that allow the partial differential equations to be reduced to ordinary differential equations. These special solutions describe evolutions pertaining to particular choices of initial/boundary conditions that allow the solutions to proceed. Even though they are only a small class of all possible flows, similarity solutions have been extensively used and provide a great deal of information about more complicated evolutions. In many cases, similarity solutions are attractors of the dynamical evolution, in that the system asymptotically approaches a similarity solution. ' In particular, similarity solutions can be used for (i) exact solutions pertaining to certain initial/boundary conditions, (ii) benchmark solutions for numerical codes, (iii) ideal solutions with special properties, and (iv) insight into more general flow behaviors.
Many publications exist that describe various similarity solutions to various forms of hydrodynamics equations. A partial list can be found in . There are basically two methods for finding similarity solutions to partial differential equations. The first technique, more widely used, is that of dimensional analysis. ' In this method the equations and initial/boundary conditions are analyzed to identify dimensionless combinations of variables, which then provide the similarity variables. This technique is straightforward, quick, and has become a useful tool in many studies of the solutions of partial differential equations.
The second method is Lie group analysis of partial differential equations,' briefly described in this paper. With the Lie group technique, the partial differential equations are analyzed through the use of a differential operator U, the generator of the group. More details of the application of this technique to the equations considered here can be found in Ref. 2. Much of the Lie group method of finding similarity variables involves lengthy algebra. (This algebra can be done using an algebraic symbol-manipulating computer program.) The benefits of this technique over the dimensional analysis are that the Lie group method can uncover types of similarity that cannot be discovered by the first method. Furthermore, the Lie group method identifies variable transformations by which new solutions can be generated from existing ones.
In this paper we take the properties discovered in Ref. 2 and use them lirst to write a set of global transformations by which a given solution can generate others. Next, we solve the reduced ordinary differential equations for some particular solutions, arriving at a collection of closed-form analytic solutions. These particular solutions of the reduced equations are not the most general solutions, so the collection of solutions in this paper is neither complete nor unique. However, they can be quite useful for a wide variety of applications.
In Sec. II we introduce the physical model and the equations whose solutions are given. In Sec. III we describe the group properties of the model equations. The physical transformations for each group parameter are given, along with the composite transfarmation of all parameters. In Sec. IV we list a number of analytic solutions to the hydrodynamics equations. In Sec. V we demonstrate several of these solutions as examples of interesting physical problems.
II. MODEL
The equations considered in this work are those for one-dimensional, one-temperature inviscous hydrodynamic flow. Thermal conduction (nonlinear, in general) is included but can be dropped if desired. A perfect gas equation of state is assumed, so that the pressure P and energy per unit mass E can be written as
where l? is the gas constant and y is the adiabatic exponent. With these assumptions, the equations for continuity, momentum and energy transport become pt + up, + pq + kpu/r=O,
--&(T,+uT,)+TTu,+TT;+j F,fy -0. c 1 In these equations, k is a geometry factor set to 0, 1, or 2 for planar, cylindrical, or spherical geometry, respectively.
The heat flux F can be represented through a radiation diffusion approximation as
Here c is the speed of light, a is the radiation constant,and A(p,T) is the radiation mean free path, which can be related to the Rosseland mean opacity K by A = l/~p. We can approximate the function A(p,T) using a power-law lit:
Using (2)) we can recover various forms of conductivity K by noting
and choosing the appropriate values of &, oz, and /3 in (3). For radiation diffusion, values of o range from -1 to -2, with I</3 < 3. Classical conduction requires a -f and p-$.
Ill. GROUP PROPERTIES
Using the result of Ref. 2 we can write down the Lie group invariance properties of the system equations ( 1). We allow each system variable in the model to change through the transformation x--t 2 =e"x,
where x is any one of the independent variables r, t, or the dependent variables p, u, or T. We can rewrite Eqs. ( 1) in terms of the new variables Z using the relations (4) along with the chain rule and obtain a set of partial differential equations ( ? ) in terms of these new variables X. When the transformations (4) are invariance transformations, these new equations ( T ) are identical in form to the original set ( 1) . That is, the variables X satisfy the same equations as do the variables x. In Ref. 2 we found the group generator U that formed the Lie group invariance transformation for Eqs. (1) . The transformation operator e" is defined through e"= 1 + U + cr2/2! + U3/3! + * f 0, where Unx~Uu("-l)(Ux), n>l (Vo-1).
The operator e" forms the global transformation, whereas the operator U forms the infinitesimal transformation around the identity transformation. The operator U is called the generator of the multiparameter group of transformations and for the present set of equations ( I), is written a a 3 3 ci=e,m+E2~+9lrlpi~2~+~3~T.
The coordinate functions cj and nj for the system ( 1) 
kag==ka,=O,
This last condition (9) was reported in Ref.
2 to be required only when ;1#0. Actually, it is also not required when V*F=O, so it is required only when V*FfO: Each parameter ai in (6) creates a separate group generator Vi* written as Each generator Vi forms a group (in the mathematical sense) of transformations, with ai the group parameter. The single-parameter coordinate functions can be identifled from the multiparameter coordinate functions through Note that the multiparameter group generator, U=BaJJ;, includes the group parameters a, whereas the singleparameter generators do not include the group parameters. Traditionally, in the theory of one-parameter groups, the group parameter is not included in the generator. For multiparameter groups the parameters must be included in the form of U to distinguish the separate transformation groups. Now that we have the single-parameter generators U, we can ask what is the physical significance associated with each specific transformation. These single-parameter generators transform the variables just as in (4), except now we explicitly add the group parameter:
x--r 5 = eaiuix, for each i. Each of these transformations may be taken individually to obtain a new solution from a known one. Additionally, they may be combined in any number and order. One representation of a combined invariance transformation for solutions of ( 1) is
ii = ( e2e4-1'2 u + aa> (1 -a3e4t) + @3(e2ei'2r + aged),
The parameters aj and ej may take any values. This combined transformation ( 11) can be used to generate complicated, nontrivial solutions from existing ones. That is, using any known solution set p(r,t), u(r,t), T(r,t), the functions p(F,?), i7(7,3, F(Y,:;iF> also form a solution set for any choices of the a/s and efs. Recall, however, that the restrictions (7):(o) apply to parameters a3, a6, and a7. An example of this extension of solutions is given in Appendix A.
The transformations given by (6) form a sevenparameter Lie group of transformations. The classification of this group system is important to identify the complete list of group invariant solutions. This classification is partly done in Appendix Bi but it is not possible to complete it, as a result of the inability to solve the reduced (ordinary) differential equations for their most general explicit solutions. Therefore the following list of analytic solutions does not form a complete basis from which all group invariant solutions may be constructed. Each of the 22 solutions-is, however, a group invariant solution. The physical interpretation of the group transformation that generates each solution can be found in Sec. III.
IV. ANALYTIC SOLUTIONS
The coordinate functions (6) can be used to generate systematically different similarity solutions to Eqs. ( 1) . In Ref. 2 we listed these similarity solutions (solutions IV B I-10). We point out that these are allowed reductions of the partial differential equations to' ordinary differential equations, and not complete analytic solutions to ( 1) . However, closed-form analytic solutions can indeed be obtained through any analytic solution of these reduced ordinary differential equations.
One method of finding analytic solutions to these reduced equations is to assume a simple form of the solutions. The ordinary differential equations are written for the similarity variables f(X), g(X), and h(X). We can look for solutions to the ordinary differential equations by representing f, g, and h as power laws in X, f=f&ya, g=g&', h=h&F, and solve the resulting algebraic equations for the allowed values of the parameters fo, gc, h,, a, b, and c. This is one method that can be used to obtain analytic solutions of ( 1) using the reduced similarity solution equations. With this method the following 22 closed-form analytic solutions of (1) were obtained. For each solution, we. identify the group generator(s) that allow the formation of the reduced (ordinary) differential equations, from which the given solution is obtained. (1) UlJJ$ p(r,t)=polbt-b-'kl, u(r,t)==r/t, T(r,t)=Tor-btb-((y-lI)(k+ 1).
Free parameters: .b, k, po, and To.
(2) &JJ,:
Free parameters: b, k, and pe.
(3) ul,u2,u5:
Free parameters: v, 6, k, and po.
u5:
Free parameters: k, uc, and pc. Note: The oniy ~physical (T> 0) solution is for y< 1. Free parameters: p. and u,,.
(6) u1,udJ5:
with y=(k+ 3)/(k+ 1).
Free parameters: b, k, r, and pc. Note. When b=3 and k=2, y= 3 and this becomes Kidder's 1974 solution.9 (Some details of this solution are given in Appendix C.) (7) v,,u,,u,:
Free parameters: b, k, r, R,, and R, Note: When b=O and k=2, y= 5 and this becomes Kidder's 1976 hollow shell solution." (Again, see Appendix C for the details on this solution.) r-_ (8) Ul,U2, with conduction:
Free parameters: a, P, k, po, and T,.
(9) U2,U4, with conduction: 
Free parameters: a, fl, k, and po.
. -(10) Us, wrth conductton:
Free parameters: /3, k, po, and T,.
(11) Ut,U, with conduction:
Free parameters: k, pot To, and either a or 8.
< 12) U& with conduction:
Free parameters: k, po, uo, and either a or 0. Note: Need y < 1 for physical ( T > 0) solution.
(13) ut, Uz, with conduction:
Free parameters: a, /?, k, and pP (14 Free parameters: a, 8, k, and p.
(15) U,,U,, with conduction:
Free parameters: k, po, and either a or p.
(16) U2, U,, with conduction:
with a=1 -I/k, fi=ia -3, k#O, and 1 6cAou
The shock location is
Free parameters: k, uo, and pe Free parameters: b, k, and q,.
( 17) U2, U,, with conduction:
u (r,t) = uor/t, T( r,t> = Tog/?,
Free parameters: a, /?, and k.
(18) U,, U,, with conduction:
u(r,t) = -H/(72 -2), a2 vz Tir~t)=r(2a-228-kk7) '(72' with y=ik+3V(k+ 1).
Free parameters: CL, /3, k, r, and po.
(19) U2, LJJ, shock, no conduction:
pir,t9 =pol: iy + 1 )/iy -19 lk + l, Uiv)=o, 7+-,t) =u& -i)/2r; region 2: 
region 2:
Free parameters: CI, k, po, and uo. The shock location is R=Z/(rT,t").
Free parameters: p. and T,. Free parameters: pr, ur, and k. Note: Need y < 1 for-a physical ( T > 0) solution.
V. PHYSICAL EXAMPLES
A. Example 1
For this first example we select solution (1) from Sec. IV. We set y = $ and choose spherical geometry (k=2). For these parameters, this particular analytic solution becomes
The pressure is P=TpT==I'poT,,t -', which is uniform throughout the system (i.e., does not depend on r) . We can consider this flow at some (initial) time ti and thereafter. At time ti, the system has the form p=piPy u =uir, T= Tir-b,
where pi = potr , Ui = l/t, and Ti = Tot;-2. We can choose the initial velocity profile to. be either positive or negative (incoming or outgoing) by selecting ti to be either positive or negative. We are assured that T and p are real and positive because of the arbitrary choice of the constants p. and To. Figure 1 shows the system pressure as a function of time. A positive choice of ti will cause material to flow out from the center of the sphere and the pressure will decrease as t -5. With a negative choice for t, material flows inward and the pressure correspondingly rises (without bound). Note that for all choices of b, the requirement that p and T be real and positive implies that P is also real and positive for ti either positive or negative. This can be seen by Iooking at all possible [real) choices for b, determining the requirements on p. and To for that choice of b, and checking that P is indeed positive. Consider first an expanding system (ti> 0). We can choose b to be either positive, negative, or zero. The corresponding material initial conditions are shown qualitatively in Figs. 2 (a) -2 (c) . Let us investigate the properties of the system for ti> 0 and b > 0. We set b = 2.
The initial conditions for b =2, shown in Fig. 2 (a) , are p(r,t[) =pi?( =potfm5rZ), U(r,ti) =r/tf, T(r,ti)=Ti/rZ(=To/rZ).
We can restrict the study to a finite system, with initial radius r, by requiring the proper pressure boundary condition at that Lagrangian location for all time. We can therefore consider a finite expanding sphere with initial T(r t) = (ui/21')r4'3. ,
Radius
. Consider first an infinite region with these profiles, shown in Fig. 5 . With positive velocity everywhere, material is always flowing out from the origin, where the density is infinite, and the flow velocity increases as the material moves out. These nontrivial profiles are fixed for all time, and form an interesting, steady-state hydrodynamic flow pattern.
We can also choose u. to be negative, which represents inward flow in this "stationary" system. Furthermore, we can consider a finite boundary radius R(t), obtained by P,(t) IR(ty=I'pT= (po@2)R -4/3.
profiles given by (12) for r<r, with P(R,t)=poTotw5, where R(t) =rit/ti. The solutions for such a system are shown parametrically in Figs.* 3 (a)-3 (c).
The inward flowing ( tj < 0) solution can easily be seen from these pictures by letting t-r -t (U becomes negative). We can draw a combined space-time plot for material trajectories for this solution, shown in Fig. 4 . The lines are trajectories for Lagrangian position or material "packets." At any time, the spatial profiles are shown in Figs. 
3(a)-3(c).
Note that the temperature profile does not change in time. This finite system can be either expanding or contracting, depending on the choice of the sign of u@ We note that the system is everywhere supersonic; for all space and time, u=2c, Notice that solutions (lo), (12), (14)) and (16) also do not have explicit time dependence, even though they have nonzero velocities. These solutions all include condution, which precisely balances out the equations to allow the solution to exist.
C. Example 3
The next example we consider is solution (IS). Again we choose k=2 for spherical geometry, which gives y = 3 for this solution. We first choose a = -1 and /? = 2 for a mean free path corresponding to radiation conduction. With these choices the solution becomes p(r,t> =piJr'3/(? -w, u(r,t) = -rt/(? -t2),
with the conduction mean free path given by .
This is a Kidder-type9 solution with heat conduction. It does have a rather high exponent on the radial coordinate for the density. The effect of this high radial exponent is minimized if we consider the corresponding hollow shell version of this solution. The details of this particular hollow shell solution are not presented here. It relates to solution (18) as solution (7) relates to solution (6).
With a different choice of a and fi, we can construct the identical solution presented in Ref. 9, this time including heat conduction, by requiring k-2 (y= $), and b = 3 in solution (18) 
D. Example 4
Efficient, high-gain inertial confinement fusion (ICF) requires optimal compression and ignition of deuteriumtritium (DT) fuel. Mainline target designs achieve this with spherical implosions using careful drive pulse shaping. The shaped drive pulse achieves the simultaneous formation of a hot ignitor region surrounded by a spherical shell of cold, maximally compressed DT fuel. This main fuel region is formed by compressing an initial hollow shell of cryogenic DT in a nearly Fermi-degenerate state. Starting from very low entropy, a near-isentropic compression is required to approach a state of maximum compression. One form of an isentropic compression pulse shape was derived by Kidder,'." and is generalized here as solutions (6)) (7)) and (17). This particular form of pulse shape is optimum for a certain choice of initial conditions. For other initial conditions, other pulse shapes are required. Using the nonshock solutions, (l)- ( 18), we can write down the pressure pulse required to form an isentropic compression. A laser drive pulse can then be obtained using the relationship between laser intensity and ablation pressure P(t) --I(t) '.'. For example, in solution (2) we find
Now we require a = -2&'3 -3 for the fit d = A.20paTp. In general, we find that we can add heat conduction to solution (6) through the substitution P(r,t) = I)T =Poib + 2t -2(b+k+ 1)/p+ (y-l)(k+ 111-2 3 b= -(2fi + 9)/a.
Any intermediate solution between the shown b= 13 and b = 3 solutions can be chosen.
In Fig. 6 we show the trajectories of fluid elements in this Kidder-type solution. These trajectories are independent of a, p, and b, which determine the radial dependence of the density and temperature. The striking feature of these solutions [which include solutions (6), (7), and (IS)] is the existence of both an expansion and contraction phase. Kidder described only the contraction phase,'*i' beginning at t=O, where the material velocity is zero everywhere. Reinicke" considered both phases and described the solution as a "birth and death" solution.
where PO is some constant. If we monitor the pressure at some position moving in the material at the material velocity (a Lagrangian position), we must solve for that position as a function of time and eliminate Y from this relation. This yields the pressure felt at some specific material surface, or Lagrangian position, as a function of time. We solve dr 2 P dt=--= 2+ (y-1)tk-t 1);
When this is substituted in the above relation for pressure, we find the pressure on any material surface that results in isentropic compression for this example is
We now list the required isentropic drive pressures for all the solutions that do not involve shocks.
Solution ( or P(t)==P,e -'dk-') for b=l;
solution ( 17) :
or Most of these solutions have not been offset in time to describe a drive pulse of duration r. This has been explicitly done in the generation of solutions (6), (7), and (18). P=Poe2*~d (1-~) for k=(p+ I)/(1 -y)* 7
solution (5) In all other solutions, we can replace t with r -t and understand that t goes from zero to r. Four of these solutions, numbers (3)- (5) and (12), require a nonphysical value of y (y < 1). Solution (10) is an interesting solution that requires constant drive pressure. Since conduction is included it is not really isentropit, and it goes to a trivial solution as conduction is turned off (&,+O). In the solution as written, conduction balances out the compression to allow constant pressure. This solution works well with classical conduction values of 01 and 0.
For the other solutions in this example we can plot the pressure profile required for an isentropic compression. These are shown in Figs. 7(a)-7( c) .for spherical, cylindrical, and planar geometries, using y = 3, a = -1, fi = 2. The solutions have been scaled with an arbitrary value of Pa and a small vertical offset at t=O. This offset is important for ICF designs because it initiates a small shock that forms the central ignitor that is surrounded by the compressed fuel." In actual ICF designs there is a relationship between the value of the initial pressure offset and the duration 7.
The same values of PO were used in the k=2 and k=l curves. Some of the k=O curves use larger values of PO in order for the shapes to be seen. Values of PO could be chosen for each geometry that will bring all the curves very close to overlapping. Note that all the solutions for any geometry are qualitatively identical, being everywhere concave upward with a very rapid rise just before 7. In practice, one "flattens out" the singularity at t=r by setting P=P(t), for t<r--6, P=P(7 -E), for t>7-e.
VI. DISCUSSION
In this paper we have presented 22 analytic solutions to the equations of hydrodynamics ( 1) . Several of these solutions are new, and many are extensions and generalizations of previous ones. In particular, the analytic solutions including heat conduction [(8)-(18)] are generally new, with the exception of solution (17) .I1 Solution (6) is an extension of Kidder's 1974 solution.' Here the solution is still isentropic, but now each Lagrangian position can be ona separate adiabat, as is common in inertial fusion targets. All adiabats become identical for the choice b =3. Solution (7) is the corresponding extension to the hollow shell solution." Solution (18) is a different extension of Kidder's 1974 solution, where we now include heat conduction.
Heat conduction is not included in solutions (l)-(7). Heat conduction is included in solutions (8)- ( 18). are propagating shocks with no heat conduction. Some of these solutions~ require unusual choices of the adiabatic exponent y [solutions (3)-(S), and (12)]. Many more solutions are certainly possible. It is likely that all of these can be written for hollow shells, as solutions (7) was for (6).
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The solutions listed here are obtained by solving nonredundant branches of the reduced ordinary differential equations, listed in Ref. 2. We look for particular forms of solutions of these equations, constructed by simple power laws. Any analytic solutions of these reduced equations can provide analytic solutions of the original equations ( 1) . The collection of special solutions presented here is neither unique nor complete. It does not provide a basis for representing all group invariant solutions to the hydrodynamic equations ( 1) (see the comments in Appendix B) . It does provide a number of interesting and nontrivial explicit, closed-form analytic solutions of these equations. These solutions can be used (i) for benchmarking numerical codes, (ii) as a basis for constructing simple physical models, and (iii) to provide insight into more general, complicated flows. In particular, the presentation in Example 4 of the required external pressure drive profiles for a large class of isentropic implosions in various geometries demonstrates an important result using these solutions.
ACKNOWLEDGMENTS
The author would like to thank J. Meyer-ter-Vehn for his helpful discussions on the subject of global transformations and extensions of existing solutions. The author also thanks Roy Axford for his patient tutelage on the subject of Lie groups. Additionally, the author expresses gratitude to the Max-Planck-Institut fur Quantenoptik in Garching bei Miinchen, where this work was completed.
APPENDIX A: EXAMPLE OF AN EXTENSION OF AN EXISTING SOLUTION
In this appendix we show an example of how the global invariance transformations ( 11) can be used to generate a new solution from a known one. First, we write down a trivial solution of ( 1 ), which can be found by inspection: p(r,t) 'PO& u(r,t) =o, (Al) T(r,t) =Tor-'.
We wish to add time dependence to this solution, so we will use the transformation corresponding to as. We also include a, to shift the time axis to a convenient location. We set a,=0 for i#3 or 5, and ei = 1 for all i. With these choices, ( 11) becomes 7; =r/( 1 -ust), 7=t/(l -aa,t) +a5, p "p( 1 -qtp+ 1, 5 =u(l -ua3t) +a3r, T=T(l.-aBt)2.
We will need t expressed in terms of??
-f L,? + u5 3 t= I -a5 ----. Similarly, we find ii=@/[l--a,(:
We must also consider conditions (7)-( 9). We allowed a3 to be nonzero and V-F=O, so the only condition to keep is (8). With this condition, along with the choice ~1~ = -11 a3, we find that this new solution in the "tilded" variables is identical in form to solution (1) in Sec. IV. The overtildes are irrelevant, since this solution satisfies the same Eqs.
( 1 ), written in the "overtilded" variables. We therefore see that a nontrivial solution can be generated from a trivial solution by using the global transformations ( 11).
APPENDIX B: CLASSIFICATION OF THE SEVEN-PARAMETER GROUP
Here we attempt the classification of the sevenparameter group given in Eqs. (6). This classification process begins by forming an optimal system of generators, from which all other group invariant solutions can be found.
First, we construct the table of commutators, which displays the structure constants of the Lie group. Next, we investigate the conjugate map of the group structure by forming the table of the adjoint operators of the group generators. The construction of this adjoint table makes   TABLE II. Adjoint table. use of the previous table of commutators. With this adjoint table we can then identify an optimal system of generators which spans the solution space of the group.
The structure constants cf are determined by calculating the commutators of all generators U, through U,, as
We form a table of all such commutators (see Table I ). We note that the one-parameter subgroup G' ( U,) is a central ideal of the seven-parameter group G7. The next step in the classification process is to form a similar table of adjoint operators, defined through
This list of adjoint operators is found in Table II . Following the procedure outlined in Olver,' we find an optimal system of one-parameter subgroups to be the following eight generators: u2 + au4 -t bU1, a& -I-Ud + bU1, aU,+ u,+ U4+bU1, aU~+bU2+U5+cU1~
au,+ U2+bU1, U,-I-~UI, Ue-kaUlt aU5 -I-bU4 -I-U3 f cult where a, b, and c are arbitrary parameters. The final step in the classification process is to list the general analytic solutions of the reduced differential equations for each of these eight basis group generators. From these eight solutions, all other group invariant solutions may be obtained by some combination of group transformations. These-eight general solutions would then form a complete basis, from which all other group invariant solutions may be obtained. However, it is not possible to solve the reduced equations corresponding to these eight basis generators for the most general explicit solutions. Therefore, the classification of solutions is not completed for this somewhat complicated system of equations. For example, the reduced (ordinary) differential equations corresponding to the basis generator U2 + aU4 + bU,, with no heat conduction, are' [b -(k-i-l)c]h -I-A'( f -CX) + hf' + (khf/X) =o,
We can therefore introduce a new dependent variable H that will reduce (C2) to ouadrature. The new variable His (c-l)f+f(f--CX) + (Igh'/h) + lY=o, a group invariant:
where b and c=a + l/2 are constants. These reduced equations can be solved numerically for a variety of interesting cases. They can also be solved analytically for some special cases. Even though some specific solutions can be found, these reduced equations cannot be solved explicitly in general. This is especially true when one includes heat conduction, which makes these equations much more complicated. There are also the possible solutions for shocks of various types, e.g., strong, weak, isothermal, conducting, with and without thermal precursors.
APPENDIX c: DETAILS OF SOLUTIONS (6) AND (7); DEMONSTRATION OF LIE GROUP THEORY APPLIED TO ORDINARY DIFFERENTIAL EQUATIONS In this appendix we show explicitly how solutions (6) and (7) are constructed from the reduced equations. In doing so, we demonstrate the use of Lie group reduction techniques as applied to ordinary differential equations.
The reduced equations for this case are listed in Ref. for the similarity temperature g and density h. By allowing the constant C to depend on X, say through C=cXb, we are allowing isentropic flow where each Lagrangian position X has a fixed adiabat, but at any time the entropy is not uniform in space. This is the typical case for inertial fusion capsules. We look for a solution of (Cl) with g=cXbhy -I, which provides the ordinary differential equation -?X/I'c + bXb-'hr-' + yXbhr-2h '=-=0. cc21 This rather complicated nonlinear ordinary differential equation can be solved using Lie group techniques. We tind that this equation is invariant under the group with generator uH=O j H=hx'b-2'/(?'-1).
We compute dH dh "=E=H.rfHhE b-2 =y--.IX'b-2)/(y-lblh
