We derive the Eigenstate Thermalization Hypothesis (ETH) from a random matrix Hamiltonian by extending the model introduced by J. M. Deutsch [Phys. Rev. A 43, 2046]. We approximate the coupling between a subsystem and a many-body environment by means of a random Gaussian matrix. We show that a common assumption in the analysis of quantum chaotic systems, namely the treatment of eigenstates as independent random vectors, leads to inconsistent results. However, a consistent approach to the ETH can be developed by introducing an interaction between random wave-functions that arises as a result of the orthonormality condition. This approach leads to a consistent form for off-diagonal matrix elements of observables. From there we obtain the scaling of time-averaged fluctuations of generic observables with system size for which we calculate an analytic form in terms of the Inverse Participation Ratio. The analytic results are compared to exact diagonalizations of a quantum spin chain for different physical observables in multiple parameter regimes.
The emergence of statistical physics from unitary quantum dynamics has been debated since the early days of quantum theory [1] . It is by now widely accepted that generic non-integrable quantum systems undergo a process known as quantum thermalization, which implies that an initially out-of-equilibrium state of an isolated quantum system will approach thermal equilibrium
II. EIGENSTATE THERMALIZATION HYPOTHESIS AND THE LIMITATION OF THE INDEPENDENT RANDOM WAVEFUNCTION ANSATZ
In this section we introduce the ETH and the random wave-function ansatz. We will show that a description of many-body wave-functions based on independent random variables does not lead to a consistent description of off-diagonal matrix elements of typical observables.
To focus our discussion, consider a system described by a non-integrable Hamiltonian, H, with eigenvectors and eigenenergies |ψ µ and E µ , respectively, such that H|ψ µ = E µ |ψ µ . The system is initially in the state |Ψ(0) = ∑ µ a µ |ψ µ with mean energȳ E := Ψ(0)|H|Ψ(0) . The equilibration of a closed quantum system into a thermal state implies that (assuming non-degenerate energy levels),
where we have used the definition O µ µ := ψ µ |O|ψ µ . Eq. (1) expresses an equivalence between the time-average of O(t) and the microcanonical average of O taken over an energy shell of eigenstates with energies E µ close toĒ. The ETH for diagonal elements of observables consists of the assumption that O µ µ is a smooth function of the energy E µ , O(E µ ),
Assuming that probabilities |a µ | 2 take non-vanishing values close toĒ, the ETH ensures that the second term in Eq. (1) is equivalent to a microcanonical average. To understand the relation between the ETH and a random wave-function ansatz, let us assume that the observable O is a local operator in a quantum lattice model defined on a subsystem S. The rest of the lattice forms a bath, B, and we write the total Hamiltonian like H = H S + H B + H SB , where H SB is the interaction term. Now we define H 0 = H S + H B , and the non-interacting energy eigenbasis, H 0 |φ α = E α |φ α . To simplify the notation in what follows we will assume that variables with indices µ, ν refer to eigenenergies or eigenstates of the interacting Hamiltonian, whereas indices α, β refer to H 0 .
The random wave-function ansatz consists of the assumption that
with c µ (α) independent normalized random variables with average c µ (α)c µ (α ) V = δ µ,µ δ α,α Λ(µ, α),
where Λ(µ, α) is a function of (E µ − E α ), normalized such that ∑ α Λ(µ, α) = ∑ µ Λ(µ, α) = 1. The average · · · V is taken over realizations of the random wave-function (this will be more clearly defined in the next section). We assume that the function Λ(µ, α) is smooth, has a maximum when E µ = E α , and vanishes when E µ − E α Γ, with Γ being a typical energy width. A perturbative calculation, in which H SB was approximated by a random matrix, carried out by Deutsch [37] leads to a random wave-function model with a Lorentzian,
where ω 0 is the average spacing between energy levels and we assume for now that both Γ and ω 0 are independent of α, µ. Outside a perturbative regime, however, numerical calculations on non-integrable models have shown that wave-functions have a Gaussian shape [38] [39] [40] [41] [42] . Diagonal matrix elements in the interacting basis can be approximated under the assumption of self-averaging,
where O αβ := φ α |O|φ β . Eq. (6) implies that the coupling induced by H SB leads to the smoothing of the distribution of diagonal matrix elements in the interacting basis and provides us with a justification for the ETH for diagonal elements of observables (2) within the random wave-function model [3, 16] , since we can make the identification,
which yields a smooth function as long as the sum runs over a sufficiently large number of states.
simply from expanding the orthogonality condition ∑ ν ψ µ |ψ ν = 0 | µ = ν the relation 
where IPR(|φ α ) := ∑ µ |c µ (α)| 4 is the inverse partition ratio (IPR) [52] , which is small for systems in which our self averaging procedure is correct. Thus we find that the self-averaging assumption is consistent when applied without use of the random wave-function ansatz. The above analysis indicates that correlations between probability amplitudes do in fact play a role, and that the common assumption that the coefficients may be treated as uncorrelated random numbers is naïve. The illustration above is valid for generic systems with no special symmetries or correlations caused by features of the interaction, and thus the only source of these correlations is the orthonormality requirement of eigenstates. Indeed, we will see below that by including these correlations the correct scaling is obtained.
III. MODEL FOR GENERIC NON-INTEGRABLE QUANTUM SYSTEMS
We now present the random matrix model from which we will base our analysis, consisting of a non-interacting diagonal part, and interactions modelled by a random matrix. Explicitly, the Hamiltonian in question is given by
where the diagonal matrix elements, f α = αω 0 , are energies equally spaced by ω 0 , and we choose energy units such that ω 0 = 1/N, with N the total number of levels. The perturbation term is a real random Gaussian Hermitian matrix, h, which follows the probability distribution
, such that matrix elements h αβ have average h αβ = 0, and variance (h αβ ) 2 = g 2 /N for α = β , and (h αα ) 2 = 2g 2 /N for diagonal elements. This is the same Hamiltonian used in the pioneering work by Deutsch [16, 37] , which captures the behaviour of a generic non-integrable quantum system in the thermodynamic limit.
We no longer restrict ourselves to observables that are diagonal in the basis of H 0 , and thus for a generic observable O we have,
where, to reiterate, we have defined O µν := ψ µ |O|ψ ν , and O αβ := φ α |O|φ β , such that α, β labels the non-interacting basis diagonalizing H 0 , {|φ α }, and µ, ν labels the interacting basis diagonalizing H, {|ψ µ }. The coefficients c µ (α) are random variables representing the eigenstates of H, |ψ µ = c µ (α)|φ α . In order to obtain a functional form for the off-diagonal observable elements |O µν | 2 µ =ν we are thus interested in finding the correlation function
where the average · · · V is taken over realizations of the random Hamiltonian. We can see from the argument of the previous section that the c µ (α)s are not true random variables, but have correlations due to orthogonality which must be accounted for. The probability distribution of the c µ (α) coefficients is given by
In Eq. (20) we use the shorthand notation, c, to represent the matrix of c µ (α)s. A is a normalization constant, and we perform the integral over all independent entries of random Hamiltonian matrix elements, h α,β . Further, we have used
, from which we can see that, for the random matrix selected from the Gaussian Orthogonal Ensemble (GOE), the width of the distribution diagonal elements is twice that of the off-diagonal elements. The first deltafunction in P(c) imposes an orthonormalization constraint whereas the last delta-function restricts the values of the c µ (α) to those of eigenstates of the Hamiltonian (17); the Hermiticity of H implies that the latter need only run over µ > ν. Working with the exact probability distribution P(c) is obviously very difficult. Studies of quantum chaotic systems [44] indicate, however, that probability amplitudes behave as Gaussian distributed random variables, suggesting we may treat the c µ (α)s as belonging to a Gaussian distribution with some width depending on µ, α. However, as we saw in Section II above, we must account for orthogonality in order to obtain a consistent result for off-diagonal matrix elements of observables. We thus look for an approximate probability distribution of the c µ (α)'s of the form
In Eq. (21) we assume an approximation in terms of independent Gaussian variables, however, we keep the orthonormality constraint to account for correlations. To find the functions Λ(µ, α) that lead to an optimal description of the problem we have to minimize the Free Energy,
where we have written dc as shorthand for an integral over all elements, dc → ∏ µα dc µ (α). The calculation of the distributions Λ(µ, α) which fulfil this condition is performed (using a differing target probability distribution p(c, Λ)) in reference [37] . We repeat this calculation in Appendix A for clarity. We obtain
where
, differing by a factor of 2 from reference [37] (this is corroborated below with a numerical calculation). Also required for the calculation of the correlation function (19) is the partition function of our approximate probability distribution, which is also obtained in Appendix A (Eq. (A24)):
In Eq. (24) the first product is the contribution from the free Gaussian term in p(c, Λ), whereas the second product is a result of the orthonormality condition.
IV. CALCULATION OF CORRELATION FUNCTIONS
We can see from Eq. (24) that the final form of the partition function describing the full system is a product of all eigenvector interactions occurring in pairs. We are interested now in the calculation of the correlation function (19) involving a pair of random wave-functions, c µ (α) and c ν (α). For that we define the generating function
We will calculate correlation functions by differentiation of G µ,ν with respect to the auxiliary fields ξ µ,α , ξ ν,α , described for all α by ξ µ , ξ ν . This approach involves an implicit approximation, namely, we are assuming that correlations involving two random wavefunctions can be computed by singling out the contribution of those wavefunctions to the partition function and factoring out the rest. This approximation is well justified since it accounts for the effect of the orthonormality between µ and ν, which will determine the form of the correlation function.
Eq. (25) may be evaluated as a 2N-dimensional Gaussian integral after we express the delta-function in its Fourier form,
We write our generating function in the form
) is a vector made up of coefficients of both relevant eigenvectors, A is a block diagonal matrix given by
and J = (ξ µ,1 , ξ ν,1 , ..., ξ µ,N , ξ ν,N ) is the generating function for the calculation of the correlation functions. Eq. (27) may then be calculated exactly, as the 2N-dimensional integral over x is now in Gaussian form, and is given by
where |A| is the determinant of the block diagonal matrix A, given by the product of the determinants of each 2 × 2 block,
and
We then have,
which we write as
Now, we can rewrite the integrand in Eq. (32) as
Then, as ln (1 + x) ≈ x for small x, in the high N limit we have
Thus, we obtain for the generating function
The generation function can be checked to yield the correct ξ µ = 0, ξ ν = 0 limit,
Taking the product over all pairs of eigenvectors µ, ν of the 2-eigenvector partition function of Eq. (37) we recover the interacting part of the partition function of the previous section, Eq. (24). We can proceed now and simplify the generating function by simplifying Eq. (33) in the limit Γ/ω 0 1. For this, we first notice that, due to the Gaussian term in Eq. (36), the integration variable λ is restricted to take values such that,
Since the term
On the other hand, in Eq. (33), we find in the denominator the term λ 2 Λ(µ, α)Λ(ν, α). Since the product Λ(µ, α)Λ(ν, α) takes values of the order of (Γ/ω 0 ) −2 , we find that
Using this approximation and carrying out the integration over λ we arrive at the following form for the generating function,
, (40) where we have ignored the non-interacting factors, which are irrelevant for the calculation of the correlation functions. Eq. (40) is the basis of a self-consistent description of matrix elements in terms of random wave-functions. We apply our result for the correlation function of interest (see Eq. (18)),
After calculating the derivatives of our simplified generating function (40) we obtain,
In the last equation, the second and third terms in the right-hand side arise solely due to the interactions between random wave-functions that are induced by the orthonormality condition.
For an observable that is diagonal in the basis of H 0 we only need to consider the values α = β and α = β . The relevant correlation function is then of the simpler form
Eq. (43) is one of the most important results of this work. Note that the first term in the r.h.s. of this equation is the contribution one obtains by ignoring the interaction between random wave-functions, whereas the second term arises solely due to those interactions. It is thus necessary to understand whether the corrections induced by interactions are relevant or, on the contrary, can be neglected to leading order (as assumed in many previous works). For this we first notice that
where the ratio ω 0 /Γ 1, since it corresponds to the inverse number of states in the energy window defined by Γ. We find the following scaling
We could feel tempted to simply ignore the correlation term in Eq. (43), since it is of higher order in the small parameter ω 0 /Γ. Neglecting the correlation term is a valid approximation in the case α = β , since we find that the leading term contribution is given by Eq. (45) . On the contrary, for non-diagonal terms (α = β ), the lowest order contribution is given by Eq. (46) 2 , which is thus comparable to the contribution from the diagonal terms. We conclude that both terms in the r.h.s.
of Eq. (43) are equally relevant. The reasoning above also explains discrepancies that one may find when, for example, verifying the orthonormality sum rule with Eq. (43) . Explicitly, orthnormality implies that,
However, Eq. (43) yields,
The correction of order O ω 0 Γ 2 can be ignored, since the leading contribution to the diagonal term is Γ(µ, α), which is of
Γ . The attentive reader may find a contradiction in neglecting terms that are one order lower in ω 0 /Γ in Eq. (48), while keeping the second term in the r.h.s. of Eq. (43) . However, we recall that in the latter case, we have to sum over a large number of low-order non-diagonal corrections, and thus both Eqs. (45) and (46) may lead to contributions of the same order when calculating matrix elements of observables.
We also stress here that whilst the derivation of the Lorentzian form of Λ(µ, α) is perturbative, and thus only accurate for small couplings, our result of Eq. (42) is more general and relies only on the condition that the wave-function is spread over many non-interacting states. For example, a system with a Gaussian form Λ(µ, α) could be described by the approximate distribution (21) , and yet lead to the same form for the random wave-function correlations.
V. CALCULATION OF OFF-DIAGONAL MATRIX ELEMENTS
We can now use the functional form for c µ (α)c ν (β )c µ (α )c ν (β ) V developed in the previous section to calculate a generic form for |O µν | 2 . We have
Now, assuming self-averaging, we can replace
Then, using our expression for the correlation function, Eq. (42) we can write
If we once more briefly focus on those observables that are diagonal in the H 0 eigenbasis, this becomes
Again, we find that a non-negligible contribution arises from the random wave-function correlations. To further approximate this expression we define the average
where µ := (µ + ν)/2, which one may observe is essentially a microcanonical average centered on the energy E µ . A further self-averaging approximation allows this microcanonical average to be removed from the summation.
Eq. (53) is one of the most important results of this work. Note that the result is now free from the pathology that we found when approximating many-body wave-functions by independent random numbers in Eq. (11). Our final expression has a similar form, however correlations induce a second term that appears as a result of the orthonormality condition. Finally we note that the overall dependence of |O µ,ν | 2 on the energies E µ , E ν agrees with the ETH ansatz for off-diagonal matrix elements in Eq. (9). We then take the continuum limit, substituting
, and thereby obtain
Whilst the second term in Eq. (54) is analytically obtainable, we may observe that this term is ∝ ω 2 0 , and thus within our approximation is correctly ignored. We then see, as the convolution of two Lorentzian functions of widths Γ 1 and Γ 2 is simply a Lorentzian of width Γ 1 + Γ 2 , that the functional form for a diagonal observable is
µ . We see here that, to first order in ω 0 , the off diagonal elements of a generic observable that is diagonal in H 0 are described by a Lorentzian of width 2Γ. For more general observables one simply uses the known structure in the non-interacting basis, as we will see below. This result corroborates the relation between the variances of diagonal and off-diagonal elements obtained in reference [9] , and observed numerically in [38, 45] , showing that they differ by a factor of two. One can see that the width of the distribution of diagonal elements is the same as that of the wave-function, Γ, from Eq. (6).
Returning to our original argument indicating the failure of the random wave-function ansatz, we may double check the consistency of the above RMT approach by repeating the calculation of ∑ ν |O µν | 2 µ =ν using Eq. (55). This is obtained by replacing ∑ ν =µ → dE ν /ω 0 (the correction due to the µ = ν term is ∝ ω 2 0 and thus ignored)
as expected. Thus the RMT approach, including correlations due to orthogonality, leads to a correct normalization of the matrix elements of observables. We note here that the result from the RMT approach tells us more about the source of this scaling than we obtained from our previous discussion. Eq. (16) tells us that the sum over all off diagonal eigenstates contributes this scaling factor, but gives us no information about the contribution of any individual eigenstate. We can see from the RMT result of Eq. (55) that the scaling by [∆O 2 αα ] µ occurs on the level of each individual eigenstate, and not simply on average.
VI. COMPARISON TO NUMERICAL RANDOM MATRIX MODEL
To check the results above we first compare them to a numerical random matrix model by diagonalizing Eq. (17) and calculating the off-diagonal distribution for the matrix elements of example observables. We choose our observables, O odd and O sym , to be defined such that in the non-interacting basis {|φ α } all off-diagonal elements are zero, and the diagonal elements are given by
and These observables are chosen as they have similar structure to realistic spin-observables, as well as having different [∆O 2 αα ] µ values such that the scaling may be adequately demonstrated. For simplicity we choose diagonal examples here, though the RMT method developed above can easily account for non-diagonal observables, as we will see below for a spin-chain system. To obtain the observable distributions we find the average distribution over many realizations of the Hamiltonian, Eq. (17), which is essentially the mathematical procedure to find the probability distribution in Eq. (20) . Examples of the overlap of the RMT prediction are shown in Fig. (1) . Here we see a very good agreement between the analytic predictions of Eq. (23) (Fig.  (1a) ) and Eq. (55) (Figs. (1b), (1c) ) and the exact numerical results.
As shown in Fig. (1) , the scaling of each observable O odd and O sym are different, and we can see here that the analytic prediction of an observable dependent rescaling is true to the numerics. We note that for couplings of g 0.2 our analytic treatment is no longer a good approximation. This corresponds to the bulk eigenstates having significant value at the edges of the spectrum, and thus our assumptions made obtaining a functional form for Λ(µ, α) (Appendix A) are not good for such coupling strengths.
Before making comparison to realistic systems, we comment here on an essential ingredient to the derivation of our analytic results: the self-averaging procedure. This property of random matrices is commonly assumed [9, 46] , and whilst not rigorously proven, has been an invaluable tool in the descriptive power of RMT -indeed, RMT has seen much success in describing interacting spin systems [12] , and atomic and nuclear physics [47, 48] . Further, the analysis of random matrices based on the above assumptions already makes up much of the basis of our understanding of the ETH [9] , which has seen repeated numerical verifications in non-integrable models. One can write the essential assumption as, for example
such that the observable matrix elements are taken to be equal to their ensemble average. Note that O αβ are not averaged quantities, as they do not depend on the random perturbation. Our work is by no means a rigorous proof of this property, however the success of the analytic results when compared to the exact numerics may be seen as further evidence of the self-averaging property of random matrices.
VII. COMPARISON TO EXACT DIAGONALIZATION OF SPIN-CHAIN
We now perform a comparison of the theory from random matrices outlined above to a more physical system. We choose a 1D spin chain, with a Hamiltonian of the form
We reiterate here that the Lorentzian functional form for the wave-function distribution Λ(µ, α) is obtained in the perturbative regime (see Appendix A), and thus we only expect good agreement with our RMT result when the interaction Hamiltonian H SB is small. However, the theory developed above for correlation functions, and thus the application to observable distributions, is more general. Previous numerical studies have shown that in the high coupling limit one observes a Gaussian wave-function distribution [38] [39] [40] [41] [42] , and thus for high coupling strengths we do not expect a good overlap with the developed RMT results, however the basic phenomenology should remain unchanged. For our model, the system Hamiltonian H S is simply given by a spin in perpendicular fields, B x and B z ,
where N S labels the position of the system in the chain, between 1 and N. The bath Hamiltonian is a spin-chain with nearestneighbour Ising interactions in both B z and B x fields,
The interaction part of the Hamiltonian H SB is given by
Thus we have H 0 = H S + H B , and H I = H SB . For the analysis below we compare various limits of this system, to show where our assumptions made above do and do not hold. Each limit is non-integrable, and expected to thermalize. We focus here on two cases: a homogeneous chain, and the case of a weakly coupled impurity. It is the latter for which we expect the RMT description to work best, as it is here that the assumption that the density of states does not change over the coupling width is valid. It is this assumption that allows us to treat the interaction Hamiltonian as a full random matrix in Eq. (17) . Should the density of states significantly change over the relevant coupling width, then a random matrix with some bandwidth would be required.
Initially, for the impurity case, we set J B = B
(S)
x = 0, and vary J I . The second limit we study is when B (S) x = 1 and J z = J I , with the chain thus being truly homogeneous when J z = J I = 1. We calculate the off-diagonal matrix elements of system observables for varying system sizes from N = 8 to N = 13. We set the system position to be N S = 5 throughout.
To test the RMT prediction for the observable and wave-function distributions we calculate these distributions directly using exact diagonalization and perform a fit to the distribution to find the observed width Γ Fit . This is then compared to the expected width from a random matrix framework, Γ RM , which we discuss below. To perform the fit we first smooth the ED result by applying a Lorentzian mask over each point such that, for smoothed eigenstates we have
. This function is related to the strength function introduced in quantum chaos theory [12] . Similarly, for an observable O
We perform a three variable (central energy, peak width Γ, and peak height) fit to a Lorentzian to find the Γ Fit . The values for Γ Fit can then be compared to Γ = Γ(W 0 ) found from the interaction Hamiltonian using the method outlined below.
A. Computation of RMT Width
For comparison of our RMT description to the ED calculation, we must be able to calculate an estimate for Γ from the random matrix perspective. This can be obtained from the Hamiltonian, as for the random matrix we have Γ RM = πg 2 /Nω 0 , and g/ √ N, which may be found by the average value of the random interaction Hamiltonian. Relating this to a physical system must be done with some care, however, as the average value should not be taken over the entire Hamiltonian, but over some energy width W , as discussed below. We can write Γ RM , for a random matrix, as
where D(E) = 1/ω 0 is the density of states. In this form we can see more easily the relation to a real Hamiltonian. However we must treat the above expression carefully, as the association g 2 /N ⇔ Tr{H † I H I }/N 2 must be made with proper consideration of the physical relationship between the interaction Hamiltonian and a random matrix. To reiterate, the physical grounds for using a random interaction Hamiltonian here rely on the fact that for generic non-integrable systems the interaction Hamiltonian, when expressed in the basis of eigenstates of the non-interacting Hamiltonian, resembles a banded random matrix with some width W BW . We can use a full random matrix for the low coupling limit as the density of states, which dictates the band width, does not change much over the width of the coupling energy Γ. Thus, there are two caveats to be considered in implementing Eq. (66): H I must be expressed in the basis of H 0 , and the trace must be taken over a finite width W 0 < W BW . We thus define the trace over an energy width W , Tr W {· · · }, as the trace over all states {|φ α } satisfying W ≥ |E α − E β |. This gives us Γ as a function of the energy width W
where N * 2 is the number of elements included in Tr W {· · · }. The question is, then, which is the physically relevant value, Γ(W 0 ), of the possible values of Γ(W )? We know that Γ must satisfy Γ(W 0 ) W BW , as otherwise our assumption that the density of states does not change over the width Γ is invalid. Furthermore we must have Γ(W 0 ) W 0 such that all states within the coupling energy Γ := Γ(W 0 ) are counted. Thus we have the condition Γ(W 0 ) W 0 W BW . We should expect to see a plateau in the function Γ(W ), giving the width over which the interaction Hamiltonian is effectively described by a random matrix. As W grows we should then expect to see Γ(W ) decay for W > W BW , as the long range interaction terms vanish. It is the value of Γ(W ) on the plateau that is the physically relevant point, as assuming the interaction strength is weak enough, the structure of long-range interactions should not matter.
We can see from Fig. ( 2) that this description is a good approximation for the spin chain, however the estimation of Γ from this method is a likely source of error for the system sizes available, as the plateau region is not exactly flat as one would expect from a true random matrix. For larger sizes, one expects the initial structure of the Hamiltonian to be more 'washed out' by the change to the non-interacting basis. We can also see from Fig. (2) that as the interaction strength J I increases the line Γ(W ) = W will extend further into the plateau region, as the average value of the interaction Hamiltonian elements in this region increases. The random matrix approximation becomes invalid in the limit where the line Γ(W ) = W extends past the plateau region, as it is in this case that the density of states begins to change significantly over the width Γ (hence the condition Γ(W 0 ) W 0 ).
B. Impurity
We begin by analyzing the simple case where J z = B . It is straightforward to obtain the expected distribution for σ (N S ) z from RMT by directly applying Eq. (55), obtaining
For the case of the σ
observable we must instead use information we have about the structure of the observable in the non-interacting basis to obtain a functional form for the observable distribution from the RMT formalism above. The useful observation here is that for σ
Thus, using Eq. (50), and writing Λ(µ, α) → Λ(E µ , E α ) for clarity, we find
where the factor of 1 2 is necessary for correct normalization. We can thus see that for the σ (N S ) x observable we expect two peaks in the distribution of off-diagonal matrix elements, each of width Γ, separated by a width 4B (S) z . Shown in Fig. (3) is a comparison between the ED numerical calculation and the RMT prediction. We compare the value for Γ Fit obtained from the fit to the smoothed distribution and the value found for Γ(W 0 ) to obtain a relative error, shown in (4), which we observe to decrease on average with system size for varying interaction strengths J I . Whilst the range in relative error here is high, this is largely due to the difficulty in estimating Γ for the available system sizes, and the fit to a Lorentzian distribution is very good. Furthermore, one would expect a high error for such short spin-chains, as the RMT result is valid in the thermodynamic limit, and requires the wave-function to be spread out over many states.
C. Homogeneous Chain
The inclusion of a finite B x = 1 one would expect to be made up instead of three Lorentzian peaks at E µ = E ν , E ν ± 2 √ 2, with the central peak of twice the height.
We can see in Fig. (5a) that we obtain a good agreement for the weak coupling case. As we approach the fully homogeneous case in Fig. (5b) , however, we observe the RMT prediction no longer holds. We can see from Fig. (6) that the Γ(W ) = W line extends to the end of the plateau region, and thus the requirements for assuming a full random matrix perturbation are not fulfilled -the change in density of states also contributes to the distribution of the wave-functions. Thus in this limit we no longer expect the wave-function distribution to be a Lorentzian, nor do we expect the method outlined above to be a good indication of the distribution width.
Furthermore we note that the for high couplings there are also added technical challenges for the systems available to our study, as the interaction Hamiltonian structure is not sufficiently randomized by the transformation to the non-interacting basis. We note that most of this structure occurs at the edges of the spectrum, and thus one can simply take the trace over the central half of the energies, as indicated in Fig. (6b) . This is justified for the bulk states we are analyzing.
VIII. FINITE SIZE SCALING OF LONG TIME FLUCTUATIONS
Off-diagonal elements of observables dominate the behaviour of their long-time fluctuations [24, 43, 49] . Indeed, the infinite time (diagonal ensemble) fluctuations of an observable are given by Using the RMT result above, we may evaluate Eq. (71) by the previous prescription of converting the sums to integrals, and integrating using the functional forms for |c µ (α)| 2 and |O µν | 2 µ =ν derived above. We obtain
where the O(ω 2 0 ) term is due to the subtraction of the µ = ν part. A further parameter that is of interest [35] to the finite size scaling of closed quantum systems is the Inverse Participation Ratio (IPR), defined as IPR(|φ α ) = ∑ µ |c µ (α)| 4 . This can also be obtained in a similar manner using the RMT result
where the factor of 3 in the denominator comes from the ratio of the second and fourth order moments of Gaussian variables. From these we obtain We can see from Fig. (7) that the proportionality is indeed correct, which has previously been shown to be a consequence of the ETH in reference [35] . Similar results have also been previously observed in references [2, 4, 5] , which obtain bounds on the late time fluctuations in terms if the IPR. Our work implies that in those systems which can be well described by a random matrix ansatz, the IPR determines not only an upper bound, but also the scale of the time-fluctuations. Similar dependencies have also been observed numerically in reference [50] . One also observes in Fig. (7) that the numerical prefactor, expected to be 1/6 for small couplings, as [∆O 2 αα ] µ = 1 for the σ (N S ) z observable here, seems to depend on the coupling strength. Motivated by previous numerical studies [38] [39] [40] [41] [42] 51] , observing wave-functions of non-integrable systems to be Gaussian for large coupling strengths, one may repeat a similar calculation to that leading to Eq. (74), however with Λ(µ, α) replaced by a Gaussian. We then obtain a prefactor of (3 √ 2) −1 . We define
in order to more closely analyze the dependence of the numerical prefactor as the coupling strengths are altered. For the case of Figs. (8) and (9) we show the change in r α α , that is r α averaged over many bulk α values, for the impurity and homogeneous cases respectively. Here we have [∆O 2 αα ] µ = 1, and thus r α α gives the value of the prefactor directly. We indeed observe a growth of this prefactor to ∼ (3 √ 2) −1 , the value expected by applying a Gaussian distributed wave-function to the RMT approach above in both the impurity and homogeneous cases. We note that for low couplings the fact that r α α does not tend exactly to the expected value from RMT is not surprising, as this is where we are most limited by the Hilbert space sizes available to our study, and thus there is a high associated error in this limit. Similar phenomena are observed for a numerical random matrix model, where the high coupling limit is obtained by the replacement Λ(µ, α) = Λ = 1/N, the scaling of fluctuations for this case is analyzed in Appendix B.
IX. DISCUSSION
We have analytically studied a random matrix Hamiltonian, Eq. (17), made up of a linear ensemble of states with random interactions, and expanded on previous work [16, 37] to find a functional form for generic observables, as well as clarifying many of the approximations made to obtain the wave-function distribution (Appendix A). The form obtained for matrix elements of observables is in agreement with the ETH. We also predict that there is a linear relation between the time-fluctuations of an observable and the IPR. This relation may be relevant to detect quantum ergodicity by measuring the time-fluctuations in an experiment, if we understand quantum ergodicity as the participation of many Hamiltonian eigenstates in the initial state, which is implied by small IPR values. Thus, measuring an exponential decrease of the time-fluctuations with system size would yield evidence that the IPR itself is exponentially decreasing with system size, which could be used as a smoking gun of quantum ergodicity.
We have assumed that an approximate description of the quantum dynamics of a subsystem in a many-body system can be achieved by an interaction term given by a structureless random Gaussian matrix. This approximation implies that the typical energy bandwidth of the coupling term, W BW , is considered infinite compared to the coupling strength, W BW Γ α . Our results are thus immediately applicable to the stuation of an impurity weakly coupled to a many-body bath, since in this case Γ α depends on a different interaction strength (J I in the spin chain example above) than the energy bandwidth, W BW , and thus Γ α can be made arbitrarily small. Our numerical calculations confirm that in this weak coupling limit many-body wave-functions are well approximated by Lorentzian-shaped random wave-functions.
The weak coupling approximation may fail if, for example, we consider a subsystem in a homogeneous system where the coupling strength is not necessarily small compared to the bandwidth of the coupling term. Actually, in a homogeneous system we expect that W BW ≈ Γ α since both energy scales are governed by the same interactions. For example, in the spin chain considered in the last section, both W BW and Γ α are determined by the spin-spin interactions in the bulk J B . In this case, we have observed numerically that the random wave-functions envelope is not necessarily a Lorentzian, but rather a Gaussian function. However, a valid random wave-function relying in the approximate distribution (21) To find the distribution of eigenstates for the random matrix system we must obtain a functional form of Λ(µ, α) by minimising Eq. (22) . Note that the integral in Eq. (22) is taken over all elements of {c µ (α)}, i.e dc → ∏ µα dc µ (α). The original probability distribution for the random wave-functions is given by Eq. (20) , which may be re expressed by writing the second delta-function in Fourier form
where we have expressed the independent widths of the off-diagonal and diagonal element distributions as g 1 and g 2 respectively. This further differs from that used in [37] by appropriate symmetrization of the random interaction Hamiltonian. This may be rewritten as
The Gaussian integrals over h αβ may then be performed, giving
where we have absorbed any constant prefactors into the new constant A . Now, the above equation may be transformed into a Gaussian integral by noting the following expansion of the first term in the exponent,
Where in the last step we have used that λ µν = λ ν µ . Now, we have, assuming g 2 = √ 2g 1 = √ 2g, such that the random matrix perturbation is selected from the GOE,
Carrying out the second Gaussian integral over λ µν we have,
We note here that this leaves us with the same integral as would be obtained if we had enforced orthogonality of only two eigenvectors at a time, as in reference [37] , up to a factor of two. Now, we observe
as ∑ α c µ (α)c ν (α) = δ µν . We then have,
Thus, we finally obtain
where we have absorbed the constant terms into a new constant 1/Z P , and written explicitly the full form of the delta-function δ (cc T − I). One can see by Gibbs' inequality, p(c, Λ) ln P(c) p(c,Λ) ≤ 0, that we can obtain the best possible approximation p(c, Λ) by obtaining the functional form of Λ that fulfils
as well as any constraints on Λ we may require. This is the problem solved in reference [37] , though using a different target distribution p(c, Λ). The Free energy integral of Eq. (22) can be split into two parts, which we heuristically label the 'energy', E, and 'entropy', S, with F = E − S, we have
Note that the orthogonality condition delta-functions in P(c) and p(c, Λ) cancel in Eq. (22) to obtain the above expressions for S and E. To calculate the Free Energy we need to evaluate the partition function Z p , which is given by
Now, as with the partition function this cannot be calculated exactly, but we can use the fact that the average is taken over a Gaussian distribution of c µ (α)s to find the dominant part. This is most clearly seen by writing the average in the form
The key observation here is that as the only non-zero terms in Eq. (A31) are those with even powers of c µ (α) any terms that have correlations between the 'bias' factor H b = N 4g 2 ∑ µ (∑ α f α c 2 µ (α)) 2 from the Hamiltonian and the orthogonality factor are either excluded by the fact that µ = ν or reduced by the need for α = α , α . Thus the dominant cause of correlations, leading to non-zero terms in the average, are from correlations within each factor, and not between. This leads to the approximation, which is equivalent to that made in the partition function evaluation above, 
Explicitly, we have
We see that the contributions of the averages c 2 µ (α) G and c 4 µ (α) G may be ignored, as they are proportional to Λ(µ, α) 3/2 and Λ(µ, α) 5/2 respectively, and are thus small. We may therefore approximate this as
where the last step is valid provided that the function Λ(µ, α) is sufficiently smooth. We are now able to write the full functional form of the Free Energy from F = E − S, 
Now, we wish to find the function Λ(µ, α) that minimises Eq. (A35) under the conditions ∑ α Λ(µ, α) = ∑ µ Λ(µ, α) = 1. We thus introduce the corresponding Lagrange multipliers into Eq. (A35), and find the derivative with respect to Λ(µ , α ). We thus wish to find the functional form for Λ(µ, α) satisfying
where we have introduced the Lagrange coefficients η µ(α) of their respective multipliers η µ(α) (∑ µ(α) Λ(µ, α) − 1). Now, we have
which we may simplify given that due to the normalization condition we have 'incompressibility' [37] of bulk eigenstates, and thus 
Now, we make the ansatz
Taking the continuum limit and noting that
we thus obtain
where we have absorbed all constant terms into the Lagrange multipliers η µ and η α . We now note that terms in α may be absorbed into the Lagrange multiplier η µ and vice versa, thus we can readily observe that the condition Eq (A43) is fulfilled for Γ = πg 2 /Nω 0 . from which we obtain
Now, the infinite time fluctuations may now be obtained via Eq. (71), from which we find
The IPR may be easily seen to be equal to 3/N, where once again the factor of three originates in the relationship between the second and fourth moments of Gaussian distributed variables. From this we obtain
as the expected scaling of infinite time fluctuations for the g → ∞ limit. Thus we can see from Fig. (11) that the factor of two emerges from our RMT model when the coupling is large.
