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The detection of correlation and response functions plays a crucial role in the
experimental characterization of quantum many-body systems. In this thesis, we
present novel techniques for the measurement of such functions at the single-particle
level. Specifically, we show the single-atom- and single-site-resolved detection of
an ultracold quantum gas in an optical lattice. The quantum gas is described by
the Bose-Hubbard model, which features a zero temperature phase transition from
a superfluid to a Mott-insulating state, a paradigm example of a quantum phase
transition. We used the aforementioned detection techniques to study correlation
and response properties across the superfluid-Mott-insulator transition.
The single-atom sensitivity of our method is achieved by fluorescence detec-
tion of individual atoms with a high signal-to-noise ratio. A high-resolution objective
collects the fluorescence light and yields in situ ‘snapshots’ of the quantum gas that
allow for a single-site-resolved reconstruction of the atomic distribution.
This allowed us to measure two-site and non-local correlation-functions across
the superfluid-Mott-insulator transition. Non-local correlation functions are based
on the information of an extended region of the system and play an important
role for the characterization of low-dimensional quantum phases. While non-local
correlation functions were so far only theoretical tools, our results show that they are
actually experimentally accessible.
Furthermore, we used a new thermometry scheme, based on the counting of
individual thermal excitations, to measure the response of the system to lattice
modulation. Using this method, we studied the excitation spectrum of the system
across the two-dimensional superfluid-Mott-insulator transition. In particular, we
detected a ‘Higgs’ amplitude mode in the strongly-interacting superfluid close to the
transition point where the system is described by an effectively Lorentz-invariant
low-energy theory. Our experimental results helped to resolve a debate about the
observability of Higgs modes in two-dimensional systems.
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Zusammenfassung
Korrelations- und Antwortfunktionen sind wichtige Hilfsmittel um Quanten-
Vielteilchensysteme zu charakterisieren. Das Thema dieser Arbeit ist die Messung
solcher Funktionen mit Hilfe einer neuartigen Methode, die es erlaubt einzelne
Atome in einem Quanten-Vielteilchensystemen nachzuweisen. Diese Technik er-
möglicht die Abbildung eines stark korrelierten Quantengases in einem optischen
Gitter, wobei einzelne Atome am jeweiligen Gitterplatz detektiert werden. Das
Quantengas wird durch das Bose-Hubbard Modell beschrieben, das einen Quanten-
Phasenübergang von einer suprafluiden zu einer Mott-isolierenden Phase aufzeigt.
Der Fokus dieser Arbeit ist die Messung von Korrelations- und Antwortfunktionen
in der Nähe des Quanten-Phasenübergangs.
Die neue Technik basiert auf Fluoreszenz-Abbildung einzelner Atome mit hohem
Signal-zu-Rauch-Verhältnis. Ein hochauflösendes Objektiv liefert „Schnappschüsse“
des Systems, die es erlauben die Verteilung der Atome im Gitter zu rekonstruieren.
Mit Hilfe der rekonstruierten Verteilung konnten Korrelationen zwischen verschie-
denen Gitterplätzen detektiert werden, was auch sogenannte nichtlokale Korrela-
tionensfunktionen einschließt. Letztere basieren auf dem Signal einer ausgedehnten
Region und spielen eine wichtige Rolle für die Charakterisierung niedrigdimensio-
naler Systeme. Während nichtlokale Korrelationen bisher nur ein rein theoretisches
Werkzeug darstellten, erlaubt unsere Methode erstmals die experimentelle Detektion.
Des Weiteren wurde ein neuartiges Verfahren entwickelt um die Temperatur
des Quantengases zu bestimmen. Es beruht auf der Detektion einzelner thermischer
Anregungen des Vielteilchensystems und ist deshalb extrem sensitiv. Durch die hohe
Empfindlichkeit ist die Methode besonders für die Messung von Anwortfunktionen
geeignet. Hierfür wurde die Tiefe des optischen Gitters mit variabler Frequenz mo-
duliert und die Temperaturerhöhung des Systems aufgezeichnet. Das Verfahren gibt
Aufschluss über das Anregungsspektrum des Quantengases. Insbesondere konnte
eine „Higgs“-Amplituden-Anregung in der Nähe des Quanten-Phasenübergangs
nachgewiesen werden. Die experimentellen Resultate konnten dabei helfen die
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The use of ultracold atoms for the study of strongly interacting many-body systems
has undergone remarkable development in recent years [1]. Prominent examples
include reaching the strongly interacting regime of bosonic and fermionic gases in
optical lattices [2–6] and studies of the BEC-BCS crossover by means of Feshbach
resonances [7–9].
The success of this approach is based on the high degree of control that has been
achieved over experimental parameters. In particular, the underlying Hamiltonian is
usually known and its parameters, such as the interaction strength or the effective
mass, can be accurately determined and tuned over a large range.
Furthermore, cold gases can be probed with versatile detection techniques, such as in
situ absorption, in situ phase-contrast, and time-of-flight imaging [3, 10–12]. The lat-
ter has been combined with spectroscopic techniques, such as momentum-resolved
radio-frequency spectroscopy and momentum-resolved Bragg spectroscopy [13, 14],
to gain access to the excitation spectrum of the interacting many-body system.
Recent advances in high-resolution in situ fluorescence-imaging of atoms in
optical lattices, demonstrated in Refs. [15, 16] and by our group [17], have pushed
these detection capabilities to the fundamental level of individual atoms. Specifically,
this technique allows for the single-site-resolved detection of a lattice gas in the
Bose-Hubbard regime [18, 19]. The Bose-Hubbard model describes hopping between
nearest-neighbor sites and pairwise interactions of particles on the same site. The
competition of these two processes gives rise to a quantum phase transition between
a superfluid and a Mott-insulating phase [18–20]. The new high-resolution fluores-
cence detection allows to take ‘snapshots’ of such an interacting many-body system
that directly show the fluctuations with single-particle sensitivity. An introduction to
this topic forms the first part of this thesis.
In recent years, other high-resolution imaging techniques have also been success-
fully used to study ultracold gases in optical lattices, such as scanning electron
microscopy [21, 22] and high-resolution in situ absorption imaging [11, 23, 24]. In
contrast to high-resolution in situ fluorescence-imaging, these techniques do not
have single-atom sensitivity in a single experimental image.
High-resolution fluorescence experiments are able to detect the on-site parity of
the number of particles on a lattice site. The average on-site parity has been used
to study the superfluid-Mott insulator transition [16] and to develop an in situ
temperature measurement in the deep Mott insulating limit [17]. Furthermore, an
antiferromagnetic quantum Ising spin chain has been simulated in a tilted optical
1
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lattice, where nearest-neighbor spin correlations map onto the average on-site
parity [25], and an orbital excitation blockade could be directly observed [26].
The high-resolution technique can also be used in reverse to control individual atoms
and to modify Hamiltonian parameters on the level of individual lattice sites. In
particular, we experimentally demonstrated that the spin of individual atoms in a
Mott insulator can be addressed [27]. We subsequently used this technique to study
a single, mobile spin-impurity in a strongly interacting one-dimensional system [28].
One of the most advantageous features of high-resolution fluorescence detec-
tion is its ability to resolve single particles in each experimental run. This allows for
the direct measurement of correlations between fluctuations in different parts of the
system, in addition to the average on-site parity. Notably, this is not limited only to
correlations between two lattice sites. Rather, the detection of high-order correlation
functions between an arbitrary set of sites became feasible. Such non-local correla-
tion functions play an important role for the characterization of quantum phases in
low-dimensional many-body systems. We used these possibilities to detect two-site
and non-local correlations across the superfluid-Mott-insulator transition [29], which
is the focus of Part II of this thesis.
In a subsequent experiment, we extended our measurement to an out of equilibrium
system. Specifically, we imaged the spreading of correlations after a sudden change
of the Hamiltonian parameters in the Mott insulating regime [30]. Furthermore, in
a recent experiment, we used the same technique to detect correlations between
Rydberg atoms forming mesoscopic ordered structures [31] demonstrating that the
general approach is not restricted to Hubbard-type physics.
As described above, existing detection techniques have been successfully combined
with spectroscopic methods to study the excitation spectrum of strongly-interacting
cold gases systems. In a similar way, we combined the aforementioned in situ tem-
perature measurement [17], based on single-atom detection, with lattice modulation
spectroscopy. In contrast to earlier measurements with lattice modulation [32–34],
we could probe our system in the linear response regime as a result of the high
sensitivity of the temperature measurement.
We used this tool to detect a ‘Higgs’ amplitude mode close to the two-dimensional
superfluid-Mott insulator transition (Part III). The appearance of such a mode can be
understood from the low-energy description of the dynamics close to the superfluid-
Mott insulator phase boundary. If the boundary is crossed at constant density, the
description becomes effectively Lorentz invariant, allowing for the existence of a
Higgs mode. The mathematical structure behind this excitation is the same as the one
for the long-sought Higgs particle of the standard model [35], if interactions between
various excitations of the system are neglected. However, the detectability of a Higgs
mode in a two-dimensional system has been a matter of debate [20, 36–41]. Recent
theoretical results [41, 42] and our experiments have, to some degree, settled the
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issue and showed that a Higgs mode in two-dimensions, close to a quantum phase
transition, is indeed observable.
The control and detection possibilities for strongly-interacting ultracold gases
made it possible to perform quantitative studies, for which a theoretical treatment,
even using modern numerical methods, is intrinsically difficult or even impossible.
This includes, e.g., the study of out-of-equilibrium dynamics of bosonic systems [43]
or the equation of state measurement for fermions at the BEC-BCS crossover (see
Refs. [1, 9] and references therein). Such experimental results can, in turn, be used to
check or falsify theoretical treatments, where the quantitative validity of the latter
is not a priori guaranteed. To some degree, our experimental results for the Higgs
mode and the recent theoretical treatments [41, 42] fall into this category.
One of the general goals for the field of ultracold atoms is to achieve results that
directly help to solve outstanding problems in solid-state physics, such as the nature
of high-Tc superconductors. In most cases, a direct realization of an ultracold-gases
analog of an actual solid-state system might be impossible. However, the comparison
of experimental and theoretical results, in the sense of the previous paragraph, is
likely to improve our understanding and the theoretical treatment of quantum
many-body systems in general. In turn, some of these improvements might find an
application in solid-state physics or in other fields where strong correlations in a
many-body system play a crucial role.
The new possibilities for the single-atom-resolved probing and manipulation of
ultracold quantum gases can help to achieve this goal. In particular, as shown
in this thesis, the measurement of so far unattainable correlation and response
functions becomes feasible. In this spirit, one of the future directions is the probing
of entanglement with the goal to foster the understanding of its role in strongly
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The manipulation and detection of individual excitations of quantum systems forms
the basis of modern quantum optics experiments [46]. However, most of these experi-
ments have been restricted to systems composed of only a few quantum mechanically
behaving objects or to weakly interacting ensembles.
Here we report on the detection of individual excitations in a strongly interacting
many-body system. We demonstrate the detection of individual bosonic alkali atoms
forming a Mott-insulating state in an optical lattice [3, 16, 17]. The measurement is
single-site and single-atom resolving and, therefore, enables detection of individual
fluctuations of the many-body system.
In Ch. 2, we start out with an introduction to the Bose-Hubbard model and the quan-
tum phase transition from a superfluid to a Mott insulator. We will explore some
basic features of the phases and phase transitions in the Bose-Hubbard model and
conclude with an introduction on how the model is realized using ultracold alkali
atoms in optical lattices. We continue with a description of the crucial parts and steps
of the experiment (Ch. 3). Here, we give an introduction to the single-site-resolved
detection of atoms in dilute, weakly interacting clouds and give a precise definition
of the experimental observable. Next, we extend these techniques to dense, strongly-
interacting ensembles of zero-tunneling (atomic limit) Mott insulators (Ch. 4). We
will give a thorough introduction to this regime as it forms the starting point for all
investigations in the following parts of this thesis. The main result is that reliable
single-site-resolved detection of individual atoms is possible even in dense ensem-
bles, and we are able to perform a precise, single-shot temperature measurement.
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2. Superfluid-Mott-insulator transition
The Hubbard model was originally developed to describe electrons in narrow con-
duction bands [47]. Its bosonic version, the Bose-Hubbard model [18], yields a very
good description of ultracold bosonic atoms trapped in deep optical lattices, as first
noted in Ref. [19]. The model shows a phase transition at zero temperature from a
superfluid to a Mott-insulating phase, which forms one of the paradigm examples of
a quantum phase transition [20]. The transition was first experimentally observed in
2002 using a gas of ultracold 87Rb atoms in a three-dimensional optical lattice [2].
Our presentation is limited to points that are crucial for the understanding of the re-
sults presented in this thesis. The chapter also serves as a guide to the remaining
thesis. For a more general introduction, see Refs. [3, 18, 20, 48].
2.1. Bose-Hubbard model
The Bose-Hubbard Hamiltonian is defined as [18]





nˆi(nˆi − 1)− µ∑
i
nˆi, (2.1)
where bˆ†i (bˆi) is the boson creation (annihilation) operator on lattice site i, nˆi is the
boson number operator, J is the hopping matrix element, U is the on-site interaction
energy, µ is the global chemical potential, and the first sum runs over all nearest
neighbors (see also Fig. 2.1). The competition between the terms gives rise to the
superfluid-Mott-insulator quantum phase-transition (Fig. 2.1).
In general, quantum phase transitions describe a change in the ground state of a sys-
tem as the Hamiltonian parameters are varied. Importantly, such transitions occur at
zero temperature and are of a purely quantum mechanical nature (in contrast to ther-
mal phase transitions). This can have profound consequences, such as the emergence













































Figure 2.1.: Bose-Hubbard Hamiltonian and phase diagram. a, Illustration of the three terms
in the Bose-Hubbard Hamiltonian (Eq. 2.1). The first term describes hopping between nearest
neighboring sites with a hopping rate of J/h¯. Due to the minus sign in front of the positive J,
this term favors de-localization of particles. The second term describes pairwise on-site in-
teractions and yields an energy penalty of U for particles sitting on the same lattice site. The
third term describes a shift of the on-site energy, which is proportional to the on-site occu-
pation number and the chemical potential µ. Due to the minus sign in front of µ, this term
favors higher occupation numbers. b, Sketch of the zero temperature phase diagram of the
Bose-Hubbard model [18]. For small J/U, the system tends to be in a Mott-insulating phase
divided into lobes with constant average on-site occupation numbers ni = 〈nˆi〉 (white ar-
eas). For J/U larger than a critical value (J/U)c, the system is always superfluid (shaded
blue area) and only lines with constant ni exist (dashed lines). The excitation gap ∆MI in the
Mott-insulating phase at constant atom number is given by the width of the Mott-insulating
lobes as indicated by the vertical arrow for the case ni = 1.
10
2.2. Mott-insulating and superfluid states
2.2. Mott-insulating and superfluid states
2.2.1. Mott-insulating state
Atomic limit
The Mott-insulating state is simplest to understand in the limit of zero tunneling
J/U = 0, which we will refer to as the atomic limit. In this limit, we can neglect







This is a tensor product of on-site Fock states |ni〉, defined as eigenstates of the on-site
boson number operator nˆi, with the on-site occupation numbers ni as its eigenvalues
(Fig.2.2). Importantly, for the state in Eq. 2.2, the variance σi = 〈(nˆi − 〈nˆi〉)2〉1/2 of the
on-site occupation number vanishes.
We will discuss the physics of this limit in Ch. 4 in more detail. In particular, we
will find a step-wise dependence of ni(µ) on the chemical potential µ, where ni(µ)
increases by one at integer values of µ/U and otherwise stays constant. Therefore,




for non-integer values of µ/U.
Number fluctuations and incompressibility
The ground state in the Mott-insulating regime is only given by Eq. 2.2 at J/U = 0,
and in general Mott-insulating states have a more complicated structure. Particu-
larly, a small tunneling coupling J leads to the emergence of quantum correlated
particle-hole pairs, which we directly observed in the experiment (Ch. 5). The ef-
fect of this is to introduce correlated number-fluctuations in the system, which lead
to non-vanishing on-site fluctuations σi > 0. Especially in low-dimensional systems,
these number fluctuations take on significant values already in the Mott-insulating
regime. Indeed, it should be stressed that the defining property of Mott insulators is
incompressibility as defined in Eq. 2.3 and not σi = 0 [3].
Excitation structure
In general, we find a Mott-insulating state only at integer filling, i.e., the average


























Figure 2.2.: Illustration of states in the atomic/non-interacting limit and properties of the
Mott-insulating/superfluid phase. a, Sketch of the onsite-number distribution in the atomic
limit (J/U = 0, left) and the non-interacting limit (U/J = 0, right). In the atomic limit, the
atoms are strongly localized and the many-body wave function is given by a product of on-
site Fock states (Eq. 2.2). In the non-interacting limit, each atom is delocalized over the entire
lattice, and the many-body wave function is a product of delocalized single-particle states
(Eq. 2.4). For intermediate J/U, the ground states have a more complicated structure (see
text). b, Summary of the main properties of Mott-insulating and superfluid states.
Additional particles that are added to the system can move (almost freely) on top
of the Mott-insulating background and form a (quasi-)condensate state [3, 18]. The
same phenomenon appears when removing particles from a Mott state, leading to a
condensation of holes. Thus, any deviation from integer filling immediately leads to
a superfluid state.
Adding (removing) a single particle to a Mott-insulating state is associated with a
finite energy cost. This energy gap is non-zero for all J/U and µ values in a given
Mott lobe and vanishes at the boundaries of the lobes. Therefore, the ground state
within a given lobe has always the same total atom number, independent of µ.
Because of the translational invariance of the system, we also find that the average
occupation number is independent of µ, thus the state is incompressible ∂〈nˆi〉∂µ = 0. We
therefore find that incompressibility is a direct consequence of the finite excitation
gap for adding (removing) a single particle.
The excitation gap can be directly read off from the phase diagram. At a fixed
J/U and µ/U, the gap for adding (removing) a particle is given by the distance to
the upper (lower) Mott boundary [18].
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2.2. Mott-insulating and superfluid states
Additionally, we are interested in excited states at a constant total atom number.
Such states are the result of a simultaneous creation of an extra particle and a hole.
The corresponding excitation gap ∆MI at fixed J/U is given by the full width of the
Mott lobe in µ direction [49] (see arrow in Fig. 2.1). The gap ∆MI also sets the energy
scale for thermal activation of defects in the Mott-insulating regime [18].
Increasing J/U, the width of the Mott lobe gradually shrinks and therefore the
excitation gap ∆MI is reduced until it finally closes at J/U = (J/U)c, an effect that
we could directly observe experimentally (Sec. 9.2). This behavior can be intuitively
understood as follows. At finite tunneling, an added particle (hole) can decrease
its kinetic energy by de-localizing over the the entire system. The energy reduction
becomes larger with increasing J. At J/U > (J/U)c, the energy reduction of a
combined particle and hole excitation, due to de-localization, overcompensates the
energy cost due to the interaction term.
Order parameters
Following the previous discussion, a suitable order parameter for the Mott-insulating
regime can be formulated based on the excitation gap ∆MI or the compressibility
∂〈nˆi〉
∂µ .
With this, however, one makes use of the excited state structure or a response prop-
erty. It is interesting to ask if there is a suitable order parameter which depends only
on the structure of the ground state (at fixed J/U and µ). In Ch. 6, we will show that
this is the case for one-dimensional systems where the order parameter can be based
on non-local correlation functions that we directly observed experimentally. We will
present an extension of this concept to two-dimensional systems in Ch. 7.
2.2.2. Superfluid state
Non-interacting limit
The superfluid phase is easiest to discuss starting from the non-interacting limit








where N denotes the total number of particles. The state in Eq. 2.4 shows Bose-
Einstein condensation in the zero-momentum Bloch state, which has a creation oper-
ator proportional to∑i bˆ†i (Sec.2.4). In this single particle state, an atom is de-localized
over the entire lattice (Fig. 2.2).
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In the thermodynamic limit, the state in Eq. 2.4 becomes indistinguishable to a prod-




The on-site coherent state |αi〉 is defined as an eigenstate of the destruction operator
bˆi with complex eigenvalue αi [50]. The average on-site occupation number is given
by 〈nˆi〉 = |αi|2 and we find a Poisson probability distribution to observe a certain
on-site occupation number. This leads to large on-site number fluctuations σ2i = 〈nˆi〉.
The state in Eq. 2.5 shows off-diagonal long-range order, defined as (see, e.g., [51])
lim
|i−j|→∞
G(1)(i, j) = lim
|i−j|→∞
〈bˆ†i bˆj〉 6= 0, (2.6)
where G(1)(i, j) = 〈bˆ†i bˆj〉 is the single-particle density matrix. G(1)(i, j) is experimen-
tally accessible using time-of-flight imaging [3], which was used in Ref. [2] to detect
the superfluid-Mott-insulator transition in a three-dimensional system.
Superfluidity and long-range order
At finite interactions U/J > 0, the superfluid state is, in general, more complicated
than the ideal Bose-Einstein condensation state in Eq. 2.4. Finite interactions lead,
e.g., to a reduction of number-fluctuations, such that σ2i < 〈nˆi〉 already in the su-
perfluid phase. Additionally, we would like to stress that the defining quality of the
superfluid state is not long-range order (or Bose-Einstein condensation), but a non-
vanishing superfluid density nSF, when the total density of the system is written as
n = nSF + nn, where nn is the normal component. In particular, for low-dimensional
systems, long-range order in the above sense is replaced by quasi-long-range order,
defined as an algebraic decay of G(1)(i, j). For a discussion of the relation between
the behavior of G(1)(i, j) and superfluidity, see Refs. [3, 51].
Excitation structure
In contrast to the Mott-insulating phase, the superfluid phase, in the thermodynamic
limit, does not have a finite excitation gap, i.e. it is gapless [3, 18, 20, 52]. The cor-
responding low energy excitations are Nambu-Goldstone modes that show a linear,
phonon-like dispersion relation at low momenta. In general, an excitation of these
modes leads to currents of the total density n.
In a strongly interacting superfluid, however, additional Higgs amplitude modes,
which have a non-vanishing excitation gap, can appear (Part III). In contrast to
Nambu-Goldstone modes, such modes lead to variations of the superfluid density
nSF at an almost constant overall density n [49]. Similar to the excitation gap of the
Mott-insulating phase, the gap to Higgs modes closes approaching the phase transi-
tion, an effect that we could directly observe experimentally (Sec. 9.2).
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2.3. Phase transitions in the Bose-Hubbard model
The Bose-Hubbard model features different types of phase transitions. In particular,
we find a quantum phase transition varying J/U and µ, but the system can also go
from a superfluid to a normal phase as the temperature T is increased. We will first
discuss the T = 0 transition.
At T = 0 one can cross the superfluid-Mott-insulator boundary in different ways.
First, the boundary can be crossed at constant integer density, going through the tip
of the Mott lobe by varying J/U (tip of lobe transition). Or, in contrast, one can vary
the chemical potential at a constant J/U, inducing a transition that is accompanied
by a change in density (generic transition). The tip of the lobe transition is special
in the sense that the low-energy physics close to the transition point is described
by an effectively relativistic theory [20]. The emergence of a Higgs mode in a
strongly interacting superfluid close to the tip of lobe transition can be directly
understood within this framework (Ch. 8). Concerning the generic transition, we
already argued that an addition of particles (holes) to the Mott state with integer
filling leads to a condensation of the added particles (holes). Consequently, we will
see in Ch. 8 that the dynamics close to the phase boundary is essentially described by
a time-dependent Gross-Pitaevskii equation.
We now turn to a description at finite T > 0. In Fig. 2.3, we plot the phase
diagram as a function of J/U and T at a constant integer density [20]. For low
temperatures and J/U > (J/U)c, we find a superfluid phase. Increasing T, the
system passes through a thermal phase transition to a normal phase. The critical
temperature for this transition shows a characteristic reduction close to (J/U)c,
which has been observed experimentally in Ref. [53]. Additionally, we find that
the point at T = 0 and J/U = (J/U)c defines a tricritical point, connected to the
Mott-insulating, superfluid and normal phase.
There is no sharp phase boundary between the Mott-insulating and normal phase.
Indeed, strictly speaking, the Mott-insulating state only exists at T = 0, since
for T > 0 we always find a finite compressibility. However, for temperatures
T  ∆MI/kB (kB, Boltzman constant), the thermal activation of defects is strongly
suppressed and characteristic properties of the Mott-insulating phase can still be
observed [54]. For further details concerning the properties of the quantum phase
transition, see Ref. [20].
We finish our discussion by stating the known critical values (J/U)c for a square
lattice as a function of the dimensionality of the system in Table 2.1. In low-
dimensional systems, the Mott-insulating phase reaches to higher J/U values. This
effect is stronger than anticipated by a mean-field approximation [18], which yields
















Figure 2.3.: Phase diagram at finite temperature. Figure shows a sketch of the phase diagram
of the Bose-Hubbard model at constant, integer filling as a function of J/U and the tempera-
ture T [53]. For J/U > (J/U)c, the system is in a superfluid phase for temperatures below a
critical temperature (solid line), which shows a characteristic reduction close to (J/U)c. For
higher temperatures, we find a normal phase, which is continuously connected to the Mott-
insulating phase for J/U < (J/U)c. The point at T = 0 and J/U = (J/U)c defines a tricritical
point.
d = 3 d = 2 d = 1
(J/U)c ≈ 0.034 [55] 0.059 [56] 0.3 [57, 58]
(J/U)c,MF ≈ 1z 5.8 ≈ 0.029 0.043 0.086
Table 2.1.: Critical value (J/U)c for the superfluid-Mott-insulator transition. Top row:
critical values (J/U)c, based on numerical calculations for the transition in dimensions d =
3, 2, 1. Bottom row: Same as top row, but based on a mean-field calculation. The mean-field
values underestimate (J/U)c, particularly for d = 2, 1.
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2.4. Realization of the Bose-Hubbard model in optical lattices
We give a short introduction on how the Bose-Hubbard model can be realized with
ultracold alkali atoms in an optical lattice. Very detailed descriptions can be found in
Refs. [3, 59–62]. As the three-dimensional lattice potential, in our case, is separable,
we first deal with a single lattice axis. The full solution is a simple extension of these
results (Sec. 2.4.3).


















for spinless bosons interacting via V(x − x′) in the presence of an external potential
Vl(x) (see, e.g., Ref. [63]). Ψˆ†(x) (Ψˆ(x)) are creation (annihilation) operators at posi-
tion x, with commutation relations [Ψˆ(x), Ψˆ†(x′)] = δ(x− x′).
2.4.1. Optical lattice potential
An optical lattice, in its simplest form, is created by a pair of counter-propagating
laser beams with the same laser wavelength λL. This leads to a standing wave along
the propagation direction, which has a periodically varying intensity profile I(x) pro-
portional to cos(klatx), where klat = 2pialat and alat = λL/2 (Fig. 2.4).
The lattice light creates a conservative potential Vl(x) for the atoms via the dynamical
Stark effect (or a.c. Stark effect). A comparison of different treatments for this effect
can be found in Ref. [64]. For alkali atoms, the potential Vl(x) resulting from linearly
polarized light and detunings that do not resolve the hyperfine structure is [65]













where c is the speed of light and τD2 is the lifetime of the excited state of the D2









with ωL = 2pi cλL and ωD1/D2 = 2pi
c
λD1/D2
, where λD1/D2 is the transition wavelength
of the D1 (D2) line respectively.
The resulting potential VL(x) is proportional to ±I(x), for effective blue (red) detun-
ing, i.e. the term 2∆D2 +
1
∆D1




Vl(x) = ±V02 cos (klatx) , (2.10)
where we have appropriately chosen an absolute energy offset and the overall phase
of the periodic potential. For blue (red) detuning, the minima of Vl(x) coincide with
the minima (maxima) of the intensity distribution I(x). V0 is the full lattice depth,
which is typically stated in units of the lattice recoil energy Er = h2/(8ma2lat), where
m is the atomic mass. In the case of 87Rb and λL = 1064 nm, we find Er/h ≈ 2 kHz.
2.4.2. Derivation of the tunneling and interaction term
Tunneling term
The energy eigenstates of the single-particle Hamiltonian Hˆs = − h¯22m ∂
2
∂x2 +Vl(x), with
Vl(x) defined in Eq. 2.10, are Bloch functions Φq(x) with eigenenergies e(q), where q
is a quasi-momentum |q| < pialat restricted to the first Brillouin zone (Fig. 2.4). For an
introduction to periodic potentials, we refer to Ref. [66]. We will restrict ourself to the
lowest Bloch band and suppress a band index.
The Bloch functions Φq(x) and the eigenenergies e(q) can, in general, be calculated
with a numerical band-structure calculation [59]. Alternatively, one can show that
the eigenvalue equation HˆsΨ(x) = EΨ(x) is equivalent to the Mathieu equation,
which has Mathieu cosine and Mathieu sine functions as its unique even and odd
solutions [67]. Following Ref. [68], one can write the Bloch functions Φq(x) as a linear
combination of the latter functions.
The key concept for the derivation of the Bose-Hubbard model is the Wannier func-







where xi refers to a lattice site i, defined by the minima of the lattice potential Vl(x).
The sum runs over the first Brillouin zone and Nl is the number of lattice sites.
The Wannier functions wi(x) of the lowest band have the following important prop-
erties. First, they are only functions of the distance x − xi. Additionally, they can
be chosen to be symmetric around xi and to be real [68]. Furthermore, they form a
complete, orthogonal set for the lowest band. For sufficiently deep lattices, they are
strongly localized around xi (Fig. 2.4).
The crucial step in the derivation of the Bose-Hubbard model is the expansion of the
18
















































Figure 2.4.: Realizing the Bose-Hubbard model using optical lattices. a, Illustration of an
optical lattice potential. Two counter-propagating laser beams with wavelength λL interfere,
and form a standing wave with period alat = λL/2. The laser frequency ωL = 2pi cλL is chosen
to be far off-resonant to the D1 and D2 lines, resulting in an conservative trapping potential
due to the dynamical Stark effect. b, Band structure for a lattice depth of V0 = 5Er including
the lowest (blue) and the first excited (red) band. c, Real part of the Bloch wave functions
Φq(x) for the lowest band for quasi-momenta q = 0,pi/(2alat),pi/alat (blue, red, yellow; see
corresponding numbers in b). d, Wannier function of the lowest band w0(x) ∝ ∑q Φq(x)
for the central lattice site at xi = 0. The summation of Bloch wave functions with different
momenta leads to a constructive interference around x = 0 and to a destructive interference
at neighboring lattice sites. The Wannier function is completely real, because the imaginary
parts of Φq(x) destructively interfere at all positions (not shown).











where bˆ†i (bˆi) are the creation (annihilation) operators for a state with Wannier wave
function wi(x).
Due to the completeness of wi(x), bˆj and bˆ†i fulfill the commutation relations
[bˆi, bˆ†j ] = δi,j. (2.14)




















Ji,j bˆ†i bˆj − µ∑
i
bˆ†i bˆi. (2.15)
In the last line, we absorbed Ji,i in the chemical potential µ, by replacing µ→ µ− Ji,i.













The first term in Eq. 2.15 describes hopping between arbitrary lattice sites with hop-
ping matrix element Ji,j. In deep lattices, Ji,j is negligible for all, but nearest neighbors.
Defining J = Ji,i+1 and neglecting all other Ji,j, we arrive at
Hˆ0 ≈ −J ∑
〈i,j〉
bˆ†i bˆj − µ∑
i
bˆ†i bˆi (2.17)
resembling the non-interacting terms in the Bose-Hubbard model.
Interaction term
At sufficiently low temperatures, interactions between bosonic alkali atoms are re-
stricted to s-wave collisions. The scattering wavefunction, resulting from the true
interaction potential, is at low collisional momenta correctly reproduced by a delta




δ(~r−~r′) = g δ(~r−~r′). (2.18)
The s-wave scattering length as takes on a value as = 100.4(1) aB (aB ≈ 5.29 · 10−11m,
the Bohr radius) for collisions between 87Rb atoms in the hyperfine state
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5S1/2, F = 1, mF = −1 used in our experiments [72]. The interaction strength is
defined as g = 4pih¯
2as
m . We do not discuss additional regularization terms [70].
We would like to deal with a single lattice axis first, but the previous formula
defines the interaction potential in three dimensions. To be formally correct
and to yield the right units, we define a one-dimensional interaction poten-
tial V1d(x − x′) = g1d δ(x − x′)1d, with a one-dimensional interaction strength
g1d = g · (
∫
dx |wi(x)|4)2 and a one-dimensional delta function δ(x − x′)1d. We will
deal with the full three-dimensional problem in the next subsection and the factor
(
∫
dx |wi(x)|4)2 will be motivated there.











Inserting the expansion in terms of Wannier functions (Eq. 2.13) yields










i bˆi − 1), (2.20)




In the first line of Eq. 2.20, we assumed that | ∫ dx |wi(x)|4| 
| ∫ dx wk(x)wl(x)wm(x)wn(x)|, if at least one of the indices k, l, m, n differs from
the others. This is justified, when the Wannier functions are strongly localized and
the overlap between neighboring sites is therefore small.
2.4.3. Three-dimensional optical lattice and harmonic confinement
A three-dimensional optical lattice, in our case, is created by three pairs of counter-
propagating laser beams intersecting at right angles (Ch. 3). All beams are chosen
to have the same laser wavelength and the overall potential thus resembles a simple
cubic lattice.
Additionally, all beams have an intrinsic Gaussian beam shape, which can be approx-
imated by a harmonic potential in the beam’s center. The overall lattice potential can
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be written as [59]





































where ~r = (rx, ry, rz) is the position, Vx, Vy, Vz are the full lattice depths in x, y, z-
directions and ωx,ωy,ωz are the trapping frequencies in x, y, z-directions. We
therefore find a separable periodic potential Vp(~r) and a harmonic potential Vh(~r).
The previous one-dimensional calculation is easily extended to the three-dimensional





i (rz) for the x, y, z axis respectively. Since the periodic potential is
separable, the Wannier function wi(~r) for the three-dimensional case is given by





which replaces wi(x) in the above calculation.









where we absorbed the terms resulting from the harmonic potential Vh(~r) in a local
chemical potential µi given by
µi = µ−Vh(~ri). (2.27)
The resulting model in Eq. 2.26 is usually treated in a local density approximation,
which assumes that the solution in the homogeneous case at a given constant µ˜ repro-
duces the local physics in the spatially varying problem at µi = µ˜ (see, e.g., Ref. [73]
for a discussion). This treatment becomes exact in the atomic limit (Ch. 4).
Additionally, we introduced a hopping matrix element Jα along the different axes,
where α = x, y or z depending on whether the nearest neighbors i, j are aligned in x, y
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Figure 2.5.: Bose-Hubbard parameters as a function of the lattice depth. Bose-Hubbard
parameters as a function of the lattice depth V0 in units of the lattice recoil energy Er. a,
The plot shows that J falls off approximately exponentially with the lattice depth V0. b, The
behavior of J/U is dominated by the strong dependence of J on V0. For the calculation of J/U
shown in this plot, we kept the depths of the two orthogonal axes constant at 17Er and 20Er
resembling the situation described in Sec. 5.2. For the calculation, we used alat = 532 nm
where in the last line, we inserted the definition of the Wannier functions (Eq. 2.13)
and used the fact that the Bloch functions are eigenstates of − h¯22m ∂
2
∂r2α
+ Vα2 cos (klatrα)
with eigenvalues eα(q).







drz |wzi (rz)|4. (2.30)
In Fig. 2.5, we show J and U, determined from the previous formulas using a band-
structure calculation for typical experimental parameters.
Finally, we discuss that the definition of the Wannier functions is to some degree am-
biguous. The problem lies in the fact that the Bloch wavefunctions can be multiplied
by a q dependent phase factor, such that Φq(x)→ eiφ(q)Φq(x), which does not change
their properties. However, the phase factor enters the Fourier transform used for the
definition of the Wannier function in Eq. 2.11 and, in general, changes the resulting
Wannier function.
In practice, one is interested in Wannier functions, which are maximally localized at a
single lattice site. The conditions for maximally localized Wannier functions for gen-
eral one-dimensional periodic potentials have been investigated in Ref. [68]. In our
case, to yield maximally localized Wannier functions for the lowest band, the phases
for the Bloch functions have to be fixed such that
Im(eiφ(q)Φq(0)) = 0, (2.31)
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where Im denotes the imaginary part.
From Eq. 2.29, we see that this does not affect the value of the tunneling matrix
element as only the band-structure enters the formula. In contrast, the on-site
interaction does depend on the choice of the phase factor (Eq. 2.30).
2.4.4. Discussion
Here we summarize the assumptions that led to the derivation of Eq. 2.26 and verify
that they are justified for the experimental values in this thesis.
First, we restricted ourself to the lowest Bloch band, which is justified if the thermal
and interaction energies are smaller than the band gap (Fig. 2.4). Typical interaction
energies, in our case, are about U/h ≈ 500Hz and we find temperatures T  U/kb
(Ch. 4). Both energies are therefore significantly smaller than the band gap of about
4− 16 kHz for our typical lattice depths of about 4− 21 Er.
Additionally, we only accounted for nearest neighbor tunneling, i.e., we made a
tight-binding approximation. For our typical lattice depths, the tunneling matrix
element to the next-nearest neighbor is about a factor of 10− 1000 smaller than the
one for nearest neighbor tunneling and the assumption is therefore legitimate.
Furthermore, we assumed pure on-site interactions, which is justified in our case
because nearest-neighbor interactions are suppressed by at least a factor of 200.
Finally, the on-site interaction U might show a small dependence on the on-site
occupation number that we neglected (see, e.g., Ref. [62] for a discussion).
The main control knobs in our experiment are the lattice depths Vx, Vy, Vz, which
can be tuned to reach different Bose-Hubbard parameters Jx, Jy, Jz and U. In this
section, we showed that these parameters can be determined from knowledge of the
band structure including the Bloch waves Φq(x) with eigenenergies e(q). The band
structure can be easily numerically calculated after the lattice depths Vx, Vy, Vz have
been determined experimentally (App. A).
In conclusion, we find an exceptional situation where the many-body Hamiltonian is
known, and the Hamiltonian parameters can be controlled and determined with a
high degree of accuracy.
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This chapter gives an overview of the experimental setup and sequence. The aim is to
give a general introduction to the core parts of the sequence and the high-resolution
imaging of single atoms. At the end of the chapter, we additionally discuss the most
general observable detectable with the latter technique. The description is limited
to information that is essential to understanding and interpreting the experimental
results described in the following chapters. A more detailed account can be found in
Ref. [74] and App. A.
3.1. Two-dimensional degenerate gas and vertical lattice
The starting point of the relevant part of the experimental sequence was a two-
dimensional degenerate quantum gas consisting of several hundred 87Rb atoms in
the hyperfine state 5S1/2, F = 1, mF = −1 [75]. It was prepared in a single anti-node
of an optical lattice in the vertical direction (Fig. 3.1a). Details of the preparation pro-
cedure are described in App. A.1.
The vertical lattice was generated by interference between an incoming laser beam
and its reflection from a vacuum window, which has a high-reflectivity coating for
the laser wavelength λL = 1064 nm. The 90-degree incident angle on the window
resulted in a lattice spacing of alat = λL/2 = 532 nm. The laser frequency was red-
detuned to the D2 and D1 line, yielding an attractive ac Stark potential (Sec. 2.4).
The lattice depth Vz was kept constant at approximately 21 Er, where Er denotes the
lattice recoil energy Er = h2/(8ma2lat) with m the atomic mass of
87Rb. Due to this
tight confinement and an additional energy offset from gravity, tunnelling of the
atoms in the vertical direction was negligible for the duration of the experiment.
Additionally, the vertical confinement was much stronger than the harmonic con-
finement in horizontal direction (Sec. 2.4). In this pancake geometry, the atom cloud
formed a two-dimensional degenerate Bose gas [76–82].
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Figure 3.1.: Experimental setup and fluorescence imaging. a, Schematic image showing
the optical lattice geometry, the two-dimensional quantum gas, and the high-resolution ob-
jective [17]. The optical lattice setup consisted of two horizontal lattice axes (in the x and
y-directions) and a vertical lattice axis (in the z-direction). The latter was created by reflection
from a vacuum window with a high-reflectivity coating for the lattice wavelength (1064 nm)
and a transmission coating for the imaging wavelength (780 nm). The two-dimensional quan-
tum gas was prepared in a single anti-node of the vertical lattice and is imaged with the high-
resolution objective using fluorescence detection. b, The gas is typically kept in a moderately
deep horizontal optical lattice of about 10 Er (Sec. 2.4). For the imaging, we froze the den-
sity distribution by rapidly increasing all lattice depths to about 3000 Er. The near-resonant
imaging light is scattered by the atoms and collected with the high-resolution objective on an
emccd (electron-multiplying charge-coupled device) camera. c, Typical fluorescence image of
a dilute thermal cloud as seen on the emccd camera. Single atoms (red dots) are visible with
a high signal-to-noise ratio. White dots mark the sites of the two-dimensional lattice created
by the horizontal lattice axes.
3.2. Horizontal square lattice and adiabatic preparation
Following the previously described preparation, the gas was loaded into a two-
dimensional optical lattice formed by two lattice axes in the horizontal direction
(Fig. 3.1), which were created by reflections from mirrors outside of the vacuum
chamber. The lattice spacing in both directions was alat = λL/2 = 532 nm and the
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Figure 3.2.: Typical sequence. Horizontal lattice depth during a typical experimental se-
quence. After preparation in a single anti-node of the vertical lattice, we superimposed a
horizontal square-lattice. The loading into the square-lattice consisted of a quasi-adiabatic
s-shaped ramp with a duration of 75-120 ms. This was followed by a possible manipulation
phase (e.g., lattice modulation). For the detection, the lattice gas is frozen by a fast ramp of
the lattice depth to approximately 3000Er.
axes intersected at a right angle resulting in a simple two-dimensional square lattice.
For the loading, both lattice depths were increased to 7-23 Er following s-shaped func-
tions with durations of 75-120 ms (Fig. 3.2).
These lattice ramps were quasi-adiabatic, i.e. slow enough to keep the system close
to its many-body ground state, as we will see later by the low defect density in the
system (Ch. 4). The exact shape of these ramps and the final lattice depths were
the key experimental parameters used to change the equilibrium state of the lat-
tice gas before the actual measurement was performed. In the following, we will
use the term adiabatic preparation for the aforementioned loading process. The com-
bined harmonic potential of all three lattices leads to trapping frequencies of typically
ω/(2pi) ≈ 60 Hz.
3.3. Fluorescence imaging of single atoms
Following the adiabatic preparation and possible further manipulations (e.g., mod-
ulation of the lattice depth), the atoms were detected in situ using fluorescence
imaging. A detailed account of the imaging technique can be found in Refs. [17, 74]
and we only summarize the key points here.
The imaging was performed with a high-resolution objective, which was placed in
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front of the same vacuum window that was also used as a mirror for the vertical
lattice axis (Fig. 3.1). The numerical aperture of the objective was NA = 0.68, yielding
a spatial resolution of about 700 nm for an imaging wavelength of 780 nm.
For the imaging, all lattice depths were increased to typically 3000 Er ≈ kB · 300 µK
on a time scale much faster than the many-body dynamics. As a result, the original
density distribution of the gas was instantaneously frozen. The detailed sequence
consisted of a two-step process, where the first step was an exponential ramp
to ≈ 80Er with a duration of 0.2 ms that already froze the dynamcis (not shown
in Fig. 3.2). The second ramp to ≈ 3000Er is included to have sufficiently deep
lattices for the imaging process. To image the frozen gas, we optically pumped the
atoms from 5S1/2, F = 1 to 5S1/2, F = 2 and shone in imaging laser light with a
red-detuning of ≈ 50 MHz to the free-space resonance of the 5S1/2, F = 2 to 5P3/2,
F = 3 transition. The scattered photons were observed through the high-resolution
objective and an additional lens, which focused the light on an emccd camera.
Typical fluorescence images show individual atoms in the two-dimensional lat-
tice (see Fig. 3.1c). Here we discuss a dilute, non-degenerate cloud and turn to dense,
degenerate clouds in Ch. 4. Approximately 5000 photons are detected per atom
during an illumination time of about 1 s, resulting in a high signal-to-noise ratio.
To achieve this, we had to inhibit tunnelling (or even loss) of the atoms during the
imaging phase. Such tunnelling processes can occur even in a very deep optical
lattice of 3000 Er if the atoms are thermally excited to higher bands as a result of the
recoil heating by the imaging light. To suppress this thermally activated hopping,
we laser-cooled the atoms by setting up the imaging beams in an optical molasses
configuration, which resulted in sub-Doppler temperatures of ≈ 30 µK.
Note that the imaging process is destructive for the many-body state (see also
Sec. 3.5). To collect statistics for a given observable, the experiment had to be
repeated in a loop starting with the preparation of the two-dimensional degenerate
gas.
3.4. Parity projection
Instead of the actual density distribution, our images show the parity of the occu-
pation number on each lattice site (Fig. 3.3). This is a consequence of a pairwise
loss process due to light-assisted collisions [16, 17, 83], occurring on a time scale of
typically 100µs, which is much faster than the illumination time of about 1s. Without
additional steps, this loss would occur in the beginning of the illumination time, but
some of the lost atoms would be recaptured due to the molasses cooling leading to
an unwanted background signal. To avoid this, we trigger light-assisted collisions
before repumping and before switching on the imaging light with a 50 ms pulse of
light resonant for the 5S1/2, F = 2 to 5P3/2, F = 3 transition. At this stage in the
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Figure 3.3.: Parity-projection mechanism. Illustration of the parity-projection mechanism.
Due to light-assisted collisions, pairs of atoms are lost in the imaging process. As a conse-
quence, the measured density distribution shows the parity of the initial on-site occupation
number.
sequence, the atoms are however in the state 5S1/2, F = 1 and the light is 6.8 GHz red
detuned for the 5S1/2, F = 1 to 5P3/2, F = 3 transition, but efficiently excites atom
pairs into molecular potentials leading to a rapid loss. As a result, doubly occupied
lattice sites appear as empty sites in the images. Similarly, three atoms on a site are
imaged as a single atom as two atoms undergo a pairwise collision. In general, we
only observe a signal from sites with an odd occupation number and the measured
occupation number can be written as the on-site parity Pi = mod2 ni in terms of the
actual occupation number ni, where ni and Pi are eigenvalues of the on-site number
operator nˆi and the on-site parity operator Pˆi = mod2 nˆi, respectively.
This might seem like a severe limitation, but the information of the parity is sufficient
to study many interesting properties of the superfluid-Mott-insulator transition. This
is because excitations in the Mott phase (e.g., with unity filling) typically appear as an
empty or a doubly occupied site on a background with fixed mean density. In many
situations, it is not necessary to distinguish both cases and the parity information is
sufficient. Deep in the superfluid limit, however, the parity information is usually
insufficient due to the large density fluctuations in this regime. Nevertheless, this
can be circumvented in some situations by adiabatically connecting the system to the
Mott-insulating phase (Part III).
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3.5. Observable
The described measurement technique detects more than the average on-site parity,
but captures fluctuations and correlations in the system as well. An arbitrary many-




C(n1, ..., nN)|n1, ..., nN〉, (3.1)
where the sum runs over all possible configurations of on-site numbers {ni} =
(n1, ..., nN) and i refers to a specific lattice site.
The freezing of the density distribution and the subsequent scattering of imaging
light can be interpreted as a projective measurement. It leads to a projection
onto a specific state |Ψ〉proj = |n1, ..., nN〉 with a quantum mechanical probability
p(n1, ..., nN) = |C(n1, ..., nN)|2.
We first discuss the situation as it would be without parity projection. The crucial
point is that the measurement would yield information about all occupation numbers
ni of the projected state |Ψ〉proj = |n1, ..., nN〉 in a single experimental run. Repeating
the experiment from the start, we would observe the occupation numbers of a
new |Ψ〉proj in each iteration. With this, we could gather an increasing amount of
statistics and finally reconstruct the full joint probability distribution p(n1, ..., nN) =
|C(n1, ..., nN)|2 to observe a specific set of occupation numbers (n1, ..., nN) on all
lattice sites. This includes more information than the average on-site density because
from the knowledge of p(n1, ..., nN), one could calculate all possible density-density
correlation functions 〈∏ieM nˆi〉 = ∑{ni}∏ieM ni p(n1, ..., nN), where the product runs
over an arbitrarily chosen set of lattice sites M.
Including the parity projection mechanism, the most general observable is the
joint probability distribution pp(P1, ..., PN) to observe a set of on-site parities
(P1, ..., PN) on all lattice sites. However, the full reconstruction of pp(P1, ..., PN) is a
demanding task, since it requires a very large number of experimental repetitions.
In practice, we evaluated various correlation functions using an additional spatial
average in order to improve the statistical noise on our data.
The detection technique can not directly distinguish the pure state |Ψ〉 =




|C(n1, ..., nN)|2Pˆ|n1,...,nN〉, (3.2)
with the projection operator Pˆ|n1,...,nN〉 = |n1, ..., nN〉〈n1, ..., nN|. This is the case be-
cause both of these states yield the same joint probability distributions p(n1, ..., nN) =
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3.5. Observable
|C(n1, ..., nN)|2 and pp(P1, ..., PN). Therefore, the imaging technique, with or without
parity projection, cannot detect off-diagonal elements (i.e., coherences) of density op-
erators written in an on-site number basis.
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4. Single-site-resolved imaging and thermometry of
atomic limit Mott insulators
In this chapter, we apply the imaging technique described in Ch. 3 to the deep Mott
insulating limit at J/U ≈ 0 (Ch. 2.2). This limit is an ideal testbed for imaging of
dense clouds since the many-body state including finite temperature and the har-
monic confinement can be analytically found.
4.1. Theory for the ground state and the influence of a trapping
potential
We will consider the regime in which hopping can be neglected compared to inter-
actions (J/U ≈ 0). The atomic limit is particularly easy to understand because the








nˆi(nˆi − 1)− µnˆi
]
. (4.1)
In this approximation, the interplay between the interaction term and the chemical
potential term defines the local state of the system.
Starting from Eq. 4.1, we will first find the energy-eigenspectrum of the system.
Based on this, we will discuss some ground-state properties, the role of the harmonic
trapping potential and the influence of finite temperature.
4.1.1. Eigenspectrum and eigenstates
In the atomic limit, we can easily find all eigenstates of the system. They are products
of on-site wave functions since the Hamiltonian is a sum of on-site terms. These on-
site wave functions are Fock-states |ni〉 with a well defined occupation number ni,
because the on-site terms Hi are diagonal in the number operator nˆi. The eigenstates
|Ψ〉 can therefore be written as |Ψ〉 = ∏i |ni〉 . We can define an on-site eigenenergy




ni(ni − 1)− µni. (4.2)
With this, we can write the (total) eigenenergy E as E = ∑i E(ni).
It is instructive to plot Eq. 4.2 for various values of ni, which is shown in Fig. 4.1. We
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Figure 4.1.: Eigenenergies and on-site occupation in the atomic limit. a, Plot of the eigenen-
ergies E(ni) = U2 ni(ni − 1) − µni of the Bose-Hubbard model in the atomic limit (Eq. 4.2).
Lines show E(ni) as a function of the chemical potential µ for different values of the on-site
occupation number ni = 0-5. Each graph is labeled with the corresponding ni. For µ/U < 0,
the eigenstate with the lowest energy (i.e., the ground state) is given by ni = 0, while for
0 < µ/U < 1, the ground state is given by ni = 1 and so on. b, Groundstate occupation
number as a a function of µ. c, The graphs in a and b can be considered as a cut in the
Bose-Hubbard phase diagram along the µ-direction at constant J/U = 0, indicated by the
grey-shaded arrow. Each step for ni in b corresponds to a different Mott lobe. d, Sketch of the
in-trap density for a two-dimensional geometry. In a trapped system with potential Vi, the
local chemical potential µi = µ−Vi decreases, going outwards from the center of the trap. In
a two-dimensional, radially symmetric geometry, we therefore find a series of Mott-insulating
rings, reminiscent of a wedding cake. e, For J/U > 0, indicated by the red arrow in c, the
locally varying potential can lead to an alternating series of Mott-insulating and superfluid
rings.
find that for a given value of µ the energy is minimized (i.e., the ground state is found)
by choosing ni to be
ni = dµ/Ue, (4.3)
where dxe is the ceiling of x. This corresponds to a series of steps for ni as a function
of µ/U (Fig. 4.1b).
As a consequence, we find that ∂〈nˆi〉/∂µ = 0, i.e. the system is incompressible,
except for the singular points for which µ/U equals a non-negative integer. Since the
ground state is a simple product of Fock-states, we also find that density fluctuations
are completely suppressed (i.e.,
〈
nˆ2i
〉− 〈nˆi〉2 = 0).
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4.1.2. Influence of the trapping potential
In a trapped system like ours, in addition to the three terms already present in the
original Bose-Hubbard model (Sec. 2.4), the potential energy due to the external har-
monic confinement must also be considered. With Eq. 2.26, we can write the Bose-








nˆi(nˆi − 1)− µinˆi
]
. (4.4)
Therefore, the chemical potential µ in the formulas for the eigenergies Eq. 4.2 and
the groundstate occupation number Eq. 4.3 is simply replaced by a local chemical
potential µi given by












where Vi is the potential energy in a harmonically approximated trap. In contrast to
Eq. 2.27, we only consider harmonic confinement in the x and y-directions, since our
system is effectively two-dimensional (Sec. 3.1). To distinguish between µi and µ, we
will refer to µ as the global chemical potential.
For a given global chemical potential, the local chemical potential µi decreases as a
function of distance from the center of the trap. We therefore find the maximal µi and
consequently the highest occupation number in the trap center. Going outwards, we
find steps in the occupation number, whenever µi equals a multiple of U. In a two-
dimensional, radially symmetric situation, this leads to a series of Mott-insulating
rings with decreasing occupation number (Fig. 4.1.1 c). The outer edge of the cloud is
given by the point for which the local chemical potential µi vanishes, yielding a cloud
radius of
√
µ/(1/2)mω2α in α = x, y direction.
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4.2. Single-site-resolved fluorescence images
Experimentally, we can reach the atomic limit by increasing the lattice depth of both
horizontal lattices adiabatically (Sec. 3.2) until tunneling between neighboring sites is
completely suppressed (Fig. 2.4c). For the data presented in this chapter, we used a
final lattice depth of 23(1)Er yielding J/U ≈ 3 · 10−3, which is about a factor of 20
smaller than the critical value (J/U)c ≈ 0.06 for the superfluid-Mott-insulator tran-
sition in 2d (Table 2.1). The data was therefore taken in the deep atomic limit. The
duration of the s-shaped ramp for the horizontal lattice axes was 75 ms and the final
lattice depth was the same for both axes.
After this preparation, we took in situ fluorescence images of the system (Sec. 3.3) for
a range of different atom numbers. The raw data of these images are shown in Fig. 4.2.
As the atom number increases, we observe ring-like structures, which we attribute to
the presence of Mott-insulating rings. The rings have an increasing occupation num-
ber towards the center of the trap, but due to the parity projection mechanism, these
appear as rings with an occupation number that alternates between one and zero
(Sec. 3.4). In contrast to the prediction for the ground-state, the images show a small
number of density fluctuations, which we attribute to thermal excitations in the sys-
tem (Sec. 4.3 contains a thorough analysis of this effect).
In contrast to the image of a dilute thermal cloud shown in Fig. 3.1, single atoms are
not visible in the dense regions of the Mott-insulating rings in Fig. 4.2. However, the
signal-to-noise ratio and the spatial resolution of our imaging procedure are suffi-
cient to reconstruct the atom distribution in the lattice using a computer algorithm
(Fig. 4.3). The output of the algorithm is digital information in matrix-form contain-
ing the parity of the on-site occupation number for each lattice-site. Details of this
reconstruction procedure are given in Refs. [17, 74].
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Figure 4.2.: Images of atomic limit Mott insulators for an increasing atom number. Raw
data for images of Mott insulators in the atomic limit. The atom number increases from a to
f. The emergence of a ring-like structure is clearly visible, which is attributed to the presence
of Mott-insulating rings. The influence of the parity projection (Sec. 3.4) is seen for larger
atom numbers, e.g., the hole in the center of d and e is interpreted as the image of a ring
with doubly occupied sites that appear empty after parity projection. The picture in f shows
a density distribution similar to the sketch in Fig. 4.1d, with a central region with three atoms
on each site. The horizontal lattice axes are approximately along the diagonal of the images
(see coordinate system in a.).
.
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Figure 4.3.: Single-site reconstruction. a, Same data as Fig. 4.2d. b, Reconstructed single-site-
resolved information of the on-site parity for the data in a showing large areas with a high
probability to find a given odd or even occupation number on a lattice-site. The low-defect
density in these regions is in accordance with the theoretical prediction for the atomic limit,
where the on-site wave function is given by a Fock state with a well defined on-site occupation
number. Remaining number fluctuations are attributed to thermal excitations (Sec. 4.3). c,
Zoom into the upper right part of Fig. 4.2f. Open circles mark the positions of single atoms as
found by the reconstruction algorithm. d, The reconstruction is possible, even if the optical
resolution (about 700nm) is slightly larger than the lattice spacing (alat = 532nm). Five atoms
sitting on neighboring lattice sites are sketched with their point spread functions (solid line,
top panel). The sum of the signals (dashed line) shows only a broad feature. However, if
one of the atoms is missing (lower panel) a dip in this feature appears. The reconstruction
algorithm can therefore still distinguish both situations (compare, e.g., the two boxed areas in
c).
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4.3. Influence of finite temperature and in situ thermometry
The experimentally observed images of Mott insulators (Fig. 4.2 and 4.3) show
density fluctuations that cannot be described by the theory for atomic limit Mott
insulators in their ground state (Sec. 4.1.1). This indicates that the finite temperature
of the sample resulted in thermal excitations of the system which appeared as defects
in the otherwise fluctuation-free Mott rings. To treat such a situation, we will present
an extension of Sec. 4.1.1 that includes the thermally activated occupation of excited
states [84].
In the atomic limit, the system can be treated locally for each individual lattice-site,
since the hopping term in the Bose-Hubbard Hamiltonian can be neglected (Eq. 2.1).
For a given site i, we found the on-site energy E(ni) = U2 ni(ni − 1) − µni for an
occupation number ni (Eq. 4.2). We can now imagine that this lattice site is in thermal
contact with the remainder of the system. However, the rate of energy exchange
between the site and the rest of the system should be small enough for the atomic
limit approximation to hold. In order to ensure thermal equilibrium in this situation,
the system needs to relax for a long time.
Assuming thermal equilibrium, we can assign a temperature T to the system,
which must be the same at a given lattice site i and in the remainder of the system.
The probability p(ni) to find a state with occupation number ni (with energy E(ni))





where Z = ∑ni exp(−E(ni)/kBT) is the partition function. This result can also be
formally derived as the zeroth-order term in a high-temperature expansion [85].
With Eq. 4.8 at hand, we can calculate various on-site quantities. For example, the
average on-site density 〈nˆi〉 is given by 〈nˆi〉 = ∑ni ni p(ni). In the experiment, we







with the on-site parity operator Pˆi given by Pˆi |ni〉 = mod2(ni) |ni〉.
The influence of temperature in the atomic limit can be readily understood by
examining the on-site eigenenergies E(ni) (Eq. 4.2 and Fig. 4.1). In Fig. 4.4a, we show
the difference between the eigenenergies E(ni) and the groundstate energy E0. We
focus on the first Mott lobe (shaded area) with an occupation number ni = 1 in its
ground state. For µi/U < 0.5, the first excited state has ni = 0, while for µi/U > 0.5
39
4. Single-site-resolved imaging and thermometry of atomic limit Mott insulators










ni=0 ni=1 ni=2 ni=3 
ni=0 ni=1 ni=2 ni=3 
ni=4 





























−0.5 0 0.5 1 1.5 2 2.5
Figure 4.4.: Influence of temperature in the atomic limit. a, Difference between the eigenen-
ergies E(ni) and the groundstate energy E0, defined as ∆E(ni) = E(ni) − E0. b, Probabil-
ity p(ni) (Eq. 4.8) to find a state with ni for a temperature of kBT = 0.1U. c, Average den-







〉 − 〈nˆi〉2 (dashed
lines) for three different temperatures kBT = 0.05U (blue), kBT = 0.1U (purple), kBT = 0.2U




= ∑ni mod2(ni)p(ni) for the same temperatures (dashed dot-
ted lines).
it has ni = 2. For µi = 0.5, the gap to the first excited state is maximal and we
therefore expect thermally induced density fluctuations to be minimal. In contrast, at
the edges of the lobe (e.i., for µi/U = 0 and µi/U = 1), the excitation gap closes and
density fluctuations are easily excited. This has direct influence on the probability to
observe a certain on-site occupation number (Fig. 4.4b). In the center of the first Mott
lobe (around µi/U = 0.5), we find a high probability for the groundstate (ni = 1). At
the edges of the lobe, the probability to observe excited states (with ni = 0 or 2) is
strongly increased. As a consequence, the step-like density distribution of the T = 0
system becomes washed out with higher temperatures (Fig. 4.4c), while density
fluctuations increase, in particular at the transition regions between the Mott lobes
(e.i., at µi/U = 0, 1, 2). Also, the alternating step-structure of the average on-site
parity is smoothed with increasing temperature (Fig. 4.4d). The average parity yields
direct information on the probabilities p(ni), if the temperature is low enough to
consider only the lowest lying excited states. In the region with µi/U . 1, e.g., the
average parity equals the probability to find a single atom on a lattice site p(ni = 1),
as the relevant excited states (with ni = 0 or 2) have an occupation number with
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= ∑ni mod2(ni)p(ni) ≈ p(ni = 1) (compare, dashed purple line in
Fig. 4.4b and dashed dotted purple line in Fig. 4.4d for µi/U < 1).
Based on these findings, we can formulate a fitting function for the observed
signal in the atomic limit. In Sec. 4.1.2, we found that for a harmonically trapped
system, the global chemical potential µ is replaced by a local chemical potential
µi = µ− Vi, which yields E(ni) = U2 ni(ni − 1)− (µ− Vi)ni for the on-site energies.
With this, we can find a fitting function by replacing the on-site energies in Eq. 4.8







exp(− 1kBT (U2 ni(ni − 1)− (µ−Vi)ni))
Z
, (4.10)
with Z = ∑ni exp(− 1kBT (U2 ni(ni − 1)− (µ−Vi)ni)) and fitting parameters T/U, µ/U
and ω2α/U. For details concerning the fitting procedure and the treatment of the
slight ellipticity of the clouds, see Refs. [17, 74].
In Fig. 4.5, we show the results of such a fit. The main outcome of this proce-
dure is the determination of the temperature T in units of the interaction energy U.
Importantly, we assumed a constant temperature across the whole sample. Therefore,
the very good agreement of the fit with the data suggests that the gas was sufficiently
thermalized.
Additionally, we stress that the described thermometry scheme is capable of extract-
ing the temperature from a single experimental image. This can be understood as
follows. As argued above, each lattice site can be viewed as its own physical system
which is in thermal equilibrium with the remainder of the system. The on-site
physics is, thus, described by a grand canonical ensemble with a temperature T and
a local chemical potential µi. For each lattice site with the same distance to the center
of the trap (ignoring possibly different ωα in α = x, y directions), we find the same
local chemical potential. We therefore have several ‘copies’ of the same statistical
ensemble on a ring. The azimuthal average shown in Fig. 4.5 yields a statistical
average of these systems in a single shot. The data points in Fig. 4.5b-e can therefore
be considered as ensemble averages at a given local chemical potential. We then find
the temperature that best matches these ensembles by fitting Eq. 4.10.
This thermometry scheme describes a novel method for a precise temperature
measurement in the atomic limit (J/U ≈ 0). An extension for a finite, but small cou-
pling between lattice sites might be possible using a second-order high-temperature
expansion [85]. However, recent Quantum Monte Carlo simulations suggest that
the temperature in units of the interaction strength U is approximately constant for
J/U . (J/U)c (App. B). We can therefore approximate the temperature in units of U,
even at a non-zero J, using an adiabatic ramp to the atomic limit.
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Figure 4.5.: In situ thermometry. a, Top panel: reconstruction of raw data from Fig. 4.2d
(red data in b-e). Bottom panel: reconstruction of raw data from Fig. 4.2c (yellow data in
b-e). The data shown in b-e stem from an azimuthal average of the reconstructed images,
illustrated by the circles and arrows in a. b, Detected occupation number n¯det as a function of
the radial distance from the center r (open circles). Solid lines show a fit with the expectation




= ∑ni mod2(ni)p(ni), according to Eq. 4.10. The fitting parameters
were T/U, µ/U and ω2α/U. We found temperatures of kBT/U = 0.090(5) (yellow data)
and kBT/U = 0.074(5) (red data). c, Detected fluctuation of the occupation number σ2det






〉− 〈Pˆi〉2. The good agreement in b and c shows that the measured atom number




. d, and e, Same as in b and c, but as a function of the
local chemical potential µi. Both graphs can be considered as an experimentally measured cut
through the phase diagram at J/U = 0 (inset in d). Errorbars denote Clopper-Pearson 68%
confidence intervals.
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4.4. Summary and conclusion
We presented an experimental technique capable of single-site- and single-atom-
resolved detection of ultracold atoms in optical lattices using high-resolution fluores-
cence imaging [15–17]. More specifically, we were able to measure the on-site parity
of an ultracold bosonic lattice-gas in a parameter regime, for which an accurate de-
scription in terms of the Bose-Hubbard Hamiltonian is possible (Ch. 2 and 3).
We showed that a reliable single-site-resolved detection is feasible even in dense,
atomic limit Mott insulators (Sec. 4.2). In this limit, analytic expressions for the on-
site occupation number are available that take into account a trapping potential and
non-zero temperature. Based on this, we developed a novel thermometry scheme
(Sec. 4.3) that yields a precise temperature measurement in a single experimental
run. The scheme enables the detection of temperature differences on the order of
kBT/U ≈ 0.01, which, in combination with lattice modulation, forms a new precise
tool for the spectroscopy of many-body systems (Part III).
It should be stressed that our technique is single-atom resolving in a single experi-
mental run. As a consequence, it is possible to measure joint probability distributions
that capture the correlations between fluctuations in different parts of the system
(Sec. 3.5). We made use of this capability to detect high-order parity-parity correlation
functions in addition to the average on-site parity (Part II).
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detection of correlation functions
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Correlation functions play an important role for the theoretical and experimental
characterization of many-body systems. In solid-state systems, they are usually deter-
mined through scattering experiments, whereas, in cold-gases systems, time-of-flight
and in situ absorption imaging are the standard techniques. However, none of these
methods allow for the in situ detection of spatially-resolved correlation functions at
the single-particle level. Here we show the detection of correlation functions using
in situ fluorescence imaging of ultracold bosonic atoms in an optical lattice (Part I).
This method yields single-site- and single-atom-resolved images of the lattice gas in a
single experimental run, thus gaining direct access to fluctuations in the many-body
system. As a consequence, the detection of correlation functions between an arbitrary
set of lattice sites is possible. This allows not only for the detection of two-point cor-
relation functions (Ch. 5) but also for the evaluation of non-local correlations (Ch. 6),
which originate from of an extended region of the system and are used for the charac-
terization of one-dimensional quantum phases that do not posses (quasi)-long-range
order in the traditional sense. Furthermore, we give an interpretation of these find-
ings in terms of dual transformations that also extends to the two-dimensional case
(Ch. 7) where non-local correlation functions correspond to Wilson loop-type observ-
ables in the dual theory.
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5. Detection of particle-hole pairs using two-site
correlation functions
Particle-hole pairs fundamentally determine the properties of the Mott insulator
at finite-tunneling, such as its residual phase coherence [86], and lie at the heart
of superexchange-mediated spin interactions that form the basis of quantum mag-
netism in multi-component quantum gas mixtures [28, 87–90].
We directly detect these pairs using single-site-resolved detection of two-site correla-
tion functions across the superfluid-Mott-insulator transition (Fig. 5.1a). The results
are compared to ab initio numerical calculations. Furthermore, our findings directly
show the influence of the dimensionality of the system on the properties of the phase
transition (Sec. 5.2 and 5.3).
5.1. Introduction to particle-hole pairs and two-site correlation
functions
In contrast to Mott insulators in the atomic limit, Mott insulators at finite J/U > 0
show number fluctuations even at zero temperature and are not described by simple
product states. For small J/U  (J/U)c, these fluctuations appear in the form of
correlated particle-hole pairs formed by an extra particle and missing particle on two
nearby sites. In the following, we deal with a situation where the region of interest
lies within the ni = 1 Mott-insulating lobe and where the local zero-temperature
state, in the atomic limit, is described by |Ψ〉J/U=0 = ∏i |ni = 1〉. The emergence of
quantum-correlated particle-hole pairs can then be readily understood within first-
order perturbation theory considering the tunneling term as a perturbation. To first
order, one obtains for the ground state




The second term yields contributions of the schematic form bˆ†i bˆj|Ψ〉J/U=0 =√
2|1, 1, ..., 0, 2, ..., 1, 1〉, with a sum over all positions and orientations of the particle-
hole pair formed by the neighboring empty- and doubly-occupied site. The state
|Ψ〉J/U(J/U)c yields a probability to find a particle-hole pair on neighboring sites
proportional to (J/U)2 (Fig. 5.1b).
Closer to the transition to the superfluid phase, higher-order perturbation terms
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Figure 5.1.: Introduction to particle-hole pairs. a, Bose-Hubbard phase diagram. The current
chapter deals with the single-site-resolved measurement of two-site correlation functions in
a region of the phase diagram roughly given by the grey shaded area. b, Upper panel: Illus-
tration of the quantum state in the atomic limit (J/U = 0) labeled by corresponding number
in a. We find a product wavefunction where every site is occupied by a single atom. Lower
panel: Quantum state for a finite but small tunneling amplitude (0 < J/U  (J/U)c) in
first order perturbation in J/U. We find a superposition of the atomic limit ground state and
states where a particle has hopped one lattice site. This leads to particle-hole pairs consisting
of pairs of sites with an extra particle and a missing particle.
become more important. Intuitively, this leads to a rapid increase of bound particle-
hole pairs and an extension of their size, eventually resulting in deconfinement of the
pairs at the transition point. One can view this process of proliferation and extension
of particle-hole pairs as the driving force for the superfluid-Mott-insulator transition.
However, more complicated clusters of particles might also play an important role.
Additionally, the appearance of fluctuations and correlations in the Mott phase goes
beyond the mean-field description of Mott insulators (Ch. 2).
We would like to stress that Eq. 5.1 specifies the ground-state of the system. Particle-
hole pairs can therefore be regarded as virtual excitations of the system. This should
be distinguished from actual excited states of Mott insulators, which are reached by
increasing or decreasing the total atom number by one. The corresponding excited
eigenstates of the system are usually referred to as particle- or hole-excitations,
respectively (Ch. 2 and Sec.9.2).
For the detection of particle-hole pairs, we exploited the fact that they are bound
objects. As a consequence, the appearance of a number-fluctuation on a given site
leads to an enhanced probability to find a fluctuation on a close-by site. This behavior
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is captured in a two-site parity correlation function [91]
C(d) = 〈sˆk sˆk+d〉 − 〈sˆk〉〈sˆk+d〉, (5.2)
where sˆk = eipi(n¯−nˆk) is the parity operator at site k and d is the distance between the
lattice sites. For the case of an average occupation number n¯ = 1, sˆk yields +1 (−1)
for an odd (even) occupation number nk. In Ch. 4, we used a different definition of
the parity operator, Pˆk = 12(sˆk + 1), which yielded 1(0) for an odd (even) occupation
number in the case of an average occupation number n¯ = 1. We used sˆk here to be
consistent with the notation for the string-order parameter introduced in Ch. 6. For
two-site correlation functions, the change of the definition leads to a pure numerical
factor. The two-site correlation function formulated with sˆk is a factor of four higher
than the one formulated with Pˆk.
The correlation function defined in Eq. 5.2 has the important feature that it vanishes
for a many-body state |Ψ〉 = ∏i |ψi〉 that is a simple product of on-site states |ψi〉.
In such a case, we find 〈sˆk sˆk+d〉 = 〈sˆk〉〈sˆk+d〉 and therefore C(d) = 0 for all d > 0.
As a consequence, we expect no signal for the states of the atomic (J/U = 0) and
non-interacting (U/J = 0) limit , since they can both be expressed as a product of on-
site states (Eq. 2.2 and 2.5). Also the finite temperature ensemble in the atomic limit
(Ch. 4) is described by a product of on-site density operators. One can additionally
show that for such systems, C(d) = 0 for all d > 0. We, therefore, expected no signal
due to the thermally excited density excitations visible in Fig. 4.2 and Fig. 4.3.
In contrast, the perturbation theory result in Eq. 5.1 shows a many-body state that is a
superposition of product states with and without a particle-hole pair at different po-
sitions. The nearest-neighbor parity-correlation function C(d = 1) for this state yields
a positive signal of C(d = 1) = 16(J/U)2 +O[(J/U)4]. This is directly proportional
to the probability to find a particle-hole pair on neighboring sites.
5.2. Results in one dimension
We first analyzed two-site parity correlations in one-dimensional systems. For this,
we split the two-dimensional quantum gas (Sec. 3.1) into parallel one-dimensional
systems along the x-direction (Fig. 5.2). We then varied the tunnel coupling J/U
within these systems.
This preparation was performed on time-scales that are much slower than ones for
the typical many-body dynamics in our system (U/h and J/h¯). Therefore, we expect
the system to be close to the equilibrium many-body state for the final J/U values.
Typically, our samples contained 150− 200 atoms in order to avoid Mott insulators
of occupation numbers n¯ > 1 . Hence, we probed the correlations in a region that is
within the n¯ = 1 Mott lobe for small J/U values (see shaded area in Fig. 5.1).
We obtained single-site-resolved information of the corresponding on-site parity
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C(d) = 〈sˆksˆk+d〉 − 〈sˆk〉 〈sˆk+d〉
sˆk
Figure 5.2.: Detection of particle-hole pairs in one-dimensional systems. a, Experimental
sequence for the horizontal lattice axes. The lattice depth of the axis in the y-direction was
adiabatically increased to 17Er, which split the system into parallel one-dimensional tubes
that have a negligible tunneling coupling between each other. To tune the tunneling couplings
J/U between the sites along the one-dimensional systems, we varied the final lattice depth
of the axis in the x-direction. The ramps for both axes were s-shaped with a duration of
120 ms. After this preparation, the density distribution was frozen and imaged with single-
site-resolved fluorescence detection (Ch. 3.3 and Sec. 4.2). b, Schematic image of the density
distribution for 0 < J/U  (J/U)c. We expect parallel one-dimensional tubes with particle-
hole pairs aligned in the direction of the tubes. c, Analysis of a single tube highlighted in b.
The occupation number nˆk is imaged as the parity sˆk. For the parity sˆk, we used +1 (−1) for
odd (even) parity. To detect particle-hole pairs, we measured the two-site parity correlation
functions C(d) = 〈sˆk sˆk+d〉 − 〈sˆk〉 〈sˆk+d〉. In the presence of particle-hole pairs, we expect this
function to show a positive signal.
distributions employing the scheme described in Sec. 3.3 and 4.2. Using this informa-
tion, we evaluated C(d) (Eq. 5.2) with 50− 100 experimental repetitions and by an
additional average over k in a central region of 9× 7 lattice sites. We first evaluated
C(d = 1) for each site in this region by an ensemble average over the experimental
repetitions and then performed the spatial average. The spatially averaged signal
can therefore be written as ∑keR(〈sˆk sˆk+1〉 − 〈sˆk〉〈sˆk+1〉)/NR with NR the number of
sites in the central region R.
First, we recorded the nearest-neighbor correlations C(d = 1) for different val-
ues of J/U along the direction of the one-dimensional tubes (red circles in Fig. 5.3a).
We will discuss this signal going from small J/U to higher J/U values.
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Figure 5.3.: Nearest-neighbor correlation function in one dimension. a, One-dimensional
nearest-neighbor correlations C(d = 1) as a function of J/U. The data along the tube direc-
tion (x-direction, red circles) shows a positive correlation signal, while the signal in orthog-
onal direction (y-direction, blue circles) vanishes within error-bars due to the decoupling of
the one-dimensional systems. For small J/U ≈ 0, we find no correlations at all, consistent
with the description of atomic limit Mott insulators as product states. For small, non-zero
(J/U) . 0.05, the signal is consistent with first-order perturbation theory (dashed-dotted
line). We find a maximum in the signal, for J/U ≈ 0.15, which is smaller than the critical
value of (J/U)1dc ≈ 0.3. The overall signal is lower than the generic signal expected in a ho-
mogeneous system at zero temperature (dashed line), calculated using Density-Matrix Renor-
malization Group (DMRG). Including both the harmonic confinement and a finite tempera-
ture of T = 0.09 U/kB (solid line) yields good quantitative agreement. The latter calculation
was performed using finite temperature Matrix-Product-State (MPS) simulation. The error
bars denote the 1σ statistical uncertainty. The light blue shading highlights the superfluid
phase. b, Top row: Typical experimental fluorescence images for J/U = 0.06 (b1), J/U = 0.11
(b2) and J/U = 0.3 (b3). Bottom row: Reconstructed on-site parity. Particle-hole pairs are
emphasized by a yellow shading in (b1). For increased J/U, the pairs start to proliferate and
identification in a single experimental image becomes impossible (b2, b3).
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For J/U ≈ 0 (atomic limit), the nearest-neighbor correlations vanish within er-
rorbars, which is compatible with the product state description of the many-body
state in this limit (see discussion below Eq. 5.2). As particle-hole pairs emerge with
increasing J/U, we observe an increase of nearest-neighbor correlations. The initial
rise for small J/U . 0.05 values is compatible with the first-order perturbation
theory from Eq. 5.2 (dashed-dotted line in Fig. 5.3a).
For larger J/U values, the nearest-neighbor correlations increase further until a peak
value is reached. The appearance of a maximum can be understood from the fact
that C(d) has to vanish also in the non-interacting limit (U/J = 0). Consequently,
we must find a maximum of C(d) for a finite J/U value. The precise location and
value of this maximum is, however, hard to predict. Interestingly, the maximum is
reached for a J/U value that is higher than the critical value in mean-field theory
(J/U)c,MF ≈ 0.09 but lower than the more precise critical value (J/U)1dc ≈ 0.3
obtained with numerical methods (Ch. 2). We will see in Sec. 6.4 that a three-site
correlation function shows a maximum which is closer to the critical point.
Our data show very good agreement with ab initio finite-temperature MPS cal-
culations [92, 93] at temperature T = 0.09 U/kB (Fig. 5.3a, solid line) that also take
into account our harmonic trapping potential with frequency ω/(2pi) ≈ 60Hz. We
would like to stress that there is no fitting procedure involved and the simulation is
completely ab initio.
Compared to a homogeneous system at T = 0 (dashed-line), the experimental signal
is reduced, especially around the maximum. This reduction can be attributed in
equal parts to the finite temperature of our system and the averaging over different
local chemical potentials.
Let us explain the latter point in more detail. Because of the finite region of interest
and the harmonic trapping potential, we are averaging the signal from different
chemical potentials µ at a fixed J/U. Close to the transition point, the averaged
signal contains a contribution from the Mott insulator and the superfluid phase (see
Fig. 5.1). Since the signal in the superfluid phase is lower, the averaged signal is
reduced compared to the genuine signal in a homogeneous system at fixed density.
This effect is especially severe in the one-dimensional case owing to the narrow
width of the Mott lobe for n¯ = 1 close to the critical point [58].
The observed signal can be considered a genuine quantum effect. Thermally induced
defects in a fixed density background would also lead to an empty site (hole) and
a site with an additional particle (particle). However, such thermally induced
particle-hole pairs extend over arbitrary distances because both the hole and particle
defect can tunnel without energy cost at J/U > 0 . Their presence leads to an
increase of on-site fluctuations, but to a reduction of the parity-correlation signal as
seen from the comparison with the numerical results.
This is in contrast to the measurement of phase-coherence, e.g., using time-of-flight
imaging. It has been shown that the residual phase-coherence in the Mott phase
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can increase with increasing temperature, because the thermally activated defects
delocalize and form extended wave packets [94].
Finally, we found no correlations when performing the same analysis perpendicular
to the one-dimensional tubes (blue circles in Fig. 5.3a), showing that the coupling
between the tubes was indeed negligible.
5.3. Results in two dimensions
As the dimensionality of the system plays an important role in its correlation prop-
erties, we also measured the two-site parity correlations across the two-dimensional
superfluid-Mott-insulator transition. In this case, we expect particle-hole pairs and
correlations along both lattice axes and also a reduced critical value (J/U)2dc ≈ 0.06
compared to the one-dimensional case (J/U)1dc ≈ 0.3.
The experimental sequence is the same as for the measurement in the one dimen-
sional systems (Fig. 5.2), except that both lattice axes are simultaneously tuned to the
same final depth, resulting in the same J/U value along both directions. The evalua-
tion procedure for C(d = 1) was as described in the previous section.
In contrast to the one-dimensional case, we now observe the same nearest-neighbor
correlations within error bars along both axes (blue and red circles in Fig. 5.4). The
peak value is now reached around the critical value (J/U)2dc ≈ 0.06 [56] and the
signal in most of the Mott phase is well described by first-order perturbation theory
(dashed-dotted line in Fig. 5.4).
Additionally, we found that the peak correlation value is significantly reduced com-
pared to the one-dimensional case. This experimentally demonstrates the fact that
quantum correlations are directly influenced by the dimensionality of the system.
In particular, they are more pronounced the more the system’s dimensionality is re-
duced.
We also compared our data with Quantum Monte Carlo (QMC) simulations [41] for a
homogeneous system at T = 0.1 U/kB (solid line in Fig. 5.4) and found good quantita-
tive agreement. Here, the broader shape of the Mott lobe leads to a weaker averaging
effect over different local chemical potentials and the system is well described by the
simulation for a homogeneous system.
Additionally, we find a weaker dependence of the correlation signal on the system’s
temperature (compare solid and dashed line in Fig. 5.4). Since the width of the Mott
lobe sets the energy scale for thermal excitation (Ch. 2), this is again compatible with
the broader Mott lobe in two dimensions.
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Figure 5.4.: Nearest-neighbor correlation function in two dimensions. Two-dimensional
nearest-neighbor correlations C(d = 1) as a function of J/U along the x (red circles) and y
directions (blue circles). We now observe the same correlation signal along both axes within
errorbars. The curves are first-order perturbation theory (dashed-dotted line) and a QMC
calculation for a homogeneous system at T = 0.01 U/kB (dashed line) and T = 0.1 U/kB (solid
line). The error bars denote the 1σ statistical uncertainty. The light blue shading highlights
the superfluid phase.
5.4. On-site fluctuations and next-nearest neighbor correlations
In addition to the nearest-neighbor parity correlation C(d = 1), we also evaluated the
correlations C(d) (Eq. 5.2) for distances d = 0 and d = 2 in our one-dimensional
systems (Fig. 5.5a). For d = 0, this amounts to measuring the on-site variance
C(d = 0) = σ(sˆk)2. Deep in the Mott-insulating regime, the on-site number distribu-
tion is strongly squeezed and the variance is close to zero, whereas in the superfluid
regime, it saturates at σ(sˆk)2 = 1. C(d) drops rapidly as a function of the distance
d, and the numerical calculations predict only a small maximum of 0.01 in the next-
nearest-neighbor correlation C(d = 2) at J/U ∼ 0.17, which is however indiscernible
from the statistical noise in our measurements (Fig. 5.5b).
We also show the parity correlation C(d) in the two-dimensional system for different
distances (Fig. 5.5c). We found that, similar to the one-dimensional systems, next-
nearest-neighbor correlations are not visible above the statistical noise, whereas the
QMC simulations show a small maximum around J/U ∼ 0.065 (Fig. 5.5d). How-
ever, a striking difference is that the on-site fluctuations around the critical point are
significantly smaller than in one dimension.
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Figure 5.5.: On-site fluctuations and next-nearest neighbor correlations a, Parity correla-
tions C(d) for different distances d = 0, 1, 2 (green, red and gray circles, respectively) for the
one-dimensional systems. The solid lines are finite-temperature MPS calculations including
harmonic confinement at T = 0.09 U/kB. b, Enlarged view of C(d) for d = 1, 2 for the same
datasets as in a. c, Same quantities as in a, but for the two-dimensional case, where the data
is the mean of C(d) for the two directions. d, Enlarged view of C(d) for d = 1, 2 (red, gray)
and additionally the two-site correlations for the next-nearest-neighbor along the diagonal
(blue). The solid lines are a QMC calculation for a homogeneous system at T = 0.1 U/kB. The
statistical errorbars in a and c are smaller than the dot size. We attribute the systematic shift
of C(d = 0) in c to the inhomogeneous trapping potential.
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5.5. Summary and conclusion
We have shown single-atom- and single-site-resolved measurements of two-site
parity correlation functions across the one-dimensional and two-dimensional
superfluid-Mott-insulator transition. To the best of the author’s knowledge, this has
been the first time that a correlation function in an interacting lattice system has been
directly measured with single-atom and single-site resolution. The measurement,
therefore, constitutes a significant advance in the study of correlated many-body
systems.
In particular, the rise of the correlation signal with increasing nearest-neighbor
coupling strength directly shows the presence of correlated particle-hole pairs in
the Mott-insulating phase. Additionally, our results agree quantitatively with fully
ab initio numerical calculations for the whole range of nearest-neighbor coupling
strengths. Furthermore, the correlation signal in one and two dimensions clearly
differ, with the one-dimensional system showing significantly stronger on-site
fluctuations and nearest-neighbor correlations within the Mott phase.
However, we found that the correlation signal quickly drops with distance. It is,
therefore, a natural question to ask whether the specific type of correlation function
studied in this chapter is a good choice to investigate the long distance behavior in
the system. Indeed, it is generally known that two-site correlations vanish expo-
nentially fast with distance in a gapped phase, such as the Mott insulator [95]. We
will see in the following chapter that non-local correlation functions, which include
information of an extended region instead of only two points, can show long-range
order even in a gapped phase.
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Non-local correlation functions characterize certain quantum phases in one-
dimensional systems that do not possess long-range order based on a two-point
correlation function. Here we show that non-local correlation functions can be
directly detected using single-atom-resolved imaging (Ch. 3 and Sec. 4.2). We will
first give an introduction to the concept of non-local correlations (Ch. 6.1) and then
investigate non-local correlations in bosonic Mott insulators in more detail. Specifi-
cally, we will present several theoretical arguments that bosonic Mott insulators in
one dimension show a non-local string order (Ch. 6.2) and present our experimental
results (Ch. 6.3). This is followed by a thorough analysis of the connection between
string order and fully-connected multi-site correlation functions (Ch. 6.4).
6.1. Non-local order parameters
The following introduction to non-local order parameters follows in parts the discus-
sion in Ref. [95].
Local order parameters and two-site correlation functions
Before dealing with non-local order parameters, let us define what we mean by a local
order parameter. Local order parameters are based on two-site correlation functions
C(x, y) = 〈AˆxBˆy〉, (6.1)
where Aˆx and Bˆy are unspecified local operators acting at position x and y. We say a
system possesses long-range order in a two-point correlation function if
lim
|x−y|→∞
C(x, y) = |C|2 6= 0. (6.2)
If this is the case, C is called a local order parameter. This concept is widely used in
physics. Typically, one studies the transition from an ordered phase with long-range
order to a disordered phase with C = 0. Examples include off-diagonal long-range
order in a Bose-Einstein condensate defined as
lim
|x−y|→∞
〈Ψˆ†(x)Ψˆ(y)〉 = |Ψ|2 6= 0, (6.3)
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where Ψ is the macroscopic wave function and Ψˆ(x) (Ψˆ†(x)) are annihilation (cre-
ation) operators (compare also Eq. 2.6).




〈Sˆzi Sˆzj 〉 6= 0, (6.4)
where Sˆzi is the z-component of the spin operator (Sec. 7.2.1).
In a quasi-ordered phase in low-dimensional systems, we often find only an alge-
braic decay of C(x, y) to zero and no finite value of C (quasi-long-range order). A
disordered phase is then characterized by a faster exponential decay of C(x, y).
Non-local order parameters
Many phases that do not show order in the above sense still show non-vanishing
long-range correlations in multi-site correlation functions of the type
O(x, y) = 〈Aˆx( ∏
x<z<y
uˆz) Bˆy〉. (6.5)
This can be thought of as an extension of the two-point correlation function with a
string of operators ∏x<z<y uˆz inserted between the endpoints. We call O(x, y) a non-
local correlation function because it gathers information about an extended region of
the system. A system possesses non-local order if
lim
|x−y|→∞
O(x, y) = O2 6= 0. (6.6)







k) Sˆzj 〉 6= 0, (6.7)
which was introduced in the context of Spin-1 chains [96, 97]. It detects an anti-
ferromagnetic order that is hidden for a two-point correlation function (Fig. 6.1a).
Following Refs. [95, 98], we will use the term string order also for the more gen-
eral definition in Eq. 6.5 and Eq. 6.6.
One of the simplest examples for non-local order is the disordered, paramagnetic





Sˆxk 〉 6= 0, (6.8)
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no particle-hole pair cut




Spin 1 chain: hidden anti-ferromagnetic order








Figure 6.1.: Illustration of string order parameters. a, Hidden anti-ferromagnetic order in a
Spin-1 chain. Each spin with z-component +1 is followed by a spin with−1, with an arbitrary
number of spins with 0 in between. This order is hidden for a two-point correlation function
but can be detected using a non-local correlation function (Eq. 6.7). b, Illustration of parity
order in one-dimensional Mott insulators. For states where all particle-hole pairs lie within
the evaluation region [i, i+ d] , the string operator∏i≤k≤i+d sˆk has an eigenvalue of+1 because
the introduced pair-wise minus signs cancel (upper panel). Only states which have a particle-
hole pair extending out of the evaluation region yield −1 (lower panel).
where Sˆxk is the x-component of the spin operator at site k. This is in contrast to the
ordered, ferromagnetic phase of the same model, which shows long-range order in
a two-point correlation function based on Sˆzk (Eq. 6.4). We will explore this in more
detail in Sec. 7.2.1 using the concept of dual transformations.
Our main topic is non-local order in the Bose-Hubbard model [99, 100]. We
will argue in the next section that Mott insulators in one dimension exhibit a





eipiδnˆk〉 = 〈 ∏
i≤k≤j
sˆk〉 6= 0, (6.9)
where sˆk = eipiδnˆk is the on-site parity operator with δnk = nˆk − n¯ and n¯ the average
integer density. For the case of n¯ = 1, sˆk yields +1(−1) for an odd(even) occupation
number nk. The correlation function above detects the order in the on-site parity
introduced by the presence of particle-hole pairs (Sec. 6.2.1).
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Further examples for systems with non-local order include spin-1/2 ladders [101]
anisotropic two- and four-leg spin ladders [102], several phases in the fermionic
Hubbard model [103, 104], and Haldane insulators in one-dimensional Bose
gases [99, 100].
Recent theoretical studies explored the connection between string-order and local
symmetries [98] and the connection to localizable entanglement [92, 105–107].
An alternative type of measurement different to the one presented here has been
proposed in Ref. [108].
6.2. Non-local order in the Bose-Hubbard model
This section is devoted to a theoretical analysis of string order in the Bose-Hubbard
model. We already claimed that the Mott-insulating phase in one dimensions pos-
sesses string order as defined in Eq. 6.9. For the following discussion, let us define a
string operator





We will also use the following notation for the string correlator
O2P(l) = 〈Oˆ(x, x + l)〉 (6.11)
since we assume translation invariance. With this, we have string order if
O2P = liml→∞O
2
P(l) 6= 0. (6.12)
We will support our claim in three steps. First, we present an intuitive picture for
the Mott phase based on a strong-coupling expansion, which clarifies the connection
between string order and particle-hole pairs. Following this, we present an explicit
analytical treatment based on Bosonization and finally, present numerical data.
6.2.1. Intuitive picture and strong coupling limit
In the atomic limit (J/U = 0) and at zero temperature, we found that the Mott-
insulating ground state has the form |Ψ〉J/U=0 = ∏i |ni = 1〉. In this limit, one
trivially finds 〈Oˆ(x, y)〉 = 1 and therefore string order. We will now demonstrate
that string order is stable with respect to finite tunneling J/U > 0. For clarity of
presentation, let us repeat the first-order strong coupling expansion
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already presented in Eq. 5.1. It describes the Mott state locally for small J/U.
All states that are summed up in the expansion are eigenstates of the parity
operator sˆk. If no defect is encountered at site k, sˆk has an eigenvalue sk = +1 and if a
defect is encountered we find sk = −1. Therefore, the states in the expansion on the
right hand site of Eq. 6.13 are eigenstates of Oˆ(x, y) with eigenvalues∏x≤k≤y sk = ±1.
The sign of the eigenvalue depends on whether or not a particle-hole pair is cut at
the ends of the string operator Oˆ(x, y). With this we mean the following. Consider
a state bˆ†i bˆj|Ψ〉J/U=0, which has a particle-hole pair at positions i, j, where i is the
position of the particle and j the position of the hole. This pair is cut if either the
particle i or the hole position j is within the interval [x, y] but not both. If a single
pair is cut, the eigenvalue of Oˆ(x, y) is −1, because we find an unpaired minus sign.
In all other cases, the eigenvalue is +1 because particle-hole pairs inside [x, y] lead to
pairwise minus signs that cancel (Fig. 6.1).
In the expansion of Eq. 6.13, we find four different states for which such a cut is pos-
sible, because there are two endpoints of the string operator and two permutations of





2 stems from bˆ†i |1 >=
√
2|2 >.) The total probability to cut
a particle-hole pair is therefore pc = 4(
√
2J/U)2 = 8(J/U)2 and the total probability
to not cut a particle-hole pair is pnc = 1− 8(J/U)2. Based on the argument of the
previous paragraph, we can write
O2P(l) = 〈Oˆ(x, y)〉 = pnc − pc = 1− 16(J/U)2. (6.14)
This result is valid if |x − y| ≥ 2 and for small J/U  (J/U)c. Consequently, we
find liml→∞〈O2P(l)〉 = 1− 16(J/U)2 > 0. Therefore, one-dimensional bosonic Mott
insulators at small J/U possess string order.
The previous analysis is expected to hold in a similar way in the whole Mott
phase if higher order terms in the perturbation series are included. The crucial point
is that for a given order of (J/U)n, in the Mott-insulating phase, defects appear
in finite-size clusters with a typical extension lc. For low orders of n, we expect
lc ≈ n. Within such clusters, the number of lattice sites with eigenvalue sk = −1 is
always even because the application of the perturbation operator bˆ†i bj, with i, j being
neighboring sites, can only change this number by ±2. For example, the application
of bˆ†i bj on a state |1, 1, ..., 1, 0, 2, 1.., 1, 1〉 can create another particle-hole pair, destroy
the particle-hole pair, or lead to states |1, 1, ..., 0, 1, 2, ..., 1, 1〉 or |1, 1, ..., 0, 3, 0, ..., 1, 1〉.
In all cases, we find an even number of sites with sk = −1. If such a finite-size cluster
lies completely within the evaluation region [x, y] it contributes only with an overall
plus sign, since the contribution of all sites with sk = −1 cancels pairwise. The string
correlation function O2P(l) then takes on a constant value if l  lc, because in this
case, clusters can only be cut at the ends of the evaluation region and the probability
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for such a cut stays constant as a function of the length l.
In contrast, the state for the non-interacting limit can be written as a product of
on-site coherent states (Eq. 2.5). Therefore, we have 〈Oˆ(x, y)〉 = ∏x≤k≤y〈sˆk〉. Since
〈sˆk〉 < 1, we find lim|x−y|→∞〈Oˆ(x, y)〉 = 0. We will see in the following section that
this result is not completely correct in an interacting one-dimensional superfluid.
We will still find lim|x−y|→∞〈Oˆ(x, y)〉 = 0, although with an algebraic instead of an
exponential decay with |x− y|.
6.2.2. Analytical results based on Bosonization
Superfluid phase
A convenient description for the low-energy physics of the superfluid phase in one




















where K is the Luttinger-liquid parameter and v the sound velocity. Both coefficients
K and v must, in general, be determined using numerical simulations.
One can derive HˆLL from the original Hamiltonian using a Bosonization-technique
[18, 109–113]. Loosely speaking, Πˆ and φˆ are related to phase and density fluctua-
tions, respectively. More precisely, the creation (annihilation) operator can be written
as Ψˆ†(x) = nˆ(x)1/2e−iΘˆ(x) (Ψˆ = nˆ(x)1/2eiΘˆ(x)) in terms of a density nˆ(x) and phase
operator Θˆ(x). We then have





considering only long-wavelength fluctuations and Πˆ(x) = 1pi
∂Θˆ(x)
∂x .
The Hamiltonian HˆLL can be diagonalized yielding a linear, gapless dispersion
relation (App. C).
The string order parameter (Eq. 6.9) has a particularly simple form in Bosoniza-






























6.2. Non-local order in the Bose-Hubbard model
Both formulas show that non-local string correlations turn into local correlations in
the Bosonization language, since only φˆ(x) and φˆ(x + l) appear.
Based on these formulas, a calculation of O2P(l) in the ground state of the Luttinger-




for large l. This shows an algebraic decay of O2P(l) with string-length l. Thus, the
superfluid state shows no string order in this description.
Mott-insulating state
The Mott-insulating state can also be described using the Bosonization technique [18,
100, 111, 112, 114]. The resulting Hamiltonian is the Sine-Gordon Hamiltonian








where HˆLL is the Luttinger-liquid Hamiltonian from Eq. 6.15. The additional cosine
term describes the influence of the lattice potential and leads to a gapped spectrum
(App. C). It can be shown that this term is irrelevant for the long-distance behaviour
of correlation functions in the superfluid phase (see, e.g., Ref. [111]). For small g, we
find a Mott phase for K < 2 and a superfluid phase K > 2.
The string correlator can be evaluated within a harmonic approximation of the
cosine term (App. C) yielding







where K0(x) is the zeroth modified Bessel function of second kind, m˜ = (2gK/v)1/2
is the energy gap in normalized units, such that 1/m˜ = ξ is the correlation length,
and A is a constant that depends on the gap value m˜.





1 (App. C). Therefore, we have in the Mott-insulating phase liml→∞O2P(l) > 0,
which means that one-dimensional bosonic Mott insulators show string order in the






yields the functional dependence of O2P(l) on the length l.
One can show that for short lengths l  ξ
O2P(l) ∝ l−K/2. (6.22)
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We thus recover the behavior of the superfluid phase on length scales that are short
compared to the correlation length ξ.










which shows an essentially exponential decay.




interpolates between the algebraic decay for short
lengths and the exponential decay to a finite value for long lengths. The transition
between both forms occurs on a length-scale proportional to 1/m˜ = ξ. At the phase
transition point, when the gap m˜ closes, ξ diverges and the formula shows a purely
algebraic decay in the superfluid phase. In the following section, we will compare
this result with numerical simulations.
6.2.3. Numerical analysis
We present a numerical analysis using DMRG in Fig. 6.2, which shows the result
for O2P(l) for selected lengths l (solid lines). We compare this data with the result
from the strong coupling expansion O2P ≈ 1 − 16(J/U)2 (dashed line) and find
good agreement for small J/U values. The inset shows the extrapolated values
O2P = liml→∞O2P(l), which we calculated using finite size scaling (App. B). We
observe that O2P > 0 in the Mott phase and that O2P vanishes at J/U ≈ 0.3, which is
compatible with the known numerical value of (J/U)c ≈ 0.3 for the critical coupling
strength for the one-dimensional superfluid-Mott-insulator transition (Ch. 2). This
analysis shows that one-dimensional bosonic Mott insulators possess string order for
all coupling strengths J/U < (J/U)c.
Without going into details, we note that a mapping to a two-dimensional interface
model showed that O2P grows as O2P ∝ exp
( − A [(J/U)1dc − (J/U)]−1/2 ) at the
transition point [115] and our numerical data is compatible with this behavior
(Inset of Fig. 6.2). The one-dimensional superfluid-Mott-insulator transition is of the
Berezinskii-Kosterlitz-Thouless type, and the latter scaling is the same scaling as for
the opening of the Mott-insulating gap at the transition point [116].
We analyze the behavior of O2P(l) as a function of l in Fig. 6.3a, where we showO2P(l) for three different couplings J/U in a log-log plot. An algebraic decay, which
appears linear in the log-log plot, is visible for short lengths l. As we approach the
transition at (J/U)c ≈ 0.3, we observe that O2P(l) stays algebraic for longer lengths l
as a result of the increasing correlation length.
A fit of O2P(l) with the Bosonization result from Eq. 6.21 (solid line in Fig. 6.3a)
yields a very good result. The fitting parameters as a function of J/U are shown in
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Figure 6.2.: Numerical calculation of the string-order parameter. O2P(l) as a function of
J/U calculated with DMRG for a homogeneous chain (n¯ = 1, T = 0) of total length 216.
Lines show O2P(l) for selected lengths l (black to red colors). Dashed line shows first-order
strong coupling result O2P(l) = 1− 16(J/U)2. Inset: Extrapolated value O2P = liml→∞O2P(l)
together with a fit (black line) of the formO2P ∝ exp
(− A [(J/U)1dc − (J/U)]−1/2 ). The fitted
(J/U)c ≈ 0.3 is compatible with the known numerical value (Ch. 2).
Fig. 6.3b-d. As expected, the fitted correlation length ξ = 1/m˜ (6.3b) increases with
J/U, although we find no divergence at J/U ≈ 0.3, which we attribute to the finite
system size.
The fit also yields a value for the Luttinger-liquid parameter K (6.3c). We find an
increasing value of K with J/U and K ≈ 2 at J/U ≈ 0.3, which is compatible with
the known critical values. We interpret a small systematic shift to be the result of the
finite system size. A thorough finite-size scaling for this analysis is, however, beyond
the scope of this thesis. We conclude that the result from the Bosonization analysis
in Eq. 6.21 gives a good description of the functional dependence of O2P(l) on l even
close to the critical point, which might be surprising considering the fact that the
result is based on a harmonic approximation of the cosine term in Eq. 6.20.
65







































30 40 50 60
Figure 6.3.: Comparison of numerical and analytical calculation. a, O2P(l) as a function of
l for J/U = 0.22, 0.27, 0.32 in double-logarithmic plot calculated with DMRG (crosses) for a
homogeneous chain (n¯ = 1, T = 0) of total length 216. Black arrows indicate the region in
which O2P(l) decays approximately algebraically. This region grows when approaching the
phase transition. The straight, dashed lines serve as guides to compare the data with a strict
algebraic scaling. Solid lines show a fit with the Bosonization expression from Eq. 6.21. b-d,
Fitted parameters ξ = 1/m˜, K and A as a function of J/U. Errorbars denote the fit error.
6.3. Experimental results for the string order parameter
Our experimentally obtained values of O2P(l) for string lengths l ≤ 8 are shown
in Fig. 6.4a. They agree qualitatively well with in-trap MPS calculations at T =
0.09 U/kB (Fig. 6.4b). We observe a stronger decay of O2P(l) with l compared to the
T = 0 case because at finite temperature, thermal fluctuations lead to minus signs at
random positions of the chain and reduce the average value of O2P(l). Despite this,
we still see a strong growth of O2P(l) once the transition from the superfluid to the
Mott insulator is crossed, with a similar behavior as in Fig. 6.2.
For a completely uncorrelated state, O2P(l) factorizes to ∏k≤j≤k+l〈sˆj〉, and, in a ho-
mogeneous system, we would expect a decay with string length of the form 〈sˆj〉l+1,
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Figure 6.4.: String order results. a, Experimental values of O2P(l) for lengths 0 ≤ l ≤ 8 b, In-
trap MPS calculations at T = 0.09 U/kB. c, Experimentally determined string correlator O˜2P(l)
as defined in Eq. 6.24 for lengths 1 ≤ l ≤ 8 d, In-trap MPS calculations at T = 0.09 U/kB. The
l axes in c and d have been inverted.
which can be slow provided the mean on-site parity 〈sˆj〉 is close to one. To rule out
that our experimental data shows only such a trivial behavior, we define a new quan-
tity O˜2P(l) that more naturally reflects the underlying correlations:
O˜2P(l) = O2P(l)− ∏
k≤j≤k+l
〈sˆj〉. (6.24)
First, we notice that O˜2P(l) for length l = 1 is equal to the two-site correlation function
C(d = 1) (Eq. 5.2). Second, O˜2P(l) ≈ O2P(l) for long distances l since ∏k≤j≤k+l〈sˆj〉
eventually decays to zero (except for the singular case J/U = 0 and T = 0). The
correlation function O˜2P(l) can therefore be understood as an extension of the two-site
correlation function, which essentially captures the physics behind string order in
one-dimensional Mott insulators.
Experimental and theoretical values for O˜2P(l) are shown in Figs. 6.4c and d.
For small J/U, O˜2P(l) is significantly reduced compared to O2P(l) since few particle-
hole pairs exist andO2P(l) is close to its factorized form for short lengths l. In the case
of vanishing J/U, we even expect O˜2P(l) = 0 since all sites are completely decoupled.
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Figure 6.5.: String order quantitative comparison. String correlator O2P(l) for different
lengths l = 1 (red circles), l = 4 (blue circles) and l = 8 (green circles). These curves are cuts of
the three-dimensional representation of the data, as shown in Fig. 6.4. Solid lines correspond
to finite-temperature MPS calculations including harmonic confinement at T = 0.09 U/kB
with the same color coding as the experimental data.
For intermediate J/U ≈ 0.1, O˜2P(l) grows rapidly with length l showing a strong
deviation from the factorized form. Finally, in the superfluid regime, O˜2P(l) becomes
indiscernible from zero for large lengths, in contrast to the nearest-neighbor two-site
correlation function.
For a more detailed comparison of the experimentally obtained string correlations
with theory, we show O2P(l) for different lengths l = 1 (Fig. 6.5, red circles),
l = 4 (blue circles) and l = 8 (green circles) together with MPS calculations at
T = 0.09 U/kB including the harmonic confinement. We observe a good qualitative
agreement of the data with the numerical simulations. Systematic errors of the exper-
imental data can arise from different mean atom numbers for different J/U, leading
to different local chemical potentials. A systematic discrepancy between theory and
experiment can also result from a small mismatch of the trapping frequencies or the
calibration of J and U. Additionally, the theoretical prediction is calculated at fixed
temperature (in units of U), but the experimental data is approximately taken at a
constant entropy. In the latter case, we expect the temperature to scale with U for
small J/U values, but it is not clear that this scaling remains valid for higher J/U
values. The temperature for the numerical simulation was chosen to yield the best




In the following paragraph, we show that our results for the string correlators cannot
be explained with pure two-site correlations. Additionally, we address the connection
between string order and multi-site correlations.
To illustrate this, let us consider the simplest case of a string-type correlator including
three sites 〈sˆ1sˆ2sˆ3〉, where sˆ1,sˆ2 and sˆ3 refer to the parity of three neighboring sites on
a one-dimensional chain. If one of the sites is not correlated with the others, we
can calculate 〈sˆ1sˆ2sˆ3〉 from two-site and on-site terms. For instance, if site 3 is not
correlated with sites 1 and 2, we have 〈sˆ1sˆ2sˆ3〉 = 〈sˆ1sˆ2〉〈sˆ3〉. This fact can be generally
expressed using a three-site cumulant 〈sˆ1sˆ2sˆ3〉c, defined as [117]
〈sˆ1sˆ2sˆ3〉c = 〈sˆ1sˆ2sˆ3〉 − 〈sˆ1〉〈sˆ2〉〈sˆ3〉 − C1,2〈sˆ3〉 − C2,3〈sˆ1〉 − C1,3〈sˆ2〉, (6.25)
with two-site correlation functions Ci,j = 〈sˆi sˆj〉 − 〈sˆi〉〈sˆj〉. The cumulant is a measure
of the correlations between all three sites as it vanishes if one of the sites is not
correlated with the others [117]. Additionally, if the cumulant vanishes, Eq. 6.25 can
be written as 〈sˆ1sˆ2sˆ3〉 = 〈sˆ1〉〈sˆ2〉〈sˆ3〉+ C1,2〈sˆ3〉+ C2,3〈sˆ1〉+ C1,3〈sˆ2〉 and we therefore
have a situation where 〈sˆ1sˆ2sˆ3〉 does not contain more information than two-site and
on-site terms.
Our experimental values for the three-site cumulant 〈sˆ1sˆ2sˆ3〉c (Fig.6.6) show a
significant signal for J/U < 0.20, in quantitative agreement with MPS calculations
at T = 0.09 U/kB including the harmonic confinement. This is a substantial effect,
as the peak value constitutes about 40% of the peak value of O˜2P(l = 2), where only
on-site terms have been subtracted. We draw two conclusions from this. First, our
data shows a three-site correlation beyond simple two-site correlations. Second, our
results for string-type expectation values cannot be expressed in terms of two-site
correlations alone.
Let us explain the latter statement in more detail. It turns out that if a three-site
expectation value cannot be expressed via two-site terms, then expectation values
including more than three sites cannot be expressed in this way either. The four-site
term, e.g., can be written as
〈sˆ1sˆ2sˆ3sˆ4〉 = 〈sˆ1sˆ2sˆ3sˆ4〉c + 〈sˆ1sˆ2sˆ3〉c〈sˆ4〉+ 〈sˆ2sˆ3sˆ4〉c〈sˆ1〉
+〈sˆ1sˆ2sˆ4〉c〈sˆ3〉+ 〈sˆ1sˆ3sˆ4〉c〈sˆ2〉+ C(2), (6.26)
where C(2) contains only terms including two-site and on-site terms. Even if there
were no correlations between four sites 〈sˆ1sˆ2sˆ3sˆ4〉c = 0, we still need to include the
non-vanishing three-site cumulants. Therefore 〈sˆ1sˆ2sˆ3sˆ4〉 cannot be expressed via
two-site and on-site terms. The argument can easily be extended to longer strings
and we come to the previously mentioned conclusion.
In general, every string-type correlator can be expressed as a sum of products of
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Figure 6.6.: Three-site cumulant. Our experimental values for three site cumulant 〈sˆ1sˆ2sˆ3〉c
(green circles) show the existence of three-site correlations in our system. The curves are
DMRG calculations for a homogeneous system at T = 0 (dashed line) and finite-temperature
MPS calculations including harmonic confinement at T = 0.09 U/kB (solid line).
cumulants similar to Eq. 6.26. Since cumulants are a measure of multi-site correla-
tions, such an expansion gives us information about the contribution of multi-site
correlations to string order. In the atomic limit where J/U ≈ 0, even two-site
correlations are absent, but string order is present. In this case, the string signal
is trivially dominated by on-site terms. For small but finite J/U values, three-site
correlations almost vanish and the string signal is dominated by two-site correlations
and on-site terms. In the range of J/U ≈ 0.1− 0.2, three-site correlations build up
and also contribute to the string-order signal.
Generally, it would be interesting to know how this relation extends when approach-
ing the critical point. One particularly interesting question is whether multi-site
correlations between an infinite number of sites exist in the thermodynamic limit
close to the critical point. Such an analysis is difficult both theoretically and experi-
mentally, which can already be seen from the expression for the four-site cumulant.
This is however beyond the scope of this thesis and a matter of further investigation.
Instead, we continue with an interpretation of the present three-site correla-
tions. One explanation for such a signal would be the existence of particle-hole
pairs extending over three sites. However, another possibility can explain such
correlations. Assume we restrict ourselves to a system of only three sites, where
the parity on each site can take the values si = ±1, i = 1, 2, 3. The system is
fully characterized by the probability p(s1, s2, s3) of finding the parities s1, s2 and
s3 on sites 1,2 and 3. In a situation, where only nearest-neighbor pairs exist with
probability pnn, we have p(+,+,+) = 1− 2pnn, p(−,−,+) = p(+,−,−) = pnn and
70
6.4. Multi-site correlations
p(s1, s2, s3) = 0 for all other cases. Interestingly, we find a non-vanishing three-site
cumulant 〈sˆ1sˆ2sˆ3〉c = 16p2nn − 32p3nn in this situation. The three-site correlation
remains present even if we consider the three sites as a subsystem of a longer chain.
We conclude that a three-site correlation can arise from next-neighbor pairs alone,
simply because site 1 is correlated with site 2 and site 2 is correlated with site 3.
However, our signal extends far beyond the region where first order perturbation
theory is valid and we can therefore assume that particle-hole pairs with an extension
of more than two sites as well as more complicated clusters play a significant role in
our situation.
Finally, we would like to point out an important difference between two-site cor-
relators and string correlators. Averaging over many experimental realizations of
the system, a two-site correlator at distance d sums up correlations from pairs with
exactly an extension of d but also anti-correlations from all pairs with a different size.
In contrast, a string-type correlator of length l sums up positive contributions from
all pairs which have a size less than l and lie within the string length. This feature
makes the string-type correlator more suitable to study the Mott-insulating phase. In
particular, the phase transition in one dimension is marked by the vanishing of the
string correlators for long lengths. It is not possible to extract the same information
using only two-site correlators.
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6.5. Summary and conclusion
We presented a theoretical analysis which showed that bosonic Mott Insulators in
one dimension possess non-local string order and demonstrated that such non-local
correlations can be experimentally measured using single-site-resolved imaging in
optical lattices. To the best of the author’s knowledge, this has been the first time
that correlation functions of this type have been determined experimentally.
Furthermore, our data showed genuine three-site correlations in the form of a
three-site cumulant. Further studies could focus on the general role of such multi-site
correlations and their behavior close to the critical point. Another open issue is a
quantitative theoretical study on the influence of finite temperature.
A future experiment could attempt to measure non-local order in more homogeneous
systems at a lower temperatures in order to observe the genuine scaling predicted by
zero-temperature theory.
Further, one of the fundamental questions is whether the concepts presented in
this chapter have an extension to systems in more than one dimension. For the
two-dimensional case, we will present an analysis in the following chapter.
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and distribution functions
Non-local order parameters are an important concept for the classification of phases
in one dimension (Sec. 6). Here we investigate if a generalization of this concept exists




where the product runs over all sites in an area A and uˆi is a local operator. For
one-dimensional systems, A is a string of sites, whereas in two-dimensional systems,
A is a connected area. The definition of O2(A) is a direct generalization of the
non-local correlation functions for the Bose-Hubbard (Eq. 6.9) and the Ising model
(Eq. 6.8) in one dimension.
As in the one-dimensional case, we will start our investigation with a strong-coupling
expansion in the Mott-insulating phase (Sec. 7.1). The important outcome is that
O2(A) always decays to zero with increasing A, in contrast to the one-dimensional
case. Therefore, we are forced to analyze the scaling of O2(A) with A, and to
investigate possibly different scaling laws in the superfluid and Mott-insulating
phases.
We will see that duality transformations provide a framework to understand and
calculate such scalings (Sec. 7.2). Our investigation of duality transformations starts
with the quantum transverse-field Ising model, where the analysis is more straight
forward, but most concepts and results are similar to the Bose-Hubbard model. For
both models, we will find that non-local correlations (Eq. 7.1) in two dimension are
given by Wilson loop-type correlation functions in dual models. The different scaling
of these loop correlation functions distinguishes strong and weak-coupling phases.
In the last part of this chapter (Sec. 7.3), we will draw a connection between non-local
order parameters and probability distribution functions. One of the important
outcomes is that the different scaling of non-local correlations in strong and weak-
coupling phases is related to the different scaling of number fluctuations in a certain
area.
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7.1. Intuitive picture for non-local correlations in the
two-dimensional Bose-Hubbard model






which yields a non-local correlation function
O2(A) = 〈Cˆ(A)〉. (7.3)
Our discussion is again based on the strong-coupling expansion from Eq.6.13. As in
the one-dimensional case (Sec. 6.2.1), particle-hole pairs reduceO2(A) only if they are
cut at the border of the evaluation area A. However, the consequences are different
in two dimensions because the border ∂A of the evaluation area grows with A. In
two dimensions, a large number of particle-hole pairs can be cut if A is large even
for small J/U. Consequently, we will find that O2(A) falls off to zero with A for any
non-zero J/U (Fig. 7.1).
Figure 7.1.: Illustration of non-local correlations in two dimensions. Illustration of a snap-
shot of the density distribution of a two-dimensional Mott insulator at small, non-zero J/U.
The evaluation area A for a non-local correlation functionO2(A) = 〈∏ieA sˆi〉 is sketched with
a red shading. Particle-hole pairs reduce O2(A) if they are cut at the boundary ∂A of A.
In contrast to one dimension, the boundary ∂A grows with A. Therefore, even for a small
probability to locally observe a particle-hole pair, a large number of pairs are cut if O2(A) is
evaluated on a large area. As a result, one expects O2(A) to be a decreasing function of the
perimeter size and to eventually fall off to zero.
74
7.1. Intuitive picture for non-local correlations in the two-dimensional Bose-Hubbard model
We will now give a derivation of this result. First, two cut pairs contribute with two
minus signs and cancel each other. In general, for a state where an even number of
pairs is cut, Cˆ(A) has an eigenvalue +1, while an odd number of pairs yields −1. We
define the quantum mechanical probabilities to cut an even (odd) number of pairs at
the boundary of A as pe(A) (po(A)). With this, we can write
O2(A) = pe(A)− po(A). (7.4)
On each lattice site along the boundary ∂A of A, we have a certain local probability
pph to find a particle-hole pair. One can imagine going around the boundary of A and
flipping a coin for each site that yields head with probability pph, and in this case we
find a particle-hole pair. Repeating this for each site on ∂A resembles a Bernoulli trial
of length ∂A. The probability to have a total number of successes in this trial is given
by a binomial distribution. Therefore, the probability of finding a total number Nc of
cut particle-hole pairs on all sites of ∂A together is given by a binomial distribution
pb(Nc, pph, ∂A).
The total probabilities pe(A) and po(A) that Nc is even or odd are now simply given
by pe(A) = ∑Nc,even pb(Nc, pph, ∂A) or po(A) = ∑Nc,odd pb(Nc, pph, ∂A), where the
sums run over all Nc that are even or odd, respectively. For a binomial distribution,
one finds the exact identity
∑
Nc,even
pb(Nc, pph, ∂A)− ∑
Nc,odd
pb(Nc, pph, ∂A) = (1− 2pph)∂A, (7.5)
and therefore
O2(A) ≈ (1− 2pph)∂A. (7.6)
From the strong coupling expansion to first order in J/U (discussion below Eq.6.13),
we know that pph = 4(J/U)2. The result in Eq. 7.6 coincides with the one-
dimensional case if we set ∂A = 2. This yields O2(A) ≈ 1 − 16(J/U)2, up to
quadratic order in J/U.
In two dimensions, one has to be more careful since high orders of J/U are intro-
duced in Eq. 7.6 if ∂A becomes large. Therefore, it is more appropriate to think of
Eq. 6.13 as an expansion of the logarithm of the correlation function up to quadratic
order in J/U, given by
log(O2(A)) ≈ ∂A · log(1− 8(J/U)2) (7.7)
≈ −8 ∂A(J/U)2. (7.8)
Importantly, both results yield limA→∞O2(A) = 0 with a decay that is exponential
in the perimeter ∂A.
The situation is different in a noninteracting system, where we expect a factorization
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O2(A) = ∏ieA〈sˆi〉 (see discussion below Eq. 6.13). As a consequence, we find an
exponential decay with the full area A. However, as in the one-dimensional case,
interactions alter this result (Ch. 7.2.2).
7.2. Non-local correlations and duality
In this section, we draw a connection between non-local order and duality transfor-
mations. Duality transformations have the property that for quantum mechanical
models, a strong-coupling phase is mapped onto a weak-coupling phase and vice
versa, and that for classical models, a high-temperature phase is mapped onto a
low-temperature phase and vice versa [118–122].
For the models studied here, nearest-neighbor couplings in the original Hamilto-
nian are reduced to on-site terms in the dual model. At the same time, non-local
correlation functions take on a simpler form in the dual representation. Our main
result will be that a non-local correlation function, which is defined by a product
over an area A, reduces to a correlation function, where the product runs only
over the border ∂A in the dual description. In one-dimensional systems, this yields
simple two-point correlation functions. In two dimensions, we will find correlation
functions involving a loop over the perimeter of A.
These results are also found for the quantum Ising model in a transverse field. In
this case, all relations are exact, whereas in the Bose-Hubbard model approximations
are necessary. The Ising model serves two purposes here. First, it is more easily
accessible and second, it yields an exact statement that a phase transition can be
detected in the scaling of a non-local correlation function with the form of Eq. 7.1.
Our presentation of the dual transformations itself, in some parts, follows Refs. [122–
124]. Similar transformations for the case of the Bose-Hubbard model are possible
using a path integral approach [125–127] yielding the same results for non-local
correlations in the Bose-Hubbard model [115] as obtained in the following sections.
7.2.1. Quantum Ising model in a transverse field
The Hamiltonian HˆI of the quantum Ising model in a transverse field model is defined
as [128]







where J the magnetic coupling between neighboring spins and B is the transverse
magnetic field. The operators Sˆzi and Sˆ
x
i are projections of spin-1/2 operators at site i
onto the z and x-axis, respectively. Here we study the ferromagnetic case (J > 0). The
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model, in this case, shows a quantum phase transition from a disordered, paramag-
netic phase for B/J > (B/J)c to an ordered, ferromagnetic phase for (B/J) < (B/J)c.
One-dimensional case
In a one-dimensional system, one finds (B/J)c = 1 which can be directly seen
using a dual transformation. In the ferromagnetic phase, we find long-range or-
der lim|i−j|→∞ = 〈Sˆzi Sˆzj 〉 > 0 in a two-point correlation function. In contrast, the
paramagnetic phase has long-range order based on a multi-site correlation function
lim|i−j|→∞〈∏i<m<j Sˆxm〉 > 0 as we will now show.











One can check that the new dual operators σˆxi and σˆ
z
i show the standard commutation
relations of spin-1/2 operators. Furthermore, we can think of the operators σˆxi and
σˆzi as sitting on the bonds between the lattice sites i and i + 1 (Fig. 7.2). The operator




i+1, which results from the first term
in the Hamiltonian.
Alternatively, one can imagine the original spin operators sitting on the bonds
between the dual spins. In this sense, Sˆxi captures the coupling between the dual
operators σˆzi and σˆ
z
i+1.
The above definitions can be inverted by multiplying strings of operators on
both sites. For example, one finds σˆzi = ∏i≤m Sˆ
x









As a consequence, the non-local correlation function 〈∏i<m<j Sˆxm〉 maps onto a two-
point correlation function 〈σˆzi σˆzj 〉 in the dual language.








This has the same form as before, but J and B are exchanged, i.e. the quantum Ising
model in one dimension is self-dual [118, 119, 122]. Because of the self-duality, the
critical value must be (J/B)c = 1.
In the parameter regime where the original model showed paramagnetism
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(J < B), the dual model shows ferromagnetism and thus long-range order
lim|i−j|→∞〈σˆzi σˆzj 〉 > 0. We can now express σˆzi σˆzj with the original operators using
Eq. 7.12 and find
lim
|i−j|→∞
〈σˆzi σˆzj 〉 = lim|i−j|→∞〈 ∏i<m<j
Sˆxm〉 > 0, (7.14)
in the paramagnetic phase of the original model. This is the crucial result of this
subsection. The paramagnetic (disordered) phase is characterized by long-range
order in a string correlation function 〈∏i<m<j Sˆxm〉. In the dual description, this
corresponds to long-range order in a simple two-point correlation function 〈σˆzi σˆzj 〉.
Two-dimensional case
Generalizing the previous result, we would like to know if the paramagnetic phase
in the two-dimensional model is characterized by a correlation function
O2s (A) = 〈∏
i eA
Sˆxi 〉, (7.15)
where A is a connected area. The answer can, again, be given using a dual trans-
formation. The dual operators are placed on the bonds of a dual lattice, which is
obtained by shifting the original lattice by half a lattice constant horizontally and ver-
tically (Fig. 7.2). We will label the sites on the orginal lattice with letters i, j, ... and the
sites on the dual lattice with a, b, ....







the bonds to the nearest-neighbors in horizontal (vertical) direction, respectively
(Fig. 7.2). By doing so one doubles the number of operators compared to the orig-
inal model.
Alternatively, one can view the dual variables to sit on the bonds of the original lattice.
Similar to the one-dimensional case, we would like to capture the nearest neighbor
coupling of Sˆzi in a dual spin operator σ
x
a,α sitting on the bond between neighboring











where e1 and e2 are the unit vectors in x and y-directions, respectively. The spins on
the right hand side correspond to the original spins connected to the bond, where σˆxa,1
(σˆxa,2) is defined (Fig. 7.2b). We will turn to the dual transformation for Sˆ
x
i in Eq. 7.19.
The same original spin Szi is involved in the definition of four different spins in the
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Figure 7.2.: Dual transformation of the Ising model . a, Illustration of the dual transforma-
tion for the one-dimensional Ising model. The dual spin operators σxi , σ
z
i sit on the bonds of
the original lattice. b, Illustration of the dual transformation for the two-dimensional Ising
model. The dual lattice is obtained by shifting the original lattice by half a lattice constant
horizontally and vertically (black dots). At each dual lattice site, dual operators are placed on
the vertical and horizontal bond to the nearest neighbor (dashed lines and connected circles).
c, Illustration of the definition of Sˆxi that involves a product of all dual spins on a plaquette
surrounding the original lattice site i.
dual model, sitting on all bonds emanating from i. For this reason, not all dual op-





where (b, β) e i refers to all spins on the dual lattice that sit on the bonds emanating
from site i of the original lattice. The condition restricts the allowed values for the
eigenvalues of σˆxb,β and the Hilbert space of the dual theory has to be limited in this
way.
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The dual transformation involving Sˆxi in the one-dimensional case was such that Sˆ
x
i
captured the coupling of dual spin operators σˆzj on neighboring sites. In the two-
dimensional geometry this can not be trivially achieved, since Sˆxi is surrounded by
four dual spins and not only by two. To solve the problem, one choses a dual trans-




where the rule (a, α)e pl(i) refers to all dual spins surrounding site i of the original
lattice (see Fig. 7.2c).








Note that now the coupling term involves four instead of two spins and the model is,
therefore, of different form than the original Hamiltonian.
The new form of the Hamiltonian, as well as the rules for the dual transformation,
are invariant under a local transformation
σˆza,α → −σˆza,α ∀ (a, α) e pl(b). (7.21)
The transformation describes flipping all spins on a plaquette surrounding a site
of the dual lattice. Therefore, we are dealing with a theory that has a Z2 gauge
invariance. The model is usually referred to as Ising lattice gauge theory [122].
Our general interest is in the transformation of the observable O2(A). Before
dealing with this, it is instructive to discuss some general facts about correlation
functions in the dual theory. The dual model Hamiltonian must show a phase
transition, since we know that the original model does. This phase transition should
be detectable in the behavior of a correlation function. In particular, for large B
values, one would expect an ordering in a two point correlation function based
on σza,α. However, any such two-point correlator involving spins that are far apart is
not gauge invariant and consequently equal to zero [122].
To solve the problem, Wegner introduced so call loop correlation functions that
are gauge invariant [122, 129]. The concept was later generalized by Wilson in the
general context of lattice gauge theories, and the corresponding correlation functions
are commonly known as Wilson loops [130].
For the model above, we define a loop correlation function
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where the product runs over the closed loop given by the perimeter ∂A of the Area
A (Fig. 7.3). We will see shortly that this quantity is indeed gauge invariant.
The two phases are now characterized by a different scaling of the Wilson loop with
the size of the area A. One finds an exponential decay with the area W(A) ∝ e−A in
a parameter regime for which the original model is in the ferromagnetic phase, and,
in contrast, a decay with the perimeter W(A) ∝ e−∂A in the original paramagnetic
phase (see, e.g , Ref. [121] and references therein). In the previous expressions, we
omitted numerical constants and only showed the scaling behavior.
A natural question is if the Wilson-loop correlation function can be expressed
using the spin operators of the original theory. The simplest loop is formed by four
sites of the dual lattice that form a plaquette which encloses a site i of the orignal
lattice. The loop is then simply given by the expectation value 〈Sˆxi 〉, because of
the definition of the dual transformation in Eq. 7.19. Extending the loop by two
more sites of the dual lattice, one finds a loop around two neighboring spins i, j of
the original lattice. The loop correlation function is then simply expressed as the
product 〈Sˆxi Sˆxj 〉 because the single dual spin σˆza,α, shared by these two original spins,
is canceled. Generalizing this, one finds via induction that
W(A) = O2s (A) = 〈∏
i eA
Sˆxi 〉, (7.23)
which forms the central result of this subsection. The correlation function formed
by a product of all Sxi in an area A is given by a Wilson-loop over the border ∂A in
the dual description (Fig. 7.3). This result also implicitly proves that the Wilson loop
correlation function is gauge invariant, because Sˆxi is gauge invariant.
From the relation above, we know the scaling of O2s (A) in both phases. We find that
O2s (A) scales exponentially with the perimeter of A in the paramagnetic phase and
with the full area in the ferromagnetic case. The paramagnetic phase is, therefore,
characterized by a slower decay of O2s (A). However, in both phases O2s (A) decays
to zero. Our argumentation is a proof of principle that a phase transition in a two-
dimensional system can be detected using a non-local correlation function with the
general form of O2(A) defined in Eq. 7.1.
7.2.2. Bose-Hubbard model
We now turn to the connection between non-local order and dual transformations in
the Bose-Hubbard model. The relation is, so far, only known for the quantum rotor
model [18], defined as
Hˆrotor = −EJ ∑
〈i,k〉
cos(φˆi − φˆj) +U∑
i
(nˆi − n¯)2, (7.24)
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Figure 7.3.: Loop and area correlations. Illustration of loop and area correlation functions.
A correlation function that involves an area A (red shading) in the original description is
transformed into a correlation function involving only the boundary ∂A (grey shading) in the
dual description.
where EJ = 2n¯J. The quantum rotor model describes the physics of the Bose-
Hubbard model quantitatively for large average occupation numbers n¯. The relation





nˆi and phase φˆi operators obey canonical commutation relations. For a discussion of
possible methods for low average occupation numbers, see the conclusion section 7.4.
One-dimensional case








(θˆi+1 − θˆi) + n¯. (7.26)
As for the Ising model, the new dual variable Eˆi captures the nearest-neighbor cou-
pling of the original model. The original variable nˆi captures the coupling of the dual
variable θˆi, where we additionally added the average density n¯. The operator θˆi has








(θˆi+1 − θˆi)2 (7.27)
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in terms of the dual operators and is complicated to handle because of the integer
constraint for θˆi. One can show that this constraint can be relaxed by replacing
−EJ cos(2piEˆi)→ 12κ Eˆ
2
i − t˜ cos(θˆi), (7.28)
where the cosine-term on the right-hand side favors integer eigenvalues energeti-
cally. We refer to Ref. [124] for a detailed discussion of this replacement. The new
variables κ and t˜ have to be fixed by a comparison with numerical calculations,
similar to the pre-factors in the sine-Gordon Hamiltonian (Eq. 6.20).





(θˆi+1 − θˆi)2 − t˜ cos(θˆi). (7.29)
which is a discrete version of the sine-Gordon Hamiltonian previously studied
(Eq. 6.20). Indeed, the Bosonization transformation (Sec. 6.16) in the long-wavelength
limit takes on the same structure as the dual transformation based on the quantum
rotor model presented here. In this sense, one can view Bosonization of the Bose-
Hubbard model as a dual transformation.
In our previous analysis, we have already found that the string order correlation func-
tion transforms into a two point correlation function in the dual description (Eq. 6.18)
and presented a calculation showing that the Mott phase is characterized by string
order (Sec. 6.16 and App. C).
Two-dimensional case
The extension to the two-dimensional case is similar to the Ising model. We place
dual variables on bonds of a dual lattice, whereby we define Eˆa,1, Aˆa,1 on horizontal
bonds and Eˆa,2, Aˆa,2 on vertical bonds (Fig. 7.4).




(φˆi+e2 − φˆi) (7.30)
Eˆa,2 = − 12pi (φˆi+e1 − φˆi). (7.31)
The right hand sites include the phase operators connected to the bond on which Eˆa,1
(Eˆa,2) is defined.
As for the two-dimensional Ising model, we need a restriction of the allowed Hilbert
space for the dual variables Eˆa,α. To see this, one can sum up the phase differences
around a plaquette on the original lattice. This sum has to be equal to an integer
number times 2pi, where the integer value corresponds to the local vorticity of the
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Figure 7.4.: Dual transformation of the quantum rotor model. a, Illustration of the dual
transformation of the one-dimensional quantum rotor model. The dual operators Eˆi, Θˆi sit
on the bonds of the original lattice. b, Illustration of the dual transformation of the two-
dimensional quantum rotor model. The dual lattice is obtained by shifting the original lattice
by half a lattice constant horizontally and vertically (black dots). At each dual lattice site,
dual operators are placed on the vertical and horizontal bond to the nearest neighbor (dashed
lines and connected circles). c, The dual variables can be combined to vectors ~ˆAa and ~ˆEa that
form a two-dimensional vector field. d, Illustration of the dual transformation involving ~ˆAa,
which is defined such that its lattice curl is proportional to the deviation from mean density
nˆi − n¯. The lattice curl is defined as a summation of the elements of ~ˆAa shown in the figure
with associated pre-factors (Eq. 7.34).
phase field. Expressed in the dual variables, we find [124]
~∇ · ~Ea ≡ (Eˆa,1 − Eˆa−e1,1) + (Eˆa,2 − Eˆa−e2,2) = Nˆa, (7.32)
where Nˆa is an operator for the local vorticity of the phase field at the plaquette of
the original lattice which surrounds the site a of the dual lattice. The Hilbert space of
the dual theory has to be restricted such that the eigenvalues of Nˆa are integers. The
equation can be interpreted as a Gauss law for integer charges. To simplify notation,
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we defined a discrete version of the divergence operation on a vector ~ˆEa = (Eˆa,1, Eˆa,2).




[(Aˆa+e1,2 − Aˆa,2)− (Aˆa+e2,1 − Aˆa,1)] + n¯ (7.33)
≡ 1
2pi
∇× ~ˆAa + n¯, (7.34)
where a refers to the site on the dual lattice which is closest to the original site i in
the left, lower direction of i. In the second line, we defined a discrete version of a
two-dimensional curl of the vector ~ˆAa = (Aˆa,1, Aˆa,2).
To complete the transformation, we state that one can chose the commutation
relations between Eˆa,α and Aˆa,α to have a canonical form, that is Eˆa,α and Aˆa,α can be
considered as canonical position and momentum operators [124].







This Hamiltonian and also the transformation in Eq. 7.34 are invariant under an ad-
dition of a rotation-free term to ~ˆAa. We are therefore dealing with a gauge theory.






(∇× ~ˆAa)2 − t˜∑
a,α
cos(Aˆa,α). (7.36)
The complete dual theory is given by this Hamiltonian and the restriction in Eq. 7.32.
The first two terms of the dual Hamiltonian have the same form as the conventional
Hamiltonian for electric and magnetic fields (∝ ~E2 + ~B2), with the magnetic field ex-
pressed as the curl of the vector-potential ~A.
In this analogy, the eigenspectrum for t˜ = 0 is composed of massless photons which
are given by the Bogoliubov excitations of the superfluid (App. D). The presence of
the last term (t˜ > 0) leads to a finite mass of the photons or, equivalently, to a gapped
spectrum corresponding to particle and hole-excitations in the Mott-insulating phase.
We now turn to the transformation of the non-local correlation function O2(A) de-
fined in Eq. 7.3. With Eq. 7.34, we find
O2(A) = 〈∏
jeA
eipi(nˆj−n¯)〉 = 〈eipi∑jeA(nˆj−n¯)〉 (7.37)
= 〈ei 12 ∑a e A∇× ~ˆAa)〉 (7.38)
= 〈ei 12 ∑(a,α) e ∂A Aˆa,α〉, (7.39)
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where in the last line we used a discrete version of Stokes theorem. The sum
(a, α) e ∂A runs over all dual variables crossed by the boundary of A (Fig. 7.3). This
forms the central result of this section. The non-local correlation function over an area
A is reduced to an expectation value involving a loop around the border of A in the
dual theory. The latter can be considered as a Wilson-loop in purely spatial directions.
The calculation using the dual theory is possible in a harmonic approximation
of the cosine-terms in the Hamiltonian (App. D). The result is a scaling of the form
O2(A) ∝ e−∂A (7.40)
in the Mott phase and
O2(A) ∝ e−∂A log(∂A) (7.41)
in the superfluid phase, where we omitted constants in the exponential functions.
As already anticipated by the strong-coupling argument in Sec. 7.1, O2(A) falls off to
zero also in the Mott-insulating phase. There is no non-local order in a strict sense.
However, we find as a main conclusion that the superfluid and the Mott-insulating
phases can be distinguished by a different scaling of O2(A). The distinction is not as
sharp as in the two-dimensional Ising case where we found an area vs. a perimeter
law.
7.3. Distribution functions
In this section, we draw a connection between the non-local order parameter defined
in Eq. 7.3 and the form of certain probability distribution functions. We will investi-
gate two different cases. First, the probability distribution to observe a certain atom
number in a given area (Sec. 7.3.1). Second, the probability to observe a certain num-
ber of lattice sites, which have an on-site occupation that shows an odd deviation δn
from the mean atom number (Sec. 7.3.2).
7.3.1. Atom number distribution
The probability distribution to observe a certain atom number in a given area has re-
cently been studied in Refs. [131–135] for several different many-body systems. Let us
first explain this concept in some detail. Imagine that experimentally we could count
the atom number N in a given area A. In a fluctuating many-body system, this quan-
tity will fluctuate in each experimental repetition. Gathering statistics by repeating
the experiment, we could measure the probability p(N, A) to find a certain number
of atoms N in the area A. We can interpret p(N, A) as the quantum mechanical prob-




One important question is if we can distinguish different quantum phases by analyz-
ing p(N, A) as a function of A. It turns out that, in many cases, the information about
the variance σ2(A) of the distribution, defined as
σ2(A) = 〈(NˆA − N¯A)2〉 (7.42)
=∑
N
p(N, A)(N − N¯A)2, (7.43)
is sufficient for this [134]. Here we defined N¯A = 〈NˆA〉 = ∑N p(N, A)N and we will
only consider commensurate filling, i.e., N¯A is an integer.
The authors of Ref. [134] claim that, in general, σ2(A) scales as
σ2(A) ∝ Ld−1 (7.44)
in a gapped phase, and as
σ2(A) ∝ Ld−1 log(L) (7.45)
in a gapless phase, which is also found by a direct calculation for the Bose-Hubbard
model [115]. In both cases, zero temperature is assumed. With L we refer to the linear
extension of the area A. In one dimension, L is proportional to the string length while
in two-dimensions, L is proportion to the circumference ∂A of A.
We now draw a connection between this scaling and the previously found scaling for
the non-local correlation function (Eq. 7.40 and 7.41). First, we can write the non-local
order parameter as
O2(A) = 〈eipi∑jeA(nˆj−n¯)〉 = 〈eipi(NˆA−N¯A)〉. (7.46)
Within a quadratic approximation of the Hamiltonian, we can simplify this expres-
sion to (see, e.g., Refs. [111, 136])
O2(A) ≈ e−pi
2





Therefore, the scaling of the non-local correlation function is, in this approximation,
dominated by the scaling of the the variance of the atom number distribution.
With the results of Eq. 7.44 and Eq. 7.45, we find log(O2(A)) ∝ −Ld−1 in Mott-
insulating phase and log(O2(A)) ∝ −Ld−1 log(L) in the superfluid phase. This is the
same result as in Eq. 7.40 and 7.41 derived for the two-dimensional case via different
methods. We also recover log(O2(A)) ∝ const. for Mott insulators in one dimension
(Ch. 6).
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Without approximation, one can write Eq. 7.46 as








= 1− 2 ·∑
(N−N¯A)= odd
p(N, A) (7.50)
The non-local order parameter O2(A), therefore, probes an unconventional property
of p(N, A); namely, the total probability to observe an atom number N that has an
odd difference from the mean atom number N − N¯A. We illustrate this in Fig. 7.5.
With this, we can get a better understanding of Eq. 7.47. Intuitively, we expect that
a narrower distribution p(N, A) leads to a lower total weight for all N, for which
N − N¯A is odd and, thus, to a finite value of O2(A) (Fig. 7.5). For an infinitely broad
distribution (for an infinite N¯A), we expect that the probability to observe an odd
N − N¯A is exactly 1/2, and, therefore, O2(A) vanishes. The crucial point for one-
dimensional Mott insulators is that the width of the distribution p(N, A) stays finite
in the limit A→ ∞ (and also N¯A → ∞).








(N − N¯A) = even
(N − N¯A) = odd
Figure 7.5.: Distribution function p(N, A). Illustration of an atom number distribution func-
tion p(N, A) with N¯A = 12 using a bar chart. The values for which N − N¯A is even (odd)
are colored in blue (white). The total probability to find a value of N, for which N − N¯A is
odd (even) is given by the sum of all blue (white) bars. For a narrow distribution, as the one
shown in this figure, the total probability to find a value of N for which N − N¯A is odd is




Assume we experimentally determine the on-site parity (Sec. 3.4) in a region of inter-
est A. Let us define No as the number of lattice sites in this region for which the local
deviation from the mean occupation ni− n¯ is odd. For the case of n¯ = 1, we can write
No as No = ∑ieA(1− Pi), where Pi = mod2 ni is the observed on-site parity. One can
think of No as the number of defects in the region A. Via repeated measurements, we
can determine the probability distribution po(No, A) to observe a certain No.
The important observation is that eipi∑jeA(nˆj−n¯) yields 1 (−1) if No is even (odd). With








The formula states that to evaluate non-local order, one simply has to count the
number of sites with an occupation number for which ni − n¯ is odd. The physical
meaning is that deep in the Mott limit, we have nˆi − n¯ = 0 for almost all sites,
and therefore p(No, A) ≈ δN0,0, where δi,j is the Kronecker delta. A particle-hole
pair within A introduces two sites for which nˆi − n¯ is odd, yielding an increased
probability to observe an even number No.
Despite the fact that O2(A) can be calculated from p(N, A) via Eq. 7.50 and from
po(No, A) via Eq. 7.51, one can, unfortunately, not construct p(N, A) from the knowl-
edge of po(No, A).
Finally, the knowledge of p0(No, A) for all areas A (including disconnected ones)
allows for the calculation of arbitrary correlators 〈∏jeA sˆj〉 via Eq. 7.51.
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7.4. Summary and conclusion
In summary, we presented theoretical arguments that different quantum phases
in two dimensions can be distinguished by analyzing the scaling of non-local
correlation functions. In particular, we found different scaling laws in the strong and
weak-coupling phases of the quantum transverse field Ising model (Sec. 7.2.1) and
of the quantum rotor model (Sec. 7.2.2). Both models form paradigm examples that
show a quantum phase transition [20].
One of the open questions is whether the obtained results also apply to different
models. This is indicated by the connection between non-local correlation functions
and the scaling of number fluctuations (Sec. 7.3.1). The latter was recently inves-
tigated for various different models and different scalings were found in ordered
and disordered phases [134], which also suggests different scalings of non-local
correlation functions (Eq. 7.47 and 7.50).
Specifically, for the quantum rotor model, we found a scaling for non-local
correlations with log(O2(A)) ∝ −Ld−1 in the Mott-insulating phase and
log(O2(A)) ∝ −Ld−1 log(L) in the superfluid phase. With L we refer to the
string-length in one dimension (d = 1) and to the circumference of the evaluation
area in two dimensions (d = 2). In one dimension, this leads to string order in the
Mott-insulating phase (O2(A) ∝ const.) and to an algebraic decay in the superfluid
phase. Importantly, the distinction between the scalings for the two phases in two
dimensions is as strong as for the one-dimensional case. However, there is no string
order, in the strict sense, in the Mott-insulating phase in two dimensions. It is an
open question whether the same scalings hold in three dimensions.
We expect these scalings to be correct for the Bose-Hubbard model with large filling.
For low fillings, further investigations, e.g., using numerical methods such as QMC,
are desirable. At unity filling, it might be possible to find a dual transformation in
two dimensions based on a spin-1 model, which has been used as an approximate
description of the Bose-Hubbard model (see, e.g., Ref. [99]).
Finally, a future experimental study could aim at the observation of the different





Spontaneous symmetry breaking plays a key role in our understanding of nature.
In a relativistic field theory, a broken continuous symmetry leads to the emergence
of two types of fundamental excitations: massless Nambu-Goldstone modes and
a massive ‘Higgs’ amplitude mode. An excitation of Higgs type is of crucial im-
portance in the standard model of elementary particles [137] and also appears as a
fundamental collective mode in quantum many-body systems [20]. Whether such
a mode exists in low-dimensional systems as a resonance-like feature or becomes
over-damped through coupling to Nambu-Goldstone modes has been a subject of
theoretical debate [20, 36–38, 40–42, 138]. Here we experimentally reveal and study
a Higgs mode in a two-dimensional neutral superfluid close to the transition to a
Mott-insulating phase. We identify the mode by observing the expected softening
of the onset of spectral response when approaching the quantum critical point. In
this regime, our system is described by an effective relativistic field theory with
a two-component quantum-field [20, 138] which constitutes a minimal model for
spontaneous breaking of a continuous symmetry. Additionally, all microscopic
parameters of our system are known from first principles and the resolution of our
measurement allows us to detect excited states of the many-body system at the level
of individual quasiparticles. This allows for an in-depth study of Higgs excitations,
which also addresses the consequences of reduced dimensionality and confinement
of the system. Our work constitutes a first step in exploring emergent relativistic
models with ultracold atomic gases.
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8.1. Overview
Higgs modes are amplitude oscillations of a quantum field and appear as collective
excitations in quantum many-body systems as a consequence of spontaneous break-
ing of a continuous symmetry. Close to a quantum critical point, the low-energy
physics of such systems is in many cases captured by an effective Lorentz invariant
critical theory [20]. The minimal version of such a theory describes the dynamics of
a complex order parameter Ψ = |Ψ|eiφ near a quantum phase transition between an
ordered (|Ψ| > 0) and a disordered phase (|Ψ| = 0). Within the ordered phase, the
classical energy density has the shape of a Mexican hat (Fig. 8.1) and the order pa-
rameter takes on a non-zero value in the minimum of this potential. Hereby, its phase
φ acquires a definite value through spontaneous breaking of the rotation symmetry
(i.e., U(1) symmetry). Expanding the field around the symmetry broken ground state
leads to two types of modes: a Nambu-Goldstone mode and a Higgs mode related to
phase and amplitude variations of Ψ, respectively (Fig. 8.1). In contrast to the phase
mode, the amplitude mode has a finite excitation gap (i.e., a finite mass), which is
expected to show a characteristic softening when approaching the disordered phase
(Fig. 8.1). The sketched minimal model of an order parameter with N = 2 compo-
nents belongs to a class of O(N) relativistic field theories, which are essential for the
study of quantum phase transitions [20].
Despite the fundamental nature of the amplitude mode, a full theoretical understand-
ing of it has not yet been achieved. In particular, the decay of the amplitude mode
into lower lying phase modes, especially in two dimensions, has led to a considerable
theoretical interest concerning the observability of the mode: does a resonance-like
feature of the amplitude mode persist, or does the decay result in a low-frequency
divergence [20, 36–41]?
The earliest experimental evidence for a Higgs mode stems from Raman scattering
in a superconducting charge-density wave compound showing an unexpected peak
[139], which was later interpreted as a signal of an amplitude mode [140]. Further ex-
amples of experiments in solid-state systems can be found in Ref. [40]. Importantly,
none of these experiments have studied the mode spectrum across a quantum phase
transition, except for neutron scattering experiments on quantum antiferromagnets
[141]. In contrast to the work presented here, a resonance-like response of an ampli-
tude mode is undoubtedly expected in these systems, because the phase transition
occurs in three dimensions.
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Figure 8.1.: Illustration of the Higgs mode a, Classical energy density V as a function of
the order parameter Ψ. Within the ordered (superfluid) phase, Nambu-Goldstone and Higgs
modes arise from phase and amplitude modulations (blue and red arrows in panel 1). With
the coupling j = J/U (see main text) approaching the critical value jc, the energy density
transforms into a function with a minimum at Ψ = 0 (panels 2-3). Simultaneously, the cur-
vature in the radial direction softens, leading to a characteristic reduction of the excitation
frequency for the Higgs mode. In the disordered (Mott-insulating) phase, two gapped modes




Ultracold bosonic atoms in optical lattices offer unique possibilities to study quantum
phase transitions in a reduced dimensionality [3]. As shown in Sec. 2.4, these systems
are nearly ideal realizations of the Bose-Hubbard model, which is parametrized by a
tunnelling amplitude J and an on-site interaction energy U. The coupling parameter
j = J/U is easily tunable via the lattice depth and the dimensionality of the system
can be reduced by suppressing hopping in a certain direction (Sec. 5). At a critical
coupling jc and commensurate filling, the system undergoes a quantum phase
transition from a superfluid (ordered) to a Mott-insulating (disordered) phase [3],
which is described by an O(2) relativistic field theory [20, 138, 142].
A number of theoretical works have studied the Higgs mode in this system
[41, 49, 52, 138, 143–146]. In particular, it has been argued that a modulation of the
lattice depth can reveal a Higgs mode even in a two-dimensional system [40, 41].
Previous experiments using a lattice modulation amplitude of 20% were unable to
identify the gapped amplitude mode [32, 33], most likely owing to the strong non-
linear drive [34]. A recent theoretical analysis of experiments using Bragg scattering
in three-dimensional superfluids interpreted parts of the measured spectrum to be
the result of non-linear coupling to a short-wavelength amplitude mode [147]. Here
we experimentally study the long-wavelength and low-energy response, which is
described by a relativistic field theory at the quantum critical point.
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8.2. Amplitude and phase modes in the O(2) model
The low-energy dynamics of the Bose-Hubbard model close to the superfluid-Mott-
insulator transition is described by an effective field theory with Lagrangian density
[18, 20, 138, 142]
L ∝ |(∂t + iδµ)Ψ|2 − c2s |∇Ψ|2 −V(Ψ), (8.1)
V(Ψ) = r|Ψ|2 + u|Ψ|4, (8.2)
where cs is the sound velocity and Ψ is a space and time-dependent complex func-
tion. We defined δµ = µ − µ¯ as the difference of the actual chemical potential µ to
the chemical potential µ¯ that would yield an integer average occupation number n¯
(Fig. 8.2).
For n¯  1, the sound velocity cs and the pre-factors r and u in the ‘potential’ energy
density V can be approximately parametrized in terms of the original Bose-Hubbard














where z is the number of nearest neighbors. We expect the dependence for low filling
n¯ to be qualitatively similar to this result. Here we measure lengths in units of the
lattice spacing alat and we set h¯ = 1.
The effective field-theory description is considered to be valid only close to the
superfluid-Mott-insulator phase-transition boundary. Despite this limitation it is an
important guide for the qualitative and, to some degree, quantitative understanding
of the mode spectrum. In the following, we first discuss the δµ = 0 case, i.e. the tip of
the lobe transition (Fig. 8.2). We will come back to the influence of a finite δµ in Sec. 8.5.
Depending on the sign of r, the potential V(Ψ) takes on the shape of a Mexi-
can hat (r < 0) or a shape with only a single minimum in the center (r > 0, see
Fig. 8.1). Within a mean-field approximation, the transition point is at r = 0, and the
equilibrium value Ψ0 is found by minimizing V(Ψ0). This yields |Ψ0| = 0 for r > 0






for r < 0 in the superfluid phase.
Due to the rotational symmetry of V(Ψ), only the absolute value of |Ψ0| takes on a
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Figure 8.2.: Effective low-energy descriptions. At integer filling, close to the tip of the Mott-
insulating lobe, we expect a description in terms of an effectively relativistic field theory. In
the weakly interacting limit, the dynamics is described by Gross-Pitaevskii theory. Both de-
scriptions lead to a different excitation spectrum (Sec. 8.4). The relativistic description allows
for an independent gapped amplitude Higgs mode, while in Gross-Pitaevskii theory, only a
gapless Bogoliubov mode exists.
specific value. The phase of Ψ0 takes on a definite value by spontaneous breaking of
this global U(1) symmetry.
8.2.1. Relation of Ψ to observables
Before dealing with the dynamics of Ψ, we would like to connect Ψ to actual observ-
ables of the system. For this, we follow the notation and derivation of Ref. [138, 142],




|ψj〉MF ≈ cos(θj/2)|n¯〉j + 1√
2
sin(θj/2)(eiφj |n¯ + 1〉j + e−iφj |n¯− 1〉j), (8.8)
where θj and φj are variational parameters. Apart from the mean-field assumption
that the state of the system is described by a product of on-site states, an additional
assumption is made that only states with n¯j and n¯j± 1 contribute significantly. This is
reasonable close to the two-dimensional transition as can be seen by the experimen-
tally observed suppression of number fluctuations (see Sec. 5.4).
The approximate ground state of the system is found by minimizing the energy func-
tional 〈Ω|MFHˆBH|Ω〉MF. In Eq. 8.8, we made the additional approximation that the
states with |n¯+ 1〉j and |n¯− 1〉j appear with the same quantum-mechanical probabil-
ity. This assumption yields the minimal variational energy in the limit n¯  1, but is
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still a good approximation for n¯ = 1 [138] (see Sec. 9.9). Within this scheme, the Mott-
insulating phase is reached for θj = 0 and, consequently, number fluctuations are
completely suppressed. Number fluctuations only appear in the superfluid phase,
for which we find θj > 0. In all cases, the energy functional is independent of the
phase φj.








The order parameter is therefore proportional to the expectation value of the destruc-
tion operator bˆj in the mean-field state.The amplitude of Ψj, which is proportional to
sin(θj), is related to the variance of the on-site occupation number σ2j , which is given
by σ2j = 〈(nˆj − n¯)2〉 = sin(θj/2)2.
However, the amplitude of the order parameter is maximal for θj = pi2 , which yields
sin(θj/2) = cos(θj/2) = 1/
√
2. In this case, we have a probability of 1/2 to find n¯j
and a probability of 1/2 to find one of the ‘excited’ states with n¯j ± 1. In contrast,
maximum number fluctuations are found for θj = pi. In this case, the probability to
find n¯j is zero. A finite amplitude of Ψj, therefore, indicates a coherent superposition
of all three states with n¯j and n¯j ± 1. The amplitude of Ψj vanishes if the system
is either with certainty in a state with n¯j or with certainty in one of the states with
n¯j ± 1.
The phase of the order parameter φj is the relative phase between the states with an
extra particle and a missing particle. A finite phase difference φk − φk+1 between
neighboring sites leads to a probability current flowing between these sites. The
lattice probability current is given by the current operator jˆk = −i J(bˆ†k+1bˆk − bˆ†k bˆk+1),
which appears in the continuity equation dnˆkdt = jˆk − jˆk−1 (see, e.g., Ref. [148]). The
resulting current 〈Ω|MF jˆk|Ω〉MF is then proportional to sin(φk − φk+1).
8.2.2. Relativistic form and free Lagrangian
After getting a better intuition for the meaning of Ψ, we deal with the dynamics de-
scribed by the Lagrangian in Eq. 8.1 for δµ = 0. One of the key features is that the
Lagrangian can be written in an effectively relativistic form in this case. We define
the four-derivatives ∂ν = ( 1cs ∂t,∇) and ∂ν = ( 1cs ∂t,−∇) and rewrite L as
L ∝ c2s∂νΨ∗∂νΨ− r|Ψ|2 − u|Ψ|4, (8.10)
using the Einstein summation convention.
In this form, the Lagrangian is invariant under a Lorentz transformation, where the
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speed of light c is substituted by the sound velocity cs.
Up to an additive constant, we can write L as
L ∝ c2s∂νΨ∗∂νΨ− u(|Ψ|2 − |Ψ0|2)2, (8.11)
where |Ψ0| is defined in Eq. 8.6. The model in this form is usually referred to as the
relativistic O(2) model, i.e., a model with rotation invariance of a two-component
order parameter.
Our interest is in small deviations φ from the equilibrium value Ψ0, defined as
φ = Ψ−Ψ0 (8.12)
φ = φ1 + iφ2. (8.13)
We now ‘break the global U(1) symmetry’ and pick an equilibrium solution Ψ0 that is
real. Then the real part of the deviation, φ1, corresponds to variations in the amplitude
direction of Ψ0, whereas a small φ2 represents a variation in phase direction.
We can now expand this Lagrangian in φ1 and φ2, which yields
L ∝ Lfree + Lint (8.14)
Lfree = c2s∂νφ1∂νφ1 − 4uΨ20φ21 + c2s∂νφ2∂νφ2, (8.15)
where Lint contains higher order terms in φ1, φ2. For now, we stick to the free
evolution described by Lfree and treat the interaction part Lint later (Sec. 8.6).
8.2.3. Amplitude and phase modes
We can now interpret the deviations φ1 and φ2 as new fundamental variables. The




0 for i = 1, 2. For the moment, we are only interested in the free evolution that is
independent of Lint. Setting up the Euler-Lagrange equations with Lfree instead of L
yields
φ¨1 = c2s∇2φ1 − ∆20φ1 (8.16)
φ¨2 = c2s∇2φ2, (8.17)
where we additionally defined the energy-gap ∆0 as
∆20 = 4uΨ
2
0 = −2r. (8.18)
Eq. 8.16 for φ1 is formally equivalent to a Klein-Gordon equation for a particle with
mass m if we substituted ∆0 = mc2s . Both equations of motion are solved by real
superpositions of plane waves
φ1 ∝ ei(ω1t−k1x) (8.19)
φ2 ∝ ei(ω2t−kx), (8.20)
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The dispersion for ω1 is formally equivalent to a relativistic energy-momentum
relation. The gap ∆0 plays the role of the rest-energy mc2s . A gapped mode of this
kind is therefore sometimes called massive.
The interpretation of this results is as follows. On top of a homogeneous equi-
librium state Ψ0, which we chose to be real, the system may be excited by small
fluctuations in the amplitude direction with Ψ0 + φ(x, t)1 or in the phase direction
with Ψ0 + iφ(x, t)2, where φ(x, t)1, φ(x, t)2 are chosen to be real (Fig. 8.3). The excita-
tions in an infinite homogeneous system take the form of plane waves that propagate
in a fully decoupled fashion. The lowest energy fluctuations are given by waves
with small momenta k1 and k2 that correspond to long wavelengths and, therefore,
to changes in the system on the longest length scale. Such smooth variations in
phase direction φ2 can be created with an arbitrarily small energy because ω2 → 0
for k2 → 0, i.e. the modes are gapless Nambu-Goldstone modes [149, 150]. The
dispersion relation for modes in amplitude direction φ1 shows a finite energy gap ∆0
for k1 → 0, i.e. they are gapped modes. We refer to these modes as Higgs amplitude
modes (see also Sec. 8.3).
From the discussion below Eq. 8.9, we conclude that a phase mode leads to a
probability current in k-direction. In contrast, Higgs amplitude modes are traveling
waves that describe a variation of the degree of local number-fluctuations. The k = 0
Higgs amplitude mode leads to a global oscillation of number-fluctuations with
frequency ∆0 at almost constant mean density (see also Ref. [49]).
8.2.4. Mode softening
The square of the energy gap ∆20 = −2r is proportional to the curvature in amplitude
direction of the potential energy V(Ψ). Therefore, oscillations of φ1 can indeed by
visualized by oscillations in the Mexican hat-shaped potential in amplitude direction
(Fig. 8.1). As we approach the Mott-insulating phase the potential gradually turns
into a potential with a single minimum. At the same time, the curvature is reduced
and vanishes at the critical point. As a consequence, the mode gap ∆0 shows a charac-
teristic reduction approaching the critical point. Since ∆0 sets the minimal oscillation
frequency for a Higgs amplitude mode, we speak of mode softening.
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Figure 8.3.: Comparison of ‘relativistic’ and Gross-Pitaevskii dynamics. a, Top panel: ‘rel-
ativistic’ excitation spectrum based on Eq. 8.21 with the amplitude branch in purple and the
phase mode branch in blue. Bottom panels: Trajectory ofΨ(t) in the complex plane for an am-
plitude (left) and a phase mode (right). b, Top panel: Bogoliubov excitation spectrum, based
on Eq. 8.38. Bottom panels: Trajectory of Ψ(t) in the complex plane for a mode with small
momentum ξk = 0.5 (left) and with large momentum ξk = 2.5 (right) based on Eq. 8.39. The
‘relativistic’ spectrum in a shows an additional gapped mode with gap ∆0 (arrow in top panel
of a). This mode corresponds to amplitude oscillations of the order parameter (right bottom
panel of a). Within Gross-Pitaevskii theory, amplitude and phase oscillations are coupled and
only a single mode exists. In general, these modes describe ellipses in the complex plane
(bottom panels of b). For low momenta, the ellipses are strongly asymmetric with their major
axis along the phase direction. For large momenta, they become increasingly circular. The
trajectories for the ‘relativistic’ theory are completely along the amplitude or phase direction,
independent of the momentum k.
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8.3. Anderson-Higgs mechanism
We would like to stress that the previously described model does not show the
Anderson-Higgs mechanism, but exhibits an amplitude Higgs mode. To explain the
difference in more detail, we will investigate an extension of the model defined in
Eq. 8.10 that incorporates breaking of a gauge symmetry. The model we will use is
indeed the one studied by Higgs in Ref. [151]. Our explanation follows Ref. [35].
We consider the the Lagrangian density
LAH ∝ [(∂ν − iqAν)Ψ∗][(∂ν + iqAν)Ψ]− 14 FµνF
µν − u(|Ψ|2 − |Ψ0|2)2, (8.22)
where we set c = 1 and Fµν = ∂µAν − ∂νAµ is the field-strength tensor in terms of the
electromagnetic vector potential Aν. The coupling constant q quantifies the coupling
between the ‘Higgs’ field Ψ and the gauge field Aν.
Assume for a moment that there was no coupling between Ψ and Aν (q = 0). In
this case the Lagrangian 14 FµνF
µν would lead to (massless) electromagnetic waves
in two polarization states. The part of LAH involving Ψ would lead to a massive
Higgs amplitude mode and to a massless Nambu-Goldstone mode, as shown in the
previous section.
Including a finite coupling q 6= 0, the Lagrangian LAH is invariant under a
(local) U(1) gauge transformation
Ψ(x)→ Ψ(x)e−iqΦ(x) (8.23)
Aν(x)→ Aν(x) + ∂νΦ(x). (8.24)
Note that this involves a varying phase Φ(x), whereas the model in Eq. 8.11 is only
invariant under a global transformation Ψ→ ΨeiΦ.
One possibility to fix a gauge, and hence to break the local U(1) gauge symmetry, is to
pick a realΨ at any point in space and time. For a given complexΨ(x) = |Ψ(x)|eiΦ˜(x),
this can always be obtained by a transformation Ψ(x)→ Ψ(x)e−iqΦ˜(x)/q.
One can now expand LAH using Ψ(x) = Ψ0 + h(x), where Ψ0 and h(x) are real,
yielding
LAH ∝ LAH,free + LAH,int (8.25)





where LAH,int includes higher order terms. The free Lagrangian LAH,free splits into
two parts that describe the independent dynamics of h and Aν.
The first part, involving h, has the same form as the Lagrangian for φ1 in the previous
section (Eq. 8.15) and is independent of q. It yields a massive mode related to the
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amplitude of Ψ with a mass proportional to (uΨ20)
1/2. The coupling to the electro-
magnetic field has not changed the free part of the Lagrangian for the amplitude
degree of freedom. In this sense, there is no fundamental difference between an
amplitude Higgs mode in an O(2) system with global symmetry and in a system
with (local) gauge symmetry. Only the interaction of the amplitude mode with the
remaining degrees of freedom, described by LAH,int, is modified.
The second part of LAH,free, involving Aν, can be shown to yield three independent
modes [35]. The crucial point is that due to the gauge fixing procedure, a mass
term q2Ψ20AνA
ν appears, i.e. the modes of the vector gauge field acquired a mass
proportional to qΨ0. In general, the process of mass generation for a gauge field due
to breaking of a gauge symmetry is known as the Anderson-Higgs mechanism.
Electro-weak symmetry breaking in the Standard model is based on a general-
ization of this concept incorporating a U(1)× SU(2) gauge symmetry and associated
vector gauge fields. The Higgs field Ψ, in this case, has two complex components
instead of only one. After breaking of the SU(2) symmetry, the resulting Lagrangian
shows massive vector gauge fields, corresponding to the W+, W− and Z particles
that mediate the weak interaction, and a massless vector gauge field, corresponding
to photons that mediate the electromagnetic interaction. Similar to the previous
examples, there is also a massive mode related to amplitude oscillations of the Higgs
field Ψ, which is commonly known as the Higgs particle.
We stress that the free part of the Lagrangian describing the Higgs particle in this
theory has exactly the same form as in the previously described theories that had
only a global or local U(1) invariance. There is no mathematical difference on the
level of free Lagrangians concerning the Higgs mode. However, the coupling to
other modes and therefore the decay of the Higgs particle is different. Also there is
no simple gapless phase mode in the case of local symmetry breaking.
8.4. Comparison with Gross-Pitaevskii dynamics
It is instructive to compare the dynamics described by Eq. 8.10 with the low-energy
dynamics of a weakly-interacting Bose gas, described by a Gross-Pitaevskii equation
(see, e.g., Ref. [71]).
‘Relativistic’ dynamics
For the comparison, it is useful to derive the equations of motion, including interac-
tion terms, directly from Eq. 8.10 without splitting into real and imaginary fluctua-
tions. The equation of motion for the field Ψ is given by the Euler-Lagrange equation
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∂L
∂Ψ∗ − ∂ν ∂L∂∂νΨ∗ = 0 for the complex conjugate field Ψ∗, which yields [138]







where |Ψ0|2 = −r/2u is the equilibrium value of Ψ. This is a non-linear equation
where, in particular, the real and complex part of Ψ are coupled. One can again pick
a real Ψ0 and expand in small deviations from the mean value (Eq. 8.12 and 8.13).
The resulting equations for the deviations φ1 in amplitude and the deviations φ2
in phase direction are the same as Eq. 8.16 and 8.17. As solutions, we found two
independent modes: one gapped mode in amplitude direction and a gappless mode
in phase direction.
Gross-Pitaevskii dynamics
The time-dependent Gross-Pitaevksii equation for the condensate wavefunction ψ in





where g = 4pih¯2as/m is the interaction strength, as is the s-wave scattering length (see
also Eq. 2.18) and m is the atomic mass. In the following discussion, we set h¯ = 1. We









The equilibrium solution is
|ψ0|2 = µg = n, (8.30)









This has the same structural form as the ‘relativistic’ Eq. 8.27, except that there is a
first order time-derivative on the left-hand side instead of a second-order one. We
will show now that, as a consequence, there is only a single excitation branch. Again,
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our interest is in small fluctuations around the equilibrium value ψ0. Let us pick a
real ψ0 and write the fluctuations as
δ = ψ− ψ0 (8.32)
δ = δ1 + iδ2 (8.33)
Linearizing Eq. 8.31 in δ yields
−iδ˙ = 1
2m
∇2δ− µ(δ+ δ∗), (8.34)








∇2δ1 − 2µδ1. (8.36)
Already in linear order, amplitude and phase fluctuations are coupled, which is a
direct consequence of the term −iδ˙ on the left-hand side of Eq. 8.31. These equations
can be solved with a Bogoliubov transformation
δ = uei(ωt−kx) + v∗e−(iωt−kx). (8.37)
The dispersion relation is given by
(h¯ω)2 = µ2k˜2(k˜2 + 2) (8.38)
where we introduced the normalized momentum k˜ = ξk, with the healing length ξ
given by ξ2 = h¯
2
2mµ . There is only a single excitation branch with ω → 0 for k→ 0, i.e.
we find a gapless spectrum (Fig. 8.3b).
These Bogoliubov modes are coupled phase and amplitude modes as can be seen by
investigating the trajectory of δ(t) as a function of time t in the complex plane. For





) cos(ωt) = u(k˜
√
k˜2 + 2− k˜2) cos(ωt)
δ2 = u(1− vu ) sin(ωt) = u(2− k˜
√
k˜2 + 2+ k˜2) sin(ωt). (8.39)
In general, these equations describe elliptic trajectories. For small momenta k, the
ellipse has its major axis along the imaginary axis and the modes are predominantly
in the phase direction (Fig. 8.3b). In the limit k → 0, we find a pure phase mode.
In contrast, for large momenta we find almost circular trajectories. This general
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behavior is independent of the position x and the initial condition for δ(0).
In summary, we found only a single gapless excitation branch, which is phase-like
for small momenta. There is no independent amplitude mode in the Gross-Pitaevskii
description. This is the case despite the fact that one can derive the Gross-Pitaevskii
Equation in Eq. 8.31 from a Lagrangian that has a Mexican hat-shaped potential and
that the theory posses a global U(1) symmetry. These properties are not sufficient
for the existence of a Higgs amplitude mode. The crucial difference is, indeed, the
appearance of a second order time derivative in the equations of motion.
8.5. Influence of deviation from integer filling
For a density that deviates from integer filling, we have to include δµ 6= 0. The
Lagrangian density in Eq. 8.1 can be written as
L ∝ |Ψ˙|2 + iδµΨΨ˙∗ − iδµΨ∗Ψ˙− c2|∇Ψ|2 −V(Ψ) (8.40)
V(Ψ) = (r− δµ2)|Ψ|2 + u|Ψ|4. (8.41)
Notice that the mean-field transition point acquired a shift and is now given by
r = δµ2. This corresponds to a shift to lower J/U values (see Eq. 8.4) and defines
the shape of the Mott lobe within the present description. The mean field equilibrium
order parameter reads




and the Euler-Lagrange equation is given by






We observe a mixed relativistic and Gross-Pitaevskii dynamics as can be seen from
the appearance of first and second order time-derivatives. Eq. 8.43 can be linearized
and afterwards solved using a Bogoliubov transformation (Eq. 8.38). This calculation










∆˜20 = −2r + 6δµ2 = ∆20 + 6δµ2. (8.45)
Importantly, we find ω+ → ∆˜0 and ω− → 0 for k → 0. We therefore identify ω+
as the modified amplitude mode dispersion and ω− as the modified phase mode
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dispersion. Additionally, one can show that the trajectories of the modes related to
ω+ (ω−) are ellipses with their major axis along the amplitude (phase) direction.
Furthermore, up to quadratic order in δµ, the dispersion relations take on the same
structural form as the relativistic dispersion in Eq. 8.21, substituting ∆0 → ∆˜0 and
c2 → c2(1− 4δµ2/∆20). In conclusion, we find a similar result as for the relativistic
dynamics for small |δµ|.
For large deviation from integer filling (large |δµ|), the amplitude branch ω+ is
pushed to high frequencies as the gap value increases with δµ2. Expanding ω− in k
yields a spectrum with the same structure as the Bogoliubov spectrum in Eq. 8.38.
The low-energy spectrum, in the case of large |δµ|, is therefore dominated by
Bogoliubov excitations.
One of the important features is that the gap ∆˜o does not close at the transition point
if δµ 6= 0. Instead we find ∆˜o = 2|δµ| right at the transition. The amplitude mode,
therefore, always stays at a finite frequency. This means that for large |δµ| the low
frequency spectrum is dominated by Bogoliubov excitations even in the close vicinity
of the transition. This is another way of seeing that the low-energy dynamics of the
superfluid-Mott-insulator transition away from integer filling is similar to the one of
a weakly interacting Bose gas, consistent with the picture of condensation of particle
or hole excitations (Sec. 2.2).
The gap ∆˜o = 2|δµ| at the transition point is the width of the Mott-insulating lobe.
This amounts to the energy gap for a particle- or hole-excitation of the Mott phase
depending on the transition occurring at δµ < 0 or δµ > 0, respectively. This is
consistent with the picture that the amplitude mode at non-integer filling evolves
into one of the excitations of the Mott insulator at the transition point [52, 146].
The fact that the gap ∆˜o increases with δµ also has important consequences in
the detection of the amplitude mode in a trapped system. To get a simple picture
let us for now assume a local density approximation and that the central chemical
potential µ0 is slightly larger than µ¯. For a given distance from the center of the
trap, the local chemical potential will match µ¯ and we find integer filling locally. At
this distance, the gap for the amplitude mode is minimal. As a consequence, any
response from amplitude modes of the trapped system will occur at frequencies that
are larger or equal to the gap at unity filling ∆0. It is, therefore, possible to detect the
generic gap ∆0 even in a trapped system (see also Ref. [49] for a discussion). We will
see in Sec. 9.4 that this is still true going beyond the local density approximation.
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8.6. Response functions and interactions between modes
In this section, we present basic linear response theory within the Bose-Hubbard
model and within the O(2)model. Finally, we discuss the influence of the interactions
between Higgs and phase modes on the shape of response functions. In particular,
we give an introduction to the discussion about the visibility of the Higgs mode in a
two-dimensional system.
8.6.1. Linear response theory for the Bose-Hubbard model
Experimentally, we used a modulation of the lattice depth to detect the response of
Higgs amplitude modes. To leading order, a small variation of the lattice depth V0
leads to a variation of the tunneling amplitude J, while the on-site interaction U stays
almost constant (see Sec. 2.4). The time-dependent Hamiltonian for a periodically
modulated optical lattice depth can therefore be written as
Hˆ(t) ≈ HˆBH − δ(t)Kˆ (8.46)
Kˆ = −J ∑
〈i,j〉
bˆ†j bˆi (8.47)
δ(t) = δ0 cos(ωt), (8.48)
where δ0 quantifies the modulation strength and ω = 2piν with ν the modulation
frequency. Thus, we find a modulation of the kinetic energy Kˆ. We are interested in












= −δ˙(t)〈Kˆ〉t = δ0 ω sin(ωt)〈Kˆ〉t. (8.49)
Here we show an explicit time-dependence of the quantum mechanical average 〈...〉t
to indicate that the quantum state itself is time-dependent. The second equality can
be shown using the Schrödinger equation.
Within linear response theory, the time-dependence of 〈Kˆ〉t is (see, e.g., Refs. [20, 152])




= δ0 Re[χ(ω)] cos(ωt) + δ0 Im[χ(ω)] sin(ωt) (8.51)
with χ(t− t′) the dynamical susceptibility, 〈Kˆ〉0 the equilibrium average previous to
the modulation, and Re[...] and Im[...] denote the real and imaginary parts respec-
tively. We will come back to the precise form of χ(t− t′) later and first investigate the
energy absorption rate. Eq. 8.51 holds for a periodic cosine modulation, where χ(ω)









8.6. Response functions and interactions between modes
The convergence factor ie has to be send to zero after the imaginary or the real part of
χ(ω) is taken. From Eq. 8.51, we see that Im[χ(ω)] yields the out-of-phase response.
We are interested in the time average of the energy absorption rate. Plugging











The mean energy absorption rate is therefore proportional to the imaginary part of
the Fourier transformation of the dynamical susceptibility and proportional to the
modulation frequency.





Experimentally, we set Tmod = nmodτ, i.e., we set the modulation time to an integer
multiply nmod of the oscillation period. The fixed number of oscillation-cycles has the
advantage that the explicit ω-factor in the previous formula cancels:
∆E(ω) = piδ20 nmodIm[χ(ω)]. (8.55)
The absorbed energy is therefore directly proportional to the imaginary part of the
fourier transform of the dynamical susceptibility Im[χ(ω)]. In the experiment, we
actually observed the temperature increase of the system. For small ∆E, we expect
the temperature increase to be directly proportional to the energy increase.









h¯ HˆBH t˜ describes the time dependence in the Heisenberg pic-
ture, [Kˆ(t˜), Kˆ(0)] = Kˆ(t˜)Kˆ(0)− Kˆ(0)Kˆ(t˜), and 〈...〉 denotes the quantum mechanical
avarage in the equilibrium system without perturbation (see, e.g., Refs. [20, 152]). The
key property of this formula is that it relates a response function to a correlation func-
tion of the thermal equilibrium system.





1depening on the author, also Eq. 8.54 is sometimes called fluctuation-dissipation theorem
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|〈 f |Kˆ|i〉|2δ(h¯ω− (E f − Ei)). (8.58)
Here |i〉 are eigenstates of HˆBH with eigenenergy Ei, δ(x) denotes the Delta-function,
and β = 1/(kBT) with T the temperature of the system. The interpretation of these
formulas is that S(ω) and thus Im[χ(ω)] yield information on the excited-state
spectrum of the equilibrium system. Only if there is a pair of eigenstates i, j with an
energy difference that matches the modulation frequency an excitation is possible.
Furthermore, there are additional weight-factors; namely, the transition-matrix
elements |〈 f |Kˆ|i〉| and the thermal occupation e−βEiZ of the initial state i.
Lattice modulation spectroscopy therefore accesses the excited state spectrum
of the system. Note that lattice modulation is spatially uniform and therefore couples
to modes with zero momentum. Within a mean-field approximation, lattice modu-
lation for the Bose-Hubbard has been studied in Ref. [49] yielding a delta-function
peak at the frequency of the Higgs amplitude mode. The mean-field approximation,
however, misses any broadening of the peak due to decay of the Higgs mode
into lower-frequency phase modes. An approximate description in terms of the
quantum rotor model (Eq. 7.24) yielded a low-energy ω3 increase of the response
additionally to a delta-function peak [145]. A recent Quantum Monte Carlo (QMC)
study investigated the experimentally relevant situation of lattice modulation for the
two-dimensional Bose-Hubbard model [41]. It showed a peaked response close to
the quantum phase transition. Additional, the onset of the response also survived at
finite temperatures and trapping parameters similar to our experiment.
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8.6.2. Visibility of the Higgs mode in the two-dimensional O(2) model
Scalar and longitudinal response functions
Within O(2) theory, lattice depth modulation, to lowest order, leads to a perturbation
L(t) = L+ δ(t)|Ψ|2 (8.59)
δ(t) = δ0 cos(ωt). (8.60)
Thus, lattice modulation couples to the order parameter in a rotationally symmetric
fashion. Linear response theory can be formulated in the same way as described in
the previous section for the Bose-Hubbard model. The response function χs(ω) for
coupling to |Ψ|2 is called the scalar response function [40]. The energy absorption is
again proportional to the imaginary part of χs(ω).
This should be contrasted to the longitudinal response function χl(ω) for cou-
pling to the longitudinal component of Ψ. Choosing Ψ0 along the real axis, the
longitudinal component would be the real part of Ψ. This coupling is not rotationally
symmetric. The longitudinal response function is, e.g., measured using neutron
scattering on quantum magnets [20, 141]. The low-energy description for these
systems is based on a three-dimensional O(3) model, an extension of the O(2) model
to a three-component order parameter. Additionally, neutron scattering allows for
the detection of the transverse response functions that describes coupling to one of
the components perpendicular to Ψ0.
Visibility of the Higgs mode in two dimensions
Until recently, longitudinal and transverse response functions have been in the fo-
cus of theoretical investigations [20, 36–38]. The longitudinal response function of an
O(N) theory in dimensions d > 2 is expected to show a resonance that is attributed
to a Higgs amplitude mode. Indeed, a peak that shows softening at a quantum phase
transition was observed in the previously mentioned experiment on quantum mag-
nets [141] described by a three-dimensional theory [20].
For d = 2, the results for the longitudinal response function indicated that the Higgs
mode is over-damped and therefore no resonance in the response function is observ-
able. However, recent theoretical investigations of O(N) theories suggested that the
visibility of the Higgs mode in two dimensions depends on whether the longitudinal
or the scalar response is probed [39, 40, 42]. In particular, it is was argued that a res-
onance should be observable in a scalar response function for d = 2 [40, 42], which is
also indicated by the previously mentioned QMC study of lattice modulation for the
Bose-Hubbard model [41].
The damping of the Higgs mode results from the interacting part of the Lagrangian.
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The complete decomposition into free and interacting Lagrangian reads
L ∝ Lfree + Lint (8.61)
























The non-interacting part is independent of u, which allows for a perturbative
calculation in orders of u. The leading contribution to the interacting part Lint is
the term proportional to φ1φ22. It describes the decay of a Higgs mode into two
Nambu-Goldstone modes.
In the following, we will briefly describe how the φ1φ22 term influences the lon-
gitudinal response function χl(ω, k) for a frequency ω and momentum k. We
introduce the momentum dependence because the calculation at zero-momentum is
inconvenient to formulate. The linear response formalism introduced in the previous
subsection can be extended to finite momentum by considering a modulation of
the form cos(ωt − kx), where k and x are vectors. For the derivation, we follow
Refs. [20, 40].
The response function for the free Lagrangian is
χl,0(ω, k) =
1






In the second line, we introduced k˜2 = c2k2 − (ω + ie)2 to simplify the notation. The
energy absorption is proportional to the imaginary part of χl,0(ω, k) in the limit of e
going to zero. This yields a delta-function peak centered at frequency ω2 = ∆20 + c
2k2.
Thus, we find a sharply peaked response for the energy absorption at the frequency
for the Higgs mode if we ignore interactions between modes.




k˜2 + ∆20 − Σl(k˜)
, (8.66)
where Σl(ω) is the self energy. To lowest order in u, one has
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Thus, to lowest order in u, the correction depends on the integral Π(k˜) and therefore
on the dimensionality of the system.





for low frequencies and zero-momentum in a two-dimensional system. In contrast,
the calculation for a three-dimensional system yields a constant response at low
frequencies. In both cases the delta function peak at ω = ∆0 survives at higher
frequencies. These results give a hint that the calculation of response functions for
the two-dimensional case is difficult because already to lowest order in u the free
result is strongly modified by low-frequency divergence.
A more elaborate calculation can be performed using a so-called 1N -expansion, where
N is the number of components of the order parameter. The N → ∞ limit yields that
the Higgs peak in Im[χl(ω, 0)] completely disappears in favor of the low-frequency
1
ω divergence in a two-dimensional system. A more recent calculation [42] extended
these results to first order in 1N . The low frequency divergence is still present;
however, χl(ω, 0) acquires a small oscillatory component. As a consequence, a broad
peak structure is visible if one plots ωIm[χl(ω, 0)], where the multiplication with ω
suppresses the low-frequency divergence.
The previously stated results concern the longitudinal response function. In our ex-
periment, we expect to measure the scalar response. The scalar response function
has the feature that it suppresses the low-energy divergence by a factor of ω4, thus
leading to a characteristic ω3 behavior at low-frequencies. This result is observed in
a weak coupling-expansion in u, and in a 1N -expansion (for N → ∞ and up to first
order in 1N ) [40, 42]. It can be understood when writing the Lagrangian in a polar de-
composition Ψ = (Ψ0 + h)eiφ. Now, a Higgs mode is associated with oscillations of h
and Nambu-Goldstone modes are associated with oscillations of φ. In this decompo-
sition, lattice modulation of |Ψ|2 couples only to h. In contrast, in the previously used
decomposition, a modulation of |Ψ|2 also couples to φ2. The polar decomposition is
therefore better suited for a calculation of the scalar response. We do not give the
full polar decomposition of the Lagrangian here. The crucial point is that the leading
order term in the interacting part is proportional to h∂νφ∂νφ, in contrast to φ1φ22. The
additional derivatives lead to the mentioned ω4 suppression [42].
The question remains whether or not a Higgs resonance is visible in the scalar re-
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sponse function. The 1N -expansion in the N → ∞ limit yielded a peaked scalar re-
sponse function [42]
F(ω) = Im[χl(ω, 0)] ∝
ω3
(ω2 − ∆20)2 + 4γ2ω2
(8.71)
that we also used in the analysis of the experimental data (Sec. 9.4.3). The function
shows a broadened peak with a characteristic width γ. However, γ stays finite when
approaching the critical point, which is inconsistent with a universal scaling law for
Im[χl(ω, 0)] (see Sec. 9.4.2 and 9.4.3). A more refined calculation including first order
in 1N yielded a response function that does fulfill the universal scaling law and shows
a resonance that is attributed to a Higgs amplitude mode [42]. In conclusion, these
recent results, in combination with the mentioned QMC study [41], indicate that a
resonance in the scalar response function close to the phase transition of the two-
dimensional O(2)model exists and that the Higgs mode is therefore not overdamped.
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SF-Mott-insulator transition
We now turn to the experimental detection of the Higgs amplitude mode in a strongly
interacting superfluid close to the two-dimensional superfluid-Mott-insulator transi-
tion. The general approach is to use the sensitive in situ temperature measurement
described in Sec. 4.3 to probe the response of the system to lattice modulation with
varying frequency.
9.1. Experimental procedure
Our experiment began with the preparation of a two-dimensional degenerate gas of
87Rb atoms in a single anti-node of an optical standing wave (Sec. 3). To realize dif-
ferent couplings j = J/U, we loaded the two-dimensional gas into a square optical
lattice with variable depth V0 using an s-shaped ramp with a total duration of 120 ms
(Fig. 9.1). Our systems contained an atom number of 190(36) resulting in a central
density close to one atom per lattice site for typical radial trapping frequencies of
ω/(2pi) ≈ 60 Hz.
We then modulated the lattice depth with an amplitude of 3% at variable frequencies
νmod. The modulation time was set to 20 oscillation-cycles, thus avoiding an un-
wanted enhanced response at higher frequencies present in experiments with fixed
modulation time [32, 33] (Sec. 8.6). We allowed for an additional hold time, keeping
the sum of modulation and hold time constant at 200 ms. The additional hold time
had two purposes. First, it allowed the system to relax after excitations were created
by the modulation. Second, we observed a small heating of the system when holding
it at a constant j without modulation. With the additional hold time, the total time
that the system spent at a given j was the same for all modulation frequencies, thus
resulting in the same absolute increase of temperature due to the intrinsic heating.
To quantify the response, we adiabatically increased the lattice depth to reach the
atomic limit (j ≈ 0) and measured the temperature of the system with the scheme
described in Sec. 4.3. It is the high sensitivity of this method which allowed us to re-
duce the modulation amplitude by almost an order of magnitude compared to earlier
experiments [32, 33] and to stay well within the linear response regime (Sec. 9.3).
We then took traces of the temperature response as a function of the modulation fre-
quency νmod for different lattice depths V0, corresponding to different j values.
115
9. Detection of the Higgs amplitude mode at the 2d SF-Mott-insulator transition
































Figure 9.1.: Experimental sequence for the detection of the amplitude Higgs mode. Figure
shows the depth of the horizontal lattices Vx, Vy (see Sec. 3) during the sequence. Both lattice
depths follow the same sequence. For details, see text.
9.2. Softening of the mode gap
The results for selected lattice depths V0 are shown in Fig. 9.2b. The corresponding j
values are such that the system is close to the superfluid-Mott-insulator transition,
but still on the superfluid side. We observe a gapped response with an asymmetric
overall shape that will be analysed in Sec. 9.4. Notably, the maximum observed
temperature after modulation is well below the ‘melting’ temperature for a Mott
insulator in the atomic limit Tmelt ≈ 0.2 U/kB [54].
To obtain numerical values for the onset of spectral response, we fitted each spectrum
with an error function centered at a frequency ν0 (solid black lines in Fig. 9.2b). With
j approaching jc, we observe a pronounced shift of the gap to lower frequencies
that is already visible in the raw data (Fig. 9.2b and Fig. 9.9a) and becomes even
more apparent for the fitted gap ν0 as a function of j/jc (Fig. 9.2a, filled circles).
The ν0 values are in quantitative agreement with a prediction for the Higgs gap at
commensurate filling hνSF/U = [(3
√
2 − 4)(1 + j/jc)]1/2(j/jc − 1)1/2 (solid line)
based on an analysis of variations around a mean field state [49, 138]. Throughout
this thesis, we rescaled jc in the theoretical calculations to match the value jc ' 0.06
obtained from QMC simulations [56]. We interpret the observed shift to lower
frequencies as the softening of the Higgs amplitude mode described in Sec. 8.2.4.
The complete fitting function was T = T0 + ∆T/2 {erf[ 1σe (νmod − ν0)] + 1},
where erf(x) denotes the error function. The fitting parameters were the temperature
offset T0, the temperature increase ∆T, the width σe and the center frequency ν0. The
116


















































Figure 9.2.: Softening of the Higgs mode. a, The fitted gap values hν0/U (circles) show a
characteristic softening close to the critical point in quantitative agreement with analytic pre-
dictions for the Higgs and the Mott gap (solid line and dashed line, see text). Horizontal and
vertical errorbars denote the experimental uncertainty of the lattice depths and the fit error
for the center frequency of the error function, respectively (see text). Vertical dashed lines
denote the width of the fitted error function and characterize the sharpness of the spectral
onset. The blue shading highlights the superfluid region. b, Temperature response to lat-
tice modulation (circles and connecting blue line) and fit with an error function (solid black
line) for three different points in a labeled by corresponding numbers. With the coupling j
approaching the critical value jc, the change of the gap values to lower frequencies is clearly
visible (from panel 1 to 3). Vertical dashed lines mark the frequency U/h corresponding to
the on-site interaction. Each data point results from an average of the temperatures over≈ 50
experimental runs. Error bars denote the standard error of the mean (s.e.m.) resulting from
this average.
fit function is a model free approach to extract numerical values for the onset of
spectral response. The center frequency ν0 (circles in Fig. 9.2a) is a measure for the
position of the spectral onset, while the width σe is a measure for its sharpness. The
width σe can also be seen as an estimation for the maximum error on the extraction of
the position of the onset (vertical dashed lines in Fig. 9.2a). During the least-square
optimization, data points at frequencies larger than ν0 + 2.5 σe were excluded. The
vertical errorbar in Fig. 9.2a is given by the 1σ fitting error for νo and the vertical
dashed lines denote ±σe.
As discussed, the sharpness of the spectral onset can be quantified by the width of
the fitted error function, which is separately shown in Fig. 9.3a. Approaching the
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Figure 9.3.: Width of the model function. a, Width σe of the fitted error function for j > jc.
This is the same data as shown in Fig. 9.2a as vertical dashed lines. b, Width σe divided by the
center frequency ν0 of the fitted error function for j > jc. The data show that the onset of the
spectral response on an absolute scale becomes sharper approaching the critical point, while
the width normalized with the center frequency of the onset stays approximately constant.
Error bars denote the fit error.
critical point, the spectral onset becomes sharper, while the width σe normalized to
the center frequency ν0 remains constant (Fig. 9.3b). This shows that the width of the
spectral onset scales in the same way with the distance to the critical point as the gap
frequency.
We observe similar gapped responses in the Mott-insulating regime (Figs. 9.4
and 9.9), with the gap closing continuously when approaching the critical point
(Fig. 9.2a, open circles). We interpret this as a result of combined particle and hole
excitations with a frequency given by the Mott excitation gap that closes at the
transition point (see discussion in Sec. 2.2). The fitted gaps are consistent with the
Mott gap hνMI/U = [1 + (12
√
2 − 17)j/jc]1/2(1 − j/jc)1/2 predicted by mean field
theory [49] (dashed line in Fig. 9.2a). Note that νMI is a mean-field approximation of
the full width of the Mott-insulating lobe ∆MI as defined in Sec. 2.
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9.3. Raw data and linear response
In Fig. 9.4 we show the raw data for all data points plotted in Fig. 9.2a. The closing of
the gap coming from the superfluid side of the transition (j/jc > 1) is clearly visible
and is followed by a reopening in the Mott-insulating regime (j/jc < 1).
We probed the time dependence of the response for two different combinations of
lattice depth V0 and modulation frequency νmod. The results are shown in Fig. 9.5.
A linear response as a function of the number of oscillation cycles is visible up to 40
modulation cycles. Notably, our experiments were performed at 20 cycles, staying
well within the regime of linear temperature response. A linear fit yielded a slope of
1.8(2) · 10−3 kBTU 1τ in both cases, where τ is the time for a single cycle of the modulation.















































































Figure 9.4.: Raw data and fits for all data points shown in Fig. 9.2. Each data point results
from an average of the temperatures from about 50 experimental runs. Dashed line indicates
the value of the on-site interaction U. Error bars, s.e.m.
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Figure 9.5.: Linear Response. Temperature as a function of the number of modulation cycles
for a, V0 = 9Er and νmod = 400 Hz and b, V0 = 10.3Er and νmod = 250 Hz. Error bars, s.e.m.
9.4. Analysis of the response
9.4.1. Gutzwiller analysis
The observed softening of the onset of spectral response in the superfluid regime
has led to an identification with collective excitations of Higgs type. To gain further
insight into the full in-trap response, we calculated the eigenspectrum of the sys-
tem in a Gutzwiller approach [49, 147] (see Sec. 9.8). The result is a series of discrete
eigenfrequencies (Fig. 9.6a) and the corresponding eigenmodes show in-trap super-
fluid density distributions, which are reminiscent of the vibrational modes of a drum
(Fig. 9.6b). The frequency of the lowest-lying amplitude-like eigenmode closely fol-
lows the long-wavelength prediction for homogeneous commensurate filling νSF over
a wide range of couplings j/jc until the response rounds off in the vicinity of the crit-
ical point due to the finite size of the system (Fig. 9.6b). Fitting the low-frequency
edge of the experimental data can be interpreted as extracting the frequency of this
mode, which explains the good quantitative agreement with the prediction for the
homogeneous commensurate filling in Fig. 9.2a. Amplitude-like modes at different
frequencies from the lowest-lying amplitude-like mode broaden the spectrum only
above the onset of spectral response.
Lattice modulation might also couple to phase-like modes that are, however, at lower
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Figure 9.6.: Theory for in-trap response. a, A diagonalization of the trapped system in a
Gutzwiller approximation shows a discrete spectrum of amplitude-like eigenmodes. Shown
on the vertical axis is the strength of the response to a modulation of j. Eigenmodes of phase-
type are not shown (see Sec. 9.9) and ν0,G denotes the gap as calculated in the Gutzwiller
approximation. b, In-trap superfluid density distribution for the four amplitude modes with
lowest frequency marked by corresponding numbers in a. In contrast to the superfluid den-
sity, the total density of the system stays almost constant (not shown). c, Discrete amplitude
mode spectrum for various couplings j/jc. Each red circle corresponds to a single eigenmode
with the intensity of the color being proportional to the line strength. The gap frequency of
the lowest-lying mode follows the prediction for commensurate filling (solid line, same as
in Fig. 9.2a) until a rounding off takes place close to the critical point due to the finite size
of the system. d, Comparison of the experimental response at V0 = 9.5Er (blue circles and
connecting blue line; error bars, s.e.m.) with a 2× 2 cluster mean field simulation (gray line
and shaded area) and a heuristic model (dashed line, for details see text). The simulation was
done for V0 = 9.5Er (gray line) and for V0 = (1± 2%) · 9.5Er (shaded gray area) in order to ac-
count for the experimental uncertainty of the lattice depth and predicts the energy absorption
per particle ∆E.
frequencies and separated from the amplitude mode response by a gap. A care-
ful analysis of phase-like modes is presented in Sec. 9.9. Additionally, we speak of
amplitude-like and phase-like modes, because the Gutzwiller analysis shows that the
corresponding trajectories in the complex plane are ellipses with their main axis in
amplitude or phase direction, respectively (Sec. 9.9).
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9.4.2. Scaling of the low-frequency response
The previous eigenmode analysis does not yield any information about the finite
spectral width of the modes, which stems from the interaction between amplitude
and phase excitations (see also Sec. 8.6). We will consider the question of the spectral
width by analysing the low-, intermediate- and high-frequency part of the response
separately.
We begin by examining the low-frequency part of the response. As discussed in
Sec. 8.6, the response of a strongly interacting two-dimensional superfluid is expected
to diverge at low frequencies, if the probe in use couples longitudinally to the order
parameter [20, 37, 38, 42] (e.g., to the real part of Ψ, if Ψ was chosen along the real
axis), as it is the case for neutron scattering. If, instead, the coupling occurs in a ro-
tationally invariant fashion (i.e., to |Ψ|2), as expected for lattice modulation, such a
divergence could be avoided [36, 40, 42, 145].
In this case, the amplitude mode response at low frequencies is expected to be pro-
portional to ν3, which is observed in a weak-coupling expansion [40], in a large N
expansion [36, 40, 42] and in the quantum phase model [145]. Additionally, dimen-
sional analysis shows that the amplitude mode response for an O(N) field theory
should follow a scaling of the form [20, 40, 42] F(ν, jjc )u = A∆
3−2/νcΦ( ν∆ ), where
∆ ∝ (1− jjc )νc is a typical energy scale, νc is the critical exponent associated with ∆,
A is a constant and Φ a universal function. Combining this scaling with the ν3 pre-
diction yields F(ν, jjc )u = A(1−
j
jc )
−2ν3 at low frequencies [42]. The experimentally
observed signal is consistent with this scaling at the ‘base’ of the absorption feature
(Fig. 9.7). This indicates that the low-frequency part is dominated by only a few in-
trap eigenmodes that approximately show the generic scaling of the homogeneous
system for a response function describing coupling to |Ψ|2.
The full scaling F(ν, jjc )u = A∆
3−2/νcΦ( ν∆ ) predicts that the full shape of the response
function in ν direction is rescaled when approaching the critical point. This excludes
a different scaling of width and position of the response. Our data is consistent with
this because the fitted width of the onset of the response σe scales approximately in
the same way as the fitted gap value ν0 (Fig. 9.3).
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Figure 9.7.: Scaling of the low-frequency response. The low-frequency response in the
superfluid regime shows a scaling compatible with the prediction (1− j/jc)−2ν3 (see text).
Shown is the temperature response rescaled with (1 − j/jc)2 for V0 = 10Er (grey), 9.5Er
(black), 9Er (green), 8.5Er (blue), 8Er (red) as a function of the modulation frequency. The
black line is a fit of the form a νb, with a fitted exponent b = 2.9(5). The inset shows the same
data points without rescaling for comparison. For this figure, we chose frequencies in a span
from ν0− 1.5 σe to ν0 + 0.5 σe, with ν0 and σe taken from the error function fit of the individual
responses.
9.4.3. Intermediate frequencies and heuristic model
In the intermediate-frequency regime, it remains a challenge to construct a first-
principle analytical treatment of the in-trap system including all relevant decay and
coupling processes. Lacking such a theory, we constructed a heuristic model combin-
ing the discrete spectrum from the Gutzwiller approach (Fig. 9.6a) with the lineshape
for a homogeneous system based on an O(N) field theory in two dimensions, calcu-
lated in the large N limit [36, 40].
For a given j/jc value, the Gutzwiller approach yields a series of amplitude-like nor-
mal modes with frequencies νi and corresponding line strengths Si. The heuristic
model consists of summing up a response function F(νi, νmod) for each of these fre-
quencies weighted with the corresponding line strengths. A calculation based on a
large N expansion of a two-dimensional O(N) field theory [36, 40] yielded a scalar
response function for the homogeneous and commensurate system of the form
F(ν, νmod) ∝
ν3mod
(ν2mod − ν2)2 + 4γ2ν2mod
. (9.1)
A parametrization of the N = 2 case of the model can be found in Refs. [138] (see
also Sec. 8.2) and yields hγ/U = 18 . Assuming this response function at each individ-
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ual normal mode (and measuring all frequencies in units of U/h) results in the final
model function




(ν2mod − ν2i )2 + 4γ2ν2mod
, (9.2)
with γ = 18 and fit parameters A1 and A2. An implicit assumption of this approach is
a continuum of phase modes, which is approximately valid in our case because the
frequency spacing between different phase modes is much smaller than the typical
gap to the lowest amplitude mode (Sec. 9.9).
The model yields quantitative agreement with the low- to intermediate-frequency
experimental data for a range of couplings (dashed black line in Fig. 9.6d and
Fig. 9.8), where a relativistic field theoretical treatment of this might be applicable.
The good agreement suggests the intuitive interpretation that the signal consists
of a sum of spectral lines, whereas each line is broadened due to the interaction of
amplitude- and phase-modes.
The model, however, yields a slightly too smooth spectral onset for values of the
coupling j close to the critical point (see Fig. 9.8). We attribute this partly to the
fact that the width of the response function γ, within the large N expansion, stays
constant approaching the critical point. In contrast, the experiment signal, shows a
reduction of the absolute width approaching the critical point (see Fig. 9.3). A further
mismatch occurs when going to large J/U values, where Eq. 9.1 predicts a constant
width, while the experimental signal broadens (Sec. 9.5). We also mention that the
response function does not fulfill the universal scaling of F(ν, jjc )u described in the
previous section (see Ref. [41] for a discussion).
9.4.4. High frequencies and 2× 2 cluster mean field simulation
The heuristic model slightly underestimates the response at frequencies higher
than twice the absorption edge. Part of this high-frequency response might stem
from the excitation of several amplitude modes or combinations of amplitude and
phase modes, which cannot be described with the Gutzwiller approximation used
so far and is only partly captured in the field theoretical treatment. Therefore, we
performed a dynamical simulation based on a 2× 2 cluster variational wave function
(Sec. 9.8), which captures the excitation of multiple modes as well as inter-mode
coupling, at least at high momenta. The result is compared with experimental data
in Fig. 9.6d and shows good overall agreement (also compare Fig. 9.9a and 9.9b
near the critical point). Notably, the simulation predicts the low-frequency edge, the
overall width and the absolute strength of the experimental signal without any fitting
parameters. The simulation, which also accounts for fluctuations of the experimental
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Figure 9.8.: Heuristic model. Fit of the data in the superfluid regime (blue circles) with a
heuristic model (dashed line). For details concerning the model see text. The individual con-
tributions A2SiF(νi, νmod) are shown as solid lines. Red circles mark the frequency position νi
of the corresponding normal mode.
parameters, shows a fine structure which is not observed in the experiment. This
indicates that the 2× 2 cluster treatment still cannot fully capture the broadening of
the modes due to coupling with low-energy phase modes.
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9.5. Vanishing of the response in the weakly interacting limit
Our analysis, so far, has shown the existence of an amplitude mode in the Bose-
Hubbard model close to the critical point (j/jc ≈ 1), where the low-energy descrip-
tion of the system is approximately Lorentz invariant. In the weakly interacting
limit (j/jc  1), however, the low-energy description (Gross-Pitaevski theory) for-
bids the existence of such a mode [153] (see also Sec. 8.4). To probe the evolution of
the amplitude-mode response when approaching the weakly interacting limit, we ex-
tended our measurements to higher values of the coupling j. The results are shown in
Fig. 9.9a as a density plot, where a pronounced signal for j/jc . 3 directly shows the
softening of the mode close to the critical point. Approaching the weakly interacting
limit with higher j/jc values, the response gradually broadens and finally disappears.
Despite earlier theoretical treatments of the system in this regime [145, 154], a predic-
tion of the disappearance of the response is still lacking. Also, results from the 2× 2
cluster variational wave function approximation could only partially capture this ef-
fect (Fig. 9.9b).
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Figure 9.9.: Response from the strongly to the weakly interacting limit. a, Change in Tem-
perature ∆T as a function of j/jc and the modulation frequency νmod in units of U. A pro-
nounced feature close to j/jc = 1 directly shows the existence of the gap and its softening,
which is also observed in units of J (see Fig. 9.10). Approaching the weakly interacting limit
(higher j/jc), the response broadens and vanishes. b, Simulation using a variational 2 × 2
cluster wave function predicting the energy absorption per particle ∆E for the same parame-
ter range. The simulation shows agreement with the experimental data near the critical point
in both the softening of the response and the overall width of the absorption band. However,
the simulation does not fully reproduce the vanishing of the response at higher j/jc values.
A splitting in the excitation structure at j/jc ≈ 3 is visible, which might also be present in the
experimental data. A low-frequency feature associated with density oscillations at the edges
of the trap due to the excitation of phase-like modes is clearly seen in the simulations. This
feature occurs below the lowest measured frequency in the experiment and thus is not visible
in a, (except in the vicinity of the critical point, where the lowest modulation frequencies are
close to this feature). Black solid lines show the mean field predictions as plotted in Fig. 9.2a.
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9.6. Softening with respect to J
Up to now we scaled all frequency axes with U. One might wonder if the observed
softening also holds with respect to J. In Fig. 9.10, we show all data sets as a density
plot with the frequency axis scaled with J. The theory prediction for the superfluid
(black line for j/jc > 1) becomes approximately linear in J for large j/jc. This indi-
cates that a softening with respect to J is not expected for j/jc & 3. However, the
strongest experimental response occurs for j/jc . 3 and the softening of the spectral
onset is clearly visible in this range. This demonstrates that we observe softening of
the response close to the critical point with respect to U and to J.
 
 

























Figure 9.10.: Response in units of J. Figure shows the same data and theory curves as
Fig. 9.9a, except for the y-axis being scaled with the tunnel coupling J instead of the on-site
interaction U.
9.7. Discussion of finite-temperature effects
Based on the fact that the critical temperature for superfluidity tends to be reduced
close to the critical point (see Fig. 2.3), one might wonder whether our system still
shows properties of a superfluid for values of j close to the critical point.
In general, we would like to stress that the initial temperature of the sample
(T/U ≈ 0.10) has to be viewed as a conservative upper bound. A number of pro-
cesses (e.g., the final lattice ramp, the hold time during modulation and losses during
the imaging) tend to increase the measured temperature compared to the actual ini-
tial temperature of the sample at the beginning of the modulation time. We estimate
the actual initial temperature to be in a range from T/U = 0.07 to T/U = 0.1 based
on the experiments described in Part I and II.
For these temperatures and for a system of 32× 32 sites QMC simulations have been
performed [155], which show that the system contains a finite superfluid fraction
even very close to the critical point (for couplings J/U down to ≈ 0.06). Also, recent
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QMC simulations for a system of 14× 14 sites at J/U = 0.07 (j/jc ≈ 1.2) show that for
typical experimental temperatures the superfluid fraction remains higher than 60% of
the maximum superfluid fraction achievable at zero temperature [156]. For all data
points further away from the critical point (j/jc > 1.2), one expects this value to be
even significantly higher. In summary, both studies indicate that our system shows
properties of a strongly interacting superfluid even for the data points closest to the
critical point.
We also note recent predictions for the response to lattice modulation based on QMC
and an analytic continuation scheme [41]. This study confirms our approach to use
the onset of spectral response (of a trapped system) to extract information on the
Higgs mode properties of the homogeneous system. Furthermore, the simulations
suggest that the onset of spectral density is a robust feature which persists at finite
realistic temperatures.
9.8. Gutzwiller calculation and 2× 2 cluster wave functions
In the following, we describe the Gutzwiller calculation and the 2× 2 cluster mean
field simulation. The author of this thesis would like to stress that these calculations
have been performed by David Pekker (see Ref. [157] for author details). The meth-
ods are described here for the sake of completeness and for the discussion of the
differences between amplitude and phase modes in the following section.
Gutzwiller calculation of the Eigenmodes in a trap







1− |αi(t)|2 − |γi(t)|2|1〉i + γi(t)|2〉i
)
, (9.3)
where αi(t) and γi(t) are variational parameters, |n〉i corresponds to a state with n
bosons on site i, and φ is an overall phase. First, we obtained the stationary solu-
tion |Ψ01×1〉 (corresponding to {α0i , γ0i }) by minimizing 〈Ψ01×1|HBH|Ψ01×1〉 in the entire
trap. Next, we linearized the equations of motion, which were obtained by minimiz-
ing the effective action 〈Ψ1×1|i∂t − HBH|Ψ1×1〉 around the stationary solution. The
resulting eigenvalue problem was solved by a Bogoliubov transformation Mk,ir that
relates Bogoliubov creation f †k (and annihilation fk) operators to the small fluctuations
δαi and δγi around the stationary solution
f †k =∑
i
(Mk,i1δαi + Mk,i2δα∗i + Mk,i3δγi + Mk,i4δγ
∗
i ) , (9.4)
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where k is the eigenmode index. We can identify the modes as amplitude-like or




which is positive for amplitude-like modes and negative for phase-like modes (see
following section).
To describe lattice modulation spectroscopy, we separated the Bose-Hubbard Hamil-
tonian into a time independent part that describes the system with no modulation and
a time dependent part that describes the lattice modulation: HBH = H0 + sin(ωt)H′.
The rate of excitation of the k-th amplitude or phase mode is given by Fermi’s golden
rule: Γ(ω) = δ(ω−ωk)|〈Ψ01×1 fk|H′|Ψ01×1〉|2. The line strengths plotted in Fig. 9.6a are
proportional to Si = |〈Ψ01×1 fk|H′|Ψ01×1〉|2. The line strengths decrease with increasing
frequency, because higher energy modes show short wavelength spatial variations
and do not efficiently couple to lattice modulation.
Dynamical evolution: 2× 2 cluster wave functions.
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〉
+ . . .
]
, (9.6)
where ai(t), bi(t), ci(t), . . . are the variational parameters. We restrict the maximum
occupation number per site to two. To initialize the dynamics, we obtained the initial
trial wave function, corresponding to the state of the system before modulation spec-
troscopy begins, by minimizing 〈Ψ2×2|HBH|Ψ2×2〉. Next, we dynamically evolved
the trial wave function during the modulation drive, the hold time and the ramp to
the atomic limit. Finally, we measured the total energy absorption per particle ∆E of
the resulting state (in units of the on-site interaction U in the atomic limit).
9.9. Distinguishing phase and amplitude modes
We verify that eigenmodes show amplitude-like or phase-like character by applying
the amplitude measure (Eq. 9.5). For each eigenmode, we compute the amplitude
measure and plot it as a function of the eigenfrequency (Fig. 9.11a). The result shows
two branches: a branch at lower frequencies with negative measure that corresponds
to phase-like modes, and a gapped branch at higher frequencies with positive
measure that corresponds to amplitude-like modes.
Importantly, lattice modulation couples only to a few modes of the full spectrum
(see Fig. 9.11b). Most modes have strictly vanishing coupling strengths, because
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Figure 9.11.: Amplitude measure and line strength. a, Amplitude measure as a function
of eigenfrequency for a trapped system at j/jc = 1.2. Amplitude-like (phase-like) modes
have positive (negative) amplitude measure. b, Line strength for the same mode spectrum.
Amplitude-like (phase-like) modes are shown in red (green). A large number of modes have
strictly zero coupling strength due to their spatial symmetry. From the modes, which are al-
lowed by symmetry, only the ones with long wavelength spatial variations (low-energy) cou-
ple significantly to lattice modulation. This leads to an effective gap between the amplitude-
like and phase-like response (blue shading). The effective gap increases with the distance to
the critical point (Fig. 9.12).
their spatial symmetry prevents an excitation with lattice modulation where both
axes are driven in phase and with the same amplitude. From the remaining modes,
only the ones with the lowest frequencies of the respective branch show a significant
coupling. At higher frequencies, the modes are dominated by short wavelength
spatial variations avoiding an efficient coupling to uniform lattice modulation.
This results in an effective gap between the response from phase and amplitude-like
modes (Fig. 9.11b and Fig. 9.12). In the experiment, both responses are therefore ex-
pected to be well separated. In the experimental spectra shown in Fig. 9.4, a response
from phase-like modes might be visible for the lowest experimental frequencies (e.g.,
for V0 = 9Er at νmod ≈ 80 Hz or for V0 = 10.3Er at νmod ≈ 80 Hz). In all cases, these
features are separated from the main peak and do not alter the analysis of the main
response, except for the low-frequency scaling in Fig. 9.7, where the lowest frequency
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Figure 9.12.: Normal mode spectrum as a function of j/jc. Each circle corresponds to an
eigenmode with the intensity of the color being proportional to the line strength. Amplitude-
like (phase-like) modes are shown in red (green). The response from phase-like modes is
only visible at low frequencies and separated from the amplitude-like response by a gap. The
experimental response in the main amplitude-mode peak is therefore expected to be unaltered
by the presence of phase-like modes.
data points were excluded. A response from phase-like modes is also visible for
the cluster wave function data shown in Fig. 9.9b as a sharp feature at very low
frequencies, which is well separated from the main response.
The same generic behaviour of the amplitudeness measure is also seen in a ho-
mogeneous system (Fig. 9.13). Two branches with negative and positive measure
are visible, corresponding to phase-like and amplitude-like excitations. The am-
plitudeness measure is also related to the time evolution of the respective modes
given by the trajectories of the order parameter Ψ in the complex plane. For a given
mode, the trajectory is an ellipse around the equilibrium value of Ψ (Fig. 9.13c)
and the full ellipse is passed in a time 1/ν, where ν is the excitation frequency
of the mode. To characterize the ellipses, we introduce the flatness parameter
f = (a− b)/(a + b), where a and b are the axes of the ellipse as defined in Fig. 9.13c.
The flatness parameter f (Fig. 9.13b) also shows two branches corresponding to
phase- and amplitude-like modes, with a similar behaviour as the amplitudeness
measure. In the respective branches, the modes with the lowest energies correspond
to low-momentum modes. For these modes, the trajectories are very flat ellipses
(large | f |) with their major axis perpendicular ( f < 0, phase-like) or parallel ( f > 0,
amplitude-like) to the direction of the mean order parameter. With increasing
momentum the modes become more circular, with a flatness parameter close to zero.
Notice that this behavior is different to the one observed in the O(2) theory (Fig. 8.3).
The fact that in the O(2) theory both modes are purely in the amplitude and phase di-
rection for all momenta can be traced back to the strict particle-hole symmetry. With
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Figure 9.13.: Phase- and amplitude-like modes for a homogeneous system. a, Amplitude-
ness measure A for a homogeneous system at j/jc = 1.2 as a function of frequency ν. Two
branches with decreasing magnitude of the amplitudeness measure are visible. Negative and
positive values correspond to phase- and amplitude-like modes, respectively. The calculation
was done in the Gutzwiller approximation (see Sec. 9.8) for a square system with a length of
40 sites applying periodic boundary conditions. b, Flatness f = (a − b)/(a + b) of the tra-
jectories of the order parameter in the complex plane as a function of frequency ν. Again,
two branches corresponding to phase-like (starting from f < 0) and amplitude-like (starting
from f > 0) modes are visible. c, Illustration of the flatness parameter f showing typical
trajectories for the order parameter Ψ in the complex plane. For both panels the mean value
of Ψ is 0.47 along the real axis (small cross). For f < 0 (left panel), the trajectory is an ellipse
around the mean value, with its major axis perpendicular to the real axis (i.e., the direction of
the order parameter). For f > 0 (right panel), the major axis is parallel to the real axis.
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this we mean that states with an extra and a missing particle appear with the same
quantum mechanical weight (Eq. 8.8). In contrast, the Gutzwiller approximation
allows for different weights (Eq. 9.3), which leads to the finite ellipticity in Fig. 9.13
for high momenta. The field-theoretical description is therefore only reasonable at
low momenta.
The main difference between the homogeneous and the trapped system is the
possibility to excite certain modes in the spectrum with lattice modulation. In an
infinitely large homogeneous system, only modes with zero momentum can be
excited with lattice modulation (the lowest energy mode of the respective branches).
In a large enough trapped system, this selection rule is still approximately valid in
the sense that only a few modes with the lowest energies of the respective branches
couple significantly (see Fig. 9.11b). The spatial pattern of these modes show only
long-wavelength variations (equivalent to low-momentum in a trapped system).
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9.10. Summary and conclusion
In conclusion, we could identify and study long-wavelength Higgs modes in a neu-
tral two-dimensional superfluid close to the quantum phase transition to a Mott-
insulating state. This was enabled by recent advances in the high-resolution imag-
ing of single atoms in optical lattices (Part I), leading to a new sensitive method
for the spectroscopy of ultracold quantum gases based on a combination of lattice
modulation and in-situ temperature measurement. The obtained spectra show soft-
ening at the quantum phase transition and are consistent with the generic ν3 low-
frequency scaling for a rotationally invariant coupling to the order parameter in a
two-dimensional strongly interacting superfluid. Furthermore, our results challenge
the development of a quantitative theory valid between the strongly and the weakly
interacting regimes capable of predicting the observed disappearance of the response.
Our data also call for a first-principle treatment of the discrete nature of Higgs modes
in a confined system.
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The demonstrated single-atom- and single-site-resolved detection of an ultracold
bosonic quantum gas in an optical lattice and its application for the measurement
of correlation and response functions opens up many new possibilities for future
studies.
In particular, the ability to measure higher-order correlation functions offers a novel
experimental way of characterizing quantum many-body systems. In the long term,
however, one wishes to develop schemes that are not restricted to density-density
type correlation functions (see Sec. 3.5). A major experimental step would therefore
be the single-atom- and single-site-resolved detection of the single-particle density
matrix 〈bˆ†i bˆj〉, where bˆ†i (bˆj) are creation (annihilation) operators, in order to gather
information about the phase coherence in the system. This might be achievable with
an in situ detection of interfering one- or two-dimensional systems [81, 158, 159].
Based on this, a long-term goal would be the measurement of correlators involving
higher orders of creation and annihilation operators that do not resemble density
terms. One particularly interesting application is the investigation of entanglement
in many-body systems [44]. A recent proposal showed that this should already be
possible using a combination of existing experimental techniques [45].
In a recent work [31], we used the single-atom-resolved measurement of correlations
in ordered structures formed by Rydberg excitations in a Mott insulator. In this
experiment, the motional degree of the atoms was frozen. Using off-resonant
Rydberg dressing, long-range interactions in a free-to-move quantum gas could be
engineered [160, 161]. This could be used to realize an extended Hubbard model with
longer-range interactions that features a Haldane insulating phase [99, 100]. This
phase shows a non-local order that is similar to the hidden antiferromagnetic order
described in Sec. 6.1. Furthermore, Rydberg dressing might also to be a promising
route to realize a supersolid state [162–164].
In addition to the new imaging technique, the possibility to manipulate single
particles in an optical lattice [27] opens up new ways of probing quantum many-
body systems. Recently, we used this technique for the controlled preparation of a
single impurity in a strongly interacting one-dimensional system and recorded its
subsequent motion with single-site resolution [28]. The same scheme can also be
used to prepare a pair of impurities. Effective attractive interactions between the
impurities, induced by the strongly-interacting background, might be detectable
in spatial correlations of the impurity positions [165]. Furthermore, this setup has
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the potential for the position- and time-resolved detection of spin-charge separa-
tion [166–168].
The same technique can also be used for a spatially resolved control of the Hamil-
tonian parameters. One immediate application is the flexible creation of potential
landscapes [169, 170]. This has a range of different applications, such as the study
of transport through mesoscopic channels [171] or the study of persistent flow
in toroidal traps [172]. Investigations of Hubbard-type models could also benefit
from such an approach. For example, engineering the local chemical potential
could be used to create a box-shaped potential. In the long run, one could even
imagine achieving local control over the nearest neighbor coupling or the on-site
interaction to realize a situation where J/U varies spatially. With this, one could
observe a cut in the Bose-Hubbard model along the J/U direction, in contrast to
the usual situation of a cut in the µ direction. It would be interesting to study
proximity effects at the tip of the lobe transition similar to the ones described
in Ref. [173] for the generic transition. In a second step, one could additionally
implement time and space-dependent variations of J/U. With this, momentum-
resolved lattice modulation spectroscopy might be feasible. To achieve this, one
could vary J/U in a wave-like fashion to probe excitations with a certain wavelength.
Given these possibilities, it is a natural step to implement single-site- and single-
atom-resolved imaging and manipulation techniques for stongly interacting fermions
in optical lattices [4–6]. In particular, a possible antiferromagnetic ordering at low
temperatures should be directly detectable in a single-site-resolved correlation
function. Currently, major experimental efforts are being undertaken to achieve this
goal, for example, using 40K or 6Li. One of the experimental challenges is achieving
sufficient cooling during the imaging phase, because standard sub-Doppler cooling
for these elements is not as efficient as for 87Rb. However, recent advances in this
respect might help to overcome this problem (see Ref. [174] and references therein).
Finally, the regular, almost defect-free arrangement of atoms in the deep Mott-
insulating limit combined with single-site addressing might be a promising setup
for quantum computing. As a next step, one would like to implement single-site-
resolved, arbitrary qubit-rotations, in addition to pi-pulses [74]. Two-qubit gates
could be based on Rydberg interactions, as already demonstrated in optical tweezers
[175, 176], or on local collisional interactions [177]. Another route might be one-way
quantum computing [178, 179] based on a resource state that can be created with a
global entanglement operation [180, 181]. For this, the single-site-resolved readout of
the atomic spin state without detecting the remainder of the system is a prerequisite,
which is a technique that is still to be demonstrated.
In summary, the new high-resolution and single-particle-resolving technique holds
the potential to have a major impact on the investigation of correlated many-body










In this appendix, we give a more detailed description of the experimental setup. A
detailed description has already been given in Ref. [74] but several changes have
been made. The data presented in Part I have been taken with the setup as described
in Ref. [74], while the changes apply to Parts II and III. These modifications mainly
concern the preparation of the 2d degenerate cloud. In the following, we focus on
this preparation procedure.
A.1. Preparation of the two-dimensional quantum gas
A.1.1. Overview
We first give an overview of the complete preparation sequence and give details for
the individual steps afterwards. The vacuum apparatus consists of two steel cham-
bers that are connected with a differential pumping section. The first chamber is used
as a 2d magneto-optical trap (2d-MOT) that serves as a source for a 3d magneto-
optical trap (3d-MOT) in the second chamber (Fig. A.1). The 3d-MOT was loaded
from the 2d-MOT for about 2s, yielding a total atom number of about 109. The atoms
were then transferred into a quadrupole magnetic trap. This was followed by a forced
evaporation using microwave transition from the trapped state |F = 1, mF = −1〉 to
the anti-trapped state |F = 2, mF = −2〉. If not stated differently, this notation refers
to the hyperfine ground state manifold 52S1/2 of 87Rb [75]. We stopped the evapora-
tion just before Majorana losses set in, ending up with about 108 atoms at 20µK.
Afterwards, we transferred the atoms into a single-beam optical dipole trap. We used
this trap to transport the cloud in front of the high-resolution imaging system by mov-
ing the focus of the beam using a translation stage. After the transport, the atoms were
loaded into a crossed dipole trap, which consisted of the horizontal lattice beams
whose retro-reflections were blocked with mechanical shutters. We evaporatively
cooled the atoms in this trap by changing its depth from 20 µK to 10 µK within 1 s, be-
fore transferring the atoms into a vertical standing wave of which we typically pop-
ulate 40 antinodes. To extract a single two-dimensional system, we used a position-
dependent microwave transfer in a magnetic field gradient of ∂B/∂z = 45 G/cm, 1.9
times larger compared to Ref. [74]. After a transfer of all atoms from |F = 1, mF = −1〉
to |F = 2, mF = −2〉 with a broad microwave sweep, the atoms from one antinode
of the standing wave were transferred back to |F = 1, mF = −1〉 using a HS1-pulse


















Figure A.1.: Overview of the experimental vacuum chamber. Cut through the main vacuum
chamber and the high-resolution objective. Additionally, the atom beam from the 2d-MOT
loading the 3d-MOT is shown in green. The single-beam transport trap is drawn in yellow
and the optical lattice axes are shown in red. The z-optical lattice axis is in vertical direction.
F = 2 were removed from the trap by a laser pulse resonant with the 5S1/2, F = 2 to
5P3/2, F = 3 transition.
For the final evaporation, we added a focused laser beam of wavelength 850 nm shone
in through the imaging system (dimple trap), with a beam waist of ∼10µm at the po-
sition of the atoms. The intensity of the beam is adjusted in such a way that a small
number of atoms is lost due to three-body recombination, resulting in a stabilization
of the atom number. In this configuration, we evaporatively cooled the atoms by
tilting the trap horizontally with a magnetic field gradient of 11.25 G/cm and by re-
ducing the power of the 850 nm beam. We adjusted the atom number by changing
the end point of this evaporation and achieved an atom number stability better than
20 %.
A.1.2. MOT and magnetic evaporation
2d-, 3d MOT and vacuum system
The setup of the 2d MOT is described in detail in Ref. [183]. We changed this setup
by adding a retro-beam to form a 2d+ configuration [184]. The differential pumping
section between the 2d-MOT and the main chamber has an inner diameter of 1.6 mm
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and a length of 51 mm. An additional bellow allowed us to move the 2d-MOT setup
with respect to the main chamber in order to optimize the loading of the 3d-MOT.
The pressure in the 2d-MOT was 4 · 10−7 mbar, whereas we reached the 10−11 mbar-
range in the main chamber. The pumps for the main chamber were an Ion-getter
pump (Varian, VacIon Plus 55) and a Titanium-sublimation pump (VG Scienta,
SBST22).
The laser setup for the 3d-MOT is described in Ref. [74]. All laser beams are coupled
to optical fibers and can be blocked by mechanical shutters. Acousto-optic modula-
tors (AOM) allow for fast changes in the intensity. The 3d-MOT is a six-beam MOT
and we used a single 1 : 5 telescope to widen the beams to a diameter of ≈ 25 mm
instead of separate telescopes for each axis. The re-pumping light is overlapped with
the cooling light before this telescope and the light is divided to the six beams after
the telescope using polarizing beam splitters.
During the loading phase we used a magnetic gradient of 23 G/cm and a −15 MHz
detuning for the cooling light of the 3d-MOT.
Loading to the magnetic trap and coil details
For the loading to the magnetic trap, we first switched off the cooling light and the
push-beam of the 2d-MOT. Afterwards, we employed a compressed-MOT for 100 ms
by increasing the cooling-light detuning to −26 MHz and reducing the gradient to
11.5 G/cm. This was followed by a 14 ms molasses phase, during which we detuned
to −125 MHz and switched off the magnetic gradient completely. Then, we switched
on the magnetic gradient to 50 G/cm in 300 µs and increased it to the final value of
184 G/cm in 25 ms.
We used no additional optical pumping step and reached a total transfer efficiency
of more than 50% to the magnetic trap, where we trapped the atoms in the state
|F = 1, mF = −1〉.
We used the same pair of coils, in an anti-Helmholtz configuration, for creating
the 3d-MOT and the magnetic trap. The pair of coils is aligned in the horizontal
direction, perpendicular to the transport beam. Each coil has 119 windings and is
placed in a water-cooled housing. The atoms had a distance of about 4 cm to the
coils. In this configuration, the pair of coils yielded 2 · 2.3 G/(cm ·A). As a current
supply, we used a Delta Elektronika Power Supply, SM 70-90.
Evaporation in the magnetic trap
We employed forced evaporative cooling by a microwave (MW) transfer from
|F = 1, mF = −1〉 to the anti-trapped state |F = 2, mF = −2〉. We started with
a detuning of −160 MHz from the bare resonance and ended with a detuning of
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−10 MHz. The total duration of this MW-evaporation was 12 s using a linear ramp
for the MW frequency.
The final atom number after evaporation was about 108 at a temperature of about
20 µK. We used no additional plug laser and stopped the evaporation at the onset of
Majorana losses.
A.1.3. Transport and loading to vertical lattice
Transport
For the transport, we used a single-beam optical dipole trap with wavelength 1064 nm
and beam waist w0 = 40 µm. The maximum trap depth was 100 µK. As a laser, we
used a IPG photonics Ytterbium fiber laser with a bandwidth of 5 nm. The laser had
a maximum output power of 50 W, but we operated it at only 7 W. The laser was sent
through an optical fiber (Crystal Fibre, LMA-PZ-800 with connector SMA 905) and
the intensity after the fiber was stabilized using an AOM (Crystal Technology, CTI
3080-198) before the fiber.
For the transfer to the transport beam, we increased the intensity of the transport
laser beam to its maximum value linearly in 250 ms. Starting at the same time, we
decreased the magnetic gradient to 10 G/cm linearly in 1.3 s. Following this, we
switched off the gradient within 250 ms. We transferred about 107 atoms to the trans-
port beam.
The beam path of the transport beam after the fiber is shown in Fig. A.2. For the trans-
port, we used a linear-motor stage (Newport XMS160). The total transport duration
was 2.5 s. The motional profile of the stage during the transport was s-shaped [185]
with a maximal velocity of 300 mm/s and a maximal acceleration of 2.5 m/s2. The
total transport distance was 13 cm.
Crossed dipole trap and loading to vertical lattice
We created a crossed dipole trap using the lattice beams in x- and y- directions with
their retro-reflections blocked by mechanical shutters (beam waist w0 = 70 µm, laser
wavelength 1064 nm). See Sec. A.2 for details concerning the optical lattice setup.
For the transfer from the transport beam to the crossed dipole trap, we increased the
depth of the crossed trap to 20 µK linearly within 200 ms. Afterwards, we decreased
the depth of the transport beam from its full value to zero linearly in 50 ms.
We employed forced evaporation in the crossed dipole trap by exponentially de-
creasing the trap depth to 10 µK in 1 s.
Then, we exponentially increased the depth of the vertical optical lattice in z-direction
within 200 ms to 40 Er. Afterwards, we decreased the depth of the crossed dipole
trap to zero within 200 ms.
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Figure A.2.: Transport setup. Sketch of the beam path for the transport beam. The collimated
beam is focused using a lens with focal length f = 500 mm. The focus position is moved
by moving two mirrors on a translation stage. The two focus positions are labeled by A and
B. Note that the focus position moves by twice the distance of the translation stage. The
focus is then imaged onto the atoms using a 1:1 telescope (with f = 300 mm lenses). The
beam position orthogonal to the propagation direction can be fine-tuned using a piezo mirror
(Thorlabs, KC1-PZ/M). We changed this orthogonal position with the piezo mirror during the
transport, which allowed for an independent adjustment at both focus positions. The beam
is overlapped with a 3d-MOT axis using a dichroic mirror before the chamber and separated
again using another dichroic mirror after the chamber. Several nonessential elements have
been left out and the drawing is not to scale.
We could then unblock the retro-reflections in x- and y- direction, because both
beams were switched off and the atoms were trapped only by the vertical lattice axis.
Typically we populated 40 antinodes of the vertical optical lattice.
A.1.4. Preparation of a single 2d system and final evaporation
Preparation of a single 2d system
For the preparation of a single 2d system, we employed a technique similar to mag-
netic resonance imaging.
We created a magnetic gradient in z-direction using a single coil, which is displaced
from the atoms by 30 mm in vertical direction (Fig. A.3). We refer to this coil as gra-
dient coil in the following. It had 128 windings and created, at the position of the












Figure A.3.: Setup including coils. 3d drawing of the high-resolution objective, the gradient
coil, the pair of vertical offset coils, and the two vacuum windows of the vertical axis. For
orientation, the optical lattice axes are included in red. Only the holders of the coils are shown
(without the wires). Additional offset coils for the horizontal directions are not shown.
in a water-cooled housing. The current supply was High Finesse, UCS 20/15.
To achieve a high stability of the current, we employed an additional current stabi-
lization. For this, we measured the current through the gradient coil using a current
transducer (Danfysik IT 60-S). We stabilized the current with a transistor operated in
parallel to the gradient coil. The resulting relative stability of the current was on the
order of 10−5.
We increased the vertical gradient exponentially in 1 s to ∂B/∂z = 45 G/cm. This
resulted in a frequency gradient for the |F = 1, mF = −1〉 to |F = 2, mF = −2〉 tran-
sition of ∂ν/∂z = 9.5 kHz/µm. We used additional pairs of offset coils in horizontal
directions to minimize residual gradients in horizontal direction. To achieve this, also
a careful initial spatial alignment of the gradient coil was necessary.
We now turn to the actual preparation procedure. First, we transferred the atoms in
all antinodes from |F = 1, mF = −1〉 to |F = 2, mF = −2〉 using a broad MW-sweep.
To avoid any remaining population in |F = 1, mF = −1〉, we applied an additional
laser pulse on the repump transition 5S1/2, F = 1 to 5P3/2, F = 2.
Afterwards, we applied a position selective HS1 MW-pulse [182] to transfer the atoms
in a single antinode from |F = 2, mF = −2〉 to |F = 1, mF = −1〉. The pulse had
a duration of 5 ms and a sweep width of 3.5 kHz. The remaining atoms in state
|F = 2, mF = −2〉 were removed from the trap by a laser pulse resonant with the
5S1/2, F = 2 to 5P3/2, F = 3 transition.
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Figure A.4.: Dimple trap and potential during the final evaporation stage. a, Sketch of the
dimple beam. The beam for the dimple trap is shone in through the high-resolution objective
(represented as a single lens) with its focus approximately 50 µm above the atom cloud result-
ing in a beam waist of about 10 µm in the plane of the atoms. b, Conservative potential created
by the vertical lattice (blue), the dimple trap (yellow), and the magnetic gradient (purple) as a
function of the horizontal distance x. c, Sum of the potentials shown in b. Without the dimple
trap the potential would be completely tilted and all atoms would escape horizontally.
Magnetic field during final evaporation
For the final evaporation in the single antinode, we employed a magnetic gradient
in horizontal direction of 11.25 G/cm in order to spill out atoms in the horizontal di-
rection (Fig. A.4). To achieve this, we used a pair of offset coils in vertical direction
in addition to the gradient coil (Fig. A.3). The purpose of this offset coils is to shift
the zero point of the magnetic field into the x-y-plane of the atom cloud. For this, the
offset field created by this pair of coils has to compensate the offset field created by
the gradient coil. Additionally, we used offset coils in horizontal direction to position
the magnetic zero outside of the atom cloud within the same x-y-plane. This configu-
ration resulted in an approximately linear field gradient in horizontal direction across
the atom cloud.
To achieve this final configuration, we first reduced the current in the gradient coil
from 20 A to 8 A within 100 ms following an s-shaped function. Then, we increased
the current in the pair of offset coils to yield an offset magnetic field of 24 G, approxi-
mately compensating the offset field created by the gradient coil and resulting in the
aforementioned field geometry. This consisted of a two step process with a first in-























































































Figure A.5.: Sequence during final part of the evaporation and adiabatic lattice loading.
a, Top panel: Optical lattice potential of the z-lattice axis during the evaporation in a single
antinode (red). The lattice ramp for the adiabatic loading of the horizontal lattice axes (purple)
after the evaporation sequence is also included. Middle panel: Depth of the dimple trap.
Bottom panel: Magnetic field created by the pair of offset coils in vertical direction. The
latter controls the strength of the gradient in horizontal direction. b, Combined optical and
magnetic potentials at times during the sequence labeled with corresponding numbers and
vertical dashed lines in a. The depths of the optical potentials in a denote the depths of the
individual potentials without the gradient. The lattice spacing of the horizontal lattice axis in
the bottom panel of b is shown four times larger compared to the actual experimental value
in order to make the periodic modulation visible on the scale of the figure.
exponential function (Fig. A.5).
Dimple trap and final evaporation
To increase the atom number stability, we used an additional dimple trap [186]. It was
created by a laser beam focused through the high-resolution objective. The focus of
the beam was positioned 50 µm above the atom cloud with a waist of w0 = 1.5 µm.
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The antinode, in which the atoms reside, cuts the beam transversally and the beam
had a waist of about 10 µm at this position (Fig. A.4).
For the dimple trap, we used a laser diode with wavelength 850 nm (JDS Uniphase,
SDL-5411-G1, bandwidth 3 nm) that we amplified with a tapered amplifier (M2K, TA-
0850-1500-CM). The beam was fiber-coupled and intensity stabilized using an AOM.
Before shining in the dimple laser, we exponentially reduced the depth of the vertical
lattice from 40 Er to 30 Er in 500 ms (Fig. A.5). Then, we increased the dimple laser
power to its final value within 100 ms. This value was optimized such that a small
portion of the atoms is lost due to three-body recombination of the dense cloud in
the dimple trap. This resulted in an effective stabilization of the atom number at this
stage of the sequence.
Then, we further reduced the depth of the vertical lattice to 20 Er in 500 ms. Without
the dimple trap, all atoms would be spilled out of the trap horizontally in this config-
uration (panel 2 in Fig. A.5b). As a result, we kept only atoms in the dimple trap.
The last step of the evaporation was achieved by reducing the power of the dimple
trap to about 80 % of its maximum value. Adjustment of the final dimple-trap power
allowed for a fine-adjustment of the final atom number.
We then removed the tilt in horizontal direction by decreasing the current in the ver-
tical offset coil to zero within 300 ms. Following this, we reduced the power of the
dimple trap to zero within 200 ms.
In this final configuration the atoms were held only by the vertical optical lattice. This
was followed by the adiabatic loading to the horizontal lattice axes (see also Sec. 3).
The magnetic gradient in z-direction is kept on for the remaining sequence (until the
in situ fluorescence detection).
The total preparation sequence took approximately 20 s.
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Optical lattice setup
We first describe the setup for the lattice axes in x and y-directions. For each axis, we
used a separate fiber amplifier (Nufern, Nuamp 50W). Both amplifiers were seeded
with the same single-frequency solid-state laser (Innolight, Mephisto 2 W). In the
following, we describe only one of the two axes as the setup for both axes was nearly
identical. After the amplification fiber, we reduced the beam diameter with a 3:1
telescope, sent it through an optical isolator (Optics for Research IO-5-1064-VHP),
sent the beam through an AOM (Crystal Technology, 3110-197), and coupled it to an
additional fiber (ams Technologies). The AOM was used for intensity stabilization
up to a maximal lattice depth of 80 Er. For the very deep lattice depths of 3000 Er,
during the imaging phase, we had no intensity stabilization. After the last fiber, we
typically achieved a power of about 10 W.
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After the fiber output, we sent the beam through another optical isolator (Linos-FI-
1060-STI) and a telescope with a f = 50 mm and a f = 60 mm lens. We adjusted
the distance between both lenses to fine-tune the beam size at at the position of the
atom cloud. The beam was focused onto the atoms with a f = 200 mm lens. A
f = 50 mm lens focused the beam onto the mirror used to retro-reflect the beam.
In this configuration the position of the retro-reflected beam at the atom cloud is
insensitive to the tilt of the mirror.
For the lattice in z-direction, we used a high-power solid-state laser (Innolight
Mephisto MOPA 18W). The remaining setup is similar to the horizontal axes. The
main difference is that the retro-reflection stems from the vacuum window in front
of the high-resolution objective.
Determination of the lattice depths and Bose-Hubbard parameters
In order to calibrate the lattice depths, we modulated the lattice intensity and
measured parametric excitations of the atoms from the zeroth to the second Bloch
band. As a result, we observed a resonance in the in situ width of the atom cloud
as a function of the modulation frequency. Our method allowed us to measure
the transition frequency with an uncertainty of 1 − 2%. From the lattice depths,
determined in this way, we calculated the Bose-Hubbard parameters J and U using a
numerical band structure calculation (Sec. 2.4).
During the measurements of correlation functions in Part II, we saw drifts of the
lattice depth of typically 5%. Both errors together lead to an experimental uncertainty
of ∼ 10% for J/U.
For the measurements described in Part III, we tried to minimize drifts of the lattice
depths by repeating the calibration for the horizontal lattice axes after 80 experi-
mental runs. We observed a drift of the lattice depths between these calibrations of
maximally 2%, but in most cases no change was observable.
High-resolution imaging
A detailed account of the high-resolution imaging-setup and -sequence can be
found in Ref. [74] and we only describe changes here. The changes apply to the
measurements in Part II and III.
For the imaging, we increased the lattices depths in all directions with a first ramp
to 80 Er and a second ramp to 3000 Er. We decreased the duration of the first
exponential ramp to 0.2 ms to make sure that the ramp does not cause any local
number-squeezing dynamics [16].
The high-resolution objective has a rather short depth of focus of about 1 µm.
During our measurements, we saw drifts of the imaging system relative to the single
152
A.2. Optical lattices and high-resolution imaging
antinode, in which the atoms are trapped, that were larger than this value resulting
in defocused images. In general, we could compensate for such drifts by moving
the objective in vertical direction using a high-precision ring-piezo mount (PIFOC
P-726, Physik Instrumente). To avoid repeated manual refocusing, we implemented
an auto-focus procedure. The auto-focusing is performed during a sequence that is
repeated constantly while the system is not used for measurements. This sequence
prepares cold clouds and images them (in the same way as the normal sequences
used for the actual measurements) in order to keep the system thermally stable. In
this sequence, we took up to seven pictures of the same cloud with different vertical
positions of the objective (with a reduced illumination time for each picture). We
analyzed these pictures to find the optimum objective position and used the found




B. Numerical methods for correlation functions
The author of this thesis would like to stress that the actual numerical simulations
have not been performed by himself. In particular, the DMRG calculation was per-
formed by Leonardo Mazza, the MPS calculation by Mari Carmen Banuls, and the
QMC calculation by Lode Pollet (see Ref. [29] for further details).
Density-Matrix Renormalization Group (DMRG) and finite-size
scaling
We use a DMRG code with open boundary conditions, which implements the
conservation of the number of particles. The considered system sizes span between
L = 168 and L = 256. The number of retained states m has been chosen in order to
have a truncation error smaller than 10−8 [187]. This results in a relative error for
the shown data which is smaller than 10−3, as estimated via comparison of data for
different m between 185 and 235.
The string correlator is strongly affected by the presence of boundaries and finite-size
effects. We introduce the notation O2P(J/U, l, L) to address the expectation value of
the string correlator of length l obtained from the numerical simulation of a system
of length L. The l sites are always taken in the center of the system to minimize
boundary effects. For the finite size scaling in the inset of Fig. 6.2, we analyzed
correlators O2P(J/U, αL, L) for a fixed fraction α of the total length L (l = αL). We
extrapolated O2P(J/U, α) = limL→∞ O
2
P(J/U, αL, L) using a scaling of the form
O2P(J/U, αL, L) = a + b/L
η [188–190].
To determine (J/U)c, we fitted the extrapolated values with
α = 1/4 α = 1/3 α = 1/2
[( JU )1, (
J
U )2] = [0.23, 0.37] 0.303 0.306 0.296
[( JU )1, (
J
U )2] = [0.24, 0.36] 0.310 0.311 0.299
[( JU )1, (
J
U )2] = [0.25, 0.35] 0.319 0.318 0.305
[( JU )1, (
J
U )2] = [0.26, 0.34] 0.321 0.319 0.311
[( JU )1, (
J
U )2] = [0.27, 0.33] 0.317 0.314 0.309
Table B.1.: Results for (J/U)c for different relative lengths α and fitting intervals [( JU )1, (
J
U )2].
The fitting error for a given α and [( JU )1, (
J
U )2] is below 0.003.
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O2P ∝ exp
(− A[(J/U)1dc − (J/U)]−1/2). The results for (J/U)c appear to be strongly
dependent on the fitting interval [(J/U)1, (J/U)2] and α, as shown in Table B.1.
This large systematic error could be reduced using more advanced finite size-scaling
methods [57, 189], which is beyond the scope of this manuscript. In the inset of
Fig. 6.2, we show the fit using α = 1/2 and [(J/U)1, (J/U)2] = [0.25, 0.35] .
Finite-temperature Matrix-Product-State (MPS) calculation
Thermal equilibrium states for a finite chain of q-dimensional systems can be approx-
imated by MPS using the techniques introduced in [92, 93]. For a chain of length L,
the density matrix can be expressed as a vector in a Hilbert space of larger dimension,
q2L. We approximate this by a MPS of length 2L, where sites 2k and 2k+ 1 correspond
to the k-th site in the physical system. For inverse temperature β = 1/(kBT), the ther-
mal state (up to normalization) is formally identical to the imaginary time evolution
of the identity operator ρ ≈ e−βH = e− β2 H1e− β2 H. To obtain the MPS representation of
this operator, we use a second-order Suzuki-Trotter decomposition of the exponen-
tials, and apply the imaginary time evolution to the initial state corresponding to the
identity operator [92].
Using this method, we have simulated the thermal states of a Bose-Hubbard chain
with length L = 30, for up to n = 4 particles per site. We used an average over sys-
tems with different total atom numbers N, corresponding to the typical atom number
distribution in the experiment, as well as an average over the central 9 sites. The error
of the numerical simulation originates from the Trotter step δ and the bond dimen-
sion parameter D, which controls the number of parameters in the MPS ansatz. Both
errors can be reduced by running simulations with increasing (decreasing) D (δ). We
have used D = 20, δ = 0.05, for which the estimated error is below 10−3.
Quantum Monte Carlo calculations
Numerical results at finite temperature are obtained by using the Quantum Monte
Carlo worm algorithm [191] in the implementation of Refs. [41, 192]. This is an unbi-
ased and statistically exact path integral Monte Carlo algorithm, formulated in con-
tinuous imaginary time, in which two worm operators (corresponding to aˆ and aˆ†
operators) perform local updates in an extended configuration space and hereby di-
rectly sample the Green function. These updates lead to a fast decorrelation between
the configurations resulting in an integrated autocorrelation time of order unity. A
bootstrap analysis shows that the relative error is below 10−3 for the presented data.
It was previously demonstrated that experiments on the Bose-Hubbard model are in
one-to-one agreement with such first principles simulations for realistic system sizes
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(on the order of a million atoms) and temperatures [53]. In our simulations, we as-
sume that temperature scales as T ∼ U which was shown to be a good assumption in
this parameter regime [193].
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C. Calculation for non-local correlations in one
dimension
















− g cos (2φ(x))
]
. (C.1)
We will set h¯ = 1 and drop the hat notation for operators. K is the Luttinger liquid
parameter, and v the sound velocity in the gapless phase, and g describes the strength
of the lattice potential. The fields φ and Π are canonically conjugate variables that
satisfy
[φ(x),Π(x′)] = iδ(x− x′). (C.2)
The string order parameter is given by



















In the following, we will concentrate on limits, where HˆSG is quadratic in the fields








where in the last step we made use of the translation invariance of the system. With
this, we find
O2P(l) ∝ e−(〈φ(0)
2〉−〈φ(l)φ(0)〉) + e−(〈φ(0)2〉+〈φ(l)φ(0)〉). (C.7)































2〉−〈φ(l)φ(0)〉) + e−K(〈φ(0)2〉+〈φ(l)φ(0)〉). (C.11)
Gapless phase
We first study the behavior of the string order parameter for g = 0. The Hamiltonian



























(aq − a†−q)eiqx, (C.14)
where a†q (aq) is the creation (annihilation) operator for the normal mode with mo-
mentum q. The pre-factors are chosen such that:
[aq′ , a†q ] = δ(q
′ − q) (C.15)







showing a gapless spectrum with a linear dispersion relation v|q|.
We are interested in using Eq. C.13 to calculate the behavior of the string order param-
eter for the ground state of the system at zero-temperature. The expectation values in
Eq. C.11 are therefore to be taken in the groundstate of the system |0〉.















Because of aq|0〉 = 0 (for arbitrary q), only the combination aq′a†−q = δ(q′+ q)+ a†q′a−q













2|q| (1− cos(ql)). (C.18)
The integral in this form does not converge. However, we are dealing with an ef-
fective continuum description of a lattice system and momenta have to be limited to
q . 1/a, where a is of the order of of the lattice constant. We can solve this problem





























2|q| (1+ cos(ql)), (C.20)
which is divergent for all l and therefore e−K(〈φ(0)2〉+〈φ(l)φ(0)〉) = 0. In a finite size sys-
tem, however, the q integral should also have a low-momentum cutoff. Implementing
such a cut-off, the integral can be performed and e−K(〈φ(0)2〉+〈φ(l)φ(0)〉) yields a finite-
size correction to the string order parameter. We do not study this here and assume
that the system size is much larger than a, such that e−K(〈φ(0)2〉+〈φ(l)φ(0)〉) ≈ 0.














P(l) = 0. (C.22)
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Gapped phase in harmonic approximation
For small K, we can use a harmonic approximation of the cosine term in HSG


























(aq − a†−q)eiqx, (C.25)







We, therefore, find an energy gap m = (2vgK)1/2 and a quadratic dispersion relation
for small momenta.
The calculation of the correlation functions can be performed in a similar manner as








where we set m˜ = m/v. We can perform the integral
∫
dq 1
(m˜2+q2)1/2 cos(ql) = K0(m˜l)
without momentum cutoff, where we defined K0(x) as the zeroth modified Bessel




(m˜2+q2)1/2 can also be performed analytically yielding a combina-
tion of several special functions. In this case, it is easier to impose a hard momentum




(m˜2+q2)1/2 = A(m˜a), where A(x) is the inverse hyper-
bolic cosecant.






In total, we have
O2P(l) ∝ e−K(〈φ(0)
2〉−〈φ(l)φ(0)〉) + e−K(〈φ(0)2〉+〈φ(l)φ(0)〉) (C.29)











We can simplify this further, by noting that for small x, we have A(x) ≈













Let us inspect some of the important features of this expression. First, we are inter-
ested in the long-distance limit. We know that limx→∞ K0(x) = 0. Therefore, the
string order parameter is
lim
l→∞
O2P(l) ∝ m˜K/2, (C.33)
highlighting an algebraic dependence of the order parameter on the gap of the
system. In particular, the string order parameter is non-zero for m > 0 in the
gapped phase. We would like to note that the exponent of K/2 also appears if the∫
dq 1
(m˜2+q2)1/2 was performed with a smooth momentum cutoff.

















for the long-distance behavior. We therefore find an essentially exponential decay to
a constant value, with a correlation length proportional to 1/m˜.
For short distances, we have K0(x) ≈ const. − log(x) and therefore
O2P(l) ∝ l−K/2. Thus, we recover the behavior of the gapless phase. The full




interpolates between the short-distance algebraic
decay and the long-distance exponential decay. The transition between both forms
happens on a length-scale proportional to 1/m˜. We therefore observe that for a
decreasing gap value m˜, the algebraic decay becomes increasingly dominant.
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D. Calculation for non-local correlations in two
dimensions
We perform a calculation of the non-local correlation function O2(A) defined in








(∇× ~A)2 − g cos(Ax)− g cos(Ay)
]
, (D.1)
which is a continuum version of the Hamiltonian derived in the main text (Eq. 7.36).
~E and ~A are two-dimensional vectors of operators, where we dropped the hat nota-
tion for operators. We introduced different pre-factors in the Hamiltonian to simplify
the notation and to make similarities to the one-dimensional model (Eq. 6.20) more
apparent.
The dual theory is completed by the constraint
~∇~E(r) = N(r) (D.2)
on the Hilbert-space (see Eq. 7.32), which is similar to the Gauss law in ordinary elec-
tromagnetism [194].
In the following calculation, we do not keep track of overall constant pre-factors of
pi etc., in particular related to delta-functions. We will solve the problem in a har-
monic approximation of the cosine-terms in the Hamiltonian. In this approximation,








(∇× ~A)2 + 2g~A2
]
(D.3)














vK ~E(k)~E(−k) + v
K
(k× ~A(k))(k× ~A(−k)) + 2g~A(k)~A(−k)
]
(D.6)
and the Gauss law
ik · ~E(k) = N(k) (D.7)
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in Fourier space.
We can split the vector ~A in a transversal ~At(k) and longitudinal component ~Al(k),
which are defined by the properties
k · ~At(k) = 0 (D.8)
k× ~Al(k) = 0, (D.9)
and perform a similar splitting for ~E(k) [194].
We find that, as a consequence, the Hamiltonian splits into a transverse part Hˆt and a
longitudinal part Hˆl:












vK ~Et(k)~Et(−k) + vK (k×




One can explicitly show that Hˆt and Hˆl commute, and they can, therefore, be simul-
taneously diagonalized.
The Gauss law now reads
ik · ~El(k) = N(k). (D.13)
Notice, that the Gauss law only involves the longitudinal part of ~E. Therefore, it can
be solved together with longitudinal part of the Hamiltonian Hˆl and the transverse
part Hˆt is independent of the constraint.
One can solve Eq. D.13 for El(k) = N(k)/ik and plug the result into Hˆl, which yields
Hˆl in terms of N(k) and ~Al. Interestingly, the resulting term in the Hamiltonian
involving N(k) is proportional to − ∫r,r′ log(|r − r′|)N(r)N(r′). Since a non-zero
eigenvalue of N(r) physically means the presence of a vortex at r, this term resembles
a logarithmic vortex-vortex interaction-energy.
We do not go into further details, because our focus is on the diagonalization of Hˆt.
For this, we introduce normal mode operators ak (a†k) via
~At(k) = iC(k)(ak + a†−k)~et(k) (D.14)
~Et(k) = −C˜(k)(ak − a†−k)~et(k), (D.15)
where ~et(k) is a unit-vector perpendicular to k. The condition on the pre-factors is
2CC˜ = 1 in order to get a commutation relation [ak, a†k˜ ] = δ(k − k˜) for the normal
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ω(k)2 = (m2 + v2k2) (D.17)
m2 = 2Kvg, (D.18)
where ω is the eigen-energy of a mode with wave-vector k and m is the energy gap,
which is non-zero, only if g > 0, within the harmonic approximation.




Importantly, for the loop integral in the exponent, only the transverse part of ~A yields
a non-zero value. We can, therefore, chose the longitudinal part at our will to simplify
the calculation.









Our task is now to calculate the correlators 〈~A(r1)d~r1 ~A(r2)d~r2〉 for all relevant
contributions to the integral.
To be more specific, we will chose a rectangular contour with sites along the x and
y-directions, and d~r1 and d~r2 are, therefore, in x or y-direction. We are, thus, left to
calculate the correlators 〈Ai(r1)Aj(r2)〉, where Ai(r) is the projection of ~A(r) on the
x or y-axis.
For the calculation, we use the Fourier transformed fields. Our first interest is then in
propagators of the form 〈Ai(k1)Aj(k2)〉.
To simplify the calculation, we chose a longitudinal part of ~A with ~Al(k) =
C(k)(bk + b†−k)~el(k), where bk (b
†
k ) are normal-mode operators resulting from the
diagonalization of Hl,~el(k) is a unit-vector in the direction of k, and the constant C is
equal to the constant in front of the transverse component.
With this choice, we find








|r2 − r1| . (D.23)
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Here we have introduced the normalized gap m˜ = m/v. Note, that the correlator
between orthogonal components is zero. For m > 0 the functional form is dominated
by the exponential decay and therefore short-ranged. For m = 0, we find a longer
range 1|r2−r1| behavior.
With this, one can obtain the full rectangular loop integral. First, we note that contri-
butions, where r1 and r2 are on orthogonal sites, vanish. The dominating terms stem
from contributions to the integral, where r1 and r2 are on the same site of the rectan-
gle.
Note that the correlator is divergent, when r1 = r2, which is an artifact, because we
did not use a momentum cutoff to regularize the theory. We can fix this by setting
〈Ai(r1)Aj(r2)〉 = const. for |r1 − r2| < a, where a is the lattice constant (see, e.g.,
Ref.[122]). With this, we do not expect to change the long-range behavior of the loop
correlation function.
Evaluating the resulting integral, one finds the dominant long-range contribution
log(W(A)) ∝ −K L log(L) (D.24)
for m = 0, where L is the linear extension of the contour, and
log(W(A)) ∝ −K L (D.25)
for m > 0.
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