Abstract. Dynamic stochastic optimization problems with a large (possibly infinite) number of decision stages and high-dimensional state vector are inherently difficult to solve. In fact, scenario tree based algorithms are unsuitable for problems with many stages, while dynamic programming type techniques are unsuitable for problems with many state variables. This article proposes a stage aggregation scheme for stochastic optimization problems in continuous time, thus having an extremely large (i.e., uncountable) number of decision stages. By perturbing the underlying data and information processes, we construct two approximate problems that provide bounds on the optimal value of the original problem. Moreover, we prove that the gap between the bounds converges to zero as the stage-aggregation is refined. If massive aggregation of stages is possible without sacrificing too much accuracy, the aggregate approximate problems can be addressed by means of scenario tree based methods. The suggested approach applies to problems that exhibit randomness in the objective and the constraints, while the constraint functions are required to be additively separable in the decision variables and the random parameters.
Introduction
We study a class of continuous-time stochastic optimization problems which may have a high-dimensional state space. For this problem class, traditional solution methods based on dynamic programming are impractical. Although stochastic programming based approaches can cope with large numbers of decision variables, they only apply to problems with few decision stages. To bypass these difficulties, we extend the stage-aggregation scheme developed in [19] for discrete-time stochastic programs to the continuous-time case. This will enable us to approximate problems with a continuum of decision stages by aggregated problems with finitely many (few) decision stages, at each of which only a finite number of random variables is observed. The resulting aggregated problems are thus promising candidates for numerical solution via scenario tree based methods [4] .
In stochastic programming, stage-aggregation was previously investigated in [3, 19, 27] for problems with a finite and in [12, 13, 17] for problems with a (countably) infinite planning horizon. The method in [19] , which constitutes the basis of our analysis, constructs two stage-aggregated problems by perturbing the stochastic data process and the information structure of the original problem.
This essentially amounts to manipulating the timing of data revelation. If the observation of new data is artificially delayed, then the aggregated problems provide upper bounds on the minimum of the original problem. In contrast, if future observations are foreseen some time ahead, we obtain lower bounds.
The continuous-time setting considered here allows us to study the asymptotic properties of the aggregated problems when their temporal granularity is refined.
Our main contribution is to show that the optimal values of the aggregated problems converge to the optimal value of the original problem when the number of stages tends to infinity. This result may also provide insights on how to approximate discrete-time models with a large but finite number of stages. Our method applies to continuous-time versions of linear stochastic programs with random objective and right hand side coefficients but deterministic constraint matrices.
The structure of this paper is as follows. Section 2 introduces the notations and terminology, while Section 3 gives the problem specification. The development of a universal stage-aggregation scheme then proceeds in several steps.
First, Section 4 introduces a penalty based reformulation of the original problem.
Subsequently, Section 5 embeds the penalized problem of Section 4 into a family of perturbed stochastic optimization problems, the perturbation parameters being the underlying data and information processes. Section 6 identifies certain problems in the parametric family of Section 5 which have finitely many stages and provide bounds on the unperturbed problem. Finally, Section 7 demonstrates that the bounds of Section 6 can be made arbitrarily tight if the number of stages in the aggregated problems tends to infinity.
Preliminaries
All random objects in this article are defined on a complete probability space (Ω, A, P ), which is referred to as the sample space. Moreover, we let T := [0, T ] be a finite time interval, T := B(T) the Borel field on T, and λ the Lebesgue measure on T . We say that x is a stochastic process with state space R n if x = {x t } t∈T , and each random variable x t maps (Ω, A) to the Borel space (R n , B(R n )). All stochastic processes considered below are assumed to be of this kind, i.e., they share the same index set T and have finite-dimensional Euclidean state spaces.
By convention, random objects (i.e., random variables or stochastic processes) appear in boldface, while their realizations are denoted by the same symbols in normal face. The stochastic process x is called S-measurable if S is a σ-algebra on T × Ω and the assignment (t, ω) → x t (ω) represents a measurable mapping from (T × Ω, S) to (R n , B(R n )). We say that two stochastic processes x and x ′ with the same state space R n are almost everywhere identical if x t (ω) = x ′ t (ω) for λ ⊗ P -almost all (t, ω). Sometimes, we use the short-hand notation x ∼ x ′ to describe this relationship. For 1 ≤ p ≤ ∞ we denote by L p n (T × Ω, S, λ ⊗ P ) the Banach space of equivalence classes of almost everywhere identical stochastic processes valued in R n that are S-measurable and bounded with respect to the p-norm on (T × Ω, S, λ ⊗ P ). For an arbitrary filtration G := {G t } t∈T on the probability space (Ω, A, P ), we define 1 S(G) := {A ∈ T ⊗ A | {ω ∈ Ω|(t, ω) ∈ A} ∈ G t ∀ t ∈ T} .
It can easily be verified that S(G) represents a sub-σ-algebra of T ⊗A. Moreover, one can show that S(G) is generated by the class of bounded real-valued stochastic processes which are T ⊗ A-measurable and G-adapted. Consequently, every S(G)-measurable stochastic process is T ⊗ A-measurable and G-adapted. Let M be the completion of T ⊗ A and denote by M(G) the completion of S(G) with respect to λ⊗P . For any x ∈ L 1 n (T×Ω, M, λ⊗P ) there exists an M-measurable process x ′ such that x ′ t = E(x t |G t ) almost everywhere with respect to λ ⊗ P and for suitable versions of the conditional expectations. In fact, x ′ can be taken to be the G-predictable or G-optional projection [8] of any T ⊗ A-measurable process in the equivalence class of x. By using Fubini's theorem, one verifies that x ′ is unique up to a set of λ ⊗ P measure zero. Moreover, one can show x ′ to be M(G)-measurable and integrable with respect to λ ⊗ P . If the filtration G is constant in the sense that G t ≡ G for all t ∈ T, we denote x ′ by E(x|G) and refer to it as the conditional expectation process of x given G.
If x is a real number, then [x]
+ denotes max{0, x}, while ⌈x⌉ stands for the smallest integer in [x, +∞) and ⌊x⌋ for the largest integer in (−∞, x].
Problem formulation
Let η and ξ be two M-measurable stochastic processes with state spaces R k and R l , respectively. We also introduce the combined data process ζ which is defined 1 We use the same symbol '⊗' to denote product measures and product σ-fields, see [7] .
through ζ t := (η t , ξ t ), thus having state space R k+l . We will restrict attention to data processes with rcll sample paths ('rcll' stands for 'right-continuous with left limits'). By convention, such processes are termed rcll. At any time t, the decision maker is assumed to have complete information about the past realizations of the process ζ, but only distributional formation about its future. The information F t available at time t is therefore represented as the σ-algebra generated by all observations up to time t, that is, F t := σ(ζ s |0 ≤ s ≤ t). We use the convention F := F T and let F := {F t } t∈T be the filtration induced by the data process.
Without loss of generality, we may identify the σ-field A with the P -completion of F . It represents the maximal σ-algebra on Ω that is needed throughout this article. As ζ is rcll, F is countably generated, see e.g. [22, § I.4.21] . Hence, M is countably generated up to λ ⊗ P -null sets, which implies via a classical result
The decision-maker's policy 2 will be characterized by a stochastic process x with state space R n . It assigns to every time point t ∈ T and scenario ω ∈ Ω a vector of n decisions x t (ω). By convention, we let X := L ∞ n (T × Ω, M, λ ⊗ P ) denote the basic policy space. However, policies may not be chosen freely from X but are subject to different constraints. We will always assume below that those constraints which are independent of ζ can be brought to the form
This representation involves a multifunction Γ : T ⇉ R n , two matrix-valued mappings W 1 , W 2 : T → R n×n , and a vector-valued mapping h : T → R n . We now introduce a family of subsets of the basic policy space X which will be relevant for our subsequent analysis.
Definition 3.1. For any filtration G := {G t } t∈T on the sample space, we set 2 Equivalently, policies will be referred to as strategies, decision rules, or decision processes. 3 Most applications require less than n dynamic constraints. In these cases, we assume simply that some rows of W 1 , W 2 , and h vanish identically.
Moreover, we let X c (G) be the collection of all x ∈ X(G) that satisfy the constraints (3.1).
Thus, X c (G) contains all (equivalence classes of) bounded, measurable, and G-adapted stochastic processes subject to a set of dynamic and pointwise constraints independent of the data process. We say that M(G)-measurable decision processes are non-anticipative with respect to G.
This article studies nonlinear stochastic optimization problems of the form
Note that the set of admissible strategies is given by X c (F), expressing the natural requirement that decisions must be non-anticipative with respect to the filtration induced by the data process. The scalar function c : R n ×R k ×T → R characterizes the instantaneous cost rate, while the vector-valued function f :
is used to express a set of pointwise constraints depending on the data process.
Unless otherwise noted, the following conditions are assumed to hold below:
(C1) c is Borel measurable, c(·, η, t) is convex, and c(x, ·, t) is concave; f is Borel measurable and additively separable, f (x, ξ, t) = f 1 (x, t) + f 2 (ξ, t), where f 1 (·, t) and f 2 (·, t) are componentwise convex; (C2) there are convex nondecreasing functions ψ x , ψ η , ψ ξ :
(C3) the data process is a Markov martingale with rcll sample paths, while the random variables sup t ψ η (|η t |) and sup t ψ ξ (|ξ t |) are P -integrable;
Convexity and monotonicity imply that the growth functions ψ η and ψ ξ are continuous.
Hence, as the data process is rcll, sup t ψ η (|η t |) and sup t ψ ξ (|ξ t |) are in fact random variables.
(C4) the multifunction Γ is Borel measurable, bounded, and nonempty convex closed-valued; W 1 , W 2 , and h are Borel measurable and bounded;
(C5) problem P ∞ is feasible.
Condition (C1) requires the constraints to be additively separable with respect to decision variables and random parameters. Note that, by choosing f appropriately, certain components of x and ξ can be tied together. In this way, the data process ξ can impact the dynamic integral constraints in (3.1). This dependence is left implicit in order to simplify our exposition. The requirement that the data process ζ be Markovian will be crucial in Sections 6 and 7. However, the somewhat restrictive martingale requirement is only introduced to enhance transparency and will later be relaxed (see Remark 7.9).
Problem P ∞ can be seen as a continuous-time generalization of a linear multistage stochastic program with deterministic constraint matrices and random objective and/or right hand side coefficients. Problems of this type arise e.g. in inventory control [16] , power system operation and scheduling [21] , the management of interest-bearing bank deposits [14] , the valuation of electricity derivatives [15] , supply chain management [2] , airline revenue management [9] , etc.
Remark 3.2 (Path-dependent constraints). Problem P ∞ and the subsequent results can be readily generalized to allow for path-dependent constraints of the form
where each τ i : T → T is Borel measurable and satisfies τ i (t) ≤ t for all t ∈ T, i = 1, . . . , d. In analogy to (C1), one must require the Borel-measurable constraint function f : R n×d × R l × T → R m to be additively separable and convex in the decision variables and the random parameters. For simplicity of presentation, we do not consider this more general problem here.
In the remainder of this section we study the structural properties of X c (G),
where G := {G t } t∈T denotes an arbitrary filtration on the sample space. To this end, we first establish an auxiliary result about the linear space X(G).
The proof of this general result about stochastic processes is relegated to Appendix A. Next, we introduce the linear space
It is well-known that the pairing (3.3) leads to a natural identification of continuous linear functionals on V and elements of X. In this sense, X is dual to V .
Moreover, every v ∈ V defines a continuous linear functional x → x, v on X (but not every continuous linear functional on X is representable in this way).
The weak* topology on X is the coarsest topology preserving continuity of all linear functionals associated with elements of V , see e.g. [11, § V] . By the remarks at the beginning of Section 3, V is separable, which implies that the weak* topology on X is metrizable on bounded sets [11, Theorem V.5.1] . This is a crucial prerequisite for the applicability of certain epi-convergence results needed below.
Proposition 3.4. X c (G) is a weak* compact subset of X.
Proof. Set δ Γ (t, x) = 0 for x ∈ Γ(t), and δ Γ (t, x) = +∞ otherwise. By (C4) 
is well-defined by [26, Proposition 14.58] . Moreover, I δ Γ is proper and convex since Γ is convex-valued and since any x feasible in P ∞ satisfies I δ Γ (x) = 0; note that at least one such x exists by (C5). Next, introduce the conjugate integrand [25, Theorem 5] that I δ Γ is lower semicontinuous (lsc) with respect to the weak* topology on X, and thus X Γ := {x ∈ X|I δ Γ (x) ≤ 0} is weak* closed.
Let us now introduce a deterministic process h ∈ X with h t = h(t) and a bounded linear operator W : X → X defined through
Since W 1 and W 2 are bounded deterministic functions valued in R n×n , we can invoke Lemma 3.3 to show that the process W (x) is well-defined and contained in X. Define X W := {x ∈ X | W (x) ∼ h} and note that
For every v ∈ V the assignment x → W (x), v represents a bounded linear functional on X and is easily shown to be weak* continuous. Hence, X W is weak* closed as an intersection of (uncountably many) weak* closed hyperplanes.
Next, let P G : X → X be the projection which maps x to the process x ′ with the property that x ′ t = E(x t |G t ) almost everywhere with respect to λ ⊗ P . By using the law of iterated conditional expectations and Fubini's theorem, one can show that X(G) := {x ∈ X|P G (x) ∼ x} is a weak* closed subspace of X.
and weak* closed. By Alaoglu's theorem, X c (G) is thus weak* compact.
Note that X c (G) is nonempty for any choice of G. By assumption (C5), it is nonempty at least for G = F. Moreover, any x ∈ X c (F) can be projected to a 'deterministic' process
. It is easily verified that
, where G may be any filtration on the sample space (a more general statement will be proved in Proposition 6.2). We conclude this section with a simple example problem of the type P ∞ that satisfies the conditions (C1)-(C5).
Example 3.5. Consider a hydropower producer who operates a single pumped storage power plant over a finite planning horizon T. At any time t ∈ T, electric energy can be bought or sold on the spot market at price η t , while new (potential) energy becomes freely available at rate ξ t in the form of precipitation runoffs and melt water. The portion x infl,t ≤ ξ t is fed into the reservoir, and the residual amount ξ t − x infl,t is immediately spilt. We denote by x sell,t the rate of energy sold, and by x buy,t the rate of energy bought on the spot market. Only a fraction ǫ p ≤ 1 of all purchased energy quantities can effectively be stored in the reservoir for later resale; the rest is dissipated in the pumps and generators of the power plant. Reservoir content at time t is denoted by x store,t . We use the standard notation ζ = (η, ξ) to denote the data process and let
be the (n = 4)-dimensional decision process. Moreover, F denotes the filtration generated by ζ. Assuming risk-neutrality, the objective is to minimize expected costs from spot market transactions, i.e.,
where c buy and c sell stand for the variable operating costs. The continuity equation
for reservoir storage gives rise to a dynamic constraint of the form
while some physical capacity restrictions apply to the generation, pumping, and inflow rates as well as to reservoir content:
We denote by X c (F) the usual set of essentially bounded decision processes which are non-anticipative with respect to F and satisfy the constraints (3.5). Only one additional constraint depends explicitly on the data process:
Problem P ∞ thus consists in minimizing (3.4) over all x ∈ X c (F) subject to (3.6).
The price and inflow rate processes are driven by two independent standard Brownian motions w η and w ξ on (Ω, A, P ), that is, η and ξ are defined through
with deterministic initial data η 0 and ξ 0 .
In this simple example, assumption (C1) trivially holds, while (C2) holds with ψ x (u) := max{1, 2u} and ψ η (u) := ψ ξ (u) := u for u ∈ R + . By definition, ζ represents a Markov martingale with continuous sample paths. Standard results on Brownian motion [22] can be used to show that the random variables sup t ψ η (|η t |) and sup t ψ ξ (|ξ t |) are integrable with respect to P . Thus, condition (C3) follows.
Bearing in mind the specific structure of the dynamic and pointwise constraints (3.5), assumption (C4) is evident if the mappings Γ, W 1 , W 2 , and h are defined in the obvious way. Finally, the feasibility condition (C5) holds since the deterministic 'spill-everything' strategy (x buy,t ≡ x sell,t ≡ x infl,t ≡ 0, x store,t ≡ x store,0 ) satisfies the constraints (3.5) and (3.6), while having zero objective value.
Relaxation
For every nonnegative π ∈ R m we introduce an auxiliary stochastic program P π .
By construction, P π represents a relaxation of P ∞ , in which violations of the explicit constraints are subject to proportional penalty costs. Observe that π is conveniently interpreted as a vector of constraint violation prices. The notation ' P π ' is in line with our convention to denote the original problem by ' P ∞ '. In fact, P ∞ is recovered from P π by letting all components of π tend to infinity.
Proposition 4.1. For every ε > 0 there exists a nonnegative π ∈ R m such that
Proof. Let e be the m-vector whose components are all 1's. Moreover, for every ν ∈ N, let g ν be the objective function of problem P νe (corresponding to the penalty vector π = ν e). This functional is finite, convex, and weak* lsc on X.
Finiteness and weak* lower semicontinuity follow from [24, Corollary 2A], which applies due to the assumptions (C2) and (C3). 5 Next, define the extended-real-
Proposition 3.4 implies that γ ν is proper, convex, and weak* lsc on X. Finally, introduce another extended-real-valued functional γ by setting
By construction, {epi γ ν } ν∈N constitutes a decreasing sequence of convex closed epi γ ν = epi γ , the set limit being taken in the sense of Painlevé-Kuratowski. Thus, γ ν epiconverges to γ. Let then x ν be a minimizer of γ ν . Note that x ν exists because the effective domain of γ ν is weak* compact and since γ ν is proper and weak* lsc.
As the sequence {x ν } ν∈N ⊂ X c (F) has a weak* accumulation point, we conclude
convex integrand that is M-measurable in (t, ω) and convex continuous in x [26, Example 14.92]. 6 We assume in this proof that X × R is endowed with the product of the weak* topology on X and the Euclidean topology on R.
The above reasoning implies that the sequence {inf P νe } ν∈N converges from below to inf P ∞ , and thus the claim follows.
As a byproduct, the proof of Proposition 4.1 reveals that the functional γ is weak* lsc. In fact, its epigraph is closed since it is representable as an intersection of closed sets. Being covered by X c (F), the level sets of γ are therefore weak* compact. Since γ is also proper by assumption (C5), we may conclude that problem P ∞ is solvable and has a finite minimum.
In the remainder, we will develop an approximation scheme for the relaxed optimization problem P π , assuming that the penalty vector π is held constant and that P π represents an acceptable approximation for P ∞ (as we have seen, this can always be enforced by choosing large penalties). It is worthwhile to remark that, in reality, constraints are not always required to hold strictly -especially if they depend on uncontrollable random parameters. Instead, some constraints may be violated at a certain cost. In these cases, the penalty formulation P π arises naturally, and we may consider P π as the 'true' problem to be solved.
As the penalty vector π is kept fixed, below, we will henceforth refer to P π simply as P, that is, we drop the subscript 'π' for notational simplicity. Working with P instead of P ∞ has distinct technical advantages. In fact, the next section introduces a reformulation of P as a min-max problem, where minimization is over a primal and maximization over a certain dual feasible set. For problem P both the primal and dual feasible sets turn out to be bounded, which will facilitate the convergence proof in Section 7 (see Proposition 7.3).
Example 4.2. In Example 3.5, the approximation of P ∞ by a relaxed problem P ∼ = P π , in which violations of the constraint (3.6) are possible at finite cost, requires selection of a suitable penalty vector π. If the spot price η t has low probability of exceeding some threshold level η + in the interval T, then the choice π = η + /ǫ P guarantees that inf P is only slightly smaller than inf P ∞ ; the intuition behind this argument is outlined in [18, § 6.4 ] in a slightly different context.
Lagrangian reformulation
The first step towards a flexible approximation scheme consists in embedding P into a larger family of perturbed stochastic optimization problems. To this end, let G = {G t } t∈T and H = {H t } t∈T be arbitrary filtrations on the sample space. As in the discrete-time case considered in [19, § 2], we define a family of optimization problems, which depend parametrically on the two filtrations G and H as well as on the data processes η and ξ.
Note that problem P is equivalent to P(F, F; η, ξ) since F represents the filtration generated by η and ξ. The approximation scheme to be developed below will be based on a Lagrangian reformulation of the parametric optimization problems under consideration. To this end, we introduce the Lagrangian density L : Proposition 5.2. Let G and H be arbitrary filtrations on the sample space and assume that η and ξ are arbitrary processes satisfying (C3). Then, we find
Proof. The proof is a straightforward generalization of the argument in [27, § 4], which applies to the linear case in discrete-time.
Stage-aggregation
As in the discrete time case considered in [19] , we introduce two aggregation operators ↑ and ↓ mapping the index set T to itself. We refer to ↑ and ↓ as a pair of upper and lower aggregation operators if the following axioms are satisfied:
(i) monotonicity: both ↑ and ↓ are monotonically increasing;
(ii) idempotence:
Here, 'id' stands for the identity mapping on T. As follows from the above axioms, the two aggregation operators are uniquely determined by their fixed point sets {t | ↑ (t) = t} and {t | ↓ (t) = t}. Note that these sets coincide with the ranges of ↑ and ↓, respectively, and are equal by the idempotence property (ii). The basic axioms further imply that ↑ is left-continuous, while ↓ is right-continuous.
A pair of aggregation operators with 2 J + 1 evenly spaced fixed points (J ∈ N), for instance, is obtained by setting than t. The information flow associated with the time changed filtrations G ↑ and G ↓ is not continuous but bursty. It conveys information in shocks that occur at the (typically isolated) fixed points of the aggregation operators.
As in the case of the information processes, it proves useful to work with time-changed data processes. In fact, we let ζ ↑ and ζ ↓ be determined through
and ξ ↓ are defined accordingly in the obvious way. Notice that the time-changed data processes ζ ↑ and ζ ↓ can be viewed as approximations for ζ, whose sample paths are constant except at the fixed points of the aggregation operators. The corresponding induced filtrations are constructed as usual, that is,
By construction, at any time t, the filtrations F ↑ and F ↓ provide full information about the data process at all fixed points of the aggregation operators up to time ↑ (t) and ↓ (t), respectively. The restriction to these fixed points implies that F ↑ is a subfiltration of G ↑ , while F ↓ is a subfiltration of G ↓ . We emphasize that, unlike G ↑ and G ↓ , the filtrations F ↑ and F ↓ provide no information about the path of the data process between the fixed points of the aggregation operators.
Let us now elaborate a useful connection between the newly introduced filtrations, which relies on the Markov property of the data process. To motivate this result, fix some t ∈ T, and assume that we want to predict the value of a random variable ϕ which depends on the path of the data process ζ up to time ↓ (t). We also assume that we only have incomplete information about ζ, that is, we can observe ζ only at times {↓ (s)} s≤t . Our information set thus corresponds to F ↓ t , and our best prediction of ϕ is E(ϕ|F ↓ t ). Lemma 6.1 below asserts that we cannot improve this prediction if ζ becomes observable at all time points {↓ (s)} s≤T and our information set increases to F ↓ . This result follows from the Markov property of the data process (see assumption (C3)), which ensures that past and future values of ζ are conditionally independent given the present value.
Lemma 6.1. The following hold for all t ∈ T:
Proof. Select an arbitrary t ∈ T and set
It is easily verified that H is a real vector space of bounded functions which contains all constant functions and is closed under uniform convergence. Moreover, if {ϕ i } i∈N is a sequence of nonnegative functions in H which converges pointwise from below to some bounded ϕ, then ϕ ∈ H (use the monotone convergence theorem for conditional expectations). Next, define
with 0 ≤ t i ≤ ↓(t) for all i = 1, . . . , I} .
Note that M is closed under multiplication. Moreover, the σ-algebra generated by M coincides with G ↓ t = σ(ζ s |0 ≤ s ≤ ↓(t)). Let us next show that M ⊂ H. To this end, choose an arbitrary ϕ = I i=1 ϕ i ∈ M. It is straightforward to verify that ϕ is bounded and G ↓ t -measurable since ϕ i is bounded and 0 ≤ t i ≤ ↓ (t) for all i = 1, . . . , I. Besides that, we have E(ϕ|F ↓ t ) = E(ϕ|F ↓ ) P -a.s. since the sets of random vectors {ζ t i } I i=1 and {ζ ↓(τ ) } ↓(τ )>↓(t) are conditionally independent given {ζ ↓(τ ) } ↓(τ )≤↓(t) . Conditional independence is a direct consequence of the Markovian nature of the data process ζ, see e.g. [19] . Therefore, ϕ ∈ H, which implies that M ⊂ H. By the monotone class theorem [7, § I.21], we may thus
P ). This observation establishes (i). The proof of (ii) is analogous.
We can use Lemma 6.1 to show that conditional expectation with respect 
. Without loss of generality we assume that x is G ↓ -adapted and set x ↓ := E(x|F ↓ ). By the defining properties of conditional expectation processes (see Section 2) and by applying Lemma 6.1(i) to each x t , t ∈ T, one easily shows that
Next, set δ Γ (t, x) = 0 for x ∈ Γ(t), and δ Γ (t, x) = +∞ otherwise. Since x t ∈ Γ(t) except on a set of λ ⊗ P measure zero, we obtain
All integrals are well-defined, as follows from the argumentation in the proof of Proposition 3.4. The first inequality follows from the conditional Jensen inequality, which applies since Γ is convex-valued. As all inequalities must be binding, we conclude that x ↓ t ∈ Γ(t) except on a set of λ ⊗ P measure zero. This also implies that x ↓ is λ ⊗ P -essentially bounded. Furthermore, by using Fubini's theorem, one verifies that x ↓ t satisfies the dynamic constraints specified in (3.1). This establishes (i). The assertions (ii)-(iv) are proved in a similar fashion.
We are now ready to construct bounds on inf P. To this end, we rewrite P as a min-max problem (see Proposition 5.2) in which competing primal and a dual decision makers attempt to minimize and maximize the problem Lagrangian, respectively. Lower bounds are obtained by allowing the primal decision maker to foresee future observations some time ahead and by delaying the dual decision maker's information inflow. In doing so, we enlarge the primal feasible set from X c (F) to X c (G ↑ ) and reduce the dual feasible set from Y c (F) to Y c (G ↓ ). At the same time, the data processes η and ξ are replaced by η ↑ and ξ ↓ , respectively.
By using Jensen's inequality, one can show that this substitution preserves the lower bounding property of the approximate problem. In a last step, we replace
Since the Markovian data processes are memoryless, this reduction of the primal and dual feasible sets has no effect on the optimal value of the lower bounding problem. Upper bounds are obtained analogously. The following theorem formalizes the above reasoning.
Theorem 6.3. If the data process represents a Markov martingale, then
Proof. With Proposition 6.2 at our disposal, this theorem becomes a simple corollary of the Theorems 3 and 4 in [19] , which cover a similar result in discrete time.
The only difference is that here we have to invoke Fubini's theorem to interchange conditional expectations and time integrals. For the sake of brevity, we merely outline the proof idea and refer to [19] for the details.
By using the relation G ↓ ⊂ F ⊂ G ↑ , the martingale property of the data process, and the conditional Jensen inequality, one first shows that
Next, one employs Proposition 6.2 to derive the equalities
and thus the claim follows.
Remark 6.4. A crucial idea of our aggregation scheme is to distinguish primal and dual information processes, which are either coarsened or refined when constructing bounds. In a discrete-time setting, Wright has studied situations in which aggregation bounds can be obtained by only coarsening the information processes, while the data processes are not (explicitly) modified [27] . A related aggregation scheme was suggested by Casey and Sen [5] . Both approaches are likely to carry over to the continuous-time setting, but their applicability seems to be restricted to special problem structures with random parameters only appearing either in the objective or in the constraints. Moreover, the resulting fully aggregated problems only provide either lower or upper bounds.
If we select aggregation operators with a finite number of fixed points, then the approximate optimization problems of Theorem 6.3 involve finitely many different (scalar) random parameters. Since only the distribution of these parameters has practical relevance, the approximate problems can principally be formulated on a finite-dimensional probability space. Note, however, that the original problem P is generically built on an infinite-dimensional probability space.
By reducing the dimensionality of the probability space from infinite to finite, Once a finite parametrization of the decisions in each stage and scenario has been established, the approximate problems can be addressed via standard stochastic programming techniques, which rely on discretizing the uncountable (but finite-dimensional) probability space [4] . Discretization is performed, for example, by using techniques developed in [20] and amounts to retaining only a finite number of scenarios, which are arranged in a tree structure.
A systematic description of the additional approximations complementing stage-aggregation is beyond the scope of this article. It should be emphasized, however, that stage-aggregation constitutes the key approximation since it is directly aimed at breaking the exponential growth of the arising scenario tree.
Convergence
Consider now two sequences of aggregation operators {↑ J } J∈N and {↓ J } J∈N such that each pair (↑ J , ↓ J ) satisfies the axioms of monotonicity, idempotence, and ordering. Below, we will always assume that these sequences are monotonic, that is, ↑ J+1 ≤ ↑ J and ↓ J+1 ≥ ↓ J for all J ∈ N. Moreover, we also assume that {↑ J } J∈N and {↓ J } J∈N converge uniformly to the identity mapping on T. Observe that uniform convergence is implied by pointwise convergence and that convergence of {↑ J } J∈N implies convergence of {↓ J } J∈N and vice versa. This follows from the defining properties of the aggregation operators.
converge to the original problem P as the refinement parameter J tends to infinity.
We split the convergence proof into a series of simpler lemmas and propositions, first investigating the asymptotic properties of the primal and dual feasible sets.
This motivates us to consider the weak* topology on the dual decision space Y .
Like in the case of the primal decision space X, the weak* topology on Y is the coarsest topology preserving continuity of the linear functionals
Adapting the arguments of Section 3, one can show that the weak* topology on Y is metrizable on bounded sets and that Y c (H) is nonempty and weak* compact for any filtration H on the sample space.
where 'weak*-cl' denotes closure with respect to the weak* topology on Z.
Proof. For brevity of exposition, we consider only the case Z = X. The case Z = Y requires no additional ideas. As for statement (i), it suffices to show that the intersection of all X c (G respect to the P -completion of the σ-algebra G ↑ J,t . Since this statement holds true for all J ∈ N, we may conclude that x t is F + t -measurable for λ-almost all t ∈ T, where F + t denotes the P -completion of the σ-algebra 
In conclusion, x is almost everywhere equivalent to some T ⊗ A-measurable process adapted to F, thus being M(F)-measurable.
Collecting the above results, we find that x ∈ X c (F).
As for (ii), notice that X c (F) ⊃ weak*-cl(
is contained in X c (F), the latter being closed with respect to the weak* topology on X. By definition, any x ∈ X c (F) satisfies the constraints (3.1), and thus it remains to be shown that X(F) ⊂ H, where
We now proceed with a monotone class argument. It is easily verified that H is a real vector space of bounded functions which contains the constant functions. As strong convergence implies weak* convergence, H is closed under uniform limits.
Moreover, if {x
i } i∈N is a sequence of nonnegative elements of H which converges pointwise from below to some bounded x, then, by the dominated convergence theorem, {x i } i∈N converges to x also with respect to the weak* topology on X.
Thus, we have x ∈ H. For the further argumentation, we define
Uniform convergence of {↑ J } J∈N and {↓ J } J∈N to the identity mapping implies that T ′ is dense in T. Next, we define
which is closed under multiplication. In order to prove M ⊂ H, we select an arbitrary x ∈ M, which is determined by r, s ∈ T ′ and A ∈ F r . By construction of T ′ , there are J r , J s ∈ N such that r is a fixed point of ↓ Jr while s is a fixed point of ↓ Js . As the lower aggregation operators are monotonically increasing with J,
we may conclude that r and s are fixed points of ↓ J for all J ≥ max{J r , J s }. It is then easy to see that x ∈ X(G ↓ J ) for all J large enough, which implies that x ∈ H. Next, observe that the σ-algebra generated by M coincides with M(F).
In fact, the sets of the form [r, s) × A with r, s ∈ T ′ and A ∈ F r generate the F- Lemma 7.2. Let g J , J ∈ N, and g be convex weak* lsc functionals from Z to R, where Z ∈ {X, Y }. Moreover, assume that g J → g pointwise as J → ∞.
Proof. Without loss of generality, we may focus on the case Z = X. Assume first that {g J } J∈N is monotonically increasing, and let γ J be the extended-real-valued functional defined through γ J (x) = g J (x) for x ∈ X c (G 
This establishes (i). Assume next that {g J } J∈N is decreasing. While leaving γ unchanged, we redefine γ J as follows: set γ J (x) = g J (x) for x ∈ X c (G As before, γ J epi-converges to γ. We let x J again denote a minimizer of γ J . As the sequence {x J } J∈N ⊂ X c (F) has a weak* accumulation point, we conclude
This establishes assertion (ii).
Armed with the convergence results of Lemma 7.2, we are now in a favorable position to study the asymptotic properties of some approximate optimization problems which preserve the original data process, but whose primal and dual 
Proof. Consider the mapping
By the special structure of the Lagrangian density, ℓ(x, ·) is the sum of a bounded linear functional in y and a constant for every x ∈ X, and it is easily shown to be weak* continuous. Moreover, ℓ(·, y) is convex and weak* lsc in x for every nonnegative y ∈ Y . Weak* lower semicontinuity follows from [24, Corollary 2A] , which applies due to (C2), (C3), and the essential boundedness of y. The aforementioned regularity conditions also imply that ℓ is in fact finite on its entire domain.
For every J ∈ N, introduce the optimal value functionals
and define
As ℓ(x, ·) is weak* continuous and Y c (G ↑ J ) is weak* compact, the maximum in (7.1) is attained. Finiteness of ℓ then implies that g J is finite on its domain. Observe also that g J is convex and weak* lsc since it is the supremum of (uncountably many) convex weak* lsc functions. A similar reasoning shows that g is convex, weak* lsc, and finite on its domain. 
where the second equality follows from Lemma 7.2(ii). This establishes assertion (i). The proof of (ii) is widely parallel and will thus be omitted.
Even though Proposition 7.3 provides valuable insights into the convergence behavior of optimization problems with time-changed information processes, we need additional results that include also the effects of the time-changed data processes. The following exposition works towards this goal (see Lemmas 7.4 and 7.5 as well as Proposition 7.6). In a first step, we investigate the continuity properties of the data process.
Lemma 7.4. Under the standard assumption that the sample paths of ζ are rcll,
Proof. Observe first that ζ − inherits M-measurability from ζ. For the further argumentation, we need the M-measurable sets
Fix ω ∈ Ω and assume that the section C i (ω) := {t ∈ T|(t, ω) ∈ C i } has an accumulation point at t * . As the path of ζ corresponding to ω is rcll, there exists for each ε > 0 a δ > 0 such that
this contradicts the assumption that (t * − δ, t * ) ∪ (t * , t * + δ) contains infinitely many points in C i (ω). We conclude that C i (ω) has no accumulation point at all, thus being finite. Fubini's theorem then implies that C i has λ ⊗ P measure zero for each i ∈ N. Hence, ∞ i=1 C i is a λ ⊗ P null set, as a consequence of which we find ζ ∼ ζ − . As the sample paths of ζ are right-continuous, the process ζ + is in fact equal to ζ. Obviously, this implies ζ + ∼ ζ.
Lemma 7.5. For any filtration G on the sample space let {x J } J∈N and {y J } J∈N be arbitrary sequences in X c (G) and Y c (G), respectively. Then, we have
Proof. By Lemma 7.4 and since x J satisfies (3.1), the M-measurable set
differs from T × Ω at most by a set of λ ⊗ P -measure zero. Fix some (t, ω) ∈ A and choose a tolerance ε > 0. Since c(x, ·, t) is concave and thus continuous, there exists for each x ∈ R n some J x ∈ N with
for all J ≥ J x . Furthermore, since c(·, η, t) is convex and thus continuous, there
3) holds for all J ≥ J x ′ and x ∈ N x ′ . Recall now that Γ t is compact. Hence, there is a finite collection of points x i ∈ Γ t , i = 1, . . . , I, with the property that Γ t ⊂ I i=1 N x i . We may thus conclude that (7.3) holds for all J ≥ max{J x i |i = 1, . . . , I} and x ∈ Γ t . As ε > 0 was chosen freely, the above argument implies that
for each (t, ω) ∈ A. This establishes (i). The proof of assertion (ii) is straightforward if one recalls that f 2 (·, t) is convex continuous and that 0 ≤ y J,t ≤ π almost everywhere with respect to λ ⊗ P and uniformly over all J ∈ N.
The subsidiary Lemma 7.5 finally enables us to prove the following key result. Proposition 7.6. If J tends to infinity, then (i) inf P(G Propositions 7.3(i) and 7.6(i) then imply that the last expression converges to zero as the parameter J becomes large. Thus, assertion (i) is established. The proof of (ii) is analogous and will therefore be omitted.
Example 7.8. Consider again Example 3.5. Assume that a reservoir with capacity x store = 0.5 is initially empty and may be filled until time T = 1. The rate of energy purchases must not exceed x buy = 1, while natural reservoir inflows are absent, and energy sales are forbidden, that is, x infl = x sell = 0. Assume that the initial electricity price amounts to η 0 = 1.1 and that σ η = 0.25. We further set ǫ P = 1 and c buy = −1. With these specifications, the hydropower plant reduces to a 'swing put option' [15] with strike price 1 and a budget of exercise times 
B Problems with simple time dependence
Here we discuss a new regularity condition which ensures that the aggregated problems of Theorem 6.3 are equivalent to standard stochastic programs [4] with finitely many stages and finitely many decision variables per stage and scenario.
Assume that a pair of aggregation operators ↑ and ↓ with a finite number of fixed points has been selected, and denote by T ↑↓ the σ-field on T generated by ↑ and ↓. Without loss of generality, we may assume that each primal decision process x ∈ X can be decomposed into subprocesses u and v valued in R nu and R nv , respectively, where n u + n v = n. We refer to u as the control process, while 
