Nonlinear Response Optimization using the Equivalent Static Loads (NROESL) method/algorithm is proposed to perform optimization of non-linear response structures. The conventional method spends most of the design time on nonlinear analysis. The NROESL algorithm makes the equivalent static load cases for each response and repeatedly performs linear response optimization and uses them as multiple loading conditions. The equivalent static loads are defined as the loads in linear analysis, which generate the same response fields as those in non-linear analysis. The algorithm is validated for the convergence and the optimality. The NROESL algorithm is applied to several structural problems with geometric and/or material nonlinearity. Conventional optimization with sensitivity analysis using the finite difference method is also applied to the same examples. The results of the optimizations are compared. The proposed NROESL method is found to be very efficient and good solutions are derived. 
Introduction
In most structural optimization problems, many researchers have addressed their full attention to the linear response which changes proportionally to external forces [1] [2] [3] [4] [5] [6] [7] . Such a problem is called the linear response optimization problem. Linear response optimization has many advantages in cost due to simplicity and convenience of linear structural analysis. However, structural analyses become more and more complicated by various demands. Linear structural analysis cannot exactly represent the responses of the structures. Because modern structures are light and very flexible, geometric/material nonlinearities of the structure appear. Therefore, nonlinearities have to be considered in analysis as well as in design of structures [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . During the past decades, it has been generalized to obtain the structural response through nonlinear analysis [19] [20] [21] [22] . Many researchers have made attempts to use nonlinear structural analysis for structural optimization. It is called nonlinear response optimization. Mathematical formulation for nonlinear response optimization has already been established very well. However, to perform structural optimization using nonlinear analysis is very expensive. It takes the most of design time to evaluate design sensitivity of the objective function or constraints. The finite difference method (FDM) for sensitivity analysis is easy to use but it is a very costly method. The analytical or semi-analytical method is not easy to use either because of the complexity of nonlinear response optimization [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Many methods have been developed for linear response optimization. A number of commercial codes are available without any difficulty. In this research, a method to achieve nonlinear response optimization using linear response optimization is proposed. The algorithm is called Nonlinear Response Optimization using Equivalent Static Loads (NROESL). The method was originally developed for dynamic response optimization and modified in this research for nonlinear response optimization [23] [24] [25] [26] . A nonlinear response optimization problem is converted to a linear response optimization with equivalent loads. The original loads are changed to a set of equivalent static loads according to the responses. The set of static loads are used as multiple loading conditions of linear response optimization. Design is changed from linear response optimization. A new set of equivalent loads is made again and the process proceeds in a cyclic fashion until the convergence criteria are satisfied. In order to verify the convergence of the proposed algorithm, a descent function is defined by the object function and the constraint violation. It is shown that the descent function is reduced at every cycle. The relation between linear response and nonlinear responses is utilized to find a condition that the descent function reduces. The descent condition is discussed with structural problems. The optimality condition is also validated. A mathematical optimum must satisfy the Karush-Kuhn-Tucker (KKT) necessary conditions [4] [5] . First, the KKT necessary conditions are derived for linear response optimization with equivalent static loads when the process terminates. Second, the KKT necessary conditions are derived when nonlinear analysis is included via equality constraints. The validation is performed by showing that the two solutions are identical. Several structural examples using the finite element method are demonstrated. Typical truss problems with various nonlinearities are optimized to find the cross sectional area of each member. Shape optimization problems for shell elements are designed to minimize the total mass of the system while displacements and stresses constraints are satisfied. The results of the proposed method are compared with the results of a conventional method which calculate the design sensitivity using the FDM. The number of nonlinear analyses, linear analyses, design sensitivity analyses, line searches, etc. are compared and investigated.
The algorithm of nonlinear response optimization using equivalent static loads

Conventional nonlinear response optimization
In structural optimization, the governing equation of a structure using the finite element method is considered as equality constraints. A typical nonlinear response optimization [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] formulation is represented as follows;
Find In most of the structural optimization problems presented as Eq. (1a) ~ (1e), structural responses and their sensitivity are required in the conventional optimization process. Calculation of the nonlinear response and its sensitivity is extremely complicated. Therefore, it is rare to perform nonlinear response optimization for large scale structures.
4.2. Nonlinear response optimization using equivalent static loads A simplified method is proposed for nonlinear response optimization as opposed to the conventional methods. Equivalent static loads are generated from nonlinear analysis and static response optimization is performed based on the equivalent static loads. The entire process proceeds in iteration of the linear response optimization.
Definition of equivalent static loads
Using the general finite element method, responses of a structure subjected to external loads are presented as following:
(2) where K is the stiffness matrix; z is the nodal displacement vector (responses) and f is the external load vector. Generally, the deformation in linear analysis is regarded as infinitesimal and the difference between configurations before and after deformation is ignored. On the other hand, non-linear analysis has to utilize an unknown deformation configuration through the Lagrangian formulation. The formulation is presented with an incremental form of external loads and it is linearly approximated and repeated until the equilibrium is satisfied. The equation of linear analysis using the FEM is formulated as following:
where L K is the linear stiffness matrix and L z is the nodal displacement vector. The subscript L means that the displacement is obtained by linear analysis to distinguish from one obtained by nonlinear analysis. f is a load vector for linear analysis.
The equivalent static loads are defined as the loads for linear analysis, which generate the same response fields as those of non-linear analysis. Considering a non-linear system in Figure 1 , a nodal displacement ( i z ) generated by an applied load ( i f ) is found from Eq.
(2). Then, a load ( i f ) can generate the same displacement ( i z ) along with the initial linear stiffness matrix. It is the equivalent static load for displacements. Using the initial stiffness matrix and the displacement from nonlinear analysis, the equivalent static load for displacements is defined as Figure 1 . Initial and tangent stiffness Figure 2 . Generation of equivalent static Figure 3 . Generation of equivalent static loads for displacement constraints loads for stress constraints
where I f is the external load vector from the initial stresses,
is the B matrix of the mth element of the finite element method and
is the initial stress vector for the mth element.
is replaced by the stresses from Eq. (2). That is, the stresses from nonlinear analysis are regarded as the initial stresses for linear analysis. Therefore, the equivalent load for stresses is calculated as (6) . The flow of the calculation is illustrated in Figure 3 . The stresses from (6) may not be exactly the same as those from nonlinear analysis. The difference can be adjusted to σ as shown in Figure  3 (4) and (6), and linear response optimization. The steps of the algorithm are as follows:
Step 1. Set initial values and parameters (design variables:
Step 2. Perform nonlinear analysis in Eq. (1c) with ) (k b . Hence the linear stiffness matrix and nonlinear responses are obtained.
Step 3. Calculate the equivalent static load sets for interesting responses as follows:
Step 4. When k=0, go to Step 5. When k>0, if ε
then terminate the process. Otherwise, go to Step 5.
Step 5. Solve the following linear static structural optimization problem: Find
where Eqs. (9c) and (9d) are the linear finite element equations. External force eq f is the equivalent static load vector.
The two equivalent static load sets are used as multiple loading conditions during the optimization process.
Step 6. Update the design results, set 1 + = k k and go to Step 2.
At the kth cycle, linear response L z is identical to nonlinear response N z before
Step (5). However, the two responses are different after Step (5). The difference can be dissolved by iteration of the cycle. A cycle is a sequence of nonlinear analysis with given design variables, calculating the equivalent static loads for the interested responses and linear response optimization. The cycle is iterated until the convergence criteria are satisfied. The process is a mapping process between an analysis domain where actual nonlinear responses are obtained and a design domain where linear response optimization is performed under the equivalent static loads as shown in Figure  4 . Since z f eq and σ f eq are used as multiple loading conditions, they have the same meaning. From now on, they are replaced by eq f and only aspects for displacements are considered. 
Convergence of the NROESL algorithm
Analysis Domain Design Domain
Generating ESLs
Updating Design An algorithm is said to be globally convergent if a local minimum point can be reached from any starting design. An iterative algorithm starts from an initial design. There are a couple of conditions for the global convergence. The most important aspect for the global convergence is that a descent function exists [4] [5] . The decent function is a function which decreases at each iteration. In this section, existence of a descent function is presented for the proposed method. 
is the maximum violation of constraints at the optimum point of linear response optimization. In the proposed algorithm,
is exactly zero because the constraints are satisfied at the optimum of the linear response optimization process.
is the maximum violation of constraints violation of Eq. (1) when the nonlinear aspects are considered. Although all the constraints are satisfied in linear response optimization, constraints can be violated by nonlinear analysis with updated design variables.
Thus, the Lagrange function of linear response optimization is the lower bound of descent function ) (b Φ in the NROESL. R is the penalty parameter. It must be equal to or greater than the sum of all the Lagrange multipliers at the optimum point of linear response optimization in every cycle. The descent function of the NROESL algorithm is )
where f is the objective function and V is the maximum violation of constraints. R is a sufficiently large positive number. 
where ) (k eq z is newly defined to represent
The process at the kth cycle is presented in Figure 5 . In Figure 5 ,
is the solution of linear response optimization with equivalent static loads. It is noted that
is not updated at the next cycle. Instead, it is regenerated from
. The relation of a nonlinear response and the corresponding linear response is classified into three conditions in Eqs. (13)- (15) . Convergence of the algorithm is validated for each condition.
,
where subscript M means the one with the maximum violation. If there is no constraint violation, it means the closest one from the constraint boundary. In Condition 1, the directions of changes with respect to a design variable are the same in linear and nonlinear analyses, and the change in linear analysis is larger than that in nonlinear analysis. In Figure 6 , the trend of nonlinear analysis is illustrated by a solid line and the trends of linear analyses at each cycle are illustrated by dotted lines. Condition 1 means the slope of the dotted lines are larger than that of the solid line. It is demonstrated in Figure 6 . Condition 2 means that the directions are the same as those of Condition1 and the slopes of the dotted lines are smaller that that of the solid line. Condition 3 means that the directions are opposite. In structural optimization, Condition 1 is mostly satisfied, therefore, convergence of the algorithm is validated for Condition 1.
Theorem 1.
In the NROESL algorithm, if Condition 1 is satisfied then following condition for the decent function is satisfied and the cycle process converges:
Proof. Using Eq. (11), the descent function of linear response optimization at the kth cycle is ) ( Therefore, the change of descent function ) (
(17) From Condition 1, the change in linear response is larger than that of linear response. Therefore, while the constraint becomes active in linear response optimization, the constraint in nonlinear response optimization is still in the feasible region. Therefore, the descent function ) (
satisfies the following descent condition:
is the maximum violation at the beginning of linear response optimization at the kth cycle. After linear response optimization 0 ) (
where L R is a large penalty parameter. Since 0 ) ( ) (
The change of the objective function is the same as that in linear response optimization. Therefore, the following descent condition is satisfied:
The two cases are demonstrated in Figure 6 . Nonlinear response optimization is carried out along the solid lines. However, the proposed method follows the dotted lines. In Figure 6 , the intersecting points between solid and dotted lines are the steps to obtain the equivalent static loads and linear optimization starts from an intersecting point. Therefore, when Condition 1 is satisfied optimization proceeds toward the place with no constraint violation. The maximum violated constraint may be changed during cycles. If Condition 1 is satisfied, the descent condition is satisfied even in this case and the process converges as illustrated in Figure 6 . If Condition 2 or 3 is satisfied, the process may converge or may not. The proof is omitted here. In this case, the maximum violation in the next cycle is crucial. Drastic change of design variables can cause drastic change of the maximum violation. Therefore, we need to control the change of design variables. The control can be made by the move limit on the design variables. With appropriate move limits, we can have numerical convergence. However, we seldom use move limits since Condition 2 or 3 occurs quite rarely in structural optimization.
Optimality of a solution by the NROESL algorithm
It is validated that the final solution of the NROESL algorithm satisfies the Karush-Kuhn-Tucker (KKT) necessary condition. First, the KKT necessary condition of linear response optimization using equivalent static loads is derived when the proposed algorithm is terminated. Second, The KKT necessary condition of the original nonlinear response optimization is derived. The validity of the optimality is presented by showing that the two conditions are the same. Suppose that a problem converges at the kth cycle based on Eq. can be expressed by ) (k eq f . Then, the following condition must be satisfied:
(23b) Eq. (23) means that the same equivalent loads are derived with different design variables from nonlinear analysis. That is, the following condition is derived at Then, either of the following conditions should be satisfied:
Therefore, the process of the NROESL algorithm terminates when one of the conditions in Eq. (25) is satisfied.
KKT necessary condition of the original nonlinear response optimization
The KKT necessary condition of Eq. (1) is derived. Eq. (1c) is a matrix equation of nonlinear simultaneous equation and it is considered as equality constraints in the optimization process. Thus, the following implicit relation can be derived: (26) is substituted into the constraints in Eq. (1d) to eliminate the equality constraints. The constraints in Eq. (1e) can be included in Eq. (1f) . Then, the Lagrange function L is defined as
where j μ is the Lagrange multiplier of the j th constraint. The KKT condition is
is derived from Eq. (1c) using implicit differentiation.
KKT necessary condition of linear response optimization at the last cycle
In the proposed algorithm, the linear response optimization problem in Eq. (9) is solved at each cycle. Its KKT condition is always satisfied. Using the above process, the Lagrange function is
The KKT necessary condition is: 
At the kth cycle, N z is calculated and new equivalent loads are calculated as
If the process converges, the following condition is derived from Eqs. (23) and (31)- (32):
As mentioned earlier, if the process converges at the k th cycle, Eq. (25a) or (25b) is satisfied. If the condition of Eq. (25a) is satisfied, the gradient of eq f with respect to b is zero. If we differentiate Eq. (33) and rearrange the results, we have
From (34) and (35)-(36), we have
It is noted that the constraints in (28a) and (30a) have the same forms. Their derivatives with respect to design variables b are the same. Therefore, the KKT necessary conditions of the two problems are the same. The iterative process can terminate due to the condition in Eq. (25b). In this case, Satisfaction of the KKT condition is not validated. This might be the weak point of the proposed algorithm. However, it is rare to satisfy the condition in Eq. (25a). Therefore, the solution of the proposed algorithm satisfies the KKT condition in the most of cases.
Structural optimization examples
The structural examples consider geometric nonlinearity, material nonlinearity or both of them. First, a structure with truss elements is optimized with displacement and stress constraints. Second, a shell structure is designed to find the thicknesses of shells. Third, shape optimization is applied to a simple plate. As the mathematical example, the results by the NROESL method are compared with those by the conventional optimization.
7.1. A planar truss with 10 members A ten bar truss structure is illustrated in Figure 7 . External loads of 44.5×10
6 N are applied to nodes 2 and 4, and the Young's modulus of the material is 68.9GPa. The design variables are the cross sectional areas of the members. The objective function is the mass of the system. Constraints are imposed on stresses and displacements. The allowable stress for all members is 1030.0MPa and the allowable displacement for all degrees of freedom is 2.54m. The initial design variables for elements 2, 5, 6 and 10 are 64.5×10 (38a)
where b k is the kth design variable. z Ni is the nodal displacement of the ith degree of freedom and σ j is the effective stress of the jth element. Three cases of geometric, material and both nonlinearity are applied. The NROESL method employs commercial systems such as ABAQUS 6.3 [28] for nonlinear response analysis and GENESIS 7.2 [29] for linear response optimization. In the conventional method, ABAQUS 6.3 and Visual-DOC 4.5 [30] are employed as the nonlinear analyzer and the optimizer, respectively.
7.1.1. Geometric nonlinearity A problem with geometric nonlinearity is considered. The results of both methods are compared and presented in Table 1 . The objective function and design variables by both methods show similar tendencies. Stress constraints of elements 1, 7 and 9 are active at the upper bounds and those of elements 3, 4 and 8 are active at the lower bounds in both methods. The numbers of nonlinear analyses of the two methods are significantly different. The NROESL method has 4 times nonlinear analyses but the conventional method has as many as 269 times nonlinear analyses. The NROESL method converges after a total of 4 cycles in which a total of 12 iterations of linear response optimization are performed. Ten iterations are performed in the conventional method. 170 nonlinear analyses are carried out for line searches.
Material nonlinearity
To solve the problem with material nonlinearity, the material of the structure is assumed as a bilinear material along the linear hardening curve in Figure 8 . The linear hardening modulus E h is 34.5GPa and the yield stress σ y is 172.0MPa. The results of both methods are shown in Table 1 . The objective function by the NROESL method is 13.164kg and the one by the conventional method is 13.360kg. Both results of the design variables are also similar. The number of nonlinear analyses is significantly reduced by the NROESL method. In the NROESL method, 29 linear response analyses are performed.
Geometric and material nonlinearity
Both of geometric and material nonlinearities are considered. The design condition is the same as the two prior cases. The results are shown in Table 1 . The objective function from the NROESL method is similar to that from the conventional method. Nonlinear analyses are performed 7 times by the NROESL method and 286 times during 9 iterations by the conventional method. The number of 
Discussion
The ten bar truss problem with three nonlinear cases is successfully solved by the two methods. The results are similar. However, the number of nonlinear analyses in the NROESL method is much smaller than that of the conventional method. The conventional method uses the finite difference method for sensitivity analysis. Thus, if a problem has many design variables, the number of function calls can be considerably increased by the method. Moreover, the number of line searches is also increased in the direct method. Nonlinear response optimization spends most of the total CPU time on nonlinear analysis. Therefore, it is very to reduce the number of nonlinear analyses.
In the proposed NROESL method, linear response optimization is performed using equivalent static loads. Linear response optimization has been developed very well. If a well developed commercial software system is utilized, the number of structural analyses in linear response optimization is quite small. It may be reasonable that overall design time is compared. However, the comparison is excluded from this discussion because an accurate comparison is difficult due to the differences of the FEM analyzer and the optimizer in both methods.
Shape optimization of a rectangular plate
Shape optimization is performed by the NROESL method and the conventional method. A rectangular plate in Figure 9 is optimized. The structure has geometric and material nonlinearities. Material of the structure is regarded as a bilinear material as illustrated Figure  8 . The Young's modulus, the linear hardening modulus and the yield stress are 200GPa, 50GPa and 300.0MPa, respectively. Boundary and loading conditions are represented in Figure 9 . To change the shape in optimization, the relation between design variables and the finite element model is defined by using the design domain method and the perturbation vector method [29, 31] . Three design variables are represented by arrows in Figure 10 . The problem is formulated as follows: Find ) , , ( change shape for on vector perturbati
The solving process of the NROESL method and the conventional method employs commercial systems such as ABAQUS 6.3 [28] for linear or nonlinear response analysis and DOT 5.3 [27] for linear and nonlinear response optimization. The design results are shown in Table 2 and Figure 11 . Similar results are obtained by both methods. The exact solution of this structure would be an triangular plate which minimizes the mass and has uniformly distributes stresses. However, the change of design is limited to prevent excessive distortion of the finite element model. Thus, the designs are changed as illustrated in Figure 11 . The numbers of nonlinear analyses are 7 and 215 by the NROESL method and the conventional method, respectively. The number of 
Conclusions
The equivalent static loads are defined as the loads for linear analysis, which generate the same response fields as those of non-linear analysis. A nonlinear response optimization method called NROESL method is proposed by using the equivalent static loads. A major feature of the proposed method is that nonlinear analysis is not directly performed to evaluate the direction of design. The difficulty in nonlinear response optimization is to solve nonlinear state equations repeatedly. The NROESL method, however, conducts linear response optimization with equivalent static loads. If a new design is found from linear response optimization, equivalent static loads are generated again from nonlinear analysis. The process proceeds in a cyclic manner. The convergence conditions of the proposed algorithm are verified. The condition is explained with relations between the original problem response and linear response optimization by equivalent static loads. The meaning of the convergence condition is discussed with structural problems. The optimality condition is also verified to establish the theoretical background of optimization for the NROESL method. When the NROESL algorithm converges, it is shown that the KKT necessary condition of the original problem is identical with the KKT necessary condition of linear response optimization at the last cycle in the NROESL algorithm. Various structural problems are solved to verify efficiency and validity of the proposed method. The NROESL method is applied to structural optimization problems such as size and shape optimizations. Geometric and/or material nonlinear behaviors are considered. In the NROESL method, equivalent static loads are calculated for each response such as displacement and stress and they are used as multiple loading conditions during linear response optimization. The results of the NROESL method are compared with those of the conventional method. In the problems, the objective function and design variables are similar by both methods. However, the number of nonlinear analyses in the NROESL method is much smaller than that of the conventional method. The proposed method is found to be suitable for large scale problems which need long CPU time for analysis. 
