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Abstract
Classical computing is insufficient to solve specific problems which have ex-
ponentially increased complexity with the problem scale. Meanwhile, in practical
circumstance, classical communication cannot guarantee unconditional informa-
tion security as it relies on computational complexity. Quantum technologies that
harness the fundamental laws of quantum physics open the possibility of devel-
oping quantum computing and communication that could show unprecedented
computational power on specific problems and unconditional information se-
curity, respectively. One of the leading approaches involves photonic quantum
technologies that encode the information onto single photons. However, the lack
of high-efficiency single-photon sources is the major hurdle to demonstrate the
quantum advantages of photonic quantum computing over classical computing.
Meanwhile, to build a scalable, robust and cost-efficient quantum network, the
quantum node requires integrated photonic circuits that can generate, manipu-
late and analyse entanglement states in a single chip. One of the most promising
solutions is integrated time-bin entanglement chips. However, such an integrated
chip has not yet been demonstrated. The potential solutions to develop a high-
efficiency single-photon source and an integrated time-bin entanglement chip are
clearly explained in this thesis.
Chapter 1 provides a brief overview that explains the theme of each chapter.
Chapter 2 emphasises the importance of a high-efficiency single-photon source
and an integrated time-bin entanglement chip, after explaining the advantages
of photonic quantum computing and communication over their classical coun-
terparts. In Chapter 3, three different temporal multiplexing schemes are experi-
mentally demonstrated as the potential solutions to build a high-efficiency single-
photon source that can emit highly indistinguishable single photons. Chapter 3
also identifies the potential limitations of temporal multiplexing with high repeti-
tion rate. In Chapter 4, the linear processing circuits and nonlinear photon source
are separately demonstrated in a low-loss double-stripe silicon nitride waveg-
uide. In the final section of Chapter 4, an integrated silicon nitride time-bin en-
tanglement chip that combines linear processing circuits and nonlinear photon
sources is demonstrated as a potential solution to build a robust, scalable and
cost-efficient quantum network in the real world. After a succinct summarisa-
tion, the final chapter briefly discusses the promising strategies and platforms to
build an integrated high-efficiency single-photon source and an integrated quan-
tum node with broad bandwidth and long storage time.
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1Chapter 1
Introduction
This chapter explains the structure of the thesis and the themes of each chapter.
Chapter 2 includes four sections. The first section explains the concept of
the single photon, as well as its non-classical properties that underpin photonic
quantum technologies. In the second section, after explaining the origin of the in-
tractable computing problem, photonic quantum computing is indicated as a po-
tential solution. The development of photonic quantum computing is explained
with emphasis on nonlinear and linear schemes. The formidable challenge of
achieving pi phase in a nonlinear scheme is circumvented by using a particular
projective measurement in the linear scheme. We then review the experimental
progress over the last two decades, identifying that the bottleneck in the linear
scheme derives from the lack of high-efficiency single-photon sources that can
generate indistinguishable single photons. In the third section, after explaining
the conditional information security in classical communication, quantum com-
munication is emphasised as a promising solution because it allows uncondi-
tional information security. The two most well-known quantum key distribu-
tion (QKD) protocols—prepare and measure (PM) and entanglement-based (EB)
protocol—are defined as short-term and long-term strategies for a global-scale
quantum communication network. One of the major hurdles in the entangle-
ment scheme is identified as an integrated photonic circuit with reconfigurable
elements that can generate, manipulate and analyse time-bin entangled photons.
Moreover, the final section of this chapter reviews two complementary metal-
oxide-semiconductor (CMOS) compatible platforms, silicon and silicon nitride,
as these two platforms are used to build photon sources and linear processing
circuits in the following chapters.
Chapter 3 begins with an explanation of multiplexing schemes with emphasis
on the temporal multiplexing scheme, which is indicated as a more resource-
efficient approach than the spatial multiplexing scheme. Three temporal mul-
tiplexing schemes are proposed and experimentally demonstrated in the Chap-
ter 3. The proof-of-concept results of active temporal multiplexing and time and
wavelength division multiplexing schemes indicate that the single-photon gener-
ation efficiency can be significantly enhanced to satisfy the threshold of the afore-
mentioned linear scheme. For N single photons (N-photon) generation, which is
the basic requirement of photonic quantum computing, theoretical analysis indi-
cates that the relative temporal multiplexing scheme can significantly enhance the
N-photon generation probability. The proof-of-principle results confirm the theo-
retical analysis that N-photon generation efficiency is enhanced with the number
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of single-photon sources being multiplexed together, without increasing the com-
plexity. Besides the different multiplexing schemes that are discussed, the poten-
tial limitations of temporal multiplexing with high repetition rate are included in
the discussion at the end of this chapter, since the temporal multiplexing scheme
relies on the correct temporal information.
Chpater 4 emphasises the concept of time-bin entanglement and the impor-
tance of integrated photonic circuits in the context of fibre-based QKD. A com-
prehensive explanation indicates that the key building block of a quantum net-
work is integrated photonic circuits that offer stability for time-bin entanglement
state generation and analysis, and meanwhile allow scalability for more compli-
cated extensions, such as quantum memory and single-photon wavelength con-
version. The entanglement state analysis circuits are designed and fabricated
based on a low-loss double-stripe silicon nitride waveguide structure, and illus-
trated with a photon interference measurement. The nonlinear property of the
low-loss double-stripe silicon nitride waveguide is characterised via coincidence
measurements. The nonlinear characterisation indicates that the double-stripe
silicon nitride waveguide is a viable structure for both linear and nonlinear com-
ponents. The final section presents the quantum state tomography results of inte-
grated silicon nitride time-bin entanglement circuits that include nonlinear pair
generation, noise suppression, wavelength division and entanglement analysis in
a single photonic chip. The negligible discrepancy of the quantum state tomog-
raphy result between two identical circuits on the same photonic chip verifies the
repeatability of this CMOS-compatible platform.
Chapter 5 includes three sections. The first section summarises the proof-of-
principle demonstrations of three temporal multiplexing schemes and an inte-
grated time-bin entanglement chip. Future works of building an integrated high-
efficiency single-photon source and integrated quantum node are separately dis-
cussed in two sections. Based on the experimental progress over the last decades,
further improvements are required in optical switching, transmission and detec-
tion to achieve an integrated high-efficiency single-photon source. In the sec-
tion on the integrated quantum node, another two important functionalities—
quantum memory and single-photon wavelength conversion—are expected to
be integrated with entanglement circuits to allow remote key distribution via an
ultra-high bandwidth quantum network. Any improvements in these aspects
will take a crucial step towards a practical quantum system.
Appendix presents the supplementary information for active temporal multi-
plexing and the second time-bin entanglement circuits.
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Background
Chapter 2 includes four sections. The single photon and its non-classical prop-
erties, which underpin photonic quantum technologies, are explained in the first
section. In the second section, intractable computing problems emphasise the im-
portance of quantum computing, as well as the major hurdle of large-scale pho-
tonic quantum computing. In the third section, the conditional information secu-
rity in classical communication indicates the importance of quantum communica-
tion that allows unconditional information security. One of the major hurdles of
building a practical quantum network is also explained in the third section. Two
CMOS-compatible platforms for integrated quantum optics—silicon and silicon
nitride (Si3N4)—are separately explained in the final section.
In this thesis, photonic quantum technologies mainly refer to photonic quan-
tum computing and communication. Moreover, photonic quantum technologies
are only discussed in the discrete-variable (DV) regime where qubits are encoded
onto single photons.
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2.1 The single photon and its non-classical properties
2.1.1 Single photons
In the nineteenth century, the wave nature of light was experimentally verified by
several canonical works. The most notable work is Thomas Young’s double-slit
experiment in 1803, which demonstrated an interference of two optical waves.
In 1865, James Clerk Maxwell took a historical step forwards by proposing the
light is an electromagnetic wave [1]. Its propagation can be described by four
equations, as follows:
∇ · ~E = ρ
ε0
, (2.1)
∇ · ~B = 0, (2.2)
∇× ~E = −∂~B
∂t
, (2.3)
∇× ~B = µ0(~J + ε0 ∂
~E
∂t
), (2.4)
where ~E is the electrical field, ~B is the magnetic field and~J and ρ are the free cur-
rent and charge density, respectively. These four invaluable equations are named
Maxwell’s equations, and form the foundation of classical optics.
However, near the end of the nineteenth century, the emission spectrum of
a blackbody indicated the incompleteness of classical optics, as it presented an
unphysical prediction that a black body would emit infinite energy at higher fre-
quency. In 1900, the aforementioned anomaly was solved by Max Planck, who
proposed the concept of ’quantised energy levels’. The central assumptions be-
hind his proposal implied that electromagnetic energy could be a multiple of an
elementary unit:
E = hν, (2.5)
where h and ν are the Planck’s constant (h = 6.67−34 Js) and the frequency of the
electromagnetic wave, respectively. Meanwhile, his proposal also implied that
the occupation of each energy mode follows the Bose-Einstein distribution:
NBE =
1
e
hν
kBT − 1
, (2.6)
where kB and T are the Boltzmann constant (kB = 1.38−23 J/K) and the temper-
ature of the blackbody, respectively. The theoretical analysis predicted by the
Planck theorem was consistent with the experimental data at the time. This
heuristic work catalysed the study of single photons, as well as the quantum
mechanics. Following Planck’s quantised solution, in 1905, Albert Einstein suc-
cessfully explained the photo-electric effect by quantising light into indivisible
packets, which were later known as—’single photons’ [2]. However, Einstein’s
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explanation of single photons was quite controversial because of the contradic-
tion between the quantised energy and Maxwell’s equations. Most scientists did
not accept that light itself is indeed quantised until Arthur H. Compton observed
the scattering of single photons by electrons in 1923 [3].
Nowadays, the photon plays an essential role in society, and photonic quan-
tum technologies that harness the non-classical properties of single photons will
have a profound effect on our society in the short-term future. The non-classical
properties of single photons are briefly explained in Section 2.1.2.
2.1.2 Non-classical properties of the single photon
This section introduces the non-classical properties of the single photon, which
will be used in later sections and chapters.
Anti-bunching
Anti-bunching defines a non-classical phenomenon in which more than one pho-
ton is unlikely to arrive within a specific time interval. In a more general scenario,
when an electron drops down from an excited state to a low state, the energy dif-
ference between these two states is converted into one photon. A second photon
cannot be emitted until the electron is loaded back to the excited state. The load-
ing process is not instantaneous, so that it defines the time interval (T), which
only allows one photon to exist.
&
SPD1
SPD2
Photon
TIA
∆t50:50 beamsplitter
(a)
Anti-bunched
Coherent
Bunched
(b)
Bunched
Coherent
1 2 t/τc
1
0
2
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rr
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n 
g2
(τ)
Anti-bunched
(c)
FIGURE 2.1: (a) Illustration of a Hanbury Brown and Twiss (HBT)
experiment to measure photon number correlations, g(2)(τ). SPD:
single-photon detector; ∆t: adjusted time delay; TIA: time inter-
val analyser. (b) g(2)(0) = 2 for a bunched source; g2(0) = 1 for
a coherent source; and g(2)(0) = 0 for an anti-bunched source. (c)
g(2)(τ)→ 1 after a time longer than the coherence length, τc.
The anti-bunching phenomenon is verified by a HBT interferometer, as shown
in Figure 2.1(a) [4]. A 50:50 beam splitter splits photons between two single-
photon detectors (SPD1 and SPD2) connected to a time interval analyser (TIA),
which measures the time interval, τ, between consecutive detections. The HBT
interferometer is designed to measure the second-order correlation, g(2)(τ), which
can be expressed as:
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g(2)(τ) =
〈n1(t)n2(t+ τ)〉
〈n1(t)〉 〈n2(t+ τ)〉 , (2.7)
where 〈n1(t)〉 and 〈n2(t+ τ)〉 represent the photon number detected by SPD1
and SPD2 at the moment of t and t + τ, respectively. 〈n1(t)n2(t+ τ)〉 repre-
sents the coincidence count between SPD1 and SPD2. For a single-photon source
shown in Figure 2.1(b), no coincidences are detected when τ < T and g(2)(0) is
0, as shown in Figure 2.1(c). Besides the anti-bunched photon source, photons
can also be bunched together, where each photon arrives randomly and indepen-
dently of the other photons. A thermal state shows bunching of photons, and its
g(2)(τ) varies from 2 to 1, as shown in Figure 2.1(b) and Figure 2.1(c), respectively.
A coherent source, such as a laser, shows Poisson photon statistics and its g(2)(τ)
is constant at 1, as shown in Figure 2.1(b) and Figure 2.1(c), respectively.
Although single-photon detection does not provide sufficient experimental
evidence for the existence of a single quanta of light, a measurement of g(2)(0) =
0 is a strong piece of evidence for quantised light. The g(2)(τ) measurement has
been widely used to characterise the single-photon purity of the quantum light
source [5–8].
Hong-Ou-Mandel quantum interference
Hong-Ou-Mandel (HOM) quantum interference is a non-classical effect occurring
between two indistinguishable single photons. This effect was first demonstrated
by Chun Ki Hong, Zhe Yu Ou and Leonard Mandel in 1987 [9], and this counter-
intuitive effect became a crucial element of photonic quantum computing [10].
Two indistinguishable single photons indicate that they are identical with each
other in all degrees of freedom, such as the spectral, spatial, temporal and polari-
sation domains. The schematic of the HOM quantum interference is illustrated in
Figure 2.2(a). Two photons are injected into a 50:50 beam splitter from two sep-
arate directions. The coincidences between single-photon detector1 (SPD1) and
detector2 (SPD2) are collected by a time interval analyser (TIA). A time delay de-
vice precisely adjusts the arrival time of one photon, so that these two photons
can interfere with each other at the 50:50 beam splitter.
For indistinguishable photons, there are four possible outcomes with the same
probability, as shown in Figure 2.2(b): (I) both photons (red circles) are transmit-
ted through a 50:50 beam splitter; (II) both photons are reflected by a 50:50 beam
splitter; (III) and (IV) two photons are paired off a 50:50 beam splitter in either c
or d output. However, if two indistinguishable photons interfere with each other
at 50:50 beam splitter, only (III) and (IV) will exist, instead of four outcomes.
The absence of (I) and (II) derives from a destructive interference between two
indistinguishable single photons. A mathematical description of the HOM inter-
ference is explained in the following paragraphs.
Initially, two indistinguishable single photons are injected into the 50:50 beam
splitter from the input ports a and b, respectively. These two input ports repre-
sent two optical modes that carry annihilation and creation operators. In mode
a, aˆ and aˆ† represent annihilation and creation operators, respectively, similar for
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FIGURE 2.2: (a)Illustration of a HOM quantum interference experi-
ment. SPD: single-photon detector; τ: adjusted time delay; TIA: time
interval analyser. (b) Four possible outcomes; a, b, c and d represent
two inputs and two outputs, respectively.
mode b. The Fock state is used to describe two indistinguishable photons in dif-
ferent modes:
aˆ†bˆ† |0, 0〉ab = |1, 1〉ab , (2.8)
where |0〉 and |1〉 represent zero and single-photon states, respectively. After
the 50:50 beam splitter shown in Figure 2.2(b), modes a and b are converted into
another two modes, c and d. The corresponding operator transformation can be
expressed as follows:
aˆ† =
cˆ† + dˆ†√
2
and bˆ† =
cˆ† − dˆ†√
2
. (2.9)
The minus sign is introduced by a unitary transformation from 50:50 beam split-
ter. Physically, it means that a reflected mode induces a relative phase shift of pi
with respect to the reflection from the other side of the 50:50 beam splitter. There-
fore, the output mode after the 50:50 beam splitter can be expressed as:
aˆ†bˆ† |0, 0〉ab →
1
2
(cˆ† + dˆ†)(cˆ† − dˆ†) |0, 0〉cd
=
cˆ†2 + dˆ† cˆ† − cˆ†dˆ† − dˆ†2
2
=
1
2
(cˆ†2 − dˆ†2) |0, 0〉cd
=
|2, 0〉cd − |0, 2〉cd√
2
.
(2.10)
Two indistinguishable single photons and the relative pi phase difference result
in a destructive interference between cˆ†dˆ† and dˆ† cˆ†. Therefore, the final optical
modes indicate that two indistinguishable photons pair off either the output c or
d.
Figure 2.3 presents the first experimental verification of HOM quantum inter-
ference [9]. The arrival time of one photon is controlled by the position of a beam
splitter. When two photons interfere with each other in a 50:50 beam splitter, the
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FIGURE 2.3: The first experimental results of HOM quantum inter-
ference.
coincidence counts will dramatically decrease, since two photons pair off, as in
the dip shown in Figure 2.3. HOM quantum interference has been widely used
to rigorously verify single photons’ indistinguishability. A visibility equation has
been developed to characterise the indistinguishability mathematically, and can
be expressed as:
Visibility =
Cmax − Cmin
Cmax
(2.11)
Cmax and Cmin represent the coincidence count outside the dip and the minimal
count inside the dip, respectively. The theoretical values of HOM quantum inter-
ference and the classical limitation are 100% and 50%, respectively.
Superposition and entanglement
Superposition state is a non-classical state in which a single photon exists in mul-
tiple states simultaneously. A general description of two states is written as fol-
lows:
|ψ〉 = α |0〉+ β |1〉 . (2.12)
α and β are complex numbers and amplitudes for the state of |0〉 and |1〉 in |ψ〉.
The photon state can be illustrated by a vector pointing to the surface of the Bloch
sphere, as |ψ〉 in Figure 2.4. Here, |1〉 and |0〉 in Figure 2.4 represent two orthog-
onal quantum states.
When the consideration extends from one photon to multiple photons (≥ 2),
a counterintuitive phenomenon appears as a ’spooky action at distance’. This phe-
nomenon is named ’entanglement’, and was originally called ’Verschränkung’ by
Schrödinger. Entanglement shows a non-classical correlation between multiple
photons. The entire state of entangled photons cannot be factored as a product
state of each single photon. For instance, two entangled photons can be prepared
in a state as:
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FIGURE 2.4: The Bloch sphere. |1〉 and |0〉 represent two orthogonal
states. |ψ〉 represents a superposition state.
|φ+〉 = |11〉+ |00〉√
2
, (2.13)
where |11〉 ≡ |1〉1 |1〉2 and |00〉 ≡ |0〉1 |0〉2 represent the states of two entangled
photons. |φ+〉 indicates that the entangled photons are an inseparable entity,
rather than a summation of individual photons. There is a basis of four maxi-
mally entangled states, called ’bell states’, and their mathematic descriptions are
as follows:
|φ+〉 = |11〉+ |00〉√
2
, and |φ−〉 = |11〉 − |00〉√
2
, (2.14)
|ψ+〉 = |10〉+ |01〉√
2
, and |ψ−〉 = |10〉 − |01〉√
2
. (2.15)
Bell states play an essential role in photonic quantum technologies, particularly
in photonic quantum communication, because a projective measurement of bell
states—known as bell state measurement (BSM)—creates maximal entanglement
between two independent photons. To date, entanglement states have been demon-
strated in different degrees of freedom, such as polarisation, path, frequency and
time-bin [11–15]. Among these well-defined degrees of freedoms, the time-bin
entanglement state is a promising option for a fibre-based quantum network. A
more specific definition of time-bin entanglement will be explained in Section 4.1.
No-cloning theorem
The no-cloning theorem is the foundation of photonic quantum communication,
as it states that perfectly copying an unknown quantum state by a copy machine
is impossible. Suppose there are two photons—one photon is in an unknown
quantum state |ψ〉 and the other photon is in a well-defined state, such as |1〉.
A perfect copy machine would transfer the initial quantum state |1〉 into an un-
known state |ψ〉:
|ψ〉 |1〉 copy−−→ |ψ〉 |ψ〉 . (2.16)
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The unknown state |ψ〉 exists in two orthogonal states, |1〉 and |0〉, simultane-
ously, and the basic operation of a copy machine is:
|1〉 |1〉 copy−−→ |1〉 |1〉 , and |0〉 |1〉 copy−−→ |0〉 |0〉 . (2.17)
When an unknown state |ψ〉 = (α |1〉+ β |0〉) is sent into such a copy machine:
|ψ〉 |1〉 = (α |1〉+ β |0〉) |1〉 copy−−→ α |1〉 |1〉+ β |0〉 |0〉 . (2.18)
However, the right state after a perfect copy is:
|ψ〉 |1〉 copy−−→ |ψ〉 |ψ〉 = (α |1〉+ β |0〉)(α |1〉+ β |0〉)
= α2 |1〉 |1〉+ βα |0〉 |1〉+ αβ|1〉 |0〉+ β2 |0〉 |0〉.
(2.19)
The difference between Equation (2.18) and Equation (2.19) explicitly explains
that copying an unknown state is an impossible task. Thanks to the no-cloning
theorem, quantum communication allows unconditional information security,
since an eavesdropper cannot perfectly copy an unknown quantum state.
2.2 Photonic quantum computing
This section first explains intractable computing problems in classical computing.
As a potential solution, a general discussion of quantum computing is transferred
into a specific solution—photonic quantum computing. After explaining the dif-
ficulties of a nonlinear scheme, a linear scheme is discussed as a more promising
strategy. The major hurdle of large-scale photonic quantum computing is empha-
sised as the lack of a high-efficiency single-photon source.
2.2.1 Intractable computing problems
Back in 1947, the first transistor was invented by William Shockley, John Bardeen
and Walter Brattain, three brilliant scientists at Bell Laboratories, as shown in
Figure 2.5(a). This rudimentary prototype is one of the most significant inven-
tions in the twentieth century, as it opened the possibility of integrated circuits
and the microprocessor. Thanks to the extraordinary development of semicon-
ductor technologies, the transistor density doubles per 18 months, as predicted
by Moore’s law. Nowadays, one microprocessor can be integrated with billions
of transistors on an area of around 300 mm2, as shown in Figure 2.5(b). The
exponential incrementation of transistor density will be eventually terminated
when the feature-scale of each transistor becomes so small that quantum effects
play a significant role. To further exploit computational power, ’supercomputers’
have been developed, which allow millions of microprocessors to process data
simultaneously. For example, IBM’s ’Summit’ allows 200 petaflops. As a result
of the explosive development of the computational power, supercomputers are
used for a wide range of computationally intensive tasks in various fields, such
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as real-time weather analysis, spacecraft aerodynamic, molecular modelling and
real-time navigation.
(a) (b)
FIGURE 2.5: (a) First transistor and three inventors: William Shock-
ley (seated), John Bardeen (left) and Walter Brattain (right). (b) Mi-
croprocessor on silicon wafer.
The microprocessor and supercomputers explained above are two represen-
tative examples of classical computing that use two well-separated regions of a
macroscopic system to define each classical bit, for example, 0 and 5 V represent
’0’ and ’1’, respectively. More generally, in classical computing, a string of n clas-
sical bits could exist in any of 2n logic states, labelled from ’000...0’ to ’111..1’. The
logic states obtained from classical computing offer an incomplete approximation
of many problems we would like to understand, such as the universe’s evolution
and the quantum behaviour of black holes [16, 17]. Moreover, these problems
have exponentially increased complexity with the problem scale. Therefore, these
problems are intractable computing problems in the sense of requiring an expo-
nentially large amount of memory or operations.
In 1982, a potential solution to address intractable computing problems, in-
cluding, but not limited to, the aforementioned problems, was discussed in Richard
Feynman’s famous proposal [18]:
’Nature isn’t classical and if you want to make a simulation of Nature, you better make it
quantum mechanical’.
The first part of this statement indicates the non-classical properties of nature,
and the second part indicates a quantum mechanical approach to solve the prob-
lem, such as simulating nature. Feynman’s proposal catalysed the development
of quantum computing both in theoretical and experimental aspects [19–23]. A
more general discussion of quantum computing is provided in Section 2.2.2.
2.2.2 Quantum computing
Similar to classical computing, quantum computing can be expressed as a se-
quence of one- and two-bit operations; however, the intrinsic difference between
quantum computing and classical computing lies in the state of each bit and in-
separable correlation—entanglement—among these bits. In classical computing,
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each bit state is unambiguously defined by a macroscopic system, such as volt-
age, either ’1’ or ’0’ as shown in Figure 2.6(a). However, in quantum comput-
ing, each quantum bit (qubit) is represented by a microscopic particle, such as an
ion, electron and photon, which allows a continuum of intermediate state or ’su-
perposition’ states [16]. As explained in Section 2.1.2, this counterintuitive state
indicates that each qubit exists in two states, |0〉 and |1〉, simultaneously, with a
probability of |α|2 and ∣∣β∣∣2, respectively, as shown in Figure 2.6(b). Figure 2.6 in-
dicates that each qubit represents an entire space, instead of two particular states
as in classical computing.
X
Y
Z
'1'
'0'
Classical bit
(a)
X
Y
Z
'1'
'0'
|ψ
φ
θ
Quantum bit
(b)
FIGURE 2.6: (a) Classical bit. (b) Qubit in a Bloch sphere. The green,
blue and red arrows represent state ’1’, ’0’ and |ψ〉, respectively; θ
and φ represent the vertical and horizontal angle, respectively.
The quantum state of n qubits can be expressed as
ψ =
1...111
∑
n=0...000
cx |x〉 , (2.20)
where the complex number, cx, represents the probability amplitude of the cor-
responding quantum state |x〉, so that ∑x|cx|2 = 1. The 2n dimensional ’Hilbert
space’ indicates the advantages of quantum computing over classical computing,
which only allows 2n logic states with n bits.
Another distinct difference between quantum computing and classical com-
puting is the entanglement state, such as 1√
2
(|00〉+ |11〉), which cannot be sep-
arated into the product state of two single qubits, as explained in Section 2.1.2.
The computational power of quantum computing exponentially increases with
the number of entangled qubits. Moreover, entangled qubits allow parallel oper-
ation and processing, so that quantum computing offers exponential or quadratic
speed-up on specific problems, such as large integers factorisation, searching
problems and many-body simulation [16, 21, 24, 25]. To date, a number of plat-
forms, such as electrons, ions and photons, have been exploited to demonstrate
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the advantages of quantum computing. In Section 2.2.3, photonic quantum com-
puting is explained as a prominent candidate.
2.2.3 Photonic solution for quantum computing
During the last three decades, quantum technologies have been demonstrated in
different platforms with remarkable progress [23, 26]. Among various platforms,
photons are a unique option because they offer a natural interface between quan-
tum computing and quantum communication. The following paragraphs will
explain their advantages.
The idea of a ’quantum computer’ was first proposed by Richard Feynman in
1982 [18]. In his proposal, he suggested that simulating quantum physics with a
classical computer is difficult because of the amount of memory required to store
a high-dimensional wave function. Therefore, he proposed a quantum computer
as a potential solution. In 1985, D. Deutsch took another important step forwards
with a proposal that created the possibility of building a universal quantum com-
puter [27]. Although Deutsch’s seminal proposal presented a blueprint of quan-
tum computing, the physical approach to build such a quantum computer was
not clear until 2000, when David P. DiVincenzo explicitly proposed a set of crite-
ria to physically implement quantum computing, with two additional criteria of
quantum communication [28]. These criteria were as follows:
1. a scalable physical system with well-characterised qubits
2. the ability to initialise the state of the qubits to a simple fiducial state, such
as |000...〉
3. long relevant decoherence times-much longer than the gate operation time
4. a ’universal’ set of quantum gates
5. a qubit-specific measurement capability
6. the ability to interconvert stationary and flying qubits
7. the ability to faithfully transmit flying qubits between specified locations
In 2010, criteria (1) to (5) were rephrased into three general criteria: scalability,
universal logic and correctability [23]. A number of platforms have been sys-
tematically investigated, such as photons [19, 20, 29–32], trapped ions [33–35],
electrons [36, 37], superconducting circuits [38–40] and nuclear magnetic reso-
nance (NMR) [41, 42]. Although trapped ions and superconducting circuits are
considered the most likely platforms to demonstrate quantum advantages over
classical computing on specific problems, it is too early to claim that these two
platforms have a clear edge over other platforms, since quantum computing is
still in its infancy.
Single photons—the indivisible quanta of light—have several intrinsic advan-
tages over other candidates, such as being nearly free of thermal and electromag-
netic noise and holding a long coherence time [43, 44]. The two-qubit logic gate,
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such as the entangling gate, is one major difficulty of photonic quantum com-
puting, since it relies on the nonlinearity between the interaction of two single
photons. Fortunately, this major obstacle has been circumvented by the Knill-
Laflamme-Milburn (KLM) scheme, which is explained in Section 2.2.5 [10]. More-
over, recent work has demonstrated the advantages of photonic quantum com-
puting over the earliest electronic computers-’ENICA’ and ’TRADIC’-that clearly
indicate its potential for unprecedented computational power on specific prob-
lems [20, 45].
2.2.4 Nonlinear scheme and its technical challenge
The single- and two-qubit operations are the fundamental part of quantum com-
puting, since quantum computation can be expressed as a sequence of one- and
two-qubit operations. Suppose each photon qubit is encoded in polarisation,
where vertical and horizontal polarisation represent ’1’ and ’0’, respectively. Es-
sentially, in a polarisation encoding scheme, single-qubit operation is a quantum
state rotation that can be achieved by a phase shifter, beam splitter and wave
plate. A two-qubit operation is a logic control, but the control process is heavily
reliant on a strong and controllable interaction between single photons. Such a
strong interaction is the major difficulty of two-qubit operations because single
photons barely interact with each other [46]. One canonical example of two-qubit
operation is the controlled phase (CZ) gate. The CZ gate logic is illustrated in
Table 2.1.
TABLE 2.1: The logic of CZ gates.
Control Target Output
|0〉 |0〉 |0, 0〉
|0〉 |1〉 |0, 1〉
|1〉 |0〉 |1, 0〉
|1〉 |1〉 -|1, 1〉
Table 2.1 indicates that when the control and target photon are in state |1〉 and
|1〉, respectively, a pi phase shift is imparted on the |1, 1〉 state after the CZ gate.
One potential approach to impart pi phase shift on the two photon qubits is the
Kerr nonlinear effect, such as cross-phase modulation (XPM). The XPM effect can
be described by the Hamiltonian as:
HKerr = κnˆCnˆT, (2.21)
where κ is the Kerr coefficient and nˆC and nˆT are the number operators for the
control and target qubits, respectively. Equation (2.21) indicates that the phase
shift imparted on the target qubit depends on the number of photons in the con-
trol qubits.
Figure 2.7 presents a schematic of the CZ gate for two polarisation qubits. The
blue rectangle is a polarising beam-splitter that transmits the horizontal polarised
photons and reflects vertical polarised photons. The green rectangle represents
a Kerr nonlinear medium. When the photons in paths a and b are both verti-
cal polarised, these two photons will interact with each other in the nonlinear
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medium to generate a phase shift. Theoretically, a CZ gate could be built if the
cross-Kerr nonlinearity is strong enough to introduce pi phase shift between two
single photons. However, it is too challenging to experimentally demonstrate pi
phase shift because the cross-Kerr nonlinearity is extremely weak, despite a sig-
nificant improvement on χ3 demonstrated in multiple platforms, such as electro-
magnetically induced transparent material [47], high-Q and low-loss cavity[48–
51], high nonlinear optical fibre [52] and Rydberg atom [53–57]. Further, the non-
instantaneous behaviour of cross-Kerr effect and its noisy feature prohibit a high-
fidelity quantum gate operation that also hinders the development of nonlinear
photonic quantum computing [58].
a a'
b b'
Nonlinear
medium
FIGURE 2.7: A Kerr nonlinearity-based CZ gate. The blue and
green rectangles are the polarisation beam splitter and Kerr nonlin-
ear medium, respectively.
2.2.5 Linear scheme and its ’Achilles heel’
In a seminal work published in 2001, E. Knill, R. Laflamme and G. J. Milburn
proposed a linear scheme that only required single-photon sources, linear circuits
and single-photon detectors to build a universal quantum computer[10]. The
practical challenge of a pi phase shift between two single photons is circumvented
by a projective measurement. Figure 2.8 shows a nonlinear sign (NS) gate, where
the general input state is taken to be a superposition of photon number terms:
|ψ〉 = α |0〉+ β |1〉+ γ |2〉 . (2.22)
Once the ancillary photon is detected at the upper detector and no photons are
detected at the lower detector, as shown in the NS gate in Figure 2.8, it heralds a
successful NS gate operation where the state |2〉 is imparted with a pi phase shift,
as follows:
|ψ′〉 = α |0〉+ β |1〉 − γ |2〉 . (2.23)
The maximum probability of a successful NS gate operation can be improved
from 1/16 to 1/2 [19, 59]. The matrix information of the NS gate was clearly
explained in [10].
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Based on the NS gate, a CZ gate can be constructed with HOM quantum in-
terference. The schematic of CZ gate for two polarisation qubits is shown in Fig-
ure 2.8. Suppose the horizontal and vertical polarised photons are defined as |0〉
and |1〉, respectively. The polarisation beam splitters (blue rectangles) allow a
transmission of a horizontal polarised photon and a reflection of a vertical po-
larised photon. Therefore, when the input states |ψ〉 are |00〉, |10〉 and |01〉, the
output states |ψ′〉 are exactly the same:
|ψ〉 = |00〉 UˆCZ−−→ |ψ′〉 = |00〉 , (2.24)
|ψ〉 = |01〉 UˆCZ−−→ |ψ′〉 = |01〉 , (2.25)
|ψ〉 = |10〉 UˆCZ−−→ |ψ′〉 = |10〉 . (2.26)
When the input state |ψ〉 = |11〉, both photons are in the vertical polarised mode
and will be reflected by the polarisation beam splitters. The transformation pro-
cess can be separated into three steps, as shown in Figure 2.8
η2
η1 η3
|ψ›
|1›
|0›
|ψ'›
'1'
'0'
NS gate
NS
NS
PBS
PBS
PBS
PBS
BS BS|ψ› |ψ'›
(Ⅰ) (Ⅱ) (Ⅲ)
FIGURE 2.8: NS gate and CZ gate. η1 = η2 = 1/(4 − 2
√
2) and
η3 = 3 − 2
√
2 are the transmission amplitudes of beam splitters.
PBS: polarisation beam splitter; BS: 50:50 beam splitter.
Step (I): Two vertical polarised photons interact with each other at beam splitter
and pair off together:
|ψ〉 = |11〉 UˆBS−−→ |20〉 − |02〉√
2
; (2.27)
Step (II): The state of |20〉 and |02〉 get pi phase shift probabilistically:
|20〉 − |02〉√
2
UˆNS−−→ − |20〉+ |02〉√
2
; (2.28)
Step (III): A reversed HOM quantum interference occurs between |20〉 and |02〉,
so that the final output state is imparted with pi phase shift:
− |20〉+ |02〉√
2
UˆBS−−→ − |11〉 = |ψ′〉 ; (2.29)
2.2. Photonic quantum computing 17
Equations (2.27) to (2.29) explain the transformation of state |11〉 in a CZ gate,
and the final state is:
|ψ〉 = |11〉 UˆCZ−−→ |ψ′〉 = − |11〉 . (2.30)
Beside the projective measurement, the KLM scheme utilizes quantum tele-
portation to achieve a near deterministic quantum gate. Meanwhile, via quantum
coding, it also presents a more resource-efficient scheme compared with previous
linear schemes, because the required resources scale at a polynomial rate [10].
Over the last decade, theoretical works and experimental demonstrations clearly
indicated the advantages of photonic quantum computing [20, 29–32, 43, 45, 60–
63]. However, its potential applications in the real world are severely limited by
one building block—the single-photon source, which is the ’Achilles heel’ of the
entire system.
Three ideal building blocks are required to build a linear photonic quantum
computer. The first is a deterministic single-photon source that can generate in-
distinguishable single photons deterministically. The second building block is
lossless linear components (or circuits) that can precisely control the state of sin-
gle photons. The final building block is a single-photon detector with unity de-
tection efficiency. These three building blocks are plausible from a theoretical
perspective. However, to date, none of them achieve the ideal state because of
practical barriers, such as inevitable loss, material defects and fabrication limits.
In 2008, M. Varnava et al. proposed a highly robust linear scheme that allows
efficient quantum computing with imperfect photon sources, linear circuits and
single-photon detectors as long as the overall efficiency ≥ 0.67 [64]. The over-
all efficiency is a product of the single-photon generation, transmission and de-
tection efficiency. Table 2.2 summarises the state-of-the-art of the three building
blocks.
TABLE 2.2: Summary of three building blocks.
Building block Platform Performance
Photon source
Weak coherent laser
Quantum dot (QD)
Nonlinear source (NLS)
Multi-photon noise (Laser)
>MHz (QD) [7, 65]
0.667 efficiency (NLS) [66]
Linear circuit Bulk optics + free-spaceSemiconductor circuits
≈ 99% (bulk optics) [67]
0.3 dB/cm (Si) [68]
0.0005dB/cm (Si3N4) [69]
Photon detector Semiconductor detectorSuperconducting detector
≥ 70% (semiconductor)[70, 71]
≥ 90% (superconducting) [72–
74]
Table 2.2 shows the promising progress in linear circuits and single-photon de-
tector. Suppose the bulk optical components or integrated photonic circuits are
applied for linear quantum state processing, and the quantum states are finally
detected by the superconducting single-photon detector, the maximum efficiency
from these two blocks is around 0.9. In this context, the generation efficiency
of the single-photon source has been reduced to 0.75 (0.67/0.9) instead of near-
unity. However, to date, such a high-efficiency single-photon source has not yet
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been demonstrated; thus, it is the main obstacle hindering the development of
photonic quantum computing, particularly in a large-scale regime.
A single-photon source for photonic quantum technologies is characterised
by six aspects:
1. brightness: the detected single-photon rate
2. signal to noise ratio (SNR): useful single photons/noise photons
3. g(2)(0): the indication of single-photon generation
4. indistinguishability: the indication of identical frequency and spatiotempo-
ral mode
5. spatiotemporal mode: only one single photon in a certain spatiotemporal
mode
6. spectral flexibility: tunable wavelength
Three approaches are typically used to build a single-photon source: weak co-
herent light source, ’single-photon emitter’ and heralded single-photon source.
Depending on the field of applications, the suitable quantum light source varies
from one field to the other. In QKD, such as the PM protocol, the weak coher-
ent light source is a suitable source. However, the weak coherent light source is
not an appropriate photon source for photonic quantum computing. The other
two types of single-photon source are considered a potential solution. The single-
photon emitter and heralded single-photon source are explained in the Section 2.2.6
and Section 2.2.7, respectively.
2.2.6 Single-photon emitter
The single-photon emitter is an atom-like system that emits a single photon when
the system decays from an excited state to a ground state. The single-photon emit-
ter has been demonstrated in numerous materials or platforms, such as colour
centre in crystals, self-assembled quantum dots, two-dimensional materials and
carbon nanotubes, as shown in Figure 2.9. A comprehensive review in the field
of solid-state single-photon emitter is explained in Ref.[79]
To date, self-assembled InAs/GaAs QD is one of the most promising single-
photon emitters for its deterministic single-photon generation, ultra-high single-
photon purity (g(2)(0) < 0.01), brightness (> MHz detection rate) and indistin-
guishability (≥ 99%) [7, 76]. Based on the aforementioned InAs/GaAs QD, scal-
able and high-efficiency boson sampling has experimentally demonstrated the
advantages of photonic quantum computing over its classical counterpart [45,
67]. However, such an excellent single-photon emitter is still not an ’ideal’ single-
photon source because of the imperfect collection system, lack of spectral flex-
ibility and distinguishable photons from separate quantum dots. Although the
imperfect collection system and lack of spectral flexibility limit the use of QD,
there are feasible solutions, such as boosting the extraction efficiency by large
numerical aperture (NA)=0.85 [80, 81], improving the transmission efficiency of
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FIGURE 2.9: Single-photon emitter. (a) nitrogen-vacancy in dia-
mond [75]. (b) InAs/GaAs QD [76]. (c) Hexagonal boron nitride
(hBN) [77]. (d) Carbon nanotubes (CT) [78].
the optical path, and deterministic single-photon wavelength conversion [8, 82].
Indistinguishable photons from different quantum dots is the fundamental chal-
lenge since fabricating two identical quantum dots is beyond the state-of-the-
art of CMOS fabrication facilities. Electrical tuning [83, 84] or temperature tun-
ing [85] are potential approaches to adjust the emission spectrum of quantum
dots, but the limited interference visibility and narrow tuning bandwidth indicate
these approaches need further improvements. Demultiplexing the single photons
from one QD is an alternative solution; however, it entails a price of lower photon
rate and transmission efficiency [45, 67, 86]. The distinguishable issue indicates
that the single-photon emitter may not be the best approach to build an ’ideal’ or
a promising single-photon source for large-scale photonic quantum computing
that requires N-photon simultaneously.
2.2.7 Heralded single-photon source
A heralded single-photon source that harnesses stochastic nonlinear optical ef-
fects, such as SPDC and SFWM, is another viable approach to build a single-
photon source. Unlike the single-photon emission from a single-photon emitter,
a heralded single-photon source generates a time-correlated single-photon pair.
The detection of one photon (heralding single photon) heralds the existence of
the other single photon (heralded single photon). The principles of SPDC and
SFWM are shown in Figure 2.10(a) and Figure 2.10(b), respectively.
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FIGURE 2.10: Principle of SPDC and SFWM. (a) Principle of SPDC.
(b) Principle of SFWM. (c) Schematic of SPDC in a lithium niobate
waveguide. (d) Schematic of SFWM in a silicon waveguide.
Figure 2.10(a) presents the principle of SPDC in the frequency domain. One
pump photon (blue) is probabilistically split into a time-correlated photon pair
(red), signal and idler. The energy conservation requires that:
ωp = ωs +ωi, (2.31)
where ωp, ωi and ωs represent the angular frequency of a pump, ideal and signal
photon, respectively. Here, Figure 2.10(a) only depicts one possible SPDC process
in which signal and idler have identical frequency (ωs = ωi), but it is sufficient to
show the underlying principle. As a reversed second harmonic generation (SHG),
the SPDC relies on the second-order nonlinearity (χ(2)), which only exists in a
material with non-centre-symmetric lattices, such as lithium niobate [87, 88], β-
barium borate (BBO) [89] and potassium-dihydrogen-phosphate (KDP) [90]. The
schematic of SPDC in a periodically poled lithium niobate (PPLN) waveguide is
depicted in Figure 2.10(c).
Figure 2.10(b) shows the principle of non-degenerate SFWM in the frequency
domain. Instead of splitting one pump photon, two pump photons (green) are
probabilistically converted into a time-correlated photon pair, signal (blue) and
idler (red), with different frequencies (ωs 6= ωi). The degenerate SFWM creates
two identical single photons (ωs = ωi) via two different pump wavelengths [91,
92]. SFWM is a third-order (χ(3)) nonlinear process in a quantum regime that
is randomly stimulated by the fluctuation of vacuum state. Besides the vacuum
state, the occurrence of SFWM is also determined by other two conditions: en-
ergy conservation and phase matching. The condition of energy conservation
and phase matching can be expressed as:
∆ω = ωp1 +ωp2 −ωs −ωi = 0 (2.32)
∆k = ks + ki − kp1 − kp2 = 0, (2.33)
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where ωx and kx represent the angular frequency and wave-vector, respectively,
and x = p, s and i represent the pump, signal and idler photons, respectively.
The schematic of SFWM in a silicon nanowire is shown in Figure 2.10(d).
As a result of the photon pair generation, a heralded single-photon source
is characterised by a coincidence measurement, as shown in Figure 2.11. After
a nonlinear waveguide, time-correlated photon pairs are generated and sepa-
rated into two channels for signal (blue) and idler (red) photons. A time inter-
val analyser (TIA) collects the time-tag information of the signal and ideal pho-
tons after the single-photon detector (SPD). The detection of a time-correlated
photon pair is illustrated by the orange dashed oval in Figure 2.11, and defined
as Coincidence (C). Meanwhile, TIA also collects spurious coincidences, called
Accidental (A). These accidentals are contributed by uncorrelated noise photons,
as shown by the green dashed oval in Figure 2.11. The uncorrelated noise photon
comes from the pump leakage, multi-photon pair, transmission loss, two-photon
absorption (TPA), free-carrier absorption (FCA) and spontaneous Raman scatter-
ing (SpRS) [93–100].
Figure 2.11 illustrates a histogram of coincidence measurement within 60 s.
The detection of time-correlated photon pairs results in an accumulation of C at a
certain relative time delay, corresponding to the length difference between signal
and idler channels. A significant peak in the histogram manifests the generation
of the time-correlated photon pair. In contrast, the uncorrelated noise photons
accidentally pair a spurious coincidence, irrespective of the fixed relative time
delay, and periodically form small accidental peaks, as shown in Figure 2.11. The
constant time interval between each peak is predefined by the periodic temporal
mode of pump pulses.
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FIGURE 2.11: Histogram of coincidence measurement.
The spurious coincidences (A) immersed inside the coincidences (C) will limit
the applications of a heralded single-photon source because of the SNR. As a
quantum analogue to the SNR, the coincidence to accidental ratio (CAR) has been
developed to characterise the quality of heralded single-photon source which can
be expressed as:
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CAR =
C− A
A
=
Ctrue
A
, (2.34)
where Ctrue represents the detection of real time-correlated photon pairs after sub-
tracting the spurious detections (A) from the ’raw’ coincidence (C). The Ctrue of a
heralded single-photon source can be estimated by:
Ctrue = µηiηsR, (2.35)
where µ is the average probability (or efficiency) of generating one photon pair
per pulse, and ηi, ηs and R are the overall collection efficiency of the idler and sig-
nal channel and pump repetition rate, respectively. Due to the stochastic nonlin-
ear process, there is an uncertainty in Ctrue. Meanwhile, the independent photon
generation indicates that the uncertainty can be analysed by the standard devia-
tion of the Poisson distribution (denoted by Poisson error bar hereafter):
σ =
√
Ctrue =
√
µηiηsR. (2.36)
The accidental rate in Equation (2.34) can be expressed as the product of the de-
tection from each channel:
A = (µηs + ds)(µηi + di)R
= (µ2ηsηi + µηsdi + µηids + dsdi)R
(2.37)
where, ds and di are dark counts from the single-photon detector. µ2ηsηi and
dsdirepresent the noise counts contributed by multiple photon pairs and dark
counts, respectively. µηsdi (µηids) shows the noise counts contributed by un-
paired photons and dark counts. Since most experimental setups have quite low
generation probability (µ) and collection efficiency (ηs and ηi), Equation (2.37) is
an appropriate approximation to analyse noise counts. After combining Equa-
tion (2.35) and Equation (2.37), CAR equals:
CAR =
µηiηs
(µηs + ds)(µηi + di)
. (2.38)
In the high count regime, the dark counts (ds and di) play a trivial role in the
measurement. Therefore, A can be estimated by µηsµηi, and CAR is simplified
to:
CAR ≈ µηiηs
µηsµηi
=
1
µ
. (2.39)
To date, the heralded single-photon source has been experimentally demon-
strated with broadband spectral flexibility [12, 101–103], ultra-high brightness
[89, 104], single-photon purity [8, 105, 106] and indistinguishable photon from
separate sources [104, 107]. However, the intrinsic limitation of the heralded
single-photon source is the probabilistic photon pair generation that fails to sat-
isfy the criterion of a high-efficiency single-photon source (µ ≥ 0.75). Increas-
ing the pump power can improve the generation efficiency of a single-photon
pair, but the maximum generation efficiency of a single-photon pair is only 0.25
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[108]. Fortunately, the multiplexing scheme has been proposed to break the prob-
abilistic nature of a heralded single-photon source by manipulating the heralded
single photons in the spatial, temporal or frequency domain via an active switch-
ing [109–111]. The proof-of-principle demonstrations indicate that the multiplex-
ing scheme creates the possibility of developing a high-efficiency single-photon
source. In Chapter 3, three temporal multiplexing schemes are explained as a
potential solution to enhance the generation probability of the heralded single-
photon source.
2.3 Photonic quantum communication
This section first explains conditional information security in classical communi-
cation. As a potential solution, a general discussion of quantum communication
is transferred into a specific solution-photonic quantum communication. After
explaining two seminal protocols and two distribution channels, the lack of inte-
grated time-bin entanglement circuits is indicated as one of the major hurdles to
build a robust, scalable and cost-efficient quantum network.
2.3.1 Conditional information security
Information security is a long-standing puzzle in the field of communication.
Information security is heavily reliant on the encryption scheme, which is the
process of encoding plaintext into ciphertext so that it can be accessed by the
authorised parties only. The encryption schemes can be classified into two types:
symmetric-key encryption (SKE) and asymmetric-key encryption (AKE) schemes.
SKE defines an encoding process in which both the sender and receiver (called
Alice and Bob in this example) share identical keys, as shown in Figure 2.12(a).
Bob encrypts a plaintext into a ciphertext with a shared key, before sending it
to Alice. Alice then decrypts the ciphertext back to the plaintext with the same
key. Two representative SKE schemes are data encryption standard (DES) and ad-
vanced encryption standard (AES). As a result of the identical key for encryption
and decryption, key management becomes extremely difficult, as the required
key number equals the square of the communicant number. The practical obsta-
cle of key management in SKE is addressed in AKE (or public-key encryption),
which was first proposed by Whitfield Diffie and Martin Hellman in 1976 [112].
Compared with SKE, AKE applies private and public keys for each end-user, as
shown in Figure 2.12(b). Bob sends a ciphertext encoded by Alice’s public keys
to Alice, and then Alice decrypts the ciphertext with her private keys. One of the
best-known AKE schemes was proposed by Ron Rivest, Adi Shamir and Leonard
Adleman (RSA) [113]. Another two representative AKE schemes are the Diffie-
Hellman key exchange [114] and digital signature algorithm (DSA).
Compared with SKE, AKE is a more resource-efficient scheme. The AKE
scheme has been widely used in a practical communication network. The in-
formation security of AKE relies on the computational complexity, which can be
interpreted by a one-way function. By definition, it is straightforward to calculate
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FIGURE 2.12: (a)SKE scheme; (b) AKE scheme.
f (x) with a given variable, x; however, it is difficult to reverse the calculation and
deduce x from f (x) [113, 115]. For instance, it is easy to work out the product of
two prime numbers: 67× 71 = 4, 757; however, it takes much longer to find the
prime factor of 4,757. The computational efforts to break the AKE exponentially
increase with the bit number of the public key ( f (x)). For instance, 2,048 bit pub-
lic keys take years to factorise into private keys. Therefore, AKE is considered a
reliable scheme to prohibit information leakage. However, in theoretical aspects,
AKE offers conditional information security because its security depends on an
unproven assumption-the nonexistence of an efficient factorisation algorithm in
classical computing [115]. Moreover, the theoretical analysis of quantum comput-
ing magnifies the flaw of AKE since Shor’s algorithm allows efficient factorisation
of large integers in quantum computing [21, 116]. Information security is of the
utmost importance in current society, and there is zero tolerance for any poten-
tial threats. Theoretical analysis and experimental demonstrations suggest that
quantum communication is a promising way to achieve unconditional informa-
tion security [26, 115, 117–120]. A general discussion of quantum communication
is presented in Section 2.3.2.
2.3.2 Quantum communication
As explained in Section 2.3.1, classical communication cannot offer unconditional
security if someone has a substantial amount of computational power or unan-
ticipated algorithm. Quantum communication allows unconditional information
security, as the encryption keys are protected by the law of quantum physics,
rather than computational complexity. Here, the unconditional security does not
equal ’absolute security’, which does not exist. In 2009, V Scarani et al. explicitly
clarified the difference between these two terms [121]. The unconditional security
of quantum communication holds under several prerequisites:
1. An eavesdropper, Eve, cannot intrude into Alice’s and Bob’s devices to ac-
cess either the emerging key or their choices of settings.
2. Alice and Bob must trust the random number generators that select the state
to be sent or the measurement to be performed.
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3. The classical channel is authenticated with unconditional secure protocols,
which exist [122, 123].
4. Eve is limited by the law of quantum physics.
In quantum communication, there are two channels-the quantum and classical
channels-between two communicants, as shown in Figure 2.13. The encryption
keys are transferred or distributed by the quantum channel, and the classical
channel is used to post-select (or sift) identical keys between two communicants.
The encryption keys are encoded in the indivisible particles, such as electrons,
ions and photons, to prohibit key stealing. Meanwhile, the no-cloning theorem
explained in Section 2.1.2 indicates that Eve cannot perfectly copy an unknown
quantum state. Although different types of indivisible particles are viable candi-
dates to transfer quantum state from one place to another, single photons are the
most practical way to communicate over long distances, as single photons have
negligible interference with the environment. Photonic quantum communication
is clearly explained in Section 2.3.3.
Quantum channel
Distribute keys
Classical channel
Sift or post-select keys
Alice Bob
Eve
FIGURE 2.13: Schematic of quantum communication. Red circles:
single photon with non-orthogonal quantum state (arrow). The
dashed lines are the illegitimate channels for eavesdroppers (Eve)
2.3.3 Photonic solution for quantum communication
Transferring a quantum state from one place to another lies at the heart of quan-
tum communication. Single photons are the most promising way to distribute
the quantum state over a long distance in the real world. The transmission speed
of single photons and the negligible interference with the environment enable
the construction of an ultra-high bandwidth quantum network in the real world.
There are two canonical protocols of QKD: (I) "prepare and measure" (or called
PM) and (II) "entanglement-based" (or EB) [118, 124]. Theoretical works and ex-
perimental progress indicate that both the PM and EB protocols offer uncondi-
tional information security, but the technical challenges of developing a large-
scale quantum network distinguish EB from PM [26, 119, 125]. The PM and EB
protocols are explained in Section 2.3.4.
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2.3.4 Two seminal protocols
Prepare and measure protocol
In 1984, C. Bennett and G. Brassard presented the first QKD protocol in an IEEE
conference in India [124], which became one of best-known PM protocols. We call
this the ’BB84’ protocol. The PM scheme requires two non-orthogonal bases and
four distinct quantum states to encode the photon qubits. To explain the PM pro-
tocol, polarisation is selected to encode the quantum state of each photon qubit.
Figure 2.14 shows each step of the PM protocol. Suppose Alice plans to send
nine-bits encryption key (010101100) and randomly selects two non-orthogonal
bases (A and B) to encode photon qubits. Each base includes two orthogonal
polarisation states for the binary values of 1 and 0. In Base A:
|H〉 = 0, and |V〉 = 1, (2.40)
and in Base B:
|L〉 = 0, and |R〉 = 1, (2.41)
where |H〉, |V〉, |L〉 and |R〉 represent the horizontal, vertical, left-hand circu-
lar and right-hand circular polarisation state, respectively. AAAABBBBA are
the selected bases, while the encoded states are HVHVLRRLH, as shown in Fig-
ure 2.14. After receiving nine-qubits from Alice, Bob will randomly measure these
qubits either in basis A or basis B. Presume he measures the qubit in basis chain
ABABBBBAB. The measurement results in Bob’s hand are HHHHLRRRV, which
correspond to 000001111. Alice and Bob will compare their measurement basis
in the classical channel and only retain the bits where their measurement bases
agree: ’A - A - B B B - -’. The remaining basis will sift or post-select the secret
keys for Alice and Bob: ’0 - 0 - 0 1 1 - -’ and ’-’ represent the discarded raw key
bits after the post-selection. ’00011’ are the secret key bits that are only available
to Alice and Bob.
1 1 0 0 0 1 0 1 0 1 1 0 0
B A A B A A A A B B B B A
R V H L H V H V L R R L H
A B A A A B A B B B B A B
H L H R H H H H L R R R V
0 0 0 1 0 0 0 0 0 1 1 1 1
- - 0 - 0 - 0 - 0 1 1 - -
Final bits 00011
Alice's bases
Alice's states
Bob's bases
Bob's states
Bob's bits
After key sifting
Nine bits
FIGURE 2.14: Illustration of PM protocol. The red bases are the non-
identical bases between Alice and Bob.
The previous paragraphs describe the process of the PM protocol without con-
sidering the existence of a potential eavesdropper. Suppose the eavesdropper,
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Eve, is monitoring both channels between Alice and Bob, as shown in Figure 2.13,
but cannot copy the key information from the quantum channel, because the keys
are encoded on single photons and each state exists in two non-orthogonal bases
simultaneously, so that Eve cannot deduce the correct state by an orthogonal mea-
surement. In this context, the qubit is completely ambiguous to Eve, and the
no-cloning theorem prohibits perfect duplication from the quantum channel. If
Eve intercepts these nine photon qubits and resends another nine qubits to Bob,
based on her measurement. Alice and Bob will pause further key distribution or
abandon this quantum channel because Eve will introduce 25% error rate in the
sifted key where Alice and Bob choose the same bases.
Entanglement-based protocol
In 1991, A. K. Ekert independently proposed another QKD protocol-E91 which
is one of the best-known EB protocols. Compared with the PM scheme, the EB
scheme uses maximally entangled photons, as explained in Section 2.1.2, to dis-
tribute the keys, and verifies the information security via Bell’s inequality test
[118]. Figure 2.15 demonstrates the difference between the PM and EB schemes.
In the quantum channel, an Einstein-Podolsky-Rosen (EPR) source emits the en-
tangled photon pairs, with one photon sent to Alice and the other sent to Bob.
After receiving their photon qubits, Alice and Bob will randomly select their own
measurement bases, either basis A or basis B, and measure their qubits indepen-
dently. The following processes are similar to the PM scheme, such as comparing
the basis in the classical channel and sifting the identical keys. The entangled
photon pairs between Alice and Bob allow non-classical correlations. Any ille-
gitimate measurements on these entangled photon pairs will irreversibly mod-
ify their correlation. Alice and Bob can identify the existence of eavesdropper
through a test of Bell’s inequality.
Quantum channel
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Classical channel
Sift or post-select keys
Alice Bob
EPR
FIGURE 2.15: Schematic of EB protocol. EPR: Einstein-Podolsky-
Rosen source generates entangled photons (red circles). The arrows
with different directions indicate different quantum states.
In several aspects, the PM and EB schemes are similar with each other. In
1992, C. Bennett, G. Brassard and N. D. Mermin proposed another QKD scheme
(called BBM92) to protect information security without a Bell’s inequality test
[126]. Theoretically, the PM scheme can be translated into the EB scheme:
|φn〉AB =
1√
dn
∑
Sn
|Sn〉A ⊗ |φ(Sn)〉B . (2.42)
where dn is the number of possible Sn sequences and |Sn〉A form an orthogonal
basis. After measuring the basis, |ψ(Sn)〉B is the corresponding quantum state
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that Alice sends to Bob [121]. This formal translation does not mean that both
schemes are feasible with current technologies. Based on the difficulty of techni-
cal requirements, the PM and EB schemes are considered a short-term and long-
term (or ultimate) strategies, respectively.
As a short-term strategy, the technical requirements of the PM scheme are not
as challenging as the EB scheme. The practical issues of the PM scheme, such
as photon-number-splitting and side channel attacks, have been addressed by
the decoy states and measurement-device-independent-QKD scheme [125, 127],
respectively. The PM scheme has been experimentally demonstrated in optical fi-
bres [128–132] and free-space link [133–138]. To our knowledge, the longest point-
to-point fibre and free-space link is 404 km and 1,200 km [130, 136], respectively.
More than 2,000 km of fibre-based quantum link has been built with trusted relay
nodes that legitimately implement an intercept and resend strategy [139]. Mean-
while, the EB scheme not only offers unconditional information security, but also
allows dense coding, quantum teleportation and entanglement purification [140–
142]. Beside these advantages, the underlying properties of the EB protocol also
present the possibility of a device-independent-QKD [143]. In 2005, G. Brassard
presented the following comments on the EB protocol [144]:
’Finally, whenever the long-term storage of quantum information will become feasi-
ble, entanglement-based cryptography will provide a form of key distribution that would
remain secure not only against eavesdropping, but also against burglary’.
G. Brassard’s comments indicate the significance of the EB protocol in quantum
communications, yet also indicate that the required technologies (such as quan-
tum memory) are not mature enough to exploit its practical applications. Al-
though the EB scheme has been experimentally demonstrated in optical fibre
and free-space [145–148], the ultimate application of the EB protocol is devel-
oping a global-scale quantum network. This ambitious target not only imposes
stringent requirements on the performance of each core unit (such as entangle-
ment source, linear processing circuits and quantum memory), but also requires
a scalable, reliable and repeatable platform to build integrated quantum nodes
for a large-scale quantum network. The optimal solution is a fully integrated
photonic chip that achieves multi-scale integration of passive and active compo-
nents. The crucial step to start the aforementioned long-term project is to use
the existing CMOS infrastructure to develop an integrated platform that can ef-
ficiently generate, actively control and precisely analyse the entanglement states.
In Chapter 4, a double-stripe silicon nitride waveguide is exploited for entangle-
ment state generation, manipulation and analysis. The corresponding principles
and experimental results are detailed in Chapter 4.
2.3.5 Two distribution channels
The ultimate image of QKD is to build a global-scale quantum communication
network. To date, there are two viable channels to distribute the photon qubits
between remote users-one is free-space and the other one is optical fibre. More
than 2,000 km of key distribution has been experimentally demonstrated in both
channels, as shown in Figure 2.16.
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FIGURE 2.16: QKD network based on fibre and free-space link. (a)
Fibre link. (b) Free-space link [136].
Thanks to Charles K. Kao’s pioneer work [149], the optical fibre became one
of the most promising ways to transmit optical signals or single photons. The
specifications of a standard single mode fibre (Corning SMF-28) show that its
propagation loss at two telecom windows 1,330 nm and 1,550 nm is 0.35 dB/km
and 0.2 dB/km, respectively. Although the propagation losses exponentially in-
crease with the length of the optical fibre and the no-cloning theorem prohibits
the amplification of single photons, dense coding and quantum memory can sig-
nificantly elevate the capacity per qubit and the key distribution rate (or distance)
in the future.
The free-space link is another promising channel to develop a global-scale
quantum network. A recent demonstration of key distribution during the day-
time significantly expands the applications of free-space QKD [150]. Propagation
loss in a free-space channel mainly results from two aspects: atmospheric scatter-
ing and collection loss. In clear weather, the transmission loss of atmosphere in
the telecom window from 1,520 nm to 1,600 nm is less than 0.1 dB/km [151]. The
collection losses are determined by the apertures of the telescopes, the alignment
between sender and receiver, and other vibration parts. There is a simple mode to
estimate the overall transmission efficiency (t) of a free-space channel with length
`:
t ≈ [dr/(ds + D`)]2 × 10−α`/10, (2.43)
where dr and ds are the apertures of the sending and receiving telescopes, and D
and α are the divergence of the beam and the atmospheric attenuation, respec-
tively [121].
It is increasingly likely that optical fibre and free-space link will coexist in the
future to construct a global-scale quantum network, as a result of their unique
advantages. The free-space link is a better option for long-distance QKD between
different countries or different continents than is the fibre-link [145]. Meanwhile,
the optical-fibre link is a cost-efficient way to realise key distribution within a
city or between different cities [152–154]. In practical circumstances, each chan-
nel prefers to encode the qubits in different degrees of freedom. In the free-space
channel, the negligible decoherence of polarisation in free-space determines the
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optimal way to encode the flying qubits. In optical fibre, a polarisation mode dis-
persion induced by the birefringent effect, temperature and stress variation will
be the main obstacle to distributing polarisation qubits between remote users.
Time-bin qubits that encode the key information in a time domain allow a robust
scheme for a fibre link. This robust scheme, combined with an integrated pho-
tonic chip, paves the way to build a robust, scalable and cost-efficient quantum
network in the real world-see Chapter 4.
2.4 Integrated quantum optics
This section briefly explains the motivation of integrated quantum optics and the
two CMOS-compatible platforms, silicon and silicon nitride, used in this thesis.
2.4.1 Motivation
(a)
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(b)TABLE I
TECHNOLOGY PLATFORMS FOR QUANTUM PHOTONICS
Metric Silicon Silica Direct-Write Si3N4 InP GaAs LiNbO3
Density (1/ r 2 ) ••••• •• • ••• ••• ••••• ••
Loss (1/αr ) ••••• •••• •• •••• ••• •••• •••
Passive optics ••••• ••••• •••• •••• •• • •••
Active optics ••• • • • •••• ••• •••••
Photon sources ••• • •• •••• •• ••••• ••••
(c)
FIGURE 2.17: Bulk optics and integrated optics. (a) Bulk optics [107,
155]. (b) Integrated optics. (c) Table of integrated platforms [156].
More dots indicate better performance.
Over the last two decades, research activities in the field of quantum optics
not only exploited the surprising breakthroughs in fundamental science, but also
investigated its potential in practical applications [19, 60, 67, 107, 136, 145, 154,
155, 157, 158]. The major challenge of its practical applications lies in developing
a highly reliable and scalable photonic quantum system. The present-day tech-
nologies offer two available approaches to build such a quantum system: (I) bulk
optics and (II) integrated quantum optics. Bulk optics is an excellent platform for
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scientific demonstrations because of its ultra-low loss, straightforward qubit con-
trol and negligible cross-talk noise, as shown in Figure 2.17(a). However, it does
not seem to be a viable approach to build a practical quantum system because of
its lack of robustness, stability, and scalability. The optimal way to build such a
reliable and scalable quantum system is integrated quantum optics that harnesses
CMOS technologies, as with the two large-scale integrated photonic chips shown
in Figure 2.17(b). A perfect integration platform for photonic quantum technolo-
gies requires high nonlinearity for photon generation and negligible linear and
nonlinear loss for qubit processing. Figure 2.17(c) from Ref. [156] summarises
the performance of several integrated platforms. It indicates that, to date, a per-
fect integration platform has not yet been demonstrated. For instance, the silicon
platform has excellent nonlinearity for photon pair generation, but its linear and
nonlinear loss severely limits its performance. Another typical example is the
silicon nitride platform, which has demonstrated ultra-low propagation loss and
negligible nonlinear loss within a broadband wavelength. In this thesis, silicon
nanowire and double-stripe silicon nitride waveguide have been used to generate
single and entangled photons and manipulate their quantum states. Therefore,
Section 2.4.2 and Section 2.4.3 briefly explain the linear and nonlinear proper-
ties of silicon and silicon nitride platforms, respectively. A more comprehensive
study can be found in [156, 159, 160].
2.4.2 Silicon
As well as playing a dominant role in micro-electronics, silicon is considered an
excellent platform in the field of integrated quantum optics. Excellent nonlinear-
ity and thermal conductivity allow efficient photon pair generation and active
qubit control in the silicon platform. The silicon platform also offers a natural
interface between electronic and optical devices. Compared with previous works
in silica [161–167], the ultra-high nonlinearity (γ ≥ 300 /W/m) and dense refrac-
tive index of silicon unlock a higher level of scaling and performance in quantum
optics, as partially shown in Figure 2.18 and Figure 2.17(b) [159, 168–175].
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FIGURE 2.18: Schematic of silicon sources. (a) Nanowire [176]. (b)
Photonic crystal waveguide [171]. (c) Ring resonator [177]. (d)
Micro-disk [170].
In Chapter 3 and Chapter 4, SFWM is used to generate correlated photon pairs
in a 3 mm silicon nanowire fabricated by IMEC. Since the silicon crystal exhibits
an inversion symmetry, the lowest-order nonlinear effects stem from the third-
order susceptibility, χ(3). As explained in Section 2.2.7, SFWM is a χ(3) nonlinear
process stochastically triggered by a vacuum state. The energy conservation and
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phase-matching condition explained in Equation (2.32) and Equation (2.33) do
not include the phase change induced by other Kerr nonlinear effects, such as
self-phase modulation (SPM) and XPM. To include these processes, the overall
momentum phase mismatch (κ) is added with additional term:
κ = ∆k+ γp1Pp1 + γp2Pp2, (2.44)
where k is the wave-vector of the single photons; Pp1 and Pp2 are the peak powers
of the two pump fields; and γ is the nonlinearity, which can be described as:
γ =
n2(ωp)ωp
cAe f f
, (2.45)
where n2 and c are the nonlinear refractive index of silicon at the pump frequency
(ωp) and the velocity of light (2.998× 108m/s), respectively, and Ae f f is the effec-
tive mode area of the pump field when it is confined to a waveguide:
Ae f f =
(
∫ ∫ ∞
−∞ |F(x, y)|2dxdy)2∫ ∫ ∞
−∞ |F(x, y)|4dxdy
, (2.46)
where F(x, y) is the mode distribution of the fundamental transverse electronic
(TE) mode. In this thesis, non-degenerate SFWM is used to generate time-correlated
photon pairs, instead of degenerate SFWM; therefore, the following discussion
only considers non-degenerate SFWM. It is convenient to separate κ into two
parts: ∆β represents the mismatch induced by dispersion, while ∆KNL represents
the phase mismatch because of other Kerr nonlinear effects. The term ∆β can be
expressed in the Taylor series:
∆β = β(ωs) + β(ωi)− 2β(ωp1,2)
= β(ωp +Ω) + β(ωp −Ω)− 2β(ωp)
= β2Ω2 +
2
4!
β4Ω4 +
2
6!
Ω6 + · · ·,
(2.47)
where Ω represents the frequency interval (or detuning) between the pump and
signal/idler. The higher-order terms of ∆β, such as β4 and β6, are negligible parts
compared with the first term, β2, so that ∆β ≈ β2Ω2. The corresponding ∆KNL
term is:
∆KNL = 2γpPp, (2.48)
as Pp1 = Pp2 in the non-degenerate SFWM. The overall phase mismatch, κ, can
be simplified to:
κ = β2Ω2 + 2γPp, (2.49)
where β2 is also known as the group velocity dispersion (GVD):
β2 =
d
dw
(
1
vg
), (2.50)
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which is used to describe the changing rate of the group velocity (vg) while the
light propagates inside a medium. In a waveguide, β2 can be calculated by its
dispersion, D:
D = −(2pic
λ2
)β2. (2.51)
The TE mode distribution inside a silicon nanowire is shown in Figure 2.19(a).
The negligible energy leakage outside the silicon core indicates the origins of non-
linear effects, the interactions between the pump pulses and the silicon nanowire.
The 220× 460 nm dimensions offer anomalous dispersion (D > 0 or β2 < 0) for
TE mode in the telecom-band, as shown in Figure 2.19(b).
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FIGURE 2.19: Analysis of silicon nanowire. (a) TE mode distribution
in silicon nanowire [178]. (b) Its dispersion.
After calculating the overall phase mismatch (κ), the average photon-flux spec-
tral density from SFWM-defined as the number of photons generated per unit fre-
quency and per time, at frequency detuningΩ between the pump and signal/idler-
is generated over an effective length (Le f f ) [179]:
fx(L,Ω) =
1
2pi
γ2P2p
|ϕ(Ω)|2 |sinh[λ(Ω)Le f f ]|
2, (2.52)
where ϕ(Ω) =
√
(γPp)2 − (β2Ω2 + 2γPp)/4. The effective length (Le f f ) can be
expressed as follows:
Le f f =
1− exp(−αL)
α
. (2.53)
Here, 3 mm length and 3 dB/cm propagation loss result in a 2.8 cm effective
length. The γ of the silicon nanowire is around 300 /W/m. To significantly
suppress the multi-photon contaminations in the SFWM, the peak power (Pp)
of each pump pulse is usually limited to less than 1 mW, so that γPpLe f f  1.
In this condition, the average photon-flux spectral density from SFWM can be
calculated by:
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fx(L,ω) =
(γPp)2
2pi
sinc2(
β2Ω2 + 2γPp
2
Le f f ), (2.54)
The calculation results shown in Figure 2.20 indicates that the aforementioned
silicon nanowire offers 12 THz full-width at half maximum (FWHM). Such a
broad bandwidth allows sufficient frequency detuning between the pump and
signal/idler to eliminate the pump leakage noise without sacrificing too much
photon pair generation efficiency.
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FIGURE 2.20: Normalised SFWM photon flux as a function of fre-
quency detuning from pump frequency.
Although the high nonlinearity and refractive index of silicon allow fabrica-
tion of optical devices in a micro-scale footprint, silicon is not a perfect integra-
tion platform in two aspects. One is that the 3 dB/cm propagation loss in the
standard silicon nanowire (220× 460 nm) prohibits the construction of long cir-
cuits, as single photon qubits will dissipate during the linear transmission and
processing. The potential solutions include an etchless silicon waveguide with
0.3 dB/cm [68] and a hybrid integration, such as silicon-silica [180]. The nonlin-
ear loss of silicon platform, such as TPA and FCA, is an intrinsic hurdle of the
silicon platform [93]. TPA and FCA are explained in the next section.
Two photon absorption and free carrier absorption
TPA is a process where two photons are absorbed simultaneously by a material
to excite a single atom or ion to an excited state. In silicon, half of the band-gap
energy (0.6 eV) is smaller than the photon energy at 1,550 nm (0.8 eV). Therefore,
TPA will adversely affect the generation efficiency of SFWM at a wavelength of
around 1,550 nm. TPA not only reduces the collection efficiency, but also affects
the phase matching condition of SFWM. With the presence of TPA, the nonlinear
phase shift parameter (φ) for SFWM can be expressed as:
φ =
γAe f f
α2
ln[1+ α2 IpLe f f
ng
n0
], (2.55)
where α2 is the TPA coefficient, Ip = Pp/Ae f f is the pump intensity with the peak
power Pp, and ng and n0 are the group index and refractive index, respectively.
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Meanwhile, the generated photon pairs are affected by TPA. The collection effi-
ciency determined by TPA can be expressed as follows:
ηTPA =
n2g
(1+ α2 IpLe f f )2
. (2.56)
Moreover, free electrons released by TPA will also absorb the generated photons;
this process is known as FCA. The collection efficiency determined by FCA can
be described as follows:
ηFCA =
1
[1+ σNcLe f f (2α)](1/2)
, (2.57)
where σ and Nc are the absorption cross-section and free-carrier density, respec-
tively. Overall, TPA and FCA not only modify the phase matching of SFWM,
but also add an extra nonlinear loss into the overall photon collection efficiency,
ηNL = ηTPAηFCA.
2.4.3 Silicon nitride
Another CMOS platform, Si3N4, has attracted significant research interest over
the last decade because of its promising results and unique properties compared
with silicon. Although the nonlinearity (γ) of the Si3N4 waveguide is not as high
as silicon, the maximal photon pair generation rate in a silicon ring resonator
is surpassed by a Si3N4 ring resonator, which can generate > 107 single-photon
pairs per second [181]. Unlike the limited transparency window at the telecom
window and nonlinear absorption in the silicon platform, Si3N4 has an ultra-
broadband transparency window from 400 nm to 8 µm and negligible nonlinear
loss [181]. Meanwhile, the Si3N4 platform allows ultra-low propagation losses
(<0.3 dB/cm), such as the buried waveguide [182, 183], box-shape waveguide
[184, 185], single-stripe waveguide [185–187] and double-stripe waveguide [13,
99, 188, 189], as shown in Figure 2.21. The ultra-low propagation loss enables the
fabrication of long circuits, which is prohibited in silicon nanowire, such as an
unbalanced Mach-Zehnder interferometer with a 14 cm arm [13].
In Chapter 4, a double-stripe silicon nitride waveguide, as shown in Fig-
ure 2.21(d), is used to construct linear processing circuits and nonlinear photon
pair source. These silicon nitride circuits are fabricated by LioniX. The double-
stripe structure only allows the transmission of TE mode with 0.1 to 0.2 dB/cm
propagation loss. Figure 2.22(a) shows the TE mode distribution in a double-
stripe Si3N4 waveguide structure, with most of the energy confined in the two
Si3N4 stripes, so that the photon pairs are mainly generated from the interac-
tion between Si3N4 and pump pulses, rather than silica. Using Equation (2.45)
and Equation (2.46), the estimated nonlinearity (γ) of the double-stripe Si3N4
waveguide is 0.233/W/m, with n2 = 2.5−15cm2/W [103, 182]. The β2 of the
double-stripe Si3N4 waveguide is estimated as 750 ps2/km, which is referred to
the dispersion value elucidated in Ref.[188]. In Chapter 4, the nonlinear property
of the double-stripe structure is exploited in a 6.5 cm Si3N4 waveguide. Based
on Equation (2.53), the effective length (Le f f ) is 6.39 cm. The relatively low γ
results in large pump power to generate time-correlated photon pairs, so that
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(a) (b)
(c) (d)
FIGURE 2.21: SEM images of silicon nitride waveguide [69, 189].
(a) Buried waveguide. (b) Box-shape waveguide. (c) Single-stripe
waveguide. (d) Double-stripe waveguide.
γPpLe f f  1. In this condition, the average photon-flux spectral density from
SFWM is expressed as follows:
fx(L,Ω) =
1
2pi
γ2P2p
2g2(Ω)
e2g(Ω)Le f f , (2.58)
where g(Ω) =
√
(γPp)2 − (2γPp − |β2|Ω2)2/4 [179]. The photon flux shown
in Figure 2.22(b) indicates 2.4 THz FWHM of SFWM. The blue arrow in Fig-
ure 2.22(b) indicates the frequency detuning between the pump and signal/idler.
(a) (b)
FIGURE 2.22: TE mode distribution and SFWM bandwidth in Si3N4
waveguide [99]. (a) TE mode distribution. (b) Bandwidth of SFWM.
The blue arrow indicates the 500 MHz detuning.
Although efficient photon pair generation and ultra-low loss transmission
have been demonstrated on Si3N4 platform, as an amorphous material, the SpRS
is the intrinsic noise source that hinders the potential applications of Si3N4 plat-
form. SpRS is explained in the next section.
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Spontaneous Raman scattering
In contrast to an elastic scattering (Rayleigh scattering), Raman scattering is an
inelastic scattering of photons. In Rayleigh scattering, the energy of the scat-
tered photons is identical to the incident photons. However, in inelastic scatter-
ing (such as Raman scattering), the scattered photons have different energy from
the incident photons. The physical image of Raman scattering is the interaction
between the photons and phonons existing in a material. Phonons are the quanta
of molecular vibrations. There are two types of Raman scattering: (I) Stokes scat-
tering, which indicates that a photon lose energy to a phonon, and (II) anti-Stokes
scattering, which gains energy from a phonon. Here, Stokes scattering and anti-
Stokes scattering result in a red and blue shift to the incident photon, respectively.
In a high pump power regime, the occurrence of stimulated Raman scattering
(SRS) results in an exponential nonlinear gain. However, in a low (or weak) pump
power regime, SpRS plays an important role, instead of SRS. In SpRS, the number
of Raman-scattered photons is proportional to the density of the phonon state in
the material and the thermal occupation of the phonon bath, so that SpRS scales
linearly with the effective length of the medium (Le f f ) and the peak power of
pump pulses (Pp).
As a crystalline material, silicon has a narrow Raman scattering peak at ap-
proximately 18 THz detuning away from the pump wavelength, so that SpRS
plays a negligible role in a silicon-based nonlinear photon source. In contrast,
as an amorphous material, SpRS in Si3N4 has a broadband spectrum that could
overlap with the spectrum of SFWM with the same pump pulses [190]. With the
presence of SpRS, the quality of a heralded single-photon source is degraded as
uncorrelated photons are generated by SpRS. However, the SpRS will be miti-
gated in the future, since the entire system is most likely immersed into a cryo-
genic circumstance to achieve optimal single-photon detection [156]. The ultra-
low temperature will significantly suppress SpRS because of the limited molecule
vibrations [99, 191]. The SpRS photon-flux spectral density in either signal (or
idler) channel can be calculated as [192–194]:
fSpRS(L,Ω) = PpLe f f
∣∣gR(Ω/2pi)∣∣ (nth + 1), (2.59)
where gR(Ω/2pi) is the Raman gain spectrum of Si3N4 waveguide, defined as:
gR(Ω/2pi) = 2γ fR Im[hR(Ω/2pi)]. (2.60)
Here, fR is the fractional contribution of the delayed Raman response, and nth
is the photon population at frequency Ω and temperature T, which is described
by the Bose-Einstein distribution explained in Equation (2.6). The Bose-Einstein
distribution indicates that the photon flux spectral density of SpRS in the sig-
nal/idler channel is affected by the temperature. If the Si3N4 waveguide is cooled
down to the temperature of liquid nitrogen, the Raman noise is expected to be
suppressed by 70.6%.
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Chapter 3
Temporal multiplexing of heralded
single-photon sources
Chapter 3 discusses three temporal multiplexing (TMUX) schemes to build a
high-efficiency single-photon source for large-scale photonic quantum comput-
ing as well as the potential limitations of TMUX with high repetition rate.
Section 3.2 is written based on the following publication:
Chunle Xiong, Xiang Zhang, Matthew J. Collins, Andri Mahendra, Luke G. Helt,
Michael J. Steel, Duk-Yong Choi, Chang Joon Chae, Philip H. W. Leong, and Ben-
jamin J. Eggleton, "Active temporal multiplexing of indistinguishable heralded
single photons," Nature Communications 7, 10853 (2016).
Section 3.3 is written based on the following publications:
Xiang. Zhang, Iman Jizan, Jiakun He, Alex S. Clark, Duk-Yong Choi, Chang
Joon Chae, Benjamin J. Eggleton, and Chunle Xiong, "Enhancing heralded single-
photon rate from a silicon nanowire by time and wavelength division multiplex-
ing pump pulses," Optics Letters 40, 2489-2492 (2015).
Xiang Zhang, Runyu Jiang, Bryn A. Bell, Duk-Yong Choi, Chang Joon Chae,
Chunle Xiong, and Benjamin J. Eggleton, "Interfering heralded single photons
from two separate silicon nanowires pumped at different wavelengths," Technolo-
gies 4, 25 (2016).
Section 3.4 is written based on the following publication:
Xiang Zhang, Yeehui Lee, Bryn A. Bell, Philip H. W. Leong, Terry Rudolph, Ben-
jamin J. Eggleton, and Chunle Xiong, "Indistinguishable heralded single photon
generation via relative temporal multiplexing of two sources," Optics Express 25,
26067-26075 (2017).
Section 3.5 is written based on the following publication:
Xiang Zhang, Bryn A. Bell, Mark Pelusi, Jiakun He, Wei Geng, Yunchuan Kong,
Philipp Zhang, Chunle Xiong, and Benjamin J. Eggleton, "High repetition rate
correlated photon pair generation in integrated silicon nanowires," Applied Optics
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3.1 The concept of multiplexing
As explained in Section 2.2.5, the major hurdle that hindering the development
of large-scale photonic quantum computing is the lack of a high-efficiency single-
photon source. Compared with the single-photon emitter, heralded single-photon
source is a more promising solution since single photons generated from sep-
arate sources are highly indistinguishable from one another. However, it is a
formidable challenge to efficiently generate single photons from stochastic non-
linear processes, such as SPDC and SFWM. The theoretical analysis indicates
that multiplexing (MUX) scheme is a potential way to build a high-efficiency
single-photon source from a probabilistic nonlinear process [109, 110, 195]. MUX
schemes have been proposed which use different degrees of freedom, such as
spatial MUX [109], temporal MUX [110], and frequency MUX [8, 196]. Regard-
less of different degrees of freedom, these schemes are conceptually similar from
one another. The core concept of MUX is operating numbers of probabilistic pro-
cesses simultaneously and routing the successfully heralded single photons to
a fixed mode via an active switching network so that the µ can be significantly
enhanced.
Tailoring single-photon and multiphoton probabilities of a single-photon on-demand source
A. L. Migdall,* D. Branning,† and S. Castelletto‡
Optical Technology Division, National Institute of Standards and Technology, Gaithersburg, Maryland 20899
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As typically implemented, single-photon sources cannot be made to produce single photons with high
probability, while simultaneously suppressing the probability of yielding two or more photons. Because of this,
single-photon sources cannot really produce single photons on demand. We describe a multiplexed system that
allows the probabilities of producing one and more photons to be adjusted independently, enabling a much
better approximation of a source of single photons on demand.
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The advent of photon-based quantum cryptography, com-
munication, and computation schemes #1,2$ is increasing the
need for light sources that produce individual photons. It is
of particular importance that these single photons be pro-
duced in as controlled a manner as possible, as unwanted
additional photons can render quantum cryptographic links
insecure and degrade quantum computation efficiencies #3$.
Single photons are now commonly created via the process
of parametric down-conversion !PDC" #2,4,5$, although at-
tenuated lasers and quantum dots and other single-quantum-
site sources are also used #6–9$. Because PDC creates pho-
tons in pairs, the detection of one photon indicates, or
‘‘heralds,’’ the existence of its twin, a significant advantage
over other methods !even aside from the potential to directly
produce entangled states". In addition, because the PDC pro-
cess is governed by the constraints of phase matching, it is
possible to know the output trajectory, polarization, and
wavelength of that heralded photon. While PDC has a long
history as a single-photon source and there have been many
recent improvements #10$, the scheme has a couple of prob-
lems. The conversion process is random, so while an output
photon is heralded by its twin, there is no control or prior
knowledge of when the heralding event will occur. In addi-
tion, there is a possibility of producing more than one pair at
a time and because that probability increases nonlinearly
with the one-photon probability, one must operate at low
one-photon probabilities. So to be assured that more than one
photon is not produced, one must operate where it is most
likely that no photon is produced at all #11$.
The faint laser scheme suffers the same difficulty as the
PDC method, in possibly producing more than one photon at
a time, with the added difficulty of not having any herald at
all #12$. Quantum-dot sources offer a new way of definitively
producing single photons, although it remains to be seen
whether their output efficiencies can be made to approach
unity in practice, a requirement for a true on-demand source.
To surmount the problem of random production in PDC,
one uses a pulsed laser to pump the nonlinear crystal !see, for
instance, Ref. #8$". With a pulsed source, photon pairs can
only be produced at certain times. Unfortunately the
multiple-photon emission problem remains; a high probabil-
ity, P1 , of producing a single-photon pair during each pulse
leads to an increased likelihood, P"1 , of producing more
than one photon pair during each pulse, defeating the origi-
nal goal of having a source of single photons. This problem
occurs regardless of whether sources with Poisson or Bose
statistics are used #5,14$. Because of this, pulsed systems are
usually operated with low probability of producing an output
photon pair during a laser pulse (P1%0.1–0.3) #6,8,12$.
Thus, while photons can only come during specific time win-
dows, most of these time windows will contain no photons at
all, showing th trade-off between the tw require ents of
producing a photon on demand and being assured that there
is, in fact, just one photon.
The improvement presented here allows these two com-
peting requirements to be adjusted independently by decou-
pling P1 and P"1 . We can th n select both the desired like-
lihood of production of a photon pair and the desired
suppression of multiple-pair events. This is accomplished us-
ing an array of down-converters and detectors #Fig. 1!a"$
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FIG. 1. !a" Single-photon source using an array of crystals and
trigger detectors. Which-trigger information is sent to the optical
switching circuit. Input line delays to allow the trigger information
to arrive before the incoming photons are not shown. !b" Simplified
implementation using only a single down-converter crystal and de-
tector and no optical switching circuit. Multiple staggered length
delays are shown leading to the trigger detector. A lens collects all
the modes correlated to the trigger.
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FIGURE 3.1: The principle of the SMUX [109]
As a typical example, SMUX has been first proposed by A. L. Migdall et al. in
2002 [109]. Figure 3.1 shows the principle that numbers of nonlinear medium ar-
ranged in an array are simultaneously pumped by synchronised laser pulses. The
nonlinear optical process, such as SPDC, randomly generates a time-correlated
single-photon pair in the array and the detection of a heralding photon indi-
cates the existence of its partner—a heralded single photon. The heralding de-
tection controls an optical switching circuit that routes the heralded single pho-
ton to the output mode. In this scheme, the heralded single-photon rate is lin-
early enhanc d with the number of nonlinear medium after exclu ing the loss
of the switching circuit. Mean hile, the m lti-photon noise r mai s fixed, be-
cause only one nonlinear medium is connected to the output at a time. In 2011
and 2013, X. Ma et al. and M. J. Collins et al. experimentally demonstrated the
SMUX in β-barium borate and silicon-based photonic crystal waveguide [5, 105],
respectively. The schematics and experimental results presented in Figure 3.2
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demonstrate that the heralded single-photon rate is linearly enhanced with the
number of the spatial mode.
Although in these proof-of-principle demonstrations, the photon generation
probability has been significantly enhanced, it has not satisfied the threshold of
0.75, as explained in Section 2.2.5. Developing a high-efficiency single-photon
source via SMUX requires large amounts of nonlinear sources, optical switches
and single-photon detectors. Therefore, SMUX is an unfavourable scaling so-
lution for large-scale photonic quantum computing as it suffers an overhead of
physical resources.
MA, ZOTTER, KOFLER, JENNEWEIN, AND ZEILINGER PHYSICAL REVIEW A 83, 043814 (2011)
for each SPDC source by a series of beam splitters (BSs).
These SPDC sources are then coupled by fast photon routers
and directed to a single output. Each individual SPDC source
has the probability to generate one pair, P1. The pump power
input is chosen to be low enough that the generation of more
than one pair, P>1, is much smaller than P1. With sufficiently
large m and feed-forward operation of the fast photon router,
the probability of obtaining one pair emission in this array,Q1,
can approach unity and hence be on demand. The detection
signal of the heralding (trigger) photon of an individual source
is used to identify which source has produced a pair of photons
and to control the photon routers to direct the successfully
created photon to the single output of this m-SPDC array.
Shapiro et al. proposed a modular configuration by using 2× 1
routers [16], where two inputs can be routed to a single output.
As shown in Fig. 1(a), in a 1-SPDC HSPS, one nonlinear
crystal (NLC) cut for collinear type-II phase matching is
pumped by laser pulses, where a pair of orthogonally polarized
photons is generated. Their quantum state is a product state in
the polarization degree of freedom: |!⟩12 = |V ⟩1|H ⟩2. |V ⟩1
and |H ⟩2 denote the vertical and horizontal polarization states
of photons 1 and 2 respectively. Then they are separated by a
polarizing beam splitter (PBS). The detection of the vertically
polarized photon heralds the existence of the horizontally
polarized photon, which is the output of this 1-SPDC source.
Two such 1-SPDC sources can be coupled with a photon
router and integrated into a 2-SPDC module, as also shown
in Fig. 1(a). It is straightforward to increase the size of the
network. Two 2-SPDC modules can build a 4-SPDC module
and so on [Fig. 1(b)]. The advantages of this multiplexing
are as follows: First, one can enhance the one-pair-generation
probability by a gain factor of (see Appendix A)
G = Q1
P1
= 1− P
m
0
1− P0 . (2)
Second, the signal-to-noise ratio of an m-SPDC array is the
same as that of a 1-SPDC source: Q1
Q>1
= P1
P>1
. Q>1 is the
probability of obtaining more than one pair in this array. In
Fig. 1(c), the gain G of a multiplexed system with m sources
(blue) is shown and compared with a single 1-SPDC source
(red) at ¯N = 0.1. For P0 close to 1 ( ¯N close to 0), it first
increases linearly with m. The gain saturates at the value
limm→∞G = 11−P0 = 11−e− ¯N for an infinite number of sources.
The black dashed line in Fig. 1(c) shows this saturation limit at
¯N = 0.1. The dependence of the gain on the mean photon pair
number per SPDC source ¯N and the numbers of the sources m
is shown in Fig. 1(d). Intuitively, in order to obtain high-quality
and high-rate single photons, one should operate in a regime
in which ¯N is low for each SPDC, in order to reduce the higher
order emission per source, and m is large, so that the chance of
one source firing in this array is high. This is the reason why
the optimal operating combination of ¯N and m in terms of
maximizing G lies in the upper-left corner in Fig. 1(d), given
that m is limited to 10.
II. EXPERIMENT
Initially, we created photon pairs from a β-barium-
borate crystal (BBO) via noncollinear type-II phase match-
ing [23]. As shown in Fig. 2(a), photons 1 and 2
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FIG. 1. (Color online) Scheme and calculations of generating
on-demand single photons via multiplexing with active feed-forward
from spontaneous parametric down-conversion (SPDC). (a) A 2-
SPDC module consists of two 1-SPDC sources coupled with a
photon router. Each 1-SPDC source produces a pair of photons
probabilistically from a nonlinear crystal (NLC) pumped by laser
pulses whose power is split by a beam splitter (BS). The signal of
each avalanche photodiode (APD) detector, indicated by the black
arrows, is feed-forwarded and controls the photon router to direct one
of the successfully created photons to a single output. This output
single photon along with the output feed-forward signal can then
be used in the next level. Suitable individual optical delays (not
shown) are incorporated in order to erase the output photons’ temporal
distinguishability from different sources. (b) Similarly, a 4-SPDC
multiplexing system can be realized by coupling two 2-SPDC mod-
ules with another photon router. An m-SPDC multiplexing system
requires m SPDC sources and (m− 1) routers. (c) The calculated
gain, G, of using a multiplexed system is plotted as a function of
the number of SPDC sources, m, where only integer values of m is
relevant (blue solid line). The trivial gain of using a 1-SPDC source is
shown for comparison (red solid line). The mean photon pair number
per SPDC source is ¯N = 0.1, indicated with the vertical dashed line
in (d), and the horizontal black dashed line represents the saturation
limit limm→∞G = 11−e− ¯N ≈ 10.5. In addition, we show the gain when
using multiplexing with a 0.95 transmission per path router and 0.97
of the polarization router (blue dashed line) in order to illustrate loss
effects. For details, see the main text and Appendix A. (d) Calculation
result of the gain G as a function of both the numbers of SPDC sources
m and the mean photon pair number per SPDC source ¯N .
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temporal overlap (with the help of suitable individual fiber
delays) of the two photons, and HOM two-photon interference
with a visibility of 88.7% ± 3.8% can be observed (red circles
in Fig. 3). In the case of a 0 phase, the whole router represents
a highly transmissive BS (routing visibility above 95%),
and the two photons remain distinguishable in their spatial
modes. Correspondingly, one obtains path-length-difference
insensitive coincidence counts (black square in Fig. 3). This
is in agreement with complementarity, where in principle
no HOM interference can be observed. In addition, we
have compared the results when using the router with those
when using a normal free-space BS: quantitatively identical
results have been obtained (within the error bars). These
HOM experiments together with the earlier works [29,31]
demonstrate the suitability of the multiplexed photons for
scalable quantum-information processing.
We quantified the quality of the multiplexed single photons
with the second-order correlation function at zero time delay,
g2(0). T e smaller g2(0) is, the higher the quality of the
single photons becomes. The correlation function can be
measured in good approximation with a 50:50 BS and two
more detectors [35], as shown in Fig. 2(c). It is defined
as g2(0) = NtTRNt/(NtT NtR), where NtTR , NtT , NtR , and
Nt are the coincide ce counts among trigger, transmission,
and reflection of the beam splitter; the coincidence counts
between trigger and transmission; the coincidence counts
between trigger and reflection; and the single counts of the
trigger, respectively. Figure 4 showsg2(0) versus the counts per
FIG. 4. (Color online) Experimental results. The correlation
function at zero delay g2(0) is plotted vs the counts in 350 s for
1-SPDC (black circles), 2-SPDC (red triangles), and 4-SPDC (blue
squares) multiplexed systems, where all of them contain the router
circuitry. The g2(0) function saturates at the value 1 for large count
rates, i.e., for large pump powers. The g2(0) data shown are in linear
regime of low count rates and hence fitted with lines through the
origin. Using multiplexed systems, one can increase the count rate
while keeping constant the signal-to-noise ratio and hence the g2(0)
function. In other words, increasing the number of SPDC sources
enables one to increase the count rate with the same signal-to-noise
ratio or (if one turns down the pump power) improves the quality
of the single-photon output while maintaining the count rate of the
output. Error bars indicate ±1 standard deviation.
350 seconds with 1-SPDC, 2-SPDC, and 4-SPDC multiplexing
systems.
We performed the experiments with various levels of pump
power (100, 250, 500, and 1000 mW) to demonstrate the
heralded single-photon quality and generation rate trade-off
of the SPDC sources. With a 1-SPDC source (black circles in
Fig. 4), the counts increased as we increased the pump power.
The quality of the output single photon decreased as g2(0) was
increased because of higher order emissions. At a constant
mean photon pair number ¯N per source, with single-photon
multiplexing, 2-SPDC (red triangles in Fig. 4) and 4-SPDC
multiplexed (blue squares in Fig. 4) systems enhanced the
counts by factors of 2 and 4, respectively, while g2(0) remained
the same as the 1-SPDC. On the other hand, one can understand
Fig. 4 also from the following perspective: By accordingly
decreasing ¯N per source, one can employ multiplexed systems
while keeping the counts constant and increase the quality of
the output single photon via decreasing g2(0). In the regime
of small ¯N , the counts scale proportionally to m at fixed
g2(0), and g2(0) scales inversely proportional to m at fixed
counts. Because the coupling efficiencies of the sources are
different, the count rates and correlation functions are also
different. The values of the counts and the correlation function
shown in Fig. 4 were averaged over four SPDC sources (see
Appendix B).
III. DISCUSSION
The transmission throughput of the single-photon router
is an important parameter for the viability of a multiplexed
system, and next we provide an analysis of losses in our
system. In our experiment, the output photon’s transmission
of the 4-SPDC multiplexing system is T ≈ 0.1, where the
main loss is due to single-mode-fiber to single-mode-fiber
coupling in the router. To have an advantage of 4-SPDC
multiplexing over a 1-SPDC without router circuitry would
necessitate T > 1/4 or, equivalently, T0 > 1/2, if the routers
are all the same and each have a transmission of T0. The gain
due to multiplexing is G ≈ 4 if the mean photon pair number
is small (see Appendix A). Since the transmission of 0.1
of our router circuitry is a technical issue, our experiment is a
proof-of-concept demonstration of single-photon multiplexing
and demonstrates its advantage. Based on current technology
and theoretical analysis of the fiber coupling efficiency, it may
be feasible to improve the transmission per router to about
95%. This number is obtained from experimentally achievable
Fresnel losses on each optical surface and theoretically
predicted fiber coupling efficiency [36]. Then, the total gain of
a 4-SPDC source with routers compared to a 1-SPDC source
without router would be approximately GT ≈ 4× 0.952 =
3.61.
Practically, the repetition rate of multiplexing is only
limited by the repetition rate of the pulsed laser (in our case
80 MHz, but femtosecond lasers with 1 GHz are commercially
available [37]), the jitter of the detector (500 ps in our case,
but those with 50 ps are commercially available [38]), and the
switching time of the modulators (5.6 ns in our case, but less
than 100 ps has been shown [26]). In addition, by employing
state-of-the-art photonic structures, low insertion loss of the
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in pump intensity and interaction time, thereby enabling an ultra-
compact source36. To permit the generation of indisti guishable
photon pairs using a single pump laser, the position of the slow-
light frequency window must be nominally identical in all PhCWs
(see Methods section for more information). The two photons are
separated using wavelength division components that can be
realized, for example, using integrated arrayed waveguide
gratings37,38. One photon from each pair is detected by an
array of N integrated silicon waveguide-based single-photon
detectors39, whereas the other is buffered in an optical delay line
(ODL)40,41. Currently, this delay line is implemented using
optical fibre, as this is the only technology available to provide
sufficient delay while remaining at a reasonably low loss. While
the photon is delayed, a radio frequency logic gate triggered by a
photon detection feeds forward a drive signal to a fibre-coupled
opto-ceramic switch, which actively routes single photons to a
common output. The switch, which is based on an electro-optic
polarization rotation34, is fabricated from PLZT and has a
maximum switching rate of 1MHz and an insertion loss of
B1 dB. For a net increase in the heralded photon rate in the case
of only two sources, the switch insertion loss must beo3 dB (see
ref. 13). The output is a multiplexed stream of indistinguishable
single photons, given matched post-generation spectral filtering.
Dual-input waveguide device. In the first demonstration, the two
waveguides are labelled A1 and B1, and are sketched in the inset of
Fig. 1. The rate of pairs from each source was measured before the
electro-optic switch and compared with the multiplexed rate
measured at the common output. The standard signal-to-noise
metric for probabilistic photon-pair sources is the coincidence-to-
accidental ratio (CAR). Figure 3 ill strates the CAR for a range of
measured heralded single-photon rates for individual PhCWs A1
and B1, shown as red squares and green circles, respectively. The
characteristic curve for the measured CAR of an individual source
is limited by multipair noise. The absolute rate was then esti-
mated by taking into account component losses and detector
efficiencies. We spatially multiplexed the two sources by adding
in an optical switch and electronics to route photons to a com-
mon output fibre. The multiplexing measurements were made
using the same characterization setup as for the individual
sources and the result is plotted in Fig. 3 as blue triangles. We
fitted the data for the single sources using an analytical expression
for the CAR ratio, including the measured values for detector
dark counts and losses (see Methods section). By measuring the
transmission of the opto-ceramic switch channels (85.1 and
79.4%), we calculated the maximum expected enhancement to the
CAR as a function of the heralded single-photon rate (dashed line
in Fig. 3 and see Supplementary Fig. S1 for more detail). It can be
seen that the data is entirely consistent with this maximum
expected enhancement and that the results for the multiplexing
case lie well above the limit for a single source of this type.
Indeed, to check the agreement we fit the data to the predicted
curve, but allowing the switch transmission to vary. The best fit
was obtained for a transmission that slightly exceeds the mea-
sured values, so that within experimental error we have obtained
the maximum possible performance. We also show the theoretical
Inset: Device A1 and B1
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Figure 1 | Spatial multiplexing scheme. A single laser is coupled to a monolithic silicon chip to pump an ultra-compact array of silicon PhCWs.
Photon pairs are generated in the PhCW region, wavelength separated by integrated arrayed waveguide gratings (AWGs) and the heralding photons
detected using single photon detectors. The remaining photons go through a delay line, while a fast electronic logic gate sets the state of the PLZT
switch. The selected heralded photon is then routed to the common fibre output. The orange box region represents the experimental setup for results
presented in this work. Inset: our first implementation used a device with two s parate but monolithically fabricated PhCWs, designated A1 and B1.
n0 ng n0
!I !P !S
SFWM
Figure 2 | Schematic representation of the SFWM process. A pulse of
laser light approaches the silicon PhCW shown in a at a speed of c/n0,
where c is the speed of light and n0 is the refractive index of silicon. When
the pulse enters the PhCW, it is spatially compressed and travels at a
slower speed through the medium c/ng, where ng is the group index in the
PhCW. From this, we define a slow-down factor S¼ ng/n0. Two photons
of the pulse are annihilated to generate signal and idler photons of higher
and lower ene gy, shown as blue and red circles, with the process epicted
in b. The process must obey energy and momentum conservation such that
oSþoI¼ 2oP and kSþ kI¼ 2kPþ 2gP0, where the subscripts denote
signal, idler and pump, g is the non-linear parameter and P0 is the peak
power in the device. The remaining pulse and photons then exit the PhCW
into the fast-light regime.
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case for a lossless switch and note that we are operating close to
this regime. For a fixed CAR, we achie ed a 62.4% improvement
in the detected single-p oton rate, equivalent to increasing the
probability of generating a photon, while maintaining a constant
probability of multipair noise. Similarly, an improvement in the
CAR was achieved for a fixed photon rate, which corresponds to a
reduction in the multiphoton noise. The decoupling of the single-
photon and multiphoton rates, evident in the result shown in
Fig. 3, is the essence of spatial multiplexing. To provide a clear
demonstration, the measurement was made in the regime where
multiphoton generation is the dominant noise source, at rates
well above the dark-count-limited CAR peak18. Note that other
methods to enhance the single-photon rate, including increasing
pump power or pump-laser repetition rate42, cannot be used to
achieve the same decoupling and the noise level scales as for
individual sources.
Single-input waveguide device. The second experimental
implementation demonstrates a primary building block for our
proposed scheme and is shown schematically as the region inside
the orange box in Fig. 1. The two PhCW devices are referred to as
A2 and B2, shown in the scanning electron micrograph, Fig. 4a.
The output heralded single-photon rate from each waveguide was
measured and plotted in Fig. 4b, shown as green triangles and red
squares for A2 and B2, resp tively. The multiplexing switch was
then added and the multiplex utput measured fo the same
range of PhCW output powers, shown in Fig. 4b as blue triangles.
We extract an enhancement to the heralded single-photon rate of
63.1% (see Methods section and Supplementary Fig. S2),
consistent with the result of the first measurement.
Second-orde correl tion function measurements. To verify
that the output of our multiplexed source was indeed in the
single-photon regime, we measured the second-order correlation
function g(2)(nT)¼CABHCH/CAHCBH at discrete delays using a
Hanbury–Brown and Twiss (HBT) setup43,44. Here, CABH is a
threefold coincidence across all detectors, CAH and CBH are the
heralded clicks in detectors A and B, CH is the number of
heralding clicks, n is an integer and T is the period between
pump-laser pulses. A measured g(2)(0)o1 is expected for a non-
classical light source and g(2)(0)o0.5 for a source approaching
true single-photon operation. A 50/50 coupler is required for an
HBT experiment, and was added to the common output. An ODL
was added to adjust the fine balance in optical path length (see
Methods section), with the requirement that the optical paths
from ch of the photon-pair sources and the c upler be
balanced. In this experiment, sources A2 and B2 both contribute
to th measured photon statistics used to calculate g(2)(nT), which
is lotted in Fig. 4c. The measured g(2)(0)¼ 0.19±0.02 co firms
that our spatially multiplexed source is operating in the single-
photon regime. As a check of this result, we measured g(2)(nT) for
n¼±1,2, delaying or advancing the electronic trigger pulses
from the detector at one output of the 50/50 coupler by one or
two pulse periods with respect to the other and measuring the
correlation. For these correlations between successive pulses, we
expect the photon statistics to return to a Poissonian distribution
with g(2)(±nT)¼ 1. The measured g(2)(þT)¼ 1.01±0.23,
g(2)("T)¼ 0.91±0.21, g(2)(" 2T)¼ 1.14±0.26 and g(2)(þ 2T)
¼ 0.95±0.22 are consistent with this expectation.
Discussion
The Nx2 switch indicated in Fig. 1 can be accomplished with the
technology described here by a series of cascaded switches. For
low dark counts and low single-channel pair rates m, the expected
net enhancement with N sources is mN=m ¼ NZlog2 NL , where the
switch transmission is ZL. If we were to extend this demonstration
using multiple PLZT switches with 1 dB loss each, for example,
scaling to eight sources requiring the realistically achievable
number of nine detectors and seven switches, this would provide
an enhancement of the heralded single-photon rate by a factor of
four45,46. This corresponds to a 416-fold increase in the
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Figure 4 | On-chip Y-split coupler. (a) A scanning electron microscope image of an integrated waveguide-based Y-split geometry 50/50 coupler,
spli ting incoming pump pulses between two PhCWs A2 and B2 shown in green and red false colour, respectively. Scale bar, 20mm. (b) Heralded
single-photon rates from source A2 (green circles), source B2 (red squares) and the multiplexed (blue triangles) rate are plotted for a range of output
powers. (c) The g(2)(nT) correlation function is measured for the multiplexed output, a value of g(2)(0)¼0.19, markedly o0.5, confirms the
source is operating in the single-photon regime. For other values of n, the uncorrelated Poissonian g(2)(nT) is close to 1, as shown by the dashed line.
All errors are calculated from Poissonian statistics.
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Figure 3 | Spatial multiplexing result. The CAR from source A1 (green
circles), source B1 (red squares) and after multiplexing (blue triangles) are
plotted for a range of heralded single-photon rates. The solid line represents
a fit to the single source data, the dashed line represents a fit to the
multiplexed data and the dot-dashed line represents the expected
enhancement for a lossless switch. All errors are calculated from Poissonian
statistics.
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FIGURE 3.2: Schematics and measurement results of the SMUX [5,
105]. (a) T e s atial mo es are increas d with the numb r of SPDC
crystals. (b) The photon counts are linearly increased without sacri-
ficing the g(2)(0) value. (c) The spatial modes are increased with the
number of integrated waveguid s. (d) The heralded single-photon
ra e is e hanced by 63.1% after subtracting the loss from an optical
swit .
In 2011, J. Mow a d D. Englund proposed a TMUX scheme to build a high-
fficie cy heralded single-photon source [110]. Figure 3.3 presents their pro-
posal which includes t re blocks: ph ton pair generation, h ralding decision
and variable delay circuits. Compared to SMUX, each output of TMUX requires
o ly one nonlinear source for pair generation, one d tector for heralding detec-
tion and the witch umber is re u ed to l g2 N+ 1 instead of N− 1 in SMUX,
where N is a number of temporal (or spatial) mode. TMUX significantly reduces
42 Chapter 3. Temporal multiplexing of heralded single-photon sources
the physical resource for each single-photon source and opens the possibility of
large-scale photonic quantum computing which requires N-photon simultane-
ously to outperform classical computing. Numerous experimental demonstra-
tions of TMUX show a significant enhancement of the single-photon generation
probability [8, 66, 106, 175, 196–201]. Three TMUX schemes, active temporal
multiplexing (ATM), time and wavelength division multiplexing (TWDM) and
relative temporal multiplexing (RTM), are experimentally demonstrated in Sec-
tion 3.2, 3.3 and 3.4, respectively.
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FIG. 1. (Color online) A nonlinear crystal is pumped at period T ,
resulting in the generation of photon pairs at random intervals. The
idler photon is split off and detected, heralding the existence of the
signal photon. The appropriate signal photon is then sent into a delay
circuit, where it is delayed to the next rail at period NT .
crystals, switched into a single output by n N × 1 switch [29].
Later proposals using strictly n × m switches for n,m 6 2
require order of N switch scaling [30] to accomplish this
spatial multiplexing.
We are able to reduce the number of switches to order
of log2 N by using the time-multiplexing scheme shown in
Fig. 1. In this scheme, a single SPDC element is pumped at
some period T so that photon pairs are generated according
to the Poisson statistics in each time bin. The idler photons
are sent to a detector and the corresponding signal photons
routed to a variable delay circuit. Based on the detection of the
idler photons, one signal photon is routed to a single time bin,
while any others are rejected. Thus, the scheme targets pulsed
single-photon emission with a period of NT [31,33].
We alter the variable delay circuit of previous schemes
from a single delay line to one composed of separate delays
j with time delay 2j T ; any delay from 0 to T (N − 1)
can be constructed as T
∑log2 N
j=0 cj2j , where cj ∈ {0,1}. In
this representation, if cj = 1 (= 0), then the photon is (not)
routed into delay j . All delays are therefore achieved with
order of log2 N switches. Switching loss scales exponentially
with the number of switches a photon passes through, so
our switching loss scaling is of order N . Previous spatial
multiplexing protocols had a switching loss that scaled asN but
required order of N switching elements [30,32]. The log2 N
scaling of our protocol reduces energy consumption, increases
resilience to fabrication imperfections, and eases scalability
but it requires optical delay lines. Previous time-multiplexing
protocols, optimized for implementation in bulk optics, r quire
only one switching element. However, for this design, we will
show the signal photons pass this switch a greater number
of times and therefore experience greater attenuation. This
is especially important because switches represent the main
source of loss in the on-chip implementation.
The setup is shown in Fig. 2 for the case of N = 8 time
bins. The protocol begins with the “pair generation block,” in
which a pulsed laser at 780 nm is split int a series of delays
of lengths 4T , 2T , and T , where T corresponds to the desired
pump period shown in Fig. 1. An eight-pulse train is generated
that then pumps a nonlinear crystal cut for type-II SPDC,
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FIG. 2. (Color online) AMPP generation for N = 8. A laser enters a series of beam splitters and delay arms designed to generate eight
pulses at period T . The laser then pumps a nonlinear crystal (NLC) and emits an electronic triggering signal, which gates the heralding detector
(D) and synchronizes the decision electronics. The photon pairs generated are split at a polarizing beam splitter (PBS), with the idler photon
sent to the detector. The detector outputs a bit stream, which is read by the data processor (P). The processor outputs a bit stream to an ultrafast
bit generator, which controls the switch, MZI1. The signal photon is sent to a delay line and is either rejected by MZI1 or transmitted to the
active delay circuit. MZI2–5 are controlled by periodic clock cycles. /n denotes the clock rate division by a factor of n required to drive the
modulators according to Table I. Delays are denoted by nT for n = 1,2,4 and T the pump period. Light is coupled on-chip by a tapered fiber
(TF).
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FIGURE 3.3: The proposal of the TMUX [110]
3.2 Active temporal multiplexing
This section explains an experimental demonstration of ATM. It is separated into
three sections: principle, experimental methods and measurement results.
3.2.1 Principle
ATM scheme extends the mode number (N) in temporal domain instead of spa-
tial domain, as shown in Figure 3.4. The identical green pulses with a period of T
indicate the pump pulses with the same peak power and these pump pulses also
define temporal modes (or time-bins). Due to the identical pump pulses, time-
correlated single-photon pairs are randomly generated at any temporal modes
with the same probability. The detection of a heralding photon (red) tells the
temporal mode of a heralded single photon (blue) and a relative time delay be-
tween the detected mode and fixed mode, such as t1. The logic signals generated
from heralding detections control an active switching network to precisely shift
heralded single photons to t1. Compared with one pump pulse at period 4T, a
group of pump pulses at period T are approximately four times as likely to gener-
ate a photon pair in the given time frame of 4T due to the identical pump pulses.
Although the random nature of the generation process within each time-bin re-
mains the same, heralded single photons are constantly shifted to t1 so that the
heralded single-photon generation probability at the 4T clock period is enhanced.
3.2. Active temporal multiplexing 43
S ingle particles of light—photons—are a vital resource forthe implementation of quantum-enhanced technologiessuch as optical quantum computing1 and simulation2. To
make such technologies practical requires ideal single-photon
sources, which can emit single photons on-demand and
indistinguishable in all relevant degrees of freedom: central
frequency, bandwidth, spatial mode, and polarization3,4. Despite
recent progress on relaxing these requirements5,6, sources that
meet the required thresholds do not yet exist. Two strategies have
been proposed to develop the desired photon sources7. One is to
use ‘single-emitter’ quantum systems8–11 such as quantum dots
or colour centres in diamond. These systems typically emit single
photons nearly on-demand, with a recent demonstration showing
that the emitted photons from a single quantum dot can be highly
indistinguishable12. However, producing highly indistinguishable
photons from distinct emitters remains challenging because of the
difficulty of fabricating identical emitters at the nanoscale13,14.
The alternative approach is to generate correlated photon pairs
via spontaneous nonlinear optical processes, such as parametric
down conversion or four-wave mixing in suitable crystals or
waveguides, where the detection of one photon in a pair ‘heralds’
the existence of its partner15–17. However the photon pair
generation events are unpredictable (being associated with
vacuum fluctuations) and contain contributions from multi-pair
events. Indeed the probabilities of single- (P1) and multi-pair
(P41) events are both related to the mean number of pairs created
per pump pulse m. They both increase with m, and P41 increases
more rapidly (to leading order it grows quadratically rather than
linearly). Therefore, these sources are usually operated in the
moo1 (and thus P1oo1) regime to minimize the multi-photon
noise. Unfortunately, most useful quantum protocols require
many simultaneous single-photon inputs in different modes, and
as the success rate falls as (P1)n for n input modes, operation
quickly becomes impractical4,5. This has limited the world record
quantum photonic demonstration to the eight-photon level18.
A promising solution is to actively multiplex non-deterministic
photons in different spatial or temporal modes to enhance the
probability of single-photon output19–23. Spatial multiplexing has
been implemented in a few architectures24,25, but scaling quickly
becomes infeasible as the number of photon sources and
heralding detectors increases rapidly with the number of modes
to be multiplexed25,26. Temporal multiplexing, proposed in
refs 21–23, reuses the same detectors and photon-generation
components, and thus is significantly more resource efficient and
scalable. The scheme in ref. 23 requires an electronic circuit to
extract timing information from the heralding photons, which is
subsequently used to control a switching network that actively
routes the heralded photons into a pre-defined temporal mode.
Recently two groups have demonstrated initial experimental
implementations of active temporal multiplexing27,28, but the
remaining challenges are: managing the photons’ arrival time to
the accuracy of several picoseconds, and controlling their
polarization to maintain the photons’ indistinguishability; and
developing ultra-low-loss integrated optical components so that
the desired enhancement can be achieved in a scalable manner.
In the following, we aim to experimentally overcome all of
these challenges using all-fibre-integrated low-loss optical
devices and off-the-shelf fast electronic components, and
to reveal the potential of this scheme for deterministic
indistinguishable single-photon generation. We show a
substantial increase in the heralded single-photon output
probability at a given clock cycle with no concomitant increase
in the multi-pair contamination.
Results
Temporal multiplexing scheme. The principle of our
demonstration is illustrated in Fig. 1. Compared with one pump
pulse at period 4T, a group of pump pulses at period T are
approximately four times as likely to generate a pair in the given
time frame of 4T if the individual pulse energy is the same.
However, the random nature of the generation process within
each time bin remains the same. The situation changes after
the heralded photons are actively delayed to time bin t1: if
the switching network has sufficiently low losses, the heralded
single-photon output probability at the 4T clock period will be
increased.
Optics and FPGA configuration. To implement the scheme
shown in Fig. 1, we design an experiment as shown in Fig. 2
(see Supplementary Fig. 1 and Supplementary Note 1 for the full
setup). A mode-locked fibre laser with a repetition rate of 10MHz
(100 ns period) produces 10 ps pulses at 1,550 nm. Each pulse is
split into four pulses spaced by 25 ns using two one-to-four fibre
couplers and three tunable optical fibre delay lines. The four
pulses then propagate along a 3-mm long nonlinear silicon
nanowire, probabilistically generating correlated photon pairs via
spontaneous four-wave mixing in the four time-bins29. As a result
of energy conservation and phase matching, photon pairs are
generated at frequencies symmetrically around the pump over a
6 THz bandwidth29. An arrayed waveguide grating (AWG,
100GHz channel spacing and 50GHz channel bandwidth) is
used to select the photon pairs generated at 1,545 and 1,555 nm,
block the pump, and spatially separate the two photons of each
pair. The 1,555 nm photons are detected by a fast and low-noise
niobium nitride superconducting single-photon detector as
heralding signals. These signals contain the timing information
Earlier Later Time
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Multiplexed
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Photon pair
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Figure 1 | The principle of active temporal multiplexing. A nonlinear device is pumped by pulses separated in time by period T, each generating correlated
photon pairs randomly. The two photons from each pair are spatially separated by frequency (colour) and the heralding photons (red) are detected,
indicating the existence of the heralded photons (blue). Depending on the time bin in which a pair is generated, an appropriate delay is applied to the
heralded photon so that it always appears in time bin t1 with a nominal period NT (N¼4 in this work).
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FIGURE 3.4: The principle of the TMUX.
3.2.2 Experimental method and setup
To implement the scheme shown in Figure 3.4, an experimental method is de-
signed as shown in Figure 3.5. A mode-locked fibre laser with a repetition rate of
10 MHz (100 ns period) produces 10 ps width pump pulses centred at 1,550 nm.
Each pulse is split into four pulses spaced by 25 ns using two 1-to-4 fibre couplers
and three optical tunable delay lines. The four pulses then propagate along a
3 mm long nonlinear silicon nanowire as explained in Section 2.4.2, probabilisti-
cally generating time-correlated photon pairs via SFWM in the four time-bins. As
a result of energy conservation and phase matching, photon pairs are generated at
frequencies symmetrically around the pump over a 6 THz bandwidth. An array
waveguide grating (AWG) (100 GHz channel spacing and 50 GHz channel band-
width) is used to select the photon pairs generated at 1,545 and 1,555 nm, block
the pump, and spatially separate the two photons of each pair. The 1,555 nm
photons are detected by a fast and low-noise niobium nitride superconducting
single-photon detector as the heralding signals. These signals contain the tem-
poral information of the heralded photons (1,545 nm) and are sent to a field-
programmable gate array (FPGA) for analysis and switch control.
of the 1,545 nm photons and are sent to a field-programmable
gate array (FPGA) for analysis.
A phase-locked loop in the FPGA is used to lock to and
multiply the laser’s original 10MHz clock to a 40MHz clock. A
finite state machine operating on the 40MHz clock generates
four non-overlapping clocks at four phases relative to the
10MHz clock. A heralding photon detection signal from the
superconducting single-photon detector is ANDed with each
clock phase and an appropriate three binary-digit output latches.
The output is connected to the switching network, so that the
1,545 nm photons are routed into the appropriate sequence of
delay lines. All of these operations require the careful alignment
of the clock with the optical pulses that contain the generated
photons. This is done by optimizing the counts in a series of
coincidence measurements, adjusting the tunable optical delay
lines and tunable digital delays (see Supplementary Note 2).
Loss management. To receive any benefit from a four temporal
mode multiplexing setup, the switching network must have a total
loss below the four times (that is, 6 dB) maximum expected
enhancement. We use optical ceramic switches, made from
ultra-low-loss lead lanthanum zirconium titanate30. These switches
are fibre pigtailed and spliced with the fibre delay lines to minimize
the loss of each path to around 2.8 dB, with ±0.3 dB difference
between different routes (see Supplementary Fig. 2). Since this loss
difference is much less than the overall loss in the experiment, its
effect on output photon statistics is negligible. The setup described
so far ensures indistinguishability in the spectral and temporal
degrees of freedom, but we also require indistinguishability in
polarization. In Fig. 2, the heralded photons from different time
bins have the same polarization before they enter the switching
network. However, they experience different optical paths to obtain
the correct delays, and to minimize losses these components are
not polarization maintaining. This is addressed using two
polarization controllers applied to the two optical delay lines
(see Supplementary Note 3). The additional loss introduced by
each polarization controller is B0.1 dB.
Multiplexing enhancement. The key to verifying our design is to
compare the heralded single-photon output probability per 100 ns
clock period (that is, the original 10MHz clock) at the same
multi-photon noise level for sources with and without the
multiplexing switching network. These two quantities are
characterized by coincidence-to-accidental ratio (CAR)
measurements31. When a pair of photons generated in the same
pump pulse are detected and the detection signals sent to a time
interval analyser, a coincidence is recorded. When photons
generated from different pulses are detected, the coincidence
represents an accidental coincidence. All of these coincidences
(C) and accidentals (A) are recorded as a histogram by the time
interval analyser (see Supplementary Fig. 1 and Supplementary
Note 1), and CAR¼C/A. The measured CAR as a function
of the coincidence rate without multiplexing (NO MUX,
that is, pumping at 10MHz) is plotted in Fig. 3a, indicated
by diamonds. The CAR decreases with the increased coincidence
rate due to multi-pair noise and this is a typical feature
of such measurements25,29,31. For comparison, we perform
measurements at the same pump peak powers for the
multiplexed source (MUX, that is, pumping at 40MHz and
adding the switching network to the setup). The results are
plotted as triangles in Fig. 3a. The CAR still decreases with the
increased coincidence rate because the original NO MUX sources
have this feature. However, when compared with the NO MUX
source, at the same CAR, that is, the same multi-pair noise level,
the coincidence rates are nearly doubled. At the highest power
level in our experiment, the detected coincidence rate has been
increased fromB300 s" 1 for the source without multiplexing to
nearly 600 s" 1 after performing multiplexing. As simply
doubling the number of pump pulses per period (that is,
keeping the same peak power and without an active switching
circuit) can lead to similar results in Fig. 3a (ref. 29), we express
the improvement as an enhancement factor of MUX/NO MUX
heralded single-photon output probability per 100 ns at the same
CAR level. The enhancement is due to the fact that in the NO
MUX case, there is a single pump pulse per 100 ns, while in the
MUX case, there are four pump pulses per 100 ns; and the ratio
between single- and multi-pair probabilities remains the same
when the pulses have the same peak power. Taking into account
the losses of waveguide-fibre coupling, spectral filters and the
efficiency of detectors, we estimate the mean number of pairs per
100 ns clock period from the measured coincidence rate at each
CAR level, and then infer the heralded single-photon output
probabilities using a thermal distribution function for both NO
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Figure 2 | Experimental setup of four temporal mode multiplexing. Pulses from a mode-locked picosecond fibre laser are split to four copies using fibre
couplers and tunable delay lines, and pump a silicon nanowire for spontaneous four-wave mixing. The 0, 25, 50 and 75 ns delays are all relative to the
uppermost optical path. After pump blocking, frequency selection and spatial separation of the two photons of each pair, the heralding signals are analysed
by a FPGA and the heralded photons are buffered using a long fibre delay to wait for the electronic decisions. The loss of the 200m long buffer fibre is
o0.1 dB. The FPGA configures the switching network to route the heralded photons into a single spatial-temporal mode. Logic ‘0’ means the photon
remains in the input (‘bar’) channel; a ‘1’ means the photon is routed to the cross channel.
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FIGURE 3.5: The experimental method
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A phase-locked loop (PLL) in the FPGA is used to lock and multiply the laser’s
original 10 MHz clock to a 40 MHz clock. A finite state machine operating on the
40 MHz clock generates four non-overlapping clocks at four phases relative to
the 10 MHz clock. A heralding photon detection signal from the superconducting
single-photon detector (SSPD) is integrated with each clock phase and an appro-
priate three binary-digit output latches. The output is connected to the switching
network so that the heralded photons (1,545 nm) are routed into the appropriate
sequence of delay lines, as shown in Figure 3.5. To precisely shift the heralded
single photons to the right temporal modes, such as t1, three synchronisations
are implemented in this work. Synchronisation (I): the 40 MHz clock of the FPGA
and the heralding detection so that the FPGA could find out which time-bin the
heralding photons are generated. Synchronisation (II): the switching electronic
signals from the FPGA and the heralded photons arriving at the switches so that
proper delays could be applied to the photons. Synchronisation (III): the relative
optical delays in the four channels of the fibre couplers and in the switching net-
work. The synchronisation process is explained in the Appendix A.1.1 with more
details.
Beside the synchronisation process, the loss of the switching network is care-
fully managed. To receive any benefit from a four temporal mode MUX setup, the
switching network must have a total loss below the four times (that is, 6 dB) maxi-
mum expected enhancement. The optical ceramic switches, made from ultra-low
loss lead lanthanum zirconium titanate (PLZT), are fibre pigtailed and spliced
with the fibre delay lines to minimise the loss of each path to around 2.8 dB, with
±0.3 dB difference between different routes. Since this loss difference is much
less than the overall loss in the experiment, its effect on output photon statistics
is negligible. The experimental methods described so far ensures indistinguisha-
bility in the spectral and temporal degrees of freedom, but indistinguishable po-
larisation is also required. In Figure 3.5, the heralded photons from different
time-bins have the same polarisation before they enter the switching network.
However, they experience different optical paths to obtain the correct delays, and
to minimise losses these components are not polarisation maintaining. This is
addressed using two polarisation controllers with 0.1 dB loss applied to the two
optical delay lines and the approach is explained in the Appendix A.1.2.
The full setup of the ATM experiment is illustrated in Figure 3.6. The top half
of the diagram, excluding the 50:50 coupler before the two avalanche photodi-
odes (APDs: ID210, Id-Quantique), is for the CAR measurements of the source
with four temporal-mode MUX. When doing the measurements for the source
without MUX, only one of the four channels of the 1-to-4 fibre couplers is con-
nected, and the switching network is removed. This arrangement allows the
least change to the experimental conditions for the MUX and NO MUX measure-
ments, and thus guarantees a fair comparison between them. Because the losses
of the four channels of the fibre couplers are slightly different, one polarisation
controller is used in each channel and an inline-polariser immediately after the
fibre couplers to ensure the pulses in the four temporal modes after the inline-
polariser have the same intensity. A fast optical sampling oscilloscope (OSC) is
used to monitor the pulse intensities. The bottom half of Figure 3.6 is a second
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FIGURE 3.6: F ll setup of the experiments. Solid and she lines
represent optical fibres and electronic cables, respectively. MLL:
mode-locked laser, OTDL: optical tunable delay line, ODL: opti-
cal delay line, PC: polarisation controller, ATT: attenuator, OSC:
oscilloscope, AWG: arrayed waveguide grating, PM: power m ter,
SSPD: superconducting single-photon detector, DG: delay genera-
tor, FPGA: field-programmable gate array, SW: switch, BPF: band-
pass filter, APD: avalanche photodiode, TIA: time interval analyser.
heralded single-photon source based on a silicon nanowire with the same speci-
fication to that used in the MUX experiments. This source is pumped by 10 MHz
laser clock, and provided a reference for the indistinguishability verification of
the multiplexed photons via the fourfold HOM quantum interference.
When we perform the CAR measurements for the NO MUX and MUX photon
sources, the 50:50 coupler is took out of the setup and the heralded photon out-
put is directly connected to one ID210 detector. In both cases, the heralded photon
events detected by an ID210 triggered by the 10 MHz laser clock are used as the
‘start’, and the heralding photon events detected by a SSPD are used as the ‘stop’
for the time interval analyser (TIA) to construct the histograms: coincidences vs
time delay between ‘start’ and ‘stop’. This ‘start’ and ‘stop’ arrangement is differ-
ent from the standard way of using heralding signals as the ‘start’ and heralded
as the ‘stop’ just for our experimental convenience to adjust the delays, and it
does not change the underlying principle. A suitable electronic delay is applied
to the heralding detection signals so that the delay in the histogram is always
within the 0–250 ns time window.
3.2.3 Experimental results and discussions
The key to verifying the enhancement of the ATM scheme is to compare the her-
alded single-photon output probability per 100 ns clock period (that is, the orig-
inal 10 MHz clock) at the same multi-photon noise level for sources with and
without the MUX switching network. These two quantities are characterised by
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CAR measurements. Figure 3.7 shows histograms for the NO MUX and MUX
sources in CAR measurements. For the NO MUX source (Figure 3.7(a)), all counts
in the coincidence peak and the accidental peak closest to the coincidence peak
are summed up as C and A, respectively. The time interval between the peaks is
the pump laser period. The ratio between C and A gives CAR. For the MUX
source (Figure 3.7(b)), depending on in which time-bin the heralded photons
are generated, they experience different optical delays to be multiplexed to the
10 MHz clock; however the heralding photons are still on the 40 MHz clock, so
there are four coincidence peaks (the signature of successful MUX). These peaks
look slightly different from one another because photons generated in different
time-bins experience slightly different losses when propagating through different
optical paths. Each coincidence peak should have their corresponding acciden-
tal peak. Two accidental peaks nearly disappear because the photons that are
generated in time bins t2 and t4 require logic ‘1’ be applied to switch (SW1) (see
Figure 3.5 and Figure 3.6). This switching operation on SW1 only allows her-
alded photons to arrive at the detector when there are heralding detections, and
therefore switches away all other events that may give rise to coincidences in the
accidental peak. To calculate the CAR for the MUX source, the counts in all four
coincidence peaks are summed up as C; and the overall counts in the two visi-
ble accidental peaks are multiplied by two as A. This process is considered to be
fair because: first, the sources pumped by each individual temporal mode have
been tested to have the same performance; second, corresponding to the loss dif-
ferences between the different paths, the accidentals for t3 should be higher than
those for t2, while the accidentals for t1 should be lower than those for t4, and the
total accidentals for t1 and t3 can approximately represent those for t2 and t4.
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FIGURE 3.7: The histogram without MUX (a) and with MUX (b)
The measured CAR as a function of the coincidence rate without MUX (NO
MUX, that is, pumping at 10 MHz) is plotted in Figure 3.8, indicated by blue
diamonds. The CAR decreases with the increased coincidence rate due to multi-
pair noise. For comparison, the CAR measurement is performed at the same
pump peak powers for the multiplexed source (MUX, that is, pumping at 40 MHz
and adding the switching network to the setup). The results are plotted as red
triangles in Figure 3.8. The CAR still decreases with the increased coincidence
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rate because the original NO MUX sources have this feature. However, when
compared with the NO MUX source, at the same CAR, that is, the same multi-
pair noise level, the coincidence rates are nearly doubled. At the highest power
level in the experiment, the detected coincidence rate has been increased from
∼ 300 Hz for the source without MUX to nearly 600 Hz after performing MUX.
The analytic plots presented in Figure 3.8 are derived by Equation (2.38) with the
experimental conditions, such as the collection efficiency and the dark counts.
As simply doubling the number of pump pulses per period (that is, keeping the
same peak power and without an active switching circuit) can lead to similar
results in Figure 3.8, the improvement is expressed as an enhancement factor of
MUX/NO MUX heralded single-photon output probability per 100 ns at the same
CAR level, as explained in the following paragraphs.
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FIGURE 3.8: CAR as a function of coincidence rates. Poisson error
bars are used for plot, see Equation (2.36).
The enhancement is due to the fact that in the NO MUX case, there is a sin-
gle pump pulse per 100 ns, while in the MUX case, there are four pump pulses
per 100 ns; and the ratio between single- and multi-pair probabilities remains the
same when the pulses have the same peak power. Since heralded single photons
are detected by a threshold photon detector instead of a photon number-resolving
detector, the heralded single-photon output probability cannot be measured di-
rectly. It is inferred from the coincidences measured by the threshold detector.
Taking into account the losses of waveguide-fibre coupling, spectral filters and
the efficiency of detectors, the average number of photon pairs per 100 ns clock
period is estimated from the measured coincidence rate at each CAR level, and
then the heralded single-photon output probabilities is inferred by using a ther-
mal distribution function for both NO MUX and MUX sources. It is appropriate
to use the thermal distribution to describe the photon statistics in this work, be-
cause both the generated photons and the pump are filtered by array waveguide
gratings with the same channel bandwidth of 50 GHz in the experimental setup
(see Figure 3.6). The heralded single-photon generation probability per 100 ns
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clock period is inferred by P1 = µ/(1 + µ)2. µ is the average number of the
generated pairs per 100 ns clock period calculated by the measured coincidences
(C) and the overall collection efficiency (η) in the heralding and heralded photon
arms, as explained in Section 2.2.7. The enhancement factor of MUX is analysed
by comparing P1η with MUX and without MUX since P1η represents the heralded
single-photon output probability. The analysis value at each CAR level is plotted
in Figure 3.9 as circles, showing that the four temporal mode MUX nearly en-
hances the heralded single-photon output probability by 100% (that is, 3 dB). The
enhancement is less than the ideal factor of 4 (that is, 6 dB) because of the 3 dB
loss of the switching network.
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FIGURE 3.9: The inferred enhancement factor to the heralded single-
photon output probability at each CAR level. Poisson error bars are
used for plot, see Equation (2.36).
For the multiplexed source to be useful, the multiplexed heralded single pho-
tons must be indistinguishable from one another. This is tested by HOM quan-
tum interference [202]. Another heralded single-photon source based on a second
3 mm long silicon nanowire is pumped by the same 10 MHz laser, but without
MUX. The photons generated from this second source are in a certain spatial-
temporal state, that is, in an identical polarisation state and at the accurate 100 ns
clock cycle of the laser, and so they provide a reference to check if the multiplexed
photons are indistinguishable. Note that as the array waveguide grating channels
used to filter the generated photons have a slightly larger bandwidth (50 GHz)
than the pump (10 ps transform limited pulses corresponding to 44 GHz), the
photons to be interfered have some chance to be in different spectral modes. This
may slightly reduce the HOM interference visibility [203].
As the photons to be interfered at a 50:50 beam splitter must be heralded
by their corresponding partner photons, the HOM interference here actually in-
volves fourfold (or four photons) coincidence measurements (see Figure 3.6). Be-
cause the fourfold coincidence rate from two separate sources is very low due
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FIGURE 3.10: The results of twofold (2-fold) and fourfold (4-fold)
quantum interference. Poisson error bars are used for plot, see Equa-
tion (2.36). Solid lines are Gaussian fits according the spectral filter-
ing shape in the experiment.
to the low photon collection efficiency, a standard twofold interference measure-
ment (that is, without heralding information) is first performed to find the appro-
priate delay between photons from the two sources [204]. In this measurement,
the pump powers are set at a level of CAR=18 for both. The twofold dip shows
a raw visibility of 24±1.9% (diamonds in Figure 3.10). After the twofold mea-
surements, the fourfold HOM interference measurement is taken, but at higher
pump powers for both sources in order to have sufficient coincidence counts to
make the statistics meaningful in a reasonable amount of measurement time (for
example, 50 coincidences in one hour) with low-efficiency detectors. The cost
is that the CAR drops to 7, and more multi-photon noise is generated and re-
duces the visibility of the HOM dip. After adjusting the time delay explained in
Appendix A.1.3, a fourfold HOM dip with raw visibility of 69±3.4% (squares in
Figure 3.10) is observed in the measurement, indicating that non-classical inter-
ference occurred between the multiplexed photons and the photons from the sec-
ond source. To check that the residual photon distinguishability is not because of
MUX but due to multi-photon noise at high pump powers and the detector dark
count. The noise contribution of the dark count and the multi-photons from each
source are measured separately [8]. The multi-photon noise from the MUX source
and the dark counts is quantified as Cn1 in a fourfold coincidence measurement
after disconnecting the fibre link between one input of 50:50 coupler and the sec-
ond source. Vice versa, the multi-photon noise from the second source and the
dark counts is obtained as Cn2. Subtracting Cn1 and Cn2 from the raw data (Craw)
does not give the net fourfold coincidences, because the noise due to the detector
dark counts has been subtracted twice. The fourfold coincidences (Cd) by dis-
connecting both sources from the 50:50 coupler is also measured, and added Cd
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induced fourfold counts back to obtain the net fourfold coincidences. To under-
stand this process, here is an example: a raw fourfold coincidence counts Craw
at a particular delay δt is measured first. The multi-pair noise contribution from
two sources and the detector dark counts contribution to Craw at delay δt are mea-
sured separately and counted as Cn1, Cn2 and Cd, respectively. The corrected net
fourfold coincidence equals to Craw − Cn1 − Cn2 + Cd. The correction is imple-
mented for all delays shown in Figure 3.10. The corrected fourfold coincidence
measurements show a visibility of 91±8% indicated by a Gaussian fit, as shown
in Figure 3.11. It clearly demonstrates that the multiplexed photons are highly
indistinguishable. This non-100% visibility is due to the photons’ spectral dis-
tinguishability introduced by the slightly broader band filtering of the photons
mentioned earlier.
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FIGURE 3.11: Fourfold quantum interference after subtracting
multi-photon noise. Poisson error bars are used for plot, see Equa-
tion (2.36). Solid lines are Gaussian fits according the spectral filter-
ing shape in the experiment.
The proof-of-principle results show TMUX is a promising strategy to signifi-
cantly boost the generation efficiency of a heralded single-photon source. Thus,
the remaining challenge is improving the source efficiency to at least 0.75 as ex-
plained in Section 2.2.5. If the generation efficiency is started from 0.015 (arbi-
trarily chosen to be 1 to suppress multi-pair generation), using the first-order
approximation (more rigorous and detailed analysis can be found in Ref. [205]
and [110]), at least N = 0.75/0.015 = 50 time-bins are needed to be multiplexed
if the switch circuit has negligible losses. The required number of switches is an
integer no less than log2 N+ 1, which is 7. Using seven switches, the number of
multiplexed time-bins is 2(7−1) = 64. As this number is larger than the required
N = 50, and the probability of generating more than one pair in 64 time-bins
is low since 0.015 < 1/64, it is possible to achieve the required generation effi-
ciency (µ ≥ 0.75). The major challenge is to reduce the losses of switches. Recent
development of stress-optic effect based switches has the potential to bring the
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switching losses down to the desired level [206]. This type of switch has a 2 µm
thick lead zirconate titanate (PZT) film on the top of a very low loss (as low as
0.0005 dB/cm) Si3N4 waveguide [206]. The applied stress has nearly no impact
on the loss and thus the switch can be practically lossless if the switches and delay
lines are integrated on the same chip to avoid waveguide-fibre coupling.
The other challenge involved in developing high performance heralded single-
photon sources is to have pure heralded single-photon sources before MUX so
that the photons after MUX are highly indistinguishable. In this proof-of-principle
demonstration, the interplay between pump bandwidth and phase matching dic-
tates that purity is maximised with sufficiently narrow filter bandwidths. In the
future, heralded photon purity can be enhanced by either engineering the disper-
sion of the photon pair source or employing micro-ring resonators as the nonlin-
ear device [104, 106, 207, 208].
3.2.4 Conclusion
This proof-of-principle demonstration provides a road map for creating high-
efficiency heralded single-photon sources using a resource efficient and thus scal-
able TMUX scheme. With nearly unity efficiency detectors, 90% transmission fil-
ters and low-loss switches, ATM scheme provides a potential solution to build a
high-efficiency single-photon source required for large-scale photonic quantum
computing.
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3.3 Time and wavelength division multiplexing
This section explains an alternative TMUX scheme that involves time and wave-
length simultaneously. Three parts are included in this section.
3.3.1 Motivation and principle
Compared with SMUX scheme, TMUX scheme can significantly reduce the num-
ber of nonlinear mediums, optical switches and only requires one single-photon
detector for heralding decision. This scheme relies on the heralding detector not
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(a)
(b)
FIGURE 3.12: The schematic of ATM(a) and TWDM(b). (a) Green
pulses are pump pulses; AWG: array waveguide grating; APD:
avalanche photodiode; FPGA: field-programmable gate array. (b)
Colourful pulses indicate broadband spectrum of pump pulses.
being saturated by the high rate of generated photons. Once the heralding detec-
tor is saturated, it is impossible to obtain the correct temporal information of each
heralding photon which is the key to implement TMUX. Benefit from supercon-
ducting technologies, the saturation rate of superconducting single-photon detec-
tor has been extended to more than hundreds of megahertz so that the heralding
channel has a large saturation margin [209]. However, the cryogenic condition
requires a complicated system which is not always available in a practical circum-
stance. In this situation, avalanche photodiode is another cost-efficient solution
for the heralding detection, but, the heralding channel can be easily saturated due
to the long deadtime in avalanche photodiode that severely limits the saturation
rate. To overcome this practical challenge, TWDM is proposed as an alternative
scheme that instead of reusing one avalanche photodiode, the heralding photons
are equally generated in multiple-wavelength so that the saturation rate is lin-
early extended with the number of heralding channels.
The schematic of ATM and TWDM are illustrated in Figure 3.12(a) and Fig-
ure 3.12(b), respectively. In Figure 3.12(a), the light green pulses are pump pulses
with narrow spectrum and have a period of NT. Using two 1-to-N couplers and
optical delay lines with a delay of 0, T, 2T, . . . ,(N − 1)T, the period of the pump
pulses becomes T, and the repetition rate R is increased by N times. If the µ
of each pump pulse is the same, the heralded single-photon rate will increase
by N times with a lossless switching network. After the nonlinear medium,
correlated photon pairs are randomly generated in any pump pulses and the
heralding photons (red) are detected by an avalanche photodiode (APD). A field-
programmable gate array (FPGA) controls the switching network to shift her-
alded photons (blue) based on the temporal information of heralding photons.
However, only one APD is used for the heralding detection and it can easily be
saturated if a large amount of temporal modes are multiplexed. Figure 3.12(b)
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presents the differences between ATM and TWDM, colourful pump pulses indi-
cate a broadband spectrum and N wavelengths are filtered and selected by two
array waveguide gratings (AWGs). The optical delay lines between two AWGs
increase the pump rate to N as in the ATM scheme. After the nonlinear medium,
correlated photon pairs are spatially separated and filtered into multiple chan-
nels by an AWG. Since each pump pulse is centred at different wavelengths and
the frequency of heralded photons is fixed by a well-defined AWG channel, the
heralding photons (red, yellow and green) are generated at different frequencies
due to the phase matching and energy conservation. N APDs are used to detect
the distributed heralding photons, so that the saturation rate is linearly extended
by the number of heralding channels in this scheme.
3.3.2 Coincidence measurements
N wavelength channels and has a period of NT . Using
two arrayed waveguide gratings (AWG) and optical delay
lines, the pump rate R is increased by N times as in the
TDM case. Because the pump has N wavelength chan-
nels, the heralding photons will be distributed toN APDs,
and thus the saturation can be avoided. To implement
this new scheme, the nonlinear device has to allow
broadband SFWM so that all pump channels have similar
probability to generate photon pairs and all photon pairs
share the same heralded channel. The well-defined AWG
channel spacing and channel bandwidth will guarantee
that all idler photons generated from different pumps
are frequency indistinguishable [18].
In this Letter, we experimentally demonstrate the
TWDM scheme shown in Fig. 1(b) with N $ 2 to enhance
the heralded single-photon rate for sources with a broad
SFWM bandwidth, in this case a silicon nanowire source.
By doubling R, we have achieved 90! 5% enhancement
on the heralded single-photon rate at the cost of only
14! 2% reduction to the quantum signal-to-noise ratio.
Keeping the broadband SFWM requirement in mind,
we fabricated a 3-mm-long, 220-nm-high and 460-nm-
wide silicon nanowire on a silicon-on-insulator wafer
with a 2-μm upper-cladding of SiO2. With the designed
dimension, the TE polarization mode of the nanowire
exhibited anomalous dispersion in the telecom band
[Fig. 2(a)], which was necessary for broadband SFWM.
Using the dispersion data and the model in Ref. [19], we
calculated the SFWM photon flux as a function of fre-
quency detuning from pump at a typical pump level of
γPL $ 0.05, where γ is the nonlinear coefficient, P is
the peak power, and L is the nanowire length. The nor-
malized SFWM photon flux is plotted in Fig. 2(b), which
shows that the SFWM bandwidth (half width at half maxi-
mum) in this nanowire is over 6 THz.
To demonstrate the feasibility of the proposed TWDM
scheme, we set up an experiment for N $ 2 as illustrated
in Fig. 3. We pumped the silicon nanowire with two time-
division multiplexed pulses, spectrally separated by
0.1 THz [Fig. 3(a)], Pump 1 (P1, lower frequency), and
Pump 2 (P2, higher frequency), which were able to gen-
erate spectrally overlapped photons. In our experiment,
the generated photon pairs from P1 were post-selected at
0.6-THz detuning from P1, and those photon pairs gener-
ated from P2 were post-selected at 0.7-THz detuning from
P2. The idler photons generated from the two pumps
were therefore at the same frequency. Each individual
pump had a pulse period of 20 ns, and one was delayed
by 10 ns to the other to form a time-division multiplexed
pulse train as shown in Fig. 3(b), so that the idler photons
from each pump were heralded by their corresponding
signal photons. Compared with the experiment using
only one pump with 20 ns period, this scheme is equiv-
alent to doubling the pump repetition rate and will there-
fore enhance the heralded single-photon rate without
reducing the coincidence to accidental ratio (CAR)—a
measurement of the quantum signal-to-noise ratio [17].
The experimental setup is shown in Fig. 3(c). Two ex-
ternal-cavity diode lasers (ECDL) were used to emit two
pumps separated by 0.1 THz (1550.12 nm and 1550.92 nm,
respectively). After going through polarization control-
lers (PC), they were combined by a 50/50 fiber coupler
and modulated by a single lithium niobate intensity
modulator (IM). The IM was driven by a pulse generator
that produced 250-ps-wide Gaussian pulses at 50-MHz
repetition rate. The two pumps were then amplified
by an erbium-doped fiber amplifier (EDFA). They were
separated using a low-loss arrayed waveguide grating
(AWG, from JDS Uniphase, 0.1-THz channel spacing
and 0.05-THz channel bandwidth). P1 was subsequently
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Fig. 3. (a) Wavelength division multiplexing of two pumps
separated by 0.1 THz. (b) Time division multiplexing of two
pumps: the original period of both pumps was 20 ns, and P1 was
delayed by 10 ns from P2. (c) Experimental setup. ECDL:
external cavity diode laser, PC: polarization controller, IM: in-
tensity modulator, EDFA: erbium-doped fiber amplifier, ATT:
attenuator, PM: power meter, AWG: arrayed waveguide grating,
BPF: band pass filter, SSPD: superconducting single-photon
detector, and TIA: time-interval analyzer. Solid and dashed lines
represent fiber and electronic connections, respectively.
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N wavelength channels and has a period of NT . Using
two arrayed waveguide gratings (AWG) and optical delay
lines, the pump rate R is increased by N times as in the
TDM case. Because the pump has N wavelength chan-
nels, the heralding photons will be distributed toN APDs,
and thus the saturation can be avoided. To implement
this new scheme, the nonlinear device has to allow
broadband SFWM so that all pump channels have similar
probability to generate photon pairs and all photon pair
share the same heralded channel. The well-d fined AWG
channel sp cing and channel bandwidth will guarantee
that all idler photo s generated from different pumps
are frequency i distinguishable [18].
In this Lett r, we exp rimentally demonstrate the
TWDM scheme shown in Fig. 1(b) with N $ 2 to enhance
the heralded single-photon rate for sources with a broad
SFWM bandwid , in this case a silico nanowire source.
By doubling R, w have achieved 90! 5% e hanc ment
on the heralded single-photon r e at the cost f only
14! 2% reduction to the q antum signal-to-noise ratio.
Keeping the roa band SFWM requireme t in mind,
we fabricated a 3-mm-long, 220-nm-high and 460-nm-
w de silicon nanowire on a silicon-on-insulator wafer
with a 2-μm upper-cladding of SiO2. With th designed
dimension, the TE polarization mode of the nanowire
xhibited anomalous dispers on in the telecom band
[Fig. 2(a)], which was necessary for bro dband SFWM.
Using th d spersion data and the model in Ref. [19], we
calculated the SFWM photon flux as a functi n of fre-
qu ncy detuning fro pump at a typical pump level of
γPL $ 0.05, where γ is the nonlinear coefficient, P is
the peak power, and L is the nanowire length. The nor-
malized SFWM photon flux is plotted in Fig. 2(b), w ich
shows that the SFWM bandwidth (half width at half maxi-
mum) in this nanowire is over 6 THz.
To demonstrate the feasibility of the proposed TWDM
scheme, we set up an experiment for N $ 2 as illustrated
in Fig. 3. We pumped the silicon nanowire with two time-
division multiplexed pulses, spectrally separated by
0.1 THz [Fig. 3(a)], Pump 1 (P1, lower frequency), and
Pump 2 (P2, higher frequency), which were able to gen-
erate spectrally overlapped photons. In our experiment,
the generated photon pairs from P1 were post-selected at
0.6-THz detuning from P1, and those photon pairs gener-
ated from P2 were post-selected at 0.7-THz detuning from
P2. The idler photons generated from the two pumps
were therefore at the same frequency. Each individual
pump had a pulse period of 20 ns, and one was delayed
by 10 ns to the other to form a time-division multiplexed
pulse train as shown in Fig. 3(b), so that the idler photons
from each pump were heralded by their corresponding
signal photons. Compared ith the experiment using
only one pump with 20 ns period, this scheme is equiv-
alent to doubling the pu p repetition rate and will there-
fore enhance the heralded single-photon rate without
reducing the coincidence to accidental ratio (CAR)—a
measurement of the quantu signal-to-noise ratio [17].
The experimental setup is s i Fig. 3(c). Two ex-
ternal-cavity diode lasers ( ) ere used to emit two
pumps separated by 0.1 T z ( . n and 15 0.92 nm,
respectively). After going t r olarization control-
lers (PC), they were co bi 50/50 fiber coupler
and modulated by a singl lit i niobate intensity
modulator (IM). The IM as i y a pulse generator
that produced 250-ps-wide i pulses at 50-MHz
r petition rate. The two ere then amplified
by an erbium-doped fiber a ( DFA). They wer
sep rated using a low-loss aveguide grating
(AWG, from JDS Uniphas , z chan el spacing
and .05-THz cha nel ban . 1 as subsequently
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Fig. 3. (a) Wavelength divisi lti lexing of two pumps
separated by 0.1 THz. (b) Ti e ivisi ultiplexing of two
pumps: the original period of both pu ps as 20 ns, and P1 was
delayed by 10 ns from P2. (c) xperi ental setup. ECDL:
external cavity diode laser, P : polarization controller, IM: in-
tensity modulator, EDFA: erbiu -doped fiber amplifier, ATT:
attenuator, PM: power meter, A G: arrayed waveguide grating,
BPF: band pass filter, SSPD: superconducting single-photon
detector, and TIA: time-interval analyzer. Solid and dashed lines
represent fiber and electronic connections, respectively.
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FIGURE 3.13: (a) Wavelength division multiplexing of two pumps
separated by 0.1 THz. (b) Time division multiplexing of two pumps:
the original period of both pumps is 20 ns, and P1 is delayed by 10 ns
from P2.
To experimentally demonstrate the feasibility of the TWDM scheme, a proof-
of-principle demonstration is set up for N = 2 as illustrated in Figure 3.14. The
nonlinear medium is pumped with two time division multiplexed pulses, spec-
trally separated by 0.1 THz, as shown in Figure 3.13(a), Pump 1 (P1, lower fre-
quency) and Pump 2 (P2, higher frequency), which are able to generate spectrally
overlapped photons (Idler). In the experiment, the generated photon pairs from
P1 are post-selected at 0.6 THz detuning from P1, and those photon pairs gener-
ated from P2 are post-selected at 0.7 THz detuning from P2. The idler photons
generated from the two pumps are therefore t the same frequency. Each indi-
vidual pump have a ul e period of 20 ns, and one is delayed by 10 ns to the
other to form a time division ultiplexed pulse train, as shown in Figur 3.13(b),
so that th idler photons from ach pump are heralded by their corresponding
signal photons. Compared with the experiment using only one pump with 20 ns
period, this scheme is equivalent to doubling the pump repetition rate and will
therefore enhance the heralded single-photon rate without reducing the CAR.
The experimental setup is shown in Figure 3.14. Two external cavity diode
lasers (ECDLs) are used to emit two pumps separated by 0.1 THz (1,550.12 nm
and 1,550.92 nm respectively). After going through polarisation controller (PC),
they are combined by a 50:50 fibre coupler (FC) and modulated by a single lithium
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FIGURE 3.14: Experimental setup. ECDL: external cavity diode
laser, PC: polarisation controller, IM: intensity modulator, EDFA:
erbium doped fibre amplifier, ATT: attenuator, PM: power meter,
AWG: arrayed waveguide grating, BPF: band pass filter, SSPD: su-
perconducting single-photon detector, and TIA: time interval anal-
yser. Solid and dashed lines represent fibre and electronic connec-
tions, respectively.
niobate intensity modulator (IM). The IM is driven by a pulse generator that pro-
duces 250 ps wide Gaussian pulses at 50 MHz repetition rate. The two pumps
are then amplified by an erbium doped fibre amplifier (EDFA). They are sep-
arated using an array waveguide grating (AWG) from JDS Uniphase (100 GHz
channel spacing and 50 GHz channel bandwidth). P1 is subsequently delayed by
10 ns, corresponding to half of the modulation period. After being recombined
using another AWG, two pumps are injected into a 3 mm silicon nanowire. As
explained in Section 2.4.2, the TE mode in the silicon nanowire not only allows 3
dB/cm propagation loss, but also exhibits anomalous dispersion in the telecom
band. The total insertion loss of the nanowire is as low as 5 dB for the TE mode
because of the use of inversed tapers and lensed fibres. PCs are placed in the two
pump channels between the two AWGs to adjust the pump polarisation indepen-
dently so that both pumps are TE polarised in the nanowire. The two AWGs also
play the role of filters to get rid of amplified spontaneous emission (ASE) noise
from the EDFA as well as any possible SpRS noise from the connection fibres be-
fore them. A tunable attenuator (ATT), 1:99 FCs and power meter are used along
the optical circuit to control and monitor the pump power. At the output of the
nanowire S1 (generated by P1), S2 (generated by P2), and idler photons are sepa-
rated using the third AWG and further filtered by band pass filter (BPF). The total
loss of the AWG and the BPF is approximately 4.5 dB. The two channels carry-
ing S1 and S2 photons are sent to InGaAs avalanche photodiodes (APDs: ID210,
ID-Quantique, 25% efficiency, 1 ns effective gate width, 20 µs deadtime, gated at
50 MHz by the pulse generator, 1 kHz dark counts), and the idler photons are
sent to a superconducting single-photon detector (SSPD: Single Quantum, 10%
efficiency with 100 Hz dark counts). In this configuration, the detection of the
signal photons generated from both pumps could herald the arrival of an idler
photon. The detection signals from the two ID210 detectors are sent to an OR
gate. The output of the OR gate and the detection signal of the SSPD are both
sent to a time interval analyser (TIA) for coincidence measurements. The internal
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tunable trigger delay of the ID210 is used to align the gate pulses and the optical
pulses. Tunable electronic delays after detection are used to shift the coincidence
peak in the histogram away from zero delay to avoid any loss of counts.
delayed by 10 ns, corresponding to half of the modulation
period. After being recombined using another AWG,
two pumps were injected into the silicon nanowire. The
total insertion loss of the nanowire was as low as 5 dB for
the TE mode because of the use of inversed tapers and
lensed fibers. PCs were placed in the two pump channels
between the two AWGs to adjust the pump polarization
independently so that both pumps were TE polarized
in the nanowire. The two AWGs also played the role
of filters to get rid of amplified spontaneous emission
noise from the EDFA as well as any possible spontaneous
Raman scattering noise from the connection fibers
before them. A tunable attenuator (ATT), 1:99 fiber cou-
plers, and power meters (PM) were used along the opti-
cal circuit to control and monitor the pump power. At the
output of the nanowire S1 (generated by P1), S2 (gener-
ated by P2), and idler photons were separated using the
third AWG and further filtered by band-pass filters (BPF).
The total loss of the AWG and the BPF was approxi-
mately 4.5 dB. The two channels carrying S1 and S2
photons were sent to InGaAs avalanche single-photon
detectors (ID210, ID-Quantique, 25% efficiency, 1-ns
effective gate width, 20-μs deadtime, gated at 50 MHz
by the pulse generator, 1000-Hz dark count), and the idler
photons were sent to a SSPD (Single Quantum, 10% effi-
ciency with 100-Hz dark count). In this configuration, the
detection of the signal photons generated from both
pumps could herald the arrival of an idler photon. The
detection signals from the two ID210 detectors were sent
to an OR gate. The output of the OR gate and the detec-
tion signal of the SSPD were both sent to a time-interval
analyzer (TIA) for measurements. The internal tunable
trigger delay of the ID210 was used to align the gate
pulses and the optical pulses. Tunable electronic delays
after detection were used to shift the coincidence peak in
the histogram away from zero delay to avoid any loss of
counts.
To show the enhancement of our scheme, we mea-
sured the CAR and coincidence rate at different input
power levels. As a reference, we performed measure-
ments with only P1 or P2 turned on, each operating at
50 MHz. We then took TWDM measurements at the same
conditions. The results are plotted in Fig. 4, which shows
a coincidence rate (i.e., heralded single photon rate)
improvement of 90! 5%, with a decrease of 14! 2%
in CAR. In the single-pump measurements (blue squares
and purple circles), increasing the coincidence rate by
the same amount would typically reduce the CAR by
40%, as the result of multi-pair generation with increased
pump power.
To compare the performance of this TWDM scheme
with that of simply doubling the repetition rate of a single
pump through TDM, we performed a single-pump experi-
ment operating at 100 MHz. The results are plotted in
Fig. 4. The two sets of experimental results almost over-
lap at high power, showing that the TWDM source offers
a similar performance in this power range. However, the
CAR in the TWDM experiment is lower than that in the
single-pump experiment at low power. We attribute this
to the cross talk between the photons generated from
two pumps and different dark count rates for the two
schemes due to the inherent differences in triggering
the ID210 detectors.
Ideally, this TWDM source should offer 100% enhance-
ment to the heralded single-photon rate without reducing
the CAR, because the two pumps were not temporally
overlapped and should behave like pumping the nano-
wire independently. In reality, however, the ID210 detec-
tors used to detect signal photons were gated by their
pumps, and the effective gate pulse width had to be no
less than 1 ns to get reasonable counts. Even though the
1 ns gate width is much less than the 10 ns separation
between the multiplexed pulses, we found that the detec-
tor synchronized to one pump could capture signal pho-
tons generated from the other pump. For example, when
we only switched ECDL1 on, the detector ID210-2 wasn’t
meant to have any counts beyond dark count. However,
because P1 could also generate photons at the S2 wave-
length and the gate pulses for ID210-2 were measured to
have a small hump that was temporally overlapped with
P1, we observed some photon counts beyond dark
counts. These counts got into the TIA through the OR
gate and contributed to accidentals, because the S2 pho-
tons generated by P1 would not be correlated with the
idler photons generated by P1. We found similar noise
increase when we only switched ECDL2 on. Therefore,
when we switched both lasers on for the TWDM source,
the two pump channels were not completely indepen-
dent, but had cross talk through the detectors because
of a charge persistence effect introduced through imper-
fect gating [20]. When a large amount of photons are il-
luminated on an APD while the gate is OFF, there is still a
probability to generate electrons in the active area of the
APD because the gate pulse voltage is not actually zero.
Once the gate is switched ON in a few ns, these electrons
will generate electrical pulses and give some counts. In
the low-power regime, because the true photon rate is
low and therefore is very sensitive to noise, the cross talk
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Fig. 4. Measured CAR as a function of true coincidence rate.
Blue squares and purple circles represent the results with only
P1 or P2 turned on, respectively; brown traingles represent the
TWDM results. Measurements with only one pump at 100 MHz
are shown for comparison (black diamonds). The measurement
beyond 950-Hz coincidence rate for the 100-MHz pump could
not be done because of the detector saturation. The dotted
blue, dashed orange, and solid green lines represent analytical
models [15] based on experimental parameters for a single
pump, TWDM, and 100-MHz pump, respectively. Poissonian
error bars are included.
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FIGURE 3.15: Mea ured CAR as a function of tr e coincidence rate.
Blue squares and purple circles represent the results with only P1 or
P2 turned on, respectively; brown triangles represent the TWDM re-
sults. Measurements with only on pump at 100 MHz are shown for
comparison (black diamonds). The measurement beyond 950 Hz co-
incidence rate for the 100 MHz pump could not be done because of
the detector saturation. The dotted blue, dashed orange, and solid
green lines represent analytical models based on experimental pa-
ram ters for a single pump, TWDM, and 100 MHz pump, respec-
tively. Poissonian error bars are included, see Equation (2.36).
To show the enhancement of TWDM scheme, the CAR d coincidence rate
are measured at different input power levels. As a reference, the CAR and coinci-
dence rate are collected with only P1 or P2 turned on, each operating at 50 MHz.
TWDM scheme is measured at the same conditions. The results are plotted in Fig-
ure 3.15 as brown triangles, which show a coincidence rate (i.e., heralded single-
photon rate) improvement of 90 ± 5%, with a decrease of 14 ± 2% in CAR. In
the singl pump measur m nts (blue squares and purpl circles), increasing the
coincidence rate by the same amount would typically reduce the CAR by 40%, as
the result of multi-pair generation with increased pump power.
To c mpare th performance of this TWDM schem with hat of simply dou-
bling the repetition rate of a single pump wavelength, a single pump experiment
operating at 100 MHz is performed. The results are plotted in Figure 3.15 as black
diamonds. The two sets f exp rimental results lmost overlap at high power,
showing that the TWDM source offers a similar performance in this power range.
However, the CAR in the TWDM experiment is lower than that in the single
pump experiment at lo power. This pa t of deviation is attributed to the cross-
talk between the photons generated from two pumps and different dark count
rates for these two measurements due to the inherent differences in triggering
the ID210 d tectors.
Ideally, this TWDM source should offer 100% enhancement to the heralded
single-photon rate without reducing the CAR, because the two pumps are not
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temporally overlapped and should behave like pumping the nanowire indepen-
dently. In reality, however, the ID210 detectors used to detect signal photons are
gated by their pumps, and the effective gate pulse width has to be no less than
1 ns to get reasonable counts. Even though the 1 ns gate width is much less than
the 10 ns separation between the multiplexed pulses, the detector synchronised
to one pump could capture signal photons generated from the other pump. For
example, when only external cavity diode laser1 (ECDL1) is switched on, the de-
tector ID210-2 is not meant to have any counts beyond dark count. However, be-
cause P1 could also generate photons at the S2 wavelength and the gate pulses for
ID210-2 are measured to have a small hump that is temporally overlapped with
P1, some photon counts beyond dark counts is observed. These counts are col-
lected by the TIA through the OR gate and contribute to accidentals because the
S2 photons generated by P1 would not be correlated with the idler photons gener-
ated by P1. Similar noise increases when only ECDL2 is switched on. Therefore,
when both lasers are switched on for the TWDM source, the two pump chan-
nels are not completely independent, but have cross-talk through the detectors
because of a charge persistence effect introduced through imperfect gating [210].
When a large amount of photons are illuminated on an APD while the gate is
OFF, there is still a probability to generate electrons in the active area of the APD
because the gate pulse voltage is not actually zero. Once the gate is switched ON
in a few ns, these electrons will generate electrical pulses and give some counts.
In the low power regime, because the true photon rate is low and therefore is very
sensitive to noise, the cross-talk noise affects the CAR more significantly than in
the high power regime. This explains why the two plots overlap at high power,
but diverge at low power.
The benefit of this TWDM scheme is to avoid the APD saturation introduced
by the detector deadtime. As the deadtime of the detectors in this experiment is
set to 20 µs to reduce the afterpulsing noise, the maximum count rate allowed by
this deadtime is 50 kHz. The maximum measurable coincidence rate is limited to
950 Hz when using a single pump with 100 MHz repetition rate (see Figure 3.15).
The ratio of 950/50, 000 corresponded to the 17 dB loss in the heralded (idler)
channel. In contrast, the coincidence rate of TWDM is nearly 1,200 Hz (see Fig-
ure 3.15), breaking the limit by distributing the heralding photons to multiple
wavelength channels. The detector for the idler channel in the experiment is a
SSPD with a deadtime of only tens of nanoseconds and thus do not have a satu-
ration problem. The reason of using the SSPD here for the idler channel is because
only two APDs are available at the moment. In the case that an APD is used for
the idler channel, one can use the output of the OR gate from the heralding chan-
nels to trigger the APD and avoid saturation, as shown in Figure 3.12(b).
As an alternative approach of ATM, this TWDM scheme for silicon nanowire
based heralded photon sources can be scaled up once the imperfect gating issue
is solved. One solution is to make the gate pulse voltage as close to zero as possi-
ble when the gate is OFF. To make full use of the SFWM bandwidth, AWGs with
50 GHz channel spacing and 25 GHz channel bandwidth will be required to mul-
tiplex more wavelength channels. Such AWGs are commercially available, and
for telecom C-band wavelengths, there are 80 channels. This allows for scaling
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the TWDM scheme up to 14 pumps before the pumps are too close to the pho-
ton channels and will cause contamination. The SFWM bandwidth required for
MUX 14 pumps is only 2 THz, well within the bandwidth of SFWM provided by
the silicon nanowire, as explained in Section 2.4.2.
In this work, 90± 5% photon statistic enhancement of the TWDM is experi-
mentally demonstrated at the cost of only 14±2% reduction to CAR. The drop in
CAR at low power is due to the cross-talk between the two pumps when using
them to trigger the APDs. This cross-talk is caused by imperfect detector gat-
ing, which is not an intrinsic problem to this TWDM scheme. Most importantly,
as heralding photons generated by different pumps are detected with separate
APDs, the heralded single-photon rate will be linearly enhanced with the number
of pump wavelengths. To build a useful single-photon source, enhancing single-
photon generation efficiency is not sufficient since its potential applications re-
quire high-efficiency and indistinguishability simultaneously. Thereby, the indis-
tinguishability of heralded single photons generated from different pump wave-
lengths are verified in Section 3.3.3.
3.3.3 Indistinguishability verification
The enhanced heralded single-photon rate demonstrated in previous section does
not necessarily indicate that these single photons are indistinguishable from one
another. A rigorous verification, such as HOM quantum interference, is required
to prove the indistinguishability of heralded photons generated from different
pump wavelengths. To implement this verification, two nominally identical sil-
icon nanowires are pumped at different wavelengths and HOM interference is
implemented between the heralded photons from each source. An alternative
choice is pumping one silicon nanowire with different pump wavelength and
verifying the indistinguihability of heralded photons generated from different
pump pulses and at different times. This would require splitting the heralded
photon channel into two and relying on post-selection to overlap them in time
for the HOM interference, so here two silicon nanowires are used in the measure-
ment. The TWDM scheme requires the source have broadband SFWM so that
the probability of creating heralded photons at a particular wavelength is sim-
ilar for different pump wavelengths. Two silicon nanowires used in this work
have been explained in Section 2.4.2. The TE mode of silicon nanowires exhibits
12 THz FWHM of SFWM, potentially allowing for a large number of wavelength
channels using standard telecom components.
The experimental setup is shown in Figure 3.16. The pump wavelengths of
source A and B are selected at 1,554.94 nm and 1,555.74 nm, respectively. A stan-
dard telecommunication Gaussian-shaped array waveguide grating (AWG) and
tunable band pass filters (BPFs) with a bandwidth of 0.4 nm and 0.8 nm, respec-
tively, are used to separate two pump wavelengths from the same 50 MHz mode-
locked laser (MLL) (original bandwidth 8 nm), then the pump wavelengths are
recombined and amplified in the same erbium doped fibre amplifier (EDFA). The
pump wavelengths are separated again with an AWG and sent to the two sili-
con nanowires, with optical delay lines (ODLs) to control the arrival times of the
generated photons. Lensed fibres are used to couple to the silicon nanowires,
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FIGURE 3.16: Experimental setup. MLL: mode-locked laser; BPF:
band pass filter; EDFA: erbium doped fibre amplifier; ATT: attenu-
ator; AWG: array waveguide grating; ODL: optical delay line; PM:
power meter. APD: avalanche photodiode; TIA: time interval anal-
yser; PC: polarisation controller; The PC, 50:50 coupler and addi-
tional fibre before APD2 and APD3 are only for the HOM quantum
interference, and are removed for the initial characterisation of the
sources.
which have inverse tapers on each end to further reduce the mode area mismatch
between the fibre and nanowire. The average coupling loss of each facet is 2.5-
3 dB. Polarisation controllers (PCs) before the nanowire are used to adjust the
mode of pump wavelength. Correlated photon pairs from each nanowire are
split into signal and idler channels by a Gaussian shaped AWG and filtered by
a BPF with 3 and 2 dB insertion loss, respectively. The signal and idler wave-
lengths from source A are 1,549.32 nm and 1,560.60 nm, respectively. In source
B, the wavelengths of signal and idler are 1,550.92 nm and 1,560.60 nm, respec-
tively. The signal photons (1,549.32 nm) generated in source A are detected by
avalanche photodiode (APD1) and the signal photons (1,550.92 nm) generated in
source B are detected by APD4. The idler photon (1,560.60 nm) generated from
sources A and B are detected by APD2 and APD3. The additional fibres before
APD2 and APD3 behave as buffers, guaranteeing the heralded photons arrive at
the detectors at the time when it is triggered by the heralding signals. The APDs
are Id Quantique InGaAs ID210, with the detection efficiencies set to 25%, the
deadtime set to 10 µs, and the effective gate width equals to 1 ns. The total loss in
each channel is around 15 dB, or 3.2% overall efficiency for each photon.
Before implementing HOM interference, both sources are characterised in terms
of the CAR as the pump power is varied. For the CAR measurement, idler pho-
tons from each source are sent directly to the APDs without the 50:50 coupler
shown in Figure 3.16. Here, all four APDs are triggered by the electronic output
of MLL, and a time interval analyser (TIA) is used to record the coincidence rate
and the accidental rate for each source. The CAR measurement results are plot-
ted in Figure 3.17. The data points of source A and B are very close to each other,
which indicates the two sources are well balanced in brightness and CAR. They
are both in good agreement with analytical results using Equation (2.38), shown
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FIGURE 3.17: CAR vs coincidence rate. Blue rectangles: CAR mea-
surement results in waveguide A; red triangles: CAR measurement
results in waveguide B; green dashed line: analytical plot. Light red
bar shows the experimental condition of twofold (2-fold) HOM dip
measurement, and light blue bar points the experimental condition
of the fourfold (4-fold) HOM dip measurement. Poisson error bars
are used for plot, see Equation (2.36).
by the green dashed line. The analytical curve is higher than the experimental re-
sults when the coincidence rate is more than 600 Hz, which is caused by the 10 µs
deadtime of the APDs at high count rates. As the detected photon rate increases,
there is more chance that a photon will arrive during the deadtime created by a
previous detection. This effectively leads to a drop in detector efficiency.
After characterising these two sources, twofold and fourfold HOM quantum
interference measurements are implemented. In the HOM dip measurements,
idler photon are transmitted into a single 50:50 coupler via polarisation con-
trollers (PCs), which are used to match their polarisation. In the twofold HOM
dip measurement, only two detectors (APD2 and APD3) are used, and are trig-
gered by the MLL clock. The average power is set at 100 µW so that the coinci-
dence rate is 156 Hz and CAR is 205, as indicated by the red bar in Figure 3.17.
Coincidences are accumulated for 4 minutes per data point, and the relative de-
lay is varied using the ODL connected in source A. Based on a Gaussian function,
the twofold fitted curve in Figure 3.18 shows 33± 4% visibility, close to the theo-
retical limit of one third [74]. In the fourfold experiment, the count rate is much
lower than in the twofold case, because of the transmission loss and detector ef-
ficiency. Hence, the pump power of each source is doubled in order to increase
the counts rate to around 600 Hz, as indicated by the blue bar in Figure 3.17. The
measurement time per data point is also increased to 105 minutes. In the four-
fold HOM dip measurement, all four detectors are used, with APD2 and APD3
triggered by heralding photon detection from APD1 and APD4. The experiment
results for the fourfold HOM dip are shown in the Figure 3.18 with a Gaussian
fitted curve of 88± 8% visibility, without subtracting any noises. Here, the ideal
maximum visibility should be 100% if there is no any noises.
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FIGURE 3.18: Twofold (2-fold) and fourfold (4-fold) HOM dip ex-
perimental results. Black diamonds: twofold experimental result;
black dash line: fitted curve using a Gaussian function. Blue rect-
angles: fourfold experimental results; blue dash line: fitted curve
using a Gaussian function.
The twofold HOM dip is a coincidence measurement between the interfering
modes, but without heralding information. In this case, coincidence events arise
from three cases: a single photon from each of source A and B; two photons
generated in source A; and two photons generated in source B. When the two
sources are well balanced in their average number of photon pairs per pulse (µ),
the probabilities of the three cases all scale with µ2, making the total coincidence
events scale with 3µ2. Only the case with one photon coming from each source
can show HOM interference. Hence, the theoretical predication of the twofold
HOM visibility is one third:
CMax − CMin
CMax
=
3µ2 − 2µ2
3µ2
, (3.1)
where CMax is the maximum coincidence rate which is seen away from the dip,
and CMin is the minimum coincidence rate, seen at the centre of the dip. The
twofold HOM dip is a convenient method to find the exact delay at which the
dip is positioned, because it can be carried out faster than the fourfold measure-
ment. Here, the visibility is so close to the theoretical maximum that it gives us a
good indication that the idler photons generated by different pump wavelengths
are highly indistinguishable. However, fourfold HOM quantum interference re-
quires that the heralding detectors be used, so that a single photon generated in
each channel is identified for every coincidence. Hence, the fourfold experiment
is a more rigorous demonstration of the quality of the sources.
For the fourfold measurement, only the cases with at least one photon from
each channel remain, because of the heralding information. This includes the case
with a single photon from each source, scaling with µ2, which interfere perfectly.
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The multi-photon contributions, which scale with µn(n≥3 ), will degrade the vis-
ibility of HOM dip. Including only the terms of order µ3, the theoretical visibility
is expressed as [204]:
V =
1+ 8µ
1+ 12µ
. (3.2)
This gives a theoretical value of HOM dip visibility V = 94% for the inferred
µ = 0.02 in the fourfold measurement. The n ≥ 3 contributions are expected to
be negligible. Another potential error source comes from residual spectral corre-
lations between the signal and idler of a pair (which can reduce the visibility), but
these should be avoided by the use of narrow spectral filtering on all of channels
in the experiment. The experimental visibility of 88± 8% is within the error of this
theoretical value (the error is based on the Poissonian statistic of the count rates,
see Equation (2.36)). This result demonstrates that non-classical single-photon
interference indeed takes place between two heralded single photons generated
from different pump wavelengths, as the HOM dip visibility far exceeds the clas-
sical limit of 50%.
3.3.4 Conclusion
In this section, TWDM scheme is proposed as an alternative ATM scheme to over-
come the potential saturation in the heralding channel if superconducting single-
photon detector is not available in practical circumstance. The coincidence mea-
surements show 90± 5% photon rate enhancement at the cost of only 14± 2% re-
duction to CAR. The drop in CAR is mainly attributed to the cross-talk between
pump pulses which is resulted from a non-zero gating rather than an intrinsic
barrier. 88± 8% visibility of HOM quantum interference indicates the indistin-
guishability of heralded single photons generated via TWDM scheme. These ex-
perimental results demonstrate that TWDM is another potential solution to build
a high-efficiency single-photon source for large-scale photonic quantum comput-
ing
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3.4 Relative temporal multiplexing
This section explains the principle of RTM scheme as well as a proof-of-principle
demonstration at two-photon level.
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FIGURE 3.19: Experimental schemes of joint synchronisation using
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cavity units [211]. Schematic of photon synchronisation between M
sources (b) and quantum information processing harnesses quan-
tum memory (d) [212].
3.4.1 Motivation
As explained in Section 2.2, N-photon is the basic requirement of large-scale pho-
tonic quantum computing. However, generating N-photon simultaneously from
N non-deterministic single-photon sources is a formidable challenge, as the gen-
eration probability of N-photon being present simultaneously decreases expo-
nentially with increasing photon number [89]. There are two strategies, inde-
pendent and joint synchronisation, to generate N-photon from heralded single-
photon sources. TMUX and TWDM explained in Section 3.2 and Section 3.3, re-
spectively, are the instances of independent synchronisation strategy that builds
a high-efficiency single-photon source first and then integrates N single-photon
sources so that N-photon are passively appeared. The proof-of-principle demon-
strations of TMUX and TWDM indicate these independent MUX (or standard
temporal multiplexing (STM)) schemes are viable approaches to break the intrin-
sic limitation of nonlinear single-photon source. However, experimental efforts to
date are still far from the deterministic regime, due to technical challenges, such
as the loss incurred in delay lines and active switches. Compared with the in-
dependent strategy, the joint strategy directly generates N-photon by a joint syn-
chronisation. Numbers of pioneer works that harness quantum memory or cold
atomic ensembles demonstrate that the joint strategy can significantly enhance
the N-photon generation efficiency [211–214], as partially shown in Figure 3.19.
However, low-loss free-space cavities and cold atomic ensembles are not the op-
timal choices in terms of scalability and robustness. In a near future, photonic
quantum computing will move out of the laboratory for practical applications.
Using robust components, such as optical switches and fibres, to implement joint
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synchronisation is a practical and cost-efficient approach.
(a) (b)
(c) (d)
FIGURE 3.20: (a) Matching problem; Red circles are single photons;
the dashed and solid lines are the virtual and available delays, re-
spective. (b) Photon efficiency in RMUX scheme. (c) The schematic
of RMUX in spatial domain. (d) The schematic of RMUX in time
domain [215].
In 2017, M. Gimeno-Segovia et al. proposed a RMUX scheme which considers
N-photon generation as a matching problem. In RMUX, heralded single photons
are jointly synchronised via optical switches and delay fibres [111]. Figure 3.20(a)
illustrates the synchronisation of two photon sources with one time-bin delay.
The red circles, dashed and solid lines represent the single photons, virtual and
available delays, respectively. The theoretical analysis of RMUX shown in Fig-
ure 3.20(b) clearly indicates its advantages that 10% generation efficiency only
costs 6 optical switches to achieve more than 80% photon pairs synchronisation.
The schematic of RMUX in spatial and temporal domain are presented in Fig-
ure 3.20(c) and Figure 3.20(d), respectively. Although the experimental imple-
mentations of spatial and temporal RMUX have distinct differences, they are con-
ceptually similar with each other from a theoretical point of view. Both schemes
operate numbers of non-deterministic process simultaneously and jointly syn-
chronise heralded photons via an active switching network which is controlled
by heralding information. The theoretical analysis of RTM is explained in Sec-
tion 3.4.2.
3.4.2 Principle and analysis
To clearly illustrate the advantages of RTM over STM, the principle of STM scheme
is firstly explained. In this scheme, N heralded single-photon sources are pumped
by synchronised laser pulses separated by a period of T, which are grouped into
time windows containing M laser pulses or time-bins. Figure 3.21(a) illustrates
the principle of the scheme for the number of sources N = 2 (photon sources
A and B) and time-bins M = 4 (time-bins are labelled as t1 to t4). Heralding
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FIGURE 3.21: (a) The principle of the STM scheme. Laser pulses
(green) define the time-bins with a period of T. The rectangles rep-
resent the time windows, each containing four time-bins. The blue
circles are the heralding photons. The light red and red circles are
the heralded photons before and after shifting, respectively. (b) The
principle of the RTM1 scheme. The rectangles of different colours
indicate the time windows being slid by T per step. The blue pulse
indicates the time-bin of the output heralded photon pair.
photons (blue) are detected and their time-bin information is used to delay the
heralded photons (red) to t1 by actively configuring a delay line. The probability
of generating single photons from one source per time window can be expressed
as:
Psource/window = 1− (1− µ)M, (3.3)
where µ is the probability of one source generating a heralded single photon in
one time-bin. To avoid multi-photon noise, µ is limited to a trivial value in the
experimental demonstration, µ 1. Thereby, Equation (3.3) can be expressed as:
Psource/window = Mµ. (3.4)
Based on Equation (3.4), the probability of generating N-photon from N source
per time window is:
PSTM/window = MNµN, (3.5)
with a further assumption, Mµ  1. Since each time window contains M time-
bins, the probability of generating N-photon per time-bin can be expressed as:
PSTM/time−bin = MNµN/M = MN−1µN. (3.6)
Multiplying this probability by the laser repetition rate (R) gives the N-photon
generation rate in STM scheme.
Figure 3.21(b) depicts the principle of the RTM scheme using N = 2 photon
sources and M = 4 time-bins. The time window (rectangle) is translated to be-
gin at each time-bin. If all N-heralding photons (blue) are detected within one
time window, the heralded photons (red) are delayed to align with the latest one;
otherwise they are abandoned. The heralded photons are equally likely to ap-
pear in any time-bin and the sliding window includes additional opportunities
to generating N-photon, which would be otherwise ignored in the STM scheme
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FIGURE 3.22: Enhancement between RTM1 and STM. M is the num-
ber of time-bins per time window and N is the number of photon
sources included in the scheme
where heralded photons belong to different windows. With the same assump-
tion, Mµ  1, the probability of generating N-photon within one time window
in RTM is given by Equation (3.5). To correctly find the probability per time-bin,
the events of N-photon where no single photon originates from the latest time-bin
of the time window should be excluded from Equation (3.5), since these events
already have been synchronised by an earlier window. The events to exclude are
the ones where N-photon occur in the first M − 1 time-bins of a time window,
which occur with the probability of (M − 1)NµN. This probability holds in the
limit of small Mµ and this part should be subtracted from the total probability
per time window to give the probability of generating N-photon per time-bin in
RTM
PRTM1/time−bin = MNµN − (M− 1)NµN. (3.7)
Moreover, less demand is placed on the speed of the switches, as they are only
triggered by the detection ofN-heralding photons within one time window, rather
than for every single heralding photon. Here, RTM1 represents the first of two
strategies for RTM in this proof-of-concept demonstration. Another strategy,
RTM2, is explained in the following section. The enhancement ratio between
RTM1 and STM can be expressed as
PRTM1/time−bin/PSTM/time−bin = (MN − (M− 1)N)/MN−1. (3.8)
and a plot of Equation (3.8) for different values of M and N is shown in Fig-
ure 3.22. The maximum value of additional enhancement increases with N, so
this scheme could be highly beneficial in large-scale photonic quantum comput-
ing.
3.4.3 Experimental setup
Figure 3.23 illustrates the experimental setup. 10 ps optical pulses (green pulses)
are emitted from a 10 MHz mode-locked laser (MLL) at a central wavelength
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FIGURE 3.23: Experimental setup. MLL: mode-locked laser, PC:
polarisation controller, OTDL: optical tunable delay line, EDFA:
erbium-doped fibre amplifier. ATT: attenuator, AWG: array waveg-
uide grating, BPF: band pass filter, DG: delay generator, SSPD: su-
perconducting single-photon detector, APD: avalanche photodiode,
TIA: time interval analyser. SW: switch, Solid and dashed lines rep-
resent optical fibres and electronic cables, respectively.
of 1,555.7 nm. The period is reduced from 100 ns to 25 ns by splitting the pulse
into four paths; with separate delay fibres and optical tunable delay lines (OT-
DLs) between recombining the paths at a 1-to-4 directional coupler. The erbium
doped fibre amplifier (EDFA) amplifies the 40 MHz pump pulses and the average
pump power applied on two nominally identical silicon nanowires are controlled
by the attenuator (ATT) before the array waveguide grating (AWG). Two silicon
nanowires (3 mm long) explained in Section 2.4.2 are simultaneously pumped to
generate correlated photon pairs in random time-bins via SFWM. The insertion
loss of each silicon nanowire is around 6 dB. Two Gaussian shaped AWGs with
0.4 nm bandwidth and 3 dB insertion loss are used to spatially separate photon
pairs generated at 1,550.9 nm and 1,560.5 nm and to block the pump laser. The
pump photons are further suppressed by a band pass filter (BPF) with 0.5 nm
bandwidth and 2 dB insertion loss. A polarisation controllers (PC) with 1 dB in-
sertion loss is connected before superconducting single-photon detector (SSPD)
to maximise the detection efficiency. After being detected by a SSPD with around
20% detection efficiency, the detection signals are shifted by a delay generator
(DG: DG645 Stanford Research System) and their time-bin information is recog-
nised by a field programmable gate array (FPGA). If heralding photons from both
sources appear within one time window, the FPGA actively controls the switch-
ing network to synchronise these two heralded photons. Meanwhile, it sends a
heralding signal at the time-bin of the heralded photon pair to the time interval
analyser (TIA).
The switching network contains four ceramic switches and it is shared by the
two sources, using additional fibres before the first switch to introduce 1 µs and
2.5 µs delay for source A and B, respectively. Each ceramic switch has 1-2 dB in-
sertion loss and the additional delay fibre introduces 2-3 dB loss, mainly due to
connector losses, since it is built from separate fibres. These buffer fibres guar-
antee the heralded photons from two sources are well separated when they pass
through the switches. Thus, the switches can be configured independently for
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heralded photons from different sources. A 1.5 µs delay (2-3 dB loss) after the
switching network compensates the difference in time delay between the two
heralded channels. The OTDL in the switching network adds 2 dB loss into the
heralded channels. The 50:50 coupler is only used for a HOM quantum inter-
ference measurement. Heralded photons are finally detected by two avalanche
photodiodes (APDs: ID210, Id-Quantique). The detection efficiency of each de-
tector is set to 25%. The heralding signals from the FPGA and the detection of the
heralded photon pair from APDs are collected by the TIA as the start and stop
signal of fourfold coincidences, respectively. The overall collection efficiencies
of heralding and heralded channel are around 17 and 28 dB, respectively. Nev-
ertheless, the collection efficiency can be significantly improved with low loss
components and high-efficiency detectors. Using separate switching networks
for each source would also allow the additional delay fibres to be removed.
3.4.4 Experimental results and discussions
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FIGURE 3.24: The pink and the red bars represent the raw and net
fourfold (4-fold) coincidence counts in one hour, respectively. The
blue bars represent the average heralding signal rate during the
same measurement time. The error is based on the Poissonian statis-
tics of the count rates, see Equation (2.36).
To experimentally demonstrate the additional enhancement of RTM, a four-
fold coincidence measurement is implemented and the fourfold counts between
the STM and RTM1 schemes are compared. Figure 3.24 summarises the measure-
ment results in each scheme. With the same average pump power (0.52 mW), the
fourfold coincidence counts of STM and RTM1 in one hour are 19 and 37, respec-
tively, shown as pink bars in Figure 3.24. After subtracting uncorrelated noise,
the net fourfold coincidence counts of STM and RTM1 are 15 and 29, respectively.
The uncorrelated noise counts in RTM1 are higher than STM, because the her-
alded photon pairs are actively synchronised at any time-bin in RTM1 rather than
a fixed time-bin (t1) in STM so the APD must be triggered at 40 MHz rather than
at 10 MHz. The enhancement ratio between STM and RTM1 is 1.95± 0.5, which is
higher than, but within an error-bar of, the expected value of 1.75 calculated from
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Equation (3.8). The large error margin results from the Poissonian statistics of the
low count. In the future, the count rate can be improved by using high-efficiency
single-photon detectors and low loss components [216]. Meanwhile, the herald-
ing signal rate is also monitored during the measurement, shown as blue bars in
Figure 3.24. The ratio between these two schemes, 1.86± 0.05, further confirms
the additional enhancement in RTM, as the heralding signal rate is proportional
to the generation rate of heralded photon pairs.
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FIGURE 3.25: The principle of the RTM2. Laser pulses (green) de-
fine the time-bins with a period of T. The rectangles represent the
time windows, each containing four time-bins. The blue circles are
the heralding photons. The light red and red circles are the heralded
photons before and after shifting, respectively. The blue pulse indi-
cates the time-bin of the output heralded photon pair.
The indistinguishability of heralded photons is a crucial requirement for pho-
tonic quantum interference. It requires two heralded photons be synchronised to
within a coherence length after the switching network, regardless of which time-
bin they originate from. This is usually verified by HOM quantum interference
[9]. The delay lines in the switching network are manually cut, making it chal-
lenging to control them with picosecond accuracy. In STM, such as ATM, the tiny
deviation in these delay lines can be compensated by adjusting the timing of the
pump pulses using the OTDLs before the sources, avoiding the additional loss
of tunable delay lines in the single photon channels. However, the strategy of
unevenly spaced pump pulses cannot result in perfectly synchronised photons
in RTM since heralded photons can be shifted to any time-bin instead of a fixed
one. This problem could be solved in integrated photonic circuits [13], where
waveguides can be fabricated to provide precise delays. Here, a hybrid strategy
of RTM is adopted that combines STM and RTM1 to verify the indistinguisha-
bility. In this hybrid strategy, heralded photons are first precisely shifted to the
next t1 time-bin, as in STM. Then RTM is applied between adjacent t1 time-bins
using the 100 ns delay in the switching network, as shown in Figure 3.25. The
100 ns delay in the switching network contains an OTDL so that the shifted pho-
tons remain indistinguishable, as shown in Figure 3.23. In the hybrid strategy
(RTM2), the maximum time window has been extended from 75 ns to 175 ns so
that additional heralded photon pairs can be synchronised in RTM2. The genera-
tion probability of N-photon state can be enhanced to three-fold compared with
the STM scheme. Because it contains three combinations: the heralded photons
appear within the same time window, a heralded photon from source A appears
in the time window following one from source B, or a heralded photon from
source B appears in the time window following one from source A. In a more
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general scenario with N-photon sources, the probability of generating N-photon
per MUX window is approximately expressed as:
PRTM2/window = MNµN(2N − 1). (3.9)
Equation (3.9) also holds the same assumption, Mµ  1. The probability per
time-bin can be expressed as:
PRTM2/time−bin = [MNµN(2N − 1)]/M = MN−1µN(2N − 1). (3.10)
The additional enhancement between RTM2 and STM is expressed as:
PRTM2/time−bin/PSTM/time−bin = (2N − 1). (3.11)
The net (raw) 4-fold coincidence counts in one hour is 47 (48) and the herald-
ing signal rate is around 6 kHz, shown as RTM2 in Figure 3.24. The three-fold
enhancement compared to STM is in good agreement with Equation (3.11).
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FIGURE 3.26: HOM quantum interference results. The red dia-
monds are the fourfold (4-fold) coincidence counts with noise, rep-
resented by the raw fourfold counts. The blue rectangles are the
fourfold (4-fold) coincidence counts after subtracting noise counts,
represented by the net fourfold counts. The dash line is Gaussian fit.
Poisson error bar is used for plot, see Equation (2.36).
After matching the polarisations and precisely synchronising the heralded
photons, as explained Appendix A.1.1 and A.1.2, respectively, a HOM quantum
interference measurement is implemented. When the relative delay (tR) between
two heralded single photons is larger than the coherence time (10 ps), the four-
fold coincidence count (red diamonds) measured in two hours is around 60. This
value reduces to 23 when tR is negligible. tR is precisely controlled by the OTDL
without changing the polarisation. In Figure 3.26, a 65± 4% interference visibil-
ity is estimated by a Gaussian fit to the fourfold coincidence measurement (red).
Here, the visibility is relatively low due to the high multi-photon emission prob-
ability from each source. It is necessary to use high power in the experiment to
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boost the counts rate because of the high losses. A lower pump power can be ap-
plied to reduce multi-photon noise if low loss components become available or
even photon number resolving detectors can be used to discard multi-photons.
The multi-photon noise from each source is experimentally measured with the
method explained in Section 3.2.3. After subtracting this background, the HOM
visibility is 88 ± 6%, indicated by the Gaussian fit. This demonstrates that the
heralded single photons are highly indistinguishable from each other, as it is far
above the classical threshold of 50% and comparable to the HOM visibility when
MUX is not used [217].
3.4.5 Conclusions
In this section, a RTM scheme is experimentally demonstrated and systemati-
cally analysed its benefits. The fourfold coincidence measurement and the quan-
tum interference demonstrate that the RTM scheme can generate indistinguish-
able single photons with additional enhancement over STM without increasing
the complexity, and the theoretical analysis indicates the additional enhancement
will increase with the number of single-photon sources being multiplexed to-
gether. The fourfold count rate is low due to the high collection, filtering and
detection losses of the single-photon sources, but this proof-of-principle demon-
stration clearly demonstrates the benefit of RTM over STM. The overall enhance-
ment of RTM is also intrinsically determined by the number of switches and the
loss of each switch [195, 199]. RTM greatly relaxes the speed requirement of the
switches, which are only triggered for heralded N-photon instead of for each her-
alded single photon. This feature is a crucial advantage when µ is increased and
large numbers of temporal modes are included in the time window, since fast,
low-loss and low-noise switches are unavailable. Besides the additional enhance-
ment and the relaxed switching requirement illustrated in the RTM scheme, the
heralding signal can be used to further synchronise N-photon states generated
from RTM. Future improvements, including the use of high-efficiency detectors
or even photon-number-resolving detectors and the development of low-loss fil-
ters, are possible to much more efficiently produce N-photon states for large-scale
photonic quantum computing.
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3.5 High repetition rate limitation
This section considers potential limitations of TMUX with high repetition rate.
The proof-of-principle demonstration shows the limitations and indicates the fu-
ture improvements.
3.5.1 Motivation and analysis
As explained at the beginning of Section 3.1, TMUX is one of resource-efficient
schemes to build a high-efficiency single-photon source over the SMUX, since
only one nonlinear source and less optical switches are required for each single-
photon output. Numbers of pioneer works indicate that TMUX is a viable ap-
proach to break the intrinsic limitations of the spontaneous nonlinear processes,
such as SPDC and SFWM, so that each heralded single-photon source can effi-
ciently generate indistinguishable single photons [66, 106, 197–199, 218]. Mean-
while, increasing the pump repetition rate applied in the TMUX scheme is a
straightforward method to boost the single-photon rate linearly. Compared with
<200 MHz pump source used in the proof-of-principle demonstrations [66, 106,
197–199, 218], the heralded single-photon rate could be enhanced 500-fold if a
100 GHz pump source is used in the experiment. A fundamental requirement of
TMUX is correctly resolving the temporal information of heralded single photon
which is predefined by the pump repetition rate. To date, it is not a challenge
to correctly recognise the temporal information of each heralding single photon
as the timing-jitter of the detection system is much smaller than 5 ns, the time
interval of 200 MHz pump source. However, when the timing-jitter is compa-
rable with or even larger than the time interval of pump pulses, the temporal
information of each heralded photon cannot be correctly identified. In that case,
it is infeasible to build a high-efficiency single-photon source via TMUX, since
the heralded single photons are shifted to an incorrect time-bin instead of a fixed
one, such as t1. It is worthwhile to identify the potential limitations of TMUX
with high repetition rate and an optimal repetition rate to build a high-efficiency
single-photon source.
Instead of building a complicated TMUX system, the aforementioned poten-
tial limitations are explored by a series of coincidence measurement with a vari-
able repetition rate. The details are explained in the following parts. Before the
experimental investigations, a systematic analysis is implemented to predict the
variation of correlated photon pair generation. Ctrue indicates the number of her-
alded single photons detected per second, excluding the level of accidental co-
incidences which would be present without any correlation. It can be calculated
by:
Ctrue = µηsηiR, (3.12)
where ηs and ηi are the collection efficiencies of signal and idler channels, re-
spectively. Here, µ ∝ (γPpLe f f )2, with γ, Pp and Le f f the effective nonlinear
coefficient, the peak power of the pump pulses and the effective length of silicon
nanowire, respectively. Thereby, Ctrue is determined by Pp according to:
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Ctrue ∝ (γPpLe f f )2ηsηiR. (3.13)
Equation (3.13) indicates that Ctrue quadratically increases with Pp and linearly
increases with R. The CAR is effectively a SNR and in the absence of any back-
ground it can be expressed as:
CAR = 1/µ, (3.14)
as explained in Equation (2.39). In this case, CAR depends on Pp as:
CAR ∝ 1/(γPpLe f f )2. (3.15)
Equation (3.15) indicates that CAR is constant if the same Pp is applied to the
nonlinear medium, regardless of R. After combining Equation (3.13) and Equa-
tion (3.15), the CAR can be expressed as:
CAR ∝ ηsηiR/Ctrue. (3.16)
Equation (3.16) indicates Ctrue linearly increases with R without sacrificing CAR.
3.5.2 Experimental setup
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FIGURE 3.27: Experimental setup. MLL: mode-locked laser. Clock
generates triggering signals. PG: pattern generator. RF: radio fre-
quency amplifier. OTDL: optical tunable delay line. IM: intensity
modulator. PM: power meter. EDFA: erbium doped fibre amplifier.
ATT: tunable attenuator. PC: polarisation controller. AWG: arrayed
waveguide grating. BPF: band pass filter. SSPD: super-conducting
single-photon detector. TIA: time interval analyser. The blue and
black lines are the optical fibres and the electronic cables, respec-
tively.
Figure 3.27 is the experimental setup used in this work. An active mode-
locked laser (MLL) is externally triggered at 10 GHz by a clock signal generator
(Clock), and emits 10 ps pump pulses centred at 1,552.5 nm. The 10 GHz clock
is also chopped by a pattern generator (PG) that adjusts R between 10 GHz and
156.25 MHz. The chopped clock signals control an intensity modulator (IM) after
being amplified by a radio frequency (RF) amplifier. An optical tunable delay line
3.5. High repetition rate limitation 73
(OTDL) is used to align the pump pulses with the clock signal in the IM. A polar-
isation controller (PC) before the IM adjusts the polarisation of pump pulses to
maximise the output power which is monitored by the power meter. The pump
pulses are amplified by the erbium doped fibre amplifier (EDFA) and then the
power is controlled by a tunable attenuator (ATT). The amplified spontaneous
emission (ASE) noise originating from the EDFA is removed by two Gaussian
shaped array waveguide grating (AWG), which have 0.4 nm FWHM and 0.8 dB
insertion loss. The input power is monitored by another power meter via a 1:99
fibre coupler (FC) before the two AWGs. The length of the silicon nanowire is
3 mm, with a propagation loss of 3 dB/cm, resulting in an effective length 2.8 mm.
The cross-section of this silicon nanowire is 220× 460 nm. The insertion loss of
this integrated silicon nanowire is 6 dB and it has 12 THz FWHM of SFWM for the
TE mode, as explained in Section 2.4.2. The input polarisation is adjusted by a PC
between the ATT and the two AWGs. Correlated photon pairs are randomly gen-
erated in the nanowire via SFWM. Signal and idler photons centred at 1,544.5 nm
and 1,560.5 nm are spatially separated into two channels by another AWG. The
spectrum of the signal and idler photons are further purified by band pass filters
(BPFs) with a FWHM of 0.3 nm and 0.5 dB propagation loss, and then they are
detected by a superconducting single-photon detector (SSPD) with 10% detec-
tion efficiency. The detector outputs are sent to a time interval analyser (TIA) for
a coincidence analysis. The timing resolution of the TIA (PicoQuant, Hydraharp
400) used in the measurement is 1 ps.
3.5.3 Experimental results and discussions
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FIGURE 3.28: Experimental results. (a) Summary of true coinci-
dence rate at each R with quadratic fit lines. (b) The true coincidence
rate as a function of R with fixed peak powers of pump pulses. The
dashed lines are linear fits.
To systematically demonstrate the benefits and limitations of increasing R,
seven different rates are created using the PG: 156.25 MHz, 312.5 MHz, 625 MHz,
1.25 GHz, 2.5 GHz, 5 GHz and 10 GHz. Figure 3.28(a) plots the Ctrue of each R as
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a function of Pp. Ctrue is quadratically increasing with Pp and the highest Ctrue
in Figure 3.28(a) is around 16 kHz when Pp of 1.25 GHz applied on the silicon
nanowire approaches 0.29 W. This measurement result indicates that more than
20 MHz of correlated photon pairs are being generated in the nanowire, as de-
scribed in Equation (3.12). The photon pair generation rate can be significantly
enhanced by the ring resonator structure, and the optimal output can be obtained
after overcoming coherent back scattering [219, 220] and dynamic thermal effect
[221]. The detected photon rate is limited by the saturation rate of SSPDs. The
saturation limit of SSPD can be elevated by splitting photons between multiple
detectors. Figure 3.28(b) shows that Ctrue depends linearly on R, consistent with
Equation (3.13). The linear variation confirms that Ctrue can be significantly en-
hanced by simply increasing R.
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FIGURE 3.29: Experimental results. (a) CAR as a function of Pp. The
grey dashed line is a fitted curve. (b) The CAR measurement results
between 156.25 MHz and 10 GHz. The dashed lines are fitted curves.
Figure 3.29 presents the experimental measurements of CAR at different R.
Figure 3.29(a) plots the CAR as a function of Pp at each R. The measurement re-
sults of each R are consistent with one another with the exception of 5 GHz and
10 GHz, results measured at these two repetition rates show reduced CAR be-
cause the timing-jitter of the detectors are longer than the time between adjacent
pulses, as discussed below. The dashed line is a fitted curve according to the re-
lation between CAR and Pp. Figure 3.29(b) plots the CAR as a function of Ctrue at
each R. The maximum and minimum CARs in Figure 3.29(b) are around 400 and
30, respectively. The dashed lines are the fitted curves that show the variation of
CAR with Ctrue and these curves are calculated based on [5]:
CAR =
Ctrue
(Ctrue/ηi + ds)(Ctrue/ηs + di)
. (3.17)
Here, ds and di represent the uncorrelated counts from the noise sources in the
measurement. Figure 3.30 plot the Ctrue as a function of R for a fixed CAR. The
Ctrue linearly increases with R before 5 GHz and then it is saturated and decreased
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at 5 GHz and 10 GHz, respectively. The deviation in Figure 3.29(a) and the satura-
tion in Figure 3.30 indicate that the benefit of increasing R is diminished at 5 GHz
and the optimal R of current setup is around 2.5 GHz.
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FIGURE 3.30: Ctrue against R at fixed CAR.
In Figure 3.28(a), Ctrue quadratically increases with Pp without deviation. The
quadratic variation indicates that intrinsic nonlinear losses, such as TPA and
FCA, has negligible impact at these combinations of pump and generation rate.
Rather, the discrepancy between Equation (3.16) and the measurement results in
Figure 3.30 indicates additional noise sources are included in the measurement,
as CAR= Ctrue/A, where A represents the uncorrelated accidental coincidences.
Potential noise sources in the experimental setup include the dark counts of the
detectors (<100 Hz), pump leakage through imperfect spectral filtering and SpRS.
Raman noise from silicon is negligible, because the 800 GHz frequency detuning
between pump and idler (signal) photon is far from the narrow Raman peak of
silicon [222]. Raman noise from the silica fibres surrounding the silicon nanowire
is a potential noise source. The data indicates that the discrepancy is mainly due
to the timing-jitter of the detection system. Figure 3.31 shows the zoomed his-
togram of three coincidence measurements with the same Ctrue, around 5,600 Hz,
at different R, 2.5 GHz, 5 GHz and 10 GHz. The main coincidence peak extends
between 12 ns and 12.3 ns, and the coincidence counts contributed by the noise
sources are seen in the histogram as accidental peaks. The duration of the co-
incidence window (green rectangle) used in the coincidence measurement is set
to 300 ps, according to the temporal width of the main coincidence peak. Hence,
when the pump repetition rate is smaller than 5 GHz, only one accidental peak
is included within the window, such as 2.5 GHz shown in Figure 3.31. How-
ever, when R increases to 5 GHz, the accidental peaks start to overlap with one
another, because 200 ps time interval is insufficient to clearly separate two acci-
dental peaks with 300 ps width. The accidental peaks merge together completely
when R is further increased to 10 GHz. Hence, when the repetition rate is higher
than 5 GHz, the detection system used in this work cannot tell the correct time
information of each heralded single photon. And more than one accidental peaks
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are included in the coincidence window, whereas Equations (3.12) to (3.16) as-
sumed there is only one accidental peak taken into account. Therefore, the CAR
is degraded at 5 GHz and 10 GHz. The temporal widths of the coincidence peaks
are mainly determined by the timing-jitter of the SSPDs [223, 224], which is signif-
icantly larger than the timing-resolution of the TIA. Each SSPD has a timing-jitter
of around 120 ps, so that the coincidence peak is around 170 ps FWHM, account-
ing for both detector jitters. The coincidence window is set to 300 ps so as to
include about 95% of the counts in the coincidence peak. SSPDs with timing-
jitter 15 ps have been demonstrated [225], will be able to correctly tell the time-
bin information of heralded single photons when the pump rate is increased into
10 GHz or even 20 GHz. Beside the timing-jitter, the reset time of SSPD is another
potential reason as the single photons might arrive the detector when it is not
recovered from previous detections.
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FIGURE 3.31: The zoomed histogram of coincidence measurement.
The inset is the original histogram. The green rectangle shows the
coincidence window in the measurement.
The coincidence rate here compares well to previous experiments at lower
repetition rates in silicon nanowire [11], and to those at relatively high rates in
silica fibers [226]. Ultimately, the goal is to build a high-efficiency photon source
in an integrated platform, by combing photon pair sources with TMUX. In TMUX
schemes, µ is enhanced by shifting heralded single photons from different tem-
poral modes to one fixed temporal mode via a reconfigurable delay line [106, 110,
196–199], once the detection system correctly tells the temporal information of the
heralded single photon. Meanwhile, the loss of the delay line can be significantly
reduced if higher repetition rate pump pulses are used. In this case, the length
of the required delay line will be reduced accordingly. However, the experimen-
tal results clearly point out that the most beneficial pump repetition rate is de-
termined by the timing-resolution of the single-photon detection systems rather
than intrinsic nonlinear losses, because resolving the correct temporal informa-
tion for each heralded single photon is a fundamental requirement of TMUX.
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3.5.4 Conclusions
In this section, the advantage of increasing R has been systematically demon-
strated via the measurements of coincidence rate against CAR. The experimental
results show that the single-photon rate is linearly enhanced with increasing R
until the time interval becomes comparable to the resolution of the single-photon
detecting system, at which point the CAR is adversely affected. The resolution of
the photon detecting system is mainly determined by its timing-jitter and reset
time. The detection system is the main obstacle to increasing repetition rate of a
heralded single-photon source instead of any intrinsic issues with silicon waveg-
uide. These results are a step toward demonstrating a high-efficiency single-
photon source for large-scale photonic quantum computing.
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Chapter 4
Entanglement generation and
processing in silicon nitride circuits
Chapter 4 discusses a compact and reconfigurable silicon nitride chip that can
generate, manipulate and analyse time-bin entangled photons. Linear analysis
circuits, nonlinear photon sources and integrated time-bin entanglement chip are
sequentially explained in this chapter.
Section 4.2 is written based on the following publication:
Chunle Xiong, Xiang Zhang, Andri Mahendra, Jiakun He, Duk-Yong Choi, Chang
Joon Chae, David Marpaung, Arne Leinse, René G. Heideman, Marcel Hoek-
man, Chris Roeloffzen, Ruud Oldenbeuving, Paul W. L. van Dijk, Caterina Tad-
dei, Philip H. W. Leong, and Benjamin J. Eggleton, "Compact and reconfigurable
silicon nitride time-bin entanglement circuit," Optica 8, 724-727 (2015).
Section 4.3 is written based on the following publication:
Xiang Zhang, Yanbing Zhang, Chunle Xiong, and Benjamin J. Eggleton, "Cor-
related photon pair generation in low-loss double-stripe silicon nitride waveg-
uides," Journal of Optics 18, 074016 (2016).
Section 4.4 is written based on the following publication:
Xiang Zhang, Bryn A. Bell, Andri Mahendra, Chunle Xiong, Philip H. W. Leong,
and Benjamin J. Eggleton, "Integrated silicon nitride time-bin entanglement cir-
cuits," Optics Letters, 15, 3469-3472 (2018).
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4.1 Time-bin entanglement
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FIGURE 4.1: Illustration of time-bin qubits. (a) Time-bin qubit gen-
eration and analysis; UMZI: unbalanced Mach Zehnder interferom-
eter; the black arrow represents the propagation direction; the solid
and blurred circles represent photons before and after time-bin en-
coding, respectively; |E〉, |M〉 and |L〉 represent the early, middle
and late time-bin, respectively. (b) The Bloch sphere of a time-bin
qubit; |+〉,|−〉, |R〉 and |L〉 represent four superposition states [15].
As explained in Section 2.3.3, the ultimate (or long-term) target of photonic
quantum communication is a global-scale quantum network that can distribute
entangled photons between remote users via free-space and optical fibre link.
In practical circumstances, the optimal entanglement scheme is varied from one
channel to another due to their distinct properties. Polarisation entanglement
is a promising solution for free-space link since this channel has negligible po-
larisation mode dispersion and ultra-low propagation loss [135, 136, 138, 146,
150]. However, in a fibre-based link, the unpredictable stress and temperature
fluctuation will adversely affect polarisation entanglement states. To perfectly
address these practical issues, a robust entanglement scheme is the first prerequi-
site. Time-bin entangled photons are one of the most promising solutions, where
qubits are encoded onto a photon which can exist in either an early or a late
arrival time [227]. Since the quantum state is encoded in a time domain, the time-
bin qubit is highly robust compared to using the polarisation or paths qubits [125,
180, 228], in terms of stress and temperature fluctuation in fibre. Figure 4.1(a)
presents a time-bin qubit generation and analysis, both relies on an unbalanced
Mach-Zehnder interferometer (UMZI). Due to an imbalanced path and reconfig-
urable couplers in an UMZI, the time-bin encoded photon (blurring circle) exists
in early (E) and late (L) time-bin simultaneously with the same probability. The
qubit analysis also requires an UMZI with identical delay [15], so that the photon
interference occurs in the middle (M) time-bin. The Bloch sphere of a time-bin
qubit with four distinct superposition states, such as |+〉, |−〉, |R〉 and |L〉, is
shown in Figure 4.1(b).
Beside the robust entanglement scheme, another key element to address prac-
tical challenges is integrated photonic circuits with reconfigurable elements, such
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FIGURE 4.2: Time-bin entanglement demonstrations on different
platforms. (a) Silicon wire waveguide (SWW): photon source; in-
tegrated silica circuits: analysis components [229]. (b) Silicon
nanowire: photon source; integrated silicon nitride circuits: analysis
components [13]. (c) Silicon nitride ring resonator: photon source; fi-
bre interferometers: analysis components [181]. (d) Hydex ring res-
onator: photon source; fibre interferometers: analysis components
[12].
as thermal phase shifters and tunable wavelength filters, as it offers intrinsic sta-
bility to generate and analyse entangled photon as well as practical benefits of
repeatable fabrication. The generation and manipulation of time-bin entangled
qubits generally require an UMZI with a time-delay in one path, as shown in
Figure 4.1(a), where instabilities in fibre again become problematic [230]. This
problem can be perfectly addressed using integrated photonics circuits that offer
precisely chosen time delays, without the fine-tuning usually required in fibre.
Meanwhile, the integrated solution imposes stringent requirements on the inte-
gration platform. For instance, although the silicon-on-insulator platform has
excellent nonlinearity, its propagation loss (3 dB/cm) prohibits the construction
of long delay lines [13, 99]. There have been numerous experiments demonstrat-
ing the generation of time-bin entangled photons using integrated nonlinear el-
ements and analysing entanglement states by the UMZI either implemented in
fibre or on a separate linear chip [12, 13, 181, 229], as shown in Figure 4.2. For
a time-bin entanglement to be useful in the real world, the on-chip integration
of the entire entanglement system is essential. The high performance of the en-
tanglement system not only relies on photon generation, but also hinges on the
compactness, scalability, and reconfigurability of the photonic circuits, which can
prepare time-bins, suppress noise photons, demultiplex photons, and analyse en-
tanglement states. Here, a single chip combining the nonlinear generation step
with the linear processing and analysis of time-bin entangled states is explained
in this chapter. In the following sections, linear analysis circuits, integrated non-
linear photon source and integrated time-bin entanglement chip are explained in
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Section 4.2, 4.3 and 4.4, respectively.
4.2 Time-bin entanglement analysis circuits
This section explains integrated linear circuits designed and used for the entan-
glement state manipulation and analysis. This section includes four parts.
4.2.1 Motivation and principle
Since time-bin entangled photons are encoded in two temporal modes (early
and late) simultaneously, it requires an unbalanced Mach-Zehnder interferom-
eter (UMZI) to prepare, manipulate and analyse the entanglement states. If an
UMZI is built by optical fibres, a feedback control system is required to main-
tain precise time delay. Otherwise, the generation and analysis processes will be
adversely affected by external fluctuations, such as stress and temperature vari-
ations. Such a complicated and sensitive system is not an optimal solution for
practical applications. Due to the intrinsic stability and repeatability, integrated
UMZI would be an optimal solution. Here, low-loss double-stripe silicon nitride
circuits are utilised to built three UMZIs and one wavelength division multiplexer
(WDM) in a single photonic chip to manipulate and analyse entanglement state,
the principle and experimental results are explained in the following sections.
FIGURE 4.3: Principle of time-bin entanglement generation and
analysis. E: early time-bin; M: middle time-bin; L: late time-bin;
ϕp,s,i:relative phase difference in pump (p), signal (s) and idler (i).
ωp,s,i:frequency of pump (p), signal (s) and idler (i).
Figure 4.3 presents the principle of time-bin entanglement generation and
analysis which involving four steps: (I): using an UMZI to generate pump early
(E) and late (L) time-bins with a relative delay of δt and phase difference of ϕp,
(II) using a nonlinear waveguide to generate correlated photon pairs, called sig-
nal and idler, via a nonlinear process such as SFWM, (III): using a WDM to
remove pump and separate photon pairs, and (IV): using another two UMZIs
identical to the first one for entanglement analysis. In step (II) the pump power
is controlled so that photon pair can only be generated either in the early or
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late time-bin, both with a probability of 50%. This forms a superposition state
1/
√
2(|E〉s |E〉i + ej2ϕp |L〉s |L〉i), namely, time-bin entanglement. In step (IV),
when the early photon pass through the longer path and the late photon pass
through the shorter one, nonclassical photon interference will occur in the mid-
dle (M) time-bin, because the early and late photons are indistinguishable.
To generate high-quality time-bin entangled photons and achieve high visibil-
ity interference, three requirements must be met. First, the relative delay between
the two time-bins must be longer than the minimum of the pump pulse width,
photon coherence time, and resolution of the detection system. This arrangement
can avoid single-photon interference and ensures that the detection system can
distinguish different time-bins. On the other hand, a long delay will reduce the
bit rate for quantum information processing and can also introduce additional
propagation loss. The second requirement is that the relative phase difference
ϕp,s,i between the longer and shorter paths must be stable, and the path length
difference of the three UMZIs must be almost equal (errors within the coherent
time of laser pulses); otherwise, interference will not occur. The third require-
ment is that the probability of photons appearing in each time-bin must be equal
to 50% to maximise the interference fringe’s visibility. Integrated photonic cir-
cuits can meet all of these requirements.
4.2.2 Chip layout and experimental setup
In this work, step (I), (III) and (IV) are integrated on a single photonic chip (28 mm×8 mm)
to achieve the phase stability, path length accuracy, and exact 50% probability
of generating photons in each time-bin. The circuit is made using the low-loss
double-stripe Si3N4 waveguide and its dimension, effective index and propaga-
tion loss have been explained in Section 2.4.3. In this photonic chip, spot-size
converters are used at both ends of the waveguides to reduce the waveguide
to SMF28 fibre coupling loss to around 1 dB per facet. The photograph and the
schematic layout of the chip are shown in Figure 4.4(a) and Figure 4.4(b), respec-
tively.
In Figure 4.4(b), the longer arm of the UMZIs is approximately 14 cm long
and made in a spiral fashion, benefiting from the small bending radius offered
by Si3N4. This gives a 795 ps delay relative to the shorter arm. The demultiplex-
ers consisted of two slightly unbalanced Mach-Zehnder interferometers (MZIs)
(length difference are 73.1 and 146.2 µm): the first rejects the pump by varying
phase ϕ f1, and the second separated signal and idler photon by adjusting phase
ϕ f2.
All MZIs and UMZIs incorporate tunable couplers for input and output. Each
tunable coupler is a balanced MZI having two directional couplers with a fixed
ratio close to 50:50 and a phase shifter in one arm to achieve an arbitrarily tun-
able splitting ratio. Tunablility is critical for generating and analysing photons in
two time-bins with equal probabilities, and for achieving lossless demultiplexing.
All phases are controlled through resistive heaters that are wire bonded (yellow
line in Figure 4.4(a)) to standard electronic printed circuits boards (PCBs). Inde-
pendent 16-bit digital-to-analog converters provided high-resolution control of
15 heaters on the chip. When a voltage (U) is applied, the temperature of the
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(a) (b)
FIGURE 4.4: Photograph and schematic of time-bin circuits. (a) A
photograph of the Si3N4-based time-bin entanglement chip. The yel-
low parts are wire bonds for heaters, and the green parts are PCBs
for providing voltage to the heaters. On the left-hand side is the pig-
tailed fibre array. (b) The schematic structure of the photonic circuit
on the chip. The white lines represent the Si3N4 waveguides, and
the yellow lines are resistive heaters. Only heaters for pump, signal
and idler phase shift, and wavelength division multiplexer (WDM)
are shown. Each tunable coupler consists of a balanced MZI with a
heater in one arm (not shown). In total there 15 heaters on the chip.
The numbers label the ports.
waveguide under the heater will exponentially increase to a maximum value de-
termined by the power dissipated in the heater. Accordingly, the refractive in-
dex of the waveguide will increase, and this will introduce a phase shift. This
thermo-optic phase shift changes quadratically with U. All waveguides, except
the longer arm of the UMZIs, are a few millimeters long so that heaters could be
constructed on top to achieve any phase shift up to 2pi while maintaining low
loss and keeping within the dissipation limits of the heaters. All optical input
and output ports of the chip are arranged to align with a waveguide array with
a spacing of 127 µm and pigtailed to a polarisation-maintaining fibre array (not
shown in Figure 4.4). A straight reference waveguide is included for alignment
and coupling loss measurement during pigtailing process. The total insertion loss
of the 6.5 cm long reference waveguide is measured to be 4.3 dB.
Prior to the quantum entanglement experiment, the integrated circuits are
characterised in the classical regime to ensure that the couplers and demultiplex-
ers are set correctly. For the UMZI that is used to generate two pump time-bins
(Figure 4.4(b)), labelled by ϕp, a pulse train with a pulse width of 10 ps centred
at 1,555.7 nm is injected into input port 2 and monitored it from the two output
ports 3 and 4 using a fast oscilloscope (OSC). Because of the delay in the longer
arm, double pulses separated by 795 ps are observed at each output. The early
pulses from both outputs are from the shorter arm, and the late ones are from the
longer arm. By adjusting the voltage applied to the heater for the output coupler,
the amplitudes of the early pulses become equal, as do the late pulses when the
output splitting ratio is exactly 50:50. This is independent of the input splitting
ratio. As the pulses from the longer arm experience higher loss, the input split-
ting ratio deviates from 50:50. By adjusting the voltage applied to the heater for
the input coupler, the early pulses become equal to the late pulses in amplitude
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when the effective input splitting ratio is 50:50 after taking into account the longer
arm loss.
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FIGURE 4.5: Characterisation of the wavelength demultiplexers.
The black, blue and red traces are the transmissions spectra of three
0.5 nm band pass filter (BPF), indicating the signal, pump, and idler
wavelengths used in the experiments. The pink trace shows the re-
jection of pump at the photon pair channel from demultiplexer 1
and the green trace show the signal channel from demultiplexer 2.
For demultiplexer 1 (labelled by ϕ f1), which is used to reject the pump, the
two outputs cannot be measured because one output is connected to demulti-
plexer 2 (labelled by ϕ f2) on the chip. To characterise it, a broadband amplified
spontaneous emission (ASE) source is injected into port 7 and monitored the spec-
tra at ports 5 and 6 using an optical spectrum analyser (OSA). By adjusting the
voltages applied to the three heaters for the MZI, the spectra measured from ports
5 and 6 are complementary to each other, and the loss between ports 7 and 5 is
5 dB at the transmission bands (pink trace, Figure 4.5) when the heaters are op-
timised. The loss is mainly due to waveguide-coupling and fan-out waveguide
propagation losses, indicating nearly zero loss of the demultiplexer. The isolation
to the pump is at least 25 dB. Due to symmetry of a MZI, when the pump, sig-
nal, and idler are injected to port 6 in the quantum experiment, the input from
demultiplexer 1 to 2 keep the signal and idler photons and rejects the pump.
Because both outputs of demultiplexer 2 are connected to UMZIs on-chip,
these outputs (labelled ϕi and ϕs) are characterised by the approach for setting
up the pump UMZI before optimising demultiplexer 2. For characterising de-
multiplexer 2, ASE source is injected to port 6 and monitored the spectra from
ports 11 and 12. When all heaters for demultiplexer 2 are set correctly, the spec-
tra from ports 11 and 12 showed a dip at the pump wavelength and are com-
plementary at the signal and idler wavelengths. The green trace in Figure 4.5
shows the spectrum taken from port 12, indicating very good separation of sig-
nal and idler channels. This loss spectrum shows that the total loss at the trans-
mission windows of the whole circuit is approximately 11 dB, which comprised
fibre–waveguide coupling loss, propagation loss in the longer arm, and a 3 dB
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loss in the UMZI output coupler. It should be noted from Figure 4.5 that the MZI-
based demultiplexers cannot do narrow-band filtering, but can separate pump,
signal, and idler very well. This is sufficient for performing quantum operations
on signal and idler photons on-chip with off-chip narrow-band filters placed be-
fore single-photon detectors (SPDs). Once the SPDs are on-chip, narrow-band
filtering on-chip is required, and this is possible with the TriPlex technology [69].
FIGURE 4.6: Experimental setup. Blue solid lines are optical fibres,
and black dashed lines are electric cables. BPF: band pass filter; TIA:
time interval analyser; SPD: single-photon detector.
After all the heaters are set in place, the time-bin entanglement experiments
are performed. The setup is illustrated in Figure 4.6. The pump is a mode-locked
fibre laser emitting 10 ps pulses centred at 1,555.7 nm with a repetition rate of
50 MHz. The pulses are injected into the first UMZI from port 2 for pump time-
bin preparation. The output from port 3 of the UMZI is coupled to a 3 mm long,
220 nm high, and 460 nm wide silicon nanowire on another chip for photon pair
generation. The linear and nonlinear properties of the silicon nanowire have been
explained in Section 2.4.2. The output of the nanowire is sent back to port 6
of the on-chip demultiplexers, which rejects the pump and separate the signal
(1,550.9 nm) and idler (1,560.6 nm) photons. Both outputs of demultiplexer 2 are
connected to the UMZIs on-chip for entanglement analysis.
The signal and idler photons are coupled to off-chip band pass filters (BPFs)
through ports 12 and 11 to further remove the pump and be post-selected in the
0.5 nm bandwidth shown in Figure 4.5, before being detected by two InGaAs
avalanche SPDs (ID210 from ID Quantique). The SPDs are gated by the 50 MHz
laser clock, and the gates are aligned with the middle time-bin. The effective gate
width is 1 ns. The SPD configuration is used to avoid the detection of photons
from other time bins. To minimise the dark counts and after-pulsing probabil-
ity, the detection efficiency is set at 10% and the dead time is set at 20 µs. The
coincidences are analysed by a time interval analyser (TIA).
4.2.3 Experimental results and discussions
The coincidences are a function of cos(ϕs + ϕi + 2ϕp) [231, 232]. At the cou-
pled peak power of 0.45 W (into the silicon nanowire), when ϕp and ϕi are fixed
(no voltage applied) and ϕs is varied by adjusting the voltage (U) applied to the
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FIGURE 4.7: Coincidence results. (a) Coincidences as a function
of the square of the applied voltage to the heater of the UMZI in
the signal photon channel. Black squares and red dots represents
two nonorthogonal measurements when the voltage applied to the
heater of the UMZI in the idler channel is set at 0 and 4 V, respec-
tively. The dashed lines are cosine fits. Poisson error bars are used,
see Equation (2.36). (b) Measured singles for the signal (blue dia-
monds) and idler (red dots) channels at different applied voltages
to the signal channel heater. Poisson error bars are used, see Equa-
tion (2.36).
heater, an 86.8% visibility fringe is observed, without subtracting any noise (Fig-
ure 4.7(a), black squares). To confirm the entanglement, high-visibility fringes
must be observed in two nonorthogonal measurement bases [231, 232]. thus ϕi
is slightly changed by applying 4 V to its heater and again varied ϕs, which re-
sults in an 88.4% visibility fringe (red dots) being observed. Both fringes exhibit
high visibilities beyond the classical limit of 70.7% [233], clearly indicating that
high-quality time-bin entanglement is achieved. While recording the coincidence
measurements, the single count at each detector is also monitored and they are in-
sensitive to ϕs;i (as shown in Figure 4.7(b)), further evidence that the interference
fringe is due to two-photon entanglement.
The visibility of an ideal photon interference fringe should be 100%. This
demonstration shows a maximum 88.4% visibility because of accidental coinci-
dences from a few noise sources. One is the dark count of the detectors. The
second is due to the small probability of producing multiple pairs. The third one
is the thermal cross-talk between each phase shifter. Finally, the last one is due to
the so-called charge persistence effect of the SPDs [234]. This effect means when
SPDs work at the gated mode, the photons that arrive at the SPDs will interact
with the detector even though the gate is OFF. The interaction will trap electrons
and produce a detection pulse once the gate is back ON in a few nanoseconds.
In measurements, an extra small coincidence peak is observed in addition to the
main peak in the histogram, indicating the capture of photons from the early
time-bin even though the detectors are expected to only detect the photons from
the middle time-bin.
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Although this demonstration does not integrate the nonlinear waveguide for
photon pair generation on the same chip, recent progress has shown that it is
possible to use Si3N4 nonlinear devices for photon pair generation [181, 188], and
such nonlinear devices can be made using the TriPlex technology [183]. In ad-
dition, a compatible Si3N4 platform exhibits a fast stress-optic effect at >1 MHz
[206], indicating the potential of the Si3N4 circuit used in this work for operating
at a much higher speed in the future for quantum information transmission and
processing. This demonstration clearly establishes that Si3N4 photonic circuits
incorporating all four steps illustrated in Figure 4.3 for time-bin entanglement
are feasible. Once this technology is available, taking advantage of the recon-
figurability of the circuit, on-chip time-bin entangled photons can be tested as
demonstrated in this work, and then switched to port 7 for long-distance entan-
glement distribution by simply controlling the phase ϕ f1. On the other hand,
taking advantage of the compactness of the circuit, multiple time-bin entangle-
ment sources and Bell measurement devices can be made on a single chip for
on-chip time-bin qubit teleportation.
4.2.4 Conclusion
The high-performance time-bin entanglement analysis circuits based on low-loss
double-stripe Si3N4 waveguide have been demonstrated in this section. This is
a significant step toward the ultimate goal of completely integrating all compo-
nents to realise an integrated time-bin entanglement chip for large-scale quantum
network.
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4.3 Integrated nonlinear light source
In this section, the nonlinearity of low-loss double-stripe silicon nitride circuits
are characterised by coincidence measurements. Four parts are included in this
section.
4.3.1 Motivation
In Section 4.2, the low-loss double-stripe silicon nitride circuits are used to build
three unbalanced Mach-Zehnder interferometers (UMZIs) and one wavelength
division multiplexer (WDM) on a single chip. More than 86% fringe visibility
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without subtracting noise indicates highly entangled photon are generated, ma-
nipulated and analysed in that work. However, the correlated photon pairs are
generated in a silicon nanowire instead of a double-stripe Si3N4 circuit, since the
silicon nanowire has much higher nonlinearity than the Si3N4 circuit. For prac-
tical applications, a highly integrated time-bin entanglement chip that includes
entangled photon generation, manipulation and analysis is an optimal solution
to develop a robust and scalable quantum network. If this double-stripe Si3N4
waveguide structure has sufficient nonlinearity for photon pair generation, both
nonlinear photon sources and linear processing circuits can be integrated on a
single chip without a fibre coupling between separate chips. The classical four-
wave mixing (FWM) demonstrated on a double-stripe Si3N4 ring resonator in-
dicates that such a waveguide structure can be used for photon pair generation
[188]. Around 2 THz FWHM of SFWM has been estimated in the double-stripe
Si3N4 waveguide, as explained in Section 2.4.3. An experimental demonstration
of photon pair generation in a double-stripe Si3N4 waveguide is explained in the
following sections
4.3.2 Experimental setup
FIGURE 4.8: Experimental setup. MLL: mode-locked laser; ATT:
attenuator; PC: polarisation controller; AWG: arrayed waveguide
grating; PM:power meter; BPF: band pass filter; DB: delay box;
SSPD: super-conducting single-photon detector and TIA: time in-
terval analyser.
Figure 4.8 shows the experimental setup. Optical pump pulses at 10 ps width
are generated from a 50 MHz mode-locked laser (MLL) at the central wavelength
of 1,555.74 nm. The input power is controlled by a tunable attenuator (ATT).
Amplified spontaneous emission (ASE) noise companioned with pump pulses
is eliminated by an array waveguide grating (AWG) which has a channel band-
width of 50 GHz. Since the double-stripe Si3N4 waveguide has the lowest propa-
gation loss at TE mode, a polarisation controller (PC) adjusts the pump to be TE
polarised before entering the Si3N4 waveguide. The waveguide is fibre-pigtailed
with polarisation-maintaining fibres at both ends. The polarisation of pump
pulses is precisely adjusted to TE mode when the output power is maximised.
The total insertion losses are 4.3 dB including the waveguide-fibre coupling loss
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(3 dB) and propagation loss (1.3 dB). The signal and idler photons are separated
by an AWG with an insertion loss of 3 dB before being filtered by a tunable
band pass filter (BPF). The BPF has an insertion loss of 2 dB and its bandwidth
is 100 GHz. Before being detected by superconducting single-photon detectors
(SSPDs), the polarisation of generated photons in each channel are adjusted by
a PC with an insertion loss of 1 dB, as the SSPDs are polarisation dependent.
The detection efficiency of SSPDs is set to 60% and the dark count rate is around
500 Hz at this efficiency. After maximising single counts in each channel, the time
information of each photon is finally collected by a time interval analyser (TIA).
Any polarisation mismatch, fluctuation and cross-talk can be detected instanta-
neously based on a noticeable fluctuation of single counts in each channel. The
collection efficiency from the output of the waveguide to the detector in each
channel is 10.5 dB. An electronic delay box in the idler channel is used to shift
the coincidence peak to a positive delay in the histogram of coincidence mea-
surement to avoid the loss of coincidence counts. The resolution of the TIA is
27 ps.
4.3.3 Experimental results and discussions
Figure 4.9(a) shows a typical histogram of coincidence measurements. The main
peak located at 48 ns represents coincidences, which record the simultaneous
detection of signal and idler photons that are generated from the same pump
pulses. It indicates the generation of time-correlated photon pairs. The coinci-
dence counts contained in the main peak is described by the raw coincidence
rate (Craw). Other smaller side peaks with a time interval of 20 ns records the si-
multaneous detection of photons from different pump pulses, and the count rate
obtained from these side peaks represents the accidental rate (A). The true co-
incidence rate Ctrue = Craw − A suggests the brightness of a correlated photon
pair source, and CAR indicates the strength of photon pair correlations. These
two parameters are usually used to characterise the performance of a correlated
photon pair source, as explained in Section 2.2.7. Figure 4.9(b) illustrates the de-
pendency of Ctrue and CAR on average pump power. The true coincidence rate
(diamonds) increases with power, because the efficiency of SFWM scales quadrat-
ically with the pump power. The measured true coincidence rate is 1.6 kHz at the
pump power of 3.2 mW. Taking into account the collection efficiency, the 1.6 kHz
true coincidence rate corresponds to a correlated photon pair generation rate of
185 kHz in the waveguide. CAR (squares) reduced from 16 to 10.6 with the in-
crease of the power due to the generation of multi-pair via SFWM. When the
power is less than 3.2 mW, a CAR over 10 is achieved. This suggests the corre-
lated photon pair source can be used for QKD system with 5% error rate [94].
The CAR is analysed without other noise except multi-pairs and the over-
all value of CAR in Figure 4.9(b) is far below the expectation based on the as-
sumption of including the multi-pair noise only and CAR≈ 1/µ. Here, µ =
Ctrue/(ηiηsR) is average number of photon pairs per pulse, ηi and ηs are the col-
lection efficiencies of idler and signal photons respectively, and R is the laser
repetition rate. Using the measured true coincidence rate at the input power
of 3.2 mW, the CAR should be over 270. However, in Figure 4.9(b), CAR is far
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FIGURE 4.9: Coincidence results. (a) A typical histogram of coinci-
dence measurements at the input average pump power of 3.2 mW.
(b) True coincidence rate (diamonds) and CAR (squares) as a func-
tion of average pump power; dashed line is quadratic fit. Error bars
are calculated by Poissonian distribution, see Equation (2.36).
below this expectation. This significant discrepancy suggests that there are other
noise sources contribute to this entire reduction, such as pump leakage and SpRS,
which will be discussed in the following paragraphs.
The pump leakage is first investigated via coincidence measurements at differ-
ent pump-idler/signal frequency detunings (Ω). The pump leakage results from
the spectrum overlap between the pump channel and the selected signal/idler
channel. If pump leakage contributes to the majority part of noise photons, the
accidental peaks should be similar to the main peak, since the correlation between
the detections in signal and idler channel is mainly determined by pump photons
rather than correlated photon pairs. The spectrum overlap decreases significantly
with the increase of Ω. Figure 4.10(a) shows the histogram of coincidence mea-
surements with three different Ω at the same average pump power of 3.2 mW. To
discriminate the difference between the main peak and the side peaks at each Ω,
different delays at each Ω are intentionally introduced via the delay box. When
Ω = 400 GHz, the accidental peaks are similar to the main peak located at 40 ns.
In the case of Ω = 500 GHz (600 GHz), the accidental peaks are quite trivial com-
pared with the main peak, located at 48 ns (52 ns). Note the decrease of the main
peak atΩ = 600 GHz compared toΩ = 500 GHz comes from the phase mismatch
of SFWM (see Figure 2.22(b)). Therefore, to minimise the pump leakage without
sacrificing too much photon pair generation efficiency, Ω = 500 GHz is chosen
for the following inspections.
The noise induced by SpRS is investigated after excluding the first possible
noise sources. There are two direct ways to confirm this. One is to directly mea-
sure the Raman spectrum to show if it overlaps with the frequency range used
in the measurement. Previous measurement has shown that Si3N4 has a broad-
band Raman spectrum that indeed covers the frequency range used in this work
[190]. The other is to compare the noise level at room temperature and a cooler
condition since Raman is temperature dependent [191]. As the Si3N4 waveguide
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(a) (b)
FIGURE 4.10: Measurement results. (a) Histogram of coincidence
measurements at three different Ω. (b) Inferred single count rate
generated from SpRS. Triangles are the inferred single counts rate of
idler. Dashed line is a linear fit.
is fabricated on the same chip with other delicate circuits that might be damaged
by cooling. Therefore, a relatively indirect investigation is adopted as explained
below.
The noise contribution of SpRS is analysed both in signal and idler chan-
nels. Single counts detected by SSPD include photons generated from SFWM
and SpRS. The photon generation via SFWM scales quadratically with the pump
power while SpRS scales linearly. The coincidence analysis in Figure 4.9(b) has
already confirmed the quadratic dependence. Here, the idler counts is used
to explain the SpRS-induced noise, since the signal channel has similar single
counts. The inferred single counts (CiSpRS) from SpRS is calculated by CiSpRS =
Citotal − CiSFWM − D. Here, Citotal is the total counts detected in the idler chan-
nel, CiSFWM is the single counts generated from SFWM and D represents the dark
counts. CiSFWM is analysed by µηiR. Figure 4.10(b) illustrates the inferred results
of idler (triangles) as a function of the input pump power. The linear fit (dashed
line) indicates that the noise photons are most likely contributed by SpRS, as SpRS
is linearly dependent on the pump power. Since only pump pulses propagate in
the waveguide and the power is relatively low, it is unlikely to have SRS.
As shown in Figure 4.8, the Si3N4 waveguide (6.5 cm long) is connected with
silica fibres (6 m long). The silica fibres might also play non-trivial part in the
correlated photon pair generation. Additional measurements are implemented
to further confirm that correlated photon pairs are generated in the Si3N4 waveg-
uide rather than in the silica fibres. The double-stripe Si3N4 waveguide and the
pigtailed polarisation-maintaining fibres are replaced by a tunable attenuator and
two fibres with similar length to repeat the measurement. The total loss of the re-
placements has been adjusted to 4.3 dB to simulate the waveguide loss. At the
same average pump power, the true coincidence rate in silica fibres is less than
4% of the true coincidence rate in the double-stripe silicon nitride waveguide.
This confirms that correlated photon pairs are indeed generated in the silicon
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nitride waveguide.
In the future, both the source brightness and CAR can be further improved.
For example, a ring resonator can be designed as an ultra-compact nonlinear
source component. The enhancement is briefly estimated as follows. Taking
the calculated effective mode index (ne f f = 1.72) of the structure and the pump
wavelength (1,555.74 nm) and using the equation about free spectral range (FSR)
of rings:
FSR = ∆λ = λ2/(2pine f f r), (4.1)
The ring radius is calculated to be 55 and 111.9 µm for the FSR of 500 and 250 GHz,
respectively. These FSR are chosen because theΩ between pump and signal/idler
in the experiment is 500 GHz and it should be the integral multiple times of FSR.
To maintain low losses, the minimum bending radius of the double-stripe silicon
nitride waveguide is 70 µm [235]. So a radius of 111.9 µm is a more preferable op-
tion than 55 µm. The circumference of the ring resonator is L = 2pir = 702.7 µm.
The loss per round trip is 0.014 dB. To be realistic, the Q factor in Ref.[188] is
adopted: Q = 7× 105. Using the known Q factor, the effective mode index ne f f ,
and the circumference L of the ring, the finesse (F) by is calculated:
F = Qλ/(ne f f L) = 900. (4.2)
As the round trip loss is negligible, the intensity enhancement is
B ≈ F/pi = 286.6. (4.3)
Since SFWM process scales quadratically with the pump intensity while SpRS
scales linearly, compared with the straight waveguide pumped at the same inten-
sity, the ring resonator will not only generate photon pairs more efficiently, but
will also increase the ratio between SFWM photons and SpRS noise and thus im-
prove the CAR. Furthermore, the required bandwidth of an on-chip filter is not
stringent due to the extremely narrow line width of the ring resonator which has
already guaranteed the purity of correlated photon pairs. On the other hand, the
noise photons from SpRS could be reduced significantly by cooling. More specif-
ically, the Raman noise could be reduced by 70.6%, if the sample is cooled down
to the temperature of liquid nitrogen, as explained in Section 2.4.3.
4.3.4 Conclusion
In this section, correlated photon pair generation has been experimentally demon-
strated in a low-loss double-stripe Si3N4 waveguide via SFWM. The CAR achieves
over 10 when the average pump power is less than 3.2 mW. The CAR is mainly
limited by SpRS which could potentially be mitigated by cooling. This work im-
plies that the low-loss double-stripe Si3N4 waveguide is a promising structure
for integrating both nonlinear photon sources and linear processing circuits in
a monolithic photonic chip for various applications. It takes us a step further
towards integrated time-bin entanglement circuits for practical applications.
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4.4 Integrated time-bin entanglement chip
An integrated time-bin entanglement chip that includes nonlinear photon sources
and linear processing components, such as filter, wavelength division multiplexer
and unbalanced Mach-Zehnder interferometer, is demonstrated in this section.
The entanglement states are characterised by quantum state tomography (QST).
The repeatability of this CMOS compatible platform is also verified via another
identical circuits on the same chip. Four parts are included in this section.
4.4.1 Motivation
As explained in Section 4.1, an integrated time-bin entanglement photonic chip
that can generate, manipulate and analyse entanglement states is an optimal so-
lution to build a robust, scalable and cost-efficient quantum network. However,
such integrated time-bin entanglement circuits have not yet been experimentally
demonstrated. Section 4.2 demonstrates that the double-stripe Si3N4 waveguide
is a promising structure to build linear circuits for entanglement manipulation
and analysis. Section 4.3 demonstrates such a double-stripe Si3N4 waveguide is a
viable structure for nonlinear photon pair generation. These two sections clearly
indicate both nonlinear and linear components can be fabricated by one waveg-
uide structure which guarantees repeatability and cost-effectiveness simultane-
ously. The experimental methods and results are sequentially explained in the
following parts.
4.4.2 Experimental setup and chip layout
Figure 4.11 shows the experimental setup used in this work. A 50 MHz mode-
locked laser (MLL) generates 10 ps pump pulses (green) centred at 1,552.5 nm.
Amplified spontaneous emission (ASE) noise from an internal erbium doped fi-
bre amplifier (EDFA) is filtered by a band pass filter (BPF) with 0.3 nm FWHM.
Pump power and polarisation are adjusted by an attenuator (ATT) and a polari-
sation controller (PC) respectively, prior to input to the Si3N4 chip.
The chip utilises low-loss double-stripe Si3N4 waveguides that only support
the TE mode with 0.2 dB/cm propagation loss [13, 99]. Less than 0.1 dB/cm prop-
agation loss should be achievable with an optimised fabrication process [69]. Its
cross-sectional structure and dimensions are shown as an inset in Figure 4.11. The
schematic of the photonic chip is also illustrated in Figure 4.11. First, the unbal-
anced Mach-Zehnder interferometer (UMZI1), with 800 ps time delay between
short and long paths, splits each pump pulse into two identical pulses which de-
fine two time-bins (early and late). The additional loss (3 dB) introduced by the
long arm (14 cm) of UMZI1 is compensated by adjusting the coupling ratio of the
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FIGURE 4.11: Experimental setup. MLL: mode-locked laser; BPF:
band pass filter; ATT: attenuator; PC: polarisation controller; UMZI:
unbalanced Mach-Zehnder interferometer; DG: delay generator;
OSC: oscilloscope; SSPD: super-conducting single-photon detector;
TIA: time interval analyser. Black and blue lines are electronic and
optical circuits, respectively. Solid circles are noise photons; Blurred
circles are entangled photons; Gold rectangles are thermal phase
shifters.
input and output coupler so that there is equal power transmitted through each
arm [13], and similar for UMZI2 and 3. A thermal phase-shifter (gold) in UMZI1
is used to tune the relative phase between early and late pump pulses, ϕp. In the
long arm of UMZI1, the strong pump pulse will create noise photons (blue and
red circles) by SFWM and SpRS. A Mach-Zehnder interferometer (MZI) with a
small imbalanced length of 176 µm between paths is used to create a filter (Filter1)
which transmits the pump pulses but rejects noise at the wavelengths which will
be used for the entangled photons. After tuning the phase shifter, the spectrum
of Filter1 is shown as the magenta line in Figure 4.12(a) and it indicates the spec-
trum of the signal and idler where the entangled photons will be created (centred
at 1,548.5 nm and 1,556.5 nm). Comparing with the input spectrum of amplified
spontaneous emission (ASE) noise (black), the transmission loss at pump wave-
length is around 7 dB. Considering the coupling loss to fibre of 3 dB per facet, this
suggests Filter1 has a 1 dB insertion loss. Then a 6.5 cm spiral waveguide is used
to generate correlated signal and idler photon pairs via SFWM, a χ(3) nonlinear
process with quadratic dependence on the peak power of the pump pulses. A
characterisation of photon pair generation in this source is given in Section 4.3.
The photon pairs are created in a coherent superposition state between each time-
bin, so their state can be expressed as:
(|E〉s |E〉i + e2iϕp |L〉s |L〉i)/
√
2, (4.4)
where |E〉x and |L〉x represent a photon in the early or late time-bin, respectively,
and x = s, i indicates signal and idler wavelengths.
After photon-pair generation, Filter2 with 176 µm length difference is used to
separate the pump pulses from the entangled photon pairs. Filter2’s spectrum is
shown as the grey line in Figure 4.12(a) and its insertion loss at signal and idler
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FIGURE 4.12: Spectra of Filter1-3. Blue, green and red lines repre-
sent the signal, pump and idler spectra respectively. (a) Spectra of
Filter1 (magenta) which transmits the pump pulses but rejects noise
at the signal and idler wavelengths; and Filter2 (gray), which re-
jects the pump pulses but transmits the generated signal and idler
photons. (b) Spectrum of Filter3, which divides the signal and idler
photons into separate ports; purple and orange lines represent the
signal and idler outputs, respectively. All filters exhibit 30 dB extinc-
tion ratios.
are 1 and 2 dB respectively. Pump pulses are sent to an output port (Port6) and
monitored by an oscilloscope (OSC). The pump power inside the spiral circuits
is estimated by temporarily replacing OSC with a power meter. The measured
power of 0.8 mW indicates the average pump power and the peak power inside
the spiral are 2.1 mW and 4.2 W, respectively, due to the coupling loss (3 dB) and
the propagation loss (1.3 dB). The experimental results in Section 4.3 show that
at least 100 dB isolation is required to suppress pump noise. Filter3 with 86 µm
length difference is used to divide the entangled signal and idler photons, with
the spectra of the two output ports shown in Figure 4.12(b). The insertion loss of
Filter3 is around 2 dB. In the measurement, signal and idler are then sent to two
separate UMZIs (UMZI2 and 3) with time-delays which match UMZI1. These are
used to measure and analyse the time-bin qubits. A photon originally in one of
two time-bins can arrive at one of three times after passing through an UMZI. A
photon previously in the |E〉 (|L〉) state can never be detected at the latest (earliest)
of the three arrival times. Hence detecting a photon at the earliest or latest time
makes a projective measurement onto the |E〉 or |L〉 state. However a photon
detected in the middle arrival time could have originated from either time-bin,
and so makes a projective measurement onto a superposition state:
(|E〉x + eiϕx |L〉x)/
√
2. (4.5)
Here, ϕx is the relative phase between the arms of the UMZI. Each relative phase
is controlled by a thermal phase-shifter in the corresponding UMZI. The ability
to project time-bin qubits onto coherent superposition states makes it possible to
verify that they are entangled and to carry out QST.
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The photons are coupled off-chip and residual noise from the pump laser is
removed by high isolation (≥60 dB) and low loss (2 dB) band pass filters (BPFs)
with 0.3 nm FWHM. The polarisations are adjusted by PCs to maximise the de-
tection efficiency of superconducting single-photon detectors (SSPDs) to around
50%. The dark counts and timing-jitter in SSPDs are around 200 Hz and <50 ps,
respectively. A time interval analyser (TIA) (ID800) with 81 ps time-resolution is
connected to three inputs: signal and idler SSPDs, and the laser clock, which
is used for synchronisation. The repetition rate of the clock signal is down-
converted by a delay generator to 1 MHz since the original 50 MHz clock would
saturate the TIA. The photonic chip before and after bonding are shown in Fig-
ure 4.13(a) and Figure 4.13(b), respectively.
15 mm
15
 m
m
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FIGURE 4.13: (a) Photo of the bare photonic chip. Yellow lines are
electronic connections and blue lines are the underlying silicon ni-
tride waveguides. (b) The chip after packaging with printed circuits
boards and arrays of polarisation maintaining fibres.
4.4.3 Experimental methods and results
The difference between signal and idler detection times is used to identify pho-
tons which originated from the same laser pulse and so constitute an entangled
pair; the down-converted clock is sufficient to identify which of the three pos-
sible arrival times a given photon was detected in, relative to the original laser
clock. An example histogram is given in Figure 4.14, showing the relative arrival
times. Three peaks are visible for both signal and idler detections. The width
of the peaks is due to the combined timing jitter of the SSPDs, the TIA, and the
down-converted clock. It can be seen that this jitter is small enough compared
to the 800 ps time separation to allow each of the three peaks to be clearly distin-
guished. It is expected that the signal and idler photons taken individually will
appear to be in an incoherent mixture of the |E〉x or |L〉x states, and following
classical statistics after the UMZI they are twice as likely to appear in the middle
peak as in the earliest or latest peaks.
First, photon interference is used to calibrate the pump phase ϕp, which is
varied whilst keeping ϕs and ϕi fixed. Figure 4.15 shows the interference fringe
in the two photon counts, post-selected on both signal and idler arriving in their
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FIGURE 4.14: Histogram of signal and idler arrival times, relative to
the laser clock.
central histogram peak. A visibility of 88% is obtained from a sinusoidal fit (the
dashed line). At a maxima in this count rate, 2ϕp = ϕs + ϕi. Hence the pump
phase is fixed at the first maxima, where U2 = 64, and QST is carried out by
varying ϕs and ϕi, following the method of Ref.[15]. The selected phase of ϕs and
ϕi are pi/2 and −pi/2 respectively, in addition to 0 for both phases.
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FIGURE 4.15: Photon interference with 88% visibility (Vis.); Red
dots represent the results after post-selecting and count normalisa-
tion; the dashed line is a sinusoidal fit. Poisson error bars are used,
see Equation (2.36)
QST generally requires a qubit be projected onto four different basis states,
and for two-qubit QST all sixteen possible combinations of the basis states must
be measured [14]. Here, the method of Ref.[15] is implemented for QST of time-
bin qubits-only two phase-setting are used for each output UMZI, making four
phase combinations in total. The other measurement bases are made up from the
side-peaks in the histogram, which project the qubit onto the |E〉 or |L〉 state. The
phase-settings are labelled B1, B2 and B3, to indicate UMZI phases of 0, pi/2 and
−pi/2 respectively.
The coincidence counts at each combination have been measured for one hour
to suppress statistical uncertainty. After post-processing these data, each coinci-
dence count is classified into one of the sixteen state projections required for QST
and the results are shown in Table 4.2. For basis states which appear in more
than one of the four phase settings, the counts are summed; this compensates the
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TABLE 4.1: Experimental results after post-processing.
ν S I B1B1 B1B2 B3B2 B3B1 nv
1 |E〉s |E〉i 3,030 2,863 2,828 2,810 11,531
2 |E〉s |L〉i 21 19 30 21 91
3 |L〉s |E〉i 12 20 19 10 61
4 |L〉s |L〉i 2,558 2,760 2,429 2,500 10,247
5 |L〉s |B1〉i 2,778 - - 2,727 5,505
6 |E〉s |B1〉i 2,998 - - 2,682 5,680
7 |B1〉s |B1〉i 10,511 - - - 10,511
8 |B3〉s |B1〉i - - - 5,771 5,771
9 |B3〉s |E〉i - - 2,570 2,512 5,082
10 |B3〉s |L〉i - - 2,761 2,811 5,572
11 |B3〉s |B2〉i - - 10,007 - 10,007
12 |E〉s |B2〉i - 2,729 2,671 - 5,400
13 |L〉s |B2〉i - 2,777 2,631 - 5,408
14 |B1〉s |B2〉i - 6,154 - - 6,154
15 |B1〉s |E〉i 2,811 2,752 - - 5,563
16 |B1〉s |Li〉 2,840 2,833 - - 5,673
TABLE 4.2: S and I represent measurement basis for signal and idler
photon, respectively. B1, B2 and B3 in the first row represent the
different phase settings for each interferometer. A dash (-) indicates
coincidences are not obtained for a basis state in the corresponding
phase setting. The nv column contains the total counts used for QST.
fact that the photons are less likely to be measured in the |E〉x and |L〉x time-basis
states than the superposition states. It can be seen that the photons are highly cor-
related in the time-basis, with total counts of 10.2-11.5k for |E〉s |E〉i and |L〉s |L〉i
and <100 for |E〉s |L〉i and |L〉s |E〉i. These remaining counts are thought to be
noise contributed by detector dark counts, Raman noise and multi-photon noise.
In the other measurement bases, the counts are evenly distributed at around 5-
6k, with the exception of |B1〉s |B1〉i and |B3〉s |B2〉i, where constructive photon
interference between the two components of the state boosts the counts to 10-
10.5k. The coincidence rate of each combination is around 7 Hz which could be
improved four-fold by placing detector at the unused outputs of the signal and
idler UMZIs. Each channel has a collection efficiency of around 16 dB, including
3-4 dB from Filter2 and 3, 3 dB from the UMZI, 3-4 dB coupling loss to fibre, 2 dB
loss from off chip filters, 1 dB loss from the PC, and 3 dB loss from detector inef-
ficiency. This suggests an entangled pair generation rate of 45 kHz, around 10−3
pairs per pump pulse. Considering its potential applications in quantum net-
work, further improvements are required to significantly boost the coincidence
rate. This could include the use of a ring resonator to enhance the pair genera-
tion rate for a given pump power. Other possibilities include integrating low-loss
and high isolation (>95 dB) filters [236], increasing the pump repetition rate [237],
and integrating high-efficiency detector (or number-resolving detector) [224]. The
mode-matching to fibre could also be considerably improved using inverse tapers
of the output waveguides or polymer mode-converters [238].
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First the results in the final column of Table 4.2 are used to carry out a linear
reconstruction of the density matrix. The eigenvalues of this density matrix are
0.8742, 0.1153, 0.0267 and -0.0162. The presence of a slightly negative eigenvalue
implies that an unphysical density matrix is obtained. This could be the result
of statistical errors or fluctuations in the settings of the interferometer phases. A
maximum likelihood estimation approach is adopted to find the physical density
matrix which best fits the experimental results [14, 15]. The new eigenvalues are
0.9081, 0.0917, 0.0002 and 0 and the density matrix has 91± 0.7% fidelity com-
pared with the ideal state, as shown in Figure 4.16(a) and Figure 4.16(b). This is
consistent with the photon interference visibility of 88% measured in Figure 4.15
according to Eq.(3) in Ref.[239]. This fidelity is well above the classical threshold
of 50%, as well as the 70.7% threshold to violate a Bell’s inequality, confirming
highly entangled photon pair are generated and analysed in this integrated Si3N4
circuits.
4.4.4 Discussion and conclusion
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FIGURE 4.16: Density matrix of time-bin entangled photon pairs
generated in two samples after maximum likelihood estimation. (a)
and (b) show the real and imaginary parts of density matrix in the
first sample, respectively. (c) and (d) show the real and imaginary
parts of density matrix in the second sample, respectively. EE, EL,
LE and LL represent |E〉s |E〉i, |E〉s |L〉i, |L〉s |E〉i and |L〉s |L〉i, respec-
tively.
The small deviation between the measured state and the ideal state is likely
due to the influence of noise sources, such as SpRS noise in the Si3N4, and er-
rors in the beam splitter ratios and phase-settings on the chip, partially due to
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the thermal cross-talk between each heater. These problems could be signifi-
cantly mitigated by cryogenic conditions and a dynamic feedback system [191,
240]. Compared with silicon nanowires, nonlinear photon pair generation in the
double-stripe silicon nitride waveguides requires further improvement. Cryo-
genic temperatures and using ring resonator instead of spiral waveguides could
significantly enhance the generation efficiency and the SNR [99]. With negligible
Raman noise, a 100-fold improvement in count rate should be possible, above
which multi-pair events are likely to contribute significant noise [94]. Another
strategy to enhance the photon generation rate is to increase the pump repetition
rate, where the upper limit is defined by the timing-jitter of the detection system,
because the minimum delay to distinguish two time-bins is determined by the
timing-jitter [237].
Apart from stability and scalability, reproducibility is another crucial advan-
tage of CMOS compatible platforms. Another Si3N4 circuit on the same chip with
an identical layout has been characterised in this work. The experimental results
after post-processing are explained in Appendix A.2. After implementing max-
imum likelihood estimation, the density matrix is shown in Figure 4.16(c) and
Figure 4.16(d). 89± 0.6% fidelity is obtained for the second sample and its eigen-
values are 0.9, 0.0983, 0.0016, 0. The 2% fidelity discrepancy between two sources
originates from slightly different coupling ratios in UMZIs. The fidelity results
of these two chips further confirm the reproducibility of this architecture. In the
future, the external filters and SSPDs could also be integrated as high extinc-
tion filters and near-unity efficiency SSPDs have recently been demonstrated in
a Si3N4 platform [236, 241]. This could allow scaling to more complicated func-
tions, e.g. distributed quantum machine learning and multi-photon entangled
state generation [242, 243]. Here, integrated Si3N4 circuits not only offer a com-
pact and robust platform to generate entangled photons locally, but also allow
entangled photons’ transmission and analysis between separate photonic chips,
such as using Port 10 and 11 shown in Figure 4.11 to analyse entangled photons
from other nodes in the quantum network.
In this section, time-bin entangled photon pairs are generated and analysed
for the first time on a single integrated photonic chip containing Si3N4 photonic
circuits. The entangled states are analysed by QST and the maximum likelihood
estimation indicates highly entangled photons are generated with 91± 0.7% fi-
delity compared with the ideal state. These results take another essential step
toward the development of robust, scalable and cost-efficient quantum networks
in the real world.
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Summary and Outlook
5.1 Summary
Photonic quantum technologies, which utilise the non-classical properties of sin-
gle photons, are considered one of the leading strategies to demonstrate quantum
advantages over classical paradigms. Applications include solving intractable
computing problems and enabling unconditional information security. In Chap-
ter 2, a systematic review of photonic quantum computing and quantum com-
munication highlighted the major hurdles in each field. In particular, the lack
of a high-efficiency single-photon source has hindered the development of pho-
tonic quantum computing. One of the remaining hurdles in photonic quantum
communication lies in creating an integrated platform for compact and reconfig-
urable time-bin entanglement circuits. The work described in this thesis answers
the following two questions:
1. Can we utilise the TMUX scheme to build a high-efficiency single-photon
source?
2. Is silicon nitride a viable platform to develop an integrated time-bin entan-
glement chip?
The first question is posed as a result of a theoretical proposal published in
2011 [110]. This theoretical analysis suggested that TMUX can significantly en-
hance the single-photon generation probability by actively shifting heralded sin-
gle photons from different temporal modes to fixed ones. Since 2015, a number
of experimental demonstrations of TMUX showed a significant enhancement in
single-photon generation probability [8, 66, 106, 196–200].
In Chapter 3, three different TMUX schemes have been proposed and ex-
perimentally demonstrated the feasibility of building a high-efficiency single-
photon source. The first TMUX scheme interpreted in this chapter is ATM, which
constantly shifts heralded single photons from different temporal modes into a
fixed temporal mode. 100% enhancement of single-photon generation probabil-
ity and 91% visibility of quantum interference is achieved in a proof-of-concept
demonstration, thereby indicating that ATM is a potential approach for build-
ing a high-efficiency single-photon source. As an alternative scheme, TWDM is
proposed for the case where only avalanche photodiodes are available for the
heralding detection. Compared with superconducting single-photon detector,
the avalanche photodiode is a more cost-efficient single-photon detector, but its
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saturation margin is much smaller than the superconducting single-photon de-
tector. In a TWDM scheme, the pump pulses are centred at different wavelengths
with a constant wavelength interval between each other. These pump pulses are
also interleaved with each other in the time domain, with a constant time inter-
val. The phase-matching condition indicates that different wavelengths of herald-
ing photons correspond to a fixed wavelength of heralded photons. The herald-
ing photons are evenly distributed across multiple channels, instead of saturat-
ing one heralding channel. In a proof-of-principle demonstration, 90% enhance-
ment of coincidence rate and 88% visibility of quantum interference indicate the
TWDM scheme is another potential approach. The third TMUX scheme demon-
strated in Chapter 3 is the RTM scheme, which allows an additional enhancement
of N-photon generation probability over STM, such as ATM and TWDM, with-
out increasing the complexity. Theoretical analysis indicates that the additional
enhancement increases with the number of single-photon sources being multi-
plexed together. 90% additional enhancement obtained in a proof-of-principle
demonstration agrees with the analytical value. 88% visibility of quantum in-
terference shows heralded single photons are highly indistinguishable from one
another after a joint synchronisation. At the end of Chapter 3, the potential limita-
tion of the TMUX scheme with high repetition rate is identified as the timing-jitter
of the detection system rather than nonlinear losses or Raman noise.
An integrated time-bin entanglement chip that includes a nonlinear photon
source and linear analysis circuits would offer the possibility of developing a ro-
bust, scalable and cost-efficient quantum network. Meanwhile, the integrated
solution imposes stringent requirements on the integration platform. In Chap-
ter 4, a double-stripe silicon nitride waveguide is considered a viable platform to
build such an integrated photonic chip for practical quantum network. Using a
low-loss double-stripe silicon nitride waveguide, linear analysis circuits and an
internal wavelength division multiplexer are fabricated in a single photonic chip.
More than 86% visibility of photon interference with a constant single-photon
rate in signal and idler channels confirm that highly entangled photons can be
precisely controlled and analysed in such linear circuits. The nonlinearity of the
double-stripe silicon nitride waveguide is characterised by a series of coincidence
measurements. More than 185 kHz correlated photon pairs are generated in this
silicon nitride waveguide. CAR>10 indicates 95% error free of QKD if we include
such a nonlinear single-photon source [94]. After linear and nonlinear character-
isations, we demonstrate time-bin entangled photon generation, noise suppres-
sion, wavelength division and entanglement analysis on a single photonic chip
utilising low-loss double-stripe silicon nitride waveguide structures. 91% and
89% fidelity obtained from two identical circuits not only show that highly en-
tangled photons are generated, manipulated and analysed in this photonic chip,
but also verify the repeatability of this CMOS structure. These experimental re-
sults pave the way to build a practical quantum network.
The following two sections explain the future work to develop an integrated
high-efficiency single-photon source and an integrated quantum node.
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5.2 Outlook of an integrated high-efficiency single-
photon source
Within the next few years, photonic quantum computing will play an important
societal role. The major challenge of its practical applications lies in the devel-
opment of a highly reliable and large-scale photonic quantum computing sys-
tem. Building such a system based on free-space optical components is not a
viable approach because of its lack of robustness, stability and scalability. In con-
trast, integrated quantum optics allows CMOS technologies to be harnessed and
hence achieves multi-scale integration of passive and active components in a ma-
ture semiconductor-based platform that can be scaled for manufacturability [107,
155]. However, the major hurdle in creating a fully integrated photonic quantum
computing system lies in an integrated high-efficiency single-photon source, as
explained in Section 2.2. Although proof-of-principle demonstrations of TMUX
explained in Chapter 3 show its potential, further improvements are required in
three aspects to boost the generation probability µ > 0.75 [64]. One aspect is an
integrated optical switch with fast switching speed and ultra-low loss properties.
The second aspect is an ultra-low loss waveguide for delay and transmission. The
third aspect is a high-efficiency photon number resolving detector. The potential
solutions are explained in the following sections.
5.2.1 Fast and low-loss optical switch
As explained in Section 3.2, the fast and low-loss optical switch is one of technical
barriers in TMUX scheme. There are three potential solutions to build an inte-
grated high-speed and low-loss optical switch. One is a graphene based modu-
lator that harnesses the desirable properties of graphene to achieve a low energy
threshold, broad-bandwidth and high speed switching [244, 245], as shown in
Figure 5.1(a). The second solution is a hybrid switch that combines two types
of optical switch— thermo-optic phase modulator (TOPM) and carrier-depletion
modulator (CDM) [246]—as shown in Figure 5.1(b) [246]. The third strategy is
using stress-optical effect to build an ultra-low loss modulator[206], as shown in
Figure 5.1(c).
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FIGURE 5.1: Different types of optical switch. (a) Graphene based
switch [245]. (b) Hybrid switch [246]. (c) Stress-optical switch [67].
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5.2.2 Ultra-low loss waveguide
An ultra-low loss waveguide is another core component for an integrated high-
efficiency single-photon sources, as the MUX scheme requires transmission and
delay lines. The standard silicon nanowire (220× 460 nm) is unsuitable because
of its 3 dB/cm propagation loss. As mentioned in Section 2.4.2, an etchless sili-
con nanowire has demonstrated 0.3 dB/cm propagation loss, which is compara-
ble with other low-loss circuits. This could be a way to construct transmission
and delay lines; However, a distinctive mode distribution between etchless and
standard silicon nanowire, as shown in Figure 5.2 will adversely affect the cou-
pling efficiency between linear circuits and nonlinear sources. Additional mode
transformation components are required to enhance coupling efficiency.
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FIGURE 5.2: Mode distribution in an etchless and standard silicon
waveguide [68, 178]. (a) Mode distribution in an etchless waveguide
[68]. (b) Mode distribution in a standard waveguide [178].
Another potential solution is a silicon nitride waveguide. In Section 4.4, non-
linear photon sources and linear delay lines have been demonstrated in a double-
stripe Si3N4 waveguide, as shown in Figure 5.3(a). The experimental results indi-
cate that the double-stripe Si3N4 waveguide is a viable structure; however, its low
nonlinearity (γ = 0.233/W/m) will limit the performance of a large-scale quan-
tum system. The other available structure is a Si3N4 rib waveguide, as shown
in Figure 5.3(b) which has demonstrated high nonlinearity (γ = 1/W/m) and
low-propagation loss (0.04 dB/cm) simultaneously [181]. To date, the stress lim-
itation in Si3N4 material has been addressed through technical optimisations. A
high-quality (Q > 107) ring resonator was used as a nonlinear source in a proof-
of-principle demonstration [181]. The remaining work for the Si3N4 rib waveg-
uide is to demonstrate large-scale linear circuits for single-photon transmission
and switching.
The available platforms for constructing linear circuits also include silica waveg-
uides, either fabricated by CMOS process or directly written by laser. Numerous
experimental works show promising results [161–167], but its compactness is not
as good as silicon or silicon nitride. Thus, the silica waveguide may not pose an
optimal solution for photon transmission and switching.
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FIGURE 5.3: Double-stripe and rib Si3N4 waveguide. (a) SEM image
of double-stripe Si3N4 waveguide [247]. (b) SEM image of rib Si3N4
waveguide [248].
5.2.3 High efficiency and photon number resolving detector
To date, there are several types of single-photon detectors (SPDs), such as pho-
tomultiplier, semiconductor SPD and superconducting SPD. In this section, we
only discuss semiconductor SPD and superconducting SPD. After comparing
their performance, an optimal solution for single-photon detection would be a
superconducting SPD (SSPD) that simultaneously combines ultra-high detection
rate (> GHz), broad bandwidth, near-unity detection efficiency and ultra-low
dark counts [73, 74, 249]. For photonic quantum computing to be useful in prac-
tice, complete system integration is essential. In this context, integrated SSPDs are
one of the most attractive research objects. To date, several pioneering works have
demonstrated SSPD on an integrated platform, using GaAs, silicon and Si3N4
[241, 250–252], as shown in Figure 5.4.
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FIGURE 5.4: Illustration of SSPD on integrated platforms. (a) GaAs
platform [251]. (b) Silicon platform [252]. (c) and (d) Si3N4 platform
[241, 250]
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The correct temporal information is a crucial element of TMUX, as explained
in Section 3.5. If the jitter is comparable or even larger than the period of the
temporal mode, it will result in an incorrect temporal mode detection. The other
crucial aspect is a photon-number resolving detection, since single-photon pair
generation is accompanied by multi-photon pair noise. The photon number de-
tection has been demonstrated in two ways. One is to differentiate the output
intensity, which is proportional to the number of input single photons, such as
the superconducting transition edge sensor shown in Figure 5.5(a) [253]. The
other approach is using a cascade of beam splitter to identify the photon num-
ber, as shown in Figure 5.5(b) [254]. The remaining works are to demonstrate
broad bandwidth, near-unity detection efficiency, photon-number resolving, low
timing-jitter and dark counts simultaneously in an integrated SSPD.
(a) (b)
FIGURE 5.5: Illustration of two types of photon number resolving
detector. (a) Superconducting transition edge sensor [73]. (b) Split-
ting photon detector [254].
5.2.4 Frequency multiplexing scheme
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FIGURE 5.6: Schematic of FMUX [8]. (a) Illustration of frequency
conversion. (b) Principle of BS-FWM and the experiment method.
Recent works have demonstrated a more resource-efficient MUX scheme-FMUX,
compared with SMUX and TMUX [8, 255]. Figure 5.6(a) shows the schematic
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of FMUX. Although the heralded single photons are generated with a broad
bandwidth, each photon is deterministically converted into an identical single
wavelength. The underlying principle (BS-FWM) and experimental method are
illustrated in Figure 5.6(b). Based on the wavelength of each heralding photon,
the corresponding pump wavelength is actively reconfigured. The advantage
of FMUX is a fixed loss, irrespective of the number of multiplexed frequency
modes. Experimental results show a significant enhancement in the photon rate;
however, deterministic BS-FWM in an integrated circuit is a nontrivial task. The
main obstacles include dispersion engineering and linear/nonlinear losses. Si3N4
could be one of potential platforms to implement FMUX because of its desirable
properties, such as large transparency window, high nonlinearity, negligible non-
linear loss and low-propagation loss [248, 256].
Once an integrated high-efficiency single-photon source is developed, a large-
scale photonic quantum computing system that demonstrates quantum advan-
tages over classical computing on specific problems will be a plausible target.
5.3 Outlook of an integrated quantum node
Developing a global-scale quantum network in a real-world application is a long-
term project. As explained in the Section 2.3.3, the EB protocol is a more promis-
ing strategy because it not only provides unconditional information security, as
with the PM protocol, but also allows higher capacity and is more robust than the
PM protocol [243]. Building such a quantum network relies on the composition
of basic units in an integrated quantum node that can generate, transmit, analyse
and store entangled photon qubits in a broad bandwidth. However, some of the
core technologies are not mature, such as quantum memory and single-photon
wavelength conversion. This section briefly discusses the potential solutions to
build an integrated quantum memory and high-efficiency single-photon wave-
length conversion unit.
5.3.1 Quantum memory unit
Intermediate quantum nodes are the basic building blocks for a global-scale quan-
tum network. The fundamental functionalities of each node are generating, ma-
nipulating and analysing entangled photons, as demonstrated in Chapter 4. The
practical barrier of building a global-scale quantum network is the transmission
loss, which exponentially increases with the length of fibre link. The maximum
length is reached when the key rate becomes comparable to the noise level, at
which point a useful key cannot be extracted [257]. A promising way to elevate
the useful key rate and extend the transmission distance is integrating quantum
memories in each intermediate node [258]. Figure 5.7 illustrates a quantum link
comprising separate channels that are connected by intermediate nodes. The pink
circles represent the entangled photons that are distributed between Nodes A, B,
C and D. As a result of the inevitable transmission loss and non-unity storage
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FIGURE 5.7: Illustration of a quantum link with quantum memory
units. A, B, C and D represent the quantum nodes. QM:quantum
memory unit; BS: beam splitter; SPD: single-photon detector; BSM:
Bell-state measurement. The empty and solid circles represent en-
tangled photons dissipated and stored in the quantum memory, re-
spectively.
efficiency, the entangled photons are probabilistically stored in quantum mem-
ories. The solid and empty circles represent the stored and dissipated photons,
respectively. If parts of entangled photons are dissipated during the key distribu-
tion process, such as C1, its entangled partner in B2 will be dumped immediately.
The entanglement link between B2 and C1 requires additional entanglement dis-
tributions until two quantum memories (B2 and C1) store two entangled photons.
Meanwhile, other parts of the quantum link are preserved as entangled photons
are stored in the quantum memory units. Once the aforementioned link is re-
built, the photon stored in quantum memory B1, B2, C1 and C2 will be released
and implement bell state measurement within the Node B and C. The entangle-
ment state between two remote nodes A and D will be heralded by the results of
bell state measurement [26, 115, 141, 153, 154, 239, 243, 259, 260].
Figure 5.7 shows the significance of quantum memory units in a large-scale
quantum network. To date, quantum memory has been demonstrated in a num-
ber of platforms, such as rare-earth ions in solids [261, 265], nitrogen-vacancy
centre in diamonds [262, 265, 266], quantum dots [36, 267], trapped rubidium
(Rb) atoms [263, 268, 269], cesium vapour [264] and erbium ions [270, 271], as
partially shown in Figure 5.8. Moreover, a practical quantum network prefers
an integrated quantum memory unit because of its scalability and robustness.
Among these potential platforms, nitrogen-vacancy centres in a diamond waveg-
uide would be one of several promising solutions because of its high fidelity [272],
large bandwidth, and greater than ms storage time [273]. A pioneer work demon-
strated a scalable diamond waveguide integrated in Si3N4 platform, as shown in
Figure 5.8(b) [262]. A visible wavelength used in this work can be shifted into a
telecom-band by utilising Raman interaction [274] or frequency conversion [275].
5.3.2 Single-photon wavelength conversion unit
In the short-term future, a large-scale quantum network will include numbers
of end-users. The basic requirement is simultaneous key transmission without
interference. Since the encryption keys are encoded on single photons, nonlin-
ear effects, such as SPM and XPM, will play a negligible role during the key
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transmission. The wavelength multiplexing scheme is the optimal way to trans-
mit keys simultaneously within a broad bandwidth. Meanwhile, the wavelength
multiplexing scheme also introduces another technical challenge-namely, single-
photon wavelength conversion, since each end-user may use a different wave-
length. In this case, a deterministic single-photon wavelength conversion with-
out deteriorating the coherent state of entangled photons is key. Over the last
decade, the single-photon wavelength conversion has been demonstrated on dif-
ferent platforms [8, 196, 248, 275–282]. All these pioneer works harness nonlinear
optical effects to achieve frequency conversion at the single-photon level. For in-
stance, single side-band (SSB) frequency modulation, optomechanical frequency
shifter and BS-FWM use the χ(2) nonlinear effect, optomechanical interaction and
χ(3) nonlinear effect, respectively [8, 280, 281].
Figure 5.9(a) shows the schematic of SSB frequency modulation [280]. The
single-photon wavelength is translated by a frequency modulator driven by a ra-
dio frequency signal. After configuring four phase modulators with a specific
phase, a new frequency (ω−ωm) appears as a side-band of the original input, ω.
The bottom image of Figure 5.9(a) explicitly shows 25 GHz frequency shift after
the SSB modulation. The single photons after the frequency conversion are veri-
fied by a HOM quantum interference, which clearly indicates the success of fre-
quency conversion. The limitations of SSB phase modulation include non-unity
conversion and limited shifting range.
The second approach to translate single-photon wavelength is mechanical de-
formation, as shown in Figure 5.9(b). The variation of optical length induced by
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FIGURE 5.9: Schematic of single-photon wavelength conversion. (a)
Single side-band frequency modulation [280]. (b) Optomechanical
frequency shifter [281].
mechanical deformation will result in a frequency shift. In a pioneering work,
nearly 100% conversion efficiency was achieved over 150 GHz, as well as indis-
tinguishability [281]. The mechanical deformation offers a robust and flexible
way to realise 100% conversion efficiency without facing the obstacles of noise
photons, narrow bandwidth and optical filtering. Mechanical deformation is one
of several promising approaches to seamlessly converge multiple end-users with
variable wavelengths.
The third approach is BS-FWM which harnesses third-order nonlinearity to re-
alise deterministic single-photon wavelength conversion, as shown in Figure 5.6
[8]. In Section 5.2.4, near 100% conversion efficiency has been demonstrated in
a dispersion engineered nonlinear fibre. Theoretical investigation indicates that
high-efficiency single-photon conversion in an integrated circuit is feasible if the
dispersion and pump wavelengths are well engineered [283]. Compared with
phase modulation and optomechanical shifters, BS-FWM allows much broader
bandwidth, as well as high conversion efficiency. Although the existence of pump
pulses will result in additional nonlinear losses, this can be addressed by a suit-
able integration platform, such as Si3N4.
In the future, once time-bin entanglement circuits, high-efficiency quantum
memories and single-photon wavelength conversion units are demonstrated in
an integrated platform, building a global-scale quantum network will be a feasi-
ble project.
113
Appendix A
Appendix
A.1 The supplementary information for active tem-
poral multiplexing
A.1.1 The synchronisation process
In synchronisation (I), a digital delay generator (DG1 in the full setup, see Fig-
ure 3.6) is used between the superconducting single-photon detector (SSPD) herald-
ing signal output and field programmable gate array (FPGA). By doing an AND
operation between the heralding detection signals and the FPGA clock, and com-
paring the FPGA output count rate with that on the SSPD software, we can find
the correct delay using DG1. Once this is done, The synchronisation process is
proceeded to synchronisation (II).
To simplify synchronisation (II), the FPGA is configured according to a herald-
ing event, the three binary-digit output is latched until the next heralding event
occurred. For example, if a photon pair is generated in time-bin t1, ‘000’ is ap-
plied to the switches until the next pair is generated. If the next pair is generated
in time-bin t4, the output of the FPGA will change to ‘110’. In this way, only
the switching signals that control switch (SW1 in the full setup, see Figure 3.6)
with the incoming photons needs a synchronisation, because once photons pass
through SW1, they are routed directly through SW2 and SW3 that are always
under the correct logic control, see Figure 3.6. Additionally, one temporal mode
synchronisation is sufficient to ensure the synchronisation of other three modes,
because the relative delay between heralding and heralded events is the same
no matter in which time-bin the photon pairs are generated. As the initial input
status to the switches is ‘0’, the pump on the clock of either t2 or t4 is chosen
for synchronisation because only these two pump modes require a logic ‘1’ input
to SW1 and are possible for the delay alignment. In the measurement, only the
channel of fibre couplers (FCs) with 25 ns optical delays (i.e. t2) is connected and
applied a constant output ‘101’ from the FPGA to the switches to take a coinci-
dence measurement as the reference. Then a digital delay generator (DG2 in the
full setup, see Figure 3.6) is added between the logic output pin1 of the FPGA
and SW1. the delay of the switching signals to SW1 is continuously tuned via
DG2 and measure the coincidences. By trial and error, the correct delay is found
when the measured coincidences matched with the reference measurement. This
delay is then double confirmed by coincidence measurements for the other three
temporal pump modes. Note that DG2 only responds when the output logic from
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pin1 changes from ‘0’ to ‘1’ and keeps SW1 at the ’switching’ status for 100 ns, so
the use of DG2 here is optional as long as the signals from the FPGA are sent to
all three switches before the incoming photons. The advantages of applying DG2
for synchronisation are the accurate control to the switching network and thus
can route some unheralded photons (i.e., pairs are generated but the heralding
photons have been lost) to the dumped port.
In synchronisation (III), the optical fibres with the lengths providing delays of
approximately 25 ns and 50 ns are manually cut and spliced the fibres in paths (c)
and (d) of the switching network, as shown in Figure 3.6; and then off-the-shelf
fibre-integrated optical tunable delay line (OTDL) are used with a tuning step of
1 ps in three channels of the fibre couplers (FCs) for MUX the pump to match
the delays in the switching network. Compared with directly using OTDL in
the switching network, this arrangement minimised the losses of the multiplexed
heralded photons.
A.1.2 Polarisation management
Due to the use of non-polarisation maintaining components in the switching net-
work, photons with the same polarisation at the input generally will have differ-
ent polarisation at the output if they go through different optical paths. Depend-
ing on in which time-bin the heralded photons are generated, they go through the
combination of optical paths shown in Figure 3.6, t1:(a)+(b), t2:(c)+(b), t3:(a)+(d),
t4:(c)+(d). Adding one polarisation controller (PC) in each of (c) and (d) is suffi-
cient to maintain the polarisation of the photons. For example, the photons from
t1 and t2 share the path (b), the PC in (c) can always adjust the polarisation of
photons to be the same to those in (a). Then (c) becomes equal to (a) in terms
of polarisation. The same rule applies to (d) and (b) and thus photons from all
time-bins will have the same polarisation at the output of the switching network.
A.1.3 Delay management
The delay management procedure described in Appendix A.1.1 aligns the pho-
ton arrival time to an accuracy of 1 ns, which is determined by the time resolution
of the coincidence measurement system. The fourfold HOM interference requires
the delay alignment at the accuracy of photons’ coherence time which is of the or-
der of the pump pulse width 10 ps. The measurements are taken in the following
steps. First, only the channel of the 1-to-4 FCs without optical delay lines (ODLs)
is connected as the pump of the MUX source so that photons are always gener-
ated in t1. By varying the delay of OTDL4 in the second source (see Figure 3.6),
the fine delay is adjusted via twofold HOM interference and fixed the delay on
OTDL4. Second, the channel of the 1-to-4 FCs with OTDL1, OTDL2, or OTDL3,
is connected in turn to determine and fix the fine delays for them via twofold
measurements. Third, all four channels of the 1-to-4 FCs are connected to obtain
the fully multiplexed source and take the twofold and fourfold HOM interference
measurements by varying the fine delay on OTDL4.
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A.2 The supplementary information for the second
circuits
TABLE A.1: Experimental results after post-processing.
ν S I B1B1 B1B2 B3B2 B3B1 nv
1 |E〉s |E〉i 1,928 2,113 1,770 1,784 7,595
2 |E〉s |L〉i 15 15 13 12 55
3 |L〉s |E〉i 6 9 10 12 37
4 |L〉s |L〉i 1,708 1,674 1,803 1,837 7,022
5 |L〉s |B1〉i 1,847 - - 1,686 3,533
6 |E〉s |B1〉i 1,869 - - 1,887 3,756
7 |B1〉s |B1〉i 6,735 - - - 6,735
8 |B3〉s |B1〉i - - - 3,923 3,923
9 |B3〉s |E〉i - - 1,720 1,794 3,514
10 |B3〉s |L〉i - - 1,828 1,963 3,791
11 |B3〉s |B2〉i - - 6,706 - 6,706
12 |E〉s |B2〉i - 1,968 1,902 - 3,870
13 |L〉s |B2〉i - 1,825 1,685 - 3,510
14 |B1〉s |B2〉i - 3,846 - - 3,846
15 |B1〉s |E〉i 1,905 2,031 - - 3,936
16 |B1〉s |Li〉 1,814 1,745 - - 3,559
TABLE A.2: S and I represent measurement basis for signal and idler
photon, respectively. B1, B2 and B3 in the first row represent the
different phase settings for each interferometer. A dash (-) indicates
coincidences are not obtained for a basis state in the corresponding
phase setting. The nv column contains the total counts used for QST.
The section presents the coincidence results obtain in the second circuits on
the same chip after post-processing, as shown in Table A.2. The photons in the
time-basis are highly correlated, with total counts of 7.0-7.5k for |E〉s |E〉i and
|L〉s |L〉i and <60 for |E〉s |L〉i and |L〉s |E〉i. These remaining counts are thought
to be noise contributed by detector dark counts, Raman noise and multi-photon
noise. In the other measurement bases, the counts are evenly distributed at around
3.0k, with the exception of |B1〉s |B1〉i and |B3〉s |B2〉i, where constructive photon
interference between the two components of the state boosts the counts to 6.7k.
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