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ABSTRACT
ON PERFORMANCE OPTIMIZATION AND PREDICTION OF
PARALLEL COMPUTING FRAMEWORKS IN BIG DATA SYSTEMS
by
Haifa AlQuwaiee
A wide spectrum of big data applications in science, engineering, and industry
generate large datasets, which must be managed and processed in a timely and
reliable manner for knowledge discovery. These tasks are now commonly executed
in big data computing systems exemplified by Hadoop based on parallel processing
and distributed storage and management. For example, many companies and research
institutions have developed and deployed big data systems on top of NoSQL databases
such as HBase and MongoDB, and parallel computing frameworks such as MapReduce
and Spark, to ensure timely data analyses and efficient result delivery for decision
making and business intelligence.
This dissertation investigates and addresses two main challenges in such big
data systems: i) performance optimization for distributed information composition,
and ii) performance modeling and prediction of big data applications. To address
the first challenge, analytical cost models are constructed to formulate a Distributed
Information Composition problem in Big Data Systems, referred to as DIC-BDS,
to aggregate multiple datasets stored as data blocks in Hadoop Distributed File
System (HDFS) using a composition operator of specific complexity to produce one
final output. DIC-BDS is rigorously proved to be NP-complete, and two heuristic
algorithms are proposed. Extensive experiments are conducted with various composition operators of commonly considered degrees of complexity, and experimental
results illustrate the performance superiority of the proposed solutions over existing
methods.

To address the second challenge, a class of regression-based machine

learning models is proposed to predict the execution performance of Spark-HBase

applications in Hadoop. Accurate performance modeling and prediction are critical
to optimizing application performance through strategic resource allocation with
suitable parameter settings and also to providing an effective recommendation of
optimal system configurations to end users.

An in-depth exploratory analysis

is conducted to identify an exhaustive set of system parameters across multiple
technology layers including Spark and HBase, and examine their effects on the
execution time of Spark-HBase applications.

Based on these analysis results, a

subset of critical parameters is selected to develop a performance predictor using
regression-based machine learning.

Experimental results show that the resulted

predictor achieves high accuracy with different algorithms in comparison.
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CHAPTER 1
INTRODUCTION

Nowadays, a wide spectrum of applications in various domains produce colossal
amounts of data on a daily basis, which must be managed and processed in a timely
and reliable manner for knowledge discovery [20]. This computing process is now
commonly executed in big data systems exemplified by Hadoop based on parallel
processing and distributed storage and management. The tasks in this process are
typically represented as computing modules and arranged in a workflow structure1 [62]
for coordinated data processing and analysis.
In this dissertation, we investigate and address two main challenges in such big
data systems: i) performance optimization for distributed information composition,
and ii) performance modeling and prediction of big data applications.
Parallel computing has become a norm for big data processing and it is of
great importance to optimizing the performance of such frameworks to meet stringent
application requirements. For example, in workflow-based applications, there may
exist multiple computing modules processing and generating data (intermediate
or semi-final results) in parallel at different locations.

Moreover, In big data

systems, even for a single computing module implemented within parallel computing
frameworks such as MapReduce, it may use multiple reducers to produce outputs
stored as different files/data blocks in Hadoop Distributed File System (HDFS) [51].
Since each reducer processes a subset of (key, value) pairs depending on the associated
key assigned to that reducer, it generally does not have access to all (key, value)
1 In

the context of workflows, these computing components are usually referred to as modules
that represent either a serial computing program or a parallel processing job such as a
MapReduce application in Hadoop.

1

pairs. However, in many big data applications, such distributed information must be
aggregated to produce one final result.
To address this challenge, we construct analytical cost models and formulates
a Distributed Information Composition problem in Big Data Systems, referred to
as DICBDS, to aggregate multiple datasets stored as data blocks in HDFS using
a composition operator of specific complexity.

We prove DICBDS to be NP-

complete, and propose two heuristic algorithms, namely, Fixed-window Distributed
Composition Scheme (FDCS) and Dynamic-window Distributed Composition Scheme
with Delay (DDCS-D). Extensive experiments are conducted in Google clouds
with various composition operators of commonly considered degrees of complexity
including O(n), O(n log n), and O(n2 ), and experimental results illustrate the
performance superiority of the proposed solutions over existing methods. Specifically,
FDCS outperforms all other algorithms in comparison with a composition operator
of complexity O(n) or O(n log n), while DDCS-D achieves the minimum total
composition time with a composition operator of complexity O(n2 ). These algorithms
provide an additional level of data processing for efficient information aggregation in
existing workflow and big data systems.
There are an increasing number of large-scale applications in business and
scientific domains that require a combination of parallel computing with distributed
data storage and management for big data processing. In fact, it has become a
widely adopted practice in industry to deploy big data systems such as Hadoop on
top of NoSQL databases (such as HBase [7] and MongoDB [8]), and employ parallel
computing frameworks (such as MapReduce [18] and Spark [72, 71]) to ensure timely
data processing and efficient delivery of analysis results in support of decision making
and business intelligence.
We focus our research on Spark applications that run over Hadoop/HDFS [61]
as a data storage system and HBase as a data management system, which are referred

2

to as Spark-HBase applications in this context. The execution of such applications in
big data systems typically has a life circle of computing that spans through several
stages across multiple technology layers: submitting the application to YARN as a
resource manager, assigning executors in Spark for data processing, coordinating with
RegionServers in HBase to determine a logical data block, and accessing the actual
data block stored in Hadoop Distributed File System (HDFS) [4]. Each of these
layers has a large set of parameters for configuration, and it is crucial for any given
Spark-HBase application to decide a subset of configurable parameters according to its
computing needs and performance requirements, e.g., the number of executors and the
number of cores for each executor in Spark as well as database operation API-related
parameters in HBase. Deciding an appropriate setting of effective parameters is
critical to understanding and optimizing application performance for end users, and
also to maximizing the utilization of system resources for infrastructure providers.
However, it is challenging for end users, who are primarily domain experts, to
decide a satisfactory configuration for executing Spark-HBase applications in such
complex computing systems. The execution complexity of Spark-HBase workflows
compounded by system dynamics makes it a daunting task to select and configure a
right set of parameters across different layers of the technology stack. In fact, in most
of the existing big data systems, the parameters are typically set with default values,
which, unfortunately, do not always lead to the best performance. These default
values, once set, are oftentimes used for all applications of disparate types as end
users generally do not have enough knowledge in computing to modify the system
configuration. Even with the aid of certain knowledge, this problem is still largely
unexplored and unresolved.
To address this challenge, we tackle a general problem of optimizing the
execution performance of big data applications deployed on high-performance computing
platforms. We investigate the problem of modeling and predicting the performance

3

of Spark-HBase applications in big data systems by strategically selecting a subset
of hyper parameters and setting their values using machine learning. Our goal is
to achieve an accurate prediction of execution time using a performance-influence
model that takes influential parameters as input features. Towards this goal, we
start by conducting a large number of experiments to run various Spark-HBase applications with different parameter settings and collect their corresponding performance
measurements. Such measurement data conveys informative knowledge and provides
insights into the performance pattern and execution behavior of these applications
under different configurations in big data systems, which facilitate performance
optimization and configuration recommendation for such applications.

We then

conduct an in-depth comparison-based analytical study to investigate the effects of
these parameters on application performance. Based on the data collected from
the exploratory analysis and aided by domain knowledge, we design a class of
regression-based prediction models to estimate the execution time of Spark-HBase
applications, and illustrate the accuracy of such models using different performance
metrics.

4

CHAPTER 2
ON DISTRIBUTED INFORMATION COMPOSITION IN BIG DATA
SYSTEMS

2.1

Introduction

Nowadays, a wide spectrum of applications in science, engineering, and business
domains are generating data of colossal amounts, which require big data computing
systems for timely and efficient processing and analysis [20].

In many of these

applications, various tasks for data generation, processing, visualization, and analysis
are represented as computing modules and assembled in a workflow structure1 [62].
Particularly, in the broad science community, workflow systems have been recognized
as an important technology for mission-critical applications, allowing execution and
management of complex computations on distributed resources [17, 19]. As the era of
big data is widely emerging, workflow applications have been increasingly deployed
in big data systems as exemplified by Hadoop [61, 51] using different computing
frameworks such as MapReduce for batch parallel data processing [18], Spark for
in-memory data processing [71] and Storm for streaming data processing [1]. In
workflow-based applications, there may exist multiple computing modules processing
and producing data (intermediate or semi-final results) in parallel at different
locations, which must be aggregated to produce the final result. Some scientific
workflows such as Montage [9, 31] and CyberShake [31] follow an aggregation approach
to combine different results or data from different sub-workflows or components of
a workflow. In big data computing systems, even for a single computing module
implemented within distributed processing frameworks such as MapReduce, it may
use multiple reducers to produce outputs stored as different files/data blocks in
1 In

the context of workflows, these computing entities are usually referred to as modules
that represent either a serial computing program or a parallel processing job such as a
MapReduce application in Hadoop.
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Hadoop Distributed File System (HDFS) [51]. Since each reducer processes a subset
of (key, value) pairs depending on the associated key assigned to that reducer, it
generally does not have access to all (key, value) pairs. In the simplest case to
identify the top n words with the highest use frequency in a large text document, it
is generally insufficient to use a classical WordCount program as each reducer only
outputs the number of occurrences for a subset of words, and another procedure is
typically required to aggregate all these occurrences for a global sorting to determine
the top word list as the final result.

In this paper, analytical cost models are

constructed to formulate a Distributed Information Composition problem in Big
Data Systems, referred to as DIC-BDS, to aggregate multiple datasets stored as data
blocks in Hadoop Distributed File System (HDFS) using a composition operator of
specific complexity to produce one final output. DIC-BDS is rigorously proved to be
NP-complete, and two heuristic algorithms are proposed: Fixed-window Distributed
Composition Scheme (FDCS) and Dynamic-window Distributed Composition Scheme
with Delay (DDCS-D). Extensive experiments are conducted in Google clouds
with various composition operators of commonly considered degrees of complexity
including O(n), O(n log n), and O(n2 ), and compare the performance with existing
methods in the literature in terms of execution time. The experimental results
show the performance superiority of the proposed algorithms over existing methods.
Specifically, FDCS achieves a performance improvement of about 31-61% and
44-65% on average with a composition operator of complexity O(n) and O(n log n),
respectively, and DDCS-D achieves a performance improvement of about 61-95% on
average with a composition operator of complexity O(n2 ) over other algorithms in
comparison. The proposed algorithms provide an additional level of data processing
for efficient information aggregation in existing workflow and big data systems.

6

2.2

Related Work

In this section, we conduct a survey of related work on distributed information
composition in different computing environments.
In [42], Mayer et al. formulated a set of partitioning and scheduling problems
in TensorFlow and proved them to be NP-complete. In [68], Yun et al. studied a
workflow optimization problem and designed an approach that integrates workflow
mapping and on-node scheduling.

Although these problems are discussed in

the framework of TensorFlow or in a generic computing environment, they are
conceptually similar to the problem under this study. However, the solutions proposed
in their work cannot be directly applied to this problem since they require prior
knowledge about the execution of a workflow, which is not always available in practice.
This work is focused on distributed information composition in big data systems
such as Hadoop and provides an additional level of data processing to improve
the performance of existing workflow engines and computing frameworks such as
MapReduce. In particular, a significant number of efforts have been made to improve
the performance of the MapReduce framework.

In [21], Elteir et al.

proposed

asynchronous data-processing techniques to enhance the performance of MapReduce
without considering data locality, which, however, is an important aspect in this work
and has been extensively explored in many other methods [45, 10, 15, 2, 30, 29, 24,
69, 56].
Information integration or aggregation has also been studied in other contexts
such as service-oriented computing [43] and image composition in volume visualization. Particularly, for the latter, several approaches have been proposed to decide
the composition order of partial images to minimize the total image composition
time on a cluster [64, 67, 46, 55]. These approaches consider minimizing the number
of communication messages. Since this study focuses on the composition time that
mainly depends on the data size and the complexity of the composition operator,

7

the solutions originally designed for image composition are not directly applicable.
For instance, Wu et al. proposed an optimized approach for image composition with
a linear pipeline for efficient image delivery to a remote client [64]. However, the
proposed algorithm does not consider the complexity of composing a segment in each
step/phase. Moreover, they considered data transfer throughput over a wide-area
network connection for remote visualization, which is out of the scope of this work.
In this work, we adopt two algorithms from the literature for performance
comparison with our proposed algorithms. The first one follows a simple greedy
procedure to process and compose distributed data, and the second one is inspired by
a data aggregation method developed in the field of sensor networks [38, 66, 27, 41].
More specifically, in Periodic Sensor Networks (PSN) [25, 53], this method guides
sensors to send data collected over a period of time to a Cluster Head (CH) through
an aggregation tree.

2.3

Problem Formulation

In this section, we construct analytical cost models and defines formally a Distributed
Information Composition problem in Big Data Systems.

2.3.1

Cost Models

Cluster Model As illustrated in Figure 2.1, a cluster is modeled as a tree
of Physical Machines (PMs) connected via high-speed switches. Without loss of
generality, two-level switches are considered. The top-level or root switch Sroot has a
capacity CSroot , and connects other in-rack switches Sin rack , each of which connects
a number of PMs that are located in the same rack R. Each PM is associated with a
resource profile that specifies the CPU frequency fCP U , memory size sRAM , I/O speed
rI/O , disk capacity cdisk , and a Network Interface Card (NIC) with uplink bandwidth
BWup and downlink bandwidth BWdown . Also, each PM provisions a number of

8

Root Switch

Rack

Rack
In_rack
Switch

In_rack
Switch

PM

PM

PM

PM

PM

VM

VM

VM

VM

VM

VM

VM

VM

VM

VM

VM

VM

VM

VM

VM

Figure 2.1 A general cluster structure.
Virtual Machines (VMs) and each VM is associated with a set of performance
0
0
0
attributes including CP U frequency fCP
U , I/O speed rI/O , and disk capacity cdisk

[62]. However, provisioning VMs on PMs is beyond the scope of this paper.

Composition Model We consider a generic scheme of information composition
that can be applied to many scenarios such as aggregating the output from a workflow
or the output of multiple reduce tasks in the MapReduce framework. Mainly, the
composition model has two components: 1) datasets to be composed, and 2) a
composition operator.

Datasets Suppose that there are n datasets (ds1 , ds2 , . . ., dsn ) that have to be
composed into one final output F . Also, each dataset is of different size sds , where s
denotes the size of dataset ds in bytes. If Hadoop system is considered, the dataset
or data block size ranges from 64 to 128 MB as widely implemented in HDFS [51].
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In the MapReduce framework [18], such datasets could be the intermediate
results (temporary files) after executing map tasks, or the output of reduce tasks.
The intermediate data produced by a map task is generally stored locally on the
corresponding map node [61], but could be stored in HDFS if there is not enough
storage space on the map node. On the other hand, the output of a reduce task is
generally stored directly in HDFS [51]. In this work, datasets are considered as HDFS
data blocks distributed on a cluster.

Composition Operator Each dataset ds must be processed by a composition
operator ⊕, which could be in different forms, for example, a machine learning
program based on a stochastic gradient descent (SGD) procedure to train the model
or a statistical function to calculate a single value such as the sum or average of
some measurements. Different composition operators are typically of different time
complexity. Also, each operator ⊕ takes two operands opr1 and opr2 and produces
output comp ds of different size that resides on a node of the cluster. Once some
datasets are available and ready to be composed, the location where a composition
process takes place has to be specified.

Determining such location depends on

the resource availability of the cluster as well as the computational and storage
requirements of the composition operator. Furthermore, data locality should be
always considered to minimize the communication overhead.

Time Cost

Transfer Time In a cluster environment, datasets are often distributed on different
nodes and have to be transferred over the network for composition. In general,
transfer time = data size / network bandwidth. On each PM, the uplink bandwidth
may be equally shared (if using TCP-friendly protocols) if the PM sends data
concurrently to other PMs; similarly, the downlink bandwidth may be equally shared
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if the PM receives data concurrently from other PMs. The time cost Tdt of data
transfer is determined by both the data size DS and the sharing dynamics of
bandwidth BW [62]:
Tdt =

DS
up BWdown
min( BW
, nr )
ns

,

(2.1)

where ns and nr are the number of concurrent data transfers from a sender P Ms and
to a receiver P Mr , respectively.
I/O Cost Generally, in such distributed environment, data is stored using a
distributed file system e.g., HDFS where data is stored as blocks. A block can exist
locally on the computing node node, or remotely over the network, and the cost of
accessing the data is is denoted as TI/O However, computing the actual TI/O time
requires the knowledge about the size of the data being accessed and the speed of the
I/O operation which could be either a read or write operation.

Composition Time Figure 2.2 illustrates a single-composition process, where
two datasets are aggregated by a composition operator ⊕.

The time of such

single-composition process is calculated as:
TC = TI/O + Tdt + fCT (O(⊕), DS),

(2.2)

where TI/O is the time consumed to read the input data and write the output data,
Tdt is the total time for transferring the data from their source to the destination, and
fCT (O(⊕), DS) is a function that computes the time for the composition operation
given the complexity O(⊕) of the composition operator and the data size DS to
be composed. For a multi-composition process taking place concurrently in parallel,
Equation 2.2 is insufficient to model the composition time. Considering a dynamic
case where the composition process starts at different times, and since multiple
compositions take place concurrently, the longest one is considered as the total time
11

opr1

composition
operator

opr2

ْ

comp_ds

Figure 2.2 A single-composition operation.
needed for composition. In other words, the critical path (CP ) is considered in this
distributed scheme to define the total composition time (T CT ), i.e.,
T CT =

X
(TI/O + Tdt + fCT (O(⊕), DS))CP ,

(2.3)

which is the sum of I/O time, transfer time, and composition time along the CP .
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2.3.2

Problem Definition

We formally define a Distributed Information Composition problem in Big Data
Systems, referred to as DIC-BDS:
Definition 1. Given n datasets (ds1 , ds2 , ... , dsn ) that: (i) are different in sizes
(sds1 , sds2 , . . . , sdsn ), (ii) become available at different time points (t1 , t2 , . . . ,tn ), and
(iii) are distributed across m virtual machines (V M1 , V M2 , · · · , V Mm ) provisioned
on a number of PMs, the aim is to compose these datasets using a composition
operator ⊕ that takes two operands opr1 and opr2 at a time and follow a composition
scheme to produce one final output F to minimize the T CT .

2.3.3

Complexity Analysis

The NP-completeness of DIC-BDS is proved by reducing an existing NP-complete
problem, Single Execution Time Scheduling (SETS) [58], to it in polynomial time.
First, a decision version of the problem is stated as follows:
Definition 2. Given the input of DIC-BDS as defined in Definition 1 and a bound
B, does there exist a composition scheme that yields the T CT such that T CT ≤ B?
The SETS problem [58, 42] is defined as follows: Given a set S of jobs that
0

take unit time, a partial order ≺ on S, k processors, and a time limit tmax , is there a
scheduling function g : S → {0, ..., tmax − 1} such that the following three properties
hold? (i) The scheduling function respects the ordering relation, i.e., v ∈ S ≺ v 0 ∈
S → g(v) < g(v 0 ). (ii) The time limit is not exceeded, i.e., ∀v ∈ S : g(v) < tmax , and
0

(iii) There are at most k active jobs at each point of time, i.e., ∀i ∈ {0, . . . , tmax }:
|{v ∈ S|g(v) = i}| ≤ k 0 .
Theorem 1: DIC-BDS ∈ NP-complete.
Proof. Obviously, DIC-BDS is in the class of NP. Its NP-hardness is proved by
reducing SETS to it as follows:
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Table 2.1 Notations Used in the Cost Models and Problem Definition (Continued)
Parameters

Definitions

Sroot

the root switch

CSroot

the capacity of the root switch

Sin−rack

an in-rack switch

R

a rack of PMs

Tdt

time cost of data transfer

DS

data size

BWup

the uplink bandwidth

BWdown

the downlink bandwidth

ns , nr

the number of concurrent data transfers from
a sender P Ms , to a receiver P Mr

BW sup

the uplink bandwidth within a rack

BW sdown

the downlink bandwidth within a rack

nss , nsr

the number of concurrent data transfers from
a sender Sin−rack , to a receiver Sin−rack

P Mi

the i-th PM

P Ms

the sender PM

P Mr

the receiver PM

fCP U (i)

the CP U frequency of P Mi

sRAM (i)

the memory size of P Mi

rI/O(i)

the I/O speed of P Mi

cdisk(i)

the disk capacity of P Mi
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Table 2.2 (Continued) Notations Used in the Cost Models and Problem Definition
Parameters

Definitions

V Mi

the i-th VM

m

the number of VMs

0
fCP
U

the CP U frequency of a VM

s0RAM

the memory size of a VM

0
rI/O

the I/O speed of a VM

c0disk

the disk capacity of a VM

TI/O

the cost of I/O

ds

dataset for composition

n

the number of datasets for composition

sds

the size of dataset ds in bytes

tds

the available time of dataset ds

⊕

composition operator

opr1

first operand

opr2

second operand

comp ds

dataset resulting from a composition process

F

final composition result

T CT

Total Composition Time

TC

Composition Time of a composition process

CP

Critical Path

fCT (O(⊕), DS)

function to compute TC given O(⊕) and DS
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Let ISET S be an arbitrary instance of SETS, which has a set of jobs S and
a partial order ≺ on S. Accordingly, an instance of DIC-BDS is constructed and
denoted as IDIC−BDS . For each partial order ≺i of ISET S , a corresponding bucket bi
of IDIC−BDS is constructed such that the number of datasets in each bucket is the same
as the number of jobs in the corresponding partial order of ISET S . Also, the size of
each dataset is equivalent in value to the number of instructions in the corresponding
job. Moreover, the complexity of the composition operator ⊕ is determined by the
size of the second operand opr2 as illustrated in the following example:
Suppose that ISET S has a partial order ≺1 that has three jobs: J0 , J2 , and J1 .
Accordingly, IDIC−BDS has a bucket b1 that has three datasets: ds0 , ds2 , and ds1 .
Following the partial order ≺1 , starting by composing the first dataset with a dummy
data set dsdummy as ⊕(dsdummy , ds0 ), which produces the first result denoted as r0 of
size sds0 . The second composition is ⊕(r0 , ds2 ) that produces a result of r1 with an
output of size sds2 . The final composition is ⊕(r1 , ds1 ) that produces a result of r2
with an output of size sds1 .
Furthermore, in IDIC−BDS , the number of VMs is set to be k 0 , which is the
same as the number of processors in ISET S . Also, since the processors in ISET S are
homogeneous, only homogenous VMs in IDIC−BDS are considered. Furthermore, the
focus is only on the execution time of ISET S , which is equivalent to the composition
time of IDIC−BDS . Therefore, the constructed IDIC−BDS is a special case of DIC-BDS
where both the transfer time and I/O time are set to be zero. It is obvious that this
instance construction process can be done in polynomial time.
Next, we show that if there is a solution to ISET S , that solution solves IDIC−BDS
as well. Assuming that the answer of ISET S is true, this means that there exists
a scheduling scheme such that the three properties of SETS are satisfied. If that
scheduling scheme is used as an order to perform the composition process on the
corresponding datasets of IDIC−BDS , the total composition time is minimized. On
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the other hand, if there is a solution to IDIC−BDS , it implies that there exists an
order that guarantees to minimize the total composition time, and this order can be
used to schedule the execution of the corresponding jobs of ISET S .
Hence, if the answer to the given instance of SETS is YES or NO, the answer
to the constructed instance of DIC-BDS is also YES or NO, and vice versa. This
completes the NP-hardness proof of DIC-BDS.

2.4

Algorithm Design

We design a Distributed Composition Scheme (DCS) as a heuristic approach to solve
DIC-BDS defined in Section 2.3.2.
The main goal of DCS is to minimize T CT . In this scheme, there are two
main types of datasets: (1) the original given datasets (ds1 , ds2 , · · · , dsn ) that
become available for composition at different time points (tds1 , tds2 ,· · · , tdsn ) , and (2)
the intermediate results that become available during the entire composition process
(comp ds1 , comp ds2 , · · · , comp dsl ). According to Eq. 2.3, the composition time is
defined as the sum of three time cost components: I/O time, data transfer time, and
time consumed by the composition operator ⊕ for data composition. Typically, the
composition time with a given composition operator is considered to be fixed, and the
I/O time for reading/writing a given amount of datasets does not vary significantly.
However, a network-based data transfer is dynamic in nature, largely depending on
the location of the datasets. Thus, we focus on minimizing the time cost of data
transfer by considering data locality. There are two main phases in the proposed
DCS approach. The first phase is to partition the datasets into groups, and for that,
we design two partitioning algorithms:
1. FDCS: Fixed-window Distributed Composition Scheme
2. DDCS-D: Dynamic-window Distributed Composition Scheme with Delay
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Figure 2.3 The Global List (GL).
The second phase of DCS is to schedule the formed groups for composition.
Moreover, two existing algorithms for performance comparison are adopted,
i.e., greedy composition, and periodic time interval-based grouping, which are briefly
introduced as well.

2.4.1

The Global List (GL)

Prior to providing the details of algorithm design, we design a data structure, referred
to as Global List (GL), which is an important component in our solution.
As illustrated in Figure 2.3, the Global List (GL) is a list-based data structure,
which is used to hold the datasets and maintain their order based on the time of
their availability. GL starts with a pre-defined number of original datasets, and may
change dynamically over time, as composed datasets are removed from GL and new
datasets, i.e., either intermediate results produced by the composition process or
original datasets arriving late, are inserted into GL. However, towards the end of the
composition process, the number of datasets that need to be composed would decline
until producing the last dataset, i.e., the final output F .
Based on this data structure, we design two partitioning algorithms to partition
the datasets into groups, each of which is assigned to a computer node for composition.
These partitioning algorithms build a Composition Tree CT ree (Subsection 2.4.4) to
calculate the T CT as shown in Algorithm 3 and are followed by the group scheduling
algorithm (Subsection 2.4.5) to determine the composition order.
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Figure 2.4 FDCS.
2.4.2

Fixed-window Distributed Composition Scheme (FDCS)

We design a Fixed-window Distributed Composition Scheme (FDCS), whose pseudocode
is provided in Algorithm 1 with an illustration of its process in Figure 2.4.
In this algorithm, we prefix a window size x, which defines the number of
datasets in a group used for composition. We first check if there are x or more
datasets available on the GL. If yes, we create a group of x datasets from the GL and
call a scheduling function for composition; otherwise, we wait until enough datasets
have arrived to form a group for composition.

2.4.3

Dynamic-window Distributed Composition Scheme with Delay
(DDCS-D)

We follow the concept of delay scheduling from [70], which aims to improve the
performance of Hadoop system using a default fair scheduler, and design a Dynamic-
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Algorithm 1: Fixed-window Distributed Composition Scheme
(FDCS)
Input: a number of datasets (ds1 , ds2 , ..., dsn ) that become available at
different time points (tds1 , tds2 , ..., tdsn ), which are stored on the global list
GL, and distributed among different virtual machines (vm1 , vm2 , · · · , vmm )
Output: a group gri of datasets that are ready for scheduling
1: Initialize x to be the pre-fixed number of datasets in a group;
2: if (GL.size() >= x) then
3:

create a group gri ;

4:

while (gri .size()<= x) do
gri .add(dataset);

5:
6:

schedule(gri );

7: else
8:

wait till there are x or more datasets on GL;

9:

if (not the last dataset) then

10:

create a group gri ;

11:

while (gri .size()<= x) do
gri .add(dataset);

12:
13:
14:
15:

schedule(gri );
else
return
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window Distributed Composition Scheme with Delay (DDCS-D). Delay scheduling
is originally introduced for cluster scheduling where fairness is relaxed in order to
explore data locality.
DDCS-D adopts a dynamically changing window size. It starts with a window
size set to be the smallest group size, i.e., 2 datasets for composition. Every time
when a group of datasets are formed, it checks the size of the GL. If the GL size
is larger than the current window size, it increases the window size by adding one
additional dataset; otherwise, the new window size is the same as the number of
available datasets on the GL.
Moreover, to make the composition process more adaptive, we introduce a delay,
which defines an amount of time DDCS-D has to wait before checking the size of
the GL. In this case, we allow more datasets to arrive and be added to the GL,
which may yield a larger group with more datasets for composition. However, an
excessively long waiting time would delay the entire composition process. We will
conduct experiments to provide insights into choosing an appropriate value for the
delay. Compared with FDCS, DDCS-D is more adaptive to the arriving pace of the
datasets. The pseudocode of DDCS-D is provided in Algorithm 2 with an illustration
of its process in Figure 2.5.
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Algorithm 2: Dynamic-window Distributed Composition Scheme
with Delay (DDCS-D)
Input: a number of datasets (ds1 , ds2 , ..., dsn ) that become available at
different time points (tds1 , tds2 , ..., tdsn ), which are stored on the global list
GL and distributed among different virtual machines (vm1 , vm2 , · · · , vmm )
Output: a group gri of datasets that are ready for scheduling
1: Initialize win size = 2;
2: while (true) do
3:
4:
5:
6:

if (GL.size() > win size) then
win size = win size + 1;
else
win size = GL.size();

7:

create a group gri ;

8:

while (gri .size() < win size) do

9:

gri .add(ds);

10:

schedule(gri );

11:

wait for a delay amount of time;

12: return
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2.4.4

Composition Tree CT ree

As shown in Figure 2.6, a CT ree, which is a binary tree, is constructed from
multiple leaves to the root as the composition process proceeds. Each node with
two incoming edges and one outgoing edge represents a dataset, and each edge
represents a composition operation associated with a weight reflecting its cost. The
root of the composition tree CT ree is the final output F that is generated from the
last composition operation, and the T CT is calculated as the sum of the time cost
components along the critical (longest) path (CP ) of the tree, which may or may not
be balanced.
Once a composition operation takes place, the tree is constructed or updated. In
Algorithm 4, after each composition operation, the function update CT ree() creates
a branch in the tree that contains: two (parents) nodes, two edges and one child
node. Once the entire composition process is completed, the tree is fully constructed.
Hence, the T CT can be computed by traversing the CP in the CT ree, as shown in
Algorithm 3.
Algorithm 3: Calculate the TCT using CT ree
Input: Composition Tree CT ree
Output: the total composition time T CT
1: initialize T CT = 0;
2: find the critical path CP in CT ree;
3: for all (edge e along the CP ) do
4:

current cost = cost e;

5:

T CT = T CT + current cost;

6: return T CT ;
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Figure 2.6 Illustration of the composition tree (CT ree).
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2.4.5

Group Scheduling for Composition

Once a group gri of datasets become available for composition, the scheduling
algorithm begins by deciding the target node among the ones with available datasets,
which performs all composition operations. We employ a locality-based scheduling
approach to minimize transfer time cost by minimizing transfer overhead. Data
locality is the placement of computation on the same node as its input data [15].
Given a group gr of datasets, we follow two rules to choose the target node as follows:
1. Primary rule of majority vote: We choose the target node to be the one that
holds the majority of the datasets for composition.
2. Secondary rule of minimum transfer cost: We choose the target node to be the
one with the minimum cost of transfer time based on the available network
resources on the cluster, and transfer any needed non-local datasets to it.
Moreover, after performing the composition, we update CT ree and GL
accordingly, as detailed in Algorithm 4.
Algorithm 4: Group Scheduling for Composition
Input: a group gri of datasets
Output: true if the composition is completed successfully; f alse, otherwise
1: while (true) do
2:

gri .decide();

3:

pairs[] = gri .pair up ds(); group;

4:

for all (pair pi ∈ pairs[]) do

5:

comp ds = compose(pi );

6:

update CT ree(pi , comp ds);

7:

GL insert(comp ds);
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2.4.6

Algorithms for Comparison

Greedy Composition A greedy approach has been frequently used for dynamic
information composition. It is a simple heuristic based on a greedy strategy. At any
time, if there are two or more datasets on GL, it selects two datasets and performs
composition regardless of data locality, as detailed in Algorithm 5 and illustrated in
Figure 2.7.
Algorithm 5: Greedy Composition
Input: a number of datasets (ds1 , ds2 , ..., dsn ) that become available at
different time points (tds1 , tds2 , ..., tdsn ), which are stored on the global list
GL and distributed among different virtual machines (vm1 , vm2 , · · · , vmm )
Output: GL after performing all the composition
1: set start time ;
2: while (true) do
3:

if (GL.size() >= 2) then

4:

opr1 = GL.getOpr1();

5:

opr2 = GL.getOpr2();

6:

comp ds = compose(opr1, opr2);

7:

GL.insert(comp ds);

8:
9:

else
wait till there are 2 or more datasets on GL;

10: return GL;

For the greedy composition process in Algorithm 5, we calculate the T CT as
the available time of the final output or last dataset F , as shown in Algorithm 6.

Periodic Time Interval-based Grouping This is another simple heuristic, which
repeatedly collects datasets to form a group in every time period of a certain length,
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Algorithm 6: Determine the TCT for greedy composition
Input: the Global List GL
Output: the total composition time T CT
1: F = GL.retrieveLast();
2: end time = F .getAvalTime();
3: T CT = end time - start time
4: return T CT ;
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Figure 2.7 Greedy composition.
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Figure 2.8 Intra-rack and inter-rack bandwidths on the cluster testbed.
e.g., 10 seconds. Both Greedy and Periodic algorithms follow the scheduling procedure
as described in Subsection 2.4.5.

2.5
2.5.1

Performance Evaluation

Experimental Settings

We implement our algorithms in Python and use Google cloud to build a Hadoop
cluster of 3 racks, each of which has 3 computer nodes. These racks are located in
different geographical zones. As shown in Figure 2.8, the bandwidth on the same rack
(intra-rack) is 1.96 Gbps, while the bandwidth between different racks (inter-rack)
may differ.
We consider three degrees of time complexity for the composition operator:
O(n), O(n log n) and O(n2 ). To evaluate the performance, we consider different
problem sizes in terms of the number of datasets from small to large scales in a range
of [100,1000]. We set the size of each original dataset to be 64MB, the same as the
default data block size in Hadoop 1.
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We implement two proposed algorithms, i.e., FDCS and DDCS-D, and two
algorithms in comparison, i.e., Greedy and Periodic with a fixed period of 10 seconds.
Each composition experiment is repeated three times and the average performance
is calculated and plotted for comparison. In each performance figure, the x-axis
represents the number of datasets in the range of [100, 1000] and the y-axis represents
the corresponding average T CT .
The source code of the algorithm implementation is made publicly available at
https://github.com/Big-Data-World/Composition-in-Hadoop.git.

2.5.2

Experimental Results

For FDCS, we test different window sizes and select the one that yields the best
performance for each composition operator of a different complexity.

Composition Operator of Complexity O(n) The composition time TC for an
operator of complexity O(n) is relatively small. We use a composition operator of this
complexity to run four different algorithms, i.e., 1) FDCS, 2) DDCS-D, 3) Greedy,
and 4) Periodic. We observe that FDCS performs better than DDCS-D, which is
explained as follows: The window size of DDCS-D increases as the datasets arrive
at a fast pace at the GL, and the time for composing the datasets in a given group
increases accordingly, which yields a latency in the arrival time of the dataset at the
GL. Therefore, the window size shrinks and the time for composing the datasets in
a given group decreases, which makes the newly composed datasets be inserted into
the GL faster. FDCS performs better because it provides more stable processing,
while there is an overhead for DDCS-D due to the variation of the window size and
the delay. Table 2.3 and Figure 2.9 show the performance measurements of different
algorithms processing various numbers of datasets.
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Composition Operator of Complexity O(n log n) The performance measurements
of the algorithms using a composition operator of complexity O(n log n) are qualitatively similar to those produced by the algorithms using the composition operator of
complexity O(n). Table 2.4 and Figure 2.10 show the results of different algorithms
processing various numbers of datasets.
Composition Operator of Complexity O(n2 ) In this case, DDCS-D starts
outperforming FDCS, which is explained as follows: A composition operator of
complexity O(n2 ) incurs a large composition time TC , which implies that the
composed datasets are inserted into the GL at a slower pace. FDCS has to wait until
there is a sufficient number of datasets to form a group (as defined in the algorithm),
thus causing a latency. On the other hand, DDCS-D dynamically updates the window
size to accommodate the arrival pace of the datasets.
With a composition operator of complexity O(n2 ), it still causes some fluctuation
in the window size but is not as frequent as in the cases of O(n) and O(n log n).
Therefore, DDCS-D cuts down the T CT more than FDCS. Table 2.5 and Figure 2.11
show the performance measurements of different algorithms in comparison for
processing various numbers of datasets.
In all these experiments with different complexities, we observe that the Greedy
algorithm performs the worst.

Algorithm Execution Dynamics

The Fluctuation of Window Size To explain the behavior of DDCS-D, we
conduct an experiment to show the fluctuation of the window size over a period
of time. Figure 2.14 plots the change of the window size with three degrees of
complexity for a problem size of 300 datasets. As shown in Figure 2.14, DDCS-D with
a composition operator of complexity O(n) fluctuates the most, but exhibits a stable
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behavior with O(n log n). This is because the composition time TC is relatively small
and the arrival pace of the datasets to be inserted into the GL is high. Accordingly,
the window size increases to accommodate more datasets, and the time to process a
group increases, which slows down the arrival of more datasets. Hence, DDCS-D is
adaptive by decreasing the window size. In the case of O(n log n), there is almost no
fluctuation, and the windows size always tends to be the minimum, since datasets are
inserted into the GL at a very slow pace as the composition time contributes more.

Optimization of the Window Size in FDCS To find the most efficient window
size for FDCS, we conduct an experiment with 300 datasets.

As illustrated in

Table 2.6 and Figure 2.12, FDCS with a composition operator of complexity O(n),
O(n log n), and O(n2 ) yields the minimum T CT when the window size is 4, 2, and 3,
respectively.

Optimization of the Delay in DDCS-D To find the most efficient delay for
DDCS-D, we conduct an experiment with 300 datasets. Figure 2.13 and Table 2.7
show that DDCS-D with O(n) achieves the minimum T CT when the delay is 1 second,
DDCS-D with O(n log n) achieves the minimum T CT when the delay is 0 seconds (no
delay at all), and DDCS-D with O(n2 ) achieves the minimum T CT when the delay
is 0.4 seconds.

Analysis of the Results from DDCS-D With a composition operator of
complexity O(n), TC is relatively small and hence the arrival pace of the newly
composed datasets is high.

Hence, the grouping in DDCS-D progresses quickly

and it will eventually reach the minimum window size, which is 2. Therefore, we
introduce a delay of 1 second to achieve the most efficient window size of 4, which
yields the minimum T CT . For a composition operator of complexity O(n log n), the
most efficient window size is 2, which is the minimum window size, and there is no
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delay introduced. In the case of an operator of complexity O(n2 ), TC is higher than
the other operators. Empirically, we observe that the most efficient window size is 3
with a delay of 0.4 seconds. The arrival pace of the newly composed datasets in the
case of O(n2 ) is slower than its counterpart O(n). Hence, we have a smaller window
size and less delay with an operator of complexity O(n2 ).

2.6

Conclusion

We formulate a generic problem of Distributed Information Composition in Big Data
Systems, referred to as DIC-BDS, which is proven to be NP-complete. Heuristic
algorithms for DIC-BDS are designed that take into consideration the arrival
dynamics of datasets, and their performance superiority over other existing methods
for composition operators of various time complexities are demonstrated through
extensive experiments on a real cloud-based cluster.

The proposed composition

algorithms add another level of intelligence for big data analytics in existing big
data computing systems.
It would be of future interest to investigate the problem with other distributed
frameworks such as Spark and evaluate our algorithms with real-life big data
workflows.
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Figure 2.9 The average T CT (seconds) of different algorithms under different
problem sizes with an operator of complexity O(n).
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Figure 2.10 The average T CT (seconds) of different algorithms under different
problem sizes with an operator of complexity O(n log n).
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Figure 2.11 The average T CT (seconds) of different algorithms under different
problem sizes with an operator of complexity O(n2 ).
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Figure 2.12 The average T CT of FDCS with composition operators of different
complexities for processing 300 datasets with different window sizes.
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Figure 2.13 The average T CT of DDCS-D with composition operators of different
complexities for processing 300 datasets with different delay time.
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Figure 2.14 The average T CT of DDCS-D with composition operators of different
complexities for processing 300 datasets with different delay time.
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Table 2.3 The Average T CT (seconds) of Different Algorithms under Different
Problem Sizes with an Operator of Complexity O(n)

# of ds

Greedy

StdDv Periodic

StdDv

FDCS

StdDv DDCS-D

StdDv

100

96.72

5.87

59.10

4.48

56.59

3.05

55.20

4.87

200

210.47

6.29

80.49

6.49

74.76

4.68

76.73

6.34

300

219.28

7.43

111.23

7.95

92.08

6.42

93.46

5.59

400

232.36

7.04

139.19

6.52 107.91

8.49

117.82

5.12

500

247.61

8.27

161.36

8.61 109.26

6.27

134.44

7.76

600

304.38

6.72

189.96

7.49 118.19

7.29

151.51

6.42

700

363.42

7.33

218.11

6.42 123.41

6.44

172.17

7.03

800

425.77

8.29

240.19

7.33 134.13

7.22

189.02

8.18

900

489.64

6.43

274.59

5.34 139.12

6.37

213.14

6.19

1000

558.92

8.33

303.10

8.19 147.41

6.31

228.15

5.04
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Table 2.4 The Average T CT (seconds) of Different Algorithms under Different
Problem Sizes with an Operator of Complexity O(n log n)

# of ds

Greedy

StdDv Periodic

StdDv

100

158.62

9.45

90.13

6.78 113.32

7.21

88.01

5.65

200

299.48

7.64

179.45

8.43 146.80

5.44

102.31

4.36

300

445.30

7.63

283.41

7.92 170.23

6.55

123.12

8.32

400

530.94

6.44

339.76

6.32 182.18

6.21

164.17

7.31

500

619.84

9.62

393.60

7.43 198.38

8.33

195.12

7.39

600

758.40

7.38

442.27

5.66 217.90

7.48

227.13

6.46

700

901.42

6.87

487.95

7.12 241.30

6.77

256.36

5.66

800

1045.62

5.42

539.30

7.33 258.19

8.01

291.10

7.21

900

1198.28

6.33

588.13

6.45 277.10

6.42

318.09

8.22

1000

1317.91

8.52

639.39

7.11 301.32

7.41

346.10

7.81
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Table 2.5 The Average T CT (seconds) of Different Algorithms under Different
Problem Sizes with an Operator of Complexity O(n2 )

# of ds

Greedy

StdDv Periodic

StdDv

100

1676.83

15.36

193.24

4.38 159.57

3.64

133.78

5.01

200

3337.49

18.28

430.74

5.99 279.74

6.49

197.80

6.44

300

4996.32

18.97

683.61

8.43 391.51

7.84

236.06

8.54

400

6665.37

19.43

945.84

9.84 462.65

8.86

314.91

7.93

500

8329.39

21.87

1055.10

14.37 519.26

10.48

360.83

11.29

600

9999.06

20.56

1173.19

12.44 577.90

8.32

406.98

10.48

700

11682.34

26.44

1281.73

10.82 632.42

9.31

452.20

8.29

800

13373.28

25.64

1393.10

9.41 689.51

8.51

491.11

6.75

900

15071.32

29.39

1503.91

11.19 751.14

9.16

536.51

8.42

1000

16774.08

39.85

1614.38

12.85 811.18

8.17

581.13

7.71
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Table 2.6 The Average T CT of FDCS with Composition Operators of Different
Complexities for Processing 300 Datasets with Different Window Sizes
StdDv

O(n2 )

StdDv

141.17

5.26

261.41

7.88

6.89

159.77

5.49

235.73

7.31

89.09

7.76

172.81

5.93

391.52

8.42

5

127.01

8.38

319.92

5.44

692.83

7.19

6

104.09

12.31

253.61

13.28

592.40

10.29

7

128.52

9.07

341.94

12.62

916.40

13.25

8

145.83

7.67

440.14

8.54

1241.30

11.18

9

162.76

6.32

528.26

7.16

1519.19

13.28

10

194.19

11.31

617.22

11.28

1833.46

12.43

11

211.17

9.11

734.40

9.32

2207.11

13.18

window size

O(n)

StdDv O(n log n)

2

130.42

6.29

3

100.05

4
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Table 2.7 The Average T CT of DDCS-D with Composition Operators of Different
Complexities for Processing 300 Datasets with Different Delay Time
O(n2 )

StdDv

121.02

4.87 249.19

6.83

7.13

138.33

6.26 280.42

7.61

122.43

7.42

144.05

5.47 229.40

5.32

0.6

118.92

5.88

146.20

5.39 303.64

8.29

0.8

112.33

6.18

198.83

7.65 276.57

6.24

1

95.44

5.38

274.52

8.27 282.57

7.31

1.2

126.34

6.11

224.85

7.16 263.33

8.33

1.4

131.14

4.47

323.95

10.72 360.42

7.87

1.6

136.47

6.32

435.89

11.26 376.62

6.21

1.8

143.73

7.22

518.23

12.21 484.93

10.44

2

147.37

5.57

624.87

11.17 774.96

11.38

delay (seconds)

O(n)

StdDv O(n log n)

0

137.75

6.95

0.2

129.19

0.4
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CHAPTER 3
PERFORMANCE PREDICTION FOR SPARK-HBASE
APPLICATIONS IN BIG DATA SYSTEMS

3.1

Introduction

Many large-scale applications in various business and scientific domains require a
combination of parallel computing with distributed data storage and management for
big data processing. In fact, it has become a widely adopted practice in industry
to deploy big data systems such as Hadoop on top of NoSQL databases (such as
HBase [7] and MongoDB [8]), and employ parallel computing frameworks (such as
MapReduce [18] and Spark [72, 71]) to ensure timely data processing and efficient
delivery of analysis results in support of decision making and business intelligence.
Such systems typically consist of a stack of technology layers, which provide a large
number of configurable parameters so that end users can request system resources as
needed through parameter settings in advance.
In this work, we tackle a general problem of optimizing the execution performance
of big data applications deployed on high-performance computing platforms. In
specific, we focus our research on Spark applications that run over Hadoop/HDFS [61]
as a data storage system and HBase as a data management system, which are referred
to as Spark-HBase applications in this context. The execution of such applications in
big data systems typically has a life circle of computing that spans through several
stages across multiple technology layers: submitting the application to YARN as a
resource manager, assigning executors in Spark for data processing, coordinating with
RegionServers in HBase to determine a logical data block, and accessing the actual
data block stored in Hadoop Distributed File System (HDFS) [4]. Each of these
layers has a large set of parameters for configuration, and it is crucial for any given
Spark-HBase application to decide a subset of configurable parameters according to its
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computing needs and performance requirements, e.g., the number of executors and the
number of cores for each executor in Spark as well as database operation API-related
parameters in HBase. Deciding an appropriate setting of effective parameters is
critical to understanding and optimizing application performance for end users, and
to maximizing the utilization of system resources for infrastructure providers.
However, it is challenging for end users, who are primarily domain experts, to
decide a satisfactory configuration for executing Spark-HBase applications in such
complex computing systems. The execution complexity of Spark-HBase workflows
compounded by system dynamics makes it a daunting task to select and configure a
right set of parameters across different layers of the technology stack. In fact, in most
of the existing big data systems, the parameters are typically set with default values,
which, unfortunately, do not always lead to the best performance. These default
values, once set, are oftentimes used for all applications of disparate types as end
users generally do not have enough knowledge in computing to modify the system
configuration. Even with the aid of certain knowledge, this problem is still largely
unexplored and unresolved.
In this work, we investigate the problem of modeling and predicting the
performance of Spark-HBase applications in big data systems by strategically selecting
a subset of hyper parameters and setting their values using machine learning. Our goal
is to achieve an accurate prediction of execution time using a performance-influence
model that takes influential parameters as input features. Towards this goal, we
start by conducting a large number of experiments to run various Spark-HBase applications with different parameter settings and collect their corresponding performance
measurements. Such measurement data conveys informative knowledge and provides
insights into the performance pattern and execution behavior of these applications
under different configurations in big data systems, which facilitate performance
optimization and configuration recommendation for such applications.
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We then

conduct an in-depth comparison-based analytical study to investigate the effects of
these parameters on application performance. Based on the data collected from
the exploratory analysis and aided by domain knowledge, we design a class of
regression-based prediction models to estimate the execution time of Spark-HBase
applications, and illustrate the accuracy of such models using different performance
metrics.
As a summary, we make the following contributions in this work:
• Modeling of interactions between various components in Spark-HBase
applications. We construct rigorous cost models for various components
involved in the execution of Spark-HBase applications to quantify the execution
time of such applications, and explain the interactions between them.
• Exploratory analysis. We run a large number of experiments and conduct
an in-depth analytical study to explore and investigate the effects of parameter
selection and setting on the performance of Spark-HBase applications in terms
of execution time.
• Performance prediction using machine learning. We utilize the data
produced by the exploratory analysis to train a class of regression-based models
to predict the execution time of Spark-HBase applications.
The rest of the work is organized as follows: Section 3.2 conducts a survey of
related work in performance modeling and parameter setting. Section 3.3 constructs
the cost models and defines the problem under study. We conduct an exploratory
analysis of Spark-HBase application performance in Section 3.4, and design a class
of regression-based models for performance prediction in Section 3.5. Section 3.6
presents the experimental results for performance evaluation. Section 3.7 concludes
our work and sketches a plan of future research.

3.2

Related Work

In this section, we conduct a survey of related work on performance modeling
and prediction in the context of: various computational jobs and applications, and
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scientific workflows. Specifically, the survey discusses different aspects of prediction
models, characterization and profiling techniques, and performance parameters and
metrics. Also, we conducted a brief survey on the literature of configuring parameters
for both Spark and HBase frameworks.

3.2.1

Performance Modeling, Estimation and Prediction for Serial and
Parallel Application

Modeling and prediction of applications performance has been extensively investigated in the literature where many studies presented models to estimate the different
metrics of performance such as execution time, CPU utilization, memory usage and
I/O cost [60, 34]. The motivation behind these studies is to: improve the performance,
optimize resources allocation and detect performance issues or flows. In [63] Wu et al.
presented a statistical model based on logistic regression to estimate the execution
time of a serial job at a given point of time in scientific workflows; however, they
did not consider parallel jobs in their proposed model. Others presented models
for parallel applications [28, 35].

In [28], the authors constructed a prediction

model based on neural networks to estimate the execution time for a parallel
application called SMG2000, and they used the hardware and software attributes
as model parameters.

In [35] Lee et al.

addressed the challenges of analytical

performance modelling for parallel applications by applying statistical techniques
to examine the parameters space. Additionally, they constructed predictive models
based on piecewise polynomial regression and artificial neural networks. For big data
applications, the authors of [36, 54, 32, 60] proposed different models to estimate and
predict performance for different big data parallel computing applications. Song et
al. [54] proposed a simplified prediction framework for Hadoop jobs. It was based
on dynamically analyzing Hadoop jobs accompanied with locally weighted regression
methods for performance prediction. In [60], Wang et al. applied analytical and
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simulation-driven models to leverage the multi-stage execution structure of Spark jobs
and predict the performance of these jobs in terms of: execution time, memory usage
and I/O cost. The authors of [52] propose different models to predict the execution
time for several Spark applications deployed on hadoop cluster where their models
are based on analytical and off-the-shelf machines learning techniques. Moreover,
in [33], the authors present an approach to estimate the response of Spark streaming
applications. However, their model is based on Palladio Component Model (PCM),
and it focuses on the modeling and prediction the Spark performance for streaming;
whereas our work focuses on modeling Spark applications for batch processing.
Moreover, in their paper [34] they extend PCM to predict the response time and
CPU utilization for Spark batch applications . Several works have been conducted
to investigate and improve the performance of Spark applications that are coupled
with HBase [50, 26, 49]. In [26], the authors conduct comparison experiments to
show the difference in performance between MapReduce and Spark when executed
on HBase and HDFS frameworks. Qin and Niu et al.

[49] design AISHS that

manages AIS data by storing it uniformly among the cluster nodes, and optimize the
parallel query method to avoid data shuffling between RDD partitions and HBase
regions. Furthermore, machine learning algorithms and techniques have been widely
adopted in different disciplines in order to improve performance. In [40] Mao et al.
presented Decima that is based on reinforcement learning and neural network to learn
workload-specific scheduling algorithms for Spark clusters.

3.2.2

Scientific Workflows Modeling and Performance Estimation

The authors of [31] examine six different type of scientific workflows from different
fields such as astronomy and bioinformatics. They categorized these workflows based
on the consumption of I/O, memory usage and CPU utilization. The authors assume
that designing general use workflow systems should not be determined based on
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the attributes of one single workflow. They develop two profiling tools: ioprof to
collect data about process I/O, and pprof to collect data about process runtimes and
consumption of memory and CPU. Profiling workflows indicate that some parts of the
workflow can be optimized in order to improve the performance. Moreover, scientific
workflows consist of a number of computational components of similar or different
complexities that require splitting the data sets into smaller ones for the purpose
of supporting concurrent processing [19]. The efficiency and quality of scheduling
algorithm is determined by the task execution time, data access and information about
the resources; Tasks may access data that are stored in memory, locally on a disk, or
on some external storage [17]. Also, execution time depends mainly on the complexity
of the program [19] [63], and processing a task of workflow in parallel can speed up
the execution significantly [17]. Many papers [44, 39, 48] have presented studies to
improve the performance of workflows. Mainly, we find that there are two approaches
to estimate and predict the execution time for workflows; the first one is based on
scheduling models as in [44], and the other approach is based on machine learning
algorithms and techniques as in [39, 48]. In [44] Nadeem et al. and others proposed to
estimate the execution time of a workflow using radial basis function neural network.
Maheshwari et al. presented a multi-site workflow scheduling technique to model
the performance and predict the execution time of workflows across geographically
dispersed resources [39].

3.2.3

Spark parameters configuration

Spark has over 150 configurable parameters [47, 6] Several research efforts [47, 57] have
studies the impact of configuring and tuning Spark parameters on the applications
performance.

The authors of [47] study the impact of configuring and tuning

Spark parameters on the applications performance. They propose a novel tuning
methodology following an efficient trial-and-error approach. They target parameters
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belonging to the categories of: Shuffle Behavior, Compression and Serialization,
and Memory Management. However, they do not consider tuning the parallelism
degree nor parameters related to YARN or MESOS. Furthermore, the authors in [37]
conducted an exploratory analysis study to examine the effect of different parameters
on the performance of Spark workflows, and propose a feature selection method
based on information theory to identify the most important parameters, and conduct
experiments to evaluate the performance of the method in identifying the best
parameter setting for workflow execution.

3.2.4

HBase parameters configuration

HBase allows the end users to set and configure up to 197 parameters [3, 12]. Several
papers studied the importance of parameters tuning and configuration for HBase
applications and the impact of that on the performance [12, 13, 65]. In [12], the
authors show that the HBase default configuration can lead to poor performance and
hence propose and develop HConfig as a semi-automated configuration manager to
optimize HBase performance. Moreover, Bao and others et al.

[13] present PCM

as a policy-driven configuration management system to identify workload sensitive
configuration parameters, and shows that PCM outperforms the default configuration
and provide higher throughput. At last, Xiong et al.

[65] propose ATH as a

novel approach to auto-tune the configuration parameters for HBase applications
that is based on an ensemble learning performance model. We surveyed the previous
papers to assist in selecting the parameters for HBase configuration in our model and
experiments.

3.3

Problem Formulation

Spark [72, 71] provides a distributed system for processing data in memory, while
HBase [7, 59] is a data management system that provides efficient access to data
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stored in HDFS. In this research, we propose a predictive model for Spark-HBase
applications executed over a cluster of HDFS nodes in Hadoop.

3.3.1

Cost Models

Figure 3.1 shows an illustration of the architecture of a big data analytics system
that consists of several layers. we provide a description and construct a cost model
for each layer as follows:

Model of Applications Spark is a fast and efficient computing framework for
processing large amounts of data [72, 71, 60] based on a core concept of Resilient
Distributed Datasets (RDDs) [71] by leveraging distributed memory and providing
parallel data processing [60].

It is an open-source Apache project, which is

mainly designed to provide distributed, in-memory computation in a fault-tolerant
manner. Additionally, due to the nature of its design, Spark is more suitable to
run iterative machine learning and graph processing algorithms. A Spark job is
executed in multiple stages, and each stage has a number of parallel tasks [11] that
perform distinct operations following a Master/Slave approach, more specifically,
a Driver/Worker structure. In this framework, the input data is partitioned into
multiple sets and processed in parallel, and each worker performs tasks on a
corresponding set of data. A Spark job is executed through a Directed Acyclic Graph
(DAG) of stages. The Spark scheduler typically adopts delay scheduling [70] to assign
tasks to workers based on data locality. For data access, if a task has to process a
partition that is in memory on a node, Spark directs it to that node. Moreover, a
task processing a particular partition is sent to a specific location (e.g., an HDFS file)
if the involved RDD requires that.

Model of Spark job execution time Upon submission to a cluster, a Spark
application is divided into one or more jobs and each job is divided into a number
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Figure 3.1 The architecture of a big data analytics system.
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of stages based on the dependency relationship between RDDs, and each stage has
several tasks. The stages can be executed sequentially or in parallel depending on the
dependency between them. However, the tasks within the same stage are processed
in parallel by Spark executors since there is no data dependency between them. The
shuffle time is included within the stage time since the shuffle operations required
for wide dependencies are the boundaries of the stages. A job and its corresponding
stages are denoted as:
Job = {Stagei | 0 ≤ i ≤ M },

(3.1)

Stage = {T asksi,j | 0 ≤ j ≤ N },

(3.2)

where M is the number of stages in a job and N is the number of tasks in a stage.
Furthermore, the Job Execution Time (JET ) is the sum of the execution time
of all stages that are executed sequentially in addition to the time spent on job startup
and cleanup, modeled as:
Tjob =

M
X

Tstagek ,

(3.3)

k=1

where the stage execution time is denoted as (assuming all tasks start at the same
time):
Tstage = longest(TtaskC ),

(3.4)

where TtaskC is the execution time of the longest task among all parallel tasks in the
same stage. The task execution time is calculated as the sum of deserialization time,
running time, and serialization time, modeled as [60]:
Ttask = Tdeserialize + Trun + Tserialize .

(3.5)

Generally, there are three main factors that contribute to JET : i) the execution
time ETSpark of the Spark application determined by the processing power and
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memory capacity, ii) the time TI/O consumed to access the data managed by HBase
and stored in HDFS, and iii) the time Tdt needed to transfer the data over the network.
As such, JET is a function of all these factors, denoted as:
JET = f (ETSpark , TI/O , Tdt ).

(3.6)

Model of data management In most big data analytics systems, the underlying
data management is provided by NoSQL databases such as HBase. HBase is an
open-source Apache project that is inspired by Google’s BigTable, and is a columnoriented, fault-tolerant NoSQL database used for real-time big data applications.
HBase could be deployed on top of a distributed storage system, e.g., HDFS. Such
deployment is widely adopted in industry including Facebook Messages, which is
a classical application at Facebook handling a large number of messages regularly
through HBase [7, 16, 12, 65, 59, 23].
As in traditional RDBMS, the data in HBase is managed in tables that contain
multiple rows, each of which is referenced by a unique key. A row is made of columns,
which are grouped into families. Data items are stored in cells, and each cell is
identified by (row × column-family:column). HBase has a distributed architecture
that consists of four main components: HMaster, ZooKeeper cluster, RegionServers
(RSs), and HBaseClient (HTable). HBase stores data as indexed files in HDFS, and
can host large tables with billions of rows and millions of columns. An HBase table
is logically divided into regions, each of which contains a range of adjacent rows that
are grouped together. A RegionServer may serve one or more regions, whereas a
region is served by only one RegionServer. Each RegionServer has a daemon process,
HRegionServer, which handles HRegions with a number of Stores, each of which
keeps a column family. Furthermore, each Store contains a MemStore that holds
the in-memory modification of the Store and StoreFiles that correspond to an HFile,
which is the file format for HBase. Also, there is one HLog per RegionServer that
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logs the changes made to Stores. A region is split if the size of the StoreFile exceeds
a threshold [49].
In big data analytics systems, the parallel processing framework with distributed
data storage and management deals with logical blocks (LBs) instead of physical
blocks (PBs) as shown in Figure 3.1. The size of an LB is much smaller than that of
a PB since an LB only stores the indices and the read/write caches of the associated
PBs. Parallel tasks directly process table-based data schemes. However, physical
blocks are read and written indirectly through their indices stored in related logical
blocks that are dispersed across the cluster. A logical block collects logically adjacent
data sets in distributed storage and can be represented as a region in HBase [11]. We
model HBase as a collection of k tables T = T1 , T2 , . . ., Tk , and use Ti = LBi,1 , LBi,2 ,
. . ., LBi,pi to denote pi logical blocks for any Ti that belongs to T .
Model of data storage Hadoop Distributed File System (HDFS) is a framework to
store very large files in a reliable and fault-tolerant manner, and is mainly designed
to stream data at high bandwidth to user applications [61, 51]. Data is stored as
blocks in HDFS, whose size typically ranges from 64 to 256 MB, and HDFS provides
write-once-read-many semantics on data. Accessing data concurrently in HDFS is
expensive; hence, integrating a management framework such as HBase provides more
efficient data access in general.

Interaction between Spark and HBase over HDFS Figure 3.2 illustrates the
dynamic interactions between different components of the framework in executing
Spark-HBase applications.

A Spark job is executed through a Directed Acyclic

Graph (DAG) of stages, and there are several interaction points between Spark and
HBase [5]. In this work, we focus on some basic Spark interactions where HBase
can connect at any point to Spark DAG. HBaseContext is the core of all Spark and
HBase integration since it pushes the HBase configurations into the Spark executors.

52

Stage_x

Stage_y

RDD

Spark

RDD

RDD

RDD

RDD

RDD

RegionServer
Region

BlockCache

HBase

MemStore

DataNode

HDFS

HFile

HFile

HFile

WAL

WAL

WAL

HDFS block

Figure 3.2 Illustration of the dynamic interactions between different components
in big data systems.
Additionally, as an HDFS client, HBase stores its HFiles and Write Ahead Logs
(AWL) in HDFS.

3.3.2

Problem Statement

Based on the above descriptions, the performance (specifically, execution time) y of
an Spark-HBase application can be modeled as a function f of a vector x with features
x representing various parameters of the computing and management framework in
big data systems, i.e., y = f (x). However, it is arduous to find an analytical form of
f that is generally intractable due to the large number of parameters involved and
the complexity of the execution process across multiple layers of big data systems.
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We provide a formal definition of our problem as follows: Given a historical
performance measurement dataset
D = {(x1 , y1 ), (x2 , y2 ), . . . , (xn , yn )},

where xi (i = 1, 2, . . . , n) is a set of specific values for the feature vector x that result
in the corresponding performance yi , our goal is to use a regression-based model to
estimate the execution time based on the features of x such that f (xi ) is close enough
to the ground truth yi for all training instances in D and could be used to predict yi
with high accuracy for any given xi in the future.
In this context, we use a set of parameters to assemble the feature vector
x. These parameters are gathered across various stages during the life circle of
an application execution process, including: i) application submission such as input
data size, etc.; ii) Spark scheduling such as the number of executors, executor cores,
executor memory, etc.; and iii) HBase API-related parameter settings such as scanner
cache size, etc. However, it is not straightforward to determine which parameters to
consider without further analysis.
Hence, we conduct a comprehensive exploratory analysis to understand and
explore the effect of selected parameters on the application’s execution time, and
develop a regression-based predictor using these parameters as features.

3.4

Exploratory Analysis

We first conduct an empirical study of the effect of different parameters on
Spark-HBase applications in big data systems by repeatedly running Spark-HBase
applications. We run an application to count the number of records in HBase based
on a specific criterion. The application is written in Scala and executed as Spark
jobs on a cluster of seven virtual machine (VM) instances (one master node and
six slave nodes) provisioned on two physical servers, each of which is equipped with

54

eight virtual cores and 24GB of memory. By default, each slave node provisions one
executor with one virtual core and 1GB of virtual memory. We run our experiments
using four tables of different sizes as detailed in Table 3.1. We use the data of (NYC
yellow taxi trips)1 to build our tables, each consisting of four column families with
twenty-one columns.

3.4.1

Spark Parameters:

We run a set of experiments to explore the effect of the following parameters in Spark:

Number of executors Figure 3.4 shows the average execution time of running
experiments with different numbers of Spark executors per worker in a range of (2-5)
executors on all tables. The results show that the execution time decreases with more
executors processing the tasks especially for table-3, which is the largest among all
tables in our experiments. This observation is justified as follows: having more rows
retrieved from the application indicates that more data is being processed by RDDs,
and hence more executors process these RDDs faster in parallel.

Executor Core Count Generally, the computing power of an executor is determined
by the number of cores. More cores would be able to run more tasks in parallel, which
speeds up the execution of an application with heavy read/scan. Figure 3.3 shows
that as the core count increases, the execution time decreases. Although the exact
execution dynamics and time for reading data from tables of different sizes vary, the
performance pattern is consistent qualitatively.

1 https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page.
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Figure 3.3 Illustration of the effect of number of cores on the execution time for
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Figure 3.4 Illustration of the effect of number of executors on the execution time
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3.4.2

HBase Parameters:

The goal of the applications we use in our experiments is to read data from HFiles,
which are stored in HDFS, using scan API. Therefore, in our experimental setting,
we focus on examining the effect of tuning parameters that are related to scan and
read operations, and we explore the impact of one parameter related to BlockCache:

BlockCache tuning BlockCache is designated to hold the indices to the data in
HFiles. Disabling BlockCache may lead to a longer execution time since the data
will be read directly from HDFS without caching it in-memory. The parameter
hfile.block.cache.size specifies the percentage of heap to allocate to StoreFile block
cache with a default value of 40%. Also, default configurations require that both
BlockCache (used for reading) and MemStore (used for writing) do not exceed the
threshold of 80% for successful cluster operation. Hence, in our experiments, we
focus on hfile.block.cache.size with percentages of (40%, 50%, 60% and 70%). The
experimental results show various performances with different tables used in terms of
size and region count. More memory does not always yield better performance and we
witness this clearly with tables (2, 3, and 2.5), where assigning 70% to BlockCache
and 2G to heapsize exhibits the longest execution time due to garbage collection.
However, both table-2 and table-2.5 provide better performance with 40% and 60%
of BlockCache, respectively, and the gap between the first instance and the rest of
instances in a set of experiments is the highest.
We would like to emphasize that the effects of these parameters are complex,
which calls for the use of machine learning algorithms for performance modeling and
prediction.
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Table 3.1 Properties of Tables Used in the Experiments
Name

Data Size (GB)

rows

retrieved rows

regions

table-1

2.5

13,990,176

331,160

10

table-2

5

27,814,016

665,350

12

table-2.5

10

46,134,745

1,108,999

12

table-3

27

158,403,144

3,797,922

22

Table 3.2 List of Parameters Across Different Layers for Application Execution
Layers

Parameters

Remarks

Storage-HDFS

input data size

integer, MB

Management-HBase

BlockCache memory size

float

scanner’s number of rows

integer

regions count

integer

locality percentage

float

executor memory

integer, MB

executor CPU

integer

application type

integer

number of executor

integer

Computing-Spark
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3.5

Performance Prediction of Spark-HBase Applications in Big Data
Systems
We propose to use machine learning-based regression algorithms to predict the

execution time of Spark-HBase applications. We first describe the method used to
optimize the model performance by tuning parameters and then discuss the prediction
performance of the proposed model.
3.5.1

Domain Knowledge-based Feature Selection

Existing big data systems provide a number of interfaces for end users to set
parameter values to meet the computing needs and performance requirements of
their applications.

Particularly, Spark and HBase provide around 150 and 197

parameters [47, 6, 3, 12], respectively, to set and tune in XML configuration files.
It is computationally infeasible to use a black-box optimization approach to configure
the parameters based on an exhaustive profiling strategy since the number of profiling
experiments needed grows exponentially with the number of parameters. Therefore,
we follow the human-in-the-loop (HITL) strategy to consider a subset of parameters
related to Spark executors and HBase RegionServers as shown in Table 3.2 based on
our domain knowledge and empirical study.

3.5.2

Model Choices

To accurately predict the performance of Spark-HBase applications, we consider and
compare the performance of a set {M} of machine learning algorithms that have been
widely used in practice: i) Linear Regression (LR) as a linear model, and ii) Support
Vector Regression (SVR) as a kernel-based model.
We utilize the experiment-based cross validation method [37] to solve the
following optimization problem:
∗ L(M(X, θm ), y),
argminM∗ ,θm
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(3.7)

where M denotes a machine learning model with hyper parameter θm , and L is the
loss function. We can use the best model M∗ obtained by optimizing Equation 3.7
to predict application performance with new parameter settings.

3.6

Performance Evaluation

In this section, we set up an experimental environment for executing Spark-HBase
applications, and present the prediction results of the machine learning models used
for performance prediction.

3.6.1

Experimental Settings

We run our experiments on a cluster of seven HDFS nodes, where one node serves as
a the namenode and the other nodes serve as datanodes, and use Apache YARN as a
cluster manager. In the experiments, we run Apache Spark-2.4.7 with Scala-2.11.12
on top of Hadoop-2.7.1 with HBase-1.4.13. There are six Spark workers (with two
executors by default) and five RegionServers, and one of the slave nodes is configured
to be an HBase backup master. Each table has a number of regions managed by
RegionServers, which is the same as the number of tasks processed by Spark executors
as shown in Table 3.1, and each RegionServer manages twelve regions on average.

3.6.2

Data Source for Performance Prediction

We use the data collected from the applications detailed in Section 3.4 as the source
to train and test our proposed models. Spark and HBase has a large parameter space
for configuration, but we focus on those tunable parameters related to executors and
HBase scan API instead of investigating the whole configuration space. For each
numerical parameter, we take sample values within a valid range incrementally.
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Figure 3.7 Normalized Mean Absolute Percentage Error (NMAPE).
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3.6.3

Performance Prediction Results

We use scikit-learn library [22] to implement an optimized model in Python
for Spark-HBase application execution prediction using two regression algorithms,
and use the collected data of performance measurements to feed the model. We
start by splitting the data into two parts for training and testing, respectively, and
then use the training data to perform a 10-fold cross validation [14] to fine tune
two regression models , i.e., LR and SVR. To measure the prediction accuracy of
these models, we use the following performance metrics: Normalized Root Mean
Square Error (NRMSE), Normalized Mean Absolute Error (NMAE), and Normalized
Mean Absolute Percentage Error (NMAPE), as shown in Figure 3.6, Figure 3.6 and
Figure 3.6, respectively. Generally, both LR and SVR perform fairly well with SVR
achieving higher accuracy. However, we conclude that the data collected from the
exploratory experiments are linearly separable, which explains the high accuracy
obtained from the prediction models. Furthermore, we believe that running a more
complex Spark application would produce performance measurements that could be
non-linear, since a complex application might require setting more parameters than
what we consider in our experiments. Also, we believe that considering other HBase
APIs such as put would expose another scope of HBase parameters to be considered.

3.7

Conclusion

In this work, we investigate the problem of performance modeling and prediction for
Spark-HBase applications in big data systems. We conduct an exploratory analysis of
the effects of different parameters across different layers on Spark-HBase application
performance. We propose to use machine learning-based regression algorithms to
predict the performance of such applications. Experimental results show that the
proposed tuned regression algorithms yield high accuracy compared with the actual
execution time.

We plan to explore the effects of more parameters for Spark
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applications using other HBase APIs, and expand the scope of our investigation to
Spark-HBase scientific workflows.
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