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Abstract
In this article, we present a general frame for a system of au-
tomatic modeling and recognition of 3D polyhedral objects.
Such a system has many applications for robotics: e.g., recog-
nition, localization, and grasping. Here we focus on one main
aspect of the system: when many images of one 3D object are
taken from different unknown viewpoints, how to recognize
those that represent the same aspect of the object? Briefly, is it
possible to determine automatically if two images are similar
or not? The two stages detailed in the article are the matching
of two images and the clustering of a set of images. Matching
consists of finding the common features of two images while no
information is known about the image contents, the motion, or
the calibration of the camera. Clustering consists of regrouping
into sets the images representing a same aspect of the modeled
objects. For both stages, experimental results on real images
are shown.
1. Introduction
This article is concerned with the problem of automatic
recognition of 3D polyhedral objects. Such a 3D object
recognition system has two major parts: object modeling
and recognition (i.e., matching of a new sensed image
with an already constructed model). This model is usually
stored in a model database.
Here we address the first part of the problem: object
modeling. A camera takes many images of one object un-
der different viewpoints; from these images we construct
the views of this object, a view being a set of images
representing the same aspect of the object. All the views
form the object model. The aim of such a system is to
reduce the information existing in the images (i.e., the
size of the representation of the object). Such a reduction
will allow a smaller size of the model database and then a
greater speed for the recognition system. Typically an ob-
ject is modeled from 100 images, and we construct about
10 different views.
The applications of such a system in a robotic en-
vironment are numerous: recognizing objects allows a
robot arm to grasp them and allows a mobile robot to
avoid them when moving or to recognize its position ac-
cording to high level markers. Furthermore, recognition
is a bridge between low-level environment description
in terms of free space and shapes, and a high-level de-
scription in terms of objects, rooms, and ways. It thus
should allow robot tasks to be described symbolically,
and it realizes a strong link between sensing and plan-
ning.
The current approaches to the modeling problem may
be classified according to two criteria: the kind of data
used to construct the model and the kind of model con-
structed. The data may be 2D or 3D, man-made, or ob-
tained from a sensor. The model may be 2D or 3D. Such
a classification is presented by Flynn and Jain (1991) and
is used here to compare the different systems.
~ 3D Man-Made Data. These usually come from a
CAD system. The data are made of a description of
the object in terms of its geometric and mechanical
properties. The problem is thus to infer the object’s
visual aspects from these data. The model building
step using CAD data has been intensively studied,
creating a new field of vision called CAD-based
vision (Bhanu 1987).
~ 2D Man-Made Data. Another way of using CAD
data is to compute the 2D aspects of the modeled
object (Koenderink and Van Doom 1979; Petitjean
et al. 1992). Each aspect is topologically different
from the others, and they are ordered in a graph
called an aspect graph according to their associated
viewpoint. The model of the object thus consists of
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the set of all its aspects. Even simple objects may
have several tens of different aspects.
~ 3D Sensed Data. These concern mostly two fields
of vision: medical imagery using 3D volumetric
sensors and robotic applications using 3D range sen-
sors. In the first case the sensor gives a complete 3D
image, while it gives only a depth map from a given
viewpoint in the second case. Surveys of these tech-
niques are given by Besl (1988) and Nitzan (1988).
~ 2D Sensed Data. These data are usually images
of the object to be modeled, taken from different
viewpoints. Modeling and recognition systems us-
ing such data are very numerous. They differ in
the kind of information they extract from the im-
ages and in the dimension of the model (2D or 3D).
Connell and Brady (1987) use intensity data, Arbo-
gast and Mohr (1991) use occlusion contours, Mohr
et al. (1993) use points, and Rothwell et al. (1992)
use numerical invariants associated with some con-
figurations of points, lines, and curves, Weiss (1992)
uses differential invariants associated with algebraic
curves.
Our approach falls into the last category. The input
consists of a large set of images. These images represent
the object to be modeled and are taken from different
viewpoints. The aim of the method is to find out which
of these images represent the same aspect of the object.
Such images belong to the same view of the object, and
all these &dquo;characteristic&dquo; views form the object model.
Our method relies on the matching of images one with
another: two images represent the same object aspect if
they contain approximatively the same features and the
same relationship between them. Thus, we try to compare
the contents of the different images. As the viewpoint
changes between the different images, the location of the
features within the images also changes, and we try to
estimate this motion in order to find a correspondence
between the features of each image.
Our method models an object directly from what can
be seen of this object in images. In this it differs from
the methods based on CAD data. With these methods, the
main problem is to infer visual information from geomet-
ric properties. This inference is usually not satisfactory
and is a weakness of the method. Furthermore, the use
of aspect graphs adds another problem: the number of
theoretical aspects of an object is much greater than the
number of its visual aspects. Theoretical aspects very of-
ten differ only in insignificant details. The complexity of
these methods is a real obstacle. Bowyer (1991) gives a
compete criticism of these methods. On the contrary, our
method has a pragmatic notion of aspect. The different
aspects are separated according to their visual dissimilari-
ties, not according to their topological differences.
With respect to the methods using 3D models com-
puted from 2D sensed data, our method avoids the
reconstruction and projection stages. The reconstruc-
tion consists of computing the 3D shape of an object
from 2D information. The projection is the opposite op-
eration (i.e., computing a 2D visual aspect of an object
from its 3D model). These two stages are complex and
sensitive to noise.
Our method is thus more natural: the data used for
modeling are 2D sensed data, and so are the images to be
recognized. The built models stay as close as possible to
this kind of data.
In this article, we focus on two stages of the method.
The matching of two images when no a priori information
is known is studied in Section 2, and Section 3 concerns
the clustering of similar images. Both sections show ex-
perimental results. Two directions of further work are
discussed in the conclusion.
2. Matching Sets of 2D Features
2.1. The Matching Algorithm: General Description
At this stage, our inputs are two images containing con-
tours approximated by line segments. The aim of the
matching is to find which segments of each image are
the projections of the same edge of the 3D object. The
output is a correspondence between the features (here the
segments) of each image.
Matching is a prior stage to many algorithms and usu-
ally relies on one of the two following assumptions:
1. First assumption: The motion of the camera be-
tween the two viewpoints or that of the object, if
the camera is supposed motionless, is approxima-
tively known, and the location of one feature in
an image may be deduced from the location of the
corresponding feature in the second image. This
assumption is done, for example, by the systems
based on correlation techniques (Anandan 1989;
Fua 1993). Another important case of systems us-
ing this assumption is that of tracking. The motion
is supposed to be very small or very regular, and
the location of the features within an image of a
sequence may be predicted from the knowledge of
the previous images of the sequence (Crowley and
Stelmazyk 1990; Deriche and Faugeras 1990).
2. Second assumption: Some of the features or group
of features remain qualitatively similar. In this case,
matching is based on the search of particular fea-
tures configurations: small graphs of segments
(Sossa and Horaud 1992), the whole graph of all
the segments (H6rault et al. 1990), and symmetric
features (Horaud et al. 1990).
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The first methods are quite limited by their assumption:
The motion has to be approximatively known. In many
cases, especially those when the camera is not calibrated,
the motion is not known at all, even if its kind (pure
rotation or translation) is known. This is also the case if
the images are taken with different cameras. The second
methods are sensitive to noise. In the case of the use of
small graphs of segments, either these graphs are too big
and their configuration is never perfectly conserved, or
they are too small and are no longer discriminant.
In our method we also use small groups of features.
We do not characterize them by topological properties,
but by geometric ones. We do not consider the exact
motion of the camera, but only the apparent change of
location of the features within the images. If we superim-
pose these images, we can speak of apparent motion of
the features. The method is based on the knowledge of
the kind of this apparent motion and on the estimation of
its parameters. The second principle of the method is that
it is not worth spending computing time to match a small
number of features between two images that belong to
two different views of the object. As we want to cluster
similar images, it is sufficient to know that the match-
ing is almost impossible (i.e., that the images represent
different aspects).
The different stages of our matching method are as
follows:
1. We have two images containing line segments ap-
proximating contour curves. We assume that the
apparent motion of the segments between the two
images is a similarity (see next paragraph). We asso-
ciate numeric invariants with the features. These are
the angle and the length ratio defined by every pair
of segments having an extremity in common.
2. The invariants and their corresponding segments are
matched according to the value of the invariants:
Two pairs of segments of two images are matched if
they define equal angles and length ratios. As there
is some noise in the images, the equality is tested
up to a noise threshold, in consequence of which all
matches are not right.
3. To eliminate the wrong matches, a Hough transform
technique is used in order to evaluate the parameters
of the apparent motion. As a matter of fact, the right
matches correspond to the same apparent motion,
and the computation of this motion allows us to
recognize them. When two invariants are matched,
there is enough geometric information to compute
the transformation (Gros and Quan 1992). In our
case, when two pairs of segments are matched, it
is possible to compute the parameters of the sim-
ilarity that transform one of the two pairs into the
second one. Such a computation is done for all the
matches done at stage 2, whether they are right or
wrong. In this way, each match gives a point in the
transformation parameter space.
4. The points corresponding to wrong matches are dis-
tributed almost uniformly in the parameter space.
This is because they are not correlated. On the con-
trary, the points corresponding to right matches
define all the same real transformation parameters
up to a noise factor. Thus, they give many points
in a small region of the space. This &dquo;accumula-
tion point&dquo; may be found easily: all the points are
projected on each of the space coordinate axes. A
convolution computation allows us to find the inter-
val of each axis that contains the maximum number
of projected points. These intervals are the projec-
tions of the accumulation point. All the matches that
give a transformation, whose parameters are not in
these intervals, are eliminated.
5. The matches between the individual segments are
deduced easily from the matches of segment pairs.
This method allows matching images with no a priori
information about the images, and it is more powerful
than tracking or correlation methods. Furthermore, it uses
only very small groups of features and is thus more ro-
bust to noise than the methods based on a topological
description of the images. Its only limitation comes from
its incapacity to match images representing different as-
pects of the observed object, but this is not a problem for
our modeling method. On the other hand, it is based on
local features and is not sensitive to partial occlusion or
to the eventual existence of a background visible in the
images.
The next paragraph justifies the use of similarities.
After that, some experimental results are shown on real
images, and some techniques of image correction to ame-
liorate the matching are presented.
2.2. Comments on the Choice of Similar-ities
The apparent motion is not any classical planar transfor-
mation (Euclidean, affine, projective). However, in many
cases, it can be approximated precisely by one of these
transformations. When the object is flat, the transforma-
tion is projective. Thompson and Mundy (1987) show
that the perspective distortions are negligible if the depth
of the 3D object is at least 10 times smaller than its dis-
tance to the camera. The apparent motion is a similarity if
two conditions are satisfied: First, the object is planar and
orthogonal to the principal axis; second, the principal axis
of the camera does not move between the two shots.
In practice these assumptions are not strictly satisfied.
The invariants we use are the angle and length ratios
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of each pair of segments having an extremity in com-
mon. The use of other segments could be considered,
but it would increase the combinatorics of the computa-
tion. Furthermore, when the assumptions are not strictly
observed in general, they can be so locally. Our experi-
mentations show that the observance of the assumptions
is not too strict. For example, the invariance of the princi-
pal axis may be practically understood as &dquo;this axis must
not rotate more than 15 degrees.&dquo;
2.2. T . Mathematical Considerations
Let us give a more mathematical argument about the
choice of similarities. We consider a classic perspec-
tive projection model for the camera. The following
frames are orthonormal (Fig. 1 ): an object-centered
frame (0, X, Y, Z); an image frame (o, u, v), with the
image orientation being provided by the direction of the
optical axis; and a camera frame (C, x, y, z) where C
is the optical center, Cz is the optical axis, and Cx, is
parallel to ou.
Ten parameters are needed in order to determine the
projection of an object onto the image: six parameters for
defining motion between the object and the camera (i.e.,
three angles (a, (3, &dquo;y) of rotation around each axis and
three scalars (a, b, c) for a translation) two parameters to
give the scale factor between the camera frame and the
image frame (if we consider square pixels these two para-
meters reduce to one, k), and two parameters to define
the translation between the image frame origin and the
intersection between the image and the optical axis, (d, e).
Transformation Equations. An object point M projects
onto an image point m, and this transformation can be
written as a matrix with homogeneous coordinates:
The coefficients of this matrix can be expressed in
terms of the parameters just described:
Restrictive Assumptions. We introduce now some
restrictions onto the projection parameters in order to
simplify these equations. The effect of these restrictions
is to ensure that the various images of the same object
depict the same characteristic view and to allow the es-
timation of the transformation parameters without any
point-to-point correspondence.
First we assume that the perspective effects are weak.
One can consider this hypothesis as valid whenever the
ratio between the approximate size of the object and
the distance from the object to the viewer is 0.1 or less
(Thompson and Mundy 1987). Mathematically this trans-
lates into
Second we assume that the relative displacement (be-
tween two views of the same object) is such that the
same characteristic view is seen in both images. Mathe-
matically, this is equivalent to restricting &dquo;lateral&dquo; rota-
tions and translations:
The projection transformation becomes:
The object-to-viewer transform is the composition of
perspective projection and a 2D direct similarity. This
last transform is composed of a scaling, a rotation, and a
translation. If we denote by S the similarity matrix and by
P the projection matrix, we have: m = SP(M).
For two different views we have two different sim-
ilarities but the same projection: mi = S]P(M) and
M2 = S2P(M). The similarity being invertible we im-
mediately obtain the mapping of points from one view
onto points from the other view: M2 = S2S, 1(mi). This
mapping has four parameters associated with it: a scaling
factor 1~, an angle of rotation q, and two scalars d and e
defining a translation.
2.2.2. The Case of Other Image Transformations
The distortion of the projection of a 3D object in dif-
ferent views cannot actually be modeled by an image
transformation. However, as affine or projective image
transformation offers more parameters than similarities
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Fig. 1. The geometric setup.
(6 in the affine case, 8 in the projective one), they pro-
vide a way to get a better approximation of the observed
transformation.
Nevertheless, such complex transformations have more
complex invariants: length ratios of collinear points and
affine coordinates for the affine transformations, and
cross-ratios and projective coordinates for the projec-
tive ones. Such invariants may be computed choosing
three or four points as a reference frame and another
point whose coordinates are computed in that frame. The
first problem for an effective computation is the choice
of these points. Even if we restrict the possible configura-
tions to the points lying on some particular subgraphs, the
combinatorics remain high. Second, these invariants are
not always very robust to noise (Morin 1993).
2.3. Experimental Results
In this paragraph, we provide some results that show that
the algorithm runs well even if the assumptions are not
strictly respected.
Figure 2 shows an example using the algorithm. The
original images are shown on the left, the features ex-
tracted from these images are shown in the middle, and
the features that are matched are on the right. The seg-
ments that are not matched are usually broken in several
smaller segments in one of the images and not in the
other one.
This example shows clearly that the assumptions are
not too strict. Between the two shots, the principal axis of
the camera has rotated more than 15°, and the algorithm
still runs correctly.
The second example (Fig. 3) shows what happens
Fig. 2. A first example of matching.
Fig. 3. A second example of matching.
when the images are too far from the theoretical as-
sumptions. Almost nothing is matched, although a few
segment matches are correct. This demonstrates that
wrong matches do not form any accumulation points
in the transformation space, and that the right matches
will be found even with much noise in the images. This
also shows that the main limit of the algorithm is the in-
variance of &dquo;the invariants&dquo; and not the principle of the
algorithm itself.
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Fig. 4. Noise correction.
Fig. 5. An example of correction.
2.4. Image Correction
The algorithm just presented allows the features in two
images that have similar geometric properties to be
matched. Some other features have not been matched
because they are affected by noise. Comparing the un-
matched features, it is then possible to find some of the
effects of the noise and to correct them.
Some examples of these corrigible effects are T junc-
tions and split junctions. As a first match is already done,
it may be carried on by topological considerations. For
example, if two junctions are matched, the segments that
go through this junction should probably be matched.
~ If they are not, we look for T junctions, split junctions,
collinearities, etc. If such an error exists in one image and
not in the other one, it is corrected, and we may carry on
the matching.
The justification of such corrections comes from statis-
tical properties. In most cases, T junctions, split junctions,
and collinearities that cannot be matched are due to noise,
rather than the object itself. The finitude of depth of fo-
cus, the passage from 3D to 2D, and electronic noise
usually explain such junctions or colinearities (Gros and
Mohr 1992).
The corrections are shown in Figure 4. On the left of
the figure are shown the noised structures; the corrected
ones are shown on the right.
Figure 5 shows an example of correction. The two
upper images are two views of an object. They are very
similar, but the noise is very different. The left lower
image shows the elements that are matched when no
correction is done. The last image shows the features
matched when some corrections are done.
2.5. Conclusion on Matching
The matching algorithm presented here is very simple.
The approximations of the apparent motion are quite
unrefined, and the invariants used are based only on 2D
transforms. This makes the algorithm robust and allows
it to run with no prior information. Of course, the quality
of the matches can be improved easily using topological
information for example.
3. Clustering of an Image Set
This stage of the modeling process consists of grouping
into sets or clusters the images representing neighboring
aspects of the object. This is done by computing a mea-
sure of likeness between images and by using a classic
clustering method.
3.1. Measure of the Likeness Between Images
With a set of images of a same object, the algorithm of
the previous section allows us to match all the pairs of
images. When the images are similar, many features are
matched; when they are not, the matching is very poor.
It is then possible to measure the similarity of two im-
ages according to the proportion of features matched. The
measure may be called a distance, but not in a mathemat-
ical sense.
The formula we use for this measurement is:
where nbsegl, nbseg2, and nbsegrnatched are, respec-
tively, the number of segments of the first image, that of
the second image, and the number of segments matched
between the two images. nbvrt I, nbvrt2, nbvrtmatched
have similar meanings about vertices. sumdegl and
sumdeg2 are, respectively, the sums of the degrees of
all the vertices of the first image and the same sum for
the second image. S2Lmdeg.m,atched is the sum of the de-
grees of the matched vertices: when two vertices, one of
each image, are matched, their degree is the number of
pairs of matched segments going through these vertices.
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a, b, and c are three coefficients that have to be experi-
mentally determined. According to our experiments, we
take a = b = 2 and c = 1. d is equal to a, ~- b + c.
3.1.1. Experimental Results
Figure 6 displays eight images of the same object. All
pairs of images were matched, and the likeness of these
image pairs was computed. The distance matrix obtained
for these eight images is the following:
The symbol &dquo;oc&dquo; means that the matching process
failed to find common features between the two consid-
ered images. The exact value of big numbers does not
have much significance. It only shows that the images
differ a lot. The pertinence of this measure is shown by
the results of the clustering.
3.2. Cluster-ing of a Set of Images
The method we use to regroup the images is a classic
agglomerative method: Each image is put in a different
cluster; the distance is that of the images. The two near-
est clusters are grouped if their distance is inferior to a
threshold; the distances between the clusters are updated;
and the distance between two clusters is equal to the
mean of the distances of the images of the each cluster.
The process is repeated until no new grouping is possible.
This method forms a partition of the initial set of im-
ages, what is not necessary, and there is a threshold to
determine. The partition constraint in fact gives a way
to compute a threshold automatically. If we consider the
likeness of the clusters that are grouped at each step of
the process, we obtain a sequence of positive numbers
that has a gap (this is an experimental verification). Here,
for example, are some sequences obtained with different
sets of real images (boldface numbers locate the gap):
3.2.7. Experimental Results
Let us consider the sequence of images of Figure 6.
The clustering algorithm gives the following groups:
{71,72,73}, {74,75}, and {76,77,78}.
To test our algorithms on a more significant set of im-
ages, we took 80 images of the same object as shown in
Figure 7. The first 20 images are taken every 2.5 degrees,
the other ones every 5 degrees. The clustering process
gives seven groups as follows:
Figure 8 shows two images of each group and the fea-
tures extracted from these images. As the object is almost
symmetric, each cluster collects images of both sides of
it. As similarities are used to compute the matching, only
images taken with neighboring viewpoints are gathered
in one group. For example, groups 2 and 6 contain some
images that are topologically very similar, but these im-
ages have very different invariants for the similarities. To
avoid this problem (if we want to avoid it), we should
use other transformations such as affine transformations
or collineations.
The result is not totally perfect. Images number 5,
27, and 71 are not in the group expected, but this is due
to the noise of the images. The effect of this clustering
noise will be attenuated at the modeling stage with the
introduction of reliability coefficients for each feature of a
group.
3.3. Conclusion on Clustering
The clustering process is based on a very simple algo-
rithm for the computation of the similarity measure and
for the clustering itself. The experimental results are
good, even with a big set of images. The main problem
of this algorithm is its complexity. As it implies to match
all the pairs of images, the complexity is O(n2) where
n is the number of images. Fortunately, this stage is off-
line !
4. Conclusion
In this article, we have detailed two stages of a modeling
method: how to match two images to find their common
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Fig. 6. Eight images of the same object.
24
Fig. 7. Eighty views of an object.
features, and how to use this matching to regroup the
images of a set of images that represent similar aspects
of the 3D modeled object. These stages are based on
the estimation of the apparent motion using invariants
associated with small groups of features.
Its main advantages are its robustness to image noise
and partial object occlusions and its generality: It does
not need any a priori information about the object,
the motion of the camera between the two shots or
any calibration of the camera. The main extension of
this algorithm concerns the used features. The condi-
tions necessary for these features are the possibility
of a segmentation, a parameterization that allows the
computation of invariants, and the possibility of orga-
nizing these features into a structure. B-splines approx-
imating the contours would be a good candidate. The
main difficulty will be to compute reliable invariants
for them: It is the subject of the CCE ESPmT-BRA VIVA
project.
It should be noticed that even with simple invariants
and approximations, it is possible to deal with numerous
images of polyhedral complex objects because of the
robustness of the method. This will allow this method to
be used for practical robotic applications, which is the
aim of the CCE ESPRIT-BRA SECOND project.
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