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A characterization of semisimple local system
by tame pure imaginary pluri-harmonic metric
Takuro Mochizuki
Abstract
Let L be a local system on a smooth quasi projective variety over C . We see that L is semisimple if
and only if there exists a tame pure imaginary pluri-harmonic metric on L. Although it is a rather minor
refinement of a result of Jost and Zuo, it is significant for the study of harmonic bundles and pure twistor
D-modules. As one of the application, we show that the semisimplicity of local systems are preserved by
the pull back via a morphism of quasi projective varieties.
This paper will be included as an appendix to our previous paper, “Asymptotic behaviour of tame har-
monic bundles and an application to pure twistor D-modules”, math.DG/0312230.
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1 Introduction
1.1 Main result
1.1.1 Main theorem
Let X be a smooth projective variety over C, and D be a normal crossing divisor of X . Let (E,∇) be a flat
bundle on X − D. It is our main purpose to show the following theorem, which gives a characterization of
semisimplicity of flat bundles by the existence of a pure imaginary pluri-harmonic metric.
Theorem 1.1
• The flat bundle (E,∇) is semisimple if and only if there exists a tame pure imaginary pluri-harmonic
metric h on (E,∇).
• If (E,∇) is simple, then the tame pure imaginary pluri-harmonic metric h is uniquely determined up to
positive constant multiplication.
Let us explain a tame pure imaginary pluri-harmonic metric. From a pluri-harmonic metric h on (E,∇), we
obtain the harmonic bundle (E, ∂E , θ, h). Roughly speaking, (E, ∂E , θ, h) is tame if there exists a holomorphic
bundle E˜ and a regular Higgs field θ˜ ∈ End(E˜)⊗Ω1,0X (logD) such that (E˜, θ˜)|X−D = (E, θ). If any eigenvalues of
the residues of θ˜ are pure imaginary, then (E, ∂E , θ, h) is called pure imaginary. We remark that the eigenvalues
of the residues are independent of a choice of a prolongment (E˜, θ˜).
1.1.2 Some remarks
It can be said that Theorem 1.1 is a partial refinement of the result of Jost-Zuo in [23], which is technically
minor but significant for our application. Let us explain for more detail.
In [23], Jost and Zuo discussed the existence of tame pluri-harmonic (twisted) maps from a complement of
a normal crossing divisor in a compact Kahler manifold to the symmetric space of non-compact types. On the
other hand, we only consider GL(r)/U(r) and a quasi projective variety as the target space and the domain
respectively. However we can impose the pure imaginary condition to the behaviour of the tame pluri-harmonic
twisted map at infinity. We can also derive the ‘only if’ part. It is the meaning of ‘partial refinement’.
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The refinement itself is rather technically minor in the following sense. We can observe ‘the pure imaginary
condition’ easily from the argument in [23]. The ‘only if’ part is a rather easy consequence of the observation
of Sabbah given in [35].
However, it seems significant for the theory of pure twistor D-modules. Briefly speaking, Theorem 1.1 gives
a characterization of semisimple local system on a quasi projective variety. From Theorem 1.1, we can derive
the correspondence of semisimple perverse sheaves and a ‘pure imaginary’ pure twistor D-modules, although
the latter has not appeared in the literature. By using it together with Sabbah’s theory [35] and our result
in [33], it seems possible to show the regular holonomic version of Kashiwara’s conjecture (see Introduction in
[33]). We will discuss it elsewhere. In this paper, we give only the following theorem as an easy application,
which is an affirmative answer to a question posed by Kashiwara.
Theorem 1.2 (Theorem 7.1) Let X and Y be irreducible quasi projective varieties over C. Let F : X −→ Y
be a morphism. Let L be a semisimple local system on Y . Then the pull back F−1(L) is also semisimple.
As is noted above, our main result (Theorem 1.1) can be regarded as a technically minor and partial
refinement of the result of [23], once we completely understand the proof of the existence theorem of pluri-
harmonic metric. Hence the author should explain why he writes this paper, which looks rather long. He feels
that the argument of Jost-Zuo seems the argument for the experts of harmonic maps, and that it may not seem
so easy to understand for non-specialists, at a sight. However, Theorem 1.1 is one of the most important key
steps in our application of harmonic bundle to pure twistor D-modules. Hence the author thinks it appropriate
to give a detailed proof of Theorem 1.1, which is available for a wide range of the readers. We will start from
elementary facts, and we give the proofs of some rather well known results when the author does not know an
appropriate reference. We give the details of the estimates, because it is rather delicate to deal with the infinite
energy. We have to control the divergent term carefully. It is one of the reason why the paper is rather long.
As is explained, the most part of the paper is an effect of our effort to understand [23], and the most essential
ideas for the existence part of Theorem 1.1 are due to Jost and Zuo, although we do not follow their arguments
straightforwardly. Needless to say, the author is responsible for any mistakes contained in this paper.
1.2 The outline of the paper
1.2.1 Section 2
In the subsection 2.2, we recall some standard facts just for our reference of the later discussion. In the subsection
2.3, we recall the elementary geometry of the symmetric space PH(r) of the positive definite hermitian metrics.
Lemma 2.15 is one of the key lemmas, although it is elementary. We also give the comparison of the distance of
the hermitian metrics in PH(r) and the norm of the identity with respect to the two metrics in the subsubsection
2.3.5.
In the subsection 2.4, we discuss a twisted map associated with a commuting tuple of endomorphisms. The
result will be used in the subsection 5.2 to construct the twisted map of (∆
∗
)2 whose energy is controlled.
In the subsection 2.5, we recall some standard facts on twisted harmonic maps. The Bochner type formula
in the subsubsection 2.5.5 is due to Corlette. A variation of Bochner type formula is given in the subsubsection
2.5.6. They will be used in the proof of the pluri-harmonicity (see the subsections 6.2–6.3). It is important for
our argument to consider two kinds of Bochner type formula.
1.2.2 Section 3
In the section 3, we give the definition of tame pure imaginary harmonic bundles, and some of useful properties.
In the subsection 3.1, we give a definition of pure imaginary property of tame harmonic bundles. In the
subsection 3.2, we see the estimate of the energy functions of a tame pure imaginary harmonic bundles on a
punctured disc. We give a characterization of tame and pure imaginary properties by an increasing order of the
energy in the subsubsection 3.2.3.
In the subsection 3.3, we show that the underlying flat bundle of a tame pure imaginary harmonic bundle
is semisimple. It is a consequence of the observation, which is essentially due to Sabbah.
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In the subsection 3.4, we see the maximum principle for the distance of two tame pure imaginary harmonic
metrics on a punctured disc. The result will be useful to control the energy (the section 5). It will be also used
to show the tameness (the subsection 6.4).
In the subsection 3.5, we show the uniqueness of tame pure imaginary harmonic bundle of a flat bundle on a
quasi projective variety. Note that it essentially follows from the Kobayashi-Hitchin correspondence of Simpson
and Biquard ([39] and [2]). However the detailed proof for uniqueness for in the case of parabolic flat bundle
seems to be omitted there. Thus we give the detailed proof within our necessity. We essentially follow the
argument of Corlette.
1.2.3 Section 4
In the subsection 4.1, we discuss the Dirichlet problem of a tame pure imaginary harmonic bundle on a punctured
disc. The argument seems essentially due to Lohkamp [29] and Jost-Zuo [23].
In the subsection 4.2, we discuss the family version of the Dirichlet problem. We give the estimate of the
differentials, which is given by the maximum principle (the subsection 3.4) and the estimate in the subsection
3.2. The idea is essentially due to Jost and Zuo ([22]). The result will be used for the construction of the twisted
map whose energy is controlled (the section 5).
1.2.4 Section 5
We construct the twisted map on the complement of a normal crossing divisor in a compact Kahler manifold.
We essentially follow the method of Jost-Zuo ([22] and [23]).
In the subsection 5.1, we construct the twisted map around smooth points of a divisor, by solving the family
of the Dirichlet problem. Then the energy of the map is controlled by the result of the subsection 4.2. We
also give the lower bound of the energy for arbitrary twisted map around smooth points of a divisor in the
subsubsection 5.1.5. Essentially it is a consequence of Lemma 2.15. However we need some care to control the
divergent term precisely.
In the subsection 5.2, we construct the twisted map around the intersection of the divisors. The results in
the subsection 2.4 and the subsubsection 4.2.2 are used. We also give the lower bound of the energy of arbitrary
twisted maps. Again, we have to be careful to control the divergent term.
In the subsection 5.3, we give the decomposition of the complement of a normal crossing divisor in a compact
Kahler manifold, and we obtain the twisted map whose energy is controlled. We also give the lower bound of
the energy of arbitrary twisted map. They are direct consequences of the results in the subsections 5.1–5.2.
1.2.5 Section 6
In the subsection 6.1, we obtain the harmonic metric of a semisimple flat bundle on a quasi projective variety.
The argument is essentially same as that in the Dirichlet problem on a punctured disc (the subsection 4.1),
except for the use of the argument in [21]. In the subsubsections 6.1.2–6.1.4, we give the detailed estimate of
the energy of the resulted harmonic metric. They are necessary for the later discussion.
In the subsection 6.2, we show that ∂θ and θ2 are L2, where θ is the associated (1, 0)-form for the resulted
harmonic metric. We use the Bochner type formula in the subsubsection 2.5.5. If the integral of the Bochner
type formula would vanish, then we would obtain the pluri-harmonicity. However it does not seem easy to show
such vanishing directly. (See the convergence (81), for example.)
Hence, in the subsection 6.3, we use another kind of Bochner type formula given in the subsubsection 2.5.6.
It is rather easy to show the vanishing of the integral in this time, by using the L2-property of ∂θ obtained in the
subsection 6.2. As a result, we obtain the pluri-harmonicity of the harmonic metric obtained in the subsection
6.1.
In the subsection 6.4, we show the tameness and the pure imaginary property for the resulted pluri-harmonic
metric. It is rather easy consequence of the estimate of the energy given in the subsubsection 6.1.4, the
characterization of tame pure imaginary harmonic bundle on a punctured disc (the subsubsection 3.2.3), the
maximum principle (the subsection 3.5) and Hartogs type theorem.
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Thus we obtain the existence theorem of a tame and pure imaginary pluri-harmonic harmonic metric for any
semisimple flat bundle on a quasi projective surface, or more generally, the complement of a normal crossing
divisor in a compact Kahler surface.
In the subsection 6.5, we show the existence of tame and pure imaginary pluri-harmonic metric in the higher
dimensional case, by reducing the problem to the case of quasi projective surface. Here we need the quasi
projectivity. To generalize the argument in the sections 5–6 in higher dimensional case, it seems that we need
some additional arguments. For example, naively speaking, we need the family version of the argument in the
subsection 5.2. However, perhaps, the author feels that it seems not so straightforward, for we cannot use the
maximum principle for the family version of the map F on Y , for example.
1.2.6 Section 7
As a simple application, we show Theorem 7.1. We have only to show that the pull back of a tame pure
imaginary harmonic bundle is also a tame pure imaginary harmonic bundle.
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2 Preliminary
2.1 Notation
2.1.1 Sets
We will use the following notation:
Z: the set of the integers, Z>0: the set of the positive integers,
Q: the set of the rational numbers, Q>0: the set of the positive rational numbers,
R: the set of the real numbers, R>0: the set of the positive real numbers,
C: the set of the complex numbers, n: the set {1, 2, . . . , n},
M(r): the set of r × r-matrices, Hr: the set of r × r-hermitian matrices,
We denote the set of positive hermitian metric of V by PH(V ). We often identify it with the set of the
positive hermitian matrices by taking an appropriate base of V .
We put [a, b] := {x ∈ R | a ≤ x ≤ b}, [a, b[:= {x ∈ R | a ≤ x < b}, ]a, b] := {x ∈ R | a < x ≤ b} for any
a, b ∈ R.
2.1.2 A disc, a punctured disc and some products
For any positive number C > 0 and z0 ∈ C, the open disc
{
z ∈ C ∣∣ |z−z0| < C} is denoted by ∆(z0, C), and the
punctured disc ∆(z0, C)−{z0} is denoted by ∆∗(z0, C). When z0 = 0, ∆(0, C) and ∆∗(0, C) are often denoted
by ∆(C) and ∆∗(C). Moreover, if C = 1, ∆(1) and ∆∗(1) are often denoted by ∆ and ∆∗. If we emphasize the
variable, we describe as ∆z, ∆i. For example, ∆z×∆w = {(z, w) ∈ ∆×∆}, and ∆1×∆2 = {(z1, z2) ∈ ∆×∆}.
We often use the notation Cλ and Cµ to denote the complex planes
{
λ ∈ C} and {µ ∈ C}.
Unfortunately, the notation ∆ is also used to denote the Laplacian. The author hopes that there will be no
confusion.
2.2 Miscellaneous
2.2.1 Differentiability of Lipschitz continuous functions
We use the coordinate (x, y1, . . . , yl) for R×Rl.
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Lemma 2.1 Let f be a Lipschitz continuous function on R × Rl. Then ∂f∂x is defined almost everywhere.
Namely we have the measurable function F such that the following holds almost everywhere:
F (x, y) = lim
h→0
f(x+ h, y)− f(x, y)
h
.
Moreover ∂f∂x is bounded.
Proof In the case l = 0, the differentiability of an absolute continuous function, and thus a Lipschitz continuous
function, is well known. Let us consider the general case. Let hi be any sequence of real numbers such that
hi → 0. We put Fi := h−1i ·
(
f(x+hi, y)−f(x, y)
)
, and then we obtain the sequence of the measurable functions
{Fi}. It is well known that limFi and limFi are measurable. Thus the set S :=
{
(x, y)
∣∣ limFi(x, y) 6= limFi(x, y)}
is measurable. By using the result in the case l = 0, we can easily derive that the measure of S is 0. Hence
we obtain the measurable function F := limFi. It is easy to check that F has the desired properties. The
boundedness follows from |f(x+ h, y)− f(x, y)| ≤ C · h for some constant C. See any appropriate text book of
measure theory for the facts we used in the argument.
Let f be a Lipschitz continuous function on R ×Rl. We obtain the measurable function ∂f/∂x, which is
bounded. It naturally gives the distribution.
On the other hand, f naturally gives the distribution. Hence we obtain the differential of f with respect to
the variable x as the distribution, which we denote by Dxf .
Lemma 2.2 We have Dxf = ∂f/∂x as the distribution.
Proof Let φ be a test function. We have the following equality:∫
Rl+1
f(x+ h, y)− f(x, y)
h
· φ(x, y) =
∫
Rl+1
f(x, y) · φ(x − h, y)− φ(x, y)
h
. (1)
Since f is bounded, the right hand side of (1) converges to − ∫
Rl+1
f ·(∂φ/∂x), due to the dominated convergence
theorem. Since f is Lipschitz, there exists a positive constant C such that
∣∣h−1 · (f(x + h, y)− f(x, y))∣∣ ≤ C
holds for any h. Hence the left hand side of (1) converges to
∫
Rl+1
(∂f/∂x) · φ. Thus we are done.
Corollary 2.1 Let f be a Lipschitz function on Rl. Then f is locally Lp1 for any real number p ≥ 1.
2.2.2 Elementary linear algebra
Let V be an r-dimensional vector space, and h be a hermitian metric of V . Let v be a base of V . We put
H := H(h,v). Let f be an endomorphism of V , and then we have the matrix A such that f · v = v ·A. Let f †
denote the adjoint of f with respect to the metric h. Then we have f †v = v ·H−1 · tA ·H.
We have the norm |f |h of f with respect to the metric h.
Lemma 2.3 The following holds:
|f |2h = tr
(
A ·H−1 · tA ·H).
Proof We have |f |2h = tr(f · f †). Then the claim immediately follows.
2.2.3 Hartogs type theorem
Lemma 2.4 Let F be a holomorphic function on ∆
2 − {z2 = 0}. Assume that F|π−12 (Q) is holomorphic for
almost every Q ∈ {z2 = 0}. Then F is holomorphic on ∆.
Proof We put as follows:
G(z1, z2) :=
∫
|ζ|=1
G(z1, ζ)
(ζ − z2) ·
dζ
2π
√−1 .
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Then G(z1, z2) gives a holomorphic function on ∆
2
. Due to the assumption, there exists a dense subset
Y ⊂ ∆2 − {z2 = 0} such that G|Y = F|Y . Hence we obtain G = F on ∆2 − {z2 = 0}.
The following lemma will be used later, which can be shown similarly.
Lemma 2.5 Let F be a holomorphic function on ∆
2 − {z2 = 0}. Assume that there exists an open subset
U ⊂ {z2 = 0} such that F|π−12 (Q) is holomorphic on Q×∆. Then F is holomorphic on ∆
2
.
2.2.4 Lefschetz hyperplane theorem for the fundamental group
Lemma 2.6 Let X be a smooth projective surface, and D be a normal crossing divisor of X. Let H1 be a
sufficiently ample smooth divisor such that H1 ∪ D is normal crossing. Then π1(H1 \ D) −→ π1(X − D) is
surjective.
Proof We give only a sketch of a proof. Let D1 be an ample smooth divisor of X such that D0 = D1 ∪ D
is very ample and normal crossing. Let D = D2 ∪ · · · ∪ Dl be the irreducible decomposition. Let Ni denote
the tubular neighbourhood of Di (i = 1, . . . , l). We put N0 :=
⋃l
i=1Ni. Recall that we can decompose X
into N0 and i-handles (i = 2, 3, 4) (See [31]). Hence the inclusion N0 − D −→ X − D induces the surjection
π1(N0 −D) −→ π1(X −D).
Let s be a section of O(D0) satisfying that the zero set H1 := s−1(0) is smooth, the H1 ∩D0 is contained
in the smooth part of D0, and H1 ∪D is normal crossing.
We take the Lefschetz pencil X ′ of H1 and D0. We take the desingularization X˜ of X ′. We have the
birational morphism p : X˜ −→ X and the morphism π : X˜ −→ P1. We may assume that π−1(0) = p−1(D0) =
p−1(D) ∪ p−1(D1). For any sufficiently small ǫ > 0 and for any point t ∈ ∆∗(ǫ), π−1(t) is smooth.
Let us consider the inclusion ι1 : π
−1(∆(ǫ))\p−1(D) −→ p−1(N0)\p−1(D). Let P1, . . . , Pm denote the points
of H1 ∩D. We can take continuous maps ϕi : S1×S1 −→ ∂π−1(∆(ǫ)) such that p−1(N0) \ p−1(D) is homotopy
equivalent to the topological space obtained from π−1(∆(ǫ)−p−1(D)) and∐mi=1 S1×D2 via the attaching maps
ϕi (i = 1, . . . ,m). Hence ι1 induce the surjection π1
(
π−1(∆(ǫ)) \ p−1(D)) −→ π1(p−1(N0) \ p−1(D)).
The fiber bundle π−1
(
∆∗(ǫ)
) \ p−1(D0) −→ ∆∗(ǫ). induces the exact sequence:
π1
(
π−1(t) \ p−1(D0)
) −−−−→ π1(π−1(∆∗(ǫ)) \ p−1(D0)) π∗−−−−→ π1(∆∗(ǫ)) −−−−→ 1. (2)
The inclusion ι2 : π
−1(∆∗(ǫ)) \ p−1(D0) −→ π−1(∆(ǫ)) \ p−1(D) induces the surjection:
ι2 ∗ : π1
(
π−1(∆∗(ǫ)) \ p−1(D0)
) −→ π1(π−1(∆(ǫ)) \ p−1(D)). (3)
We can take a loop γ around D1 which is mapped to the generator of π1
(
∆∗(ǫ)
)
via π∗ in (2). On the other
hand, γ is mapped to 0 via the map ι2 ∗. Hence we can conclude that the inclusion π−1(t) \ p−1(D0) −→
π−1(∆(ǫ)) \ p−1(D) induces the surjection of the fundamental groups.
In all, the natural morphism π−1(t) \ p−1(D0) −→ X −D induces the surjection of the fundamental groups.
Since the morphism factors through Ht \D, we obtain the surjectivity of π1
(
Ht \D
) −→ π1(X −D) for any
sufficiently small t 6= 0. Since we can isotopically deform Ht \ D to H1 \ D in X − D, we can conclude that
π1(H1 \D) −→ π1(X −D) is surjective.
Lemma 2.7 Let X be a smooth projective variety, and D be a normal crossing divisor of X. If H is sufficiently
ample smooth divisor such that H ∪D is normal crossing, then the map π1(H \D) −→ π1(X \D) is onto.
Proof We give only a sketch of a proof. We use an induction on a dimension of X .
Let D =
⋃l
i=1Di be the irreducible decomposition. Let Ni be a tubular neighbourhood of Di. Let NH
denote the tubular neighbourhood of H . We put N = NH∪
(⋃l
i=1Ni
)
. The morphism π1(N \D) −→ π1(X−D)
is surjective [31].
Let γ be an element of π1(N \ D). Since each connected component Di ∩ Dj intersects with H , we may
decompose γ into the product of the paths γα such that they are represented by closed paths γ˜α satisfying
γ˜α
(
[0, a]
) ⊂ NH \D, γ˜α([a, b]) ⊂ Niα \D and γ˜α([b, 1]) ⊂ NH \D.
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Due to the hypothesis of our induction, the inclusion Diα ∩ NH \
(⋃
j 6=iα Nj
) ⊂ Diα \ (⋃j 6=iα Nj) induces
the surjection of the fundamental group. Since Niα ∩NH \
(⋃
j 6=iα Nj
)
and Niα ∩
(⋃
j 6=iα Nj
)
are disc bundles
over Diα ∩NH \
(⋃
j 6=iα Nj
)
and Diα \
(⋃
j 6=iα Nj
)
respectively. Thus it is easy to see that γ˜iα is homotopic to
a closed path in NH \D. Hence we obtain the surjectivity desired.
Remark 2.1 In the proof, we have to take the tubular neighbourhoods Ni and NH cleanly. We omit to give the
detail.
Corollary 2.2 Let X be a quasi projective variety. Let L be a local system on X. Let H be a sufficiently ample
hypersurface of X. Then L is semisimple if and only if the restriction L|H is semisimple.
2.3 Elementary geometry of GL(r)/U(r)
2.3.1 The GL(r)-invariant metric
We have the standard left action κ of GL(r) on PH(r):
GL(r)× PH(r) −→ PH(r), (g,H) 7−→ κ(g,H) = g ·H · tg¯.
For any point H ∈ PH(r), the tangent space THPH(r) is naturally identified with the vector space H(r). Let
Ir denote the identity matrix. We have the positive definite metric of TIrPH(r) given by (A,B)Ir = tr(A ·B) =
tr(A · tB¯). It is easy to see the metric is invariant with respect to the U(r)-action on TIrPH(r).
Let H be any point of PH(r) and let g be an element of GL(r) such that H = g · tg¯. Then the metric of
THPH(r) is given as follows:
(A,B)H =
(
κ(g−1)∗A, κ(g−1)∗B
)
Ir
= tr
(
g−1Atg¯−1 · g−1Btg¯−1
)
= tr
(
H−1AH−1B
)
. (4)
Since (·, ·)Ir is U(r)-invariant, the metric (·, ·)H on THPH(r) is well defined. Thus we have the GL(r)-invariant
Riemannian metric of PH(r).
It is well known that PH(r) with the metric above is a symmetric space with non-positive curvature. We
denote the induced distance by dPH(r). We often use the simple notation d to denote dPH(r), if there are no
confusion.
Let X be a manifold, and Ψ : X −→ PH(r) be a differentiable map. Let P be a point of X , and v be an
element of the tangent space TPX .
Lemma 2.8 We have the following formula:∣∣dΨ(v)∣∣2
TΨ(P )PH(r) = tr
(
Ψ(P )−1 · dΨ(v) ·Ψ(P )−1 · dΨ(v)
)
= tr
(
Ψ(P )
−1 · dΨ(v) ·Ψ(P )−1 · dΨ(v)
)
.
Proof It follows from (4).
2.3.2 The geodesics and some elementary estimates of the distances
Let α = (α1, . . . , αr) be a tuple of real numbers. Let γα(t) denotes the diagonal matrices whose (i, i)-th
component is eαi·t. When we regard γα as a path in PH(r), it is well known that γα is a geodesic. We put
s :=
√∑
α2i · t, and then |s| gives the arc length from Ir. We put γ˜α(s) := γα(t).
Let us consider the case α1 > α2 > · · · > αr. Let k be an upper triangular matrices whose diagonal entries
are 1. i.e., ki j = 0 unless i ≤ j and ki i = 1. The following lemma can be checked directly.
Lemma 2.9 We put C2 := min
{
αi − αi+1
}
> 0. Then the following holds:∣∣∣∣I − γα(t)−1/2 · k · γα(t)1/2∣∣∣∣ ≤ C1 · e−C2·t.
Here || · || denote the norm of M(r).
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Lemma 2.10 There exist positive numbers C1 and C2, independent of k, such that the following holds:
dPH(r)
(
γα(t), κ
(
k, γα(t)
)) ≤ C1 · e−C2·t.
Proof We put k(t) := γα(t)
−1/2 · k · γα(t)1/2. We have the following:
dPH(r)
(
γα(t), κ
(
k, γα(t)
))
= dPH(r)
(
Ir , k(t)·tk(t)
)
.
Then the claim immediately follows from Lemma 2.9.
Lemma 2.11 Let s, s0 be non-negative numbers such that s ≥ s0. Let k be as above. Then we have the following
inequality for some positive numbers C1 and C2 which are independent of k and s0:∣∣∣d(γ˜α(s), κ(k, γ˜α(s0))) − s+ s0∣∣∣ ≤ C1 · e−C2·s.
Proof We have the following triangle inequality:∣∣∣d(γ˜α(s), κ(k, γ˜α(s0))) − d(κ(k, γ˜α(s)), κ(k, γ˜α(s0)))∣∣∣ ≤ d(γ˜α(s), κ(k, γ˜α(s))).
Due to Lemma 2.10, the right hand side is dominated by C1 · e−C2s for some positive constants C1 and C2. On
the other hand, we have d
(
κ
(
k, γ˜α(s)
)
, κ
(
k, γ˜α(s0)
))
= s− s0. Thus we are done.
Let Bγ˜α be the Busemann function given as follows (see [11] or [36], for example):
Bγ˜α(x) := lims→∞
(
d
(
γ˜α(s), x
)− s).
Then Lemma 2.11 is reformulated as follows:
Bγ˜α
(
κ
(
k, γ˜α(s0)
))
= −s0 = Bγ˜α
(
γ˜α(s0)
)
. (5)
Lemma 2.12 We have the following inequality:
d
(
Ir, κ
(
k, γ˜α(s0)
)) ≥ d(Ir, γ˜α(s0)) = s0.
Proof It follows from (5). Note that the horospheres and γ˜ are orthogonal. See [36] for more detail.
2.3.3 An estimate of infimum
Let A be an element of GL(r). Let a1, . . . , ar be eigenvalues of A. We put as follows:
ρ(A) :=
(∑(
log |ai|2
)2)1/2
.
Lemma 2.13 Assume |ai| > |ai+1| for any i. Then we have the following inequality, for any H ∈ PH(r):
ρ(A) ≤ dPH(r)
(
κ(A,H), H
)
. (6)
Proof We have only to show the inequality (6) in the case H = Ir for any A. For any element U ∈ U(r), we
have the following:
d
(
κ
(
UAU−1, Ir
)
, Ir
)
= d
(
κ
(
A, Ir
)
, Ir
)
, ρ
(
UAU−1
)
= ρ(A).
Hence we may assume that A is an upper triangular matrices such that whose (i, i)-th entries are ai. Then we
can decompose A into the product A1 ·A2 such that the following holds:
• A1 is the upper triangular matrix whose (i, i)-th entries are |ai|.
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• A2 is the diagonal matrix such that the absolute values of the (i, i)-th entries are 1. In particular, A2 is
unitary.
Then it is easy to see that ρ(A) = ρ(A1) and d
(
κ
(
A, Ir
)
, Ir
)
= d
(
κ
(
A1, Ir
)
, Ir
)
. Hence we may assume ai = e
αi
for some real numbers αi from the beginning. Note we have α1 > · · · > αr, due to our assumption |ai| > |ai+1|
for any i.
We decompose A into the product K · A0 such that the following holds:
• K is the upper triangular matrix whose diagonal entries are 1.
• A0 is the diagonal matrix whose (i, i)-th component is ai.
Due to Lemma 2.12, we have the following inequality:
d
(
I, A·tA¯) ≥ d(I, A0 ·tA¯0) = (∑(log |ai|2)2)1/2 = ρ(A).
Thus we are done.
Corollary 2.3 Let A be any element of GL(r). Then we have the inequality ρ(A) ≤ d(κ(A,H), H) for any
H ∈ PH(r).
Proof Let a1, . . . , ar be eigenvalues of A. In the case |ai| > |ai+1|, the claim is already shown in Lemma 2.13.
Let us take a sequence {A(n)} in GL(r) such that the following holds:
• The sequence {A(n)} converges to A.
• Let a(n)1 , . . . , a(n)r be eigenvalues of A(n). Then the inequality |a(n)i | > |a(n)i+1| hold for any i.
Then we have the inequalities ρ(A(i)) ≤ d(κ(A(i), H), H). We also have the convergences ρ(A(i)) −→ ρ(A) and
d
(
κ(A(i), H), H
) −→ d(κ(A,H), H). Thus we are done.
Lemma 2.14 Let A be any element of GL(r). Then we have the following equality:
ρ(A) = inf
{
d(κ(A,H), H)
∣∣H ∈ PH(r)}. (7)
Proof We have already shown the inequality ≤ in (7) (Corollary 2.3). Let us show the inequality ≥. We
may assume that A is an upper triangular matrix whose (i, i)-th entries are ai. Let α be any element of
Rr such that αi > αi+1 for any i, and let us consider the geodesic γα(t) (the subsubsection 2.3.2). We put
A(t) := γα(t)
−1/2 · A · γα(t)1/2. Then A(t) converges to the diagonal matrix C whose (i, i)-th entries are ai.
Since A(t) · tA(t) converges to C · C, we have the following convergence:
d
(
κ
(
A, γα(t)
)
, γα(t)
)
= d
(
A(t)·tA(t), Ir
) −→ d(C · C, Ir) = ρ(A).
Thus we are done.
2.3.4 A lower bound of the energy
Let A be an element of GL(r), and H be an element of PH(r). Let ϕ : [0, 2π] −→ PH(r) be an L21-map
such that ϕ(0) = H and ϕ(2π) = κ(A,H). Let g be a positive continuous function on [0, 2π]. The following
inequality will often be used.
Lemma 2.15 ∫ 2π
0
∣∣∣∣∂ϕ∂t
∣∣∣∣2 · g · dt ≥ ρ(A)2 · (∫ g−1dt)−1 .
Proof Due to the Schwarz’s inequality, we have the following:(∫ 2π
0
∣∣∣∣∂ϕ∂t
∣∣∣∣)2 ≤ ∫ 2π
0
∣∣∣∣∂ϕ∂t
∣∣∣∣2 · g · dt× ∫ 2π
0
g−1 · dt.
Then the claim follows from Lemma 2.14.
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2.3.5 Comparison of the norm and the distance
For any elements H1 and H2 of PH(r), we have an element g ∈ GL(r) such that κ(g,H1) = Ir and that κ(g,H2)
is the diagonal matrix. The set of the eigenvalues of κ(g,H2) is independent of a choice of g. Let e
α1 , . . . , eαr
be the eigenvalues of κ(g,H2). We put as follows:
δ(H1, H2) :=
(
r∑
i=1
(eαi − e−αi
2
)2)1/2
.
On the other hand, we have the distance dPH(r)(H1, H2) =
(∑
α2i
)1/2
.
For any real number R, we put as follows:
C(R) :=
eR − e−R
2R
.
If 0 ≤ x ≤ R, we have x ≤ C(R) · x. We also note that C(R)→ 1 when R→ 0.
Lemma 2.16
• We have the inequality:
dPH(r)(H1, H2) ≤ δ(H1, H2).
• If d(H1, H2) ≤ R, we have the inequality:
δ(H1, H2) ≤ C(R) · dPH(r)(H1, H2).
Proof It can be checked elementarily.
We reformulate Lemma 2.16 as follows: Let V be an r-dimensional vector space, and let h1 and h2 be
hermitian metrics of V . The identity map induces the map Φ : (V, h1) −→ (V, h2). We have the norms |Φ| and∣∣Φ−1∣∣.
Lemma 2.17
• The following inequality holds:
dPH(r)(h1, h2)2 ≤
∣∣Φ∣∣2 + ∣∣Φ−1∣∣2 − 2r
4
.
• If dPH(r)(h1, h2) ≤ R, the following inequality holds:∣∣Φ∣∣2 + ∣∣Φ−1∣∣2 − 2r
4
≤ C(R)2 · dPH(r)(h1, h2)2.
Proof If we take an appropriate base of V , h1 and h2 are represented by the identity matrix Ir and the
diagonal matrices whose diagonal entries are eα1 , . . . , eαr . It is easy to check that |Φ|2 = ∑ri=1 e2αi and
|Φ−1|2 = ∑ri=1 e−2αi . Then it immediately follows 4−1(|Φ|2 + |Φ−1|2 − 2r) = δ(H1, H2)2. Thus the claims
follow from Lemma 2.16.
2.4 Maps associated to commuting tuple of endomorphisms
2.4.1 Preliminary
Let V be an r-dimensional vector space. Let v = (vi) be a frame of V . For any endomorphism f of V , we have
the matrix A(f) ∈Mr determined by f · v = v ·A(f), i.e., f(vi) =
∑
A(f)j i · vj .
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Let fi (i = 1, 2) be elements of End(V ) such that f1 ◦ f2 = f2 ◦ f1. We decompose fi into the product of the
unipotent part fui and the semisimple part f
s
i . Then f
u
1 , f
s
1 , f
u
2 and f
s
2 are mutually commutative. There exists
an appropriate frame v of V such that A(f si ) (i = 1, 2) are diagonal matrices, and A(f
u
i ) are upper triangular
matrices. Then the matrices A
(
log fui
)
are also upper triangular matrices. In the following, we identify the
endomorphisms and the matrices via the frame v above.
We put ηni := (2π)
−1 · log fui . We also have ηsi satisfying exp
(
2πηsi
)
= f si such that 0 ≤ Im(α) < 1 holds for
any eigenvalues α of ηsi . We put ηi := η
s
i + η
n
i , and then we have exp
(
2πηi
)
= fi.
Let ϕ : R2 −→ GL(V ) be the morphism given by ϕ(θ1, θ2) := exp
(
θ1 · η1 + θ2 · η2
)
. We also put as
ϕs(θ1, θ2) := exp
(
θ1 ·ηs1 + θ2 ·ηs2
)
and ϕu(θ1, θ2) := exp
(
θ1 ·ηn1 + θ2 ·ηn2
)
. We have ϕ = ϕs · ϕu. Under the
identification GL(V ) = GL(r) via the frame v above, ϕu(θ1, θ2) are upper triangular whose diagonal entries are
1, and ϕs(θ1, θ2) are diagonal matrices.
2.4.2 Construction
Let us take an element α = (α1, . . . , αr) ∈ Rr such that αi > αi+1 for any i. We put β := min
{
αi−αi+1
}
> 0.
We have the C∞-map F : R×R2 −→ PH(r) given as follows:
F (t, θ1, θ2) := κ
(
ϕ(θ1, θ2), γα(t)
)
.
We put ϕ˜(t, θ1, θ2) = γα(t)
−1/2 ·ϕ(θ1, θ2) · γα(t)1/2. Similarly we obtain ϕ˜u and ϕ˜s. We have ϕ˜s = ϕs. We also
have the following:
γα(t)
−1/2 · F (t, θ1, θ2) · γα(t)1/2 = ϕ˜(t, θ1, θ2) · tϕ˜(t, θ1, θ2).
Lemma 2.18 For any C0, there exists a positive number C1 such that the following inequalities hold, in the
case |θ1|+ |θ2| < C0: ∣∣∣∣ϕ˜u(t, θ1, θ2)− Ir∣∣∣∣ ≤ C1 · e−β·t.∣∣∣∣ϕ˜(t, θ1, θ2)− ϕs(θ1, θ2)∣∣∣∣ ≤ C1 · e−β·t.
dPH(r)
(
γα(t)
−1/2 ·F (t, θ1, θ2)·γα(t)1/2, ϕs(θ1, θ2)·tϕs(θ1, θ2)
)
≤ C1 · e−β·t.
Proof Since ϕu(θ1, θ2) are upper triangular whose diagonal entries are 1, it is easy to check.
2.4.3 Estimate of derivatives
We see the estimate of the derivative of F . We have ∂F∂θi = ηi · F + F · tηi.
Lemma 2.19 For any positive number C0, there exists a positive number C1 such that the following holds in
the case |θ1|+ |θ2| < C0:∣∣∣∣∣∣∣∣γα(t)−1/2 · ∂F∂θi · γα(t)1/2 − ϕs(θ1, θ2) · (2Re ηsi ) · tϕs(θ1, θ2)
∣∣∣∣∣∣∣∣ ≤ C1 · e−β·t.
As a result, we have the following:∣∣∣∣∂F∂θi
∣∣∣∣ = 2 |Re ηsi |+O(e−βt) = ρ(fi)2π +O(e−βt).
Proof We have the following convergence when t→∞:
γα(t)
−1/2 · ∂F
∂θi
· γα(t)1/2
=
(
γα(t)
−1/2 · ηi · γα(t)1/2
) · (γα(t)−1/2 ·F · γα(t)−1/2)+ (γα(t)−1/2 ·F · γα(t)−1/2) · t(γα(t)−1/2 · ηi · γα(t)1/2)
−→ ηsi · ϕs(θ1, θ2)tϕs(θ1, θ2) + ϕs(θ1, θ2)tϕs(θ1, θ2) · tηsi = 2ϕs(θ1, θ2) ·Re(ηsi ) · tϕs(θ1, θ2). (8)
Here the convergence is estimated by e−βt. Thus we are done.
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Lemma 2.20 We have the following: ∣∣∣∣∂F∂t
∣∣∣∣2 = ∣∣∣∣dγα(t)dt
∣∣∣∣2 =∑α2i .
Proof It follows from the GL(r)-invariance of the metric of PH(r).
2.4.4 Extension
We use the real coordinate ζi = ξi +
√−1ηi (i = 1, 2) for H2. Let A, B, and Ci (i = 1, 2) be positive numbers.
Let us consider the morphism Φ : H2 −→ PH(r) given as follows:
Φ(ζ1, ζ2) := γα
(
B · logC1η1
)−1/2 · F (B · log(C1η1 + C2η2 +A), ξ1, ξ2) · γα(B · logC1η1). (9)
We also put as follows:
ϕ⋆(η1, ξ1, ξ2) := ϕ˜
(
B · logC1η1, ξ1, ξ2
)
.
Then we have the following estimate, due to Lemma 2.18:∣∣∣∣ϕ⋆(η1, ξ1, ξ2)− ϕs(ξ1, ξ2)∣∣∣∣ = O(η−β·B1 ).
Lemma 2.21 We have the following:
lim
η1→∞
Φ(ζ1, ζ2) = ϕ
s(ξ1, ξ2) · tϕs(ξ1, ξ2).
Proof We have the following:
Φ(ζ1, ζ2) = ϕ
⋆(η1, ξ1, ξ2) · γα
(
B · log(C1η1 + C2η2 +A)−B · log(C1η1)) · tϕ⋆(η1, ξ1, ξ2).
Then it is easy to check the claim.
We take the isomorphism R≥0 −→ [0, 1[ given by η1 7−→ κ = (1 + η1)−1 · η1. It induces the isomorphism
H
2 ≃ (R × [0, 1[)×H, and hence we obtain the map Φ˜ : (R× [0, 1[)×H −→ PH(r).
Lemma 2.22 The map Φ˜ can be naturally extended to the continuous map R × [0, 1] × H −→ PH(r). We
denote the extended map by Φ˜. On R× {1} ×H, we have Φ˜(ξ1, 1, ζ2) = ϕs(ξ1, ξ2) · tϕs(ξ1, ξ2).
Proof It follows from Lemma 2.21.
We have the map f˜2(κ) : [0, 1[−→ GL(r) given as follows:
f˜2(κ) = γα
(
B · log c1κ
1− κ
)−1/2
· f2 · γα
(
B · log c1κ
1− κ
)1/2
.
It is naturally extended to the continuous map [0, 1] −→ GL(r), which we denote also by f˜2(κ). We have
f˜2(1) = f
s
2 .
Let Φ˜(ξ1,κ) denote the restriction of Φ˜ to {(ξ1, κ)}×H. We have the Z-action onH by n·(ξ2, η2) −→ (ξ2+n, η2).
For (ξ1, κ) ∈ R × [0, 1], the action of Z on PH(r) is given by f˜2(κ). Then we can regard Φ˜(ξ1,κ) as the twisted
map with respect to the actions, i.e., Φ˜(ξ1,κ) : ∆
∗ −→ PH(r)/〈f˜2(κ)〉. (See the subsubsection 2.5.2 for twisted
maps.) Thus we obtain the continuous family of C∞-twisted maps
{
Φ˜(ξ1,κ)
∣∣ (ξ1, κ) ∈ R× [0, 1]}.
Lemma 2.23 We have the estimate, which is independent of (ξ1, κ):∣∣∣∣∣∂Φ˜(ξ1,κ)∂ξ2
∣∣∣∣∣ = ρ(f2)24π2 +O((C1η1 + C2η2 +A)−B·β),∣∣∣∣∣∂Φ˜(ξ1,κ)∂η2
∣∣∣∣∣ = O((C1η1 + C2η2 +A)−1).
Here we put η1 = κ · (1− κ)−1.
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Proof It from Lemma 2.19 and Lemma 2.20.
Let g0 := (2η2 + b)
−2 · (dξ22 + dη22) be the Poincare´ metric of ∆∗, where b denotes a positive constant.
Lemma 2.24 Assume the constant B in (9) is sufficiently large. There exists a positive constant C, which is
independent of (ξ1, κ), such that the following holds:∫
∆
∗
∣∣∣∣e(Φ˜(ξ1,κ))− ρ(f2)24π2 · (2η2 + b)2
∣∣∣∣ dvolg0 < C. (10)
Proof It follows from the previous lemma.
2.5 Preliminary for harmonic maps and harmonic bundles
2.5.1 The energy function is dominated by the energy
Recall the section 8 in [12]. Let (N, gN ) be a Riemannian manifold with non-positive curvature. Let g be a
Riemannian metric of ∆(R)n, and let f : ∆(R)n −→ N be a differentiable map. Let e(f) be the energy function
of f with respect to the metrics g and gN . Assume that e(f) is integrable, and let E(f) denote the energy.
Lemma 2.25 Let us take a positive number R′ < R, and then there exists a positive number C > 0 such that
the following inequality holds for any f and for any point P ∈ ∆(R′)n:
e(f)(P ) ≤ C ·E(f).
Proof We only give a remark. In [12], it is discussed for the map f : (M, gM ) −→ (N, gN ) for a compact
Riemannian manifold (M, gM ). Since the argument is local, it can be applied in our case.
2.5.2 Twisted map and twisted harmonic map
Recall the correspondence of harmonic metrics and twisted harmonic maps. Let X be a C∞-manifold and let
(E,∇) be a flat connection on X . Let h be a continuous hermitian metric of E. Let π : X˜ −→ X be a universal
covering. Then we obtain the pull backs π−1(E,∇, h). Once we take a flat frame v of π−1(E,∇), then the
metric π−1h induces the C∞-map Ψ˜h : X˜ −→ PH(r). If h is C∞, then Ψ˜h is also C∞.
We have the π1(X)-action on X˜. The monodromy induces endomorphism ρ : π1(X) −→ GL(r), which
induces the π1(X)-action on PH(r). Since the map Ψ˜h is equivariant, we obtain the continuous map Ψh :
X −→ PH(r)/ρ(π1(X)). Although PH(r)/ρ(π1(X)) is not a manifold, we say Ψh is C∞ (resp. harmonic) if
Ψ˜h is C
∞ (resp. harmonic). We do not explicitly distinguish Ψh and Ψ˜h.
2.5.3 The induced one form
We recall some formalism following [42]. Let X be a complex manifold with Kahler metric g. Let V be a
C∞-vector bundle on X , and ∇ be a flat connection of V . We have the decomposition ∇ = d′ + d′′ into the
sum of the (1, 0)-part and the (0, 1)-part.
Let K be a hermitian metric of V . Then the differential operators δ′ and δ′′ is given by the conditions that
δ′ + d′′ and d′ + δ′′ are unitary connections. We put as follows:
∂ =
d′ + δ′
2
, ∂ =
d′′ + δ′′
2
, θ =
d′ − δ′
2
, θ† =
d′′ − δ′′
2
.
Lemma 2.26 The operator ∂ + ∂ is a unitary connection. The one forms θ and θ† are mutually adjoint, and
hence θ + θ† is self adjoint.
Lemma 2.27 We have the following vanishings:
(∂ + ∂)(θ + θ†) = 0, (∂ + ∂)2 + (θ + θ†)2 = 0. (11)
The first equality means the vanishing of the commutator [∂ + ∂, θ + θ†] of the operators.
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Proof We decompose the equality ∇2 = 0 into the self adjoint part and the anti-self adjoint part. Then we
obtain the equalities.
Corollary 2.4 We have the following vanishings:
∂θ = 0, ∂θ† = 0, ∂θ† + ∂θ = 0,
∂2 + θ2 = 0, ∂
2
+ θ† 2 = 0, ∂∂ + ∂∂ + [θ, θ†] = 0.
Proof We have only to decompose the equalities (11) into (2, 0)-parts, (1, 1)-parts and (0, 2)-parts.
Remark 2.2 If we have θ2 = 0 and ∂θ = 0, we also have the other vanishings (θ†)2 = ∂
2
= ∂2 = ∂θ† = 0. In
other words, the metric K is pluri-harmonic.
2.5.4 The description by matrices
Let v be a flat frame of V . Let H = (hi j) be a PH(r)-valued function determined by H = H(K,v). We
also have the M(r)-valued (1, 0)-form Θ and the M(r)-valued (0, 1)-form Θ† determined by θv = v · Θ and
θ†v = v ·Θ†. We have the following:
∂hi j = K(d
′′vi, vj) +K(vi, δ′vj) = K
(
vi, (δ
′ − d′)vj
)
= −K(vi, 2θvj) = −2
∑
k
K(vi,Θk jvk) = −2
∑
k
hi k ·Θk j . (12)
Thus we obtain ∂hi j = −2hi k · Θk j . Namely we have the relation Θ = − 12 · H¯−1 · ∂H . We also have the
following:
∂hi j = K(d
′vi, vj) +K(vi, δ′′vj) = K
(
vi, (δ
′′ − d′′)vj
)
= −2K(vi, θ†vj) = −2
∑
k
K(vi,Θ
†
k jvk) = −2
∑
k
hi kΘ
†
k j . (13)
Thus we obtain the relation ∂hi j =
∑−2hi k ·Θ†k j . Namely we have the relation: Θ† = − 12 ·H−1 · ∂H. Thus
we obtain the following relation:
Θ + Θ† = −1
2
·H−1 · dH.
Let ΨK denote the twisted map X −→ PH(r)/π1(X) associated to K. Let e = (e1, . . . , e2n) be an orthonor-
mal base of TPX . We have the metric of End(E)⊗Ω1X induced by the metrics K and g. By using Lemma 2.3
and Lemma 2.8, we obtain the following:
8 · ||θ||2K,g = 4 · ||θ + θ†||2K,g = 4
∑
i
||Θ(ei) + Θ†(ei)||2K =
∑
i
tr
(
H
−1 · dH(ei) ·H−1 · dH(ei)
)
= e(ΨK). (14)
2.5.5 Bochner type formula due to Corlette
We put ϑ = θ + θ†. We also put D+ = ∂ + ∂. Let e = (ei) be an orthonormal frame of
∧1,0
(T∨). Then we
have the naturally induced orthonormal frame e¯ of
∧0,1(T∨). Recall that (1, 1)-form ∑ϕi j · ei ∧ e¯j is called
primitive if
∑
i ϕi i = 0.
Lemma 2.28 (Corlette) K is harmonic metric if and only if the (1, 1)-form ∂θ is primitive.
Proof See the page 376 in [3]. We give only a remark on the difference of the notation. Our ϑ, θ, and ∂ are
denoted by θ, θ1,0 and ∂+ respectively in [3].
Let ω be the Kahler form of the Kahler manifold (X, g). Let ei and e¯i be as above.
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Lemma 2.29 There exists a negative constant C0 depending only on dimX such that the following holds, for
any i 6= j:
ei ∧ e¯i ∧ ej ∧ e¯j ∧ ωn−2 = C0 · ωn.
Proof Recall that ω is described as 2−1 · √−1∑ ei ∧ e¯i. Then the claim immediately follows.
Let h be a harmonic metric of a flat bundle (E,∇). Then we have the induced hermitian metric 〈·, ·〉 of
End(E). It naturally induces the following pairing, which we also denote by 〈·, ·〉:(
End(E) ⊗ Ω·,·X
)⊗ (End(E)⊗ Ω·,·X) −→ Ω·,·X .
For example, we have the following:〈
f · dzI ∧ dz¯J , g · dzK ∧ dz¯L〉 = 〈f, g〉 · dzI ∧ dz¯J ∧ dz¯K ∧ dzL.
Lemma 2.30 We have the following formula:
∂∂
〈
θ, θ
〉
= −1
2
〈
[θ, θ], [θ, θ]
〉
+
〈
∂θ, ∂θ
〉
. (15)
Proof We have the following:
∂∂
〈
θ, θ
〉
= ∂
〈
∂θ, θ
〉
=
〈
∂∂θ, θ
〉
+
〈
∂θ, ∂θ
〉
.
Due to the vanishings ∂∂ + ∂∂ + [θ, θ†] = 0 and ∂θ = 0, we have the following:
∂∂θ = −∂∂θ − [[θ, θ†], θ] = 1
2
[
[θ, θ], θ†
]
= −1
2
[
θ†, [θ, θ]
]
.
Since we have
〈[
θ†, [θ, θ]
]
, θ
〉
=
〈
[θ, θ], [θ, θ]
〉
, we obtain (15).
Thus we obtain the equality ∂∂
〈
θ, θ
〉 · ωn−2 = − 12〈[θ, θ], [θ, θ]〉 · ωn−2 + 〈∂θ, ∂θ〉 · ωn−2.
We have the description θ =
∑
fi · ei for fi ∈ End(E). Then we have the following:
[θ, θ] = 2
∑
i<j
[fi, fj] · ei ∧ ej .
Lemma 2.31 We have the following formula:
−1
2
〈
[θ, θ], [θ, θ]
〉 · ωn−2 =∑
i,j
∣∣[fi, fj ]∣∣2h · C0 · ωn. (16)
Proof In the case i < j and k < l, we have the following equality:
〈
[fi, fj ], [fk, fl]
〉 · ei ∧ ej ∧ e¯k ∧ e¯l ∧ ωn−2 =
 −
∣∣[fi, fj]∣∣2h · C0 · ωn (i = k, j = l, i 6= j),
0 (otherwise).
Then we immediately obtain (16).
We have the description ∂θ =
∑
ϕi,j · ei ∧ e¯j .
Lemma 2.32 We have the following formula:
〈
∂θ, ∂θ
〉 · ωn−2 = C0 ·
∑
i,j
〈
ϕi,j , ϕi,j
〉 · ωn. (17)
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Proof We have the following:〈
∂θ, ∂θ
〉 · ωn−2 = ∑
i,j,k,l
〈
ϕi j , ϕk,l
〉 · ei ∧ e¯j ∧ e¯k ∧ el ∧ ωn−2
=
∑
i6=j
〈
ϕi,j , ϕi,j
〉
ei ∧ e¯i ∧ ej ∧ e¯j ∧ ωn−2 −
∑
i6=k
〈
ϕi,i, ϕk,k
〉
ei ∧ e¯i ∧ ek ∧ e¯k ∧ ωn−2
= C0 ·
(∑
i6=j
〈
ϕi,j , ϕi,j
〉−∑
i6=k
〈
ϕi,i, ϕk,k
〉) · ωn. (18)
Recall we have
∑
i ϕi,i = 0, for ∂θ is primitive. Therefore we have the following equality:∑
i
〈ϕi,i, ϕi,i〉+
∑
i6=k
〈ϕi,i, ϕk,k〉 = 0.
Then we immediately obtain (17).
Proposition 2.1 There exist negative constants C1 and C2 depending only on dimX such that the following
holds:
∂∂
〈
θ, θ
〉 · ωn−2 = (C1 · ∣∣[θ, θ]∣∣2h + C2 · ∣∣∂θ∣∣2h) · ωn. (19)
Proof It immediately follows from Lemma 2.31 and Lemma 2.32.
The formula (19) is the Bochner type formula due to Corlette. Recall the argument to derive the pluri-
harmonicity of the harmonic metric h, when X is compact Kahler. If X is compact, we have the vanishing:
0 =
∫
X
∂∂
〈
θ, θ
〉 · ωn−2 = C1 ∫
X
∣∣[θ, θ]∣∣2 + C2 ∫
X
∣∣∂θ∣∣2.
It implies [θ, θ] = ∂θ = 0 on X , which means the metric h is pluri-harmonic.
2.5.6 A variation of the Bochner type formula
Let f and g be sections of End(E). We denote the adjoint of them by f † and g† respectively.
Lemma 2.33 We have the equality:
〈
f · dzi, g · dzj
〉
= −〈g† · dz¯j, f † · dz¯i〉.
Proof It follows from the equality 〈f, g〉 = 〈g†, f †〉.
Corollary 2.5 We have the equality ∂∂
〈
θ, θ
〉
= ∂∂
〈
θ†, θ†
〉
.
For our argument to derive the pluri-harmonicity in quasi projective case, we will also use the following
formula.
Proposition 2.2 We have the following formula:
d
(〈
∂θ, θ − θ†〉 ∧ ωn−2) = 2(C1 · ∣∣[θ, θ]∣∣2h + C2 · ∣∣∂θ∣∣2h) · ωn. (20)
Here the negative constants Ci are same as those in Proposition 2.1.
Proof We have the following:
∂∂
〈
θ, θ
〉 ∧ ωn−2 = ∂〈∂θ, θ〉 ∧ ωn−2 = ∂〈∂θ, θ − θ†〉 ∧ ωn−2.
Similarly, we have the equality ∂∂〈θ†, θ†〉 ∧ ωn−2 = ∂〈∂θ†, θ† − θ〉 ∧ ωn−2, which can be rewritten as follows:
∂
〈−∂θ, −(θ − θ†)〉 ∧ ωn−2 = ∂〈∂θ, θ − θ†〉 ∧ ωn−2.
Here we have used Corollary 2.4. Then we obtain the following:
∂∂
〈
θ, θ
〉 ∧ ωn−2 + ∂∂〈θ†, θ†〉 ∧ ωn−2 = d(〈∂θ, θ − θ†〉 ∧ ωn−2).
Then (20) follows from Corollary 2.5 and Proposition 2.1.
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3 Tame pure imaginary harmonic bundle
3.1 Definition
Let X be a complex manifold, and D =
⋃
iDi be a normal crossing divisor. Let (E, ∂E , θ, h) be a harmonic
bundle on X −D. Let P be a point of X . Let us take a neighbourhood P with a coordinate (z1, . . . , zn) such
that U ∩ D = ⋃li=1{zi = 0}. We have the description θ = ∑li=1 fi · dzi/zi +∑nj=l+1 gj · dzj . Recall that
(E, ∂E , θ, h) is called tame if the coefficients of the characteristic polynomials det(t − fi) and det(t − gj) are
holomorphic.
Lemma 3.1 The harmonic bundle (E, ∂E , θ, h) is tame if and only if there exists a holomorphic vector bundle
E˜ with a regular Higgs field θ˜ ∈ End(E˜)⊗ Ω1,0X (logD) such that (E˜, θ˜)|X−D = (E, θ).
Proof In the subsection 8.6 in [33], it is proved that the prolongment ⋄E by an increasing order is locally free
and that θ naturally induces the regular Higgs field on ⋄E. On the contrary, it is easy to check (E, ∂E , θ, h) is
tame if there exists a prolongment (E˜, θ˜).
Let (E, ∂E , θ, h) be a tame harmonic bundle on X−D. Let (E˜, θ˜) be any prolongment of (E, θ). Let Resi(θ˜)
denote the residue of θ˜ with respect to the irreducible component Di of D.
Lemma 3.2 Let P be a point of Di. The eigenvalues Resi(θ˜)|P is independent of a choice of a prolongment
(E˜, θ˜).
Proof The eigenvalues are solutions of det(t − fi)|P . Since det(t − fi) is determined independently of (E˜, θ˜),
we are done.
Recall that the eigenvalues of Resi(θ)|P is independent of a choice of P ∈ Di, which is proved in the
subsection 8.1 in [33].
Definition 3.1 If any eigenvalues of the residues Resi(θ˜) is pure imaginary, (E, ∂E , θ, h) is called a tame pure
imaginary harmonic bundle.
3.2 Tame pure imaginary harmonc bundle on a punctured disc
3.2.1 The estimate of Higgs field
We use the Poincare´ metric g0 := |z|−2 · (− log |z|2 + A)−2 · dz · dz¯ on ∆∗. Here A denotes a positive number.
Let us consider a tame harmonic bundle (E, ∂E , θ, h) on a punctured disc ∆
∗. We have the prolongment ⋄E
and the description θ = f0 · dz/z for some f0 ∈ End(⋄E) on ∆. We put Sp(θ) := Sp(f0 |O). For any α ∈ Sp(θ),
we denote dimE(⋄E,α) by m(α). We put as follows:
t(θ) =
∑
α∈Sp(θ)
m(α) · |α|2.
The following lemma can be elementarily shown.
Lemma 3.3 There exist positive constants R, C and ǫ, depending on (E, ∂E , θ), such that the following holds:
• For any point P ∈ ∆∗(R) and for any eigenvalue of f0 |P , there exists the unique element α ∈ Sp(θ) such
that the following holds:
|a− α| ≤ C · |z(P )|ǫ.
Lemma 3.4 There exist positive constants R′, C′, ǫ′, depending only on R,C, ǫ in Lemma 3.3, such that the
following claims hold.
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• We have the decomposition E =⊕α∈Sp(θ)Eα on ∆∗(R′). The decomposition is preserved by f0. For any
point P ∈ ∆∗(R′), and for any v ∈ Eαi |P and w ∈ Eαj |P (αi 6= αj), the following inequality holds:
h(v, w) ≤ C′ · |z(P )|ǫ′ · |v|h · |w|h.
• The following inequality holds: ∣∣∣|f0|2h − t(θ)∣∣∣ ≤ C′ · (− log |z|2 +A)−2. (21)
Proof The claims are proved in the subsection 7.1 of [33].
Corollary 3.1 There exists constant C0, depending only on R,C, ǫ in Lemma 3.3, such that the following holds:∣∣∣|θ|2h,g0 − 2t(θ) · (− log |z|2)2∣∣∣ ≤ C0. (22)
Proof It immediately follows from Lemma 3.4.
Lemma 3.3 and Lemma 3.4 hold for any tame harmonic bundle on ∆∗. In the pure imaginary case, the
estimate (22) can be refined. We put ϑ = θ + θ†. We use the polar coordinate z = r · exp(√−1η). We denote
∂/∂r and ∂/∂η by ∂r and ∂η respectively.
Lemma 3.5 Assume that (E, ∂E , θ, h) is pure imaginary. There exists a positive number C
′′, depending only
on R,C, ǫ in Lemma 3.3, such that the following inequalities hold:∣∣∣∣∣ϑ(∂η)∣∣2h − 4t(θ)∣∣∣ ≤ C′′ · (− log r2 +A)−2.∣∣ϑ(∂r)∣∣2h ≤ C′′ · r−2 · (− log r2 +A)−2.
Proof We have the following description:
ϑ =
(
f + f †
)dr
r
+
√−1(f − f †)dη.
Then the claims follow from Lemma 3.4.
3.2.2 The estimate of the energy of the associated twisted harmonic map
Let (E, ∂E , θ, h) be a tame pure imaginary harmonic bundle. Let (E1,D1) be the flat bundle associated to
(E, ∂E , θ, h) on ∆
∗
.
Lemma 3.6 The KMS-spectrum of E1 is given as follows:
KMS(E1) = {(b, 2√−1c− b) ∣∣ (b,√−1c) ∈ KMS(E0)},
KMSf (E1) = {(0, exp(2π√−1b+ 4πc)) ∣∣ (b,√−1c) ∈ KMS(E0)}.
Proof See the the section 5 in [39] or the subsection 7.3 and 7.4 in [33]. We only remark the following equalities:
p(1, b,
√−1c) = b, e(1, b,√−1c) = 2√−1c− b,
pf (1, b,
√−1c) = Re(1 · √−1c+ 1 · √−1c) = 0, ef (1, b,√−1c) = exp(2π√−1b+ 4πc).
Let ϕ be the monodromy of the flat bundle (E1,D1).
Lemma 3.7 We have ρ(ϕ)2 = 64π2 · t(θ). (See the subsubsection 2.3.3 for ρ.)
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Proof From Lemma 3.6, we obtain the following:
ρ(ϕ)2 =
∑
(b,
√−1c)∈KMS(E0)
m(b,
√−1c) · (2 · 4πci)2 = 64π2
∑
√−c∈Sp(θ)
m(
√−1c) · c2 = 64π2 · t(θ).
Thus we are done.
Let Ψh be the twisted harmonic map ∆
∗ −→ PH(r)/〈ϕ〉 associated with (E1,D1, h). Recall that we have
e(Ψh) = 8 · |θ|2h,g0 due to (14).
Lemma 3.8 There exists a positive constant C1, depending only on R,C, ǫ in Lemma 3.3, such that the following
holds: ∣∣∣e(Ψh)− ρ(ϕ)2
4π2
· (− log |z|2 +A)2∣∣∣ ≤ C1.
As a result, we obtain the following finiteness:∫
∆
∗
∣∣∣∣e(Ψh)− ρ(ϕ)24π2 · (− log |z|2 +A)2
∣∣∣∣ · dvolg0 <∞.
Proof It immediately follows from e(Ψh) = 8 · |θ|2h,g0 and the estimate of θ.
3.2.3 A characterization of tame pure imaginary harmonic bundle on a punctured disc
We put T (R1, R2) :=
{
z ∈ C ∣∣R1 ≤ − log |z| ≤ R2}, and T (R) := T (0, R). We use the Poincare´ metric
g := |z|−2 · (− log |z|2 +A)−2dz · dz¯ on ∆∗. We use the real coordinate z = exp(√−1x− y).
Lemma 3.9 Let (E,∇) be a flat bundle on T (R1, R2) with the monodromy ϕ. Let h be a hermitian metric of
(E,∇), and let Ψh : T (R1, R2) −→ PH(r)
/〈ϕ〉 be the corresponding twisted map. Then we have the following
a priori lower bound of the energy:∫
T (R1,R2)
e
(
Ψh
)
dvolg ≥
∫
T (R1,R2)
∣∣∂xΨh∣∣2 ·(2y+A)2 dvolg ≥ ∫
T (R1,R2)
ρ(ϕ)2
4π2
(
2y+A
)2 ·dvolg = ρ(ϕ)2
2π
(R2−R1).
(23)
Proof We always have the inequality e(Ψh) ≥
∣∣∂xΨh∣∣2 · ∣∣∂x∣∣−2 = ∣∣∂xΨh∣∣2 · (2y + A)2. We have the following
inequality, due to Lemma 2.15: ∫ 2π
0
∣∣∣∣∂Ψh∂x
∣∣∣∣2 · dx ≥ ρ(ϕ)22π .
Then the inequalities (23) immediately follows.
Proposition 3.1 Let (E, ∂E , θ, h) be a harmonic bundle on a punctured disc ∆
∗
. Let ϕ be the monodromy
of the corresponding flat bundle
(E1,D1), and let Ψh : ∆∗ −→ PH(r)/〈ϕ〉 denote the corresponding twisted
harmonic map. Assume that there exists an integrable function F on ∆
∗
with respect to the measure dvolg
satisfying the following, for any sufficiently large R:∫
T (R)
e
(
Ψh
)
dvolg ≤
∫
T (R)
(
ρ(ϕ)2
4π2
(2y +A)2 + F
)
dvolg . (24)
Then (E, ∂E , θ, h) is tame and pure imaginary.
Proof First we see that the harmonic bundle (E, ∂E , θ, h) is tame. Due to Lemma 3.9, we have the lower
bound of the energy for any R:∫
T (R)
e
(
Ψh
) · dvolg ≥ ∫
T (R)
ρ(ϕ)2
4π2
· (2y +A)2 · dvolg . (25)
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From (24) and (25), we obtain the following inequality:∫
T (R1,R2)
e
(
Ψh
) · dvolg ≤ ∫
T (R1,R2)
ρ(ϕ)2
4π2
· (2y+A)2 · dvolg + ∫
T (0,R2)
F · dvolg ≤ ρ(ϕ)
2
2π
· (R2 −R1) +C. (26)
Here we put C =
∫
∆
∗ F · dvol.
Let us consider the universal covering H −→ ∆∗ given by x+√−1y 7−→ z = exp(√−1x− y). We have the
induced Poincare´ metric g = (2y+A)−2 · (dx · dx+ dy · dy) on H. We have the induced map Ψh : H −→ PH(r).
We put as follows:
S˜(x0, y0) :=
{
x+
√−1y ∣∣ y0 − 1 ≤ y ≤ y0 + 1, x0 − π ≤ x ≤ x0 + π}.
From (26), we have the following inequality, for the energy of Ψh:∫
S˜(x0,y0)
e(Ψh) · dvolg ≤ ρ(ϕ)
2
π
+ C. (27)
Let g1 := dx · dx + dy · dy be the Euclidean metric. Let eg1(Ψh) denote the energy function of Ψh with
respect to the metric g1. From (27), we have the following inequality:∫
S˜(x0,y0)
eg1(Ψh) · dvolg1 ≤
ρ(ϕ)2
π
+ C. (28)
Lemma 3.10 We have the estimate e(Ψh) = O
(
(2y +A)2
)
.
Proof Since the right hand side of (28) is independent of a choice of (x0, y0), we obtain the constant C1 such
that eg1
(
Ψh
) ≤ C1 on H, due to Lemma 2.25. Since we have the relation e(Ψh) = eg1(Ψh) ·(2y+A)2, we obtain
the estimate e
(
Ψh
) ≤ C1 · (2y +A)2.
Recall that we have the relation 8 · ∣∣θ∣∣2 = e(Ψh). Let us describe θ = f · dz/z, and then we have ∣∣θ∣∣2 =
2 · |f |2h · (2y+A)2. Hence we obtain the boundedness of |f |h on ∆
∗
. Then it is easy to derive that the coefficients
of det(t− f) are holomorphic on ∆, namely, the harmonic bundle (E, ∂E , θ, h) is tame.
Let us show that the harmonic bundle (E, ∂E , θ, h) is pure imaginary.
Lemma 3.11
∣∣∂yΨh∣∣2 · (2y +A)2 is integrable on ∆∗ with respect to the measure dvolg.
Proof From (23), we have the following inequality:∫
T (R)
∣∣∂xΨh∣∣2 · (2y +A)2 · dvolg ≥ ∫
T (R)
ρ(ϕ)2
4π2
· (2y +A)2 · dvolg . (29)
From (24) and (29), we obtain the following inequality for any R:∫
T (R)
∣∣∂yΨh∣∣2 · (2y +A)2 · dvolg ≤ ∫
T (R)
F · dvolg .
It implies the integrability of
∣∣∂yΨh∣∣2 · (2y +A)2.
We have θ = f · dz/z = f · (√−1dx − dy). Let f † denote the adjoint of f , and then we have θ† =
f † · (−√−1dx− dy). We have the following equalities:∣∣∂yΨh∣∣2 · (2y +A)2 = 4 · ∣∣θ(∂y) + θ†(∂y)∣∣2 · (2y +A)2 = 4 · ∣∣f + f †∣∣2 · (2y +A)2.
Since we have already known that the harmonic bundle (E, ∂E , θ, h) is tame, we have the following estimate,
due to Lemma 3.4: ∣∣f + f †∣∣2 · (2y +A)2 = ∑
a∈Sp(θ)
∣∣2Re(a)∣∣2 · (2y +A)2 +O(1). (30)
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Then we obtain the following vanishing, from the integrability of
∣∣∂yΨh∣∣2 · (2y+A)2 on ∆∗ with respect to the
measure dvolg: ∑
a∈Sp(θ)
∣∣2Re(a)∣∣2 = 0.
Namely the harmonic bundle (E, ∂E , θ, h) is pure imaginary. Therefore the proof of Proposition 3.1 is accom-
plished.
3.3 Semisimplicity
3.3.1 Statement
Proposition 3.2 Assume that X is a smooth projective variety, and D is a normal crossing divisor of X. Let
(E, ∂E , θ, h) be a tame pure imaginary harmonic bundle on X−D. Then the corresponding flat bundle (E1,D1)
is semisimple.
We will prove the proposition in the next subsubsections 3.3.2–3.3.4. We will also prove the reverse of the
proposition in the next sections.
3.3.2 Stability and semistability
Let C be a smooth quasi projective curve over C, and C be a smooth projective completion. We put D =
C −C = {P1, . . . , Pl}. Let E be a holomorphic bundle over C. Let us consider a neighbourhood U of P with a
coordinate z such that z(Pi) = 0.
Lemma 3.12 The following data are equivalent:
• A filtration F ′ of E|Pi indexed by ]− 1, 0].
• A filtration F of ⋃hE(h · Pi) indexed by R such that F0 = E and Fa · z−1 = Fa+1.
Proof Let F ′ be a filtration of E|P indexed by ] − 1, 0]. We put Fa :=
{
f ∈ E | f|P ∈ F ′a
}
for any number
a ∈]− 1, 0]. For any real number a ∈ R, we take the number a0 ∈]− 1, 0] and the integer a1 which are uniquely
determined by a0+a1 = a. Then we put Fa := Fa0 ·z−a1 . Thus we obtain the filtration of
⋃
E(h ·Pi) satisfying
the condition.
The claim in the reverse direction can be shown similarly.
We will not distinguish two kind of data in Lemma 3.12. They are called the parabolic structure of E.
Let F be a filtration of
⋃
hE(h · D) as above, i.e., we are given filtrations F ′ of E|Pi (Pi ∈ D). For any
a ∈]− 1, 0], we put m(a) =∑Pi dimGrF ′a (E|Pi). We put as follows:
deg(E,F ) := deg(E)−
∑
a∈]−1,0]
a ·m(a), µ(E,F ) := deg(E,F )
rankE
. (31)
Remark 3.1 The formula (31) is same as that given in the section 6 of [39]. Note our parabolic filtration is
increasing.
A connection of E|C is called regular, if we have ∇f ∈ Fa(E)⊗ Ω1,0(logD) for any f ∈ Fa(E).
Let E′ ⊂ E be a subsheaf, then F induces the filtration of E′ by Fa(E′) = Fa(E) ∩ E′. We denote it also
by F . Recall that the filtered regular connection (E,F,∇) is called stable, if the inequality µ(E′, F ) < µ(E,F )
holds for any sub-connection (E′, F,∇). We recall only a part of the Kobayashi-Hitchin correspondence for
harmonic metric (Theorem 5 in [39]):
Proposition 3.3 Let (E,∇, h) be a tame harmonic bundle on C. We obtain the filtration F of E by an
increasing order. Then the regular filtered connection (E,∇, F ) is polystable.
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3.3.3 Quasi canonical prolongment and the canonical filtration
Let X be a complex manifold, and D be a normal crossing divisor of X . Let (E,∇) be a flat bundle on X −D.
Then we have the quasi canonical prolongment QC(E) of E:
• QC(E) is a holomorphic vector bundle on X .
• For any f ∈ QC(E), we have ∇(f) ∈ QC(E)⊗ Ω1,0(logD).
• Let α be any eigenvalue of Res(∇) for any irreducible component of D. Then it satisfies 0 ≤ Re(α) < 1.
For the quasi canonical filtration, we have the canonical filtration of QC(E)|Di for any irreducible component
Di of D. For simplicity, we only consider the case that X = C is a smooth projective curve. We put C = C−D.
Let Pi be a point of D. Then we have the generalized eigen decomposition with respect to the residue ResPi(∇):
QC(E)|Pi =
⊕
α∈C
E
(
ResPi(∇), α
)
.
Here E
(
ResPi(∇), α
)
denotes Ker
(
ResPi(∇)−α
)N
for any sufficiently large integer N . Then we put as follows,
for any −1 < a ≤ 0:
Fa
(
QC(E)|Pi
)
=
⊕
−Re(α)≤a
E(ResPi(∇), α).
It also induces the filtration F of
⋃
hQC(E)(h·D) (Lemma 3.12). The filtration is called the canonical filtration.
It is well known that µ(QC(E), F ) = 0 holds.
Lemma 3.13 (Sabbah) Let (E,∇) be a flat connection on C. Then (E,∇) is simple if and only if (QC(E), F,∇)
is stable.
Proof It is easy to see that the simplicity of (E,∇) implies the stability of (QC(E), F,∇). Let us assume that
(E,∇) is not simple. Then we have a sub-connection (E′,∇) ⊂ (E,∇). Then we obtain the filtered subbundle(
QC(E′),∇) ⊂ (QC(E),∇). Since we have µ(QC(E′), F ) = 0 = µ(QC(E), F ), (QC(E), F,∇) is not stable.
Thus we are done.
Corollary 3.2 Let X be a projective variety, and D be a normal crossing divisor of X. Let (E,∇) be a
flat connection on X − D. Let C be a smooth projective curve in X, which is transversal with D such that
π1(C \D) −→ π1(X −D) is surjective (see Lemma 2.7).
Assume that
(
QC(E|C), F,∇
)
is poly-stable, then (E,∇) is semisimple.
Proof Due to Lemma 3.13, we know that (E,∇)|C is semisimple. Since π1(C \D) −→ π1(X−D) is surjective,
we obtain that (E,∇) is also semisimple.
3.3.4 The end of the proof of Proposition 3.2
Let (E, ∂E , θ, h) be a tame harmonic bundle on a quasi projective curve C with the completion C. We denote
the corresponding flat bundle by (E1,D1). Then we have the two kind of prolongment of E1 with the filtration.
One prolongation is QC(E1) with the canonical filtration. The other is the prolongment ⋄E1 by an increasing
order with the filtration with respect to the metric h.
Lemma 3.14 If (E,∇, h) is pure imaginary, we have the canonical isomorphism QC(E1) ≃ ⋄E1 preserving the
filtrations.
Proof It follows from Lemma 3.6 and the uniqueness of QC(E1) ([8]).
Let us show Proposition 3.2. Let (E, ∂E , θ, h) be a tame pure imaginary harmonic bundle on X −D. It is
well known that we can take a smooth projective curve C in X such that π1(C \D) −→ π1(X−D) is surjective.
Let us consider the restriction (E, ∂E , θ, h)|C\D. Due to Lemma 3.14 and Proposition 3.3, we know that QC(E)
with the canonical filtration is polystable. Thus we obtain the semisimplicity of (E,∇) due to Corollary 3.2.
Thus the proof of Proposition 3.2 is accomplished.
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3.4 The maximum principle
Let X be a compact Riemannian surface with the continuous boundary ∂X . Let U denote the interior part
of X . Let us take P1, . . . , Pl ∈ U . We put X∗ := X − {P1, . . . , Pl} and U∗ := U − {P1, . . . , Pl}. Let (E,∇)
be a flat bundle on X∗. A continuous hermitian metric h of (E,∇) is called a tame pure imaginary harmonic
bundle, if (E,∇, h)|U∗ is tame pure imaginary harmonic bundle.
Let hi (i = 1, 2) be tame pure imaginary harmonic bundle of (E,∇). The identity of E induces the flat
morphisms Φ : (E,∇, h1) −→ (E,∇, h2). We obtain the norms |Φ| and |Φ−1| obtained from h1 and h2.
Lemma 3.15 The morphism Φ is bounded.
Proof Let ⋄(E, hi) denote the prolongment of E by an increasing order with respect to hi. Due to Lemma 3.14,
the morphism Φ is prolonged to the morphism ⋄(E, h1) −→ ⋄(E, h2), which preserves the parabolic filtrations.
Since the weight filtrations of ⋄(E, hi)|Pi are determined by the residue ResPi(∇), the morphism Φ also preserves
the weight filtrations. Then it follows from the norm estimate of a tame harmonic bundle on a punctured disc.
(See [39] or [33]).
Lemma 3.16 We have the following inequalities of the distributions on U :
∆ log |Φ|2 ≤ 0, ∆ log |Φ−1|2 ≤ 0. (32)
Proof If follows from the Simpson-Weitzenbeck formula and the boundedness of Φ and Φ−1 (see Lemma 4.1
and Corollary 4.2 in [39]).
Lemma 3.17
• |Φ| and |Φ−1| take the maximum value at points in ∂X.
• We have the following inequality:
|Φ|P |2 + |Φ−1|P |2 − 2r ≤ max
{
|Φ|Q|2 + |Φ−1|Q |2 − 2r
∣∣∣Q ∈ ∂X}.
Lemma 3.18 Let R be a real number such that dPH(r)(h1 |Q, h2 |Q) ≤ R for any point Q ∈ ∂X. Then the
following inequality holds for any point P ∈ X∗:
dPH(r)
(
h1 |P , h2 |P
) ≤ (eR − e−R
2R
)
·max
{
dPH(r)(h1 |Q, h2 |Q)
∣∣∣Q ∈ ∂X}.
Proof We always have the following:
dPH(r)(h1 |P , h2 |P ) ≤
( |Φ|P |2 + |Φ−1|P |2 − 2r
2
)1/2
.
For any point Q ∈ ∂X , we have the following:( |Φ|Q|2 + |Φ−1|Q |2 − 2r
2
)1/2
≤ e
R − e−R
2R
· dPH(r)
(
h1 |Q, h2 |Q
)
.
Thus we are done.
Corollary 3.3 If we have h1 | ∂X = h2 | ∂X , we have h1 = h2.
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3.5 The uniqueness of tame pure imaginary pluri-harmonic metric
3.5.1 The statement and the reduction to the one dimensional case
Let X be a smooth projective variety over C and D be a normal crossing divisor of X . Let (E,∇) be a flat
bundle over X −D. Let h1 and h2 be tame pure imaginary pluri-harmonic metric of (E,∇).
Proposition 3.4 Assume that dimX ≥ 1. There exists a positive constant a such that h0 = a · h1.
If X is compact, the claim is proved by Corlette [3]. We essentially follow his argument. Since we have to care
the infinite energy, we need some modification of the argument.
We will prove the claim in the case dimX = 1 later. Here we give an argument to reduce the higher
dimensional case to the one dimensional case. We use an induction on dimX . We assume the claim holds in
the case dimX ≤ n− 1, and we show that the claim holds in the case dimX = n.
Let P be any point of X . We take a smooth hypersurface Y of X such that P ∈ Y and Y ∩ D is normal
crossing. Note dim(Y ) = n− 1 ≥ 1. Then there exists a positive constant aY such that h0 |Y = aY · h1 |Y . In
particular, there exists a positive constant a(P ) such that h0 |P = a(P ) · h1 |P .
For any point P and Q, we can take a smooth hypersurface Y such that P,Q ∈ Y and Y ∩ D is normal
crossing. Then we have a(P ) = aY = a(Q), i.e., h0 = h1.
Thus we have reduced the higher dimensional case to the one dimensional case. In the following subsub-
sections 3.5.2–3.5.5, we only consider a simple flat bundle (E,∇) on a smooth quasi projective curve with the
smooth projective completion C.
3.5.2 Constantness of the eigenvalues
The hermitian metric h1 induces the self adjoint morphism H of E with respect to the metric h0. Let α1, . . . , αr
be the eigenvalues of H , and then we have |Φ|2 =∑α2i .
Lemma 3.19 We have the constantness of
∑
α2i on C.
Proof The identity map of E induces the flat morphism Φ : (E,∇, h0) −→ (E,∇, h1). Due to Lemma 3.16,
we obtain the constantness of |Φ|, i.e., the constantness of ∑α2i .
The tame pure imaginary harmonic metrics h0 and h1 induce those on (
∧lE,∇) for any l. By applying
Lemma 3.19, we obtain the constantness of any symmetric functions of α2i (i = 1, . . . , r), which implies the
constantness of αi. Thus we obtain the following:
Lemma 3.20 There exist the mutually different real numbers β1, . . . , βs and the decomposition E =
⊕
i Ei
satisfying the following:
• Ei are mutually orthogonal with respect to both of the metrics h0 and h1.
• On Ei, we have h1 = e2βi · h0.
We put L =⊕ e−βi · idEi . Then we have h1(x, y) = h0(L−1x,L−1y). We put as follows:
Lt :=
⊕
e−tβi · idEi , ht(x, y) := h0
(L−1t x,L−1t y).
Let θt denote the (1, 0)-form for (E,∇, ht) (see the subsubsection 2.5.3).
3.5.3 The description by connection forms
Let e be the orthonormal frame of E with respect to h0 on some open subset of C with a coordinate z. The
(1, 0)-form A1,0dz and the (0, 1)-form A0,1dz¯ are determined by ∇e = e · (A1,0dz + A0,1dz¯). We have the
following:
d′′e = e · A0,1dz¯, d′e = e · A1,0dz, δ′′e = e · (−tA1,0)dz¯, δ′e = e · (−tA0,1)dz.
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Thus we have the following:
θ0e = e · A
1,0 + tA0,1
2
dz, ∂e = e · A
1,0 − tA0,1
2
dz. (33)
Assume that e is compatible with the decomposition E =
⊕
Ei. Then we have Lte = e · Lt for the constant
diagonal matrices Lt. The frame e · Lt is the orthonormal frame with respect to ht. Via the frame e · Lt, we
identify End(E,E) with M(r). We have the following:
∇(e · Lt) = e · Lt · (L−1t A1,0Lt · dz + L−1t A0,1Lt · dz¯).
Hence we have the following:
θt
(
e · Lt
)
= e · Lt ·
(
L−1t A
1,0Lt + Lt
tA0,1L−1t
)
2
dz.
The metric ht induces the hermitian metric of End(E). It induces the skew linear pairing
〈·, ·〉 : (End(E)⊗ Ω1,0)⊗ (End(E) ⊗ Ω1,0) −→ Ω1,1.
We have the following formula:
〈θt, θt〉 = 1
4
∣∣∣∣L−1t A1,0Lt + LttA0,1L−1t ∣∣∣∣2 · dzdz¯.
Here || · || denote the norm of matrices. We have the decompositions:
A1,0 =
∑
A1,0i j ,
tA0,1 =
∑(
tA0,1
)
i j
,
(
A1,0i j ,
(
tA0,1
)
i j
∈ Hom(Ei, Ej)
)
.
We also have the following:
L−1t A
1,0Lt =
∑
i j
A1,0i j · e(βi−βj)t.
Thus we obtain the following:∣∣∣∣L−1t A1,0Lt + LttA0,1L−1t ∣∣∣∣2 =∑
i j
∣∣∣∣A1,0i j · e(βi−βj)t + (tA0,1)i j · e−(βi−βj)t∣∣∣∣2.
3.5.4 The convexity
Note the following positivity, or convexity:
(
d
dt
)2 ∣∣∣∣A1,0i j · e(βi−βj)t + tA0,1i j · e−(βi−βj)t∣∣∣∣2
= 2(βi−βj)2 ·
(∣∣∣∣A1,0i j · e(βi−βj)t + (tA0,1)i j · e−(βi−βj)t∣∣∣∣2 + ∣∣∣∣A1,0i j · e(βi−βj)t − (tA0,1i j) · e−(βi−βj)t∣∣∣∣2) ≥ 0.
(34)
Thus we obtain the following.
Lemma 3.21 We have the following:
√−1
(
d
dt
)2
〈θt, θt〉 ≥ 0.
The equality holds if and only if A1,0i j = A
0,1
i j = 0 for any pair i 6= j.
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3.5.5 The end of the proof of Proposition 3.4
We have the line bundle O(D) on C with the canonical section s : O −→ O(D). Let us take a C∞-hermitian
metric hD of O(D). Then we obtain the C∞-function − log |s| on C. We put C(R) :=
{
P ∈ C ∣∣ − log |s(P )| ≤
R
}
. Let us consider the following functions:
FR(t) :=
∫
C(R)
√−1 · d
dt
〈θt, θt〉, FR1,R2(t) :=
∫
C(R1,R2)
√−1 · d
dt
〈θt, θt〉.
Lemma 3.22 We have FR1,R2(0) ≤ FR1,R2(1) for any R1 and R2. If FR1,R2(0) = FR1,R2(1), then we obtain
( ddt )
2〈θt, θt〉 = 0 on C(R1, R2).
Proof It follows from
√−1 · ( ddt)2〈θt, θt〉 ≥ 0.
Corollary 3.4 For any pair R ≥ R′, we have FR(1)− FR(0) ≥ FR′(1)− FR′ (0) ≥ 0.
Let us show that FR(0) converges to 0 when R →∞ by using the assumption that (E,∇, h0) is tame pure
imaginary harmonic. We put ξ := dLtdt , which is self adjoint with respect to h0. We have the following formula:
d
dt
(
L−1t A
1,0Lt + Lt
tA0,1L−1t
)
|t=0
=
[
A1,0 − tA0,1
2
, ξ
]
= ∂ξ.
Here we have used the formula (33). Thus we have the following:
d
dt
〈θt, θt〉|t=0 = 〈∂ξ, θ0〉+ 〈θ0, ∂ξ〉 = −〈ξ, ∂θ0〉+ ∂〈ξ, θ0〉+ 〈∂θ0, ξ〉 − ∂〈θ0, ξ〉 = ∂〈ξ, θ0〉 − ∂〈θ0, ξ〉.
Hence we obtain the following:
FR(0) =
√−1
∫
∂C(R)
(
〈ξ, θ0〉 − 〈θ0, ξ〉
)
.
Let P be a point of C − C. We take a coordinate z = re
√−1η around P . Then we have the description:
θ0 = g · dz
z
= g
(
dr
r
+
√−1dη
)
.
Here g is an endomorphism of E. We recall that the eigenvalues of g|P is pure imaginary. Due to Simpson’s
Main estimate, we have the decomposition g = g0 + g1 (see the subsection 7.1 in [33]):
• There is a decomposition E =⊕α∈√−1RE′α which is orthogonal with respect to h0. The endomorphism
g0 is given by
⊕
α idE′α .
• We have the estimate |g1| ≤ C · (− log r)−1 for some positive constant C.
Since
√−1 · g0 is self adjoint, we have the cancellation:
〈
ξ,
√−1g0 ·dη
〉− 〈√−1g0 ·dη, ξ〉 = 0. We also have the
estimate
∣∣〈ξ,√−1g1〉∣∣ ≤ C · (logR)−1 for some positive constant C. Then we obtain that limR→∞ FR(0) = 0.
Lemma 3.23 We have the convergence limR→∞
(
FR(1)− FR(0)
)
= 0.
Proof We have only used the property that (E,∇, h0) is tame pure imaginary harmonic to show limR→∞ FR(0) =
0. Hence we also obtain limR→∞ FR(1) = 0. Then the lemma immediately follows.
We obtain FR(1) − FR(0) = 0 for any R, from Corollary 3.4 and Lemma 3.23. It implies ( ddt)2〈θt, θt〉 = 0
for any t ∈ [0, 1], and thus A0,1i j = A1,0i j = 0 for i 6= j, due to Lemma 3.22. It implies that the decomposition
E =
⊕
iEi is flat with respect to the connection ∇.
Since E is simple, we have E = Ei for some i, and thus we obtain h1 = e
2βi · h0. Therefore the proof of
Proposition 3.4 is accomplished.
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4 Depencence on boundary value in the case of a punctured disc
4.1 The Dirichlet problem and sequence of the boundary values
4.1.1 The Dirichlet problem
Let ϕ be an element of GL(r), and (E,∇) be a flat bundle on ∆∗ whose monodromy is conjugate with ϕ. Let
h∂∆ be a C
∞-hermitian metric on (E,∇)|∂∆. We denote the corresponding C∞-map ∂∆ −→ PH(r)
/〈ϕ〉 by ψ.
Proposition 4.1 There exists the tame pure imaginary harmonic metric h on (E,∇) such that h|∂∆ = h∂∆.
It is unique up to constant multiplication.
Proof The uniqueness immediately follows from Corollary 3.3. Hence we have only to show the existence. The
main idea is clearly explained in [29] and [23].
We put T (R1, R2) :=
{
z ∈ C |R1 ≤ − log |z| ≤ R2
}
, and T (R) := T (0, R). We use the Poincare´ metric
g := |z|−2 · (− log |z|2 + A)−2 · dz · dz¯ of ∆∗ for some positive constant A. We also use the real coordinate
z = exp
(√−1x− y).
Lemma 4.1 We have a C∞-hermitian metric h0 on ∆
∗
satisfying the following:
h0 | ∂∆ = h∂∆,
∫
∆
∗
∣∣∣∣e(Ψh0)− ρ(ϕ)24π2 (2y +A)2
∣∣∣∣ · dvolg <∞.
Proof Recall that we have a tame pure imaginary harmonic metric of (E,∇) on ∆∗, by using the model bundle
for example (see [33]). Hence we can take a C∞-hermitian metric h0 of (E,∇) satisfying the following:
• h0 | ∂∆ = h∂∆.
• The restriction of h0 to ∆∗ − T (1) is a tame pure imaginary harmonic metric.
Due to Lemma 3.8, we are done.
Remark 4.1 We can avoid to use the model bundle as in [23]. See also Lemma 4.13, for example.
The function F is given as follows, which is integrable with respect to dvolg:
F :=
∣∣∣∣e(Ψh0)− ρ(ϕ)24π2 · (2y +A)2
∣∣∣∣ . (35)
Lemma 4.2 (Hamilton-Schoen-Corlette [6]) There exists the twisted harmonic map Φn : T (n) −→ PH(r)
/〈ϕ〉
satisfying the following:
Φn | ∂∆ = ψ, Φn | |z|=e−n = Ψh0 | |z|=e−n .∫
T (n)
e(Φn) dvolg ≤
∫
T (n)
e(Ψh0) dvolg .
Proof See the proof of Theorem 2.1 of [6].
Lemma 4.3 Let R be a positive number. For any n > R, we have the following inequality:∫
T (R)
e(Φn) · dvolg ≤ R · ρ(ϕ)
2
2π
+
∫
∆
∗
F · dvolg .
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Proof We have the following inequalities:∫
T (n)
e
(
Ψh0
) · dvolg ≥ ∫
T (n)
e
(
Φn
) · dvolg = ∫
T (R)
e
(
Φn
) · dvolg + ∫
T (R,n)
e
(
Φn
) · dvolg
≥
∫
T (R)
e
(
Φn
) · dvolg +ρ(ϕ)2
2π
· (n−R). (36)
Here we have used Lemma 3.9. On the other hand, we have the following inequality by our choice of the
integrable function F (35): ∫
T (n)
e(Ψh0) · dvolg ≤
ρ(ϕ)2
2π
· n+
∫
T (n)
F · dvolg . (37)
From (36) and (37), we obtain the following:∫
T (R)
e(Φn) · dvolg ≤ R · ρ(ϕ)
2
2π
+
∫
T (n)
F · dvolg .
Thus we are done.
We have the projection p : ∆
∗ −→ ∂∆ given by p(e
√−1x−y) = e
√−1x. We have the following, for any point
P = e
√−1x0−y0 ∈ T (R):
dPH(r)
(
Φn(P ), ψ(p(P ))
)
= dPH(r)
(
Φn(P ),Φn(p(P ))
) ≤ ∫ y0
0
|∂yΦn| · dy ≤
∫ R
0
|∂yΦn| · dy
≤ CR ·
(∫ R
0
|∂yΦn|2 · dy
)1/2
≤ CR ·
(∫ R
0
e(Φn) · dy
(2y +A)2
)1/2
. (38)
Hence for any subregion B ⊂ T (R), there exists a positive constant CR,B , which is independent of a choice of
n, such that the following inequalities hold:∫
B
dPH(r)
(
Φn(P ), ψ(p(P ))
)2 · dη · dr ≤ CR,B · ∫
T (R)
e(Φn) · dvolg . (39)
Lemma 4.4 Let n0 be any infinite subset of N . Then there exist an infinite subset n1 ⊂ n0 such that the
sequence
{
Φn
∣∣n ∈ n1} is C∞-convergent on any compact subset K ⊂ ∆∗.
Proof From (39), we can take a point P ∈ ∆∗ and a subsequence n2 such that
{
Φn(P ) |n ∈ n2
}
is convergent.
We have the boundedness of e(Φn) on any compact subset K ⊂ ∆∗, which can be derived from the boundedness
of the energy E(Φn) (Lemma 4.3) and Lemma 2.25. Then it is standard to show the result by using the boot
strapping argument. (See [29] and [37]).
Let us fix the subsequence n1 for which {Φn |n ∈ n1} is convergent on any compact subset K ⊂ ∆∗. Let
Φ∞ denote the limit, and let h denote the corresponding harmonic metric of (E,∇). We also use the notation
Ψh to denote Φ∞.
Lemma 4.5 The sequence
{
Φn
∣∣n ∈ n1} is C0-convergent on T (R) for any R. In particular, Φ∞| ∂∆ = ψ.
Proof Due to our choice of n1, the sequence
{
Φn | |z|=e−k |n ∈ n1
}
is C∞-convergent. By our choice of Φn,
we have Φn | ∂∆ = ψ. Then we obtain the C0-convergence due to Lemma 3.18.
Due to Lemma 4.3, we obtain the following inequality:∫
T (R)
e
(
Ψh
) · dvolg ≤ R · ρ(ϕ)2
2π
+ C.
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Here C denotes a positive constant, which is independent of R. Then it is easy to obtain an integrable function
F˜ on ∆
∗
, satisfying the following inequalities for any sufficiently large real number R:∫
T (R)
e
(
Ψh
) · dvolg ≤ ∫
T (R)
(
ρ(ϕ)2
4π2
· (2y +A)2 + F˜) · dvolg .
Therefore the harmonic bundle (E,∇, h) is tame pure imaginary due to Proposition 3.1. Thus the proof of
Proposition 4.1 is accomplished.
We give a remark on the convergency of the sequence
{
Φn
}
.
Lemma 4.6 The sequence
{
Φn
}
is C∞-convergent on any compact subset K ⊂ ∆∗, and it is C0-convergent
on T (R) for any R.
Proof Let n0 and n1 be as in Lemma 4.4. We have the limit Φ∞. It is tame pure imaginary harmonic. It
also satisfies Φ∞| ∂∆ = ψ. Then it follows that Φ∞ is independent of a choice of n1, due to Corollary 3.3. It
implies the desired convergence properties of the sequence
{
Φn
∣∣n ∈N}.
4.1.2 Dependence of a convergent sequence of boundary values
Let {ϕi} be a sequence in GL(r) converging to A. Let Φi : ∆∗ −→ PH(r)
/〈
ϕi
〉
and Φ : ∆
∗ −→ PH(r)/〈ϕ〉 be
maps, which are corresponding to tame pure imaginary harmonic bundles on ∆
∗
.
Proposition 4.2 Assume the following:
• The sequence of the boundary values {Φi | ∂∆} converges to Φ|∂∆ in C∞-sense.
• There exists a positive constant C, which is independent of i and k, satisfying the following:∫
T (k)
e(Φi |Tk) · dvolg ≤ k ·
ρ(ϕi)
2
2π
+ C.
Then the sequence {Φi} is C∞-convergent on any compact subset K ⊂ ∆∗, and C0-convergent on any Tk.
Proof The argument is essentially same as the proof of Proposition 4.1 and Lemma 4.6. Hence we only indicate
an outline.
Let n0 be an infinite subset of N . Then we can take an infinite subset n1 ⊂ n0 such that the sequence
{Φi |n ∈ n1} is C∞-convergent on any compact subset K ⊂ ∆∗, by an argument similar to the proof of Lemma
4.4. We denote the limit by Φ∞. We can show that the sequence
{
Φi
∣∣n ∈ n1} is C0-convergent on any Tk by
an argument similar to the proof of Lemma 4.5. In particular, we obtain Φ∞| ∂∆ = Φ|∂∆. By using the estimate
of the energy and Proposition 3.1, we can show that Φ∞ corresponds to the tame pure imaginary harmonic
bundle. Thus we obtain Φ∞ = Φ from the maximum principle (Lemma 3.18). Since Φ∞ is independent of a
choice of n1, we obtain the desired convergency of
{
Φi
}
.
4.2 Family version
4.2.1 Estimate for a flat family
Let X be a C∞-manifold. Let (E,∇) be a flat bundle on ∆∗ × X . Let h1 be a C∞ hermitian metric of
(E,∇)|∂∆×X . We have the hermitian metric h on (E,∇) such that (E,∇, h)|∆∗×P are tame pure imaginary
harmonic bundles on ∆
∗
for any P ∈ X .
Let us pick any point P0 of X , and take an appropriate neighbourhood U of P0. For any point P ∈ U , we
may assume to have the natural identification (E,∇)|∆∗×P ≃ (E,∇)|∆∗×P0 . Hence we obtain the family of the
maps φP : ∆
∗ × {P0} −→ PH(r)
/〈ϕ〉. Here ϕ denotes the monodromy.
Lemma 4.7 We regard h as the family of tame pure imaginary harmonic metrics
{
h∆∗×P
∣∣P ∈ X}. Then the
assumption in Proposition 4.2 is satisfied.
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Proof It is easy to see that we can take a C∞-hermitian metric h2 of (E,∇)|∆∗×U such that the following
holds:
• h2 | ∂∆×U = h1 | ∂∆×U ,
• The restriction of h2 to ∆∗−S1 is the fixed tame pure imaginary harmonic metric, i.e., h2 | (∆∗−S1)×{P} =
h2 | (∆∗−S1)×{P0} under the isomorphism (E,∇)|∆∗×{P} ≃ (E,∇)|∆∗×{P0}.
Let Ψh2 P : ∆
∗ × {P0} −→ PH(r)
/〈ϕ〉 denote the map corresponding to h2 |∆∗×P . There exists a positive
constant C, which is independent of a choice of P , such that the following holds:∫
∆
∗
∣∣∣e(Ψh2 P )− ρ(ϕ)24π2 · (− log |z|2 +A)2∣∣∣ · dvol < C.
Then the claim of Lemma 4.7 is clear from the proof of Proposition 4.1.
Lemma 4.8 The corresponding map Ψh is continuous. We also have the continuity of ∂
l
z∂
m
z Ψh for any l and
m.
Proof It follows from Proposition 4.2 and Lemma 4.7.
For any point P ∈ X , we put as follows:
(EP ,∇P , hP ) := (E,∇, h)|∆∗×P .
We obtain ∂EP and θ
P .
Lemma 4.9
{
∂EP
∣∣P ∈ X} and {θP ∣∣P ∈ X} are continuous with respect to P .
Proof It follows from Lemma 4.8.
We have the description θP = fP0 · dz/z. We obtain the family of the characteristic polynomial:
det(t− fP0 ) =
∑
ti ·Ai(z, P ).
Here Ai(z, P ) is continuous on ∆
∗ ×X . The restrictions of Ai to ∆∗ × P are holomorphic, and it is naturally
extended to the holomorphic functions on ∆ × P . Then it is easy to see that Ai is naturally extended to the
continuous function on ∆×X , by using the Cauchy’s integral formula.
For any point P ∈ X , we can take positive constants R(P ), C(P ), ǫ(P ) as in Lemma 3.3.
Lemma 4.10 We can take the constants R(P ), C(P ), ǫ(P ) independently of P .
Proof It follows from the continuity of Ai on ∆×X .
Lemma 4.11 Positive constants R′, C′, ǫ′ in Lemma 3.4, a positive constant C′′ in Lemma 3.5, a positive
constant C1 in Lemma 3.8 and a positive constant C0 in Corollary 3.1 for (E
P , ∂EP , h
P , θP ) can be taken
independently of P .
Let (x1, . . . , xl) be a coordinate of X . Recall that ∂Ψh/∂xi are defined almost everywhere.
Lemma 4.12 For any point T ∈ X, we have the following:∣∣∣∣∂Ψh∂xi
∣∣∣∣ (P, T ) ≤ max{∣∣∣∣∂Ψh∂xi
∣∣∣∣ (Q, T ) ∣∣∣Q ∈ ∂∆}
Proof It follows from Lemma 3.18.
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4.2.2 Another family
Recall we have the continuous family of C∞-twisted maps
{
Φ˜(ξ1,κ)
∣∣ (ξ1, κ) ∈ R× [0, 1]} (see the subsubsection
2.4.4).
Lemma 4.13 For any (ξ1, κ) ∈ R × [0, 1], we have twisted harmonic maps Ψh (ξ1,κ) : ∆
∗ −→ PH(r)/〈f˜2(κ)〉
which satisfy the following:
• Ψh (ξ1,κ) | ∂∆ = Φ˜(ξ1,κ) | ∂∆.
• There exists a positive constant C, which is independent of a choice of (ξ1, κ), such that the following
holds: ∫
∆
∗
∣∣∣∣e(Ψ˜h (ξ1,κ))− ρ(f2)24π2 · (2η2 + b)2
∣∣∣∣dvol < C. (40)
Proof We have the finiteness as in Lemma 2.24. We can take Φ(ξ1,κ) as the hermitian metric in Lemma 4.1,
and we construct the twisted harmonic maps Ψh (ξ1,κ) as in the subsection 4.1. Then we obtain the estimate of
the integral (40), independently of (ξ1, κ).
Corollary 4.1 For any non-negative integers l and m, the family
{
∂mξ2∂
l
η2Ψh,(ξ1,κ)
∣∣ (ξ1, κ) ∈ R × [0, 1]} is
continuous with respect to (ξ1, κ).
From the family
{
Ψh (ξ1,κ)
∣∣ (ξ1, κ) ∈ R × [0, 1]}, we obtain the continuous family of the flat bundles
(E,∇)(ξ1,κ) with the tame pure imaginary harmonic metrics h(ξ1,κ) on ∆
∗
. We obtain the Higgs fields θ(ξ1,κ).
Similarly to Lemma 4.10 and Lemma 4.11, we obtain the following.
Lemma 4.14 We can take the constants R(ξ1, κ), C(ξ1, κ), ǫ(ξ1, κ) in Lemma 3.3 independently of (ξ1, κ).
Lemma 4.15 Positive constants R′, C′, ǫ′ in Lemma 3.4, a positive constant C′′ in Lemma 3.5, a positive
constant C1 in Lemma 3.8 and a positive constant C0 in Corollary 3.1 for (E, ∂E , h, θ)(ξ1,κ) can be taken
independently of (ξ1, κ).
5 Control of the energy of twisted map on a Kahler surface
5.1 Around smooth points of divisors
5.1.1 Metric
Let X be a closed region of Cl whose boundary is continuous. We consider the set X ×∆(R) ⊂ Cl ×C. We
use the real coordinate (x1, . . . , x2l) of C
l. We denote ∂/∂xi also by ∂i.
We use the real coordinate z = x +
√−1y of C. We also use the polar coordinate z = r · e
√−1η of C. We
denote ∂/∂r and ∂/∂η also by ∂r and ∂η respectively. We denote the origin of C by O.
We have the natural complex structure JX of X , which is induced by the complex structure of C
l. For
any point P ∈ X , we denote {P} ×∆(R) by P ×∆(R) for simplicity. We have the natural complex structure
JP×∆(R) on P ×∆(R), which is induced by the complex structure of C.
Let J be a complex structure of X ×∆(R) satisfying the following conditions:
Condition 5.1
• The natural inclusion X × {O} −→ X ×∆(R) is a holomorphic embedding.
• Let P be any point of X. We have the natural inclusion T(P,O)(P × ∆(R)) −→ T(P,O)(X × ∆(R)) of
the tangent spaces. Then T(P,O)(P ×∆(R)) is a subspace of C-vector space T(P,O)(X ×∆(R)), and the
restriction of J to T(P,O)(P ×∆(R)) is same as JP×∆(R).
Remark 5.1 The complex structure J is not necessarily same as the natural complex structure of X×∆(R).
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Let P be any point of X . Let ζ be a holomorphic function of (X ×∆(R), J) defined on a neighbourhood U
of (P,O) satisfying the following:
dζ|(P,O) 6= 0, ζ−1(0) = U ∩ (X × {O}).
Let z be the holomorphic coordinate of C. It induces a C∞-function on X × ∆(R), which is not necessarily
holomorphic with respect to the complex structure J .
Lemma 5.1 There exists the complex number a(P ) such that dz|(P,O) = a(P ) · dζ|(P,O).
Proof Both of dζ|(P,O) and dz|(P,O) vanish on T (X × {O}). Hence we have only to compare them on the one
dimensional subspace T(P,O)(P ×∆(R)). Since both of dζ|(P,O) and dz|(P,O) are C-linear, we obtain the complex
number a(P ) as claimed.
For simplicity, we consider the case ζ is defined over X ×∆. We can take a C∞-function a : X ×∆ −→ C∗
such that (a · dζ)|X×{O} = dz|X×{O}. We have the following estimates:
|aζ|2 = |z|2 +O(|z|3),
∣∣∣∣dζ ( ∂∂xi
)∣∣∣∣ = O(|z|). (41)
Let g1 be a Kahler metric of (X × ∆, J), and ω1 be the associated Kahler form. We have the following
estimates with respect to the metric g1:∣∣dz − d(aζ)∣∣
g1
= O(|z|), dz
z
− dζ
ζ
= O(1). (42)
Let b be any C∞-function on X ×∆ such that − log |ζ|2 + b > 0 on X ×∆∗ and (b+ log |a|2)|X×{O} > 0 on
X × {O}. We put A := (b+ log |a|2)
X×{O}. We have the estimate:∣∣∣(− log |z|2 +A)− (− log |ζ|2 + b)∣∣∣ = O(|z|). (43)
We have the following formula:
∂∂ log
(
− log |ζ|2 + b
)
= ∂
(
∂
(− log |ζ|2 + b)
− log |ζ|2 + b
)
= − 1(− log |ζ|2 + b)2
(
dζ
ζ
− ∂b
)
∧
(
dζ¯
ζ¯
− ∂b
)
+
−∂∂b
(− log |ζ|2 + b) . (44)
Assume that the following gives the Kahler form:
ω = ω1 −
√−1∂∂ log
(
− log |ζ|2 + b
)
.
Let g denote the associated Kahler metric. Let g2 (resp. g3) denote the hermitian form corresponding to the
first (resp. second) term in the right hand side of (44). Thus we have the decomposition g = g1 + g2 + g3.
Recall we use the polar coordinate z = r · e
√−1η.
Lemma 5.2 We have the following estimates:∣∣∂r∣∣2g = (1 + F1) · 1r2 · (− log r2 +A)2 , |F1| = O(r · (− log r2 +A)).∣∣∂η∣∣2g = (1 + F2) · 1(− log r2 +A)2 , |F2| = O(r · (− log r2 +A)).
Proof It follows from (42), (43) and (44). Note |∂η|g1 = O(r).
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Lemma 5.3 We have the following estimate:
∣∣g(∂r, ∂η)∣∣ = O((− log r2 +A)−2), ∣∣∣∣g(∂r, ∂η)|∂η|2g
∣∣∣∣ = O(1).
Proof We have the following estimates:∣∣g1(∂r, ∂η)∣∣ = O(r), ∣∣g3(∂r, ∂η)∣∣ = O(r · (− log r2 +A)−1).
Since ∂r and ∂η are orthogonal with respect to the hermitian form dz ·dz¯, we obtain the following estimate from
(42). ∣∣g2(∂r, ∂η)∣∣ = O((− log r2 +A)−2).
Then we obtain the result from (44).
We put as follows:
e1 := ∂η, e2 := ∂r − g(∂r, ∂η)|∂η|2g
· ∂η.
Lemma 5.4 We have the following estimate:
|e2|2g = (1 + F3) ·
1
r2(− log r2 +A)2 , |F3| = O
(
r · (− log r2 +A)).
Proof We have |e2|2g = |∂r|2g − |g(∂r, ∂η)|2 · |∂η|−2g . Then it is easy to check the claim.
We use the notation ∂i to denote ∂/∂xi.
Lemma 5.5 We have the following estimate:
g
(
∂i, e1
)
= O
(
(− log r2 +A)−2), g(∂i, e2) = O(r−1 · (− log r2 +A)−2).
Proof We have estimates (g1 + g3)
(
∂i, e1
)
= O(r). We also have g2
(
∂i, e1
)
= O
(
(− log r2 + A)−2), which
follows from (42). Thus we obtain the first estimate. Similarly, we can obtain the second estimate.
We put as follows:
fi := ∂i − g(∂i, e1)|e1|2g
· e1 − g(∂i, e2)|e2|2g
· e2.
Lemma 5.6 We have the following estimate:∣∣g(fi, fj)− g1(∂i, ∂j)∣∣ = O((− log r2 +A)−1).
Proof We have the following:
g(fi, fj) = g(∂i, ∂j)−
∑
a=1,2
g(∂i, ea) · g(∂j , ea)
|ea|2g
.
The second term is O
(
(− log r2 + A)−2), which follows from the previous lemmas. It is easy to obtain the
following estimate, from (44):
g(∂i, ∂j) = g1(∂i, ∂j) +O
(
(− log r2 +A)−1).
Thus we are done.
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5.1.2 The volume form
The restriction of g1 to X × {0} induces the volume form of X , which we denote by dvolX .
Lemma 5.7 Let π : X ×∆ −→ X be the projection. We have the following estimate:
dvolg = (1 + F4) · π∗ dvolX · dr · dη
r · (− log r2 +A)2 , |F4| = O
(
(− log r2 +A)−1). (45)
Proof We have the naturally defined subbundle T∆ ⊂ T (X × ∆). Let H be the orthogonal complement of
T∆ in T (X ×∆). The bundle H is generated by f1, . . . , f2l.
The metric g induces the volume form of T∆, which is as follows, due to Lemma 5.2 and Lemma 5.4:
(1 +G1) · dr · dη
r · (− log r2 +A)2 , |G1| = O
(
r · (− log r2 +A)).
On the other hand, we have the volume form of H induced by g, which is as follows, due to Lemma 5.6:
(1 +G2) · π∗ dvolX , |G2| = O
(
(− log r2 +A)−1).
Then (45) follows.
5.1.3 An inequality for energy
Let Y be a Riemannian manifold on which π1(X ×∆∗) acts. Let F : X ×∆∗ −→ Y
/
π1(X ×∆∗) be a twisted
map. Let eg(F ) denote the energy function of F with respect to the metric g of X .
Lemma 5.8 There exists a positive number C such that the following holds for any twisted map F :∣∣∣∣∣eg(F )− (− log r2 +A)2 ·
∣∣∣∣∂F∂η
∣∣∣∣2
∣∣∣∣∣ ≤ C ·
(
l∑
i=1
∣∣∣∣ ∂F∂xi
∣∣∣∣2 + r2 · (− log r2 +A)2 · ∣∣∣∣∂F∂r
∣∣∣∣2 + ∣∣∣∣∂F∂η
∣∣∣∣2
)
. (46)
Proof We have the following estimate from Lemma 5.2, which is independent of F :
|e1|−2g ·
∣∣dF (e1)∣∣2 = ((− log r2 +A)2 +G1) · ∣∣∣∣∂F∂η
∣∣∣∣2 , |G1| = O(r · (− log r2 +A)).
From Lemma 5.3, there exists a positive constant, which is independent of F , such that the following holds:∣∣dF (e2)∣∣2 ≤ C · (∣∣∂rF ∣∣2 + ∣∣∂ηF ∣∣2).
Thus we have the following estimate from Lemma 5.4, which is independent of F :
|e2|−2g ·
∣∣dF (e2)∣∣2 = O(r2 · (− log r2 +A)2 · (|∂rF |2 + |∂ηF |2)).
We take the orthogonal frame f˜1, . . . , f˜2l of the orthogonal complement of T∆, by applying the orthogonalization
of Schmidt to f1, . . . , f2l. Then it is easy to obtain the following estimate, which is independent of F :
|dF (f˜i)|2 = O
(∑
i
|∂iF |2 + r2 · |∂rF |2 + |∂ηF |2
)
.
Then (46) immediately follows.
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5.1.4 An estimate for some twisted map
Let (E,∇) be a flat connection on X ×∆∗. Let h′ be a C∞-hermitian metric of E|X×∂∆.
Lemma 5.9 We have the unique continuous hermitian metric h of E satisfying the following:
• The restriction h|P×∆∗ is tame pure imaginary harmonic metric of (E,∇)|P×∆∗ . Here the metric of
P ×∆∗ is given by |z|−2 · (− log |z|2 +A)−2 · dz · dz¯.
• h|X×∂∆ = h′.
Proof See the subsubsection 4.2.1.
For any point P , let ϕP denote the monodromy of the harmonic bundle (E, h,∇)|P×∆∗ . The conjugacy
classes are independent of a choice of P . Thus we denote ϕP simply by ϕ. Let Ψh denote the twisted map
corresponding to h.
Lemma 5.10 There exists a positive constant C0, which is independent of P , such that the following holds:∣∣∣∣∂Ψh∂r
∣∣∣∣2 · r2 · (− log r2 +A)2 ≤ C0,
∣∣∣∣∣
∣∣∣∣∂Ψh∂η
∣∣∣∣2 · (− log r2 +A)2 − ρ(ϕ)24π2 · (− log r2 +A)2
∣∣∣∣∣ ≤ C0.
Proof It follows from Lemma 4.11.
Lemma 5.11 ∂iΨh is defined almost everywhere, and we have the following, for any point P ∈ X:∣∣∂iΨh∣∣2(T, P ) ≤ max{|∂iΨh|2(T,Q) ∣∣∣Q ∈ ∂∆}.
Proof It follows from Lemma 4.12.
Proposition 5.1 The following function is bounded on X ×∆∗:∣∣∣∣e(Ψh)− ρ(ϕ)24π2 · (− log |z|2 +A)2
∣∣∣∣ .
Proof We obtain the boundedness of the following, due to Lemma 5.8, Lemma 5.10 and Lemma 5.11:∣∣∣∣∣e(Ψh)−
∣∣∣∣∂Ψh∂η
∣∣∣∣2 · (− log |z|2 +A)2
∣∣∣∣∣ .
Then the desired boundedness immediately follows from Lemma 5.10.
Corollary 5.1 We have the boundedness of the following function on X ×∆∗:∣∣∣∣e(Ψh)− ρ(ϕ)24π2 (− log |ζ|2 + b)2
∣∣∣∣ . (47)
In particular, we obtain the following finiteness:∫
X×∆∗
∣∣∣∣e(Ψh)− ρ(ϕ)24π2 (− log |ζ|2 + b)2
∣∣∣∣ · dvolg <∞. (48)
Proof The function
∣∣(− log |ζ|2 + b)2 − (− log |z|2 +A)2∣∣ is bounded on X ×∆, due to (43). Thus we obtain
the boundedness (47). The finiteness (48) immediately follows from (47).
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5.1.5 A priori lower estimate of the energy for arbitrary map
Let b1 be a C
∞-function on X ×∆. The functions w, s and φ are given by the relations e−(b+b1)/2 · ζ = w =
s · e
√−1φ. We have dw/w = dζ/ζ − d(b + b1)/2. We use the coordinate change on X ×∆∗ given as follows:
(x1, . . . , x2l, r, η)←→ (x1, . . . , x2l, s, φ).
We have the equality − log |ζ|2 + b = − log s2 − b1 > 0.
A 1-form
∑
iAi · dxi +B · ds+C · dφ on X ×∆
∗
is called independent of φ, if Ai, B and C are independent
of φ. It is similarly defined that an i-form is independent of φ.
Lemma 5.12 Let ω be a C∞-form on X × ∆. Then we have a decomposition ω = ω1 + ω2, where ω1 is
independent of φ and |ω2|g1 = O(s).
Proof We can check it elementarily by using Taylor development.
Lemma 5.13 We have the following estimate with respect to the Kahler form g1 on X ×∆:
dη − dφ = O(1), dr
r
− ds
s
= O(1).
Proof The first claim follows from the following:
2
√−1dη = dz
z
− dz¯
z¯
=
dw
w
− dw¯
w¯
+O(1) = 2
√−1dφ+O(1).
The second claim can be shown similarly.
Lemma 5.14 We have the following estimate of the volume form:
dvolg = (H1 +H2) · dx1 · · · dx2l · ds · dφ
s · (− log s2 − b1)2 .
Here H1 is independent of φ and 0 < C1 < H1 < C2 for some positive constants Ci. We also have the estimate
|H2| = O
(
(− log s2 − b1)−2
)
.
Proof We apply Lemma 5.12 to the C∞-form ∂∂b, and then we have g(∂i, ∂j) = g1(∂i, ∂j) +K1 ·
(− log s2 −
b1
)−1
+K2, where K1 is independent of φ and K2 = O
(
(− log s2 − b1)−2
)
. Then the claim can be shown by an
argument similar to the proof of Lemma 5.7 using Lemma 5.13.
Lemma 5.15 We have the following estimate:
∂η
∂φ
= 1 +O(s),
∂r
∂φ
= O(s2).
Proof It follows from Lemma 5.13.
Lemma 5.16 We have the following estimate:
|∂φ|2g = (1 + I1) · (− log s2 − b1)−2, |I1| = O
(
s · (− log s2 − b1)
)
.
Proof We obtain the following from Lemma 5.15 and Lemma 5.2:
|∂φ|2g =
(
1 +O(s)
) · |∂η|2g +O(s4) · ∣∣∂r∣∣2g +O(s2) · g(∂η, ∂r) = (1 + I1) · (− log s2 − b1)2.
Thus we are done.
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Let F : X ×∆∗ −→ PH(r)/〈ϕ〉 be any twisted map. Then we obtain the following:
eg(F ) · dvolg ≥
∣∣∂φ∣∣−2g · ∣∣∂φF ∣∣2 · dvolg
= (1 + I1) · (− log s2 − b1)2 ·
∣∣∂φF ∣∣2 × (H1 +H2) · dx1 · · · dx2l · ds · dφ
s · (− log s2 − b1)2
=: (H1 +H3) ·
∣∣∂φF ∣∣2 · dx1 · · · dx2l · ds · dφ
s
. (49)
Here H1 and H2 are as in Lemma 5.14, and we put H3 := (1 + I1) · (H1 + H2) − H1. We remark |H3| =
O
(
(− log s2 − b1)−2
)
.
Lemma 5.17 There is a function H4, which is independent of F , satisfying |H4| = O
(
(− log s2 − b1)−2
)
and
the following inequality:∫ 2π
0
∣∣∂φF ∣∣2 · (H1 +H3) · s−1 · dφ ≥ ∫ 2π
0
(ρ(ϕ)2
4π2
−H4
)
· (H1 +H2) · s−1 · dφ.
Proof Due to Lemma 2.15, we have the following:∫ 2π
0
∣∣∂φF ∣∣2 · (1 +H−11 ·H3) · dφ ≥ ρ(ϕ)2 ·(∫ 2π
0
(1 +H−11 ·H3)−1 · dφ
)−1
.
Since we have |H−11 · H3| = O
(
(− log s2 − b1)−2
)
, we obtain the following, for some H ′4 such that |H ′4| =
O
(
(− log s2 − b1)−2
)
: ∫ 2π
0
∣∣∂φF ∣∣2 · (1 +H−11 ·H3) · dφ ≥ ρ(ϕ)22π −H ′4.
Hence we obtain the following:∫ 2π
0
∣∣∂φF ∣∣2 · (H1 +H3) · s−1 · dφ ≥ ∫ 2π
0
(
ρ(ϕ)2
4π2
− H
′
4
2π
)
·H1 · s−1 · dφ
≥
∫ 2π
0
(
ρ(ϕ)2
4π2
−H4
)
· (H1 +H2) · s−1 · dφ. (50)
Here we take H4 appropriately by using |H2| = O
(
(− log s2 − b1)−2
)
. Thus we are done.
Let us consider the region S of the following form:
S := {(P,Q) ∈ X ×∆∗ ∣∣R1 ≤ − log s(Q) ≤ R2}.
Corollary 5.2 There is a function H4, which is independent of F , satisfying |H4| = O
(
(− log |ζ|2 + b)−2) and
the following inequality:∫
S
e(F ) · dvolg ≥
∫
S
∣∣∂φF ∣∣2 · ∣∣∂φ∣∣−2g · dvolg ≥ ∫S
(
ρ(ϕ)2
4π2
−H4
)
· (− log |ζ|2 + b)2 · dvolg .
Note the finiteness
∫
X×∆∗ |H4| · (− log |ζ|2 + b)2 dvolg <∞.
5.2 Around the intersection
5.2.1 Preliminary
We use the real coordinate (x1, y1, x2, y2) given by zi = exp(
√−1xi − yi) on (∆∗)2. For the moment, we use
the Poincare´ metric g0 on (∆
∗
)2:
g0 :=
∑
a=1,2
dxa · dxa + dya · dya(
2ya +A
)2 .
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Let (E,∇) be a flat bundle on (∆∗)2. Let fi (i = 1, 2) be monodromies around zi = 0. We put as follows:
(∆
∗
)2 ⊃ Y := {(z1, z2) ∈ (∆∗)2 ∣∣ |z1| = |z2|} ≃]0, 1]× T 2.
We have the twisted map ψ′ : Y −→ PH(r)/〈f1, f2〉 given as follows:
ψ′(x1, x2, y1, y2) = F
(
B · log(y1 + y2 +A), x1, x2
)
= F
(
B · log(2y1 +A), x1, x2
)
.
(See the subsubsections 2.4.2 and 2.4.4.) Here B denotes sufficiently large positive constant. We remark that
the morphism Φ in the subsubsection 2.4.4 is just twisted by the isomorphisms.
Let π : (∆
∗
w)
2 −→ (∆∗z)2 be the map given by π(w1, w2) = (w1, |w1| · w2). Then we obtain the isomorphism
∆
∗
w1 × ∂∆w2 ≃ Y .
We use the real coordinate (ξ1, ξ2, η1, η2) of (∆
∗
w)
2, given by wi = exp
(√−1ξi − ηi). Then we have the
relation xi = ξi (i = 1, 2), y1 = η1 and y2 = η1 + η2.
We have the C∞-metric h′ of π−1(E)|∆∗×∂∆, which corresponds to a twisted map ψ
′. We take the unique
continuous metric h of π−1(E) on (∆
∗
)2 satisfying the following conditions:
• h|∆∗×∂∆ = h′.
• The restrictions (π−1(E), π−1∇, h)|P×∆∗w2 is tame pure imaginary harmonic bundle, for any point P ∈ ∆
∗
.
Let Ψh : (∆
∗
)2 −→ PH(r)/〈f1, f2〉 denote the corresponding twisted map.
We have the following estimate, due to Lemma 2.19:∣∣∣∣∣
∣∣∣∣∂ψ′∂ξ1
∣∣∣∣2 − ρ(ϕ)24π2
∣∣∣∣∣ ≤ C1 · e−C2·B log(2η1+A) ≤ C3(2η1 +A)C2B .
Hence we obtain the following, due to Lemma 4.12:∣∣∣∣∂Ψh∂ξ1
∣∣∣∣2 ≤ ρ(ϕ)24π2 + C3(2η1 +A)C2B . (51)
We have the following estimate, due to Lemma 2.20:∣∣∣∣∂ψ′∂η1
∣∣∣∣ = B ·
√∑
α2i
2η1 +A
.
Therefore we obtain the following, due to Lemma 4.12:∣∣∣∣∂Ψh∂η1
∣∣∣∣ ≤ B ·
√∑
α2i
2η1 +A
. (52)
Lemma 5.18 There exists a positive constant C such that the following holds:∣∣∣∣∂Ψh∂η2
∣∣∣∣2 ≤ C(2η2 +A)2 ,
∣∣∣∣∣
∣∣∣∣∂Ψh∂ξ2
∣∣∣∣2 − ρ(f2)24π2
∣∣∣∣∣ ≤ C(2η2 +A)2 .
Proof It follows from Lemma 4.15. We remark that the boundary value Φ˜ in the subsubsection 4.2.2 is obtained
from Φ (see the subsubsection 2.4.4), and Φ is just twisted by isomorphisms from F , which is the boundary
value we consider here. Hence we can use Lemma 4.15 here.
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5.2.2 The twisted maps and the estimates of their energy on Z1 and Z2
We reformulate the result in the subsubsection 5.2.1. We put Z1 :=
{
(z1, z2)
∣∣ |z1| ≥ |z2|}. We have the naturally
defined projection π1 : Z1 −→ ∆∗z1 . For any point P ∈ ∆
∗
z1 , we have π
−1
1 (P ) ≃
{
z2
∣∣ 0 < |z2| ≤ |z1(P )|}. We
take the continuous hermitian metric hZ1 of E|Z1 satisfying the following:
• hZ1 |Y = h′.
• For any point P ∈ ∆∗z1 , the restriction hZ1 |π−11 (P ) is a tame pure imaginary harmonic metric.
Lemma 5.19 We have the following estimate:∣∣∣∣∂ΨhZ1∂x1
∣∣∣∣2 ≤ ρ(f1)24π2 +O((2y1 +A)−C2B),∣∣∣∣∂ΨhZ1∂x2
∣∣∣∣2 ≤ ρ(f2)24π2 +O((2(y2 − y1) +A)−2),∣∣∣∣∂ΨhZ1∂y1
∣∣∣∣2 = O((2y1 +A)−2 + (2(y1 − y2) +A)−2),∣∣∣∣∂ΨhZ1∂y2
∣∣∣∣2 = O((2(y2 − y1) +A)−2).
Proof It follows from (51), (52), Lemma 5.18 and the relations xi = ξi (i = 1, 2), y1 = η1 and y2 = η1 + η2.
Lemma 5.20 We have the following estimate on Z1:
|∂z1 |−2g0 ·
∣∣∂z1ΨhZ1 ∣∣2 ≤ (2y1 +A)22 ·
(
ρ(f1)
2
4π2
+O
(
(2y1 + A)
−C2B + (2y1 +A)−2 +
(
2(y2 − y1) +A
)−2))
.
|∂z2 |−2g0 ·
∣∣∂z2ΨhZ1 ∣∣2 ≤ (2y2 +A)22
(
ρ(f2)
2
4π2
+O
((
2(y2 − y1) +A
)−2))
.
Proof It follows from Lemma 5.19.
Corollary 5.3 We have the following estimate of the energy eg0
(
ΨhZ1
)
with respect to the metric g0 on Z1:
eg0
(
ΨhZ1
) ≤ ∑
i=1,2
ρ(fi)
2
4π2
(2yi +A)
2 +O
(
1 +
(2y1 +A)
2(
2(y2 − y1) +A
)2 + (2y2 +A)2(
2(y2 − y1) +A
)2
)
.
The last term in the right hand side is integrable on Z1 with respect to the measure dvolg0 induced by the metric
g0.
Similarly we put Z2 :=
{
(z1, z2)
∣∣ |z1| ≥ |z2|}. Let π2 : Z2 −→ ∆∗z2 be the naturally defined projection. We
have the continuous hermitian metric hZ2 of E|Z2 satisfying the following:
• hZ2 |Y = h′.
• For any point P ∈ ∆∗z2 , the restriction hZ2 |π−12 (P ) is tame pure imaginary harmonic metric.
We obtain the following lemma.
Lemma 5.21 Lemma 5.19, Lemma 5.20 and Corollary 5.3 for hZ2 hold, when (x1, y1) and (x2, y2) are ex-
changed and Z1 is replaced with Z2.
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Since hZ1 and hZ2 coincides on Y , they give the continuous and locally L
2
1 hermitian metric h on (∆
∗
)2.
Lemma 5.22 There exists an integrable function Ji (i = 1, 2) with respect to the measure dvolg0 , such that the
following holds for h:
|∂z1 |−2g0 · |∂z1Ψh|
2
=
(2y1 +A)
2
2
· ρ(f1)
2
4π2
+ J1
|∂z2 |−2g0 · |∂z2Ψh|
2
=
(2y2 +A)
2
2
ρ(f2)
2
4π2
+ J2
eg0
(
Ψh
) ≤ ∑
i=1,2
ρ(fi)
2
4π2
(−2yi +A)2 + 2(J1 + J2).
Proof It follows from Corollary 5.3 and Lemma 5.21.
5.2.3 Perturbation of the metric and the estimate of the energy function
Let g1 be a C
∞-Kahler metric of ∆
2
. Let us consider the Kahler metric g = g0 + g1. We put as follows:
e1 := ∂z1 , e2 := ∂z2 −
g(∂z2 , ∂z1)
|∂z1 |2g
· ∂z1 .
We have the following estimate:
∣∣e2∣∣2g = ∣∣∂z2 ∣∣2g ·
(
1−
∣∣g(∂z1 , ∂z2)∣∣2∣∣∂z1∣∣2
)
=
∣∣∂z2∣∣2g · (1 +O(|z1|2 · |z2|2 · (− log |z1|2 +A)2 · (− log |z2|2 +A)2)) .
(53)
Lemma 5.23 Let Φ : (∆
∗
)2 −→ PH(r)/〈f1, f2〉 be any twisted map. The energy function eg(Φ) can be described
as follows:
eg
(
Φ
)
= 2
∑
i=1,2
(
1 +Gi
) · ∣∣∂z1∣∣−2g · ∣∣∂ziΦ∣∣2.
We have the estimate of Gi:
|Gi| = O
(
|z1| · |z2| ·
(− log |z1|2 +A) · (− log |z2|2 +A)).
The estimate is independent of a choice of Φ.
Proof We have the following equality:
∣∣dΦ(e2)∣∣2 = ∣∣∂z2Φ∣∣2 − 2Re
g(∂z1 , ∂z2)∣∣∂z1 ∣∣2g
(
∂z2Φ, ∂z1Φ
)+ ∣∣g(∂z1 , ∂z2)∣∣2∣∣∂z1∣∣4g ·
∣∣∂z1Φ∣∣2.
Hence we have the following inequality:
∣∣∣∣∣dΦ(e2)∣∣2 − ∣∣∂z2Φ∣∣2∣∣∣ ≤ 2 · ∣∣g(∂z1 , ∂z1)∣∣∣∣∂z1 ∣∣2g ·
∣∣∂z1Φ∣∣ · ∣∣∂z2Φ∣∣ + ∣∣g(∂z1 , ∂z2)∣∣2∣∣∂z1∣∣4g ·
∣∣∂z1Φ∣∣2.
Hence we obtain the following inequality:∣∣∣|e2|−2g · ∣∣dΦ(e2)∣∣2 − ∣∣∂z2∣∣−2g · ∣∣∂z2Φ∣∣2∣∣∣ ≤ |e2|−2g · ∣∣∣∣∣dΦ(e2)∣∣2 − ∣∣∂z2Φ∣∣2∣∣∣+ ∣∣|e2|−2g − ∣∣∂z2∣∣−2g ∣∣ · ∣∣∂z2Φ∣∣2
≤ C1
∣∣g(∂z1 , ∂z2)∣∣∣∣∂z1 ∣∣2g · ∣∣∂z2 ∣∣2g ·
∣∣∂z2Φ∣∣ · ∣∣∂z1Φ∣∣+ C1 ∣∣g(∂z1 , ∂z2)∣∣2∣∣∂z1∣∣2g · ∣∣∂z2 ∣∣2g ·
∣∣∂z1∣∣−2g · ∣∣∂z1Φ∣∣2 + ∣∣∣|e2|−2g − ∣∣∂z2 ∣∣−2g ∣∣∣ · ∣∣∂z2Φ∣∣2. (54)
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Here C1 is a positive constant, which depends only on g1. The first term in the right hand side of (54) is
dominated as follows:
C1 ·
∣∣g(∂z1 , ∂z2)∣∣∣∣∂z1∣∣g · ∣∣∂z2∣∣g ·
(∣∣∂z1∣∣−1g · ∣∣∂z1Φ∣∣) · (∣∣∂z2∣∣−1g · ∣∣∂z2Φ∣∣) ≤ C1 ·
∣∣g(∂z1 , ∂z2)∣∣∣∣∂z1 ∣∣g · ∣∣∂z2∣∣g ·
(∣∣∂z1 ∣∣−2g · ∣∣Φ∣∣2 + ∣∣∂z2∣∣−2g · ∣∣Φ∣∣2).
We can control the third term in the right hand side of (54) by using (53). Then it is easy to derive the claim
of the lemma, by using the formula eg
(
Φ
)
= 2
∑
i=1,2 |ei|−2g ·
∣∣dΦ(ei)∣∣2.
Lemma 5.24 Let Ψh be the twisted map given in the subsubsection 5.2.2. We have the following estimate:
∣∣eg(Ψh)− eg0(Ψh)∣∣ = O
∑
i=1,2
(− log |zi|2 +A) · |zi| · ∣∣∂zi ∣∣−2g0 · ∣∣∂ziΨh∣∣2
 . (55)
The right hand side of (55) is integrable with respect to the measure dvolg0 .
Proof The estimate (55) follows from Lemma 5.23 and the equality
∣∣∂zi ∣∣2g = ∣∣∂zi ∣∣2g0 + ∣∣∂zi∣∣2g1 . The integrability
of the right hand side of (55) follows from Lemma 5.22.
5.2.4 The volume form and the estimate of the energy
The volume form for the metric g is given as follows:
dvolg =
∣∣|∂z1 |2g · |∂z2 |2g − g(∂z1 , ∂z2)∣∣ · dz1dz¯1dz2dz¯2.
We have |∂zi |2g = |zi|−2(− log |zi|2+A)2+ g1(∂zi , ∂zi), and g(∂z1 , ∂z2) = g1(∂z1 , ∂z2). Here g1(∂zi , ∂zj ) is C∞ on
∆
2
.
Lemma 5.25 dvolg is of the following form:
dvolg =
(
(1 + F1) · (1 + F2) + F3
)
· dvolg0 .
Here Fi (i = 1, 2) are of the form F˜i · |zi|2 · (− log |zi|2 +A)2 for C∞-functions F˜i on ∆2, and F3 is of the form
F˜3 ·
∏
i=1,2 |zi|2 · (− log |zi|2 +A)2 for C∞-function F˜3.
Lemma 5.26 There exists an integrable function J3 with respect to dvolg such that the following holds:
eg
(
Ψh
) ≤ ∑
i=1,2
ρ(fi)
2
4π2
(− log |zi|2 +A)2 + J3. (56)
Proof From Lemma 5.22 and Lemma 5.24, there exists an integrable function J3 with respect to dvolg0 such
that the estimate (56) holds. The integrability of J3 with respect to dvolg follows from Lemma 5.25.
Corollary 5.4 There exists an integrable function J3 with respect to dvolg, such that the following holds for
any compact region K of (∆
∗
)2:∫
K
eg(Ψh) dvolg ≤
∫
K
(
ρ(f1)
2
4π2
(− log |z1|2 +A)2 + ρ(f2)
2
4π2
(− log |z2|2 +A)2 + J3
)
· dvolg .
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5.2.5 A priori lower estimate for arbitrary map
Let Φ : (∆
∗
)2 −→ PH(r)/〈f1, f2〉 be any twisted map. We would like to obtain the lower bound of the energy
with respect to the metric g given in the subsubsection 5.2.3.
Lemma 5.27 We have the following:
dvolg = (1 + F
′
3)(1 + F1)(1 + F2) dvolg0 .
Here F1 and F2 are as in Lemma 5.25, and we have |F ′3| = O
(|z1| · |z2|).
Proof It immediately follows from Lemma 5.25.
We use the real coordinate zi = exp
(√−1xi − yi) as before. Recall Lemma 5.23. We have the following:
2
(
1 +Gi
) · ∣∣∂zi∣∣−2g · ∣∣∂ziΦ∣∣2 = (1 +Gi) · (∣∣∂xi∣∣−2g · ∣∣∂xiΦ∣∣2 + ∣∣∂yi∣∣−2g · ∣∣∂yiΦ∣∣2)
≥ (1 +Gi) · (∣∣∂xi∣∣−2g · ∣∣∂xiΦ∣∣2) = (1 +Hi) · ∣∣∂xiΦ∣∣2 · (− log |zi|2 +A)2. (57)
Here we have the estimate
∣∣Hi∣∣ = O(|zi|1/2). The estimate is independent of a choice of Φ.
Let us consider the case i = 1. We can decompose (1+F2) = (1+F
′′
2 ) · (1+F ′2) such that F ′2 is independent
of z2, and the estimate |F ′′2 | = O(|z1|) holds. (See Lemma 5.25.) We put I1 := (1+H1) · (1 +F ′3) · (1 + F1)− 1,
and then we have the estimate |I1| = O(|z1|1/2). The estimate is independent of a choice of Φ. Then we have
the following:
(1 +G1) ·
∣∣∂x1Φ∣∣2 · ∣∣∂x1∣∣−2g · dvolg = ((1 + I1) · ∣∣∂x1Φ∣∣2 · dy1 · dx1) · (1 + F ′2) · dy2 · dx2(2y2 +A)2 (58)
Lemma 5.28 There is a function J5 satisfying |J5| = O(|z1|1/2) and the following inequality:∫ 2π
0
(1 + I1) ·
∣∣∂x1Φ∣∣2 · dx1 ≥ ∫ 2π
0
(ρ(f1)2
4π2
− J5
)
· dx1.
Proof It follows from Lemma 2.15. See the proof of Lemma 5.17.
We have the natural projection of p : (∆
∗
)2 −→]0, 1]2. For any compact subset K of ]0, 1]2, we put
K˜ = p−1(K).
Lemma 5.29 There exists an integrable function J6 with respect to the measure dvolg such that the following
holds for any compact subset K ⊂]0, 1]2:∫
K˜
(1 + I1) ·
∣∣∂x1Φ∣∣2 · dx1 · dy1 · (1 + F ′2) · dx2 · dy2(2y2 +A)2 ≥
∫
K˜
(
ρ(f1)
2
4π2
· (− log |z1|2 +A)2 − J6) · dvolg .
In other words, we have the following inequality:∫
K˜
2 · (1 +G1) ·
∣∣∂z1Φ∣∣2 · ∣∣∂z1∣∣−2g · dvolg ≥ ∫
K˜
(1 +G1) ·
∣∣∂x1Φ∣∣2 · ∣∣∂x1∣∣−2g · dvolg
≥
∫
K˜
(
ρ(f1)
2
4π2
· (− log |z1|2 +A)2 − J6) · dvolg . (59)
Proof We have only to put J6 := J5 · (1 + F ′3)−1 · (1 + F1)−1 · (1 + F ′′2 )−1 · (− log |z1|+A)2.
Similarly, there exists an integrable function J7 with respect to the measure dvolg such that the following
holds for any compact subset K ⊂]0, 1]2:∫
K˜
2 · (1 +G2) ·
∣∣∂z2Φ∣∣2 · ∣∣∂z2∣∣−2g · dvolg ≥ ∫
K˜
(1 +G2) ·
∣∣∂x2Φ∣∣2 · ∣∣∂x2∣∣−2g · dvolg
≥
∫
K˜
(
ρ(f2)
2
4π2
· (− log |z2|2 +A)2 − J7) · dvolg . (60)
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Corollary 5.5 There exists an integrable function J8 with respect to dvolg such that the following inequality
holds for any twisted map Φ and for any compact subset K ⊂]0, 1]:
∫
K˜
e(Φ) dvolg ≥
∫
K˜
∑
i=1,2
ρ(fi)
2
4π2
· (− log |zi|2 +A)2 − J8
 · dvolg .
Proof It follows from (59), (60) and Lemma 5.23.
5.3 On X −D
5.3.1 hermitian metrics of line bundles and neighbourhoods of divisors
Let X be a compact complex surface. Let Di (i = 1, . . . , l) be a normal crossing divisor of X such that D =
⋃
Di
is normal crossing. We have the canonical section si : O −→ O(Di).
Let P be a point of Di ∩ Dj . We take a sufficiently small neighbourhood UP of P . We may assume
UP ∩Dk = ∅ unless k = i, j. We may also assume that UP ∩Di and UP ∩Dj are holomorphically isomorphic
to an open disc ∆. We may assume that we can take a holomorphic trivialization ei and ej of O(Di) and
O(Dj) respectively. The holomorphic functions zi and zj are determined by si = zi · ei and sj = zj · ej . Then
we may assume that ϕP = (zi, zj) : UP −→ C2 gives a holomorphic embedding. We may also assume that
ϕP (UP ) ⊃ ∆2.
We have the hermitian metrics hi UP (resp. hj UP ) of O(Di)|UP (resp. O(Dj)|UP ) given by |ei| = 1 (resp.
|ej | = 1). By shrinking UP appropriately, we can take a C∞-hermitian metric hi of Li such that hi |UP = hi UP
for any P ∈ Di ∩Dj.
We have the metric dzi · dz¯i + dzj · dz¯j on UP . Take a hermitian metric of the tangent bundle TX , which is
not necessarily Kahler, such that the following holds:
• gUP = dzi · dz¯i + dzj · dz¯j . We shrink UP if it is necessary.
• The hermitian metric g induces the orthogonal decomposition TX|Di = TDi ⊕ NDi(X). We have the
natural isomorphism NDi(X) ≃ O(Di)|Di . Then the restriction of g to NDi(X) is same as the restriction
of hi to O(Di)|Di .
We have the exponential map T (X)|Di −→ X . Let us consider the restriction expi : NDi(X) −→ X . For
any R ∈ R>0, we put as follows:
N ′iR :=
{
v ∈ NDi(X)
∣∣hi(v, v) < R2}, NiR := expi(N ′iR) ⊂ X.
It is well known that there exists a positive number R0 such that N
′
i R and NiR are diffeomorphic for any
R ≤ R0.
We have the naturally defined projection πi : N
′
iR −→ Di. In the case R ≤ R0, it induces the projection πi :
NiR −→ Di. For any point P ∈ Di and for any R ≤ R0, we put N ′i R |P := π−1i (P ) and Ni R |P = expi
(
N ′iR |P
)
.
We have the natural complex structure of N ′i R |P ≃ ∆(R), which induces the complex structure of Ni R |P . The
inclusion Ni R |P −→ X is not necessarily holomorphic embedding. However the following lemma is obtained
from our construction. (Compare the lemma with the condition 5.1.)
Lemma 5.30 The inclusion of the tangent spaces T(P,O)NiR |P −→ T(P,O)X is compatible with their complex
structures.
Let P be a point of Di ∩Dj . The holomorphic function zj gives a holomorphic coordinate of Di ∩UP . The
bundle NDi(X)UP∩Di is trivialized by ei.
Lemma 5.31 There exists a positive constant R1 such that the map expi : N
′
i R −→ X is given by (zj , zi ·ei) 7−→
(zi, zj), for any R ≤ R1.
Proof Since the metric on UP is given by dzi · dz¯i + dzj · dz¯j , the claim is clear.
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Lemma 5.32 There exists a positive constant R2 such that the following holds, for any R ≤ R2:
• The set of the connected components of NiR ∩Nj R corresponds bijectively to Di ∩Dj.
• Let (Ni R ∩ Nj R)P denote the connected components of NiR ∩ Nj R corresponding to P . Then (Ni R ∩
Nj R)P ⊂ UP .
• ϕP
(
(Ni R ∩Nj R)P
)
= ∆(R)2.
Proof It is clear from our construction.
For a positive constant C, we put h˜i = C
−2 · hi, e˜i = C · ei and z˜i = C−1 · zi. If C is taken appropriately,
we may assume that R0, R1 and R2 are larger than 1. Hence we may assume Ri > 1 from the beginning. In
the following, we use the notation Ni and N
′
i to denote Ni 1 and N
′
i 1 respectively.
5.3.2 The Kahler metric and the decomposition
We assume X is a Kahler surface with the Kahler metric g1.
Remark 5.2 We do not assume that the Kahler metric g1 is not necessarily same as the hermitian metric of
TX used in the subsubsection 5.3.1.
Let ω1 be the associated Kahler form. We take a positive constant A such that |si|2 < eA for any i. If a
positive constant C is sufficiently large, the following form ω also gives a Kahler form ([7]):
ω = C · ω1 −
∑
i
√−1∂∂ log(− log |si|2 +A).
We put X◦ = X − ⋃iNi. It is C∞ compact submanifold of X , which possibly has a boundary with the
corner.
We denote the closure of Ni by N i. It is C
∞-submanifold of X with the boundary. We put MP := N i∩N j ,
which is holomorphically isomorphic to ∆
2
. It is a compact submanifold of X with the boundary and the corner.
We may assume that the norm of the canonical section sk is constant on MP unless k = i, j. We can identify
sk and zk for k = i, j on MP . We would like to apply the result in the subsection 5.2.
We put D◦i := Di−
⋃
j 6=i(Nj ∩Di), which is a C∞ compact submanifold of Di with the boundary. Let ∂PDi
denote the component of the boundary of Di contained in UP .
N i can be regarded as ∆-bundle over Di in the C
∞-category. We put N
◦
i := D
◦
i ×Di N i. We also put
N◦i := D
◦
i ×Di Ni. We put ∂0N
◦
i := N
◦
i −N◦i . We put ∂PN i := ∂PD◦i ×D◦i Ni
◦
.
Let D◦i =
∐
Ui j be disjoint unions, where Ui j denote subregions of D
◦
i , which are isomorphic to subregions
of C. We put N◦i j := N
◦
i ×D◦i Ui j . The fibration N◦i j −→ Ui j can be trivialized in the C∞-category. We would
like to apply the result in the subsection 5.1 to Ni j , by putting − log |ζ|2 − b = log |si|2 +A (the subsubsection
5.1.1) and − log s2 = −∑li=1(− log |si|2+A) (the subsubsection 5.1.5). We remark that the constant A here is
different from the function A in the subsubsection 5.1.1. We also remark Lemma 5.30.
5.3.3 The construction of maps with the controlled energy
Let (E,∇) be a flat bundle of rank r on X −D. Then we have a homotopy class of twisted maps X −D −→
PH(r)/π1(X). We take any C∞-twisted map F ◦ : X◦ −→ PH(r)/π1(X), which corresponds to a hermitian
metric h◦ of (E,∇)|X◦ .
We take a continuous hermitian metric h◦i of (E,∇)|N◦i−D◦i , satisfying the following:
• The restrictions of h◦i and h◦ to ∂0N i are same.
• The restriction of h◦i to (E,∇)|N∗i |P is a tame pure imaginary harmonic metric. Here we put N∗i |P :=
Ni |P − {(P,O)}, and the conformal structure is induced by that of N ′i |P .
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(See the subsection 5.1.) The corresponding twisted map is denoted by F ◦i .
Let P be any point of Di ∩ Dj . We have the continuous hermitian metric hMP of (E,∇)|MP \D as in the
subsection 5.2. We may assume that the restrictions of hMP and h
◦ to ∂∆ × ∂∆ are same, if we modify h◦
appropriately. Then we also obtain hMP | ∂PN◦i = h
◦
i | ∂PN◦i
due to our construction.
Hence we obtain the continuous hermitian metric h0 of (E,∇) on X−D, such that h0 |X◦ = h◦, h0 |N◦
i
= h◦i
and h0 |MP = hMP . Let Ψh0 denote the corresponding twisted map.
Let us take a small loop γi around Di. Then we obtain the monodromy ϕi with respect to γi. It is easy to
see that the number ρ(ϕi) is independent of a choice of γi. We denote the number by ρi.
Let K be any compact subset of X −D.
Lemma 5.33 There exist the integrable functions J10 on X − D with respect to the measure dvolg such that
the following holds, for any compact subset K ⊂ X −D:∫
K
e(Ψh0) · dvolg ≤
∫
K
(∑
i
ρ2i
4π2
· (− log |si|2 +A)2 + J10
)
· dvolg .
Proof It follows from our construction. See Corollary 5.1 and Corollary 5.4.
For any real numbers R,R1, R2, we put as follows:
X(R) :=
{
P ∈ X
∣∣∣ ∑− log |si|(P ) ≤ R}, X(R1, R2) := {P ∈ X ∣∣∣R1 ≤∑− log |si|(P ) ≤ R2}.
When we consider X(R) (resp. X(R1, R2)), the number R (resp. R1 and R2) is chosen such that the boundary
of X(R) (resp. X(R1, R2)) is C
∞.
We can take a C∞-twisted map FN : X(N) −→ PH(r)/π1(X), which approximates Ψh0 |X(N) in L21-sense
sufficiently closely, such that there exists an integrable function J on X −N such that the following holds for
any compact subset K ⊂ X(N): ∫
K
∣∣e(Ψh0)− e(FN )∣∣ · dvol < ∫
K
J · dvol .
5.3.4 A priori lower bound for energy of any map
Let P be a point of Di ∩Dj . We may assume that |sk| is constant on MP unless k = i, j.
Lemma 5.34 There exists an integrable function J11 on X −D with respect to the measure dvolg, such that
the following holds:
• For any twisted harmonic map F : X(R1, R2) −→ PH(r)/π1(X), the following holds:∫
X(R1,R2)
e(F ) · dvolg ≥
∫
X(R1,R2)
(∑
i
ρ2i
4π2
(− log |si|2 +A)2 − J11
)
· dvolg .
Proof It follows from Lemma 5.17 and Corollary 5.5.
6 The existence of tame pure imaginary pluri-harmonic metric
6.1 Harmonic metric of a semisimple flat bundle on a quasi compact Kahler sur-
face
6.1.1 The existence of harmonic metric
Let X be a compact Kahler surface. Let D be a normal crossing divisor of X . Let (E,∇) be a semisimple flat
bundle on X −D. Let us see the existence of harmonic metric of (E,∇). We use a notation in the subsection
5.3.
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Due to the theorem of Hamilton-Schoen-Corlette (see the proof of Theorem 2.1 of [3]), we can take a twisted
harmonic map ΨN : X(N) −→ PH(r)/π1(X) satisfying the following:
ΨN | ∂X(N) = FN | ∂X(N),
∫
X(N)
e(ΨN) · dvolg ≤
∫
X(N)
e(FN ) · dvolg .
In the case N > k, we have the following inequalities, due to Lemma 5.34:∫
X(N)
e(ΨN) · dvolg =
∫
X(k)
e(ΨN ) · dvolg +
∫
X(k,N)
e(ΨN ) · dvolg
≥
∫
X(k)
e(ΨN ) · dvolg +
∫
X(k,N)
(∑ ρ2i
4π2
· (− log |si|2 +A)2 − J11) · dvolg . (61)
We have the following inequality due to Lemma 5.33:∫
X(k,N)
(∑ ρ2i
4π2
(− log |si|2 +A)2) · dvolg ≥ ∫
X(k,N)
(
e(Ψh0)− J10
) · dvolg
Due to our choice of FN , we have
∫
X(k,N)
e(Ψh0) dvolg ≥
∫
X(k,N)
(e(FN )−J) ·dvolg for some integrable function
J , which is independent of N . Thus we obtain the following inequality:∫
X(k,N)
(∑ ρ2i
4π2
(− log |si|2 +A)) · dvolg ≥ ∫
X(k,N)
(e(FN )− J10 − J) · dvolg
Then we obtain the following:∫
X(N)
e(FN ) dvolg ≥
∫
X(N)
e(ΨN )·dvolg ≥
∫
X(k)
e(ΨN )·dvolg +
∫
X(k,N)
e(FN )·dvolg −
∫
X(k,N)
(J10+J11+J)·dvolg
Thus we obtain the following:∫
X(k)
e(ΨN ) · dvolg ≤
∫
X(k)
e(FN ) · dvolg +
∫
X(k,N)
(J10 + J11 + J) · dvolg
≤
∫
X(k)
e(Ψh0) · dvolg +
∫
X(k,N)
(J10 + J11 + 2J) · dvolg,
≤
∫
X(k)
e(Ψh0) · dvolg +
∫
X(k,∞)
(J10 + J11 + 2J) · dvolg . (62)
Lemma 6.1 Assume that (E,∇) is semisimple. Then there exists an infinite subset n1 of N such that the
sequence
{
ΨN
∣∣N ∈ n1} is C∞-convergent to a twisted harmonic map Ψ∞ : X −D −→ PH(r)/π1(X).
Proof Since we have the estimate of the energy (62), we have only to apply the arguments in the section 2 in
Jost-Yau [21] (using semisimplicity) and [37].
Let h denote the harmonic metric corresponding to Ψ∞, and θ and θ† denote the corresponding (1, 0)-form
and (0, 1)-form respectively. We denote Ψ∞ by Ψh.
Thus we obtain the harmonic metric h for any semisimple flat bundle (E,∇) on X − D. We will show
that the harmonic metric h constructed is, in fact, pluri harmonic (Proposition 6.1) and tame pure imaginary
(Theorem 6.1).
6.1.2 The decomposition and the energy
We put N◦i j(R1, R2) := N
◦
i j∩X(R1, R2) and N◦i j(R) := N◦i j∩X(R). Due to Corollary 5.2, there exist integrable
functions Ji,j on N
◦
i j \D with respect to dvolg, such that the following holds for any R1 < R2:∫
N◦
i j
(R1,R2)
e(Ψh) · dvolg ≥
∫
N◦
i j
(R1,R2)
∣∣∂φΨh∣∣2 · ∣∣∂φ∣∣−2g · dvolg
≥
∫
N◦
i j
(R1,R2)
(
ρ2i
4π2
· (− log |si|2 +A)2 − Ji,j) · dvolg . (63)
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We put MP (R1, R2) := MP ∩X(R1, R2) and MP (R) := MP ∩X(R). Due to Corollary 5.5, there exists an
integrable function JP on MP \D on dvolg, such that the following inequality for any R1 < R2:∫
MP (R1,R2)
e
(
Ψh
) · dvolg ≥ ∫
MP (R1,R2)
(∑
i
ρ2i
4π2
· (− log |si|2 +A)2 − JP
)
· dvolg . (64)
On the other hand, we obtain the following inequality due to our construction (see (62) and Lemma 5.33):∫
X(R)
e(Ψh) · dvolg ≤
∫
X(R)
(∑
i
ρ2i
4π2
· (− log |si|2 +A)2 + J10
)
· dvolg +
∫
X(R,∞)
(J10 + J11 + 2J) · dvolg .
The second term in the right hand side converges to 0 when R→∞. Hence there exists a positive constant C˜,
such that the following holds for any R:∫
X(R)
e(Ψh) · dvolg ≤
∫
X(R)
∑
i
ρ2i
4π2
· (− log |si|2 +A)2 · dvolg +C˜. (65)
From (63), (64) and (65), there exist positive constants Ci j , such that the following holds for any R > 0:∫
N◦
i j
(R)
e(Ψh) · dvolg ≤
∫
N◦
i j
(R)
ρ2i
4π2
· (− log |si|2 +A)2 · dvolg +Ci j . (66)
Similarly there exist constants CP for any P ∈ Di ∩Dj, such that the following holds for any R > 0:∫
M◦
P
(R)
e(Ψh) · dvolg ≤
∫
M◦
P
(R)
(
ρ2i
4π2
· (− log |si|2 +A)2 + ρ2j
4π2
· (− log |sj|2 +A)2
)
· dvolg +CP . (67)
6.1.3 Estimate of the energy on N◦i j \D and N◦i \D
We use the coordinate as in the subsubsection 5.1.5.
Lemma 6.2 The function e(Ψh)−
∣∣∂φΨh∣∣2 · ∣∣∂φ∣∣−2 is integrable.
There exists a positive constant Ci j such that the following inequality holds for any R1 < R2:∫
N◦
i j
(R1,R2)
∣∣∂φΨh∣∣2 · ∣∣∂φ∣∣−2 · dvolg ≤ ∫
N◦
i j
(R1,R2)
ρ2i
4π2
· (− log |si|2 + b)2 · dvolg +Ci j . (68)
Proof The first claim follows from (63), (66) and the positivity e(Ψh) −
∣∣∂φΨh∣∣2 · ∣∣∂φ∣∣−2. The second claim
follows from (63) and (66).
Corollary 6.1
∣∣∂φΨh∣∣2 is integrable.
Proof It is easy to derive the integrability from (68) and the estimate
∣∣∂φ∣∣2 ∼ (− log |si|2 + b)−2.
Lemma 6.3
∣∣∂sΨh∣∣2 · ∣∣∂s∣∣−2 is integrable.
Proof We put e′2 := ∂s − g(∂s, ∂φ) · |∂φ|−2 · ∂φ. Then we obtain
∣∣∂sΨh∣∣2 ≤ C · (∣∣dΨh(e′2)∣∣2 + ∣∣∂φΨh∣∣2). The
function
∣∣dΨh(e′2)∣∣2 · ∣∣e′2∣∣−2 is integrable due to Lemma 6.2. Then it is easy to check the claim. (Use the
argument in the subsubsection 5.1.3).
Let θ = θ1 + θ2 be the orthogonal decomposition such that θ1 is of the following form:
θ1 =
1
4
H−1 · dH(∂φ −√−1J · ∂φ) · (dφ−√−1J · dφ).
Here J denotes the complex structure of X . Then we have the following:∣∣θ1∣∣2 = 1
16
∣∣dΨh(∂φ −√−1J∂φ)∣∣2 · 2 · ∣∣dφ∣∣2 = 1
8
(∣∣dΨh(∂φ)∣∣2 · ∣∣∂φ∣∣−2 + ∣∣dΨh(J∂φ)∣∣2 · ∣∣J∂φ∣∣−2).
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Lemma 6.4 We have the following estimate:
J∂φ = −s∂s +O(s2) · ∂s +O(s) · ∂φ +O(s)∂xi .
Proof Since we have dw/w − dζ/ζ = O(1), we have the following with respect to the Kahler metric g1 on X :
J · dφ = ds
s
+O(1), J · ds
s
= −dφ+O(1).
Hence we have s−1ds
(
J∂φ
)
= (J · s−1ds)(∂φ) = −1 + O(s) and dφ
(
J∂φ
)
=
(
J · dφ)(∂φ) = O(s). We also have
J · dxi = O(1) with respect to g1. Then the claim follows.
Lemma 6.5
∣∣dΨh(J∂φ)∣∣2 · ∣∣J∂φ∣∣−2 is integrable.
Proof From Lemma 6.4, we obtain dΨh
(
J∂φ
)
= O(s) · ∂sΨh + O(s) · ∂φΨh + O(s) · ∂xiΨh, and thus we have
the following estimate:
∣∣dΨh(J∂φ)∣∣2 · ∣∣J∂φ∣∣−2 = O(s2 · ∣∣∂φΨh∣∣2 · ∣∣∂φ∣∣−2)+O(∣∣∂sΨh∣∣2 · ∣∣∂s∣∣−2)+O(s2 · (− log |s|2)2 ·∑
i
∣∣∂xiΨh∣∣2)
= O
(
s2 · ∣∣∂φΨh∣∣2 · ∣∣∂φ∣∣−2)+O(∣∣∂sΨh∣∣2 · ∣∣∂s∣∣−2)+ s · O(e(Ψh)). (69)
Then it is easy to derive the integrability of s · e(Ψh) from from Lemma 6.2, and thus the integrability of∣∣dΨh(J∂φ)∣∣2 · ∣∣J∂φ∣∣−2 follows from Corollary 6.1 and Lemma 6.3.
Lemma 6.6 There are integrable functions J˘i j and a positive constant C˘i j such that the following holds, for
any R1 < R2:∫
N◦
i j
(R1,R2)
(
ρ2i
32π2
· (− log |si|2 +A)2 − J˘i j) · dvolg ≤ ∫
N◦
i j
(R1,R2)
∣∣θ1∣∣2 · dvolg
≤
∫
N◦
i j
(R1,R2)
ρ2i
32π2
· (− log |si|2 +A)2 · dvolg +C˘i j . (70)
We have the following finiteness on N◦i :∫
N◦
i
−D◦
i
|θ1|2 · dvolg(− log |si|2 +A)2 <∞. (71)
The function
∣∣θ2∣∣2 is integrable.
Proof The estimate for
∣∣θ1∣∣2 follows from the estimate of ∣∣∂φΨh∣∣ · ∣∣∂φ∣∣−2 and the integrability of ∣∣dΨh(J∂φ)∣∣ ·∣∣J∂φ∣∣−2. The integrability of ∣∣θ2∣∣2 follows from the estimates of ∣∣θ1∣∣2 and e(Ψh).
Corollary 6.2 We have the finiteness:∫
N◦
i
−D◦
i
∣∣θ1∣∣ · ∣∣θ2∣∣ dvolg
(− log |si|2 +A) <∞.
Proof It follows from the L2-property of θ2 and θ1 · (− log |si|2 +A)−1.
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6.1.4 Estimate of the energy on MP \D
Let P be a point of Di ∩Dj . For simplicity, we consider the case (i, j) = (1, 2). Note we have si = zi (i = 1, 2)
on MP . We use the result in the subsubsection 5.2.5.
From the inequalities (59), (60), (67) and Lemma 5.23, there exist constants Ci such that the following
inequalities hold, for any R1 < R2:∫
M◦
P
(R1,R2)
(
1 +Gi
) · ∣∣∂xiΨh∣∣2 · ∣∣∂xi ∣∣−2g · dvolg ≤ ∫
M◦
P
(R1,R2)
2 · (1 +Gi) · ∣∣∂ziΨh∣∣2 · ∣∣∂zi∣∣−2g · dvolg
≤
∫
M◦
P
(R1,R2)
ρ2i
4π2
· (− log |zi|2 +A)2 · dvolg +Ci. (72)
Here Gi are given in Lemma 5.23, and we have the estimate Gi = O
(|z1| · |z2| ·(− log |z1|2+A) ·(− log |z2|2+A)).
Lemma 6.7 The functions
∣∣∂yiΨh∣∣ · ∣∣∂yi∣∣−2 (i = 1, 2) are integrable with respect to dvolg.
Proof The integrability of (1 +Gi) ·
∣∣∂yiΨh∣∣ · ∣∣∂yi∣∣−2g follows from (59), (60) (72) and the relation 2 · ∣∣∂zi∣∣−2 ·∣∣∂ziΨh∣∣2 = ∣∣∂xi∣∣−2 · ∣∣∂xiΨh∣∣2 + ∣∣∂yi∣∣−2 · ∣∣∂yiΨh∣∣2. Then it is easy to derive the lemma.
Recall the argument in the subsubsection 5.2.5. We put MP 1 :=
{
(y1, z2) ∈ R≥ 0 × ∆∗
}
. We have the
measure dµ0 := (1+F
′
2) · (2y2+A)−2 · dy1 · dx2 · dy2. Due to Lemma 5.28, there exists a function J100 on MP 1
with the estimate |J100| = O(e−y1/2), such that the following holds:∫ 2π
0
(
1 + I1
) · ∣∣∂x1Ψh∣∣2 · dx1 ≥ ρ(f1)22π − J100.
We put MP 1(R1, R2) :=
{
(y1, z2) ∈MP 1
∣∣R1 ≤ y1 + y2 ≤ R2}. From (72), we obtain the following inequality:∫
MP 1(R1,R2)
J101 · dµ ≤
∫
MP 1(R1,R2)
J100 · dµ+ C1 ≤ C˜1.
Here C1 and C˜1 are positive constant, which are independent of R1 < R2. Then we obtain the integrability of
J101 with respect to dµ.
We put as follows:
J102 :=
∫ 2π
0
∣∣∂x1Ψh∣∣2 · dx1 − ρ(f1)22π , J103 :=
∫ 2π
0
∣∣I1∣∣ · ∣∣∂x1Ψh∣∣2 · dx1. (73)
From the estimate |I1| = O
(
e−y1/2
)
and the integrability of J101, we obtain the integrability of J103. Hence we
also obtain the integrability of J102.
Let us consider the following function on R2≥ 0:
Λi :=
∫ 2π
0
∫ 2π
0
∣∣∂xiΨh∣∣2 · dx1 · dx2 · (2yi +A)2 − ρ(fi)2 · (2yi +A)2.
Lemma 6.8 The functions Λi (i = 1, 2) are integrable with respect to (2y1 +A)
−2 · (2y2 +A)−2 · dy1 · dy2.
Proof The case i = 1 follows from the integrability of J102 above. The case i = 2 can be discussed similarly.
We decompose θ = θ1+ θ2, where θi are of the form fi · dzi/zi = fi · (
√−1dxi − dyi). We have the following
equality: ∣∣fi∣∣2h = 116 · (∣∣∂xiΨh∣∣2 + ∣∣∂yiΨh∣∣2).
Let us consider the following functions on R2≥ 0:
Φi :=
∫ 2π
0
∫ 2π
0
∣∣fi∣∣2h · dx1 · dx2 · (2yi +A)2.
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Lemma 6.9 We have the decomposition Φi = (16)
−1 · ρ(fi)2 · (2yi + A)2 + J4 i, where J4 i are integrable with
respect to the measure (2y1 +A)
−2 · (2y2 +A)−2 · dy1 · dy2.
Proof It follows from Lemma 6.7 and Lemma 6.8.
6.2 Preliminary integrability
6.2.1 Statement and some reductions
Lemma 6.10 ∂θ and θ2 are L2 with respect to the measure dvolg.
We will prove Lemma 6.10 in the next subsubsections. Let us take a function ψ : R≥ 0 −→ R satisfying the
following:
0 ≤ ψ ≤ 1, ψ(x) = 1 (x ≤ 1/2), ψ(x) = 0 (x ≥ 2/3).
For any positive number N , we put as follows:
χN :=
∏
i
ψ
(
− log |si|
2
N
)
.
Lemma 6.11 When N is sufficiently large, we have χN = ψ
(−N−1 · log |si|2) on N◦i , and we have χN =
ψ
(−N−1 · log |si|2) · ψ(−N−1 · log |sj |2) on MP for P ∈ Di ∩Dj.
Due to Proposition 2.1, we have the following equality:∫
X−D
χN ·
(
C1 ·
∣∣[θ, θ]∣∣2
h
+ C2 ·
∣∣∂θ∣∣2
h
)
· ωn =
∫
X−D
∂∂χN ·
〈
θ, θ
〉 · ωn−2
=
∑∫
N◦
i
∂∂χN ·
〈
θ, θ
〉 · ωn−2 +∑
P
∫
MP
∂∂χN ·
〈
θ, θ
〉 · ωn−2. (74)
Since the integrand of the left hand side is positive, we have only to show that each term in the right hand side
is bounded independently of N . We will check such boundedness in the subsubsections 6.2.2 and 6.2.3.
6.2.2 On N◦i,j \D and N◦i \D
We use the results in the subsubsection 6.1.3. On N◦i,j , we have the following equality:
∂∂χN =
1
N2
· ψ′′
(
− log |si|
2
N
)
· ∂ log |si|2 ∧ ∂ log |si|2 − 1
N
ψ′
(− log |si|2
N
)
· ∂∂ log |si|2.
We put τ = −∂∂ log |si|2. It is a C∞-closed form on X , and it gives the first Chern class of O(Di) in the
cohomology level. We put as follows:
µ = J · dφ +√−1dφ, G1 := ∂ log |si|2 − µ.
Then we have
∣∣G1∣∣ = O(1) with respect to the Kahler form g1 of X .
Let θ = θ1+ θ2 be the orthogonal decomposition as in the subsubsection 6.1.3. Recall that θ1 is of the form
f · µ. We have the following:〈
θ, θ
〉 · ∂ log |si|2 · ∂ log |si|2
=
〈
θ1, θ1
〉 ·G1 · G¯1 + 〈θ1, θ2〉 ·G1 · (µ¯+ G¯1)+ 〈θ2, θ1〉 · (µ+G1) · G¯1 + 〈θ2, θ2〉 · (µ+G1) · (µ¯+ G¯1) . (75)
It is easy to check the following estimates:〈
θ1, θ1
〉 ·G1 · G¯1 · (− log |si|2 +A)−2 = O(∣∣θ1∣∣2 · (− log |si|2 +A)−2 · dvolg),
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〈
θ1, θ2
〉 ·G1 · (µ¯+ G¯1) · (− log |si|2 +A)−2 = O(∣∣θ1∣∣ · (− log |si|2 +A)−1 · ∣∣θ2∣∣ · dvolg),〈
θ2, θ1
〉 · (µ+G1) · G¯1 · (− log |si|2 +A)−2 = O(∣∣θ2∣∣ · ∣∣θ1∣∣ · (− log |si|2 +A)−1 · dvolg),〈
θ2, θ2
〉 · (µ+G1) · (µ¯+ G¯1) · (− log |si|2 +A)−2 = O(∣∣θ2∣∣2 · dvolg).
The right hand sides are integrable due to Lemma 6.6 and Corollary 6.2. We have the boundedness:(− log |si|2 + A)2
N2
· ψ′′
(−1
N
log |si|2
)
≤ C.
Since the support of the function ψ′′
(−N−1 · log |si|2) goes to infinity when N → ∞, we obtain the following
convergence:
lim
N→∞
∫
N◦
i
〈
θ, θ
〉 · ψ′′ (−1
N
log |si|2
)
· 1
N2
· ∂ log |si|2 ∧ ∂ log |si|2 = 0. (76)
We decompose as
〈
θ, θ
〉
=
〈
θ1, θ1
〉
+
〈
θ1, θ2
〉
+
〈
θ2, θ1
〉
+
〈
θ2, θ2
〉
. It is easy to check the following estimates:〈
θ1, θ2
〉 · τ · (− log |si|2 +A)−1 = −〈θ2, θ1〉 · τ · (− log |si|2 +A)−1 = O(∣∣θ1∣∣ · ∣∣θ2∣∣ · (− log |si|2 +A)−1 · dvolg),〈
θ2, θ2
〉 · τ · (− log |si|2 +A)−1 = O(∣∣θ2∣∣2 · dvolg ·(− log |si|2 +A)−1).
The right hand sides are integrable due to Lemma 6.6 and Corollary 6.2. We have the boundedness of the
functions −N−1 · log |si|2 · ψ′
(−N−1 · log |si|2), independently of N , and the supports of the functions go to
infinity. Hence we obtain the following convergence:
lim
N→∞
∫
N◦
i
(〈
θ2, θ1
〉
+
〈
θ1, θ2
〉
+
〈
θ2, θ2
〉) · 1
N
· ψ′
(−1
N
log |si|2
)
∧ τ = 0. (77)
To estimate the remained term, we use the coordinate as in the subsubsection 5.1.5. We put τ0 := τ|D◦
i
.
Let πi : N
◦
i −→ D◦i be the projection. We have the decomposition τ = π∗i τ0 + τ1. Then we have the estimate∣∣τ1∣∣ = O(s). Recall that θ1 is of the form f · µ. Then we have the following:〈
θ1, θ1
〉 ∧ τ = 〈θ1, θ1〉 ∧ π∗i τ0 + 〈θ1, θ1〉 ∧ τ1
= −2√−1 · |f |2 · ds · dφ
s
∧ π∗i τ0 +O
(
|f |2 · ds · dφ ∧ π∗i τ0 +
∣∣θ1∣∣2 · s2 · dvolg). (78)
Since |θ1
∣∣2 · (− log s − b1)−2 · dvolg is integrable due to Lemma 6.6, the last term does not contribute to the
limit when N →∞. We have the equality:
|f |2 = 1
16
(∣∣dΨh(∂φ)∣∣2 + ∣∣dΨh(J∂φ)∣∣2) · (1 +O(s)).
We have only to consider
∣∣∂φΨh∣∣2/16 instead of |f |2, due to the integrability of the other terms.
Let us consider the following integral:∫
N◦
i j
\D
1
N
ψ′
(−1
N
log |si|2
)
· ∣∣∂φΨh∣∣2 · ds · dφ
s
∧ π∗i τ0 =
∫
Wi j×]0,1]
1
N
ψ′
(−1
N
log |si|2
)
· Φds
s
∧ π∗τ0.
Here we put as follows:
Φ :=
∫ 2π
0
∣∣∂φΨh∣∣2 · dφ.
Due to Corollary 5.2, there exists an integrable function J25 on Wi j×]0, 1] with respect to s−1ds ·dvolWi j , such
that the following holds:
ρ2i
2π
− J25 ≤ Φ.
51
There exists a positive constant C such that the following holds, for any 0 < a < b < 1:∫
Wi j×[a,b]
Φ · ds
s
· dvolWi j ≤
∫
Wi j×[a,b]
(
ρ2i
2π
)
· ds
s
· dvolWi j +C. (79)
We put J27 := Φ− (2π)−1 ·ρ2i +J25, which is a positive function. It is easy to derive the integrability of J27 from
(79). Namely, we have the decomposition Φ =
ρ2i
2π+J28, where J28 is integrable with respect to s
−1 ·ds∧dvolWi j .
We have the following:∫
Wi j×]0,1]
1
N
· ψ′
(−1
N
log |si|2
)
· Φ · ds
s
∧ π∗τ0 =
∫
Wi j×]0,1]
1
N
ψ′
(−1
N
log |si|2
)
·
(
ρ2i
2π
+ J28
)
· ds
s
∧ π∗τ0
=
ρ2i
4π
∫
Wi j
τ0 +
∫
Wi j×]0,1]
1
N
ψ′
(−1
N
log |si|2
)
· J28 · ds
s
∧ π∗τ0. (80)
The second term converges to 0 when N →∞.
Let us consider the limit of the integrals over N◦i . Then we obtain the following convergence:
lim
N→∞
∫
N◦
i
〈
θ1, θ1
〉 · 1
N
· ψ′
(−1
N
log |si|2
)
∧ τ = C · ρ2i · (Di, Di).
Here (Di, Di) denotes the self intersection number of Di in X , and C denotes the constant which is independent
of X , D, (E,∇).
Thus we obtain the following convergence:
lim
N→∞
∫
N◦
i
〈
θ, θ
〉 ∧ ∂∂χN = C · ρ2i (Di, Di). (81)
In particular, we obtain the uniform boundedness on the integrals over N◦i .
6.2.3 On MP \D
Let P be a point of Di ∩Dj . For simplicity, we consider the case (i, j) = (1, 2). Note we have si = zi (i = 1, 2)
on MP . We have the following equality:
∂∂χN = ψ
′′(−N−1 log |z1|2) · ψ(−N−2 log |z2|2) ·N−2 · dz1 · dz¯1|z1|2
+ ψ′
(−N−1 log |z1|2) · ψ′(−N−2 log |z2|2) ·N−2 · dz1 · dz¯2
z1 · z¯2
+ ψ′
(−N−1 log |z1|2) · ψ′(−N−2 log |z2|2) ·N−2 · dz2 · dz¯1
z2 · z¯1
+ ψ
(−N−1 log |z1|2) · ψ′′(−N−2 log |z2|2) ·N−2 · dz2 · dz¯2|z2|2 . (82)
We decompose θ = θ1 + θ2, where θi are of the form fi · dzi/zi. Then we have the following equality:
〈
θ, θ
〉 ∧ ∂∂χN = 〈θ1, θ1〉 · ψ(−N−1 log |z1|2) · ψ′′(−N−1 log |z2|2) · 1
N2
dz2 · dz¯2
|z2|2
+
〈
θ1, θ2
〉 · ψ′(−N−1 log |z1|2) · ψ′(−N−1 log |z2|2) · 1
N2
dz2 · dz¯1
z2 · z¯1
+
〈
θ2, θ1
〉 · ψ′(−N−1 log |z1|2) · ψ′(−N−1 log |z2|2) · 1
N2
dz1 · dz¯2
z1 · z¯2
+
〈
θ2, θ2
〉 · ψ(−N−1 log |z1|2) · ψ′′(−N−1 log |z2|2) · 1
N2
dz1 · dz¯1
|z1|2 . (83)
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We use the real coordinate zi = exp
(√−1xi−yi) as usual, and we use the results in the subsubsection 6.1.4.
Let us estimate the following integral:∫
MP
〈
θ1, θ1
〉 · ψ(2N−1y1) · ψ′′(2N−1y2) · 1
N2
dz2 · dz¯2
|z2|2
=
∫
MP
∣∣f1∣∣2h · ψ(2N−1y1) · ψ′′(2N−1y2) · 1N2 dx1 · dy1 · dx2 · dy2
=
∫
R2
≥ 0
Φ1 · 1
N2
· ψ(2N−1y1) · ψ′′(2N−1y2) · dy1
(2y1 +A)2
· dy2. (84)
Due to Lemma 6.9, the right hand side can be rewritten as follows:∫
R2
≥ 0
ρ21 ·
1
N2
· ψ(2N−1y1) · ψ′′(2N−1y2) · dy1 · dy2
+
∫
R2
≥ 0
J4 1 · (2y2 +A)
2
N2
· ψ(2N−1y1) · ψ′′(2N−1y2) · dy1
(2y1 +A)2
dy2
(2y2 +A)2
. (85)
Since ψ′(0) = ψ′(∞) = 0, the first term in (85) vanishes. We have the boundedness of the functions N−2 ·
(2y2 + A)
2 · ψ′′(2N−1y2) independently of N , and the supports of the functions go to infinity when N → ∞.
Thus the second term converges to 0 when N →∞. Namely we obtain the following convergence:
lim
N→∞
〈
θ1, θ1
〉 · ψ(−N−1 log |z1|2) · ψ′′(−N−1 log |z2|2) · 1
N2
· dz2 · dz¯2|z2|2 = 0.
Similarly, we obtain the following:
lim
N→∞
〈
θ2, θ2
〉 · ψ′′(−N−1 log |z1|2) · ψ(−N−1 log |z2|2) · 1
N2
· dz1 · dz¯1|z1|2 = 0.
It is easy to check the following estimate:〈
θ1, θ2
〉 · dz2
z2
· dz¯1
z¯1
= O
(∣∣f1∣∣ · ∣∣f2∣∣ · dx1 · dy1 · dx2 · dy2).
We putMN :=
{
(z1, z2)
∣∣N/2 ≤ − log |zi|2 ≤ 2·N/3}. Then the support of the function∏i=1,2 ψ′(−N−1 log |zi|2)
is contained in MN . Hence we obtain the following estimate:∫ 〈
θ1, θ2
〉 · ψ′(−N−1 log |z1|2) · ψ′(−N−1 log |z2|2) · 1
N2
· dz2 · dz¯1
z2 · z¯1 = O
(∫
MN
∣∣f1∣∣ · ∣∣f2∣∣ · dµ1
N2
)
= O
((∫
MN
∣∣f1∣∣2 dµ1
N2
)1/2
·
(∫
MN
∣∣f2∣∣2 dµ1
N2
)1/2)
. (86)
Here we put dµ1 = dx1 · dy1 · dx2 · dy2. Due to Lemma 6.9, we have the following inequalities:∫
MN
∣∣f1∣∣2 · dµ
N2
≤
∫ 2N/3
N/2
dy1
∫ 2N/3
N/2
dy2 · ρ
2
1
16 ·N2 +
∫ 2N/3
N/2
dy1
(2y1 +A)2
∫ 2N/3
N/2
dy2
N2
· J4 i.
The second term in the right hand side converges to 0 when N →∞, due to the integrability of J4 i with respect
to the measure (2y1 +A)
−2 · (2y2 +A)−2 · dy1 · dy2. The first term is as follows:
ρ2i
16N2
· N
2
62
=
ρ2i
16× 62 .
Hence we obtain the boundedness of the following integrals, independently of N :∫ 〈
θ1, θ2
〉 · ψ′(−N−1 log |z1|2) · ψ′(−N−1 log |z2|2) · 1
N2
dz2 · dz¯1
z2 · z¯1 .
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Similarly we obtain the boundedness of the following, independent of N :∫ 〈
θ2, θ1
〉 · ψ′(−N−1 log |z1|2) · ψ′(−N−1 log |z2|2) · 1
N2
dz1 · dz¯2
z1 · z¯2 .
Hence we obtain the boundedness of
∫
MP
〈
θ, θ
〉 · ∂∂χN , independently of N .
Thus the proof of Lemma 6.10 is accomplished.
6.3 Pluri-harmonicity
6.3.1 Statement and some reduction
Proposition 6.1 The harmonic metric h is pluri-harmonic.
We use the Bochner type formula in Proposition 2.2. To show Proposition 6.1, we have only to show the
following vanishing of the limit:∫
X−D
d
〈
∂θ, θ − θ†〉 = lim
N→∞
∫
X−D
χN · d
〈
∂θ, θ − θ†〉 = lim
N→∞
∫
X−D
−dχN ∧
〈
∂θ, θ − θ†〉 = 0.
We have only to see the vanishing of the limit of the integrals over N◦i −D◦i and MP \D.
6.3.2 On N◦i j \D and N◦i \D
We use the orthogonal decomposition θ = θ1 + θ2 as in the subsubsection 6.2.2. Namely we have the following:
θ1 =
1
4
H−1 · dH(∂φ −√−1J · ∂φ) · (dφ−√−1J · dφ).
Hence we have the following:
θ†1 =
1
4
H−1 · dH(∂φ +√−1J · ∂φ) · (dφ+√−1J · dφ).
Therefore we have the following:
θ1 − θ†1 = −
√−1
2
(
H−1dH
(
J∂φ
) · dφ+H−1dH(∂φ) · (s−1ds+G2)).
Here we put G2 := Jdφ − d log s. We also put G3 := d log |si| − d log s. We have the estimates
∣∣Gi∣∣ = O(1)
(i = 2, 3) with respect to the Kahler metric g1 of X . We also have the following equality:
dχN = −ψ′
(−N−1 log |si|2) · 2
N
· d log |si|.
Therefore we have the following equality:
dχN ∧
〈
∂θ, θ − θ†〉 = −ψ′(−N−1 log |si|2) · √−1
N
(
ds
s
+G3
)
∧ 〈∂θ,H−1dH(J∂φ) · dφ〉
− ψ′(−N−1 log s2) · √−1
N
(
ds
s
+G3
)
∧ 〈∂θ,H−1dH(∂φ) ·G2〉
− ψ′(−N−1 log s2) · √−1
N
·G3 ∧
〈
∂θ,H−1dH
(
∂φ
) · s−1ds〉. (87)
Due to Lemma 6.4, the first term is dominated by the following, which is integrable (see the proof of Lemma
6.5): ∣∣∂θ∣∣ · (∣∣∂sΨh∣∣ · ∣∣∂s∣∣−2 + s · ∣∣∂φΨh∣∣ · ∣∣∂φ∣∣−2 + s1/2∑∣∣∂xiΨh∣∣2 · ∣∣∂xi∣∣2) · dvolg .
The second term of (87 )is dominated by
∣∣∂θ∣∣ · ∣∣∂φΨh∣∣ ·dvolg, which is also integrable (Corollary 6.1 and Lemma
6.10). The third term of (87) can be dominated similarly. Hence the right hand side of (87) converges 0 when
N →∞, because the support of ψ′(−N−1 · log s2) goes to infinity.
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6.3.3 On MP \D
We have θ− θ† = θ1 − θ†1 + θ2 − θ†2. We use the real coordinate zi = exp
(√−1xi − yi), and we use the result in
the subsubsection 6.1.4. We have the following formula:
θi − θ†i =
√−1
2
(
h−1
∂h
∂yi
· dxi − h−1 ∂h
∂xi
· dyi
)
. (88)
We also have the following on MP :
dχN = −ψ′
(
2N−1y1
) · ψ(2N−1y2) · 2 · dy1
N
− ψ(2N−1y1) · ψ′(2N−1y2) · 2 · dy2
N
.
Hence we have the following formula:
dχN ∧
〈
∂θ, θ − θ†〉 = −ψ′(2N−1y1) · ψ′(2N−1y2) · 2 · dy1
N
∧
〈
∂θ,
√−1
2
h−1∂y1h · dx1 + θ2 − θ†2
〉
− ψ′(2N−1y1) · ψ(2N−1y2)2 · dy2
N
∧
〈
∂θ, θ1 − θ†1 +
√−1
2
h−1∂y2h · dx2
〉
. (89)
We have the following estimate independently of N :
ψ′
(
2N−1y1
) · ψ(2N−1y2) · 2 · dy1
N
∧
〈
∂θ,
√−1
2
h−1∂y1h · dx1
〉
= O
(∣∣∂θ∣∣ · ∣∣∂y1Ψh∣∣ · (2y1 +A) · dvolg).
Note ∂θ and
∣∣∂y1Ψh∣∣ · (2y1 +A) are L2 with respect to the measure dvolg (Lemma 6.7 and Lemma 6.10).
We have the following estimate, independently of N :
−ψ′(2N−1y1) ·ψ(2N−1y2) · 2
N
dy1 ∧
〈
∂θ, θ2− θ†2
〉
= O
(
ψ′
(
2N−1y1
) ·ψ(2N−1y2) · ∣∣∂θ∣∣ · ∣∣θ2− θ†2∣∣ · dvolg). (90)
The support of ψ′
(
2N−1y1
)
is contained in
{
2−1N ≤ y1 ≤ 3−1N
}
. Hence (90) is dominated by the following:
∫
dx1 · dx2
∫ N/3
N/4
dy1
(2y1 +A)2
∫ N/3
0
dy2
(2y2 +A)2
· ∣∣∂θ∣∣ · ∣∣θ2 − θ†2∣∣
≤
(∫
dx1 · dx2
∫ N/3
N/4
dy1
(2y1 +A)2
∫ N/3
0
dy2
(2y2 +A)2
· ∣∣∂θ∣∣2)1/2
×
(∫
dx1 · dx2
∫ N/3
N/4
dy1
(2y1 +A)2
∫ N/3
0
dy2
(2y2 +A)2
· ∣∣θ2 − θ†2∣∣2
)1/2
. (91)
Due to the integrability of
∣∣∂θ∣∣2, the first term in the right hand side goes to 0 when N → ∞. The square of
the second term is dominated by the following, due to (88), Lemma 6.7 and Lemma 6.9:∫ N/3
N/4
dy1
(2y1 +A)2
∫ N/3
0
dy2
(2y2 +A)2
(
ρ22 · (2y2 +A)2 + J
)
.
Here J denotes an integrable function with respect to the measure (2y1 + A)
−2 · (2y2 + A)−2 · dy1 · dy2. The
contributions of J go to 0 when N → ∞, due to the integrability of J . On the other hand, ∫ N/3N/4 (2y1 + A)−2 ·
dy1 ×
∫ N/3
0
ρ22 · dy2 are bounded independently of N . Thus the second term in the right hand side of (91)
is bounded. Hence the right hand side of (91) converges to 0 when N → ∞. Thus we obtain the following
convergence:
lim
N→∞
∫
MP
−ψ′(2N−1y1) · ψ′(2N−1y2)2 · dy1
N
∧
〈
∂θ,
√−1
2
h−1∂y1h · dx1 + θ2 − θ†2
〉
= 0.
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Similarly, we obtain the following convergence:
lim
N→∞
∫
MP
−ψ′(2N−1y1) · ψ(2N−1y2)2 · dy2
N
∧
〈
∂θ, θ1 − θ†1 +
√−1
2
h−1∂y2h · dx2
〉
= 0.
Thus we obtain the following convergence:
lim
N→∞
∫
MP
dχN ∧
〈
∂θ, θ − θ†〉 = 0.
Hence the proof of Proposition 6.1 is accomplished.
6.4 Tameness and pure imaginary property
Let P be a point of Di ∩Dj. For simplicity, we consider the case i = 1, j = 2. Recall the integrability of J102
on MP 1 with respect to the measure (y2+A)
−2dy1 · dx2 · dy2 in the subsubsection 6.1.4. (see the page 49). For
any point Q ∈ ∆∗, we put MP 1Q :=
{
(y1, Q)
∣∣ y1 ∈ R≥0} ⊂ MP 1. Then the restrictions of J102 to MP 1Q are
integrable with respect to the measure dy1 for almost all Q ∈ ∆∗ by the theorem of Fubini.
On the other hand, we obtain the integrability of the restriction of
∣∣∂y1Ψh∣∣2 · ∣∣∂y1∣∣−2 to ∆∗×Q with respect
to the measure (2y1+A)
−2 · dx1 · dy1 for almost every Q ∈ ∆∗, from Lemma 6.7. Thus we obtain the following
lemma.
Lemma 6.12 For almost every Q ∈ ∆∗, there exists an integrable function JQ on ∆∗ with respect to dvolQ =
(2y1 +A)
−2 · dx1 · dy1, such that the following holds:∫
T (R)×Q
∣∣θ1∣∣2 · dvolQ ≤ ∫
T (R)×Q
(
ρ21
4π2
· (2y1 +A)2 + JQ
)
· dvolQ .
Here we put T (R) :=
{
z ∈ C ∣∣ 0 ≤ − log |z| ≤ R}.
Corollary 6.3 For almost every Q ∈ ∆∗, the restriction h|∆∗×Q is tame and pure imaginary.
Proof It follows from Lemma 6.12 and Proposition 3.1.
Let W be a compact subregion contained in UP ∩D1, and we put Y := ∆×W .
Lemma 6.13 The restriction h|Y \D is tame and pure imaginary.
Proof On Y \D, we describe θ as follows:
θ = f · dz2
z2
+ g · dz1.
Then we can easily show det(t− f) is holomorphic on Y , due to Lemma 2.4 and Corollary 6.3. Since the roots
of the polynomial det(t − f)|Q are pure imaginary for almost every Q ∈ W due to Corollary 6.3, the roots of
the polynomial det(t− f)|Q are pure imaginary for every Q ∈W .
Let us consider det(t− g). We have |g|2 = O(∣∣∂z1Ψh∣∣2). By using the maximum principle for the family of
tame pure imaginary harmonic bundles (Lemma 3.18), we obtain the boundedness of |g|. Then we obtain the
boundedness of det(t− g), which implies that det(t− g) is holomorphic. Thus we are done.
Lemma 6.14 The restriction h|UP is tame and pure imaginary
Proof Let us describe θ as follows, on UP :
θ = f1 · dz1
z1
+ f2 · dz2
z2
.
Let us consider det(t − fi). By using the previous consideration, we have already known that det(t − fi) are
holomorphic on UP − {P}. Hence we obtain that they are holomorphic on UP .
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Theorem 6.1 The pluri-harmonic metric h of (E,∇) is tame and pure imaginary.
Proof Let Q be any point of Di −
⋃
j 6=iDi ∩Dj . Let W0 be a coordinate neighbourhood of Q, and (z1, z2) be
a coordinate of W0 such that z
−1
2 (0) = W0 ∩ Di. Then we can take a sequence of coordinate neighbourhoods
W0,W1 . . . ,Wl such that Wa ∩ Wa+1 ∩ Di 6= ∅ and Wl ⊂ UP for some P . On each Wa, we develop θ =
f (a) · dz(a)2 /z(a)2 + g(a) · dz(a)1 . By an inductive argument using Lemma 2.5, we can show that det(t− f (a)) and
det(t− g(a)) are holomorphic. Hence we obtain that (E,∇, h) is tame and pure imaginary.
Remark 6.1 For the given proof of Theorem 6.1, the sets Di ∩
⋃
j 6=iDj have to contain some point. It is easy
to modify the argument in the case Di ∩
⋃
j 6=iDj = ∅ for some component Di. For example, we have only to
add some extra smooth divisor which intersects Di. Or, we have only to take a point P in Di, and we take a
good coordinate around P (see the subsubsection 5.3.1).
6.5 The existence of pluri-harmonic metric for the higher dimensional projective
case
Let X be a smooth projective variety over C, and D be a normal crossing divisor. Let (E,∇) be a flat simple
bundle on X −D.
Theorem 6.2 There exists a tame pure imaginary pluri-harmonic metric h of (E,∇), which is unique up to
positive constant multiplication.
Proof We use an induction on dim(X).
Let us take a sufficiently ample bundle L of X . We have the vector space H0(X,L). We have the subspace
VP := {f ∈ H0(X,L) | f(P ) = 0}. We put as follows:
P := P(H0(X,L)∨), P(P ) := P(V ∨P ).
For any element s ∈ P, we put Ys := s−1(0). Let U0 denote the subset of P, which consists of the elements
s satisfying that Ys are smooth and that Ys ∩ D are normal crossing. It is Zariski dense subset of P. We put
U(P ) = U0 ∩ P(P ), which is Zariski dense subset of P(P ).
For any element s ∈ U0, let U(s) denote the subset of U0, which consists of the elements s′ satisfying that Ys′
are transversal with Ys and that D ∩ Ys ∩ Ys′ are normal crossing. We put U (1)0 :=
{
(s, s′) | s ∈ U0, s′ ∈ U(s)
}
.
For any point P ∈ X and any element s ∈ U0, we put U(s, P ) :=
{
s′ ∈ Us |P ∈ Ys′
}
.
Let s be any element of U0. Due to the hypothesis of the induction, we can take a tame pure imaginary
pluri-harmonic metric hs of (E,∇)|Ys\D.
Lemma 6.15 Let (s, s′) be an element of U (1)0 . We take tame pure imaginary pluri-harmonic metrics hs and
hs′ of (E,∇)|Ys\D and (E,∇)|Ys′\D respectively. Then there exists a positive constant a such that hs |Ys∩Ys′\D =
a · hs′ |Ys∩Ys′\D.
Proof It follows from the uniqueness up to positive constant multiplication (Proposition 3.4). Remark dim(Ys∩
Ys′) ≥ 1.
Let us fix an element s ∈ U0 and a tame pure imaginary pluri-harmonic metric hs.
Lemma 6.16 Let (s1, s2) be an element of U
(1)
0 such that si ∈ U(s). Let us take hsi such as hsi |Ys∩Ysi\D =
hs |Ys∩Ysi\D. Assume Ys ∩ Ys1 ∩ Ys2 \D 6= ∅. Then we have hs1 |Ys1∩Ys2\D = hs2 |Ys1∩Ys2\D.
Proof There exists a positive constant a such that hs1 |Ys1∩Ys2\D = a · hs2 |Ys1∩Ys2\D. On Ys ∩ Ys1 ∩ Ys2 \D,
we have hsi |Ys1∩Ys2∩Ys\D = hs |Ys1∩Ys2∩Ys\D. Hence we obtain a = 1. Thus we are done.
Lemma 6.17 Let Q be any point X − D. For any elements si ∈ U(s,Q) (i = 1, 2), there exists an elements
s3 ∈ U(s,Q) such that (si, s3) ∈ U (1)0 and Ys ∩ Ysi ∩ Y3 \D 6= ∅. Moreover the set of such s3 is Zariski dense in
U(s,Q).
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Proof It follows from an easy argument using Zariski density.
Let s1 be a section of U(s,Q). Let us take hs1 such as hs1 |Ys∩Ys1\D = hs |Ys∩Ys1\D. We put hQ := hs1 |Q.
Lemma 6.18 We have the C∞-hermitian metric h of (E,∇) such that the following holds:
h|Q = hQ, h|Ys = hs, h|Ys1 = hs1 , (s1 ∈ U(s,Q)).
Proof It follows from Lemma 6.16 and Lemma 6.17.
Lemma 6.19 The metric h is pluri-harmonic metric.
Proof We denote the corresponding (1, 0)-form by θ (the subsubsection 2.5.3). We have only to show that
∂θ = θ2 = 0. Let Q be any point of X −D and H be a C-subspace of TQX of codimension one. We can take
s1 ∈ U(s,Q) such that TQYs1 = H . Since the restriction of h to Ys1 is pluri-harmonic, we have ∂θ|H = θ2|H = 0.
Then we obtain ∂θ = θ2 = 0.
Lemma 6.20 h is tame and pure imaginary.
Proof Once we know the tameness, we obtain the pure imaginary property by considering the restriction of h
to any Ys. Let us show the tameness.
Let Q be a smooth point of D. Let us take a neighbourhood U of Q with a coordinate (z1, . . . , zn) such that
U ∩D = z−11 (0). We have the description:
θ = f1 · dz1
z1
+
n∑
j=2
gj · dzj .
Let us see that the coefficients of the characteristic polynomials det(t− f1) and det(t− gj) are holomorphic on
U .
We put Si = {zi = 0}. We have the naturally defined projection π2 : U −→ S1 ∩ S2. For any point
P ∈ S1 ∩ S2, let us consider the restriction to π−12 (P ). Here we may assume that π−12 (P ) is an intersection
Ys ∩U for some s. Then we have already known that det(t− f1)|π−12 (P ) and det(t− g2)|π−12 (P ) are holomorphic
on π−12 (P ). Then it is easy to derive that det(t− f1) and det(t− g2) are holomorphic on U . Similarly, we can
derive that det(t− gi) are holomorphic on U .
Let Q be any point of D. Let U be a neighbourhood of Q with coordinate (z1, . . . , zn) such that D ∩ U =⋃l
i=1{zi = 0}. We have the description:
θ =
l∑
j=1
fj · dzj
zj
+
n∑
j=l+1
gj · dzj .
By applying the consideration above, we have already known that det(t − fj) and det(t− gj) are holomorphic
outside the subset of codimension two. Then we obtain that they are holomorphic on U due to Hartogs’ theorem.
Thus we obtain Lemma 6.20, and hence the proof of Theorem 6.2 is accomplished.
7 An application
7.1 Preliminary (pull back of tame harmonic bundle)
Let X and Y be smooth projective varieties over C. Let DX and DY be normal crossing divisors of X and
Y respectively. Let F : X −→ Y be a morphism such that F−1(DY ) ⊂ DX . Recall that we have the natural
morphism F ∗Ω1,0Y (logDY ) −→ Ω1,0X (logDX).
Lemma 7.1 Let (E, ∂E , θ, h) be a tame harmonic bundle on Y −DY . Then the pull back F ∗(E, ∂E , θ, h) is a
tame harmonic bundle on X−D. If (E, ∂E , θ, h) is pure imaginary, then F ∗(E, ∂E , θ, h) is also pure imaginary.
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Proof We take a prolongment (E˜, θ˜) of (E, θ) (Lemma 3.1), and then the eigenvalues of the residues of θ are
pure imaginary, by definition. Then we obtain the section F ∗(θ˜) ∈ End(F ∗E˜)⊗ F ∗Ω1,0Y (logDY ). It naturally
induces the regular Higgs field θ1 ∈ End
(
F ∗E˜
)⊗Ω1,0X (logDX). The restriction of (F ∗E˜, θ1) to X−DX obviously
coincides with F ∗|X−DX (E, θ). It implies that F
∗
|X−DX (E, θ) is tame.
Assume that (E, ∂E , θ, h) is pure imaginary. We have the irreducible decompositions DX =
⋃
iDX,i and
DY =
⋃
iDY,i. Let P be a point of DX,k−
⋃
j 6=k DX,k∩DX,j . Let DY,i1 , . . . , DY,il be the irreducible components
of DY , which contain F (P ). Then the residue ResDX,k(θ1)|P can be described as the linear combination of
ResDY,ij (θ˜)|F (P ) (j = 1, . . . , l) with positive integer coefficients. We also note that ResDY,ij (θ˜)|F (P ) (j = 1, . . . , l)
are commutative, and that their eigenvalues are pure imaginary. Thus we obtain that the eigenvalues of
ResDX,k(θ1)|P are pure imaginary. Thus we can conclude that F
∗
|X−DX (E, ∂E , θ, h) is also pure imaginary.
7.2 Pull back of semisimple local system
The following theorem is the answer to a question posed by Kashiwara.
Theorem 7.1 Let X and Y be irreducible quasi projective varieties over C. Let L be a semisimple local system
on Y . Let F : X −→ Y be a morphism. Then F−1(L) is also semisimple.
Proof We may assume that X and Y are smooth. By a standard argument, we can take smooth projective
varieties X and Y such that the following holds:
• We have the inclusions X ⊂ X and Y ⊂ Y . The complements DX := X − X and DY := Y − Y are
normal crossing divisors.
• We have the morphism F : X −→ Y such that F (X) ⊂ Y and FX = F . Note that we have F−1(DY ) ⊂
DX .
Let (E,∇) be a flat bundle on Y corresponding to L. Then we can take a tame pure imaginary pluri-harmonic
metric h of (E,∇). Then F−1(E,∇, h) is a tame pure imaginary harmonic bundle on X = X − DX . Hence
F−1(E,∇) is semisimple. Thus we are done.
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