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Abstract
This paper concerns systems with small coherence parameter. Simple greedy-type algorithms perform
well on these systems, which are also useful in the construction of compressed sensing matrices.
We discuss the following problems for both Rn and Cn . How large can a dictionary be, if we prescribe
the coherence parameter? How small could the resulting coherence parameter be, if we impose a size on
the dictionary? How could we construct such a system? Several fundamental results from different areas
of mathematics shed light on these important problems with far-reaching implications in approximation
theory.
c⃝ 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Motivated by many applications in technology, the study of nonlinear approximation is
progressing rapidly, as summarized in the surveys [10,24,25]. The prevailing activity in this field
is devising efficient and useful constructive methods of nonlinear approximation. However, the
meaning of “nonlinear” may be interpreted variously.
One interpretation is nonlinearity in the process of seeking an m-term approximation to a
function whose expansion is unique with respect to a given basis. Rather than using the first m
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terms with regard to a given order on the basis, one may view the expansion globally and chose
the most important terms. Numerous algorithms have been devised with this mindset.
Another interpretation is nonlinearity in context. If the first interpretation is a bit of
methodological madness in a rational world in order to seek a solution, this second interpretation
takes a moderately sane person to a completely different world to seek a solution (as in [6]). In
particular, we can replace a basis with a more general system, such as a redundant system or a
dictionary. This approach is more complicated than the first interpretation but finds justification
in both theory and practice (see [26,19,13] for example).
In this paper we consider incoherent systems: systems with small coherence parameter. These
are special redundant systems which have become popular in signal processing. LetD = {gk}Nk=1
be a normalized (‖gk‖ = 1, k = 1, . . . , N ) system of vectors in Rn or Cn with the Euclidean
norm. Denote the coherence parameter of the system D by
µ(D) := sup
k≠l
|⟨gk, gl⟩|.
For an orthonormal basis B we have µ(B) = 0. In fact, the smaller the µ(D), the more the D
resembles an orthonormal system. However, when µ(D) > 0 thenD may be a redundant system.
The system D is a dictionary if it spans the whole space.
Greedy algorithms perform well on dictionaries with small coherence parameter µ(D)
(see [25]) so such dictionaries are desirable in signal processing. In [17], Gilbert, Muthukrishnan,
and Strauss show that, when the Orthogonal Greedy Algorithm (Orthogonal Matching Pursuit)
is applied to an incoherent system with coherence parameter µ(D), the residual satisfies
‖ f om‖ ≤ 8m1/2σm( f,D) for m < 1/(32µ(D)) (1)
where
σm( f,D) := inf{ck },Λ:#Λ≤m
 f −−
k∈Λ
ckg
k

is the best m-term approximation of f with regard to D. The bound (1) is improved for small m
in [14]:
‖ f o[m logm]‖ ≤ 24σm( f,D) for m ≤ 0.05µ(D)−2/3. (2)
Thus, even the simple Orthogonal Greedy Algorithm performs better when the coherence
parameter µ(D) is smaller. In the absence of a natural orthogonal dictionary, a dictionary with
small coherence parameter would be useful.
A dictionary with small coherence parameter would also be useful in the context of com-
pressed sensing, where matrices with the restricted isometry property (RIP) reign (see [4,2,11]).
Candes and Tao (in [4]) introduce RIP as the existence of the S-restricted isometry constant of
a matrix Φ. That is, if Φ has RIP, then there exists δS < 1, the smallest quantity such that when
ΦT is a submatrix of Φ consisting of columns of Φ with indices from T , we have
(1− δS)‖c‖22 ≤ ‖ΦT c‖22 ≤ (1+ δS)‖c‖22
for all subsets T with |T | ≤ S and all coefficient sequences {c j } j∈T . Large matrices with
bounded restricted isometry constants behave almost as if they were orthonormal when applied
to sparse vectors, so they would be extremely useful in application—if only we could find one.
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However, it is well-known (see, for instance, [14, Lemma 2.1]) that a dictionary D with small
coherence parameter µ(D) begets a matrixΦ := Φ(D)where the columns are the elements ofD.
Φ(D) has RIP for S ≤ δ/µ(D) with RIP constant δ, so a large dictionaryD with small coherence
parameter would be very useful indeed (see [12] for detailed discussion). Section 4 concludes the
paper with bounds on the maximal size of a dictionary with (S, δ)-RIP.
With these motivations, we can push forward on some important questions about dictionaries
with small coherence parameter. (1) How large will it be if we must prescribe the coherence
parameter? (2) How small can the resulting coherence parameter be, if we impose a size on
the dictionary? (3) How could we build such a system? We discuss these questions for both Rn
and Cn .
The first question begs for an estimate of the characteristic
N (n, µ) := sup{N : ∃D such that #D ≥ N , µ(D) ≤ µ}.
Curiously, this is equivalent to the fundamental information theoretic problem of optimal
spherical codes. A set of N points (code words) on the n-dimensional unit sphere is called a
spherical code, S(n, N , µ), when the inner product between any two code words is no more than
µ. When the problem is to find the largest N∗ such that the spherical code S(m, N∗, µ) exists,
the obvious answer is that N∗ = N (n, µ).
The second question relates to a problem dealing with Grassmannian frames. In particular, a
Grassmannian dictionary, G, has |G| = N and µ(G) = c(N , n), where
c(N , n) := inf
D,|D|=N
µ(D).
When the dictionary G also has the property that there exist constants A and B such that
A‖ f ‖22 ≤
−
g∈G
|⟨ f, g⟩|2 ≤ B‖ f ‖22
the beautiful theory of Grassmannian frames evolves with connections to spherical codes,
algebraic geometry, graph theory, and sphere packings. This field is ripe with unsolved problems
of fundamental importance. One such problem is that with frames we know that
cframe(N , d) ≥

N − d
d(N − 1)
1/2
, (3)
but we do not know for which pairs (N , d) equality holds.
Without limitation to frames, the problem is partially addressed in this paper, in terms of the
order of growth of N (n, µ) as n →∞. However, we cannot describe the extremal dictionaries,
so even that remains an important open problem. For more information on how the problem
of finding N (n, µ) is equivalent to the problem of Grassmannian packing for one-dimensional
subspaces, see [8,27]. Related problems can be found in the book [9] and the survey paper [27].
To set a reasonable scope of search for the second question, note that since a system D with
#D ≥ 2n has µ(D) ≥ (2n)−1/2 (see the discussion in Section 2), a natural range for µ is
[(2n)−1/2, 1]. Actually, N (n,Cn−1/2) grows polynomially in n.
In Section 2 we derive for µ ≤ 1/2 the upper bound
N (n, µ) ≤ exp(C1nµ2 ln(1/µ)). (4)
This bound is a known fundamental result in information theory that Levenshtein proved
arduously in [22,23]. In [18], Gluskin gave a simpler proof that employs lower bounds on the
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Kolmogorov width of an octahedron in the uniform norm. In Section 2 we present a new, simple
proof, beginning from Alon’s combinatorial result.
The other end of the natural range follows from a result of Erdo˝s and Re´nyi (see
[15, Theorem 2]). They use the probabilistic method to show that there exist n unimodular
numbers z1, z2, . . . , zn such that
max
1≤k< 14 exp(nc2/2)
 n−
j=1
zkj
 < cn
for every 0 < c < 1. Thus with c = µ, the result gives us the lower bound
N (n, µ) ≥ 1
4
exp(nµ2/2)− 1. (5)
Similar results can be obtained by using Hoeffding’s inequality to examine a set of probabilisti-
cally constructed complex vectors. Obviously, narrowing the gap is an interesting open problem.
The third question leads to the interesting and difficult problem of providing an explicit
(deterministic) construction of a large system with small coherence. In [20] Kashin constructs
a system D in Rn with µ(D) ≤ µ of cardinality of order exp(Cµn1/2 ln n) using Legendre
symbols. The combinatorial designs of Gilbert et al. in [17] agree with Kashin’s results. DeVore,
using finite fields, found bounds that also agree [12]. In terms of the bound, we agree, but
we employ Weil sums to construct a system D in Cn with µ(D) ≤ µ of cardinality of order
exp(µn1/2 ln n). The stubbornness of the bound raises the usual questions.
The most remarkable thing about this paper is how fundamental results from disparate areas
of mathematics—linear algebra, probability, number theory—provide mountain tops from which
proofs hang-glide to answers for this approximation theoretic problem of finding the right order
of growth of the quantity N (n, µ). This problem is an important one, which we wish the greater
mathematical community to consider.
2. Upper bounds
For large dictionaries D (#(D) ≥ 2n) the coherence parameter µ(D) is always bounded from
below by c0n−1/2, where c0 > 0 is an absolute constant. This argument from elementary linear
algebra is well-known (see [27] and references therein) and works for both Rn and Cn .
Let D := {g j }Nj=1 be a normalized system of vectors in Rn, g j = (g j1 , . . . , g jn )T . Denote by
Φ := [g1, . . . , gN ]
an n × N matrix formed by column vectors {g j }. Consider the transposed matrix ΦT that
is formed by the row vectors (g j1 , . . . , g
j
n ), j = 1, . . . , N , or by the column vectors hi :=
(g1i , . . . , g
N
i )
T , i = 1, . . . , n. The Gramm matrix G of the system {g j }Nj=1 can be written as
G = ΦTΦ.
The columns of G are linear combinations of n columns hi , i = 1, . . . , n. Therefore, the positive
definite symmetric matrix G has at most n nonzero eigenvalues λk > 0. By the normalization
assumption we have ‖g j‖ = 1 for j = 1, . . . , N , so we obtain from the traces of the matrix that−
k
λk = N .
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By Hilbert–Schmidt theory for the singular value decompositions we get
N−
i, j=1
(⟨gi , g j ⟩)2 =
−
k
λ2k . (6)
By the Cauchy inequality, we have
−
k
λ2k ≥ n−1
−
k
λk
2
= N 2/n.
Therefore, (6) gives
N + (N 2 − N )µ(D)2 ≥
N−
i, j=1

⟨gi , g j ⟩
2 ≥ N 2/n
and
µ(D) ≥

N − n
n(N − 1)
1/2
. (7)
In particular, (7) implies for N ≥ 2n that µ ≥ (2n)−1/2.
The lower bound (7) comes from the property rankG ≤ n of the Gramm matrix of the
system D.
The upper bound for N (n, µ) from the property rankG ≤ n arises from Alon’s fundamental
result in [1].
Theorem 1 (Alon). Let A := ‖ai, j‖Ni, j=1 be a square matrix of the form ai,i = 1, i = 1, . . . , N;|ai, j | ≤ ε < 1/2, i ≠ j . Then
min(N , (ln N )(ε2 ln(2/ε))−1) ≤ C1rank A (8)
with an absolute constant C1.
Consider this theorem with A = G and ε = µ. For N ≥ C2n with large enough C2 the
inequality µ ≥ (2n)−1/2 implies that
N ≥ (ln N )(ε2 ln(2/ε))−1.
Therefore, (8) gives the inequality
(ln N )(µ2 ln(2/µ))−1 ≤ C1n
and
N ≤ exp(C1nµ2 ln(2/µ)). (9)
In particular, in the case µ = C3n−1/2, inequality (9) gives the polynomial bound N ≤ nC4 .
3. Lower bounds; deterministic construction
Now we present a deterministic construction of a large system with small coherence. The
construction is based on the following variant of A. Weil’s theorem (see [5]).
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Theorem 2. Let r ≥ 2 be a natural number and let p > r be a prime number. Denote for
a := (a1, . . . , ar ), where the a j are integers,
F(a, u) := arur + · · · + a1u.
Then for a ≠ (0, . . . , 0) mod p one has
|S(a)| ≤ (r − 1)p1/2, S(a) :=
p−
u=1
e2π iF(a,u)/p. (10)
In the case r = 2 inequality (10) gives the classical result for the magnitude of Gaussian sums.
The theorem suggests tailoring a system W (r, p) of vectors in Cp defined by
va := p−1/2(e2π iF(a,1)/p, . . . , e2π iF(a,p)/p)T
for a j ∈ [1, p], j = 1, . . . , r . This is a set of normalized vectors with cardinality pr . To find the
magnitude of the coherence parameter, we consider va and va
′
where a ≠ a′. Theorem 2 bounds
the required inner product directly:
|⟨va, va′⟩| = p−1

p−
u=1
e2π i(F(a,u)−F(a′,u))/p

= p−1

p−
u=1
e2π iF(a−a′,u)/p
 ≤ (r − 1)p−1/2. (11)
For given n and µ ≥ (2/n)1/2 let p be the biggest prime not exceeding n, so n/2 ≤ p ≤ n.
Now let r be the biggest natural number such that (r − 1)p−1/2 ≤ µ. Then (11) implies that
µ(W (r, p)) ≤ µ. For the cardinality of the W (r, p) we have
|W (r, p)| = pr = er ln p ≥ eµp1/2 ln p.
This construction is so very simple, yet its possibilities for expansion are intriguing. We hope to
see further elaboration in the future, with a particular wish for a deterministic construction that
narrows the gap between the size of presented deterministic and probabilistic constructions.
4. Dictionaries with RIP
Now we would like to illustrate the connection between incoherent dictionaries and sparse
representation. This problem, studied intensively in compressed sensing and signals processing,
concerns bounds on the maximal size of dictionaries in Rn and Cn satisfying the (S, δ)-restricted
isometry property and how that size depends on the parameters n and S.
In survey [2] it is pointed out that random matrices can prove the existence of dictionaries
with (S, δ)-RIP of size N such that
S ≥ Cn/ ln(N/n).
Therefore, the lower bound on the maximal size of an (S, δ)-RIP dictionary is
N ≥ n exp(Cn/S), (12)
but what about the upper bound?
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For the problem Φv = y consider the ℓ1-minimization problem (see [7])
min ‖v‖1 subject to Φv = y, (13)
where ‖v‖1 denotes the ℓ1-norm of the vector v ∈ RN . Denote the solution to (13) by AΦ(y).
In [3] the authors proved that if Φ has (4S, δ)-RIP with δ small enough—perhaps δ < 1/2—
then for any u ∈ RN ,
‖u − AΦ(Φu)‖2 ≤ CS−1/2σS(u)1, (14)
where
σS(u)1 := min
w∈RN
|supp(w)|≤S
‖u − w‖1.
The bound (14) implies that the null space N (Φ) := {u : Φu = 0} has the width property that
for any u ∈ N (Φ) one has
‖u‖2 ≤ CS−1/2‖u‖1. (15)
It was proved in [21] that the width property (15) ofN (Φ) implies (14) with S replaced by S/16.
However, the inequality (15) is also related to the concept of Gel’fand width. The Gel’fand width
of a compact F in the ℓ2 norm is defined as
dk(F, ℓ2) := inf
Vk
sup
f ∈F∩Vk
‖ f ‖2,
where the infimum is taken over linear subspaces Vk with dimension greater than N − k. In this
light, the inequality (15) looks like
dn(BN1 , ℓ2) ≤ CS−1/2, (16)
where BN1 := {u : ‖u‖1 ≤ 1}.
Gluskin’s lower bound for dn(BN1 , ℓ2) (see [16]) claims that
dn(BN1 , ℓ2) ≥
1
4
min(1, (C1 ln(1+ N/n))/n)1/2. (17)
Combining (16) and (17) we obtain
N ≤ n exp(Cn/S). (18)
The bounds (12) and (18) describe the behavior of maximal size of dictionaries with (S, δ)-RIP.
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