Because soft x-ray pulse-height-analysis (PHA) 
INTRODUCTION
The pulse-height-analysis (PHA) system 1 * 3 measures the soft x-ray spectrum along the line of sight. Because this is the line of sight measurement, the measured spectrum is an overlay of spectra coming from regions of different electron temperatures and densities and, therefore, the slope of the measured spectrum representing the electron temperature does not exhibit a unique value. Since the measured temperature is not a correct peak temperature, it is of interest to know how to estimate the error in measurement or even how to correct this value. This error depends very strongly on the electron tempcraaire and density profiles and it is important to find the functional dependence of the correction factor on the profile parameters. These profile parameters can vary in today's tokamaks very much, because they depend on the heating method (neutral beam heating, ICRH, ECH, etc.) and on the fuelling method (gas, pellets, neutral beam). Both heating and fuelling can be carried out either in the center or at the edge of the plasma, resulting in large differences in the temperature and density profiles.
One way of finding the correct temperatures is to make a set of measurements along different lines of sight and then to make an Abel inversion. 4 In the case where one has only one or only a few line of sight measurements, one cannot make the Abel inversion. In this case one has to find other ways to correct the measured values. In this paper we are concerned with this other case, where there are only a few lines of sight measurements. To obtain the correct values for the electron temperature from a single line of sight measurement one has either to know the form of the electron temperature and density profiles or at least know these forms approximately. Our method is based on such an assumption that we know these profiles at least to a certain degree. The profile forms, for example, could be obtained from laser scattering. In this case, since the correct temperature is presumably found from the laser scattering experiment, the temperature correction per se would not be so important. However, the PHA measurement also allows one to find the radiation enhancement coefficient £ from which one can deduce the local Z eff values 1^1 at each line of sight position. (The enhancement coefficient X, is defined as a ratio of the measured continuum to a pure hydrogen bremsstrahlung. It is normally always larger than 1 due to the presence of impurities in the real plasma, which cause, on one hand, an increase in bremsstrahlung radiation and, on the other hand, an appearance of a strong recombination radiation.) The accuracy of the C, or Z eff values depends on the accuracy of the electron temperature value. Therefore, even if we know the electron temperature from some other measurement, we still need to correct the PHA electron temperature and the enhancement coefficient in order to obtain the corrected local Z eff and corrected local impurity densities obtained from the PHA line radiation and t, measurements.
Another distortion of the spectra is caused by pulse pile-up effects. If two or more photons arrive within a time period shorter than the time needed for the electronics to recognize a single pulse, the electronics system will register these two or mere photons as a single photon of the energy nearly equal to the sum of energies of the single photons. This distorts both the electron temperature and enhancement coefficient measurement. Various aspects of this problem have been handled by differen: authors. 5 * 7 This paper presents only the corrections to the enhancement coefficient as a function of the electron temperature and the filter material and thickness, although the distortion of the electron temperature is also implied in the discussion.
In part I we discuss the corrections to the electron temperature and enhancement coefficient for various profiles and photon energies. In part II we discuss the corrections to the enhancement coefficient for different filter thicknesses and electron temperatures.
I, ELECTRON TEMPERATURE AND ENHANCEMENT COEFFICIENT CORRECTION
In the case of a pure continuum radiation without line radiation, setting the Gaunt factor equal to 1 and with the density, electron temperature, and enhancement coefficient profiles represented as n e (z), kT e (z), and £(z) the measured radiation spectrum can be described by the theoretical expression
where A is the radiation constant, E is die photon energy, and z is the position along the line of sight, L. For the purpose of demonstrating this correction method we assume a circular plasma and approximate the plasma profiles by n e (p) = n eo (l-p 2 ) a , kT e = kT eo (l-p 2 )P and, for simplicity, assume £(p) = i^. Here we introduce p = r/a, where r is the minor radius and a is the plasma size. We also introduce the normalized tangency radius p = r t /a, with r t being the minimum distance between the line of sight and the center of the plasma. In general, we arc interested in the off-axis measurements of kT e (p) and not kT^ (they, of course, coincide if p = 0). Therefore, kT e (p) = kT,.(p)[(l-p 2 )/(l-p 2 )]P and n e (p) = n e (p)[(l-p 2 )/(l-p 2 )]°< should describe well the profiles in the vicinity of p = p.
The measured spectrum, which should be equal to the theoretical spectrum in expression (1), can be approximated by
where a, b, c, and d are constants obtained by fitting the measured spectrum. If we simplify the fitting and set a = d = 0 and retain b and c only, the following arguments and the correction formulas still apply. The (incorrect) measured temperature T m can be obtained from the fitted measured spectrum simply by finding the negative inverse of the slope of the natural logarithm of S m at the energy E
This electron temperature is not the correct temperature. We would , therefore, like to find the correction factor T(/r m , where T c = kT e (p) is the correct value of the temperature at the tangency radius p. Note also that this measured temperature depends on the energy at which it was evaluated from the slope of the measured spectrum. For the purpose of finding the correct temperature in a more general form we define the normalized effective plasma thickness at p = p:
The effective thickness is the thickness of an equivalent homogeneous plasma of temperature kT e (p) and density n e (p) (plasma values at tangency radius) such that its radiation intensity at energy E is equal to that of the measured spectrum at the same energy E. It is obvious from the expression (4) that the effective thickness <L> is not a constant but that it varies with energy.
By taking the natural logarithm of l(p) and defining it as A = In l(p), by normalizing energy in terms of the incorrect electron temperature T m , e = E/T m , and by utilizing expressions (1), (2) , and (3) in (4), we obtain for the correction factor
To determine the ratio of the corrected enhancement coefficient ^. to the measured coefficient £ m one also must have the correct and measured values of the spectrum intercepts S^ and S om . The intercept is defined as die value of die spectrum S at E = 0. Since the intercept value is S 0 = S(E) exp (E/kT e ), where S(E) is the value of the either correct or measured spectrum at the energy E, one can show that S Q( JS Qm The correction factor for the enhancement coefficient now becomes
The expressions (4), (5), and (6) are valid for any type of plasma form and profile, not only for the circular plasma assumed above. The expressions (5) and (6) were numerically evaluated for the profiles with a and P parameters and the results are shown in Figs. 1 to 10 for normalized energies E = 1.0, 2.5, 5.0, 7,5, and 10.0. The error in electron temperature, incurred by taking simply the slope of the measured spectrum for the electron temperature, can be very large for small normalized energy: as high as 70% for the profiles with lowest a's and highest p's. With the increase of normalized energy this error becomes smaller and smaller, e.g., at e = 10 and P = 2 the error in electron temperature decreases to less than 5% (T c /T m = 1.05). The error in temperature increases also with j}, i.e., with a more peaked temperature profile. On the other hand, the error in temperature increases with decreased Ot, i.e., with a broader density profile.
The error in £ estimates, i.e., the correction factor Q/Ci' increases with both ct and P (profile peckedness). The C(/Cm va l u es are normally high because of the definition of C, m -the measured radiation is averaged over the full length of the radiation path, in this case over 2a.
The dependence of the error (correction factor) on the normalized energy, i.e., on the energy in the spectrum, where the measurement is done, is shown in Figs. 11 to 16 . The higher the normalized energy (die further in the spectrum we take the measurement), the smaller the error in electron temperature, which is something we expected. At the same time the error in the C, estimate is larger. The error in both kT c and £ estimates increases with p (electron temperature peakedness), which is, of course, the same dependence as seen in Figs, 1 to 10. The error in kT e , however, slightly decreases with a. The error in £ widi increasing a changes even less, but instead of decreasing, it increases.
The errors in estimating the electron temperature and enhancement coefficient depend on the position of the line of sight, p. This is shown in Figs. 17 and 18 , where the correction factors T ( /T m are presented as a function of p and P, but where a and e are kept constant. The electron temperature correction factor T c / T m is not a very strong function of p, but the enhancement coefficient correction factor i^ / £ m increases very much for p^s close to 1, i.e., near the edge of the plasma. This enhancement coefficient correction factor increases also very strongly with the increasing pcakedness (p) or temperature gradient at the edge of the plasma.
n. PULSE PILE-UP CORRECTION
A PHA system usually has two electronic circuits to process the single pulses: a fast one and a slow one. The fast circuit recognizes and counts the single pulses. The minimum time interval between two pulses for the fast system to recognize them as single pulses is z. The slow electronic circuit processes the single pulses and the processing time z s is much longer than z. The pulses arriving within a time interval longer than z s are processed. Those pulses that arrive within a dme interval shorter than x s but longer than z are recognized as double pulses, which would, if processed, distort the spectrum, and are, therefore, rejected. The pulses coming within the dme interval shorter than z are not recognized as double, triple, etc. pulses, but as a single pulse equal in energy to their sum. They, therefore,will be processed and will distort the measured spectrum. The purpose of this part of the paper is to find the distortion of the spectrum due to double pulses and to the presence of an x-ray filter. The triple and higher order pulses 7 are not discussed in this paper.
A measured soft x-ray spectrum can be represented in terms of the normalized energy e = E/kT e , the transmission function of the x-ray filter F(E) = exp [-(i(E) d], and the photon count rate N c (photons per second) as
where |i(E) is the total x-ray photon attenuation cross section of a given filter material and d is the thickness of the filter. The attenuation cross section can be mostly approximated by a function H(E) = A E" B , where A and E are constants of the material with B having a value close to 3. Considering the coincidence of only two pulses during the time interval T, it has been shown 5 that the double pulse spectrum can be described by the convolution integral S(e) = T/4j 0 S(ElS(e-&') de'.
We assume here that the pulses are of rectangular shape with a width of i. A better approximation for the shape of the pulses would be to take a triangular pulse 6 of the same width
T.
Defining a normalized ratio of the double pulse spectrum to the original spectrum as R N = 4 S(e) / [x N c S(e)], we obtain for the normalized ratio 
The parameters in this expression are the filter material constants A and B, the electron temperature kT e , and the variable is the normalized energy e. This expression has been numerically evaluated. 
