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This work provides a detailed derivation of a generalized quantum Fokker-Planck equation
(GQFPE) appropriate for photo-induced quantum dynamical processes. The path integral method
pioneered by Caldeira and Leggett (CL) [Caldeira and Leggett, Physica A 121, 587 (1983)] is ex-
tended for a nonequilibrium influence functional, which has been obtained for general cases where
the ground and the excited electronic state baths can be different. Both nonequilibrium and non-
Markovian effects are accounted for consistently by expanding the paths in the exponents of the
influence functional with respect to time up to the second order. This procedure results in approx-
imations involving only single time integrations for the exponents of the influence functional but
with additional time dependent boundary terms that have been ignored in previous works. The
boundary terms complicate the derivation of a time evolution equation, but do not affect position
dependent physical observables or the dynamics in the steady state limit. For an effective density
operator with the boundary terms factored out, a time evolution equation is derived through short
time expansion of the effective action followed by Gaussian integrations in analytically continued
complex domain of space. This leads to a compact form of GQFPE with time dependent kernels
and additional terms, which make the resulting equation the Dekker form [H. Dekker, Phys. Rep.
80, 1 (1981)]. Major terms of the equation are analyzed for the case of Ohmic spectral density
with Drude cutoff, which shows that the new GQFPE satisfies the positive definiteness condition in
medium to high temperature limit.
I. INTRODUCTION
The concept of Brownian motion,1,2 or more specifi-
cally, Langevin equation,3 was originally developed under
the premise that the system of interest follows fully de-
terministic paths if left alone and that environmental ef-
fects can be accounted for by random forces and frictional
drags satisfying the fluctuation-dissipation relationship.
How to extend such description to the quantum mechan-
ical regime governing time evolution of quantum opera-
tors had remained difficult in practice4,5 or was even con-
sidered impossible,6 although some advances have been
made.4,7–9 On the other hand, the Fokker-Planck equa-
tion (FPE),10 which considers time evolution of distribu-
tion function instead, is more amenable to quantum gen-
eralization because the distribution can be obtained nat-
urally from a quantum density operator retaining com-
plete information on the quantum system.46 Indeed, a
few well defined and tractable derivations of quantum
FPE (QFPE)5,11–17 or hierarchical QFPEs18–21 are avail-
able now.
One of the most well-known derivation of QFPE
was provided by Caldeira and Leggett (CL)11 based on
the Feynman-Vernon influence functional formalism.22,23
This approach has also been extended to the case of
∗Email:sjang@qc.cuny.edu
†mailing address
nonadiabatic quantum dynamics by Garg, Onuchic, and
Ambegaokar (GOA).24 CL’s derivation of QFPE invokes
high temperature and the Markovian approximation for
the bath dynamics. Although not explicit, an assump-
tion of weak system-bath coupling appears to be implicit
in the derivation as well. Indeed, a distinct quantum
Smoluchowski equation (QSE)5,25,26 is obtained follow-
ing a similar approach but taking the effect of strong
system-bath coupling properly. However, this QSE still
assumes that the bath relaxes much faster than the sys-
tem, and does not account for the non-Markovian effect
that can have potentially important effects.
Major applications of QFPE include quantum
extension17,27,28 of Kramers’ barrier crossing problem
and proton or electron transfer dynamics.24,29–32 In par-
ticular, for the latter case, there has been growing inter-
est in the study of fast photo-induced reaction dynamics
that can occur during time scales comparable to those of
molecular relaxation and dephasing dynamics.33–35 For
these, currently available QFPE or QSE are not well
suited. Thus, generalization of QFPE to include non-
Markovian and nonequilibrium effects remains an impor-
tant and interesting theoretical issue to be addressed. Al-
though more general hierarchical equations18–21 may be
used to this end, the benefit of having a single closed form
equation, which can account for such non-Markovian and
nonequilibrium effects, cannot be overestated.
In addition, the fact that CL’s QFPE11 is not pos-
itive definite remains a lingering theoretical issue. Al-
though it is true that positive definiteness is not neces-
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2sary for accurate description of the open system quan-
tum dynamics,5,36 it is still important to understand the
source of its violation and how to fix the problem. Dio´si
showed that the non-positivity can result from an in-
consistent application of the Markovian approximation12
and that it can partially be corrected by including next
order terms in the intermediate temperature regime. The
present work shows that a a similar consideration can be
made in deriving a generalized QFPE (GQFPE) and that
the resulting equation is of the Dekker form,12,37 which
has a well-defined condition for positive definiteness. A
detailed consideration of this equation for Ohmic spec-
tral density with Drude cutoff shows that the Lindblad’s
positive definiteness condition38 can indeed be satisfied
in the steady state limit under reasonable physical con-
dition.
The paper is organized as follows. Section II presents
the main theoretical development based on the standard
path integral formulation. Section III provides numerical
analysis of major terms of newly derived GQFPE for the
case of Ohmic spectral density with Drude cutoff. Section
IV concludes the paper by summarizing the main results
and their implication.
II. THEORY
Consider the following total Hamiltonian:
Hˆ = Hˆg|g〉〈g|+ Hˆe|e〉〈e| , (1)
where |g〉 is the ground electronic state and |e〉 is the
excited electronic state. Hˆg and Hˆe are nuclear Hamil-
tonians in respective ground and electronic states, and
have the following forms:
Hˆg =
pˆ2
2m
+ Vg(qˆ)
+
∑
α
{
pˆ2α
2mα
+
mαω
2
α
2
(
xˆα − cα,g
mαω2α
qˆ
)2}
, (2)
Hˆe =
pˆ2
2m
+ Ve(qˆ)
+
∑
α
{
pˆ2α
2mα
+
mαω
2
α
2
(
xˆα − cα,e
mαω2α
qˆ
)2}
. (3)
In the above expression, qˆ and pˆ represent the position
and momentum operators of the quantum nuclear degree
of freedom of the system, and xˆα’s and pˆα’s represent the
position and momentum operators of all the bath modes
bilinearly coupled to the system. The system nuclear
degree of freedom is assumed to be one dimensional here,
but extension of the present work for multidimensional
situation is straightforward.
It is assumed that there is no coupling between the
ground and the excited state in the absence of radiation.
The total density operator at time t is denoted as ρˆT (t).
As the initial condition at t = 0, we consider the situation
where the entire system plus bath degrees of freedom are
prepared at their canonical equilibrium for the ground
electronic state as follows:
ρˆT (0) = |g〉〈g|ρˆg = |g〉〈g|e−βHˆg/Tr{e−βHˆg} . (4)
Given that an impulsive excitation is applied to the
system at time zero and under the Condon approxima-
tion that the transition dipole is independent of nuclear
coordinates, a vertical transition from |g〉 to |e〉 occurs
while all other degrees of freedom remain frozen. Thus,
the total density operator for t ≥ 0+, following an im-
pulsive excitation at t = 0, is given by
ρˆT (t) = ρˆe(t)|e〉〈e| = e−iHˆet/~ρˆgeiHˆet/~|e〉〈e| , (5)
where ρˆe(t) is the total density operator representing the
system nuclear coordinate in the excited electronic state
and the bath. Taking the trace of this over the bath
degrees of freedom, we obtain the reduced density oper-
ator describing the system nuclear degree of freedom as
follows:
σˆe(t) = Trb{ρˆe(t)} = Trb{e−iHˆet/~ρˆgeiHˆet/~} , (6)
where Trb represents trace over the bath. For the deriva-
tion of GQFPE governing time evolution of σˆe(t), we
extend the path integral approach developed by CL,11
which has also been adopted by GOA24 for nonadiabatic
quantum dynamical processes.
A. Path integral representation and short time
expansion
The path integral representation for the reduced sys-
tem density operator in the excited electronic state, σˆe(t)
defined by Eq. (6), can be found by utilizing standard
expressions for both the real and imaginary time prop-
agators. The major steps are described in Appendix A,
where the final expression for σˆe(t) is given by Eq. (A12).
This expression can be simplified by introducing the fol-
lowing three spectral densities of the bath:
ηe(ω) ≡ pi
2
∑
α
c2α,e
mαωα
δ(ω − ωα) , (7)
ηc(ω) ≡ pi
2
∑
α
cα,ecα,g
mαωα
δ(ω − ωα) , (8)
ηg(ω) ≡ pi
2
∑
α
c2α,g
mαωα
δ(ω − ωα) . (9)
Then, with the definitions of Eqs. (A13)-(A16), we can
introduce the following nonequilibrium influence func-
tional:
J [q′(·), q′′(·), qg(·); t, β~] = Zb exp
{ i
~
We,I(t)
−1
~
We,R(t) +
i
~
Wc(t) +
1
~
Wg(β~}
}
,(10)
3where Zb =
∏
α
(
2 sinh(ωαβ~/2)
)−1
, q′(·) and q′′(·) rep-
resent real time paths in the excited electronic state,
and qg(·) the imaginary time path in the ground elec-
tronic state. Different exponents in the above nonequilib-
rium influence functional represent effective actions com-
ing from different sources of the system-bath interaction.
We,I(t) and We,R(t) are imaginary and real components
of the contribution from the bath dynamics in the excited
state, Wc(t) represents coupling between the two baths
in the excited and ground electronic states, and Wg(β~)
is the imaginary time action due to thermal distribution
of the bath in the ground electronic state.
With the definition of Eq. (10), Eq. (A12) can now be
expressed as
σˆe(t) =
1
Zg
∫
dq′i
∫
dq′′i
∫ q′′i
q′i
Dqg(·)
∫
dq′f
∫
dq′′f
×
∫ q′f
q′i
Dq′(·)
∫ q′′f
q′′i
Dq′′(·)J [q′(·), q′′(·), qg(·); t, β~]
×e i~Se[q′(·);t]− i~Se[q′′(·);t]− 1~SEg [qg(·);β~]|q′f 〉〈q′′f | .(11)
The nonequilibrium influence functional appearing in the
above equation, as defined by Eq. (10), is a direct exten-
sion of the Feynman and Vernon influence functional22,23
to the general case where the Hamiltonian for the ini-
tial equilibrium distribution can be different from that
of the dynamics. Numerical evaluation of this is feasible
extending novel computational methods,39 which is not
the main focus here.
For the derivation of GQFPE, let us introduce the fol-
lowing time dependent kernels:
η˜e,I(t) ≡ 1
pi
∫ ∞
0
dω ηe(ω) sin(ωt) , (12)
η˜e,R(t) ≡ 1
pi
∫ ∞
0
dω ηe(ω) coth(
ωβ~
2
) cos(ωt) ,(13)
η˜c(t; qg(·)) ≡ 1
pi
∫ β~
0
dτ
∫ ∞
0
dω ηc(ω)
×cosh(ω(τ − it− β~/2))
sinh(ωβ~/2)
qg(τ) . (14)
Then, the three time dependent exponents in Eq. (10),
which are defined by Eqs. (A13)-(A15), can be expressed
as
We,I(t) =
∫ t
0
dt1
∫ t1
0
dt2 η˜e,I(t2)(q
′(t1)− q′′(t1))
×(q′(t1 − t2) + q′′(t1 − t2)) , (15)
We,R(t) =
∫ t
0
dt1
∫ t1
0
dt2 η˜e,R(t2)(q
′(t1)− q′′(t1))
×(q′(t1 − t2)− q′′(t1 − t2)) , (16)
Wc(t; qg(·)) =
∫ t
0
dt1 η˜c(t; qg(·))(q′(t1)− q′′(t1)) .(17)
Equations (15) and (16) above involve double time in-
tegrations, which need to be converted to single time
integrations11,24 for the derivation of GQFPE.
Under the assumption that the decay of η˜e,I(t) is fast
enough, q′(t1 − t2) and q′′(t1 − t2) in Eq. (15) can be
approximated with their second order expansions with
respect to t2 around t1. The resulting expression can then
be converted to single time integration through partial
integration. Thus, Eq. (15) can be approximated as
We,I(t) ≈
∫ t
0
dt1K(0)I (t1)(q′(t1)2 − q′′(t1)2)
−
∫ t
0
dt1
(
K(1)I (t1) +
1
2
K˙(2)I (t)
)
×(q′(t1)− q′′(t1))(q˙′(t1) + q˙′′(t1))
−1
2
∫ t
0
dt1K(2)I (t1)(q˙′(t1)2 − q˙′′(t1)2)
+
1
2
K(2)I (t1)(q′(t1)− q′′(t1))(q˙′(t1) + q˙′′(t1))
∣∣∣∣t
0
,(18)
where the single dot over q′(t) and q′′(t) denotes the first
derivatives with respect to time and
K(n)I (t1) ≡
∫ t1
0
dt2η˜e,I(t2)t
n
2 . (19)
Similarly, Eq. (16) can be approximated as
We,R(t) ≈
∫ t
0
dt1K(0)R (t1)(q′(t1)− q′′(t1))2
−
∫ t
0
dt1
(
K(1)R (t1) +
1
2
K˙(2)R (t1)
)
×(q′(t1)− q′′(t1))(q˙′(t1)− q˙′′(t1))
−1
2
∫ t
0
dt1K(2)R (t1)(q˙′(t1)− q˙′′(t1))2
+
1
2
K(2)R (t1)(q′(t1)− q′′(t1))(q˙′(t1)− q˙′′(t1))
∣∣∣∣t
0
,(20)
where
K(n)R (t1) ≡
∫ t1
0
dt2η˜e,R(t2)t
n
2 . (21)
With Eqs. (18) and (20), Eq. (10) can be converted to
an expression that involves only single time integrations,
but with additional boundary terms. Before presenting
the final form, let us first collect all the contributions to
Eq. (10) from the boundary terms in Eqs. (18) and (20),
and define
A(r′, r′′, r˙′, r˙′′, t) =
exp
{
− 1
2~
K(2)R (t)(q′ − q′′)(q˙′ − q˙′′)
+
i
2~
K(2)I (t)(q′ − q′′)(q˙′ + q˙′′)
}
. (22)
Collecting all the contributions from single time integra-
4tion terms in Eqs. (18) and (20), let us also define
Jeff [q
′(·), q′′(·), qg(·); t, t0] =
exp
{
−1
~
CR[q′(·), q′′(·); t, t0]
− i
~
CI [q′(·), q′′(·); t, t0]
}
, (23)
where
CR[q′(·), q′′(·); t, t0] =
∫ t
t0
dt1
{
K(0)R (t1)(q′(t1)− q′′(t1))2
−K˜(1)R (t1)(q′(t1)− q′′(t1))(q˙′(t1)− q˙′′(t1))
−1
2
K(2)R (t1)(q˙′(t1)− q˙′′(t1))2
}
, (24)
CI [q′(·), q′′(·); t, t0] =∫ t
t0
dt1K˜(1)I (t1)(q′(t1)− q′′(t1))(q˙′(t1) + q˙′′(t1)) , (25)
with
K˜(1)R (t1) = K(1)R (t1) +
1
2
K˙(2)R (t1) , (26)
K˜(1)I (t1) = K(1)I (t1) +
1
2
K˙(2)I (t1) . (27)
Finally, the following effective time dependent action can
be introduced:
Seff [q(·)qg(·); t, t0]
=
∫ t
t0
dt1
{me(t)
2
q˙(t1)
2 − Ue(q(t1), qg(·); t1)
}
,(28)
where
me(t) = m−K(2)I (t) , (29)
Ue(q, qg(·), t) = Ve(q) +
(κe
2
−K(0)I (t)
)
q2
−η˜c(t, qg(·))q . (30)
In the above expression, κe, which is defined by Eq. (A3),
is an effective harmonic oscillator spring constant due to
the bath in the excited electronic state. Then, the posi-
tion space matrix element of the reduced density opera-
tor, Eq. (11), can be expressed as follows:
〈q′f |σˆe(t)|q′′f 〉 =
∫
dq′i
∫
dq′′i
∫ q′′i
q′i
Dqg(·)P[qg(·);β~]
×
∫ q′f
q′i
Dq′(·)
∫ q′′f
q′′i
Dq′′(·)A(q′f , q′′f , q˙′f , q˙′′f , t)
×Jeff [q′(·), q′′(·); t, 0]
×e i~Seff [q′(·),qg(·);t,0]− i~Seff [q′′(·),qg(·);t,0] , (31)
where the fact that A(q′, q′′, q˙′, q˙′′, 0) = 1 has been used
and P[qg(·);β~] is the probability density for the imagi-
nary time path with the following expression:
P[qg(·);β~] = Zb
Zg
exp
{
−1
~
SEg [qg(·);β~]
+
1
~
∫ β~
0
dτ
∫ τ
0
dτ1
∫ ∞
0
dω
pi
ηg(ω)
×cosh(ω(τ − τ1 − β~/2))
sinh(ωβ~/2)
qg(τ1)qg(τ)
}
. (32)
Equation (31) is the best form available for deriving a
GQFPE. Note the presence of the time dependent pref-
actor A(q′f , q′′f , q˙′f , q˙′′f , t), which comes from the bound-
ary values of time integrations. This term vanishes for
q′f = q
′′
f at all time or in the long time limit where K(2)R (t)
and K(2)I (t) decay to zero. Thus, it does not contribute to
the calculation of position dependent observables at any
time or any observables in the steady state limit where
the initial memory of the bath disappears. However, for
general situations, it remains as a source of ambiguity in
deriving the time evolution equation and has not been
considered in previous treatments by CL,11 GOA,24 and
Dio´si12 who all considered only the Markovian or steady
state limit.
B. Time evolution equation
Let us define the time dependent part in Eq. (31)
except for the prefactor and the ground state influence
functional as follows:
σ˜e(q
′
f , q
′′
f ; t) ≡
∫ q′f
q′i
Dq′(·)
∫ q′′f
q′′i
Dq′′(·)
×Jeff [q′(·), q′′(·); t, 0]
×e i~Seff [q′(·),qg(·);t,0]− i~Seff [q′′(·),qg(·);t,0] . (33)
In the above expression, dependences of σ˜e on q
′, q′′, and
qg(·) have not been shown explicitly. A time evolution
equation for σ˜e(q
′
f , q
′′
f ; t) can be derived employing the
short time expansion of path integral expression as was
done by CL11 and GOA.24
Due to the fact that Jeff [q
′(·), q′′(·); t, 0] defined by Eq.
(23) now involves single time integration in the exponent,
it can be expressed as the product of discretized terms
as follows:
Jeff [q
′(·), q′′(·); t+ δt, 0] = Jeff [q′δ(·), q′′δ (·); t+ δt, t]
×Jeff [q′δ(·), q′′δ (·); t, t− δt]
· · ·
×Jeff [q′δ(·), q′′δ (·); δt, 0] .
(34)
Similar expressions can be found for e
i
~Seff [q
′(·),qg(·);t,0]
and e−
i
~Seff [q
′′(·),qg(·);t,0] as well. Therefore, approximat-
ing the paths q′(·) and q′′(·) by a collection of discretized
5paths q′δ(·)’s and q′′δ (·)’s with time interval δt, and assum-
ing that me(t) remains virtually constant during each
time interval δt, we can express Eq. (33) as follows:
σ˜e(q
′
f , q
′′
f ; t+ δt) =
me
2pi~t
∫
dq′
∫
dq′′σ˜e(q′, q′′; t)
×Jeff [q′(·), q′′(·); t+ δt, t]
×e i~Seff [q′(·);t+δt,t]− i~Seff [q′′(·);t+δt,t] , (35)
where the standard normalization factor of
√
me/(2pi~t)
was used for the path integral. Let us introduce δq′ =
q′f − q′, δq′′ = q′′f − q′′, q¯′ = (q′f + q′)/2, and q¯′′ =
(q′′f + q
′′)/2. Then, assuming that K(n)I (t) and K(n)R (t)
also remain virtually constant during the time interval of
δt and approximating the trajectories as straight lines,
we obtain the following expressions:
Seff [q
′(·); t+ δt, t] ≈ me(t)
2δt
δq′2 − δtUe(q¯′, t) , (36)
Seff [q
′′(·); t+ δt, t] ≈ me(t)
2δt
δq′′2 − δtUe(q¯′′, t) ,(37)
CI [q′(·), q′′(·); t+ δt, t]
≈ K˜(1)I (t)(q¯′ − q¯′′)(δq′ + δq′′) , (38)
CR[q′(·), q′′(·); t+ δt, t] ≈ K(0)R (t)(q¯′ − q¯′′)2δt
−K˜(1)R (t)(q¯′ − q¯′′)(δq′ − δq′′)
−K
(2)
R (t)
2δt
(δq′ − δq′′)2 . (39)
Inserting these expressions into Eqs. (23) and (35), we
find that
σ˜e(q
′
f , q
′′
f ; t+ δt) ≈
me(t)
2pi~δt
∫
dq′
∫
dq′′σ˜e(q′, q′′; t)
× exp
{ ime(t)
2~δt
(
δq′2 − δq′′2
)
− K
(2)
R (t)
2~δt
(δq′ − δq′′)2
− i
~
K˜(1)I (t)(q¯′ − q¯′′)(δq′ + δq′′)
+
1
~
K˜(1)R (t)(q¯′ − q¯′′)(δq′ − δq′′)
−δt
~
K(0)R (t)(q¯′ − q¯′′)2
− iδt
~
(
Ue(q¯
′, t)− Ue(q¯′′, t)
)}
. (40)
The remaining steps in deriving a time evolution equa-
tion for σ˜e from Eq. (40) are (i) to expand σ˜e(q
′, q′′; t) in
the integrand around q′f and q
′′
f , (ii) to perform integra-
tions with respect to δq′ = q′f −q′ and δq′′ = q′′f −q′′, and
(iii) to retain terms up to the order of δt only. The inte-
grations with respect to δq′ and δq′′ can be done through
analytic continuation of the integrands into the complex
domain of space followed by normal mode transforma-
tion, which results in standard Gaussian integrations.
Appendix B provides detailed description of all the steps
(i)-(iii) of calculations listed above. The resulting expres-
sion, Eq. (B18) or (B32), can be summarized as
∂
∂t
σ˜e(q
′, q′′; t) =
{ i~
2me(t)
( ∂
∂q′2
− ∂
2
∂q′′2
)
− i
~
(
Ue(q
′, t)− Ue(q′′, t)
)
− α(t)
~
(q′ − q′′)2
−K˜
(1)
I (t)
me(t)
(q′ − q′′)
( ∂
∂q′
− ∂
∂q′′
)
−i
(
K˜(1)R (t)
me(t)
− 2K
(2)
R (t)
me(t)2
K˜(1)I (t)
)
×(q′ − q′′)
( ∂
∂q′
+
∂
∂q′′
)
+
~K(2)R (t)
2me(t)2
( ∂2
∂q′2
+
∂2
∂q′′2
+ 2
∂2
∂q′∂q′′
)}
σ˜e(q
′, q′′; t) .
(41)
where α(t) is a real valued function defined by Eq. (B12)
or (B28) and can be expressed as follows:
α(t) = K(0)R (t)−
2
me(t)
K˜(1)I (t)
(
K˜
(1)
R (t)
− 1
me(t)
K(2)R (t)K˜(1)I (t)
)
. (42)
Equivalently, we can express σ˜e(q
′, q′′; t) in an operator
form as follows:
ˆ˜σe(qg(·); t) =
∫
dq′
∫
dq′′|q′〉σ˜e(q′, q′′, qg(·); t)〈q′′| ,
(43)
where the dependence on qg(·) has been shown explicitly.
Then, Eq. (41) can be translated into a time evolution
equation for this operator as follows:
∂
∂t
ˆ˜σe(qg(·); t) = − i~ [Hˆeff (t),
ˆ˜σe]− i~
K˜(1)I (t)
me(t)
[
qˆ, {pˆ, ˆ˜σe}
]
+
1
~
( K˜(1)R (t)
me(t)
− 2K
(2)
R (t)
me(t)2
K˜(1)I (t)
)[
qˆ, [pˆ, ˆ˜σe]
]
−α(t)
~
[
qˆ, [qˆ, ˆ˜σe]
]
− K
(2)
R (t)
2~me(t)2
[
pˆ, [pˆ, ˆ˜σe]
]
, (44)
where
Hˆeff (t) =
pˆ2
2me(t)
+ Ue(qˆ, qg(·), t) , (45)
with Ue(qˆ, qg(·), t) defined by Eq. (30). Note that the
effects of the ground state bath appear only in the ef-
fective time dependent potential Ue(qˆ, qg(·), t). A phase
space representation for Eq. (44), which is a more con-
ventional form of QFPE, can be found by applying the
Wigner transformation40 to Eq. (44).
Equation (44) is in the Dekker form12,37 unlike the
original CL’s QFPE.11 Thus, the Lindblad’s condition
6of positive definiteness38 can be satisfied for appropriate
range of physical variables. To this end, more detailed
analysis of each term is necessary for a specific form of
the spectral density chosen.
III. RESULTS FOR OHMIC SPECTRAL
DENSITY WITH DRUDE CUTOFF
Let us consider the case where the excited state bath
spectral density, Eq. (7), is given by the Ohmic spectral
density with Drude cutoff as follows:
ηe(ω) = 2mγe
ω2cω
ω2 + ω2c
= 2mγsω
2
c
ω/ωc
(ω/ωc)2 + 1
, (46)
where γe is the friction constant in the excited electronic
state and γs = γe/ωc is a dimensionless scaled version
of the same friction constant. For the above spectral
density, κe, defined by Eq. (A3), has the following form:
κe = 2mγeωc = 2mγsω
2
c , (47)
and the imaginary component of the bath correlation
function, Eq. (12), can be expressed as
η˜e,I(t) = mγeω
2
ce
−ωct . (48)
Then, it is straightforward to show that K(n)I (t) defined
by Eq. (19), for n = 0− 2, can be expressed as
K(0)I (t) = mγeωcF0(ts) , (49)
K(1)I (t) = mγeF1(ts) , (50)
K(2)I (t) = 2mγsF2(ts) , (51)
where ts = ωct is a scaled time, and
F0(ts) = 1− e−ts , (52)
F1(ts) = 1− (1 + ts)e−ts , (53)
F2(ts) = 1−
(
1 + ts +
t2s
2
)
e−ts , (54)
which all approach 1 in the limit of ts →∞. All of these
three functions are monotonically increasing and positive
for ts > 0. Combining Eq. (50) and the time derivative
of Eq. (51), we also obtain the expression for K˜(1)1 (t),
defined by Eq. (27), as follows:
K˜(1)I (t) = mγeF˜1(ts) , (55)
where
F˜1(ts) = 1−
(
1 + ts − t
2
s
2
)
e−ts . (56)
Note that F˜1(ts) also approaches 1 in the limit of ts →∞
and is positive for ts > 0.
Taking the ratio of the effective time dependent mass
me(t), Eq. (29), to the actual mass m, let us introduce
rm(t) =
me(t)
m
= 1− 2γsF2(ts) , (57)
which approaches 1− 2γs in the limit of t→∞.
The real component of the bath correlation function,
Eq. (13), can be evaluated employing the well-known
Matsubara expansion of coth(x) and cot(x), and is ex-
pressed as
η˜e,R(t) = mγeω
2
c cot(
β~ωc
2
)e−ωct
+
4mγeω
2
c
β~
∞∑
n=1
ωn
(ω2n − ω2c )
e−ωnt , (58)
where ωn = 2pin/(β~). Then, it is straightforward to
show that K(n)R (t) defined by Eq. (21), for n = 0− 2, can
be expressed as
K(0)R (t) = mγeωcG0(βs, ts) , (59)
K(1)R (t) = mγeG1(βs, ts) , (60)
K(2)R (t) = mγsG2(βs, ts) , (61)
where βs = β~ωc, a dimensionless and scaled inverse tem-
perature, and
G0(βs, ts) = cot
(
βs
2
)
F0(ts)
+
4
βs
∞∑
n=1
F0(2pints/βs)
(2pin/βs)2 − 1 , (62)
G1(βs, ts) = cot
(
βs
2
)
F1(ts)
+
4
βs
∞∑
n=1
F1(2pints/βs)
(2pin/βs)((2pin/βs)2 − 1) , (63)
G2(βs, ts) = cot
(
βs
2
)
F2(ts)
+
4
βs
∞∑
n=1
F2(2pints/βs)
(2pin/βs)2((2pin/βs)2 − 1) .(64)
In addition, combination of Eq. (60) and the time deriva-
tive of Eq. (61) leads to the expression for K˜(1)R (t), de-
fined by Eq. (26), as follows:
K˜(1)R (t) = mγeG˜1(βs; ts) , (65)
where
G˜1(βs; ts) = cot
(
βs
2
)
F˜1(ts)
+
4
βs
∞∑
n=1
F˜1(2pints/βs)
(2pin/βs)((2pin/βs)2 − 1) .(66)
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FIG. 1: Values of Rpq(t), Rqq(t), Rpp(t), and D(t) versus
ts = ωct for βs = 0.5, 1, and 5. The value of γs = 0.1.
Employing the above expressions, Eq. (44) for the
present spectral density can be expressed as
∂
∂t
ˆ˜σe(qg(·); t) = − i~ [Hˆeff (t),
ˆ˜σe]
− iγe
~
Γ(t)
[
qˆ, {pˆ, ˆ˜σe}
]
+
γe
~
Rpq(t)
[
qˆ, [pˆ, ˆ˜σe]
]
−mγ
2
e
~
Rpp(t)
[
qˆ, [qˆ, ˆ˜σe]
]
− Rqq(t)
m~
[
pˆ, [pˆ, ˆ˜σe]
]
, (67)
where
Γ(t) =
F˜1(ts)
rm(t)
, (68)
Rpq(t) = 1
rm(t)
G˜1(βs, ts)− 2 γs
r2m
G2(βs, ts)F˜1(ts) ,
(69)
Rqq(t) = γs
2rm(t)2
G2(βs, ts) , (70)
Rpp(t) = 1
γs
G0(βs, ts)− 2Γ(t)G˜1(βs, ts)
+2γsΓ(t)
2G2(βs, ts) . (71)
As mentioned in the previous section, Eq. (67) is in
the Dekker form12,37 and satisfies the Lindblad’s positive
definiteness condition38 given that the following inequal-
ity holds.
D(t) ≡ 4Rpp(t)Rqq(t)−Rpq(t)2 − Γ(t)2 > 0 . (72)
Figure 1 shows calculated results of Rpq(t), Rqq(t),
Rpp(t), and D(t) for three cases of βs = 0.5, 1, and 5. A
small value of γs = 0.1 was chosen, for which the weak
damping condition of γsG2(βs, ts) < 1−2γsF2(ts) is sat-
isfied throughout the entire time. Except for the case of
very low temperature, βs = 5, all the values of Rqq(t),
Rqq(t), and Rpp(t) remain positive. Although D(t) be-
comes negative transiently in early stage, its steady state
limits are positive for βs = 0.1 and 1. This shows that the
non positivity condition of CL’s QFPE11 can be fixed by
avoiding inconsistent use of Markovian approximation,
confirming the analysis by Diosi.12 On the other hand,
for βs = 5, D(t) becomes negative for all values of t > 0.
The main contribution to this negative value comes from
that of Rpp(t), and indicates that the second order ap-
proximation for the real part of the bath correlation func-
tion is not valid at this temperature due to nonlocality
of the quantum dynamics in time.
IV. CONCLUSION
The present work has provided a derivation of a
GQFPE by extending CL’s path integral approach.11 The
only assumption used in this derivation is that the bath
correlation functions are short ranged in time so that the
second order expansions of trajectories within the inte-
grands in the exponents of the influence functional are
well justified. This seems to be the most general as-
sumption one can make in order to convert the double
time integrations in the exponents of the influence func-
tional into single time integrations, from which a time
evolution equation can be derived. Thus, the resulting
GQFPE, Eq. (44), may serve as a general form that can
include various known QFPEs as special cases. In addi-
tion, Eq. (44) can also serve as a new and useful means
to describe photo-induced quantum relaxation processes
beyond typical high temperature and weak coupling lim-
its, and thus will serve as a more satisfactory theoretical
tool to study wider range of photoinduced electron and
proton transfer processes.
The importance of the general form of the GQFPE, Eq.
(44), is that it has not been constructed phenomenolog-
ically, but rather derived from a well defined Hamilto-
nian. Thus, it offers detailed microscopic expressions for
all the terms entering the equation in terms of the param-
eters defining the Hamiltonian. This makes it possible to
examine the validity of the assumptions underlying the
derivation a posteriori, for a given Hamiltonian and bath
spectral density. Most of all, because Eq. (44) is in the
Dekker form,12,37 the condition of positive definiteness
can be tested explicitly.
For one of the most well-known spectral densities, the
Ohmic spectral density with Drude cutoff, all terms in the
GQFPE have been calculated explicitly in Sec. III. The
results demonstrated in Fig. 1 show that the GQFPE in-
deed is well defined and its steady state limit satisfies the
Lindblad’s condition38 for reasonable physical situation.
This confirms that the violation of positive definiteness
results from an inconsistent application of the Markovian
approximation or the breakdown of time locality in the
8quantum dynamics as is typical at very low temperature
regime.
There remain some subtle issues that need to be clar-
ified in the future. For example, the physical implica-
tion of the boundary terms in Eq. (22) should be un-
derstood better. In addition, the expressions of terms in
Eq. (44) and Eq. (67) show that the detailed manner
of the high frequency cutoff, even for the Ohmic spectral
density, makes significant contribution to the final form
of the equation. This is consistent with a previous anal-
ysis based on a fourth order quantum master equation.41
This also shows the possibility that Eq. (44) can serve as
a useful theoretical tool to examine the type of spectral
density and physical conditions for which a time local
QFPE can be established.
The methodology of present work can easily be ex-
tended to multidimensional system and nonadiabatic
cases. Consideration of these cases will be another sub-
ject of future theoretical investigation. Finally, further
test of the GQFPE against exactly solvable models42–45
and virtually exact calculation approaches20,21 remain
as important future tasks. Outcomes of these studies
will help provide ultimate validation of the GQFPE of
this work and understanding of the extent to which a
closed form time local equation can be used to describe
nonequilibrium and non-Markovian quantum dynamical
processes.
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Appendix A: Nonequilibrium Influence Functional
The path integral expression for Eq. (6) and an appro-
priate expression for the influence functional, which are
well known,23 are derived here for the sake of complete-
ness. For the real time propagator, e−iHet/~, the path
integral expression is given by
e−iHˆet/~ =
∫
dqi
∫
dqf
∫
dxi
∫
dxf |qf , xf 〉〈qi, xi|
×
∫ qf
qi
Dq(·)
∫ xf
xi
Dx(·)e i~Se[q(·);t]+ i~Seb[x(·),q(·);t] ,
(A1)
where x ≡ (x1, · · · , xα, · · · ) and |q, x〉 ≡ |q〉
∏
α |xα〉. Se
and Seb are real time actions of the excited state, respec-
tively given by
Se[q(·); t] =
∫ t
0
dt1
(m
2
q˙(t1)
2 − Ve(q(t1))− κe
2
q(t1)
2
)
,
(A2)
with
κe =
∑
α
c2α,e
mαω2α
=
2
pi
∫ ∞
0
dω
ηe(ω)
ω
, (A3)
and
Seb[x(·), q(·); t] =
∑
α
∫ t
0
dt1
(mα
2
x˙α(t1)
2
−mαω
2
α
2
xα(t1)
2 + cα,eq(t1)xα(t1)
)
.(A4)
On the other hand, for e−βHˆg , the path integral expres-
sion is given by
e−βHˆg =
∫
dq′
∫
dq′′
∫
dx′
∫
dx′′|q′, x′〉〈q′′, x′′|
×
∫ q′′
q′
Dq(·)
∫ x′′
x′
Dx(·)e− 1~SEg [q(·);β~]− 1~SEgb[q(·),x(·);β~] ,
(A5)
where SEg and S
E
gb are Euclidean actions, respectively
given by
SEg [q(·);β~] =∫ β~
0
dτ
(m
2
q˙(τ)2 + Vg(q(τ)) +
κg
2
fg(r(τ))
2
)
,
(A6)
with κg =
∑
α c
2
α,g/(mαω
2
α), and
SEgb[x(·), q(·);β~] =
∑
α
∫ t
0
dt1
(mα
2
x˙α(t1)
2
+
mαω
2
α
2
xα(t1)
2 − cα,gq(t1)xα(t1)
)
. (A7)
The path integral expression for σˆe(t) can be obtained
by inserting Eq. (A1), its complex conjugate, and Eq.
(A5), into Eq. (6). By performing explicit path integra-
tion over the bath degrees of freedom, one can show that
Eq. (A1) reduces to
e−iHˆet/~ =
∫
dqi
∫
dqf
∫
dxi
∫
dxf |qf , xf 〉〈qi, xi|
×
∫ qf
qi
Dq(·)e i~Se[q(·);t]
∏
α
Te,α[q(·);xα,f , xα,i, t] ,
(A8)
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Te,α[r(·);xα,f , xα,i; t] =
(
mαωα
2pii~ sin(ωαt)
)1/2
× exp
{
i
~
[ mαωα
2 sin(ωαt)
(
x2α,f cos(ωαt)
+x2α,i cos(ωαt)− 2xα,fxα,i
)
+
cα,exα,f
sin(ωαt)
∫ t
0
dt1 sin(ωαt1)q(t1)
+
cα,exα,i
sin(ωαt)
∫ t
0
dt1 sin(ωα(t− t′))q(t1)
− c
2
α,e
mαωα sin(ωαt)
∫ t
0
dt1
∫ t1
0
dt2 sin(ωα(t− t1))
× sin(ωαt2)q(t1)q(t2)
]}
. (A9)
Similarly, Eq. (A5) can be shown to be
e−βHˆg =
∫
dq′
∫
dq′′
∫
dx′
∫
dx′′|q′, x′〉〈q′′, x′′|
×
∫ r′′
r′
Dq(·)e− 1~SEg [q(·);β~]
∏
α
TEg,α[q(·);x′α, x′′α, β~] ,
(A10)
where
TEg,α[q(·);x′α, x′′α, β~] =
(
mαωα
2pi~ sinh(ωαβ~)
)1/2
× exp
{
− 1
~
[ mαωα
2 sinh(ωαβ~)
(
x′2α cosh(ωαβ~)
+x′′2α cosh(ωαβ~)− 2x′αx′′α
)
− cα,gx
′
α
sinh(ωαβ~)
∫ β~
0
dτ sinh(ωατ)qg(τ)
− cα,gx
′′
α
sinh(ωαβ~)
∫ β~
0
dτ sinh(ωα(β~− τ))qg(τ)
− c
2
α,g
mαωα sinh(ωαβ~)
∫ β~
0
dτ
∫ τ
0
dτ1
× sinh(ωα(β~− τ)) sinh(ωατ1)qg(τ)qg(τ1)
]}
.
(A11)
With the use of Eq. (A8), its complex conjugate, and
Eq. (A5) in Eq. (6), the reduced density operator can
be expressed as
σˆe(t) =
1
Zg
∫
dq′f
∫
dq′′f |q′f 〉〈q′′f |
×
∫
dq′i
∫
dq′′i
∫
dxf
∫
dx′i
∫
dx′′i
×
∫ q′f
q′i
Dq′(·)
∫ q′′f
q′′i
Dq′′(·)
∫ q′′i
q′i
Dqg(·) exp
{
i
~
Se[q
′(·); t]
− i
~
Se[q
′′(·); t]− 1
~
SEg [qg(·);β~]
}
×
∏
α
{
Te,α[q
′(·);xα,f , x′α,i; t]T ∗e,α[q′′(·);xα,f , x′′α,i; t]
×TEg,α[qg(·);x′α, x′′α, β~]
}
. (A12)
Performing integrations over xf , x
′
i, and x
′′
i leads to Eqs.
(10) and (11) with the following definitions of its expo-
nents.
We,I(t) =
∫ t
0
dt1
∫ t1
0
dt2
∫ ∞
0
dω
pi
ηe(ω) sin(ω(t1 − t2))
×(q′(t1)− q′′(t1))(q′(t2) + q′′(t2)) ,
(A13)
We,R(t) =
∫ t
0
dt1
∫ t1
0
dt2
∫ ∞
0
dω
pi
ηe(ω)
× coth(ωβ~
2
) cos(ω(t1 − t2))
×(q′(t1)− q′′(t1))(q′(t2)− q′′(t2)) ,
(A14)
Wc(t) =
∫ t
0
dt1
∫ β~
0
dτ
∫ ∞
0
dω
pi
ηc(ω)
×cosh(ω(τ − it1 − β~/2))
sinh(ωβ~/2)
×(q′(t1)− q′′(t1))qg(τ) ,
(A15)
Wg(β~) =
∫ β~
0
dτ
∫ τ
0
dτ1
∫ ∞
0
dω
pi
ηg(ω)
×cosh(ω(τ − τ1 − β~/2))
sinh(ωβ~/2)
qg(τ1)qg(τ) .
(A16)
Appendix B: Derivation of Eq. (41)
In the integrand of Eq. (40), consider the following
term:
Q(δq′, δq′′) =
me
2~δt
{
iδq′2 − iδq′′2
− 1
me
K(2)R (t) (δq′ − δq′′)2
}
. (B1)
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This term can be diagonalized into a sum of two
quadratic terms by using complex-valued coordinates,
the choice of which depends on the magnitude of
K(2)R (t)/me as described below. In the above expressions,
the time dependence of me(t) has not been shown explic-
itly and will remain so throughout this section.
a. Case for 0 < K(2)R (t)/me < 1
For this case, we can introduce µ1(t) such that
sin(µ1(t)) =
K(2)R (t)
me
, (B2)
where 0 < µ1(t) < pi/2. Solving the eigenvalue problem
for the quadratic form, Eq. (B1), it is straightforward to
find out the following two normal modes defined in the
complex domain.
u′ =
1√
cosµ1
(
cos(
µ1
2
)δq′ − i sin(µ1
2
)δq′′
)
, (B3)
u′′ =
1√
cosµ1
(
i sin(
µ1
2
)δq′ + cos(
µ1
2
)δq′′
)
.(B4)
Equivalently, δq′ and δq′′ can be expressed in terms of u′
and u′′ as follows:
δq′ =
1√
cosµ1
(
cos(
µ1
2
)u′ + i sin(
µ1
2
)u′′
)
, (B5)
δq′′ =
1√
cosµ1
(
−i sin(µ1
2
)u′ + cos(
µ1
2
)u′′
)
.(B6)
Inserting these expressions into Eq. (B1), we find that
Q(δq′, δq′′) =
me
2~δt
{
(i cosµ1 − sinµ1)u′2
+(−i cosµ1 − sinµ1)u′′2
}
=
me
2~δt
{
ieiµ1u′2 − ie−iµ1u′′2} . (B7)
Then, Eq. (40) can be expressed as
σ˜e(q
′
f , q
′′
f ; t+ δt) ≈
me
2pi~δt
∫
du′
∫
du′′σ˜e(q′, q′′; t)
× exp
{ ime
2~δt
(
eiµ1u′2 − e−iµ1u′′2
)
− i
~
K˜(1)I (t)(q¯′ − q¯′′)
1√
cosµ1
(e−iµ1/2u′ + eiµ1/2u′′)
+
1
~
K˜(1)R (t)(q¯′ − q¯′′)
1√
cosµ1
(eiµ1/2u′ − e−iµ1/2u′′)
−δt
~
K(0)R (t)(q¯′ − q¯′′)2
− iδt
~
(
Ue(q¯
′, t)− Ue(q¯′′, t)
)}
. (B8)
Let us introduce
ξ′ = u′ − iδte
−iµ1
me
√
cosµ1
(q¯′ − q¯′′)
×
(
K˜(1)R (t)eiµ1/2 − iK˜(1)I (t)e−iµ1/2
)
, (B9)
ξ′′ = u′′ − iδte
iµ1
me
√
cosµ1
(q¯′ − q¯′′)
×
(
K˜(1)R (t)e−iµ1/2 + iK˜(1)I (t)eiµ1/2
)
.(B10)
Then, the squares of the exponents in Eq. (B8) can be
completed as follows:
σ˜e(q
′
f , q
′′
f ; t+ δt) ≈
me
2pi~δt
∫
dξ′
∫
dξ′′σ˜e(q′, q′′; t)
× exp
{ ime
2~δt
(
eiµ1ξ′2 − e−iµ1ξ′′2
)
−δt
~
α(t)(q¯′ − q¯′′)2
− iδt
~
(
Ue(q¯
′, t)− Ue(q¯′′, t)
)}
, (B11)
where
α(t) = K(0)R (t)−
2
me
K˜(1)I (t)
(
K˜
(1)
R (t)− sinµ1K˜(1)I (t)
)
.
(B12)
In Eq. (B11), q′ = q′f − δq′ and q′′ = q′′f − δq” can be
expressed as
q′ = q′f −
1√
cosµ1
(
cos
(µ1
2
)
ξ′ + i sin
(µ1
2
)
ξ′′
)
− δt
me
Kc(t)(q¯′ − q¯′′) , (B13)
q′′ = q′′f −
1√
cosµ1
(
cos
(µ1
2
)
ξ′′ − i sin
(µ1
2
)
ξ′
)
+
δt
me
K∗c (t)(q¯′ − q¯′′) , (B14)
where Eqs. (B5), (B6), (B9), and (B10) have been used
and
Kc(t) = K˜(1)I (t) + i
(
K˜(1)R (t)− 2 sinµ1K˜(1)I (t)
)
. (B15)
Inserting the above expressions into the arguments of
σ˜e(q
′, q′′; t) in Eq. (B8) and expanding the integrand up
to the second order of ξ′ and ξ′′, we find the following
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expression:
σ˜e(q
′
f , q
′′
f ; t+ δt) ≈
σ˜e(q
′
f −
δtKc(t)
me cosµ1
(q¯′ − q¯′′), q′′f +
δtK∗c (t)
me cosµ1
(q¯′ − q¯′′); t)
× exp
{
− iδt
~
(Ue(q¯
′, t)− Ue(q¯′′, t))− δt~ α(t)(q¯
′ − q¯′′)2
}
+
me
4pi~δt cosµ1
∫
dξ′
∫
dξ′′
× exp
{
ime
2~δt
(
eiµ1ξ′2 − e−iµ1ξ′′2)}
×
(
cos2(
µ1
2
)ξ′2 − sin2(µ1
2
)ξ′′2
) ∂2
∂q′2f
σ˜e(q
′
f , q
′′
f ; t)
+
me
4pi~δt cosµ1
∫
dξ′
∫
dξ′′
× exp
{
ime
2~δt
(
eiµ1ξ′2 − e−iµ1ξ′′2)}
×
(
cos2(
µ1
2
)ξ′′2 − sin2(µ1
2
)ξ′2
) ∂2
∂q′′2f
σ˜e(q
′
f , q
′′
f ; t)
+
ime sinµ1
4pi~δt cosµ1
∫
dξ′
∫
dξ′′
× exp
{
ime
2~δt
(
eiµ1ξ′2 − e−iµ1ξ′′2)}
× (ξ′′2 − ξ′2) ∂2
∂q′f∂q
′′
f
σ˜e(q
′
f , q
′′
f ; t) , (B16)
where the terms linear in ξ′ and ξ′′ and the term con-
taining mixed quadratic term ξ′ξ′′ were dropped because
they become zero after the integration.
Performing Gaussian integrations over ξ′ and ξ′′ and
expanding all terms up to the first order of δt, we obtain
σ˜e(q
′
f , q
′′
f ; t+ δt) ≈
{
1− iδt
~
(
Ue(q¯
′, t)− Ue(q¯′′, t)
)
−δt
~
α(t)(q¯′ − q¯′′)2
− δt
me
K˜(1)I (t)(q¯′ − q¯′′)
( ∂
∂q′f
− ∂
∂q′′f
)
− iδt
me
(
K˜(1)R (t)− 2 sinµ1K˜(1)I (t)
)
×(q¯′ − q¯′′)
( ∂
∂q′f
+
∂
∂q′′f
)
+
i~δt
2me
(
∂2
∂q′2f
− ∂
2
∂q′′2f
)
+
~δt
2me
sinµ1
( ∂2
∂q′2f
+
∂2
∂q′′2f
+ 2
∂2
∂q′f∂q
′′
f
)}
σ˜e(q
′
f , q
′′
f ; t) .
(B17)
Taking the limit of δt→ 0, and making the replacement
of q′f , q¯
′ → q′ and q′′f , q¯′′ → q′′ in the resulting equation,
we obtain the following time evolution equation:
∂
∂t
σ˜e(q
′, q′′; t) =
{ i~
2me
( ∂
∂q′2
− ∂
2
∂q′′2
)
− i
~
(
Ue(q
′, t)− Ue(q′′, t)
)
− α(t)
~
(q′ − q′′)2
−K˜
(1)
I (t)
me
(q′ − q′′)
( ∂
∂q′
− ∂
∂q′′
)
− i
me
(
K˜(1)R (t)− 2 sinµ1K˜(1)I (t)
)
(q′ − q′′)
( ∂
∂q′
+
∂
∂q′′
)
+
~
2me(t)
sinµ1
( ∂2
∂q′2
+
∂2
∂q′′2
+ 2
∂2
∂q′∂q′′
)}
σ˜e(q
′, q′′; t) .
(B18)
where µ1 and me, respectively defined by Eqs. (B2) and
(29), are all time dependent although not shown explic-
itly.
b. Case for K(2)R (t)/me > 1
For this case, we can introduce µ2(t) such that
sin(µ2(t)) =
me
K(2)R (t)
. (B19)
Solving the eigenvalue problem for the quadratic form,
Eq. (B1), it is easy to find out the following two normal
modes defined in the complex domain.
u′ =
1√
2 cosµ2
(
eiµ2/2δq′ + e−iµ2/2δq′′
)
, (B20)
u′′ =
1√
2 cosµ2
(
e−iµ2/2δq′ − eiµ2/2δq′′
)
.(B21)
Equivalently, δq′ and δq′′ can be expressed in terms of u′
and u′′ as follows:
δq′ =
1√
2 cosµ2
(
eiµ2/2u′ + e−iµ2/2u′′
)
, (B22)
δq′′ =
1√
2 cosµ2
(
e−iµ2/2u′ − eiµ2/2u′′
)
. (B23)
Inserting these expressions into Eq. (B1), we find that
Q(δq′, δq′′) = − me
2~δt
{
tan(
µ2
2
)u′2 + cot(
µ2
2
)u′′2
}
.
(B24)
In the exponent of the integrand in Eq. (40), squares can
be completed introducing the following variables:
ξ′ = u′ +
2iδt
m
√
2 cosµ2
cot(
µ2
2
)(q¯′ − q¯′′)
×
(
K˜(1)I (t) cos(
µ2
2
)− K˜(1)R (t) sin(
µ2
2
)
)
,(B25)
ξ′′ = u′′ +
2δt
m
√
2 cosµ2
tan(
µ2
2
)(q¯′ − q¯′′)
×
(
K˜(1)I (t) sin(
µ2
2
)− K˜(1)R (t) cos(
µ2
2
)
)
,(B26)
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Thus, Eq. (40) can be expressed as
σ˜e(q
′
f , q
′′
f ; t+ δt) ≈
me
2pi~δt
∫
dξ′
∫
dξ′′σ˜e(q′, q′′; t)
× exp
{
− me
2~δt
(
tan(
µ2
2
)ξ′2 + cot(
µ2
2
)ξ′′2
)
−δt
~
α(q¯′ − q¯′′)2
− iδt
~
(
Ue(q¯
′, t)− Ue(q¯′′, t)
)}
, (B27)
where
α(t) = K(0)R (t)−
2
me
K˜(1)I (t)
(
K˜
(1)
R (t)−
1
sinµ2
K˜
(1)
I (t)
)
.
(B28)
Comparing the definitions of Eqs. (B2) and (B19), it is
easy to see that the above expression is equivalent to Eq.
(B12).
In Eq. (B27), q′ and q′′ can be expressed as
q′ = q′f −
1√
2 cosµ2
(
eiµ2/2ξ′ + e−iµ2/2ξ′′
)
− δt
me
Kc(t)(q¯′ − q¯′′) , (B29)
q′′ = q′′f −
1√
2 cosµ2
(
e−iµ2/2ξ′ − eiµ2/2ξ′′
)
+
δt
me
K∗c (t)(q¯′ − q¯′′) , (B30)
where Kc(t) can be expressed as
Kc(t) = K˜(1)I (t) + i
(
K˜(1)R (t)−
2
sinµ2
K˜(1)I (t)
)
. (B31)
Inserting Eqs. (B29) and (B30) into Eq. (B27) and fol-
lowing the same procedure as deriving Eq. (B18), it is
straightforward to show that
∂
∂t
σ˜e(q
′, q′′; t) =
{ i~
2me
( ∂
∂q′2
− ∂
2
∂q′′2
)
− i
~
(
Ue(q
′, t)− Ue(q′′, t)
)
− α(t)
~
(q′ − q′′)2
−K˜
(1)
I (t)
me
(q′ − q′′)
( ∂
∂q′
− ∂
∂q′′
)
− i
me
(
K˜(1)R (t)−
2
sinµ2
K˜(1)I (t)
)
(q′ − q′′)
( ∂
∂q′
+
∂
∂q′′
)
+
~
2me sinµ2
( ∂2
∂q′2
+
∂2
∂q′′2
+ 2
∂2
∂q′∂q′′
)}
σ˜e(q
′, q′′; t) ,
(B32)
Comparing the definitions of Eqs. (B2) and (B19), it is
easy to show that the above equation is equivalent to Eq.
(B18).
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