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In cable-stayed bridges, the structural systems of tensioned cables play a 
critical role in structural and functional integrity. Thereby, tensile forces in the 
cables become one of the essential indicators in structural health monitoring (SHM). 
In this thesis, a video image processing technology integrated with cable dynamic 
analysis is proposed as a non-contact vision-based measurement technique, which 
provides a user-friendly, cost-effective, and computationally efficient solution to 
displacement extraction, frequency identification, and cable tension monitoring. In 
contrast to conventional contact sensors, the vision-based system is capable of 
taking remote measurements of cable dynamic response while having flexible 
sensing capability. Since cable detection is a substantial step in displacement 
extraction, a comprehensive study on the feasibility of the adopted feature detector 
is conducted under various testing scenarios. The performance of the feature detector 
is quantified by developing evaluation parameters. Enhancement methods for the 
feature detector in cable detection are investigated as well under complex testing 
environments. Threshold-dependent image matching approaches, which optimize 
the functionality of the feature-based video image processing technology, is 
proposed for noise-free and noisy background scenarios. The vision-based system 
is validated through experimental studies of free vibration tests on a single 
undamped cable in laboratory settings. The maximum percentage difference of the 
identified cable fundamental frequency is found to be 0.74% compared with 
accelerometer readings, while the maximum percentage difference of the estimated 
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Chapter 1 Introduction 
1.1 Background   
Tensioned cables are designed to carry loads for cable-supported structures (e.g. 
cable-stayed bridges, suspension bridges, and cable-supported roofs) efficiently due to 
their excellent performance in sustaining tensile forces and aesthetic aspects. For cable-
stayed bridges (Figure 1.1), in particular, the structural system of multiple cables dominates 
the internal force distribution and aids in establishing alignments of the entire bridge 
structures (Kim et al., 2013; Li & Ou, 2016; Ren et al., 2008). During the service life of a 
typical cable-stayed bridge, tensile forces in the cables may change due to vibrations, 
corrosion of cables and anchorages, as well as shrinkage and creep in concrete structural 
components such as bridge deck and pylons (Ren et al., 2008; Au & Si, 2012; Li & Ou, 
2016). Therefore, cable tension becomes one of the key performance indicators in 
structural health monitoring (SHM) of cable-stayed bridges. Accurate estimates of cable 
tension can provide valuable information about the structural health conditions and the 
characteristics of existing structural defects. Since the degradation of main structural 
components could adversely affect the current or future performance of cable-stayed 
bridges, it is critical to monitor the cable tension periodically during the cable service life 
(Ren et al., 2005; Gentile, 2010; Ji & Chang, 2008; Kim et al., 2013).  




1.2 Statement of the Problem  
The tensile forces in a stay cable could be measured either directly or indirectly. 
Direct measurement techniques by using devices such as load cells require physical 
contacts to cable anchorages, which make the installation process challenging for in-
service cable-stayed bridges (Fang & Wang, 2012; Kangas et al., 2012; Li & Ou, 2016). 
As an alternative, indirect measurement techniques by vibration-based methods have been 
widely used in practical applications since they are easy to operate and cost-effective (Ren 
et al., 2005; Fang & Wang, 2012; Kim & Park, 2007). In vibration-based methods, the 
tensile force in a cable is estimated from the measures of cable dynamic response (e.g. 
displacement or acceleration time-history). The measured dynamic response data can be 
processed as signals; thereby, cable dynamic characteristics (i.e. natural frequencies and 
modes) can be identified through power spectral density (PSD) analysis. Consequently, the 
estimate of cable tension is obtained based on the relation between the tensile force in the 
cable and the identified cable modal properties.  
The key to the success of the vibration-based methods is the accuracy of the 
frequency identification. As the measurement of the cable dynamic behaviour is the first 
essential step, considerable efforts have been made on developing practical and accurate 
measurement techniques. The most conventional measurement approaches deploy contact 
sensors at selected locations along the cable, which require physical access to the structure 
and attachment to the cable external surface. Contact sensors such as accelerometers or 
displacement transducers are relatively economical and capable of providing accurate 
measurements. However, the installation process for a full-scale cable-stayed bridge could 




especially for measuring dynamic responses of multiple cables. In addition to the 
aforementioned drawbacks, single-axis accelerometers need to be placed in a particular 
direction at the location of measurement. Because of the disadvantages of the contact 
sensors, laser sensors have been applied in structural engineering as a non-contact 
alternative. However, this type of sensor has a limited operating distance due to safety 
concerns (Nassif et al., 2005; Kohut et al., 2013). Moreover, the aforementioned contact 
and non-contact sensors can only take measures at the location where the sensor is placed, 
which largely restricts the sensing flexibility (Baqersad et al., 2016; Yang et al., 2019; 
Yoon et al., 2016). Thereby, there has been an urgent demand to have a non-contact 
measurement approach with flexible sensing capability for monitoring cable dynamic 
behaviour.   
During the past decades, digital cameras and computer vision-based technologies 
have emerged as a promising tool for the measurement of structural dynamic responses 
from a remote distance. Through acquiring a video image sequence, displacements can be 
extracted by tracking the motion of the object(s) of interest based on digital image 
processing algorithms (Feng & Feng, 2016). In contrast to contact sensors, the non-contact 
vision-based techniques have the flexibility to extract measures at different locations from 
the obtained image sequence (Xu et al., 2018). Furthermore, the installation and operating 
procedures are relatively simple compared to contact measurement approaches. In general, 
a typical non-contact vision-based system only needs one single commercial-grade camera 
to acquire video frames, which eliminates the need for a power supply and workspaces on-
site (Xu et al., 2018). Due to its advantages over conventional contact sensors and other 




displacement measurement of civil infrastructures (Feng et al., 2015; O'Byrne et al., 2015; 
Xu et al., 2016; Feng & Feng, 2016; Yoon et al., 2016; Choi et al., 2016; Khuc & Catbas, 
2017; Xu et al., 2018; Jo et al., 2018; Dong et al., 2019; Kuddus et al., 2019; Won et al., 
2019).  
Though image processing technologies such as feature-based and area-based image 
matching have been well established in computer vision, most of the practical applications 
are designed and verified for motion tracking and displacement measurement rather than 
the identification of structural dynamic characteristics. It has also been observed that 
majority of the adopted image processing technologies in structural displacement 
measurement are area-based image matching (Feng et al., 2015; O'Byrne et al., 2015; Xu 
et al., 2016; Feng & Feng, 2016; Jo et al., 2018), whereas feature-based image matching 
has not gained much attention yet (Yoon et al., 2016; Khuc & Catbas, 2017). The 
implementation of the feature-based image processing technologies for dynamic response 
measurement of stay cables remains unexplored. Furthermore, only limited publications 
have addressed cable tension monitoring for cable-stayed bridges using non-contact vision-
based measurement techniques (Kim & Kim, 2013; Kim et al., 2013; Feng et al., 2016; 
Kim et al., 2017).  
1.3 Motivations  
The drawbacks associated with conventional contact sensors necessitate the 
development of a non-contact vision-based system for SHM of cable-stayed bridges. Due 
to the lack of study in vision-based measurement techniques for stay cables, this research 




feature-based image processing technology with cable dynamic analysis. As a tool in the 
non-contact vision-based system, the image-based application is desired to provide a 
reliable, accurate, and cost-effective solution for cable dynamic response measurement, 
cable frequency identification, as well as cable tension monitoring.  
1.4 Research Objectives  
The objective of this research is to propose a non-contact vision-based system for 
cable tension monitoring. To achieve this, an image-based application in the vision-based 
system is investigated to meet multiple performance goals, including feature point 
detection of a vibrating cable, feature point matching of video frames, and identification of 
cable modal properties.     
1.5 Research Scope  
The scope of this research is defined from the following aspects:  
(1) The experimental studies are free vibration tests of a single undamped cable.  
(2) One commercial-grade camera is deployed as a vision-based sensor, and a single-
axis accelerometer is utilized as a reference.  
(3) Experimental raw data of the cable includes:  
a) raw videos; and  
b) raw acceleration data. 
(4) Image content manifested in each video frame contains:  
a) a single moving object of interest (i.e. the vibrating cable); and  





Chapter 2 Literature Review 
The literature review is divided into four sections, which establish state-of-the-art 
about fundamentals of cable dynamics, non-contact vision-based measurement techniques, 
feature-based image processing in computer vision, and applications of video image 
processing in structural dynamics.  
2.1 Fundamentals of Cable Dynamics  
Cables often form the main load-carrying components in many types of structures 
due to their physical and mechanical properties, such as relatively lightweight and high 
tension resistance (Egorov, 2013). Cable’s static and dynamic behaviour has been an object 
of extensive and detailed studies for more than a century. The following subsections 
describe the development of cable theory in chronological order.   
2.1.1 Early Development of Cable Theory 
Cable problems have been studied since the Renaissance in Europe (i.e. between 
the 14th and the 17th centuries), which have become the foundation for the subsequent 
development in cable dynamics. One of the greatest mathematical quandaries of the 15th 
century was to find the equation of the shape of a hanging cable between two fixed points. 
The roots of this could be traced back to Leonardo da Vinci’s notebooks. As shown in 
Figure 2.1, one of his manuscripts featured a family of catenary curves (Parsons, 1976). 
Hence, several philosophers and mathematicians ruminated on the shape of the hanging 
cable and the related problems of suspension bridges. In 1586, Stevin conducted 
experiments of loaded strings and stated that the shape of a cable hanging on suspension 




Bernoulli brothers (Jacob Bernoulli and Johann Bernoulli) argued that a hanging cable had 
a shape of catenary (Truesdell, 1960). The subsequent studies have confirmed that a 
hanging cable forms a shape of a catenary curve under its self-weight (Irvine, 1981; 
Egorov, 2013). Early studies of vibrations of a taut string were investigated and described 
in treatises by Brook Taylor, d’Alembert, Euler, Johan and Daniel Bernoulli in the 18th 
century (Egorov, 2013). In 1732, Daniel Bernoulli performed an analysis in transverse 
oscillations of a uniform cable, which was supported at one end and hanging under gravity 
(Egorov, 2013). The same problem was examined by Leonhard Euler a few decades later. 
Both Bernoulli and Euler gave natural frequency solutions in the form of an infinite series 
(Egorov, 2013). Lagrange et al. developed solutions for the vibrations of an extensible 
massless string in 1788 (Whittaker, 1970). The string was fixed at both ends, and several 
dead weights were hung onto it to represent the cable continuum under uniform loads 
(Whittaker, 1970).  
Figure 2.1: A manuscript in the Codex Arundel by Leonardo da Vinci (British Library, 




In 1820, Poisson developed general Cartesian partial differential equations to 
describe cable motion, which made a milestone contribution to the theory of cable 
vibrations (Irvine & Caughey, 1974). In his work, Poisson improved the previously 
obtained solutions for a vertical suspended cable as well as a taut string. By 1820, correct 
solutions were obtained for linear free vibrations of uniform cables; however, solutions for 
cables with sags were not known at that time. In 1851, Rohrs, in collaboration with Stokes, 
gave an approximate solution for the symmetric vertical vibrations of a uniform suspended 
inextensible cable with a small sag-to-span ratio (Rohrs, 1851). In 1868, Routh gave exact 
solutions for an inextensible heterogeneous sagging cable, which described the symmetric 
and asymmetric vertical in-plane vibrations (Routh, 1955).  
2.1.2 Modern Cable Dynamics Theory  
After Routh’s remarkable contributions in 1868, the study on cable dynamics 
hardly had any further development until 1941 when Rannie and von Kármán 
independently obtained natural frequencies for both the symmetric and antisymmetric in-
plane modes of an inextensible three-span cable (Rannie & von Kármán, 1941). One year 
later, Klӧppel and Lie, for the very first time, considered cable elasticity (Klӧppel & Lie, 
1942). Pugsley (1949) presented a semi-empirical theory for the natural frequencies of the 
first three in-plane modes of a uniformly suspended cable. In 1950, Bleich conducted a 
comprehensive study on the theory of vibration in suspension bridges, of which 
consideration has been given to the effects of cable elasticity (Bleich, 1950). Saxon and 
Cahn (1953) proposed theoretical solutions for cables with sag by assuming a uniform 




The study accomplished by Irvine and Caughey (1974) has been viewed as a 
milestone for cable dynamics, which reveals an extensive comprehension of the linear 
theory of shallow elastic cables. The linear theory describes free vibrations of a rigidly 
supported flat cable, where the sag-to-span ratio is less than 1/8. The fundamental 
assumption in this theory is that the dynamic cable tension is a function of time alone. A 
few years later, Irvine (1978) extended this theory to inclined cables. A more precise 
solution for free vibrations of an inclined extensible cable was subsequently developed by 
Triantafyllou (1984). After that, Triantafyllou and Grinfogel (1986) proposed simple 
expressions for natural frequencies and mode shapes for inclined cables by neglecting the 
cable inertia in the longitudinal direction, which gave an equivalent result to a quasi-static 
assumption originally described by Irvine and Caughey (1974). Yamaguchi (1997) 
developed a theory of inclined cables, which stated that the in-plane natural vibration 
properties of inclined cables differed from those of horizontal cables. In 2005, Wu et al. 
modified the expressions for in-plane natural frequencies of an inclined cable based on 
Irvine’s theory (1978) by considering a geometric parameter that was not included by 
Irvine. The parameter, which captures additional properties of inclined cables, is denoted 
as 𝜀2 , where 𝜀 = 8𝛽 ∙ 𝑐𝑜𝑠𝜃 , 𝛽 = (𝑚𝑔𝐿)/(8𝐻 ∙ 𝑠𝑒𝑐𝜃) with 𝑚𝑔 , 𝐿 , 𝜃 , 𝐻  being the self-
weight of a cable, the span length of the cable, the inclination angle between the cable and 
the horizontal axis, and the horizontal component of cable tension, respectively (Wu et al., 
2005).   
In the aforementioned studies, the bending stiffness of an inclined cable was 
excluded. However, an investigation by Yamaguchi et al. (1982) claims that bending 




Thereby, numerous studies of cable vibration, which consider the effects of bending 
stiffness, were conducted by different approaches such as derivation of finite difference 
solution (Mehrabi & Tabatabai, 1998), finite element models (Chai et al., 2002; 
Lacarbonara & Pacitti, 2008), and lumped mass method (Ni et al., 2002).  
According to the available publications, it can be seen that cable dynamics have 
been studied from various perspectives. One of the challenges in cable dynamics is its non-
linear behaviour due to the change in geometry, though the material properties are linear. 
Therefore, the theory of cable dynamics rests on several assumptions and a complete 
solution for cable motion is barely to obtain.  
Fundamental static and dynamic equations of a cable are established by assuming:  
(1) The cable is fixed at both ends. 
(2) The cable is composed of a material that obeys Hooke’s law. 
(3) The axial strain of the cable is negligible.  
(4) The cable is subjected to tensile force only, and there is no resistance against shear, 
bending, and compression. 
(5) The bending stiffness of the cable is small and can be neglected.  
Static Equilibrium of a Cable  
A static profile and a free-body diagram of an infinitesimal segment of a cable in 





Figure 2.2: An infinitesimal segment of a cable (a) Static profile; and (b) Free-body 
diagram 
Based on the free-body diagram in Figure 2.2(b), the horizontal and vertical 
equilibrium equations of an infinitesimal segment of the cable can be described as follows 
(Irvine & Caughey, 1974):  














) = 0 
                          
Equation (2.1) indicates that the horizontal component of cable tension is a constant.  
 
 
T: cable tensile force H: horizontal component of cable tension 
L: span length of the cable w: the unit weight of the cable 
θ: inclination angle of the cable 



























) = 𝑤 







) = 𝑤 



































Let 𝑇 (𝑑𝑥 𝑑𝑠⁄ ) =  the horizontal component of cable tension, H. The above equation 























𝑥 + 𝐶1) + 𝐶2 
where C1 and C2 can be determined based on the boundary conditions, which are 𝑦 = 0 











where 𝐶1 = −𝛼 + 𝑠𝑖𝑛ℎ
−1[𝛼 ∙ tan(𝜃)/𝑠𝑖𝑛ℎ(𝛼)] and 𝛼 = 𝑤𝐿/(2𝐻) 
Static Equilibrium of a Shallow Cable  
The greater the tensile force in a cable, the tighter the cable is stretched; as a 
consequence, the smaller the sag of the cable would be. When the sag-to-span ratio is less 
than 1/8, the cable is defined as a shallow cable (Irvine & Caughey, 1974). Thus, the static 



















where C1 and C2 can be determined based on the boundary conditions, which are 𝑦 = 0 
at  𝑥 = 0 and 𝑦 = 𝑡𝑎𝑛𝜃 ∙ 𝐿  at 𝑥 = 𝐿 . Consequently, the static equilibrium of a shallow 




𝑥(𝑥 − 𝐿) + 𝑡𝑎𝑛𝜃 ∙ 𝑥 
Dynamics of a Horizontal Shallow Cable  
A flat shallow cable (i.e. δ/L < 1/8) is schematically illustrated in Figure 2.3.  
Figure 2.3: Horizontal shallow cable 
By considering the dynamic fluctuation of cable tensile forces, the horizontal 
component of cable tension, dynamic vertical deflection, and unit weight of the cable are 
given as:  
The horizontal component of cable tension = 𝐻 + ℎ(𝑡) 
Dynamic vertical deflection = 𝑦(𝑥) + 𝜂(𝑥, 𝑡) 
Unit weight of the cable = 𝑤 − (𝑤 𝑔) ∙ ?̈?(𝑥, 𝑡)⁄  
where ℎ(𝑡) and 𝜂(𝑥, 𝑡) are the dynamic fluctuations of the horizontal component of cable 
tension and dynamic fluctuation of vertical deflection, respectively. The above terms can 
be substituted into Equation (2.5) to obtain the dynamic equilibrium of the flat shallow 









Rearranging the equation gives: 
𝑤
𝑔
 ?̈?(𝑥, 𝑡) + [𝐻 + ℎ(𝑡)] ∙ 𝜂′′(𝑥, 𝑡) + 𝐻 ∙ 𝑦′′(𝑥) + ℎ(𝑡) ∙ 𝑦′′(𝑥) =  𝑤 
Consequently, the equation of motion can be expressed as:  
𝑤
𝑔
𝜂 ̈ (𝑥, 𝑡) + [𝐻 + ℎ(𝑡)] ∙ 𝜂′′(𝑥, 𝑡) + ℎ(𝑡) ∙ 𝑦′′(𝑥) =  0 
2.1.3 Identification of Cable Dynamic Characteristics   
Cable dynamic characteristics (i.e. cable natural frequencies and corresponding 
modes) can be conveniently identified based on its dynamic response, such as displacement 
or acceleration time-history through digital signal processing (Feng & Feng, 2018). In 
general, a power spectral density (PSD) analysis, which is used for estimating the energy 
contained in a signal at different frequencies, can be applied to identify the natural 
frequencies of a cable (Ren et al., 2005). The computation of PSD could be conducted by 
the fast Fourier transform (FFT) algorithm. A brief study of cable vibrations from the 
digital signal processing perspective is presented in Appendix A, which provides 
fundamental concepts in digital signal acquisition and processing for the physical 
phenomenon of cable vibrations.  
The flow chart in Figure 2.4 illustrates the steps for the identification of cable 
natural frequencies, mode shapes, and damping ratio based on the work discussed by Chang 
et al. (2001). To identify cable dynamic characteristics, first, apply a bandwidth filter to 





low and high-frequency noises. Subsequently, the filtered data run through PSD analysis 
to generate PSD functions. Meanwhile, the filtered data run through cross-spectral density 
(CSD) analysis to obtain the coherence functions and phase difference functions. 
Consequently, the cable natural frequencies can be identified by using the PSD and 
coherence functions, while the mode shapes of vibration can be determined by using the 
PSD and phase difference functions. Once the cable natural frequencies are identified, the 
damping ratio can be calculated accordingly. For free vibration experimental data, the 
logarithms decrement method can be used to obtain the damping ratio, whereas the half-
power bandwidth method can be utilized for forced vibration experimental data. The 





Figure 2.4: Identification of cable dynamic characteristics 
2.1.4 Measurement Techniques of Cable Tensile Forces 
As a key performance indicator in SHM of cable-stayed bridges, the tensile force 
carried by a stay cable provides valuable information about the cable health conditions 
during its service life. The measurement techniques of cable tensile forces generally fall 
into two broad categories: direct and indirect measurements (Kim et al., 2013; Huang et 
al., 2014). In practical applications, direct measurement techniques using devices such as 
load cells are challenging to implement for in-service cable-stayed bridges (Cunha et al., 
Damping ratio 
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(Forced vibration tests) 
PSD functions 
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(PSD) analysis 
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2001). Alternatively, the vibration-based methods, which indirectly estimate cable tensile 
forces based on cable dynamic characteristics, are relatively simple and easy to operate. 
Due to its feasibility and cost-effectiveness, vibration-based methods have been widely 
applied to full-scale cable-stayed bridges (Kim & Park, 2007; Feng et al., 2018; Feng et 
al., 2016). In a typical field test of a cable-stayed bridge, a cable is excited by either ambient 
sources (e.g. wind or traffic et al.) or manual sources. During vibration tests, cable dynamic 
response is measured first. Then the measurement data is processed through the PSD and 
CSD analysis to identify cable dynamic characteristics, as addressed earlier in Section 
2.1.3.  
Depending on the mechanical models applied to simulate a cable system, the 
existing formulas to describe the relation between cable tensile forces and cable dynamic 
characteristics could be classified into four categories, including the taut string theory, the 
beam model simulation, the cable model simulation, and empirical formulas. The taut 
string theory, which idealizes a cable as a taut string, neglects both the cable sag and 
bending stiffness; whereas the beam model simulation takes into account of bending 
stiffness but ignores cable sag (Huang et al., 2014; Kim & Park, 2007; Feng et al., 2016; 
Debora et al., 2015). Based on the vibration equation of an axially loaded beam under 









where n is the mode number; fn is the n
th cable natural frequency in Hz; T, m, and L are the 
cable tensile force (N), cable mass per unit length (kg/m), and cable span length (m), 





frequency and the mode number, the linear regression procedures are applied to identify 
both of the unknowns, i.e. tensile force (T) and flexural rigidity (EI), simultaneously (Kim 
& Park, 2007). Although the beam theory considers the effects of bending stiffness, it may 
still lead to errors in cable tension estimation for short and stout cables as it is derived from 
an axially-tensioned beam with hinged-end boundary conditions (Huang et al., 2014; Feng 
et al., 2016). On the other hand, the cable model simulation considers cable sag but ignores 
the bending stiffness (Kim & Park, 2007; Kangas et al., 2012; Debora et al., 2015). This 
approach requires supplemental information of the unstrained length of the cable and 
involves solving nonlinear equations by trial-and-error. However, the unstrained length of 
the cable is often not available in practice (Kim & Park, 2007; Debora et al., 2015; Kangas 
et al., 2012). Parallel to the first three categories, the empirical formulas, which take both 
the cable sag and bending stiffness into consideration (Kim & Park, 2007; Debora et al., 
2015), are given in explicit forms. In general, empirical formulas are derived from 
experimental results that can address the actual boundary conditions of the cable.  
The most widely adopted formula among the four categories is the flat taut string 
theory, which is described in Equation (2.9). The cable is idealized as a taut string by 
neglecting the cable sag and bending stiffness, which makes the calculation procedure easy 
to implement for practical applications (Huang et al., 2014; Kangas et al., 2012; Feng et 






where the notations are identical to Equation (2.8). Given a measured cable natural 





cable is straightforward. Despite the simplicity of the flat taut string theory, the formula is 
restricted to long and slender cables. Consequently, it may introduce errors in some cases 
if the cable sag and the bending stiffness are relatively large and cannot be neglected 
(Huang et al., 2014; Kim & Park, 2007; Feng et al., 2018). 
Derivation of the flat taut string theory is presented below. Consider a short 
segment of a string that is stretched by a tensile force, T, as shown in Figure 2.5.   
Figure 2.5: Schematic of a short segment of a string stretched by a tensile force 
Assume the angle (θ) between the string and the horizontal axis is small such that 
𝑠𝑖𝑛𝜃 ≈ 𝑡𝑎𝑛𝜃 ≈ 𝑑𝑦 𝑑𝑥⁄ . Thereby, the sum of the forces in the vertical direction is given 
by:  











Apply Newton’s second law in the vertical direction such that 𝐹𝑦 = (𝑚 ∙ 𝑑𝑥) ∙ 𝑎𝑦, where 
m is the mass per unit length, and 𝑎𝑦 = 𝑑
2𝑦 𝑑𝑡2⁄ , yields: 










(𝑚 ∙ 𝑑𝑥) ∙
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where 𝑣 is the velocity of wave propagation in the string. Therefore, 𝑣 = √𝑇/𝑚 =  𝜆/𝑡 =
𝜆 ∙ 𝑓 (where λ = wavelength). This relation was discovered experimentally by Vincenzo 
Galilei in the late 16th century (Cohen, 1984; Walker, 1973). If the nth harmonic mode is 















Rearranging Equation (2.13) to solve for tension yields the flat taut string theory, as shown 
in Equation (2.9). 
2.2 Non-Contact Vision-based Measurement Techniques  
With the development of imaging devices and digital image processing 








applied to structural engineering. For practical applications, vision-based technologies 
have been developed for dynamic displacement measurements of structures. The following 
subsections discuss the main functional elements of a non-contact vision-based 
measurement system, fundamental principles of digital image correlation, advantages and 
limitations of vision-based measurement techniques, as well as sources of measurement 
errors. A discussion of digital image processing in computer vision is provided in Appendix 
B, and a preliminary study about measuring characteristics of non-contact vision-based 
measurement systems is shown in Appendix C.  
2.2.1 Main Functional Elements of Vision-based Systems 
A non-contact vision-based measurement system typically consists of one (or two) 
digital cameras, a zoom lens (or zoom lenses) to achieve desired image resolution, a tripod 
to fix the camera at a specific position, and a computer for image acquisition and analytics. 
Under unfavourable weather conditions, a camera housing that is waterproof, heatproof, 
and dustproof is required to ensure the system operates appropriately (Kim et al., 2013; 
Feng & Feng, 2018). In field testing, the camera equipped with the lens is fixed on a tripod 
and placed at a desired location away from the structure. To guarantee satisfactory image 
quality and measurement accuracy, the zoom lens with proper focal length should be 
selected to zoom in the image so that enlarged object(s) of interest could be captured in a 
field of view (FOV) (Feng & Feng, 2018).  
2.2.2 Fundamental Principles of Digital Image Correlation   
Digital image correlation (DIC) is a technology that acquires images of an object 




dynamic measurement by correlating each subset of the region of interest (ROI) to the 
corresponding subset in the reference image, which is usually the very first one in a 
sequence (Javh et al., 2017; Sutton, 2008). In general, DIC is used as a measurement 
technique that processes digital images to track and record the surface motion of a 
deforming solid (Chu et al., 1985).  
DIC is an image-based measurement technique that uses light intensity values in 
terms of grayscale variations of continuous patterns on an image sequence (Sutton, 2008). 
Each subset on the ROI possesses a unique intensity value that can be recognized and 
tracked in different frames. DIC can provide a relatively continuous measurement of the 
ROI; therefore, it is sometimes called a full-field measurement technique (Baqersad et al., 
2016). Depending upon the number of quantization levels in the camera, each intensity 
value is stored with N bits of intensity resolution. In most of the cases, the camera stores 
each intensity value in one byte, resulting in a resolution of eight bits. For pixels in an 
eight-bit image, intensity values (i.e. grayscale variations) are integers that range from zero 
to two-hundred and fifty-five (Sutton, 2008). The intensity value of zero is taken as black, 
while the intensity value of two hundred fifty-five is taken to be white; values in between 






Figure 2.6: A grayscale image (Levin, n.d.) 
Two assumptions are generally made to obtain displacement measurements of the 
object of interest according to the information extracted from images. First, it is assumed 
that there is a direct correspondence between the motion of the object of interest in the two-
dimensional (2D) image space and the motion of the object of interest in the three-
dimensional (3D) physical space. Second, it is assumed that each subset has adequate 
contrast in terms of grayscale variations such that accurate matching can be performed to 
define local pixel movements (Sutton, 2008).  
2.2.3 Advantages and Limitations of Vision-based Systems 
The non-contact vision-based measurement system offers significant advantages 
over contact-type and other non-contact type sensors, as summarized below:  
(1) In contrast to the conventional contact sensors (e.g. accelerometers or displacement 
transducers) that require installation with physical connections and stationary 
reference points, the vision-based measurement system eliminates physical access 




al., 2009). Furthermore, vision-based sensors avoid the effects of sensor mounting 
(Kim & Kim, 2013; Pan et al., 2009). In situations where the weight of the 
accelerometer is significant relative to the cable weight, the sensor may impact the 
results.  
(2) Compared with the global positional system (GPS) that still needs installation of 
the sensor on the measurement target but not a stationary reference point, the 
vision-based measurement system is relatively more accurate and less expensive 
(Pan et al., 2009).  
(3) Compared with laser sensors which require to be placed relatively close to the 
measurement target due to safety concerns, the vision-based sensor can be placed 
hundreds of meters away from the measurement target while achieving satisfactory 
measurement accuracy (Feng & Feng, 2018).  
(4) In contrast to the aforementioned sensors, all of which are point-wise, the non-
contact vision-based measurement system has flexible sensing capability that can 
simultaneously track multiple points from a remote distance (Pan et al., 2009; Feng 
& Feng, 2018). 
On the other hand, there are some limitations of non-contact vision-based 
techniques in field measurement, as described below:  
(1) Most of the techniques require high-resolution cameras with additional acquisition 
equipment and zoom lenses to reach a satisfactory level of accuracy, which could 





(2) Many optical software packages of image processing are not originally designed 
for measurements of civil infrastructures (Baqersad et al., 2016); thereby, further 
investigation is required for structural dynamic displacement measurements.  
(3) To build a robust vision-based measurement system, the camera is desired to be at 
a fixed position and orientation; however, slight changes in the camera position 
may occur in field tests (Xu et al., 2016). Consequently, camera movement 
correction is necessary to be investigated if ground motion or camera oscillations 
(e.g. camera motion due to winds) occur during the test. 
(4) The techniques which require installation of high-contrast artificial targets could 
make the overall testing procedures tedious (Yoon et al., 2016).  
2.2.4 Sources of Measurement Errors 
Measurement errors may arise from several sources such as camera calibration, 
optical distortion effects, measurement resolution, data synchronization among cameras, 
non-uniform air refraction, and others (Xu et al., 2016; Feng & Feng, 2018). The primary 
sources of measurement errors in field tests of a structure using a non-contact vision-based 
measurement system are described as follows, including errors from environmental 
sources, hardware limitations, and camera motion.   
Errors from environmental sources  
As a non-contact measurement approach, the accuracy of the vision-based 
techniques largely depends on image quality, which is often difficult to guarantee under 
outdoor conditions (Feng & Feng, 2018). Illumination variation, partial target occlusion, 




field test, which could adversely affect image quality. Measurement errors can also arise 
from the heat haze that occurs when the air is heated non-uniformly by the high ambient 
temperature.    
Errors from hardware limitations  
Hardware limitations, such as temporal aliasing, could also result in measurement 
errors using a vision-based measurement system (Feng & Feng, 2018). Temporal aliasing 
is caused by the camera frame rate of a scene being too low compared to the movements 
of the object(s) inside of the scene. For example, when a structural response has a frequency 
that is higher than half of the camera frame rate, the measured displacement of the structure 
would contain aliased information from its higher frequencies. To avoid aliasing, the 
camera frame rate is desirable to be at least twice the highest frequency in the measurement 
signal. 
Errors due to camera motion  
Vision-based measurement errors could be introduced by camera motion (Xu et al., 
2016). In the field test, the camera is often subjected to ambient vibration sources such as 
wind, rain, or traffic, causing displacement measurement errors. It has been observed that 
when a zoom lens is used, camera vibration could be magnified (Feng & Feng, 2018).  
2.3 Feature-based Image Processing in Computer Vision   
Digital image processing in computer vision refers to the methods of performing 
operations on an image in order to interpret and extract useful information (Uhl et al., 




obtain an understanding of its content, such as the type of objects from a computer vision 
perspective, the location, and the relation to the real world (Zaurin & Catbas, 2009). 
Several techniques have been developed to interpret image content, including feature 
extraction, classification, and pattern recognition etc. In the following subsections, an 
overview of feature-based image processing in computer vision is provided. Four 
fundamental aspects are discussed, including local features in computer vision, Harris-
Stephens algorithm, scale invariance feature transform (SIFT) algorithm, and digital image 
matching.  
2.3.1 Local Features in Computer Vision 
In computer vision, local features include points (i.e. corner points and blobs), 
edges, and small image patches, which are distinct structures or patterns found in an image 
that differs from its immediate surroundings by texture, colour, or grayscale variances. 
Local features have the advantages of being distinctive so that they can be found regardless 
of occlusion, changes in viewing conditions, or the presence of clutter. In general, local 
features are used to perform image registration, object detection, object recognition and 
tracking (Lowe, 2004; Feng & Feng, 2018). An excellent local feature has characteristics 
such as repeatable detections, distinctiveness, and localization.  
Amongst various local features, corner points are typically selected to perform 
object tracking, whereas blobs, edges, and small image patches are generally used for 
classification. In computer vision, a corner point, which is stable, distinctive, and invariant 
to image transformation, has dominant characteristics in comparison to its neighbours. In 




blobs are region-like features that have smooth image characteristics (Xu et al., 2018; Feng 
& Feng, 2018). Corner points have been extensively used as local features due to its 
distinction from its neighbours (Trajkovic & Hedley, 1998; Malik et al., 2011; Kitchen & 
Rosenfeld, 1982). Furthermore, corner points are the features that have substantial 2D 
grayscale variances in all directions. Generally, a corner point is a feature for which both 
the contrast (i.e. gradient magnitude) and sharpness (i.e. rate of change of gradient) are 
high (Wang et al., 1983). Contrast is taken as the primary criterion for corner point selection 
because sharpness could be very high at noise points where contrast is weak (Wang et al., 
1983). 
Point features could be detected in an image by a point feature detector and 
described by a point feature descriptor. Mathematically, a detector comprises complex 
arithmetical functions that can discriminate and recognize a particular object in an image 
plane based on the object features (Khuc & Catbas, 2017). On the other hand, a descriptor 
represents a subset of the total pixels in the neighbours to provide descriptions about the 
detected point features (Mukherjee et al., 2015). The Computer Vision System Toolbox in 
MATLAB includes several feature extraction algorithms such as Harris (a.k.a. Harris-
Stephens algorithm), FAST (Features from Accelerated Segment Test), BRISK (Binary 
Robust Invariant Scalable Key-points), and Shi & Tomasi (a.k.a MinEigen) detectors to 
detect point features; while SURF (Speeded Up Robust Features), KAZE, and MSER 
(Maximally Stable Extremal Regions) detectors to detect blob features. In addition to the 
detectors, the toolbox also includes point feature descriptors, including SURF, KAZE, 
FREAK (Fast Retina Key-Point), BRISK, and HOG (Histograms of Oriented Gradients). 




the application (Mukherjee et al., 2015). For example, MSER detector can be integrated 
with SURF descriptor for object detection. Overall, the key to feature-based detection is to 
select features that remain locally invariant so that they can be detected even in the presence 
of illumination variance (i.e. brightness and exposure) and scale or rotation variance (Feng 
& Feng, 2018).  
2.3.2 Harris-Stephens Algorithm  
As a scale-variant and rotation-invariant point detector, the Harris-Stephens 
algorithm is based on the autocorrelation of image gradients, which is a directional change 
of grayscale in an image (Harris & Stephens, 1988). The algorithm considers the minimum 
and the maximum eigenvalues of the image gradient covariance matrix so that a point is 
defined to be detected if the two eigenvalues are large and similar in magnitude (Malik et 
al., 2011). Harris point detector finds local features by specifying a local detecting window 
inside an image. In the implementation of the Harris point detector, a window of three-by-
three (3 × 3) centring on each pixel is used as a search region (Chen, 2010; Ghosh et al., 
2015). The centre pixel of the window is viewed as a point candidate, while grayscale 
variations are under observation by shifting the window in a direction (Chen, 2010; Ghosh 
et al., 2015). Figure 2.7 illustrates three common scenarios. In scenario (a), a flat region is 
under examination if the window is shifted but no change in grayscale in any direction. In 
scenario (b), an edge region is under examination if there is no change in grayscale along 
the edge direction. In scenario (c), a corner point is detected if there is a substantial change 




Figure 2.7: Harris point detector 
The advantages of Harris point detector could be summarized as follows. (1) The 
algorithm is computationally inexpensive. It involves only the first-order difference and 
filter without the needs of thresholds (Chen, 2010). (2) In general, Harris point detector can 
extract a large number of distinct local features in the area with rich texture. (3) Feature 
extraction is quantifiable. Harris point detector enables operations to sort all extracted 
points so that the number of selected points can be specified based on the actual requests. 
(4) Harris point detector is robust in general. Image rotation has a limited influence on 
detecting corner points (Chen, 2010).  
The drawbacks of Harris point detector include: (1) Harris point detector is very 
sensitive to changes in image scale, so it does not provide a concrete basis for matching 
images of different scales (Lowe, 2004). (2) The resolution is at an integer-pixel level rather 
than a sub-pixel level, which may result in imprecise measurement results in some cases 
(Chen, 2010).   
 




2.3.3 Scale Invariant Feature Transform (SIFT) Algorithm   
The scale-invariant feature transform (SIFT) algorithm is a combination of a 
detector and a descriptor, which has been widely utilized in object detection and motion 
tracking (Lowe, 2004). Unlike the Harris-Stephens algorithm, SIFT is invariant for both 
scale and rotation transformations. SIFT attempts to extract local scale-invariant keypoints 
by using a staged filtering approach and describes each keypoint with a 128-dimensional 
descriptor  (Lowe, 2004). In general, there are four primary stages in SIFT algorithm to 
generate a set of keypoints, including:  
(1) Scale-space extrema detection: A difference-of-Gaussian (DoG) function is used to 
identify keypoint candidates that are invariant to both scale and orientation.  
(2) Keypoint localization: At each candidate location, keypoints are selected based on 
measures of their stability by seeking for locations that are maximum or minimum 
of a DoG function. Outlier rejection is executed to low contrast and poorly 
determined keypoint candidates. 
(3) Orientation assignment: Orientation(s) are assigned to each keypoint location 
according to local image gradient directions.  
(4) Keypoint descriptor: The local image gradients are measured at the selected scale 
in the region around each keypoint. These are transformed into a representation that 
allows for significant levels of local shape distortion and change in illumination. 
Each keypoint is used to generate a feature vector that describes the local image 
region sampled relative to its scale-space coordinate frame. The descriptor vectors 
are composed of histograms that are computed from gradient magnitudes and 




To achieve scale invariance, the scale-space extrema of the DoG is applied to obtain 
features by constructing an image pyramid through the following steps. (1) The Gaussian 
pyramid is formed from the original image by successive smoothing and subsampling. (2) 
The DoG pyramid is built from the differences of the subsampled images and its Gaussian 
smoothing version at the pyramid level, as presented in Figure 2.8. (3) The extrema of the 
scale-space function are detected by comparing each pixel in the pyramid image with its 
26 neighbour pixels (i.e. 9 + 8 + 9 = 26) in the current and the adjacent scales, as shown in 
Figure 2.9. Subsequently, a pixel is selected if it is larger or smaller than all 26 pixels (i.e. 
minimum or maximum). (4) A quadratic polynomial is fitted to the local sample points of 
each detected extremum to localize it with greater accuracy. After keypoint detection, the 
SIFT descriptor applies local intensity-gradient information to summarize the 
characteristics in a local neighbourhood around each detected keypoint.  















Figure 2.9: Maximum and minimum of the DoG images (Lowe, 2004) 
To achieve rotational invariance, each keypoint is assigned to an orientation 
corresponding to the dominant direction computed from a local histogram of gradient 
directions accumulated over a neighbourhood of the keypoint. A weighted direction 
histogram (i.e. 10° in each bin and 36 bins in total) in a neighbourhood of the keypoint is 
created. Before being added to the histogram, each sample’s gradient magnitude is 
weighted by a Gaussian window centred at the interrogated keypoint with the size 
proportional to its detection scale. Subsequently, a four by four (4 × 4) square grid of size 
proportional to the detection scale of the keypoint is laid out in the image. An 8-bin 
accumulated histogram is then generated from the image gradient directions within each 
grid, which leads to a descriptor of 128 dimensions (i.e. 4 × 4 × 8 = 128) for each keypoint. 
The 128-dimensional histogram is also normalized to improve the robustness of the 
descriptor to illumination invariance. Image gradients and keypoint descriptors are shown 








Figure 2.10: Image gradients (Lowe, 2004) 
Figure 2.11: Keypoint descriptor (Lowe, 2004; Wang et al., 2015) 
Due to the algorithmic characteristics of SIFT, its keypoint detector and keypoint 
descriptor have strong ability to extract a considerable quantity of features that are 
localized, distinctive, scale and rotation invariant (Lowe, 2004; Hong & Zhang, 2007; 
Sakai et al., 2015; Wang et al., 2015; Karami et al., 2015).  
2.3.4 Digital Image Matching  
As a crucial step in motion tracking, digital image matching is the process of 
determining similarity among different images (Chen, 2010; Wang et al., 2015). In general, 
image matching algorithms can be categorized into two broad groups, i.e. feature-based 
matching and area-based matching (a.k.a. correlation-like or grayscale-based matching) 




Feature-based matching  
Feature-based matching detects and extracts features in different images 
independently and then matches the detected features based on their local characteristics 
(Wang et al., 2015; Khuc & Catbas, 2017). Instead of using grayscales, feature-based 
matching enables a feature descriptor to describe matching entities (Xu et al., 2018).  
The procedures of feature-based matching in an image sequence can be described 
as follows: (1) Select either a full-scale image or an ROI in the image as the reference 
frame to be matched. (2) Detect features in the reference frame and subsequent images. (3) 
Extract descriptions of each detected feature by a descriptor. (4) Perform matching of 
features in the image sequence. To find a matched feature among all matching candidates, 
the Euclidean distance between descriptors of the feature in the reference frame and each 
matching candidate is calculated. The candidate corresponding to the minimum value of 
the Euclidean distance is considered as a matched feature to the one in the reference frame 
(Lowe, 2004; Wang et al., 2015; Feng & Feng, 2018).  
Since feature-based matching seeks very specific correspondences in images, it 
may reduce mismatching due to the distinct characteristics of the detected features (Zhou 
et al., 2009). Furthermore, matching based on features is less sensitive to illumination 
change, shape change, and scale variation; however, it requires the ROI to have rich 
textures that can give adequate information to feature detectors and descriptors (Xu et al., 
2018). Once robust features are detected and matched, motions of the object of interest 
could be determined in terms of the matched feature movements that are captured in 




Area-based matching (a.k.a. correlation-like or grayscale-based matching)  
Area-based matching uses grayscales to search regions in an image that matches a 
predefined reference area. To implement this approach, a full-scale image (or a subset 
region of the image) is defined as a reference area, and then the reference area is compared 
against a subsequent image by moving the reference area one pixel at a time (Jo et al., 
2018; Feng et al., 2015). At each location, a correlation coefficient is calculated, which 
indicates the similarity between the reference area and the area in the subsequent image. 
The matched area in the successive image is the one that has the highest correlation 
coefficient. To calculate correlation coefficients, several algorithms have been developed, 
such as the normalized gray-scale correlation (NGC), normalized cross-correlation (NCC), 
upsampled cross-correlation (UCC), zero-mean normalized cross-correlation (ZNCC), 
zero-normalized sum of squared differences, and normalized sum of squared differences 
etc.  
Compared to feature-based matching, area-based matching is relatively 
computational expensive due to the burden of considering all pixels in the ROI while 
calculating coefficients at all locations (Yoon et al., 2016). Furthermore, area-based 
matching would face challenges if there are multiple objects with different pattern 
characteristics (Wang et al., 2015); thus, additional efforts need to be made to aid object 
tracking such as attaching a high-contrast artificial target on the object of interest. In 
practical applications, the pre-installation of an artificial target is necessary for better 
accuracy in displacement measurement (Yoon et al., 2016; Xu et al., 2016; Feng et al., 




It has been noted that the categories of digital image matching can be extended to 
a wide and large variety. Thereby, a diagram is provided in Appendix B to present diverse 
classifications of image matching algorithms based on the available publications (Zhou et 
al., 2009; Wang et al., 2015; Baqersad et al., 2016; Javh et al., 2017; Feng & Feng, 2018).  
2.4 Applications of Video Image Processing in Structural Dynamics  
In the past decades, video image processing technologies have been investigated 
towards structural dynamic response measurement.  
The area-based matching technologies, as a tool for the measurements of dynamic 
responses, have drawn extensive attention in structural engineering. Xu et al. (2016) 
proposed a non-contact vision-based system for the displacement extraction of a 
suspension bridge. Normalized gray-scale correlation (NGC) was adopted to perform area-
based image matching. To aid object tracking, an artificial target was attached to the mid-
span of the bridge. The vision-based system achieved good agreement with reference 
readings in displacement measurement; however, in a few of the video frames, the vision-
based system failed to track the artificial target. In the study conducted by Feng et al. 
(2015), upsampled cross-correlation (UCC) was adopted in video image matching to 
extract structural displacements. The proposed approach was validated through a 
laboratory shaking table test of a three-story frame structure. Displacements at the three 
floors were measured by tracking high-contrast artificial targets and low-contrast natural 
targets. To quantify the accuracy of the displacement measurement by the vision-based 
system, the normalized root mean squared error (NRMSE) was calculated for error 




laser displacement transducer, the vision-based system had higher measurement errors for 
tracking natural targets than artificial targets. A subsequent study (Feng & Feng, 2016) 
further investigated the vision-based system by replacing the UCC with the orientation 
code matching (OCM). A region in the first video frame was defined as a template, and 
then the template was tracked in the subsequent images based on the OCM algorithm. The 
OCM algorithm uses the gradient information in the form of orientation codes, making it 
invariant to intensity variation. To improve the measurement accuracy, a sub-pixel 
registration algorithm based on bilinear interpolation was integrated with the OCM 
algorithm. Compared with UCC, the OCM method obtained lower measurement errors 
when tracking high-contrast artificial targets. However, it had greater errors than UCC 
when tracking low-contrast natural targets. It is noteworthy that all the abovementioned 
non-contact vision-based systems utilized artificial targets to aid object tracking for area-
based image matching.  
To eliminate the installation of artificial targets, efforts have been made to develop 
a targetless vision-based system. O’Byrne et al. (2015) conducted a study to measure the 
dynamic response of a suspension bridge using a non-target vision-based system. A 
distinctive natural point at the mid-span of the bridge was selected as the tracked target. 
The correlation coefficients were calculated by the zero-mean normalized cross-correlation 
(ZNCC) algorithm. The mean natural frequency of the bridge obtained by the proposed 
vision-based system was 2.11 Hz, while 2.27 Hz was obtained by using an accelerometer. 
In this study, the proposed vision-based system does not require any artificial targets; 




prevent loss of tracking. Besides, it is challenging to locate the exact same natural point in 
multiple trials if repeated tests are necessary. 
In addition to area-based matching, feature-based matching technologies have been 
applied to dynamic response measurements as well. Yoon et al. (2016) proposed a non-
target vision-based approach for the identification of structural dynamic characteristics. In 
this study, the Harris point detector was adopted to detect features for a six-story frame 
model in a laboratory. Through feature-based image matching and structural dynamic 
analysis, satisfactory results of natural frequencies for each story were obtained compared 
with accelerometer readings. In addition to the Harris algorithm, the Scale Invariant 
Feature Transform (SIFT) was applied in a recent study conducted by Khuc and Catbas 
(2017). The proposed vision-based technique was validated on a four-span bridge under 
laboratory conditions. Displacement readings of the main girder by the proposed technique 
were in good agreement with linear variable displacement transducer (LVDT) 
measurements. Note that the pre-installation of an artificial target is not required for the 
vision-based systems that adopt feature-based matching technologies (Yoon et al., 2016; 
Khuc & Catbas, 2017).  
The studies in the aforementioned publications are for dynamic response 
measurement of structural components such as girders or floors. The monitoring of cable 
vibrations using non-contact vision-based measurement techniques has also attracted 
attention. Ji and Change (2008) proposed a non-target vision-based system for cable 
vibration measurement. The optical flow method was adopted to calculate the variation of 




The proposed technique was applied to a rigid pipe in laboratory conditions as well as a 
stay cable on a pedestrian bridge. In both tests, the identified frequencies by the vision-
based system matched well with the reference readings by conventional contact sensors. In 
the study conducted by Xu et al. (2018), feature-based tracking and motion estimation was 
applied in cable vibration measurement of a cable-stayed footbridge in Exeter, UK. The 
proposed vision-based system consisted of a commercial-grade camera (i.e. GoPro) and a 
video processing software package. The camera was set to a video recording mode, which 
gave a maximum frame rate of 240 frames per second (fps) with a maximum resolution of 
1920 × 1080 pixels. The acquired videos were post-processed in the software package to 
extract displacement measures of the bridge. To track the cable in a video image sequence, 
edge features were detected by an edge detector. Subsequently, cable motion was estimated 
from the distance between the two extracted edges along an assumed direction. This 
method was validated on the cable-stayed footbridge under pedestrian loads. Accurate 
identification of cable natural frequencies was obtained compared with accelerometer 
readings. Although the vision-based techniques achieved satisfactory results for cable 
vibration measurements, both the optical flow method and the edge detection method were 
demonstrated on cables with little sag (Ji & Chang, 2008; Xu et al., 2018). In the optical 
flow method, the viewing plane was defined as the one spanned by the cable chord (i.e. the 
line segment between two anchorages) and the principal axis of the camera. In the case of 
a cable with a large sag, the viewing plane needs to be redefined using the two endpoints 
of the target cable segment rather than the cable anchorages. Cable sag was also ignored in 
the edge detection method. A straight line was used to construct the cable geometric shape 




the cable by the edge detection method was challenging to acquire. The detected edge 
features only provided a means of obtaining the cable relative location in an image plane; 
consequently, an assumption was made on the direction of vibration in order to extract 
relative displacements.  
In addition to the measurement of cable dynamic response, estimation of cable 
tension using vision-based techniques has been investigated in structural health monitoring 
(SHM) of cable-supported structures (Kim et al., 2013; Feng et al., 2016; Kim & Kim, 
2013; Kim et al., 2017). Kim et al. (2013) developed a vision-based system to estimate 
tensile forces in cables by using the normalized cross-correlation (NCC) algorithm, which 
was demonstrated on the Busan-Geoje Bridge in South Korea. The extracted displacements 
in pixels by the NCC algorithm were processed in a power spectral density (PSD) analysis 
to identify cable natural frequencies. Subsequently, cable tensile forces were estimated 
based on a formula suggested by Shimada (2000). The formula, which considers the 
bending stiffness but ignores the cable sag, is based on the linear relation between (𝑓𝑛 𝑛⁄ )
2 
and 𝑛2 , where 𝑛 is the mode number and 𝑓𝑛  is the 𝑛
𝑡ℎ  natural frequency of the cable. 
According to the experimental studies, the vision-based technique obtained satisfactory 
estimates of tensile forces. The errors were within ±5% compared with the design values 
of cable tension. Feng et al. (2016) extended the application of the target-free vision-based 
system from displacement extraction to cable tension estimation. In this study, an empirical 
formula, which considers both bending stiffness and cable sag, was applied to calculate 
cable tensile forces. This approach was verified by conducting a field test on a cable-
supported canopy under construction in Florida, USA. Compared with load cell readings, 




For practical applications of cable vibration measurement from a remote distance, 
the camera fixed on the tripod should be stabilized. In the case when the camera is placed 
on a structure (e.g. on a bridge deck), structural vibration-induced camera motion should 
be considered (Feng et al., 2016). Camera motion correction can be obtained by conducting 
a test with the FOV covered a static object (e.g. a building) behind the cable (Feng et al., 
2016). Structural vibration-induced camera motion signals could be then identified and 





Chapter 3 Free Vibration Tests of A Single Undamped Cable Under Laboratory 
Conditions 
Free vibration tests of a single undamped cable were conducted in the Structural 
Laboratory at the Centre for Engineering Innovation (CEI), University of Windsor, 
Windsor, Ontario, Canada. In this chapter, the experimental setup is first presented in 
Section 3.1. To capture dynamic response of the cable, the non-contact vision-based and 
the conventional contact-type measurement techniques, as discussed in Section 3.2 and 
Section 3.3, respectively, are applied to the experimental studies.  
3.1 Experimental Setup  
A cable was laid horizontally and fixed at both ends onto two steel columns, as 
shown in Figure 3.1. A hydraulic pump was connected to one end to pretension the cable, 
while a load cell was attached to the other end to measure cable tensile forces.   
Figure 3.1: Experimental setup of a single undamped cable 







3.1.1 In-plane Free Vibration Testing 
To introduce an initial displacement in the vertical direction to the cable, a weight 
was attached at cable mid-span by a fishing line. To initiate in-plane vibration, the cable 
was disturbed from its static equilibrium position by burning the fishing line to release the 
weight. Because of the fixed-fixed boundary conditions used in the laboratory settings, the 
cable would be excited in multiple modes. However, the fundamental mode dominates the 
shape of vibration since the initiation of movement is at the cable mid-span. During the 
test, the cable was allowed to vibrate freely without any external disturbance. To capture 
cable free vibration, a vision-based sensor (i.e. a commercial-grade camera) and a 
conventional contact sensor (i.e. a single-axis accelerometer) were both deployed as the 
measuring devices.  
3.1.2 Description of Experimental Components  
Figure 3.2 illustrates the overall experimental setup schematically. Detailed 
descriptions of the main experimental components are presented as follows, including the 
cable, the iron mass blocks, the hydraulic pump, the load cell, the vision-based sensor, the 
accelerometer, and the data acquisition (DAQ) system.  





A galvanized steel wire was used in the laboratory to simulate a stay cable on a 
cable-stayed bridge. The steel wire has a span length of 8.366 m, a unit mass of 0.088 kg/m, 
and a nominal diameter of 4.61 mm. One end of the cable was connected with the hydraulic 
pump (Figure 3.3(a)) and the other end was attached to the load cell (Figure 3.3(b)). Huang 
(2011) suggests that the tensile force in the cable should be within a range of 2.5 kN to 4.0 
kN; because if the pre-tensioning is too low, it would introduce sag effects, whereas if it is 
too high, it could cause undesired elliptical motion.  
Figure 3.3: The cable connected with (a) The hydraulic pump; and (b) The load cell  
Iron mass blocks 
To achieve a desired frequency range, which is comparable to stay cables on a full-
scale cable-stayed bridge, iron mass blocks (Figure 3.4) were mounted on the cable to 
increase its unit mass. Ten blocks of 0.1 kg were attached uniformly along the cable span 
with a spacing of 0.760 m between each other. Consequently, the equivalent unit mass of 









Figure 3.4: Iron mass block 
Hydraulic pump 
As shown in Figure 3.5, the hydraulic pump (i.e. Enerpac PH-84) was used to 
generate a tensile load to the cable in order to simulate pre-tensioning of stay cables on a 
cable-stayed bridge. The maximum capacity of this unit is 10,000 psi (i.e. 6.895×104 kPa).  
Figure 3.5: Hydraulic pump 
Universal flat load cell 
The universal flat load cell (i.e. Strainsert FL25U-2SG), as shown in Figure 3.6, 
was attached to one end of the cable to measure tensile force directly. It has a maximum 
capacity of 25,000 lbs (i.e. 1.11×105 N) with a resolution of 10 N. The load cell was 




and the voltage outputs. It has been observed that the output readings from the load cell 
fluctuate slightly; thereby, the data has been tracked for both the minimum and the 
maximum output readings. Based on the collected experimental data, the calibration 
between the tension and the extreme output readings were established.  
Tension = 5.5219(𝑥𝑚𝑖𝑛 − 𝐼𝐸) 
Tension = 5.5102(𝑥𝑚𝑎𝑥 − 𝐼𝐸) 
where IE is the initial error, and x is the output readings in millivolts.  
Figure 3.6: Universal flat load cell 
Vision-based sensor 
A commercial-grade camera fixed on a tripod was used as a vision-based sensor to 
record videos for the vibrating cable. As shown in Figure 3.7, the Sony RX10 III camera 





Figure 3.7: Vision-based sensor 
Accelerometer 
As shown in Figure 3.8, a PCB Piezotronics accelerometer 352A24 (Serial No. 
99344) was used to capture the acceleration of the vibrating cable in a single direction. The 
sensitivity of this accelerometer is 9.95 mv/m/s2, with a frequency range from 1 to 8000 
Hz. The accelerometer was placed at the mid-span to monitor the dominant modal response 
in free vibration. It was attached to the top of the cable cross-section aimed at recording 
the vertical motion only.  






Data acquisition (DAQ) system  
Figure 3.9(a) shows the data acquisition (DAQ) and control system, AstroDAQ Xe, 
which was used in this research to capture the measured data. One channel was connected 
to the accelerometer to track the in-plane motion, while another channel was connected to 
the load cell to record the tensile forces in the cable. The DAQ system has a “Real-time” 
Mode and a “Review” Mode. The “Real-time” Mode can be used to check preliminarily if 
the accelerometer is placed properly or not. As shown in Figure 3.9(b), the tracked 
acceleration data is indicated as a blue line under the “Real-time” Mode. If the wave-form 
data is symmetric about the horizontal centre line, then it implies that the accelerometer is 
at the top of the cable. As a result, the DAQ system receives data about the vertical direction 
of motion only.  
Figure 3.9: The data acquisition (DAQ) and control system (a) Hardware; and (b) “Real-
time” Mode 
3.2 Non-Contact Vision-based Measurement Techniques  
The non-contact vision-based measurement technique is applied to acquire 





the vision-based system consists of the SONY RX10 III camera and an image-based 
application as a tool for video image processing and cable dynamic analysis.  
The dynamic response of the cable was captured by taking a video for its vibrations. 
The camera was set to a video recording mode (i.e. XAVC S HD), which can reach a 
maximum frame rate of 120 fps with a resolution of 1920 × 1080 pixels. The camera was 
fixed and levelled on the tripod head to keep the camera tilt angle close to 0°. Since the 
object of interest was the vibrating cable, the FOV focused on a segment of the cable where 
a masking tape in ivory colour adhered to its surface. The use of masking tape is similar to 
the outer sheaths on real cables. Figure 3.10 shows the test setup of the vision-based sensor.              
Figure 3.10: Test setup of the vision-based sensor 
Figure 3.11 illustrates the relative location of the camera. In this experiment, the 








Figure 3.11: The location of the camera w.r.t. the cable and the floor 
During each test, the sampling time was set to 15 s. Thereby, the number of video 
frames can be determined based on the sampling time and the camera frame rate, as 
summarized in Table 3.1.  
Table 3.1: The number of video frames   
Sampling time  
(s) 
Camera frame rate 
(fps) 






3.2.1 Considerations Regarding the Vision-based Sensor    
There are four primary considerations associated with the experimental studies 
using the vision-based sensor, including (1) the camera calibration; (2) the measurement 
accuracy; (3) the minimum required camera frame rate; and (4) the testing environment 
under laboratory conditions.  
Camera calibration is a critical step during the setup of the camera. An accurate 
scaling factor between pixels and physical units can be obtained through camera 




scaling factor can be determined from a known physical dimension of the cable and its 
corresponding pixel dimension in an image plane, if the camera tilt angle is negligible (Ji 
& Chang, 2008; Feng & Feng, 2018; Xu et al., 2018). It has been observed by Choi et al. 
(2016) that the scaling factor is sensitive to the tilt angle of the camera optical axis, which 
is suggested to be less than 10° when the distance between the camera and the object of 
interest is shorter than 3.7 m. In the experimental setup of this research, the camera was 
levelled on the tripod head to eliminate the camera tilt angle. As the cable was excited in 
the vertical plane only, the camera optical axis could be viewed as being perpendicular to 
the physical plane of cable vibration. Consequently, the scaling factor can be calculated 
based on the measured diameter of the cable and its corresponding pixel dimension in an 
image plane. The scaling factor can also be determined based on the intrinsic parameters 
of the camera and the extrinsic parameters between the camera and the object of interest 
through a sophisticated camera calibration (Feng & Feng, 2018; Jo et al., 2018; Kuddus et 
al., 2019). Note that in cable dynamic analysis, the displacement measurements could 
remain in pixels without any unit conversion, because only the relative motion is involved 
in the identification of cable modal properties through digital signal processing (Feng et 
al., 2016). If the displacement time-history in a physical dimension is a parameter of 
interest, then the scaling factor is necessary to be obtained. 
The second consideration is about measurement accuracy. Sutton et al. (2008) state 
that the in-plane measurement error due to out-of-plane translation is proportional to ∆z/z, 
where ∆z is the out-of-plane translation, and z is the distance from the camera to the object 
of interest. Thus, satisfactory measurement accuracy could be achieved in theory if out-of-




interest (z) is relatively far, or both. In this research, it has been attempted to eliminate the 
out-of-plane translation (∆z) during the experimental setup of free vibration testing. As 
discussed in Section 3.1.1, an initial displacement in the vertical direction was introduced 
to the flat taut cable by attaching a weight to the cable mid-span. The cable was then excited 
by releasing the weight from its static equilibrium position. The force exerted to the cable 
was equivalent in magnitude but opposite in direction to the gravity of the weight itself. 
The effect of gravity and the initiation of movement allow the cable to vibrate in the vertical 
plane. Thereby, the out-of-plane translation (∆z) of the cable was negligible.  
The next consideration is the minimum required camera frame rate. From a digital 
signal processing perspective, the camera frame rate is conceptually equivalent to the 
sampling rate. To capture sufficient data of the dynamic response, the Nyquist criterion in 
digital signal processing has been applied widely as the minimum requirement for a 
sampling rate (Shannon, 1949; Li & Ou, 2016; O'Byrne et al., 2015; Feng et al., 2016; Feng 
& Feng, 2018). The Nyquist criterion states that the highest frequency of the object of 
interest that can be sampled is suggested to be lower than half of the sampling rate (Nyquist, 
1924). In the context of the present research, if the highest frequency of a cable is 6 Hz, 
then the camera should have the capability to capture at least 12 fps. Note that the 12 fps 
is the minimum required frame rate in theory. Practically, the camera frame rate is desirable 
to be high to obtain a sufficient amount of data points for post-processing.  
The last consideration is the testing environment. Various scenarios in the 
laboratory were taken into account to study the effects of the background complexity on 




stage of experimental studies, an ideal testing environment was created by placing a 
monochrome background (i.e. a board with a smooth surface in black) behind the cable to 
reduce noises while increasing the contrast between the cable and its background. At the 
later stage, the background block was removed to allow the objects behind the cable to be 
exposed in the FOV. The illumination level was adequate during each free vibration test in 
the laboratory, and the lighting condition was not included as a variable in this research.  
3.2.2 Test Procedures  
The procedures of conducting displacement measurement by the vision-based 
sensor are described as follows:  
1. Pretension the cable by adjusting the hydraulic pump.  
2. Attach a weight to the cable at the mid-span by a fishing line.  
3. Fix the camera on the tripod and select the “Movie Recording” Mode.  
4. Adjust the distance between the camera and the cable as well as the floor. 
Ensure the FOV is sufficient to cover the cable motion during its vibration. 
5. Level the camera on the tripod head to minimize the camera tilt angle.   
6. Start recording a video from a static equilibrium position of the cable.  
7. Excite the cable by burning the fishing line to release the weight.  




3.3 Conventional Contact-type Measurement Techniques 
The single-axis accelerometer was utilized as a conventional contact-type sensor in 
free vibration tests. The accelerometer was attached to the top surface of the cable at its 
mid-span (Figure 3.9) and linked to a data acquisition system (DAQ), which was connected 
to a computer. In free vibration testing, the sampling time was set to 15 s. Figure 3.12 
shows a schematic of the test setup of the accelerometer.  
Figure 3.12: Schematic of the test setup of the accelerometer 
The procedures for conducting acceleration measurement are described as follows:  
1. Pretension the cable by adjusting the hydraulic pump.  
2. Attach the accelerometer on the top of the cable cross-section at the mid-span.  
3. Connect the accelerometer to the DAQ system.  
4. Open the AstroLINK Xe software program.  
5. Define sampling frequency and sampling time in “Capture Setup”.  
6. Attach a weight to the cable at the mid-span using a fishing line.  
7. Excite the cable by burning the fishing string to release the weight.  




Chapter 4 The Performance of the Keypoint Detector in Cable Detection  
In this research, the SIFT algorithm (i.e. keypoint detector and keypoint descriptor) 
is adopted to conduct feature-based video image processing. The performance of the 
keypoint detector for cable detection in video image sequences is studied empirically. To 
investigate the effects of background noises on cable detection, several video image 
sequences are acquired under various testing conditions in laboratory settings. Evaluation 
parameters are first defined in Section 4.1 to quantify and assess the performance of the 
keypoint detector for tracking a vibrating cable in video frames. Since the background 
noises could adversely impact the results of cable detection, two methods to improve the 
performance of the keypoint detector are provided in Section 4.2. Besides, a preliminary 
study of feature detectors was investigated at the early stage of this research, as presented 
in Appendix E. The MATLAB scripts provided by Di (2015) and Cheggoju (2013) is 
adopted with adjustments, which can be found in Appendix F.1. Keypoint detection is 
defined as a MATLAB function, as shown in Appendix F.2. Appendix G provides a study 
about the stage of computation for accurate keypoint localization that is defined in the SIFT 
algorithm.  
4.1 Keypoint Detection of a Vibrating Cable  
The performance of the keypoint detector for tracking a vibrating cable in video 
frames is demonstrated in this section, including descriptions of the testing environment in 




4.1.1 Testing Environment in Laboratory 
The testing environment manifested in a video image sequence can be described 
based on the background conditions shown behind the cable, which are broadly categorized 
as noise-free (i.e. monochromatic) and noisy (i.e. complex) backgrounds. As the cable is 
the sole object of interest, any other objects that have distinct features presented in the field 
of view (FOV) are considered as noises.  
To create a noise-free background scenario that can be further used as a reference, 
a board with a smooth surface in black is placed behind the cable to block background 
noises while enhancing the contrast between the cable and its surroundings, as shown in 
Figure 4.1(a).   
Figure 4.1: Noise-free background scenario (a) A video frame of the vibrating cable; and 
(b) Detected keypoints in three video frames 
Figure 4.1(b) shows the detected keypoints (i.e. discrete crosses in blue) in three 
video frames under the noise-free background scenario. All keypoints are selected 
associated with the cable, in specific, along the cable top edge. Note that the locations and 
the distribution of the keypoints in each frame are not identical due to cable motion 





The noisy background scenarios, on the other hand, contain complex scenes behind 
the cable in the FOV. Three noisy background scenarios are considered, as shown in 
Figures 4.2 to 4.4. 
Figure 4.2: Noisy background scenario #1 (a) A video frame of the vibrating cable; and 
(b) Detected keypoints in three video frames 
Figure 4.3: Noisy background scenario #2 (a) A video frame of the vibrating cable; and 
(b) Detected keypoints in three video frames 
Figure 4.4: Noisy background scenario #3 (a) A video frame of the vibrating cable; and 







It has been observed that the keypoint detector can detect the cable under these 
three noisy background scenarios, though some of the keypoints are selected where features 
behind the cable are distinctive. 
4.1.2 Evaluation Parameters of the Keypoint Detector 
Evaluation parameters are defined to quantify and assess the performance of the 
keypoint detector in cable detection under various background conditions. The number of 
detected keypoints (i.e. denoted by N) and location (i.e. represented by subscripts “t” or 
“c”) are the factors of interest in this study. As the cable is the sole object of interest, it is 
desirable to have keypoints detected associated with the cable. In this context, the 
parameters are assigned into two classes. One class is for the keypoints detected in the 
entire image in total, which is represented by the subscript “t”; while the other one is for 
the detected keypoints associated with the cable, which is indicated by the subscript “c”. 
Consequently, the total number of the detected keypoints in video frame i (i.e. Nt(i)) and 
the number of the detected keypoints associated with the cable in video frame i (i.e. Nc(i)) 
are defined. In each class, statistical parameters (i.e. the minimum, the maximum, the 
average, and the standard deviation), which are calculated from all the video frames of an 
image sequence, are taken into account in the present study. The statistical parameters are 
denoted by Nt-min, Nt-max, Nt-avg, Nt-std, and Nc-min, Nc-max, Nc-avg, Nt-std. Based on the evaluation 
parameters, a detectability index, D, is defined to quantify the ability of the detector to 
select local features of the cable among the candidates in the entire image. The detectability 
index is calculated from the ratio between Nc(i) and Nt(i) in video frame i of an image 




the computational cost of keypoint detection in seconds per frame (s/f). Table 4.1 lists the 
defined evaluation parameters.  





The total number of detected keypoints in video frame i of an image 
sequence. 
Nt-min The minimum number of Nt(i) in the image sequence.   
Nt-max The maximum number of Nt(i) in the image sequence.   
Nt-avg The average number of Nt(i) in the image sequence.   
Nt-std The standard deviation of Nt(i). 
Nc(i) 
The number of detected keypoints associated with the cable in 
video frame i of the image sequence. 
Nc-min The minimum number of Nc(i) in the image sequence.   
Nc-max The maximum number of Nc(i) in the image sequence.   
Nc-avg The average number of Nc(i) in the image sequence.   










where n = the number of video frames in the image sequence.  
tDetection 
The computational cost to perform keypoint detection per frame 
(s/f).   
 
4.1.3 Results of Assessments  
The first assessment was conducted for keypoint detection of the cable under the 
noise-free background scenario (Figure 4.1). Six trials of free vibration tests were 
performed consecutively on the single undamped cable, and a video was recorded for the 
cable during each test. Attempts were made to maintain consistency of the experimental 
setup and testing environment in each trial. The same number of frames (i.e. n = 1000) as 




evaluation parameters were conducted for the six image sequences. The results are 
summarized in Table 4.2.  




















Nt-std Nc-std D 
1 3.1 26 26 171 171 107 107 24 24 99.93 
2 2.9 66 66 186 186 108 108 22 22 99.89 
3 3.0 54 54 180 180 109 109 22 22 99.93 
4 3.0 22 22 188 188 108 108 23 23 99.97 
5 2.9 26 26 159 159 105 105 22 22 99.84 
6 3.0 31 31 155 155 107 107 22 22 99.93 
Avg. 107 107 − 99.92 
Std. 1.37 1.37 − 0.05 
 
The following observations can be drawn from Table 4.2: (1) Under the noise-free 
background scenario, the performance of the keypoint detector in cable detection is stable. 
Amongst the six video image sequences, the obtained values of Nt-avg, Nc-avg, Nt-std, Nc-std, 
and D are close to each other. (2) On average, a reasonable amount of keypoints, associated 
with the cable, is detected. The values of Nc-avg from all six image sequences are within a 
range from 105 to 109. (3) The keypoints associated with the cable are distinguishable from 
the noise-free background. Great values of the detectability index (i.e. D ≥ 99.84 out of 
100) are found in all image sequences. Overall, in the noise-free background scenario, 
keypoint detection of the vibrating cable is stable and robust.   
The following three assessments (Tables 4.3 to 4.5) were accomplished for 
keypoint detection under noisy background scenarios #1, #2, and #3, as shown in Figures 




performed on the single undamped cable under the same testing environment, and a video 
was recorded for the cable during each test. The same number of frames (i.e. n = 1000) as 
an image sequence from each video was under analysis.  




















Nt-std Nc-std D  
1  3.2 78 43 115 80 94 59 8 8 61.96 
2  3.1 71 42 112 80 86 57 7 7 65.86 
3  3.1 68 45 106 78 83 57 7 6 67.89 
4  2.9 46 35 80 65 64 50 7 6 69.77 
5  2.8 64 42 94 66 76 52 6 5 68.53 
6  3.0 75 39 114 78 91 55 7 7 62.14 
Avg. 82 55 − 66.03 
Std. 10.97 3.41 − 3.33 
 




















Nt-std Nc-std D 
1 3.6 230 67 284 96 253 83 12 8 32.85 
2 3.6 231 46 306 99 259 74 16 17 28.41 
3 3.6 232 49 316 100 266 76 18 17 28.39 
4 3.3 248 54 348 99 266 81 17 10 30.22 
5 3.4 218 62 271 96 238 82 12 9 34.56 
6 3.7 253 69 377 109 291 88 27 13 30.42 
Avg. 262 81 − 30.81 



























Nt-std Nc-std D  
1 3.8 375 107 443 167 408 135 15 13 29.60 
2 3.6 378 79 444 130 405 99 14 11 24.46 
3 3.5 385 115 443 156 417 134 10 8 29.36 
4 3.5 380 80 452 137 411 103 14 12 25.06 
5 3.4 363 76 437 125 395 98 14 11 24.78 
6 3.5 378 81 502 170 429 120 23 22 25.00 
Avg. 411 115 − 26.38 
Std. 11.50 17.17 − 2.41 
 
Based on the results of the assessment under the three noisy background scenarios, 
the following observations are made: (1) With the same testing conditions, the performance 
of the keypoint detector for detecting a vibrating cable is stable. The statistics of Nt-avg, Nc-
avg, Nt-std, Nc-std, and D among the six video image sequences are comparable. (2) On 
average, a reasonable amount of keypoints, associated with the cable, is detected. In noisy 
background scenario #1, Nc-avg is within a range of 50 to 59; while in noisy background 
scenarios #2 and #3, Nc-avg is between 74 to 88 and 98 to 135, respectively. (3) With 
different noisy backgrounds, the values of Nc-avg vary significantly. (4) In each video image 
sequence, the variation between Nt-avg and Nc-avg is relatively large compared with the 
results obtained from the noise-free background scenario. The considerable difference is 
due to the distinctive features in the complex background. (5) The detectability index, D,  
drops because of the background noises. (6) The computational cost of keypoint detection 
(i.e. tDetection) under noisy background scenarios #2 and #3 is greater than the cost of the 




To show the effects of the backgrounds in cable detection, Table 4.6 summarizes 
the results from the previous assessments by taking the average of Nc-avg, Nt-avg, and D from 
the six video image sequences acquired under the same testing environment.  
Table 4.6: Summary of keypoint detection under various background scenarios 
Testing conditions Nc-avg Nt-avg D  
 
Noise-free background 
107 107 99.92 
 
Noisy background #1 
55 82 66.02 
 
Noisy background #2 
81 262 30.81 
 
Noisy background #3 
115 411 26.38 
 
Though the performance of the keypoint detector is adversely impacted by the 
background noises, a reasonable amount of keypoints associated with the cable (reflected 
by the value of Nc-avg), are still detected. It has been observed that Nc-avg alone does not 
provide information about the number of keypoints detected on the cable with respect to 
the total number of keypoints detected in the entire image. The detectability index, D, 
combined with Nc-avg gives a comprehensive perspective on the performance of the 
keypoint detector in cable detection. Therefore, both Nc-avg and D are considered as the key 




4.2 Enhancement Methods for the Keypoint Detector in Cable Detection 
A study is conducted to propose enhancement methods for the keypoint detector in 
cable detection under noisy background scenarios. Two approaches are discussed below. 
4.2.1 Artificial Target(s)  
Without any aids of object detection, the local feature of the cable associates with 
its inherent geometric characteristics. To make the feature of the cable distinguishable from 
its surroundings, artificial target(s) can be used to create extra characteristics on cable 
external surface. In practical applications, targets with high contrast (e.g. solid white circles 
on a black background) could be attached to the cable.  
As shown in Figure 4.5(a), one artificial target (i.e. a dot) was added to the cable 
under the noisy background scenario #1. Figure 4.5(b) displays the detected keypoints in 
three video frames. In this testing environment, six trials of free vibration tests were 
conducted on the single undamped cable, and a video was recorded for the cable during 
each of the tests. Thereby, six image sequences were acquired from the recorded videos. 
In each image sequence, 1000 video frames were analyzed. To study the effects of the 
artificial target on cable detection, performance evaluation of the keypoint detector was 





Figure 4.5: One artificial target (a) A video frame of the cable; and (b) Detected 
keypoints in three video frames 




















Nt-std Nc-std D  
1 2.9 86 77 129 118 108 97 9 9 90.29 
2 2.9 81 74 129 123 104 98 10 10 93.68 
3 3.1 79 73 129 121 103 95 9 9 92.35 
4 2.9 85 76 132 123 109 99 10 10 90.95 
5 2.9 79 72 127 119 106 98 10 9 92.26 
6 3.0 77 76 123 118 101 98 9 9 96.68 
Avg. 105 98 − 92.70 
Std. 3.06 1.38 − 2.28 
 
The effects of multiple artificial targets in keypoint detection were also studied. 
Under the scenario presented in Figure 4.5(a), two additional dots were added to the cable, 
as shown in Figure 4.6(a). The detected keypoints in three video frames are presented in 
Figure 4.6(b). In a similar approach, six trials of free vibration tests were performed on the 
single undamped cable, and a video was recorded for the cable during each of the tests. 
Thereby, six video image sequences were acquired, of which 1000 frames in each were 





Figure 4.6: Three artificial targets (a) A video frame of the cable; and (b) Detected 
keypoints in three video frames 





















Nt-std Nc-std D  
1 3.0 69 66 117 114 95 92 9 9 96.97 
2 3.0 68 67 115 110 95 93 9 9 97.97 
3 3.1 69 69 116 113 94 92 9 9 98.07 
4 3.0 70 68 120 117 94 92 9 9 97.38 
5 3.1 75 73 114 110 97 93 8 8 96.11 
6 3.0 75 74 119 114 95 93 8 8 97.86 
Avg. 95 93 − 97.39 
Std. 1.10 0.55 − 0.75 
 
To show the effects of the artificial target(s) on cable detection, Table 4.9 
summarizes the results from the previous assessments (Tables 4.3, 4.7, and 4.8) by taking 







Table 4.9: Comparison of keypoint detection with the aids of the artificial target(s) on the 
cable 
Testing Conditions Nc-avg Nt-avg D 
 
No target 
55 107 66.02 
 
One target 
98 105 92.70 
 
Three targets 
93 95 97.39 
 
The comparative study shown in Table 4.9 demonstrates the improvement of cable 
detection by adding extra features to the inherent geometric characteristics of the cable. 
With the aids of one artificial target added to the cable, the value of Nc-avg increases by 43, 
Nt-avg drops by 2, while D grows from 66.02 to 92.70. With the aids of three artificial targets 
added to the cable, the value of Nc-avg increases by 38, Nt-avg decreases by 12, while the 
value of D raises from 66.02 to 97.39. The change of Nc-avg and Nt-avg can be interpreted 
from the algorithmic perspective. In the SIFT algorithm, keypoint candidates are found 
based on the local extrema of difference-of-Gaussian (DoG) images by comparing a pixel 
to its neighbours (Lowe, 2004). With a complex pattern (i.e. the addition of artificial 
target(s)) created on the cable, the relative characteristics of features associated with the 
cable are changed not only near the artificial target(s) locally, but also in the entire image 
globally. Due to the enhancement of cable characteristics, SIFT detects more keypoints 




characteristics of the background are relatively weakened; therefore, SIFT selects fewer 
keypoints in the region behind the cable, which leads to a decrease in Nt-avg. Consequently, 
the detectability index, D, increases significantly.  
To demonstrate the aids of the artificial target(s) in cable detection in each video 
frame, Figures 4.7 and 4.8 show the plots of the number of detected keypoints associated 
with the cable in frame i (i.e. Nc(i)) and the total number of detected keypoints in frame i 
(i.e. Nt(i)), respectively. The video image sequences acquired under the scenario of zero, 
one, and three artificial targets added to the cable under the noisy background scenario #1 
are included. It has been observed that the plots of Nc(i) for the scenarios of one target (i.e. 
in blue) and three targets (i.e. in green) are above the plot of Nc(i) for the scenario of no 
target (i.e. in red), which implies that better results of cable detection in each frame is 
achieved with the presence of the artificial target(s) on the cable. Compared to the scenario 
of one target, there is no significant advantage to add two extra targets to the cable in terms 
of Nc(i). However, as displayed in Figure 4.8, the plot of Nt(i) for the scenario of three 
targets (i.e. in green) is below the scenario of one target (i.e. in blue), which indicates a 
decrease of Nt(i). Consequently, an increase from 92.70 to 97.39 of the detectability index, 








Figure 4.7: The effects of the artificial target(s) on Nc(i) in video frame i 
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4.2.2 Search Window Design  
Narrowing a search region of keypoints can also enhance cable detection in noisy 
background scenarios. Instead of processing full-scale video frames, a search window can 
be used to specify the search region while reducing the computational cost without 
degrading the quality of cable detection. The dimension (i.e. the width and the height) and 
the location of a search window are the two design parameters to be defined. 
Design parameters of a search window: dimension & location  
The implementation of a rectangular search window is performed by cropping the 
full-scale video frames to achieve a new dimension such that only the user-defined region 
in the frame will be processed.  
To specify the dimension of the search window, an approximation of the full cable 
motion needs to be considered. For the case of a cable subjected to free vibration, the cable 
motion is analytically predictable; thus, an approximate range of cable vibration manifested 
in video frames can be obtained based on an analytical solution. When the cable vibrates 
in an in-plane mode, the vertical component of motion is apparent (Irvine, 1981, p. 91). In 
other words, the amplitude of the corresponding in-plane transverse displacement is 
substantially greater than the longitudinal displacement. Thus, the vertical dimension of 







Specification of the vertical dimension based on the transverse displacement function 
To estimate the maximum in-plane transverse displacement of the flat taut cable, 
the cable static profile due to its self-weight and initial displacement at the cable mid-span 
are taken into account. Though the fundamentals of cable static and dynamic profiles have 
been studied in Section 2.1.2, further investigations are addressed herein for the in-plane 
transverse displacement function. As shown in the schematic diagram in Figure 4.9, 
consider a uniform cable with a span length L fixed at two ends. The X-axis coincides with 
the chord direction of the cable, whereas the Y-axis is in the transverse direction. Assume 
the tensile force in the cable, T, is constant along the cable span. 
Figure 4.9: Cable static profile and the initial displacement, d0 








where v(x)static is the transverse displacements along the Y-axis due to cable self-weight, 















For the cable model in the laboratory, the cable sag corresponding to different pretensions 
is calculated, as summarized in Table 4.10.  










When the cable is subjected to a concentrated force, F, at the mid-span for motion 
initiative (Figure 4.9), static equilibrium analysis can be performed to obtain the initial 





For free vibration without external excitation and unexpected disturbance, the 
maximum transverse displacement can be approximated from the superposition of the cable 
static profile and the initial displacement at the mid-span. Consequently, the height of the 
search window, h, for free vibration of a flat taut cable, can be approximated as: 
                                ℎ > 2 × 𝛼 × max[𝑣(𝑥)𝑠𝑡𝑎𝑡𝑖𝑐 + 𝑑0]                                    
where α is the scaling factor that can be determined from the known physical dimension of 
an object and its corresponding pixel dimension in an image plane, if the camera tilt angle 






In general, the scale of the search window should be as small as possible for 
computational efficiency, while large enough to cover the full motion of the cable. The 
derived formula presented herein provides an approximate dimension of a search window. 
The second design parameter, i.e. the location of the search window, can be determined 
straightforward and executed by user intervention. Since the cable is the sole object of 
interest, the search window should be placed in the region where the cable is located, 
preferably with low background noise presented behind the cable.  
Validation of a search window in cable detection  
In the context of cable detection, validation of a search window can be quantified 
by examining both Nc-avg and D. Two thresholds need to be met, as shown in Equation (4.5).   
{
𝑁𝑐−𝑎𝑣𝑔  ≥ 𝑁𝑐
∗; and 
𝐷 ≥ 𝐷∗ 
 
where Nc
* and D* are determined statistically. The statistics of the observed data (i.e. Nc(i) 
and Nt(i)) describe the events of using the keypoint detector to detect a cable within a 
specified search window. In this study, the observed data has a sample size of 18000 (i.e. 
1000 frames/sequence × 6 sequences × 3 noisy background scenarios). Figures 4.10 and 
4.11 show the histograms of Nc(i) and Nt(i) within a search window for video frame i from 








Figure 4.10: Histogram of Nc(i) obtained within a search window 
 
Figure 4.11: Histogram of Nt(i) obtained within a search window 
To obtain the values of Nc* and D*, the lower bounds of the 95% confidence 
intervals for Nc(i) and Nt(i) are calculated, as expressed in Equation (4.6). In statistical 
inference, a confidence interval gives an estimated range of population parameters based 
Sample size: n = 18000 
Mean: Nt-avg = 94 
Standard deviation: Nt-std  = 19.40 
Sample size: n = 18000 
Mean: Nc-avg = 81 




on observed sample data. By using the interval estimated from 95% confidence level, 95% 
of the hypothetical data collection would contain the true population parameter.  
{
𝑁𝑐
∗ = 𝑁𝑐−𝑎𝑣𝑔 − 𝑍 × (𝑁𝑐−𝑠𝑡𝑑 √𝑛⁄ )
𝑁𝑡





where Z = 1.96, which is the Z-value of 95% confidence interval, and the other values are 
obtained statistically, as shown in Figures 4.10 and 4.11. The results of Nc*,  Nt*,  and D* 
are 80, 93, and 86, respectively. Thereby, a search window is deemed to be acceptable for 
cable detection if Nc-avg ≥ 80 while D ≥ 86. Rejection of the search window is required when 
one or both of the conditions are not met. Note that the thresholds can be adjusted 
depending on the statistics of the observed data, if necessary.  
Comparative studies  
Comparative studies are conducted to show the performance of the keypoint 
detector before and after a search window specified on video frames. Table 4.11 
summarizes the assessment results of keypoint detection under the three noisy background 
conditions. In each scenario, the image sequence that has the lowest detectability index, D, 
is selected based on the results obtained in Tables 4.3 to 4.5. A search window is specified 
for each of the selected image sequences such that new video image sequences are 
acquired. Subsequently, keypoint detection is conducted within the specified search 
windows for the video image sequences. Evaluation of cable detection is performed, and 











































2.9 21 12 150 144 96 87 26 26 89.52 
#3  
Raw 




3.0 40 25 155 143 105 92 24 24 87.56 
 
Based on the results presented in Table 4.11, the values of both Nc-avg and D are 
above the thresholds for the search window design, which indicates that the specified 
search windows are valid for cable detection. It has been observed that the performance of 
the keypoint detector is improved with the specified search windows. The detectability 
index, D, increased in each scenario. Moreover, the computational cost reduced compared 




4.3 Discussion   
The presence of noisy testing conditions is the most common scenario in practice. 
Depending on the complexity of the environment near the cable, the performance of the 
keypoint detector for cable detection might be affected. To make the cable distinguishable 
from its surroundings, artificial target(s) can be added to the cable to create extra features. 
If access to the structure is not feasible, then the performance of the keypoint detector can 
be improved by specifying a search window on the raw image sequence. The primary 
advantage of enabling a search window is to reduce computational cost while enhancing 
the detectability of the cable.  
Although a reasonable amount of keypoints associated with the cable can still be 
detected under unfavourable testing conditions, the overall performance of the keypoint 
detector is impacted by the testing environment. If no distinct natural or artificial targets 
are associated with the cable, then the background is preferred to be noise-free. If a 
complex pattern can be created on the external surface of the cable, then background noise 





Chapter 5 Extraction of Cable Displacement Time-History Through Video 
Image Matching 
Cable displacement time-history can be acquired through video image matching of 
detected keypoints associated with the cable. Two feature-based video image matching 
approaches are proposed and discussed in the first two sections. Section 5.3 demonstrates 
the experimental validation of cable displacement time-history using the proposed non-
contact vision-based system. Based on the obtained datasets of cable displacements, a 
power spectral density (PSD) analysis is conducted to identify the natural frequencies of 
the cable. Section 5.4 presents a comparison of identified cable fundamental frequencies 
by the vision-based sensor and the accelerometer. Section 5.5 demonstrates the reliability 
and repeatability of the vision-based measurement technique in fundamental frequency 
identification. The proposed non-contact vision-based system can also be used to identify 
higher modal frequencies, as shown in Section 5.6. Section 5.7 concludes the main findings 
from the studies presented in this chapter. The MATLAB scripts to execute cable frequency 
identification by the vision-based system can be found in Appendix F.3, and the scripts of 
frequency identification by the accelerometer are shown in Appendix F.4.  
5.1 Image Matching Through Keypoint-based Interpolation of the Cable  
5.1.1 Methodology  
The first video image matching approach is proposed based on the performance of 
the keypoint detector in cable detection. It has been observed that the detected keypoints 
associated with a vibrating cable are consistently localized on the top edge of the cable, 




In this approach, the detected keypoints of the cable in each frame are used to 
interpolate a cable profile through spline interpolation, which is an essential step prior to 
the execution of video image matching. To ensure the interpolation is meaningful and 
convenient to be implemented over a video image sequence, two thresholds need to be met, 
as shown in Equation (5.1).  The method to specify the thresholds is similar to the one used 
in the validation of a search window in cable detection, as addressed in Section 4.2.2. 
{
𝑁𝑐−𝑎𝑣𝑔  ≥ 𝑁𝑐
∗; and 
𝐷 ≥ 𝐷∗ 
 
where Nc
* and D* are specified statistically. In this study, the statistics are calculated from 
the observed sample data of cable detection in raw image sequences that are collected under 
the noise-free background scenario and the noisy background scenarios with artificial 
target(s) added to the cable. The sample size, n, is 18000 (i.e. 1000 frames/sequence × 6 
sequences × 3 scenarios). Figure 5.1 and Figure 5.2 show the histograms of Nc(i) and Nt(i) 








Figure 5.1: Histogram of Nc(i) obtained in raw video frames 
Figure 5.2: Histogram of Nt(i) obtained in raw video frames 
The lower bounds of the 95% confidence intervals for Nc-avg and Nt-avg are calculated 
first to obtain the values of Nc* and D*, as expressed in Equation (5.2).  
{
𝑁𝑐
∗ = 𝑁𝑐−𝑎𝑣𝑔 − 𝑍 × (𝑁𝑐−𝑠𝑡𝑑 √𝑛⁄ )
𝑁𝑡












Sample size: n = 18000 
Mean: N
t-avg







where Z = 1.96, which is the Z-value of 95% confidence interval, and the other values are 
obtained statistically, as shown in Figures 5.1 and 5.2. The results of Nc*, Nt*, and D* are 
92, 98, and 94, respectively.  
In the present study, the keypoint-based interpolation of the cable could be 
conveniently executed if Nc-avg ≥ 92 while D ≥ 94 for a video image sequence collected in 
the laboratory. The value of Nc-avg provides a perspective on the number of data points for 
the interpolation of a cable profile, and the value of D reflects the relative number of 
outliers. The attempts to remove the outliers can be reduced if the value of D is close to 
100. The defined thresholds provide a means to screen out video image sequences that may 
not be convenient to perform matching using the interpolation approach. Depending on the 
performance of the keypoint detector in cable detection, the thresholds can be adjusted 
accordingly. 
If one or both of the thresholds cannot be met, then a search window can be used 
to improve the performance of the keypoint detector (as discussed in Section 4.2.1). 
Subsequently, video image matching is implemented by selecting a series of common 
points through fixing their x coordinates on the interpolated cables. The selected points 
with the same x coordinate in each frame are considered as matched points. Consequently, 
the relative displacements in pixels of the matched points can be extracted such that cable 
displacement time-history at this particular location (i.e. the location of the matched point) 
is obtained. A significant benefit of the interpolation approach is that it provides a 
continuous selection of matching candidates from which the dynamic information of the 




Video image matching through the keypoint-based cable interpolation approach is 
based on the assumption that camera movement is negligible. If the camera moves during 
a video recording in experimental tests, then a method to correct the camera motion is 
necessary to be investigated. Studies have been conducted to correct the effects of camera 
movement in dynamic displacement measurements, and a convenient camera motion 
compensation has been applied in health monitoring of civil infrastructures (Kim & Kim, 
2013; Feng & Feng, 2017; Chen et al., 2017). Generally, a stationary object captured in a 
video image sequence can be used to determine the camera motion signals. For example, 
in the measurement of bridge cable displacements, a building in the background can be 
viewed as stationary. Thereby, camera motion signals can be removed by subtracting the 
building displacements from the cable displacement signals. Kim and Kim (2013) applied 
this method to correct camera motion when monitoring a hanger cable on the Gwangan 
Bridge in South Korea. Feng and Feng (2017) also adopted this approach to correct camera 
movements when they conducted remote displacement measurements of the Manhattan 
Bridge in New York City.   
5.1.2 Results of Cable Interpolation Matching Method  
The video image sequence that has the lowest detectability index under noise-free 
background scenario (i.e. the 5th image sequence shown in Table 4.2) is selected to illustrate 





The values of Nc-avg and D are 105 and 99.84, respectively, which are both above 
the thresholds. Thereby, the cable interpolation approach is applied directly to this video 
image sequence. Figure 5.3 shows the interpolated cable of the first video frame (i.e. the 
reference frame). For this video image sequence, the point with x coordinate fixed at 125 
on each of the interpolated cables is selected as the matched point.  
Figure 5.3: Keypoint-based interpolated cable profile 
Based on the extracted displacements of the matched points, the displacement time-
history of the cable is plotted by fitting a spline, as shown in Figure 5.4. In the case of free 
vibration of an idealized undamped system, the amplitude of response remains the same 
from cycle to cycle  (Chopra, 2012, p. 45). However, in practice, the amplitude of response 
decreases due to various forms of energy dissipation mechanism, such as friction at 
connections and thermal effect of repetitive motion. As demonstrated in Figure 5.4, the 









Figure 5.4: Displacement time-history by the keypoint-based cable interpolation approach 
Observations of the video image matching based on keypoint-based cable 
interpolation can be summarized as follows: (1) Mismatching is eliminated by selecting 
common points through their x coordinates on the interpolated cables. (2) The cable 
interpolation approach provides continuous options for matching candidates. The number 
of datasets (i.e. cable displacement time-history) that could be obtained from each video 
image sequence is not restricted by the number of detected keypoints associated with the 
cable in the reference frame. (3) The computational complexity of the cable interpolation 
approach increases with the number of input video frames.  
5.2 Image Matching Using Keypoint Descriptors  
Feature-based video image matching can also be conducted using keypoint 
descriptors.  
5.2.1 Methodology 
According to the original SIFT algorithm (Lowe, 2004), a keypoint descriptor is a 
128-dimensional vector that describes a detected keypoint. The descriptor vectors are 




neighbour features around each keypoint (i.e. 4 × 4 × 8 = 128). The matching of a pair of 
keypoints can be evaluated using the Euclidean distance between their descriptors. To find 
a matched keypoint among all matching candidates, the Euclidean distance between a 
descriptor of a reference keypoint and each candidate in the subsequent frames is 
calculated. The candidate associated with the minimum value of Euclidean distance is 
defined as a matched keypoint. An exact matched pair of keypoints should have a zero 
value in the Euclidean distance (i.e. completely no difference); however, in practice, and 
because of noise, an error would exist. The Euclidean distance (E) between the descriptor 
of a reference keypoint ?⃗?  (i.e. ?⃗?  = r1, r2, …., r128) and the descriptor of a matching candidate 
?⃗?  (i.e. ?⃗?  = q1, q2, …., q128) is defined by:     
𝐸 = √∑ (𝑟𝑖 − 𝑞𝑖)2
𝑖=128
𝑖=1                                                   
The number of datasets (i.e. cable displacement time-history) that could be obtained 
from a video image sequence is restricted by the number of detected keypoints associated 
with the cable in the reference frame (i.e. Nc(0)). Though one dataset of the displacement 
time-history is sufficient for cable dynamic analysis, for practical implementations, it is 
possible to obtain multiple sets of cable displacement time-history.  
5.2.2 Implementation Procedure 
The steps to implement video image matching using keypoint descriptors following 
keypoint detection and performance evaluation are:  






2. Define a frame as the reference.   
3. Select a detected keypoint of the cable in the reference frame.  
4. Calculate the Euclidean distance between the reference keypoint and each 
matching candidate in each of the subsequent video frames.   
5. Find the matched keypoint in each frame by seeking the candidate associated 
with the minimum Euclidean distance.  
6. Extract the displacements in pixels of the matched keypoints. 
7. Correlate displacements with the timestamps of video frames to obtain the 
displacement time-history of the cable.    
5.2.3 Results of Keypoint Descriptor Matching Method 
The video image sequence that has the lowest detectability index under all three 
noisy background scenarios (i.e. the 2nd image sequence shown in Table 4.5) is selected as 
an example to illustrate the keypoint descriptor matching method. Figure 5.5(a) shows the 
displacement time-history with mismatch detection.     
Figure 5.5: Keypoint descriptor matching method (a) Displacement time-history with 





It can be observed from Figure 5.5(a) that there are three mismatches (i.e. outliers) 
in this particular set of displacement time-history. Thereby, mismatch detection and 
removal need to be investigated. One of the robust measures of statistical dispersion, 
median absolute deviation (MAD), is adopted to characterize the variability of the extracted 
displacements (Khalil et al., 2008; Zhou & Zhu, 2015). The criterion of MAD for mismatch 
detection is described in Equations (5.4) and (5.5).  
                                   MAD = median of |𝑢𝑖 − 𝑢?̃?| 
where 𝑢?̃? is the median of 𝑢𝑖. 
              Mismatch removal = {
keep, if − 3 ∙ 𝑀𝐴𝐷 ≤  𝑢𝑖  ≤ 3 ∙ 𝑀𝐴𝐷; and 
reject, otherwise.                                
 
Since the experimental raw data is acquired from free vibration tests under normal 
operational conditions, outliers of the displacement time-history are considered as 
mismatches. In this study, a mismatch is defined as a value that is more than three scaled 
MAD. In this specific dataset, MAD is 3; thereby, any data points within the range of [-9, 
9] are kept but rejected otherwise. As demonstrated in Figure 5.5(b), all three mismatches 
are detected by MAD and have been removed accordingly.  
Observations of the keypoint descriptor method can be drawn as follows: (1) Video 
image matching using keypoint descriptors is universal under various testing conditions 
compared with the keypoint-based cable interpolation approach. No thresholds of the 
statistics in cable detection need to be examined before the implementation. (2) The 
matching procedure is computationally more expensive than the interpolation approach due 






vectors. The computational complexity of this approach grows linearly with the number of 
detected keypoints and the number of input video frames. (3) Feature-based matching using 
this approach is obtainable among all video frames since there is always a minimum value 
of Euclidean distance among pairs of keypoint descriptors. However, the keypoint 
associated with the minimum value does not always guarantee a correct match. Thereby, 
mismatching may exist.  
5.3 Experimental Validation of Cable Displacement Time-History 
 The proposed feature-based methodology (i.e. keypoint detection and feature-based 
video image matching) is experimentally validated on the single undamped cable 
undergoing free vibration, as described in Chapter 3. Under the experimental setup of free 
vibration testing, the non-contact vision-based system is applied to in-plane measurements 
of cable displacement fields. 
5.3.1 Post-Processing of Experimental Raw Data  
In each free vibration test, the cable dynamic response around the mid-span region 
is captured by both the proposed vision-based system and the single-axis accelerometer. 
The vision-based system gives video frames as raw data, whereas the accelerometer 
provides the acceleration time-history signals. For validation purposes, the displacement 
time-history in a physical unit is selected as the parameter of interest. Figure 5.6 illustrates 






Figure 5.6: Cable dynamic response measurements by the proposed vision-based system 
and the accelerometer 
Displacement time-history by the vision-based system  
To obtain the displacement time-history in a physical unit using the vision-based 
system, the measurements in pixels need to be converted to a physical dimension by a 
scaling factor of the two coordinate systems.  
Displacement time-history using the accelerometer measurements   
To convert the acceleration time-history to displacement time-history, the 
following steps are executed (Chopra, 2012; Sandanam, 2015): (1) Transform the raw data 
from the time domain to the frequency domain using fast Fourier transform (fft). (2) 
Convert acceleration to displacement in the frequency domain based on Equation (5.6). (3) 
Transform displacement in the frequency domain back to the time domain using inverse 
fast Fourier transform (ifft).  
Measurement techniques  Raw data  
Non-contact vision-
based system 














Based on the condition of simple harmonic motion, Equation (5.6) is applied to the 
present study to convert the acceleration to displacement in the frequency domain. In 
simple harmonic motion, the acceleration of the object is proportional to its displacement 
from and directed towards its equilibrium position (Chopra, 2012, p. 40). Thereby, the 
acceleration of the object at any point in its oscillation is given by:  
                                                      ?̈?(𝑡) = −(2𝜋𝑓)2 ∙ 𝑢(𝑡)                                                   
where ?̈?(𝑡) is the acceleration time-history in the frequency domain, f is the frequency in 
Hz, and 𝑢(𝑡) is the displacement time-history in the frequency domain. The conversion 
between acceleration and displacement can also be performed directly in the time domain 
through double integration. However, errors would be introduced and accumulated through 
the conversion procedure (Xu et al., 2018). As a result, baseline shift is necessary to be 
corrected if the double integration approach is used. 
Comparison of displacement time-history by the vision-based system and accelerometer 
 During the test, there is a lag between the actual starting time of data collection by 
the vision-based sensor and the accelerometer. To properly compare the results of 
displacement time-history by the two measurement techniques, the very first maximum 
peak is selected as the reference point. Thereby, measures before this point are removed. 
To analyze measurement errors, the displacement time-history obtained from the 
accelerometer is downsampled to make its sample frequency comparable to the frame rate 





5.3.2 Measurement Error Analysis 
The normalized root mean squared error (NRMSE) and a coefficient factor are 
adopted to quantify the relative error of displacement time-history obtained by the vision-
based system, compared with the results acquired from the accelerometer. 
The normalized root mean squared error (NRMSE), as expressed in Equation (5.7),  
has been widely used to quantify the relative errors of structural displacement 
measurements (Feng et al., 2015; Feng & Feng, 2016; Dong et al., 2019).  
                 𝑁𝑅𝑀𝑆𝐸 (%) = [√
1
𝑛
∑ (𝑥𝑖 − 𝑦𝑖)2 
𝑛
𝑖=1  (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛⁄ )] × 100                          
where n = the number of measurement data; xi, yi = i
th displacement data at time t measured 
by the accelerometer and the vision-based system, respectively; xmax and xmin are the 
maximum and minimum displacement measured by the accelerometer.  
The coefficient factor, on the other hand, evaluates the similarities between 
different datasets (Khuc & Catbas, 2017; Dong et al., 2019; Kuddus et al., 2019). The 
Pearson’s coefficient factor (Pearson, 1898), ρ, by Equation (5.8) is used to calculate the 
correlation between the measurements of displacement time-history by the vision-based 
system and the accelerometer.  
𝜌 = [1/(𝑛 − 1)] × ∑ [(𝑥𝑖 − 𝜇𝑥) 𝜎𝑥⁄ ]
𝑛
𝑖=1 [(𝑦𝑖 − 𝜇𝑦) 𝜎𝑦⁄ ]  
where μx, σx and μy, σy are the mean values and the standard deviations of the sets of 
displacements measured by the accelerometer and the vision-based system, respectively; 






5.3.3 Experimental Results  
As addressed in Chapter 3, the flat taut cable in the laboratory is excited in the 
vertical plane. The accelerometer is placed at the mid-span of the cable, while the FOV of 
the camera focuses on the region around the cable mid-span. During the experimental 
setup, efforts have been made to minimize the tilt angle of the camera optical axis. Figure 
5.7 schematically illustrates the experimental setup of the vision-based measurement. Since 
the camera principal axis is considered as being perpendicular to the physical plane of cable 
vibration, the scaling factor, α, for the present experimental studies is given by:  
                                                      𝛼 = 𝑑𝑚𝑚 𝑑𝑝𝑖𝑥𝑒𝑙⁄   
where dmm is the cable diameter in mm, and dpixel is the cable diameter in pixel obtained 
from an image.  
Figure 5.7: Side view of the image plane and the physical plane of cable vibration 
Three free vibration tests of the single undamped cable have been investigated. The 
hydraulic pump is adjusted for each test to alter the tensile force in the cable. In each 
measurement, the cable dynamic behaviour has been monitored by both the non-contact 





No. H-7352), which has a resolution of 0.01 mm, is used to measure the cable diameter. 
Three trials are conducted, and the cable diameter is measured as 4.61 mm (± 0.00). The 
pixel dimension of the cable diameter is obtained from the acquired image in each of the 






In the first measurement, the cable captured in the FOV is shown in Figure 5.8.  
Figure 5.8: A video frame of the cable (Measurement #1) 
Thirty trials are conducted to obtain a relatively precise measurement of the cable 
diameter in pixels. Figure 5.9 shows the histogram of the 30 readings. The cable diameter 
manifested in the image plane is measured as 6 pixels with a standard deviation of 0.32.  
Figure 5.9: Histogram of readings for cable diameter in pixel (Measurement #1) 
Thereby, the scaling factor is given as:  
𝛼 = 4.61 mm / 6 pixel = 0.77 mm / pixel  
Through video image matching using the keypoint-based cable interpolation approach, 
displacement time-history in pixels is extracted, as presented in Figure 5.10. The timeline 
is adjusted so that the starting point (i.e. t = 0) is at the instant when the first maximum 
peak occurred.  
Mean = 6 (pixel) 
Standard deviation = 0.32 
  




Figure 5.10: Cable displacement time-history (pixel) by the proposed vision-based 
system (Measurement #1) 
By converting pixel to mm using the scaling factor, the displacement time-history 
in a physical unit is obtained, as shown in Figure 5.11.  






Figure 5.12 shows the result acquired from the accelerometer measurement. The 
starting point (i.e. t = 0) is adjusted to the instant when the first maximum peak occurred. 
Figure 5.12: Cable displacement time-history by the accelerometer (Measurement #1) 
To show the measurement results of displacement time-history by the two 
measurement techniques, Figures 5.11 and 5.12 are overlapped as displayed in Figure 5.13.  
Figure 5.13: Comparison of displacement time-history between the proposed vision-




The percentage difference between the displacements measured by the two 
different techniques is also obtained, as plotted in Figure 5.14. The percentage difference 
is within a range of -8.87 % to 5.68 %.   
Figure 5.14: Percentage difference between displacements measured by the proposed 
vision-based system and the accelerometer (Measurement #1) 






In the second measurement, the cable captured in the FOV is shown in Figure 5.15. 
Figure 5.15: A video frame of the cable (Measurement #2) 
Thirty trials are conducted to obtain a relatively precise measurement of the cable 
diameter in pixels. Figure 5.16 shows the histogram of the 30 readings. The cable diameter 
in the image plane is measured as 7 pixels with a standard deviation of 0.41.  
Figure 5.16: Histogram of readings for cable diameter in pixel (Measurement #2)  
Thereby, the scaling factor is obtained as:  
𝛼 = 4.61 mm / 7 pixel = 0.66 mm/pixel 
Through video image matching using keypoint descriptors, displacement time-history 
(pixel) is obtained, as presented in Figure 5.17. The timeline is adjusted so that the starting 
point (i.e. t = 0) is shifted to the instant when the first maximum peak occurred.  
Mean = 7 (pixel) 
Standard deviation = 0.41 
  




Figure 5.17: Cable displacement time-history (pixel) by the proposed vision-based 
system (Measurement #2) 
By converting the pixel to mm using the scaling factor, the displacement time-
history in a physical unit is obtained, as shown in Figure 5.18.  





Figure 5.19 presents the results acquired from the accelerometer measurement. The 
timeline is shifted so that the starting point is at the instant when the first maximum peak 
occurred.  
Figure 5.19: Cable displacement time-history by the accelerometer (Measurement #2) 
To show the measurement results of displacement time-history by the two 
measurement techniques, Figures 5.18 and 5.19 are overlapped, as shown in Figure 5.20.  
Figure 5.20: Comparison of displacement time-history between the proposed vision-




The percentage difference between the displacements measured by the two 
different techniques is also obtained, as plotted in Figure 5.21. The percentage difference 
is within a range of -14.97% to 8.29%. 
Figure 5.21: Percentage difference between displacements measured by the proposed 
vision-based system and the accelerometer (Measurement #2) 







In the third measurement, the cable captured in the FOV is shown in Figure 5.22. 
Figure 5.22: A video frame of the cable (Measurement #3) 
Thirty trials are conducted to obtain a relatively precise measurement of the 
dimension in pixel of the cable diameter. Figure 5.23 presents the histogram of the 30 
measurements. The cable diameter in the image plane is measured as 14 pixels with a 
standard deviation of 0.45.  
Figure 5.23: Histogram of readings for cable diameter in pixel (Measurement #3)  
Thereby, the scaling factor is given as:  
𝛼 = 4.61 mm / 14 pixel = 0.33 mm / pixel 
Through video image matching using keypoint descriptors, displacement time-history 
(pixel) is obtained, as presented in Figure 5.24. The timeline is adjusted so that the starting 
time (i.e. t = 0) is shifted to the instant when the first maximum peak occurred.  
13 14 15 
Mean = 14 (pixel) 





Figure 5.24: Cable displacement time-history (pixel) by the proposed vision-based 
system (Measurement #3) 
By converting the pixel to mm using the scaling factor, the displacement time-
history (mm) is obtained, as shown in Figure 5.25.  





Figure 5.26 presents the results acquired from the accelerometer measurement. The 
timeline is shifted so that the starting point is at the instant when the first maximum peak 
occurred.  
Figure 5.26: Cable displacement time-history by the accelerometer (Measurement #3) 
For comparison purposes, the displacement time-history of the cable obtained by 
the two measurement techniques is overlapped (Figures 5.25 and 5.26), as shown in Figure 
5.27.  
Figure 5.27: Comparison of displacement time-history between the proposed vision-




The percentage difference between the displacements measured by the two 
different techniques is also obtained, as plotted in Figure 5.28. The percentage difference 
is within a range of -17.27% to 8.78%. 
Figure 5.28: Percentage difference between displacements measured by the proposed 
vision-based system and the accelerometer (Measurement #3) 
Table 5.1 summarizes the results of measurement error for the proposed vision-
based system based on the NRMSE and the coefficient factor, ρ.  









#1 1.24 0.988 
#2 2.66 0.976 
#3 2.70 0.972 
 
 The maximum NRMSE is 2.70%, indicating a controllable measurement error 




from the two measurement techniques are highly correlated as the coefficient factors are 
above 0.972.  
The maximum and minimum peaks are also tracked for each measurement, as 
summarized in Table 5.2.  























#1 2.5 14.63 15.59 -6.16 -14.63 -15.68 -6.70 
#2 3.0 5.28 6.20 -14.84 -5.28 -6.13 -13.87 
#3 3.5 5.61 6.48 -13.43 -5.61 -6.77 -17.13 
 
It has been observed that the displacement measurements by the non-contact vision-
based system provide conservative measures of the maximum and minimum peaks 
compared with the accelerometer. Furthermore, the measured peaks are identical in 
magnitude using the vision-based system, while the accelerometer data show a slight 
difference.  
5.3.4 Measurement Error Sources 
The errors in cable dynamic displacement measurements by the proposed vision-
based system can be mainly attributed to the scaling factor and the measurement resolution 
of integer pixel. Though it is attempted to keep the camera tilt angle at 0º during each test, 
the image plane might not be strictly parallel to the physical plane of cable vibration. 
Thereby, the presence of a relatively small camera tilt angle might result in errors when 
calculating the scaling factor using Equation (5.9). Moreover, the feature-based 




in displacement extraction. Thus, the extracted displacements from the non-contact vision-
based system might not be as precise as the results obtained from accelerometer 
measurements.  
5.4 Comparison of Identified Cable Fundamental Frequency 
Comparative studies of identified cable fundamental frequencies (i.e. f1) obtained 
from the vision-based system and the accelerometer measurements are also conducted. The 
sets of displacement time-history are post-processed by a power spectral density (PSD) 
analysis using Welch’s method.  
The three measurements discussed in Section 5.3 are post-processed by the PSD 
analysis. The identified cable fundamental frequencies based on the proposed vision-based 
system and the accelerometer measurements are indicated in the power spectrums, as 









Figure 5.29: Identified cable fundamental frequencies (Measurement #1) 
Figure 5.30: Identified cable fundamental frequencies (Measurement #2) 




Table 5.3 summarizes the identified cable fundamental frequencies and percentage 
errors between the vision-based system and the accelerometer measurements. The 
intermediate steps (i.e. keypoint detection and video image matching) using the vision-
based system are also presented in the table. To support the validity of the identified 
fundamental frequencies, the taut string theory is adopted to provide theoretical 
predictions.  



























D f1 (Hz) 
#1 
2.5 6.57 105 99.84 6.17 6.17 6.20 -0.48 
#2 
3.0 7.20 99 24.46 −* 6.95 6.96 -0.14 
#3 
3.5 7.77 96 85.14 −* 7.55 7.59 -0.53 
*Note: Since the values of D obtained in measurements #2 and #3 are below the defined 
threshold, video image matching is conducted by the approach of using keypoint 
descriptors.  
**Note: The percentage error is calculated from the identified values of f1 between the 
vision-based system and the accelerometer data. The obtained result from the 
accelerometer is taken as the reference.  
The identified cable fundamental frequency by the proposed vision-based system 




two measurement techniques are negligible. Compared to the theoretical results using the 
taut string theory, both measurement techniques provide conservative values. Besides, the 
cable fundamental frequencies identified by the vision-based system are lower than those 
acquired from the accelerometer. 
5.5 Reliability and Repeatability of the Proposed Vision-based System 
This section demonstrates the reliability and repeatability of the proposed non-
contact vision-based system in the identification of cable fundamental frequency.  
5.5.1 Reliability  
Three additional tests have also been conducted in the laboratory. The testing 
conditions are slightly changed from the previous three measurements. The pretension is 
3.0 kN, 3.6 kN, and 4.0 kN in Measurements #4, #5, and #6, respectively. Figures 5.32 to 
5.34 show the obtained power spectrums by the proposed vision-based system and the 
accelerometer. 




Figure 5.33: Identified cable fundamental frequencies (Measurement #5) 
Figure 5.34: Identified cable fundamental frequencies (Measurement #6) 
Table 5.4 summarizes the values of f1 and percentage errors. The results calculated 
from the taut string theory are also included to provide theoretical predictions. The 
intermediate steps (i.e. keypoint detection and video image matching) using the vision-
based system are presented as well. Compared with Measurement #2, which also has a 
pretension of 3.0 kN, the video image sequence collected in Measurement #4 has higher 

































f1 (Hz) f1 (Hz) 
#4 
3.0 7.20 102 27.13 −*  6.95 6.95 0 
#5 
3.6 7.88 94 97.00 7.67 7.67 7.68 -0.13 
#6 
4.0 8.31 100 26.21 −*  8.03 8.09 -0.74 
*Note: Due to the obtained values of D are below the defined threshold, video image 
matching is executed using keypoint descriptors in Measurement #4 and Measurement #6. 
**Note: The percentage error is calculated from the identified values of f1 between the 
vision-based system and the accelerometer data. The obtained result from the 
accelerometer is taken as the reference.  
The proposed vision-based system is reliable to provide satisfactory identification 
of cable fundamental frequency under various testing conditions. The maximum relative 





5.5.2 Repeatability  
The repeatability of the developed feature-based methodology is also investigated. 
As discussed in Sections 5.1 and 5.2, a significant advantage of the non-contact vision-
based technique is that it can provide multiple datasets of cable displacement time-history 
by taking one single video. Thereby, the identification of the cable fundamental frequency 
can be executed multiple times based on the acquired sets of data from one video image 
sequence. Figure 5.35 shows the repeatability of fundamental frequency identification by 
the proposed vision-based system. Three different keypoints in the reference frame are 
selected to be matched, and accordingly, three sets of cable displacement time-history are 
acquired. Through the PSD analysis, three power spectrums are obtained. The identified 
cable fundamental frequencies are identical in magnitude, and all three PSD curves show 
a strong coherence.      





5.6 Identification of Higher Modal Frequencies  
The identification of higher modal frequencies by the proposed vision-based system 
is investigated as well. A free vibration test is conducted in the laboratory, and the cable is 
excited by introducing an initial displacement at its mid-span, as discussed in Chapter 3. 
In this experimental study, the FOV focuses on a region of the cable 1.5 m away from the 
mid-span. A pretension of 2.5 kN is exerted to the cable by the hydraulic jack. As illustrated 
in Figure 5.36, the obtained PSD curve based on the measurement by the vision-based 
system indicates the first four modal frequencies.  
Figure 5.36: The identified first four cable modal frequencies (i.e. f1 to f4) by the 
proposed vision-based system 
Table 5.5 summarizes the theoretical prediction of f1 to f4 by the taut string theory. 
Based on the results, the proposed vision-based system can provide identification of higher 
modal frequencies. All four modal frequencies identified by the vision-based system are 





Table 5.5: Comparison of f1 to f4 between the proposed vision-based system and the taut 
string theory 
Modal frequency  
f1 f 2 f 3 f4 
(Hz) 
Vision-based system 6.18 12.36 18.30 24.54 
Taut string theory 6.61 13.23 19.85 26.47 
Percentage difference (%) -6.51 -6.58 -7.81 -7.29 
 
5.7 Summary 
In summary, the proposed non-contact vision-based system is robust to yield 
accurate results in the extraction of cable displacement as well as identification of cable 
fundamental frequency. In feature-based video image matching, two approaches are 
proposed. One utilizes the detected keypoints of the cable to interpolate its profile in each 
video frame, and the other one applies keypoint descriptors directly to perform video image 
matching. It has been observed that the cable interpolation approach can be implemented 
conveniently under noise-free background conditions, whereas the approach using 
keypoint descriptors is universal to various testing environments. Compared to the 
displacement time-history acquired from the accelerometer, the maximum NRMSE by the 
proposed vision-based system is 2.70%.  
In contrast to the conventional contact sensor that can only provide a single set of 
data per measurement, the non-contact vision-based system can provide multiple datasets 
from one single video. The proposed vision-based system demonstrates reliability and 





Chapter 6 Cable Tension Monitoring 
In structural health monitoring (SHM) of cable-stayed bridges, the tensile force in 
a stay cable is one of the key indicators, which can provide valuable information about the 
structural change that might affect bridge performance. To estimate cable tension, 
vibration-based methods have been extensively implemented to in-service cable-stayed 
bridges. Based on the relation between the tensile force in the cable and its modal 
properties, the vibration-based methods estimate cable tension indirectly. In Section 6.1, 
the relation between cable tension and cable modal properties is studied for the single 
undamped cable in the laboratory. Subsequently, the experimental study of cable tension 
monitoring by the proposed vision-based system is discussed in Section 6.2. Section 6.3 
summarizes this chapter. Besides, a discussion of the identification of cable fundamental 
frequency at pre-determined tensions using four different approaches is provided in 
Appendix H.  
6.1 Relation between Cable Tension and Cable Modal Properties 
Numerical and analytical studies are both conducted to investigate the relation 
between cable tensile forces and modal properties for the single undamped cable in the 
laboratory.  
6.1.1 Numerical Simulation by Finite Element Analysis (FEA)  
A finite element model (FEM) is developed first, in which a flat taut stay cable is 
simulated as a 2D wire. The cable is discretized by the linear two-node beam elements (i.e. 
B21), which have two translational and one rotational degrees of freedom at each node 




considered. The boundary conditions are set to be fixed-fixed according to the experimental 
setup. An initial stress (i.e. pretension / cross-sectional area) is introduced into the FEM to 
simulate pre-tensioning. Free vibration analysis is enabled by FREQUENCY under the 
linear perturbation option. The LANCZOS eigensolver is used to extract the eigenvalues 
of the FEM. The maximum frequency of interest is set to 50 Hz, and in-plane modal 
frequencies of the first five modes are tracked.   
As illustrated in Figure 6.1, convergence analysis is performed for the single 
undamped cable aimed at selecting the optimum number of elements for the numerical 
model. The simulated cable has the same span length (i.e. 8.366 m) as the steel wire used 
in the laboratory, and the pretension is set to 2.5 kN. The analysis is repeated by changing 
the number of elements while tracking the fundamental frequency of the cable (i.e. f1). The 
value of f1 converges to 6.6127 Hz when the number of elements reaches 320. Thus, the 
optimum number of elements for the numerical model is 320 by considering both the 
accuracy and computational cost.  



















Sixteen pretensions varying between 2.5 to 4.0 kN are analyzed to study the relation 
between cable tension and cable modal properties. The in-plane modal frequencies of the 
first five modes corresponding to the sixteen simulations are summarized in Table 6.1.  
Table 6.1: Cable modal frequencies by the FEM 
Pretension 
(kN) 
Modal frequency  
(Hz) 
f1 f2 f3 f4 f5 
2.5 6.613 13.228 19.847 26.472 33.105 
2.6 6.742 13.487 20.235 26.989 33.752 
2.7 6.870 13.742 20.617 27.499 34.389 
2.8 6.995 13.992 20.993 28.000 35.014 
2.9 7.118 14.238 21.362 28.491 35.628 
3.0 7.239 14.480 21.724 28.974 36.232 
3.1 7.358 14.717 22.081 29.449 36.825 
3.2 7.475 14.951 22.431 29.917 37.410 
3.3 7.590 15.182 22.777 30.377 37.985 
3.4 7.703 15.408 23.117 30.831 38.551 
3.5 7.815 15.632 23.452 31.278 39.110 
3.6 7.925 15.852 23.783 31.718 39.660 
3.7 8.034 16.070 24.109 32.152 40.203 
3.8 8.141 16.284 24.430 32.581 40.738 
3.9 8.247 16.496 24.747 33.004 41.267 
4.0 8.352 16.705 25.061 33.422 41.789 
 
6.1.2 An Analytical Study by the Taut String Theory 
As addressed in Section 2.1.4, four different models can be used to describe cable 
behaviour, including the taut string theory, the beam model simulation, the cable model 
simulation, and empirical formulas. The taut string theory simulates a cable as a taut string 
without considering the effects of cable sag and bending stiffness (Huang et al., 2014; Feng 




stiffness but ignores the sag by simulating a cable as an axially-tensioned beam with 
hinged-end boundary conditions (Kim & Park, 2007; Debora et al., 2015). Although the 
beam theory considers the cable bending stiffness, it may introduce errors in tension 
estimation for short and stout cables (Huang et al., 2014; Feng et al., 2016). In contrast to 
the beam theory, the cable model takes into account the sag but neglects the bending 
stiffness. This approach requires additional information on the unstrained length of the 
cable, which is often not available in practice (Kim & Park, 2007; Kangas et al., 2012; 
Debora et al., 2015). On the other hand, empirical formulas exist in explicit forms that 
include the effects of both the cable bending stiffness and sag (Kim & Park, 2007; Debora 
et al., 2015). In general, the empirical formulas are derived based on experimental results, 
which can address the practical problems associated with boundary conditions. Since the 
taut string theory is convenient for engineering practice and suitable for the boundary 
conditions of the single undamped cable in the laboratory, it is therefore adopted in the 
analytical study for this research.  
The first five modal frequencies corresponding to the sixteen different pretensions 
are calculated based on the taut string theory. By rearranging Equation (2.8), the 
frequencies can be obtained if tensile forces are known, as shown in Equation (6.1). Table 
6.2 summarizes the results.  







Table 6.2: Cable modal frequencies by the taut string theory 
Pretension 
(kN) 
Modal frequency  
(Hz) 
f1 f2 f3 f4 f5 
2.5 6.568 13.136 19.704 26.272 32.840 
2.6 6.698 13.396 20.094 26.793 33.491 
2.7 6.826 13.651 20.477 27.303 34.129 
2.8 6.951 13.902 20.853 27.804 34.755 
2.9 7.074 14.148 21.222 28.296 35.370 
3.0 7.195 14.390 21.585 28.780 35.975 
3.1 7.314 14.628 21.942 29.256 36.569 
3.2 7.431 14.862 22.293 29.724 37.155 
3.3 7.546 15.092 22.638 30.184 37.731 
3.4 7.660 15.319 22.979 30.638 38.298 
3.5 7.771 15.543 23.314 31.086 38.857 
3.6 7.882 15.763 23.645 31.527 39.408 
3.7 7.990 15.981 23.971 31.962 39.952 
3.8 8.098 16.195 24.293 32.391 40.488 
3.9 8.204 16.407 24.611 32.814 41.018 
4.0 8.308 16.616 24.924 33.232 41.540 
 
The obtained cable natural frequencies of each mode from the taut string theory 
(Table 6.2) are compared with the results acquired from the FEM (Table 6.1). The values 







Table 6.3: Percentage difference of the first five modal frequencies between the 
predication by the taut string theory and the FEM 
Pretension 
(kN) 
Percentage difference  
(%) 
f1  f2  f3 f4 f5 
2.5 -0.675 -0.695 -0.720 -0.755 -0.800 
2.6 -0.655 -0.673 -0.695 -0.728 -0.774 
2.7 -0.642 -0.659 -0.678 -0.713 -0.757 
2.8 -0.629 -0.644 -0.667 -0.700 -0.740 
2.9 -0.618 -0.632 -0.655 -0.684 -0.724 
3.0 -0.607 -0.622 -0.641 -0.670 -0.710 
3.1 -0.597 -0.606 -0.631 -0.657 -0.694 
3.2 -0.587 -0.596 -0.616 -0.646 -0.683 
3.3 -0.577 -0.591 -0.609 -0.634 -0.670 
3.4 -0.569 -0.576 -0.598 -0.625 -0.656 
3.5 -0.559 -0.570 -0.587 -0.615 -0.646 
3.6 -0.551 -0.559 -0.580 -0.603 -0.635 
3.7 -0.543 -0.555 -0.572 -0.592 -0.624 
3.8 -0.535 -0.545 -0.561 -0.584 -0.613 
3.9 -0.527 -0.540 -0.552 -0.576 -0.605 
4.0 -0.521 -0.533 -0.547 -0.568 -0.596 
 
The taut string theory is in agreement with the FEM. For each modal frequency, the 
higher the pretension, the smaller the percentage difference between the analytical study 
and the numerical simulation is. For each pretension, the percentage difference increases 
with the mode number. Overall, the taut string theory gives lower frequencies than the 
FEM. The taut string theory neglects both the bending stiffness and sag of the cable, 
whereas the FEM using beam elements considers the bending stiffness (i.e. EI) of the cable. 
As a result, the frequencies obtained from the taut string theory are slightly lower than the 




Figure 6.2 shows the relation between cable tensile forces and cable natural 
frequencies based on the FEM and the taut string theory. The trends presented in the plot 
reflect the consistency between the numerical and the analytical studies. A linear pattern is 
observed for both the FEM and the taut string theory. 
Figure 6.2: The relation between cable tension and cable natural frequencies by the FEA 
and the taut string theory  
It has been noted that in practical applications for a full-scale cable in a cable-stayed 
bridge, errors might be introduced by the taut string theory if the bending stiffness and sag 
are not negligible (Kim & Park, 2007; Huang et al., 2014; Feng et al., 2018).    
6.2 Cable Tension Monitoring by the Proposed Vision-based System  
The proposed vision-based system, which consists of the vision-based sensor (i.e. 
the camera) as the main hardware and the feature-based video image processing technology 
as the tool, is applied to cable tension monitoring. Cable fundamental frequency (i.e. f1) is 
identified first through the PSD analysis, and then tensile forces in the cable are estimated 




In the experimental studies, the tensile force in the cable is adjusted by the hydraulic 
jack for each measurement. Six trials of free vibration tests are performed under the same 
testing conditions. During each trial, a video is recorded for the cable during its free 
vibration. For comparison, readings from the load cell are also tracked. Table 6.4 
summarizes the experimental results and the relative difference between the proposed 
vision-based system and the load cell readings.  
Table 6.4: Comparison of cable tension measured by the proposed vision-based system 
and the load cell measurements  
Measurement 
case  
(6 trials in each)  











2.41 -0.02 -0.82 
#2 2.95 to 2.96 
Keypoint 
descriptors  
2.89 -0.07 -2.36 
#3 3.44 to 3.45 
Cable 
interpolation 
3.29 -0.16 -4.64 
#4 3.96 to 3.98 
Keypoint 
descriptors 
3.87 -0.11 -2.76 
 
The cable tensile forces estimated by the non-contact vision-based system are in 
agreement with the direct measurements by the load cell. The maximum relative difference 
among all of the tests is 4.64%. Besides, the vision-based system provides a conservative 
estimation of cable tension compared to the direct measurement. It has been observed that 
the estimated cable tension using the feature-based video image processing technology are 
identical among the six trials in each measurement. The load cell, on the other hand, gives 




6.3 Summary  
The proposed vision-based system can be utilized to perform cable dynamic 
displacement measurement, cable frequency identification, and cable tension monitoring. 
The flowchart shown in Figure 6.3 provides the overall procedure of cable tension 
monitoring using the vision-based system.  
Figure 6.3: Cable tension monitoring by the proposed vision-based system 
Camera setup and calibration is the first step to implement the non-contact vision-
based system for cable tension monitoring. The primary considerations during camera 
setup are the region of interest, frame rate, and focal length. During camera calibration, it 
is necessary to minimize the camera tilt angle to obtain a reliable scaling factor (as 
addressed in Section 5.3.1) for displacement measurements. During a free vibration test, a 
video is recorded such that a video image sequence can be acquired as experimental raw 
data. Subsequently, the feature-based video image processing is performed to extract cable 
displacement time-history from the image sequence. Following this, cable modal 
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frequencies can be identified through the PSD analysis (as explained in Section 5.4.1), and 
the tensile forces in the cable can be estimated based on the taut string theory.  
Figure 6.4 illustrates the application tool in the proposed vision-based system. The 
feature-based video image processing technology is integrated into the cable dynamic 
analysis, given cable tension as the ultimate result. A pre-recorded video is the only 
required input.    





Chapter 7 Conclusions and Future Recommendations 
7.1 Conclusions  
As one of the essential load-carrying components, the structural system of 
tensioned cables dominates the internal force distribution in cable-stayed bridges. During 
the service life of a stay cable, the tensile force in the cable may change due to dynamic 
loads, anchorage or cable corrosion, as well as shrinkage and creep in concrete structural 
components. Deterioration of the cable could adversely affect the structural performance 
of a cable-stayed bridge. Thereby, it is critical to monitor cable tension periodically, aimed 
at maintaining structural serviceability and functionality, as well as detecting early signs 
of structural defects.  
A non-contact vision-based measurement technique is proposed for cable dynamic 
displacement measurement, frequency identification, and cable tension monitoring. The 
vision-based system using feature-based video image processing technology provides a 
means of remote measurement for structural dynamic response. In the proposed vision-
based system, a single camera is required to collect video frames of a vibrating cable. The 
camera is deployed as a vision-based sensor, which has several advantages over 
conventional contact and other types of sensors. As a non-contact measurement technique, 
the vision-based sensor eliminates the need for physical contact with the cable, which 
makes the installation procedure convenient. Besides, the need to close lanes on the bridge, 
which is costly in high-traffic volume areas, could be prevented. This is an excellent benefit 
to remote monitoring. Furthermore, the vision-based sensor has a flexible sensing 




the location where the sensor is placed, the vision-based sensor can take measurements of 
multiple points simultaneously.  
The proposed vision-based system has been demonstrated as a promising 
measurement technique for cable tension monitoring, which provides a user-friendly, 
efficient, and accurate solution towards SHM of cable-stayed bridges. In the vision-based 
system, feature-based video image processing technology is integrated with cable dynamic 
analysis for modal property identification and cable tension estimation. As the detected 
keypoints associated with the cable are the key to success in displacement extraction, a 
comprehensive study has been conducted to show the feasibility and robustness of keypoint 
detection for a vibrating cable under various testing conditions. Subsequently, two feature-
based video image matching approaches are proposed to extract cable displacement time-
history. The keypoint-based interpolation of the cable method provides a computationally 
efficient solution for noise-free background scenarios. On the other hand, the approach 
using keypoint descriptors is a universal solution to various testing conditions. Cable 
dynamic analysis is then performed to identify modal properties and estimate cable tension. 
The proposed vision-based system has been validated through experimental studies in 
laboratory settings. Compared with the accelerometer measurements, the maximum 
variation of the normalized root mean squared error (NRMSE) is found to be 2.70% in 
cable displacement time-history, and the maximum relative difference is 0.74% in the 
identified cable fundamental frequency. In cable tension estimation, the maximum 
variation between the non-contact vision-based measurements and the load cell readings is 
4.64%. Therefore, the proposed vision-based system is robust to provide satisfactory 




estimation. Due to its advantages over conventional measurement techniques, the non-
contact vision-based system has great potential for the health monitoring of cable-
supported structures.  
7.2 Future Recommendations  
Despite the advantages of the proposed technique, as a vision-based approach, the 
testing environment profoundly impacts imaging measurement, which may adversely 
affect the feature-based detection of the cable. For future work, sophisticated camera 
calibration techniques are recommended to obtain a precise scaling factor between pixels 
and physical units. Through a sophisticated camera calibration, camera parameters such as 
intrinsic parameters, extrinsic parameters, and distortion coefficients can be estimated, 
which could be applied to correcting lens distortion, measuring the size of an object in 
physical dimensions, and determining the location of the camera in the scene (Feng & Feng, 
2018). Besides, oscillations and lack of stability of the ground may occur in practical 
applications, so a camera stabilizer and/or camera movement correction is also required.  
The following lists recommendations for future extension:  
(1) The testing environment in the laboratory was classified based on the background 
conditions with other settings remain the same. However, in practice, illumination 
conditions and other factors might be altered during measurements. For future 
work, lighting conditions (e.g. poor, medium, and adequate) could be added as a 
parameter to further classify the testing environment. Accordingly, the performance 
of feature detectors and image enhancements under poor lighting scenarios need to 




(2) The video image processing technology in the non-contact vision-based system 
could be further investigated for a resolution of a sub-pixel level, which can 
improve the precision and accuracy of dynamic displacement measurements. 
Incorporating a sub-pixel registration algorithm into digital image matching is 
regarded as a reliable practice (Feng & Feng, 2018).   
(3) A smartphone application for cable frequency identification and cable tension 
monitoring could be proposed as well. With this development, the vision-based 
sensor (i.e. smartphone camera) and the application of video image processing and 
cable dynamic analysis (i.e. smartphone App) are merged into one unit, which 
makes the monitoring procedure even more economical.   
(4) Future work could also look towards local structural damage detection. The local 
damage such as changes in material and/or geometric properties of a structural 
element can be detected through image processing technologies (Ho et al., 2013; Li 
et al., 2018). The image-based damage detection provides a means of visual 
inspection through digital image processing. The identification of surface damage 
can be conducted using pattern detection algorithms. The surface damage that could 
be detected visually includes cracking (i.e. stiffness change), loosening of bolts 
joint (i.e. connectivity change), and corrosion (i.e. material change). Crack-like 
defects, which manifest in images with strong intensity contrast, are viewed as edge 
features so that an edge detector could be adopted in image-based damage 






Appendix A: Cable Dynamic Response in Signal Processing 
 This preliminary study shows why and how the physical phenomenon of cable 
vibrations can be described and represented abstractly as signals. 
Independent of the signal’s origins by different mechanical devices, the underlying 
abstract representation of the phenomenon is a set of natural numbers. Through digital 
signal processing such as Fourier transform, the dynamic properties of the vibrating cable 
(e.g. cable natural frequencies and corresponding mode shapes) can be obtained ultimately. 
In the sense of digital signal processing, the signals (i.e. cable displacement time-history) 
obtained from the camera or the accelerometer describe the same physical phenomenon. 
Thus, the same results of cable natural frequencies should be obtained through digital 
signal processing regardless of the signal’s origin (assume no human error). The following 
briefly discusses the basic concepts of digital signal processing, Fourier transform, spectral 
analysis, power spectral density, and sampling, which have been applied to the present 
research for analyzing free vibrations of the cable in the laboratory.  
Basic Concepts of Digital Signal Processing  
Signals 
By definition, a signal is a formal description of a phenomenon evolving over time 
or space (Prandoni & Vetterli, 2008, p. 1). For example, the displacement and acceleration 
time-history extracted by the proposed non-contact vision-based system and the 




signal sequence is generally represented as x[n], where n is the sequence index, which 
could be viewed as a measure of dimensionless time (Prandoni & Vetterli, 2008, pp. 19-
20). While n has no physical unit of measure, it imposes a chronological order on the 
magnitudes of the sequence.   
Discrete-time representation  
Compared with continuous-time representation, a discrete-time signal reflects the 
limited ability to capture repeated measurements of a physical quantity (Prandoni & 
Vetterli, 2008, p. 21). For example, the SONY RX III 10 camera can take measurements 
120 times per second, and the accelerometer can capture measurements 1000 times per 
second, none of them can take continuous measures. The equivalence between the discrete 
and continuous representations only holds for signals which are sufficiently slow with 
respect to how fast the signals are sampled (Prandoni & Vetterli, 2008, p. 10).  
Finite-length signals  
 The signals collected for the displacement or acceleration time-history of the cable 
in the present research are finite-length. An N finite-length signal can be represented as the 
standard column vector notation, as shown in Equation A.1 (Prandoni & Vetterli, 2008, p. 
29). The equivalence between the finite-length signal and the vector makes the describing 
and processing of finite-length signals convenient.  
                                         𝑥 = [𝑥0 𝑥1 . . .     𝑥𝑁−1]






Digital signal processing  
Digital signal processing refers to the process of signals in which everything is 
described in terms of integer numbers (Prandoni & Vetterli, 2008, p. 2). The adjective 
“digital” describes a view where everything can be ultimately represented as an integer 
number (Prandoni & Vetterli, 2008, p. 1). Through signal processing, the information 
contained in a signal can be modified, analyzed, or manipulated.  
Conceptually, the type of abstract representation for the physical phenomenon of 
interest determines the nature of a signal processing unit (Prandoni & Vetterli, 2008, p. 1). 
For instance, the mechanical devices utilized in this research (i.e. the camera and the 
accelerometer) determine the nature of the signal processing units in pixels or m/s2. 
However, the underlying abstract representation is a set of natural numbers, regardless of 
the signal’s origins. As Prandoni and Vetterli (2008) state that, the sequence of numbers 
from discrete-time representation and all signal processing manipulations, along with the 
intended results, are independent of the way that how the discrete-time signal is obtained.   
Fourier Transform  
The Fourier transform of a signal is an alternative representation of the data in a 
signal. By definition, a signal is in the time domain, whereas its Fourier representation is 
in the frequency domain (Prandoni & Vetterli, 2008, p. 60). The key concept of Fourier 
transform was first claimed by a French physicist and mathematician, Joseph Fourier, in 
Théorie analytique de la chaleur (The Analytical Theory of Heat) published in 1822. His 
work shows that one could express any given phenomenon as the combined output of a 




Amongst the types of Fourier transform, the discrete Fourier transform (DFT), 
which maps length-N signals into a set of N discrete frequency components, was applied 
to the present research. DFT decomposes a finite-length signal into a set of N sinusoidal 
components. The Fast Fourier Transform (FFT) is an efficient algorithm to compute the 
DFT. Mathematically, the computation of the DFT requires operations of N2, whereas the 
FFT algorithm reduces the number of operations to Nlog(N). In this research, the algorithm 
FFT is adopted to perform the transformation of the experimental data from the time 
domain to the frequency domain, as discussed in Section 5.3.1.   
Spectral analysis  
The frequency representation of a signal is called the spectrum. As an alternative 
representation of a signal, the spectrum provides the basic information of a signal in the 
frequency domain. The magnitude of a signal’s spectrum by the Fourier transform 
represents the energy distribution in frequency for the signal. The energy of a discrete-time 
signal, Ex, is defined as (Prandoni & Vetterli, 2008, p. 30):  
                                            𝐸𝑥 = ∑ |𝑥[𝑛]|
2∞
𝑛=−∞
                                             (A.2) 
Power spectral density (PSD) 
The power spectral density represents the distribution of power in frequency. Its 
physical dimensionality is expressed as units of energy over units of time over units of the 
frequency. Any signal that can be represented as a variable with respect to time has a 
corresponding frequency spectrum. PSD estimation is typically performed by estimating 




the identification of cable natural frequencies (Section 5.4). The power of a signal, Px, is 
defined as:  






                                            (A.3) 
Sampling  
In signal processing, sampling is the method by which the underlying continuous-
time phenomenon is reduced to a discrete-time sequence (Prandoni & Vetterli, 2008, p. 
236). Only uniform sampling is considered, in which the time instants are uniformly spaced 
ts seconds apart.  
Sampling frequency vs. real frequency 
 By the Nyquist criteria, the maximum real frequency, fmax, which can be represented 
in the discrete-time system is given by:   
                                                            𝑓𝑚𝑎𝑥 = 𝑓𝑠 2⁄                                                   (A.4) 
where fs is the sampling frequency. The minimum rate of sampling should be twice the 
highest real frequency. In the present research, both the camera and the accelerometer 
satisfy the Nyquist criteria for cable vibrations considering the highest cable frequency 





Appendix B: Fundamentals of Digital Image Processing  
Efforts have been made to comprehensively understand the fundamental concepts 
of computer vision as the author was new to the field at the early stage of the research.  
Brief explanations of the terminologies of digital image processing in computer vision are 
provided herein.  
Computer vision 
Computer vision is an interdisciplinary scientific field that addresses how 
computers can perform emulation of vision that a human visual system can do from digital 
images or videos (Ballard & Brown, 1982, p. 2). The goal of computer vision is to explain 
the 3D world through 2D images. Amongst various vision tasks, many of them involve 
extracting temporal information from time-varying 2D data (e.g. videos). From an 
engineering point of view, computer vision aims at developing autonomous systems to 
perform tasks effortlessly and effectively that the human visual system can perform or even 
surpass it. Figure B.1 illustrates the related fields of computer vision. The main focus of 




Figure B.1: Related fields of computer vision 
Digital image processing 
Digital image processing technologies are utilized in two principal application 
areas, which are the improvement of imaging information for human interpretation and 
processing of image data for storage, transmission, and representation for autonomous 
machine perception (Gonzalez & Woods, 2008, p. 1). The fundamental applications in 
digital image processing include image acquisition, image enhancement, image restoration, 
colour image processing, wavelets, compression, morphological processing, segmentation, 
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Images can be classified based on their sources of energy such as electromagnetic, 
acoustic, ultrasonic, and electronic energy (Gonzalez & Woods, 2008, p. 7). The principal 
energy source for images in use today is the electromagnetic energy spectrum, which 
includes gamma-ray, x-ray, ultraviolet, visible and infrared bands, microwave bands, and 
radio bands. In the present research, digital images refer to video frames that are extracted 
from a pre-recorded video. From a mathematical point of view, a digital image is a function 
of two discrete variables, which represents its two dimensions (i.e. rows and columns). The 
building blocks of the digital images are called pixels. Each pixel holds a set of intensity 
values, which determine how the image looks.   
Digital image processing in computer vision 
Digital image processing in computer vision processes raw images for tasks in 
computer vision. In this context, digital image processing is a computer vision task.  
Pinhole camera model 
 The most basic camera model is a pinhole camera model. In theory, all light passes 
through a tiny pinhole placed at the origin and illuminates an image plane beneath it. By 
definition, the distance between the pinhole and the image plane is the focal length. The 
images formed on the image plane follow the laws of projective geometry. When using a 






Perspective projection from 3D space to a 2D image plane 
Figure B.2 presents the perspective projection from 3D space to a 2D image plane. 
Note that the depth dimension of the scene in the projected 2D images is lost. To obtain 
the depth information, stereo vision (i.e. two or multiple cameras systems) can be utilized 
to provide 3D measurements in a perceived scene.  
Figure B.2: Perspective projection 
Classification of Digital Image Matching  
Based on the currently available publications, the classification of digital image 
matching is illustrated in the diagram on the following page. Note that the diagram 
presented herein may not cover all of the categories and algorithms in digital image 



















Appendix C: Measuring Characteristics of Vision-based Systems  
 In general, the measuring characteristics of a non-contact vision-based system can 
be described from five aspects, including the dimension of measured data, measurement 
resolution, the number of tracking targets, characteristics of the target(s), and types of data 
processing. The schematic shown in Figure C.1 presents the five aspects, which are further 
explained as follows.  
Figure C.1: Measuring characteristics of non-contact vision-based systems 
2D vs. 3D measurement   
Most of the vision-based studies focus on 2D dynamic displacement measurements, 
but it has been observed that the in-plane displacement measurement accuracy using a 
single camera is sensitive to the out-of-plane motion. To minimize the effects of any out-






























utilized for 3D measurement (Feng et al., 2018). However, due to its convenience and 
efficiency, 2D measurement techniques are still favourable and sufficient for most of the 
practical applications of structural dynamic response measurements.    
Integer-pixel vs. sub-pixel measurement resolution  
In practical applications, one primary concern for a vision-based measurement 
system is its measurement resolution. Most of the image matching algorithms measure 
displacements with integer-pixel resolution since the minimal unit in a digital image is one 
pixel. Although the integer-pixel accuracy is adequate for most cases, a higher resolution 
is often required for measuring small structural vibrations. Pixel-level image matching may 
result in measurement errors if the measured displacement is in the same order of 
magnitude as the scaling factor (Feng & Feng, 2018). To improve the measurement 
accuracy, incorporating a sub-pixel registration algorithm into digital image matching is 
regarded as a feasible practice (Feng & Feng, 2018). It has been observed that sub-pixel 
resolution can achieve good accuracy in theory; however, in practice, the resolution is 
limited because images might be contaminated with various environmental noises and 
system noises arising from electronic of the imaging digitizer (Feng & Feng, 2018).  
Single target measurement vs. multiple targets measurement  
The non-contact vision-based measurement system can conduct a single target 
displacement measurement at a desirable resolution with the aid of a lens. By zooming out 
the lens, multiple targets or full-field displacements in a large FOV can be measured 
simultaneously by a single camera. However, tradeoffs between image resolution and the 




measuring multiple targets in a large FOV. In this case, one possible solution is to use 
multiple synchronized cameras, with each camera focusing on different sections of a large-
scale object of interest (Feng & Feng, 2018).   
Artificial target(s) vs. natural target(s)  
The targets that are tracked in FOV can be broadly classified into two groups: 
artificial and natural. Since most of the image processing algorithms rely on sufficient 
grayscale variations in images, high-contrast artificial targets (e.g. a rounded target, 
concentric rings, crosses, or black and white blocks with random sizes) are often attached 
to the object of interest to improve the robustness of object tracking and reduce 
measurement errors (Feng & Feng, 2018). Considerable efforts have also been made to 
track natural target(s) on the object of interest. In civil infrastructure applications, structural 
components such as bridge cables, bolts, or corners are often used as natural targets so that 
the need for accessing the structure to install artificial targets could be eliminated. 
Real-time data processing vs. post-processing  
The experimental raw data (e.g. videos) can be processed in real-time if the image 
acquisition and analytics platform have real-time processing capability. The acquired video 






Appendix D: Specifications of SONY RX10 III Camera  
Imaging Sensor 
Effective picture resolution 20.1M pixels (approx.)  
Pixel gross 21.0M pixels (approx.) 
Recording 
XAVC S HD 
1,920 × 1,080 / 60p @ 50Mbps 
1,920 × 1,080 / 30p @ 50Mbps  
1,920 × 1,080 / 24p @ 50Mbps 
1,920 × 1,080 / 120p @ 100Mbps  
1,920 × 1,080 / 120p @ 60Mbps 
MP4 
1,920 × 1,080 / 60p @ 28Mbps  
1,920 × 1,080 / 30p @ 16Mbps 
1,280 × 720 / 30p @ 6Mbps 
Optics/Lens 
Aperture 
iAuto (F2.4/F11) / Program Auto (F2.4/F16) / 
Manual (F2.4/F16) / Shutter Priority (F2.4/F11) / 
Aperture Priority (F2.4/F16) 
Aperture (max.) F2.4(W) - 4.0(T) 
Clear image zoom 
Still Image: 20M approx. 50x / 10M approx. 70x / 
5M approx. 100x / VGA approx. 380x; Movie: 
approx. 50x 
Digital zoom 
Still Image: 20M approx.100x / 10M approx.140x / 
5M approx.200x / VGA approx.380x; Movie: 
approx.100 
[Still Image 3:2] f=24-600mm 
[Still Image 4:3] f=27-650mm 
[Still Image 16:9] f=26-630mm 
[Still Image 1:1] f=31-760mm 
Focal length (35mm equivalent) 
[Movie 16:9] f=26-630mm (SteadyShot Standard), 
f=27-890mm (SteadyShot Active), f = 30-910mm 
(SteadyShot Intelligent Active) 
[Movie 4k 16:9] f=28-680mm (SteadyShot 
Standard) 
[HFR 960fps] f=42-990mm (Quality Priority), 
f=60-1390mm (Shoot Time Priority) 
[HFR 480fps] f=28-680mm (Quality Priority), 
f=42-990mm (Shoot Time Priority) 
[HFR 240fps] f=26-630mm (Quality Priority), 




Minimum focus distance 
AF (W: approx.3cm (0.10 ft.) to infinity, T: 
Approx.72cm (2.36 ft.) to infinity), 
Focus Range from the image sensor: AF (W: 
approx. 18cm(0.59 ft.) to infinity, T: approx. 
92cm(3.02 ft.) to infinity) (from the front of the 
lens) 
Optical zoom 25x (Optical zoom during movie recording) 
Steady shot mode: active 
 
[Still image] Optical,  
[Movie] Intelligent Active Mode, Optical type with 
electronic compensation (Anti Rolling) 
Advanced Features 
Image stabilization 
[Still Image] Optical  
[Movie] Intelligent Active Mode, Optical type with 
electronic compensation (Anti Rolling) 
Weights and measurements 
Dimensions (approx.) 
5 1/4" × 3 3/4" × 5 1/8" (132.5 × 94.0 × 127.4mm) 
(CIPA compliant) 
Weight (approx.) 
2lb 6.7 oz. (1095 g) (battery and memory stick duo 
are included) 
Weight (approx.) (main unit only) 2lb 5.1oz. (1051 g) 
 
Note: The information provided above is selected and summarized from the SONY 







Appendix E: The Feasibility of Feature Detectors in Cable Detection 
A preliminary study was conducted to investigate the feasibility of six different 
feature detectors in cable detection.  
Local features of a cable: edges vs. points  
From a computer vision perspective, edges and points are the two apparent features 
of a cable; thereby, an edge detector or a point detector can be applied to detect local 
features of the cable. Figure E.1 shows an example of the detected edge and point features 
of the cable.  
   
Figure E.1: Detected features of a cable (a) An input image; (b) Detected edge features by 
Hough; and (c) Detected point features by SIFT 
The edge features are indicated as discrete line segments with various lengths 
(Figure E.1(b)), and the point features are represented by discrete crosses (Figure E.1(c)). 
In digital image processing, point features are used for feature matching, whereas edge 
features are generally for classification. Therefore, point features are more suitable than 
edge features if detected features are used for matching purposes. The MATLAB scripts of 
SIFT algorithm are defined as a function in Appendix F.1, while the Hough algorithm can 
be found in Appendix F.5.  




Comparison of Point Feature Detectors for Detecting a Vibrating Cable   
As point features are selected over edge features for the present research, the 
following step is to choose the most suitable point detector for detecting a cable. A 
comparative study is conducted to explore the performance of five different point detectors, 
including Harris (Harris-Stephens algorithm), FAST (Features from Accelerated Segment 
Test algorithm), MinEigen (Minimum Eigenvalue algorithm), BRISK (Binary Robust 
Invariant Scalable Keypoints algorithm), and SIFT (Scale Invariant Feature Transform). 
Amongst these, Harris, FAST, and MinEigen are rotation invariant but scale variant, of 
which any change in the image scale would result in variations in the feature-based 
detection. On the other hand, BRISK and SIFT are invariant in both scale and rotation. 
Thereby, any variances in scale and rotation would not affect the detection of the features. 
In the comparative study, four video frames are processed by each detector. To 
study the impact of background noise, both noise-free and noisy background scenarios are 
considered. The first video is recorded in a noise-free background scenario, whereas the 
subsequent three videos are recorded under noisy background conditions. To study the 
effect of an artificial target on cable detection, dot(s) are marked on the cable surface in the 
noisy background scenario. In this study, the noisy background without any target on the 
cable is defined as the most unfavourable condition. Under this context, the noise-free 
background scenario and the noisy background with one or multiple dots on the cable are 
viewed as favourable conditions. To assess the performance of these five point detectors, 
evaluation parameters, including the total number of the detected points (Pt), the number 




defined. The parameter Pc indicates the ability of the detector to detect local features of the 
cable. On the other hand, the parameter Pc/Pt shows the capability of the detector to select 
features of the cable from other features elsewhere. A greater value of Pc/Pt suggests that 
among all detected local features, more are associated with the cable. The assessment 
results based on the defined evaluation parameters are summarized in Table E.1. The 
detected points in the four video frames are also presented visually. The features detected 
by SIFT are marked in blue, whereas the features detected by the other detectors are marked 





















    
Pc 125 60 102 113 
Pt 125 96 110 115 
Pc/Pt (%) 100 62.5 92.7 98.3 
Harris 
    
Pc 131 8 90 37 
Pt 135 58 95 37 
Pc/Pt (%) 97.0 13.8 94.7 100 
FAST 
    
Pc 0 0 0 2 
Pt 0 0 0 2 
Pc/Pt (%) 0 0 0 100 
MinEigen 
    
Pc 785 1054 1877 679 
Pt 46401 27758 48477 1493 
Pc/Pt (%) 1.7 3.8 3.9 45.5 
BRISK 
    
Pc 0 0 3 23 
Pt 0 26 12 30 




It can be seen from Table E.1 that among the five different point detectors, SIFT 
performs the best in detecting features of the cable under various scenarios. (1) SIFT is 
robust and stable in detecting a reasonable amount of keypoints in the four video frames. 
The total number of the detected points, Pt, is within a range from 96 to 125. (2) SIFT can 
detect the keypoints associated with the cable regardless of the background conditions. For 
example, in the most unfavourable condition, SIFT still detects 60 keypoints on the cable. 
(3) SIFT can detect the majority of the keypoints on the cable with respect to features in 
the background. In the three favourable conditions, above 92% of the detected keypoints 
are on the cable (i.e. Pc/Pt ≥ 92.7%). Even under the most unfavourable condition, there 
are still 62.5% of the detected points associated with the cable (i.e. Pc/Pt = 62.5%). Besides, 
the detected keypoints on the cable are along the cable top edge in all scenarios. The 
consistency observed in cable detection is attributed to SIFT algorithm. In the stage of 
keypoint localization (Lowe, 2004), SIFT keeps the keypoint candidates on the top edge of 
the cable as the final selected points while rejecting poor determined keypoint candidates 
that are localized either at the frame corners or along the cable bottom edge. This 
observation is studied and presented in Appendix G.  
The other four detectors do not perform as well as SIFT in this comparative study. 
FAST detects very few points in total under all scenarios (i.e. Pt = 0 or 2), whereas 
MinEigen detects a massive amount of points scattered over the entire image (i.e. 1.4×103 
< Pt < 4.9×10
4). BRISK identifies a small number of points on the cable with the presence 
of one or multiple artificial targets (i.e. Pc = 3 or 23), but it fails to detect any points 
associated with the cable in the other two scenarios. Harris performs relatively better than 




the noisy background scenario with no artificial target on the cable. Moreover, the points 
detected on the cable by Harris do not follow any pattern. In the noise-free background 
scenario, Harris detects 131 out of 135 points on the body of the cable, whereas SIFT 
detects 125 out of 125 points on the top edge of the cable. Nevertheless, with the presence 
of three artificial targets on the cable, all five detectors are capable of detecting features 
associated with the cable.  
Based on the obtained results, SIFT outperforms the other four point detectors. It is 
therefore selected to perform cable detection.  
Procedures of Keypoint Detection in Video Image Sequences  
The MATLAB function of keypoint detection is presented in Appendix F.2. 
Keypoint detection can also be executed step by step, as detailed below:  
1. Retrieve recorded videos from the camera memory card.  
2. Extract frames from a video.  
3. Number each frame in the image sequence using a four-digit number and save 
all frames in the same format (e.g. jpg) in a folder.   
4. Go to MATLAB “APPS” module. Click on “Image Batch Processor” in “Image 
Processing and Computer Vision section”.  
5. Enable SIFT (provided in Appendix F.1) in “Function Name”.  
6. Click on “Load Images” and select the folder where the image sequence is.  
7. Click on “Process Selected” and then “Process All”.  
8. Once the processing is completed for all input images, go to “Export” and click 




9. In the Export result window, choose “feature”, “rx”, “ry”, and “include input 





Appendix F: MATLAB Scripts 
Appendix F provides the MATLAB scripts and defined functions implemented in 
the present research.  
The adopted MATLAB scripts of SIFT (i.e. keypoint detector and keypoint 
descriptor algorithms) are adjusted for research purposes, which is defined as a MATLAB 
function, as shown in Appendix F.1. The keypoint detection by SIFT is also defined as a 
function for detecting keypoints in consecutive video frames, as presented in Appendix 
F.2. In Appendix F.3, the scripts of cable tension monitoring using the proposed non-
contact vision-based system is provided. The scripts of frequency identification based on 
accelerometer readings are shown in Appendix F.4. The scripts of Hough edge detector are 

















































Note: The implementation of keypoint detection can also be performed step by step without 




F.3: Cable Tension Monitoring by the Proposed Vision-based System     
 The tabular presentation below is created to help navigate the developed program 
in MATLAB. The scripts are attached in the following pages.  
Section 
No. 
Procedure Line No. 
1 Video frames extraction 19 − 48 
2 Keypoint detection 51 − 56 
3 Evaluation of keypoint detection 59 − 95 





Approach #1: keypoint-based 
interpolation of the cable 
121 − 137 
Approach #2: keypoint descriptors 139 − 156 
Mismatch detection & removal 158 − 169 
Evaluation of matching 171 − 176 
6 Frequency identification 179 − 201 
















































Appendix G: Accurate Keypoint Localization 
It has been observed in the present research that the detected keypoints by SIFT are 
localized consistently along the top edge of the cable. The consistency of the detected local 
features associated with the cable is due to the SIFT arithmetic capability to reject poor and 
unstable keypoint candidates. As Lowe (2004) states in the original paper, accurate 
keypoint localization is performed once the detector finds keypoint candidates. In the SIFT 
algorithm, the detector rejects the keypoint candidates that have low contrast by computing 
a second-order Taylor expansion for each candidate. The detector also rejects the keypoint 
candidates that are poorly localized by calculating a second-order Hessian matrix. 
Figures G.1 to G.3 show three examples of the detected keypoint candidates before 
(i.e. marked as green crosses) and after (i.e. marked as blue crosses) accurate keypoint 
localization.  
Figure G.1: Detected features (a) Before accurate keypoint localization; and (b) After 
accurate keypoint localization (Example #1) 
In Figure G.1(a), the keypoints candidates are localized along the top edge of the 
cable and at the top left corner. After rejecting low contrast candidates, only the keypoints 





    
Figure G.2: Detected features (a) Before accurate keypoint localization; and (b) After 
accurate keypoint localization (Example #2) 
In Figure G.2(a), the keypoints candidates are detected along both edges of the 
cable, and at the top left corner of the frame. After removing the low-contrast and poorly 
localized candidates, only the keypoints along the cable top edge remain, as demonstrated 
in Figure G.2(b).      
Figure G.3: Detected features (a) Before accurate keypoint localization; and (b) After 
accurate keypoint localization (Example #3) 
Figure G.3 shows the image of a noisy background behind the cable. Several 
keypoint candidates are initially detected along both edges of the cable and in the 






candidates along the bottom edge of the cable are removed. As a consequence, the 
keypoints associated with the cable are localized along the top edge only, as demonstrated 
in Figure G.3(b). In this example, the candidates that lie close to the frame top and left 
edges are poorly determined; thus, all of these candidates are rejected as well. Besides, 






Appendix H: Cable Frequency Identification by Four Different Approaches  
Four different approaches, including experimental testing by the proposed vision-
based system and the accelerometer, the analytical study by the taut string theory, and the 
numerical simulation by the FEM, are established to study the relation between cable 
fundamental frequency (i.e. f1) and tensile force in the cable. In this preliminary study, the 
identification of f1 at predetermined tensions is conducted by the four approaches.  
Under the laboratory conditions, four tensile forces were predetermined and exerted 
into the cable by the hydraulic pump. The measurements of cable motion were performed 
by the proposed non-contact vision-based system and the accelerometer. The results of f1 
were obtained through the post-processing of the experimental raw data. On the other hand, 
given the four cable tensile forces, the results of f1 based on the FEM and the taut string 
theory can be retrieved from Table 6.1 and 6.2, respectively. Table H.1 summarizes the 
obtained values of f1 by the four approaches, and Figure H.1 presents the plots of the results 
to show the trends.  







Accelerometer Taut string theory FEM 
2.5 6.32 6.35 6.57 6.61 
3.0 6.96 7.01 7.20 7.24 
3.5 7.50 7.53 7.77 7.82 





Figure H.1: The relation between cable tension and cable fundamental frequency by four 
approaches 
It has been observed that the results obtained by the four approaches are in good 
agreement; linear patterns of cable fundamental frequencies at different pre-determined 
tensions are also achieved. Moreover, the results of f1 obtained by the vision-based sensor 
consistently provide smaller values among the four approaches. Overall, the experimental 
results of f1 by the vision-based system and the accelerometer at each tension level are 
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