Introduction {#Sec1}
============

With Markov's truncation method, Kolmogorov got a weak law of large numbers for independent identically random variables with a necessary and sufficient condition, which is called the Kolmogorov--Feller weak law of large numbers.

Theorem 1.1 {#FPar1}
-----------
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The theorem states the condition of the mean's existence is not necessary, and St. Petersburg game (see \[[@CR2]\]) and Feller game (see \[[@CR3]\]), which are well known as the typical examples, are formulated by a nonnegative random variable *X* with the tail probability $$\documentclass[12pt]{minimal}
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Let us recall the concept of negative quadrant dependent (NQD) random variables, which was introduced by Lehmann \[[@CR6]\].

Definition 1.1 {#FPar2}
--------------
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Because pairwise NQD includes the independent, NA (negatively associated), NOD (negatively orthant dependent) and LNQD (linearly negative quadrant dependent), it is a more general dependence structure. It is necessary to study its probabilistic properties.

Definition 1.2 {#FPar3}
--------------
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The concept of a NA sequence was introduced by Joag-Dev and Proschan \[[@CR7]\], and it is easy to see that a sequence of NA random variables is a pairwise NQD sequence.

In the present paper, we suppose that all random variables satisfy the condition $$\documentclass[12pt]{minimal}
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Weak law of large numbers {#Sec2}
=========================

In this section, we extend the corresponding results in Nakata \[[@CR5]\] from the case of i.i.d. random variables to pairwise NQD random variables.

Main results {#Sec3}
------------

We state our weak law of large numbers for different weighted sums of pairwise NQD random variables.

### Theorem 2.1 {#FPar4}
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From Theorem [2.1](#FPar4){ref-type="sec"} and by using the same methods as in Nakata \[[@CR5]\] to calculate the constant *A*, we can obtain the following four corollaries for the pairwise NQD random variables.
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### Theorem 2.2 {#FPar9}
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### Corollary 2.5 {#FPar10}
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### Remark 2.1 {#FPar11}
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Proofs of Theorem [2.1](#FPar4){ref-type="sec"} and Theorem [2.2](#FPar9){ref-type="sec"} {#Sec4}
-----------------------------------------------------------------------------------------

We first give some useful lemmas.

### Lemma 2.1 {#FPar12}
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### Lemma 2.3 {#FPar14}
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### Proof of Theorem [2.2](#FPar9){ref-type="sec"} {#FPar16}
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One side strong law {#Sec5}
===================

Adler \[[@CR10]\] considered the almost sure upper and lower bounds for a particular normalized weighted sum of independent nonnegative random variables (see Corollary [2.2](#FPar6){ref-type="sec"}). In this section, we extend his work from the independent case to pairwise NQD nonnegative random variables.

Main results {#Sec6}
------------

### Theorem 3.1 {#FPar17}
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### Theorem 3.2 {#FPar18}
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### Remark 3.1 {#FPar19}

For the independent case, the assumption ([3.5](#Equ20){ref-type=""}) can be weakened by the following condition (see \[[@CR10]\]): $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sum_{n=1}^{\infty } \frac{q_{n}^{-2}d_{n}}{Q_{n}^{2}\log^{2}Q_{n}}< \infty . $$\end{document}$$ If $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{X_{i}, i\ge 1\}$\end{document}$ is a sequence of NA random variables, then from the maximal inequality of NA random variables (see \[[@CR8], Theorem 2\]), the condition ([3.5](#Equ20){ref-type=""}) can be weakened by ([3.6](#Equ21){ref-type=""}).

### Remark 3.2 {#FPar20}

Let us give an example to show that the conditions ([3.4](#Equ19){ref-type=""}) and ([3.5](#Equ20){ref-type=""}) can be satisfied. If we choose $\documentclass[12pt]{minimal}
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Proofs of Theorem [3.1](#FPar17){ref-type="sec"} and Theorem [3.2](#FPar18){ref-type="sec"} {#Sec7}
-------------------------------------------------------------------------------------------

Before giving our proofs, we need the following useful lemmas.

### Lemma 3.1 {#FPar21}
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### Lemma 3.2 {#FPar22}
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