We consider the change in fluid density in a depth-integrated long-wave model. By allowing horizontal and vertical variation of fluid density, a depth-integrated model for long gravity waves over a variable-density fluid has been developed, where density change effects are included as correction terms. In particular, a two-layer fluid system is chosen to represent vertical density variations, where interfacial wave effects on the free surface are accounted for through direct inclusion of the velocity component of the interfacial wave. For the numerical implementation of the model, a finite-volume scheme coupled with an approximate Riemann solver is adopted for leading-order terms while cell-centred finite-volume methods are utilized for others. Numerical tests in which the density field is configured to vary either horizontally or vertically have been performed to verify the model. For horizontal variation of fluid density, a pneumatic breakwater system is simulated and fair agreement is observed between computed and measured data, indicating that the current induced by the upward bubble flux is responsible for wave attenuation to some degree. To investigate the effects of internal motion on the free surface, a two-layer fluid system with monochromatic internal wave motion is tested numerically. Simulated results agree well with the measured and analytical data. Lastly, nonlinear interactions between external-and internal-mode surface waves are studied numerically and analytically, and the model is shown to have nonlinear accuracy limitations similar to existing Boussinesq-type models.
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S. Son and P. J. Lynett from a dynamical standpoint, for two fluids separated horizontally, an imbalance of hydrostatic pressure between them is expected if they have the same surface level but different densities, and this causes fluid movement (e.g. gravity currents) to cancel out such pressure differences. Two-layer exchange flows through a contraction or classic lock-exchange problems present good examples of this (Wood 1970; Armi & Farmer 1986) . From a kinematic standpoint, in contrast, the complexity lies in the fact that less momentum is needed for conveying lighter fluids. Internal waves at a density interface can arise under vertical stratification. If an initial disturbance at the interface is introduced, it will freely propagate as an oscillating wave to maintain a balance between the restoring force (i.e. gravity) and buoyancy. Either the horizontal or the vertical pycnocline is, therefore, of primary concern in estuarine hydrodynamics and a necessary subject for a complete consideration of coastal environments. Many researchers have corresponding interests over several decades in investigating hydrodynamics in variable-density fluids, and recent advances have been made in both numerical and observational studies.
Fluid density inherently exhibits three-dimensional (3D) variations in natural oceanic systems (Mellor 1991) , and hence 3D non-hydrostatic models coupled with the density transport equation are commonly adopted for simulation of density-varying fluid flows (e.g. Kanarsk & Maderich 2003) . In fact, for practical and scholarly purposes, different physical set-ups of density variations are ideally assumed at the initial state, and hence different features have been highlighted in the literature. For the horizontal variation of density, whose main driving force is the hydrostatic pressure difference (i.e. buoyancy), many studies deal with gravity currents (or buoyancy currents) in lock-exchange configurations with a rigid lid on the upper boundary (e.g. Lowe, Rottman & Linden 2005) or with bidirectional flows of two fluids of different density (e.g. Armi & Farmer 1986 ). Such studies focus on the internal physics, such as the diffusion and mixing resulting from barotropic forces. Meanwhile, for surface physics, Leighton, Borthwick & Taylor (2010) recently presented a 1D model for vertically well mixed shallow flows with a horizontal density gradient. They established a single-phase model by assuming the vertical variation of fluid density to be negligible; otherwise, a two-phase model is typically adopted.
Unlike horizontal density variations, vertical stratification is often simplified by using two layers, since the case of two-layer fluids having different densities is the norm in estuarine systems. Provided that the fluids remain stably stratified without any motion, there is no driving force due to the stratification. The subject of density stratification, however, broadens the area of the present study to include interfacial physics at the boundary between layers and leads us to consider internal waves, since two-layer systems provide a situation in which interfacial oscillations can travel.
In a two-layer system, the fluid exhibits a sharp density interface between the upper and lower layers, and an interfacial disturbance can be generated by topographical or other forces (e.g. Farmer & Armi 1999; Helfrich & Melville 2006 ) that may propagate along the interface, influencing the physical process over the entire water body. However, most of the literature on this topic is concerned with the physical properties of the internal wave itself, without considering the free surface wave components. By imposing the rigid-lid assumption on the upper boundary, the relevant physical problem can be simplified so as to allow a focus solely on the internal physics (e.g. Evans & Ford 1996) . On the basis of this idea, numerous models have been developed for internal wave propagation over either shallow or deep water (Koop & Butler 1981; Segur & Hammack 1982; Choi & Camassa 1999; Debsarma, Das & Kirby 2010) .
Through theoretical studies (Lamb 1932; Phillips 1977; Hwung, Yang & Shugan 2009 ) and observations (Elachi & Apel 1976) , it has been demonstrated that subsurface movement can affect the free surface. Among the most well-known examples are the surface signature observed by satellite synthetic aperture radar (SAR) images and laboratory experiments on surface wave excitation by internal waves (Umeyama 2002) . Including free surface conditions, a number of numerical models for long internal waves have been developed (Choi & Camassa 1996; Pȃrȃu & Dias 2001; Lynett & Liu 2002b; Nguyen & Dias 2008; Liu & Wang 2012) . However, considerably less attention has been paid to free surface dynamics.
As further suggested by Lamb (1932) , studying the interaction between internal and surface waves entails consideration of higher-order interactions; these have also been explored experimentally (Joyce 1974; Lewis, Lake & Ko 1974) and theoretically (Ma 1982; Donato, Peregrine & Stocker 1999; Liu 2006; Selezov et al. 2010; Craig, Guyenne & Sulem 2011) . The triad resonance interaction is also of interest to some researchers (Hill & Foda 1998; Alam 2012) . Most of the aforementioned numerical models consist of two sets of equations generated by a two-layer fluid system with matching conditions at the boundary, and they require more computational time and resources than one equation set (Lynett & Liu 2004) .
A depth-integrated approach for the shallow-water regime has been well established in the past few decades to represent the vertical structure of physical quantities as polynomials, and it successfully describes weakly dispersive waves. For the purpose of efficient but physically accurate modelling of surface waves over varying density, in the present study a new model based on depth integration is developed which includes both the effects on the surface waves from density variation as well as internal motion at the interface of two immiscible fluids of different densities. As these are general Boussinesq-type (small parameter perturbation) models, density-variation effects on the free surface are included as a correction term. In other words, direct inclusion of internal kinematics as weak components into the vertical flow structure allows a consistent representation of internal wave effects on surface wave physics. Throughout the derivation of the model equations, long-wave assumptions for both surface and internal waves are also made. Thus, the present model is designed to study the problem of weakly dispersive waves propagating over density-varying fluids. This paper is organized as follows. In the following section, depth-integrated model equations for long surface waves over a variable-density fluid are derived mathematically, while their numerical solution uses an established numerical scheme and is provided in the supplementary materials available at http://dx.doi.org/10.1017/ jfm.2014.144.Some limiting cases of the derived model are then investigated in § 3. Next, the numerical model is applied to surface wave propagation over either a horizontally or a vertically varying density field. An exercise to investigate the nonlinear properties of the designed model has also been performed for surface and internal wave interactions. The results are then compared with experimental and analytical data for the model validation. Final conclusions are presented in § 5.
Mathematical formulation
A mathematical model for weakly dispersive wave propagation over a varyingdensity fluid is derived in this section. A standard Boussinesq-type approach (e.g. Lynett & Liu 2002a; Kim, Lynett & Socolofsky 2009 ) is followed during the derivation to obtain a vertically independent equation set. Note that here we use the term 'Boussinesq' as related to weakly dispersive and nonlinear; we are not implying the same namesake commonly referenced in the oceanography field when including buoyancy effects. 2.1. Governing physics and boundary conditions To derive a mathematical governing system of equations, the basic physical parameters are defined as in figure 1 . A two-layer fluid stably separated by a pycnocline of small, but finite, thickness is assumed to be incompressible and immiscible. Appropriate parametric scales are now introduced to normalize the governing equations as well as boundary conditions. As is typical for long-wave scaling, the wavelength 0 and water depth h 0 are used for horizontal and vertical coordinates, respectively. Additionally, ρ b is a characteristic fluid density of the entire fluid system. Using this set of scaling parameters, we introduce the normalized variables
where a prime denotes a dimensional variable, and (u, v) and w represent instantaneous horizontal and vertical velocity, respectively. Here ζ is the free surface elevation, which is a function of (x, y, t), p is pressure, g is the acceleration due to gravity and ρ is density. Dimensionless parameters α and β are used to scale the horizontal and vertical eddy viscosities ν h t and ν v t (Kim et al. 2009) , and velocities are scaled following long-wave theory. Note that there is no wave amplitude scale, which would otherwise appear in the ζ , pressure and velocity scalings; it is implicitly assumed that the wave amplitude is of the same order as the water depth.
To examine the effects of spatially variable density on free surface waves, it is necessary to parametrize the magnitude of the density change. To quantify the density variation we introduce the parameter
The term ρ is simply the characteristic density variation in the physical system to be examined.
Following Kim et al. (2009) , we obtain the dimensionless form of the spatially filtered continuity and Navier-Stokes equations for incompressible flow:
where ∇ is the horizontal derivative operator, subscripts z and t function as vertical and time differentiations, respectively, and u = (u, v) is the horizontal velocity vector.
The conditions applied at the free surface and at the bottom boundary in figure 1 are expressed in dimensionless form, as well:
Equations (2.3)-(2.7) represent the primitive equation set needed to describe the fluid motion shown in figure 1.
Boussinesq-type equations for nonlinear and dispersive waves over a variable-density fluid
With a few dimensionless parameters introduced, µ 2 is chosen to expand the physical variables. The assumption is made that the effects of density stratification and viscosity are weak and of an order similar to that of dispersion. That is,
This mathematical approximation is typical in long-wave studies (Lynett & Liu 2002b; Kim et al. 2009 ) and is used to drive a small parameter perturbation analysis.
To facilitate the final expression of our equations in a closed (non-integral) form, a functional restriction will be placed on the internal density field. Here a simple vertical density structure (figure 2) is assumed; however, this is sufficiently realistic to resemble a physical configuration found commonly in oceans and lakes (e.g. Kao, Pan & Renouard 1985) . A two-layer density profile is thereby specified as
where ρ 0 is an average density of the two-layer system, z 0 is the midpoint of the tanh inflection separating the upper and lower layers, and δ is the finite transition pycnocline thickness. Note that all terms in the above density profile expression are dimensionless; density has been scaled by ρ b and the three distance terms inside the tanh operator have been scaled by the depth, h. A discrete two-layer density configuration thus can be accommodated using the tanh function, eliminating any density discontinuity issues. In addition, the horizontal velocity of the background internal motion, u i (z), is included to extend the derivation to include internal motion resulting from stratification.
With a specified density field and internal velocity field, a perturbation analysis followed by a depth integration is performed on (2.3)-(2.5). The derivation steps are somewhat tedious, make use of an established technique (e.g. Kim et al. 2009 ), and are included with detail in the supplementary materials. The resulting depth-integrated mass and momentum equations are, respectively, 11) in which u α is the horizontal velocity vector evaluated at z = z α = −0.531h (Nwogu 1993) , S = (∇ · u α ) and τ b is bottom stress. In equations (2.10) and (2.11), each higher-order term implies weak effects from frequency dispersion (N D , R D ), bottom stress (N B , R B ), internal motion (N I , R I ) and density variation (R h P and R v P ). Relevant definitions can be found in the supplementary materials. Removing terms related to density variation and internal motion yields a model identical to that in Kim et al. (2009) .
Limiting cases of the derived model

Linear inviscid equations
Eliminating all nonlinear terms in ζ and u α , assuming that ζ /h is very small, and converting to dimensional form yields the linear system
where g is the acceleration due to the gravity and (R v P ) linear is constructed in the same manner as R v P , with the differences being the nonlinear u α · ∇u α term removed and all ζ set to zero. Both of the above equations are presented such that the standard, free surface-only wave terms are shown in the first line, and the terms driven by the internal flow and stratification are given in the subsequent lines. In the second line of the linear momentum equation (3.2) above are the forcing terms associated with the depth-averaged internal flow, while in the third line are the two terms attributed to horizontal and vertical density gradients, respectively.
First-order nonlinear inviscid equations
Here, we include only first-order nonlinear terms; ζ /h is no longer negligible. The dimensional system becomes
where H = h + ζ . Again, the standard Boussinesq-type terms are given first in the above equations. This nonlinear system will be analysed later in the paper to determine its analytical behaviour. It is noted here that, in the absence of any vertical or horizontal density gradient, all 'new' terms disappear, with the exception of the u i term in both the continuity and momentum equations. Although these terms have been discussed in this paper in the framework of internal motion, the effects of any type of imposed external flow could be accommodated through u i .
Model validation
In this section, the model is applied to various types of problems in which the fluid density field is configured to vary either horizontally or vertically. Calculated results from these simulations are then compared to experimental data or analytical solutions for verification. Complete details of the numerical scheme used in the following examples can be found in the supplementary materials; in brief, the time integration and spatial discretization are fourth-order accurate, and make use of a finite-volume method. Note that for the remainder of the paper, as simplified analytical and laboratory cases are examined, all terms related to viscosity (with coefficients α or β) are neglected.
Horizontally varying fluid density: pneumatic breakwater
In this section, free surface wave propagation in a fluid with a horizontal density gradient is considered. The fluid is assumed to be well mixed vertically such that stratification effects (R I and R v P ) can be ignored. Although this physical set-up is a reasonable representation of common coastal situations (e.g. wind waves near a river mouth or inside an estuary), published experimental data in this configuration are very limited. The reason for this lack of available data is probably due to the complexity of the experimental set-up; a horizontal density gradient is not stable, and continuous forcing is required to maintain it. With this in mind, the model derived here will be compared with the available data such that the behaviour of the model might be assessed. Data from a two-phase flow (air/water), pneumatic breakwater experiment are chosen. The bubbly area around the pneumatic breakwater is regarded as the lowdensity fluid while the surrounding clear water maintains a constant density.
Most studies of pneumatic breakwaters focus on the surface currents generated by bottom-generated bubbly flows, which are believed to be the main drivers of wave attenuation (Taylor 1955; Lo 1991) . Nonetheless, a sudden density drop in the bubbly zone is responsible for some wave energy blockage, in that less momentum can be transported through the lower-density bubbly fluid. Herein, the present model is applied to a pneumatic breakwater simulation, in which horizontal density gradient effects in wave attenuation are evaluated. There are a few laboratory studies on pneumatic breakwaters (e.g. Straub, Bowers & Tarapore 1959; Bulson 1963; Zhang et al. 2010) . Among these, Zhang et al. (2010) carried out a laboratory test on the performance of pneumatic breakwaters at a 1 : 15 model scale. Using relatively long incident waves, they measured the wave height behind the pneumatic breakwater to quantify wave transmission through the bubble system. Figure 3 shows the experimental set-up of the pneumatic breakwater. The wave tank has dimensions of 2 m in width, 1.8 m in depth and 69 m in length, and the air discharge pipe is installed along the bottom. Through orifices of 0.8 mm diameter, spaced 0.01 m along the pipe, air is discharged into the water to create a bubble curtain. To examine the breakwater performance as a function of different hydraulic conditions, two different wave periods and four different air fluxes are tested. Table 1 summarizes the experimental conditions on the laboratory scale.
For the numerical simulation, a computational domain based on the wave tank dimensions is constructed using x = 0.025 m. A flexible time step, t, is adopted where r b is the bubble radius, which is approximately the same as the orifice radius (Ma, Shi & Kirby 2011) . The fluid velocity (u w ) is determined by (Milgram 1983) u w = 1.5u s .
( 4.2)
The total rising velocity of bubbles is then (u s + u w ).
Guided by these assumptions, we can calculate the density of the bubbly zone as
where ρ a and ρ w represent the densities of air (1.269 kg m −3 ) and water (1000 kg m −3 ), respectively, S denotes the side slope of the bubbly zone, and q a represents the injected air volume per unit width. For depth-integrated model use, ρ(z) is depthaveraged, as depicted in figure 4(b) . The calculated quantities for density fields are listed in table 2. The computed results for the transmission coefficient K t (transmitted wave height divided by incident wave height) are plotted in figures 5 and 6 with the measurements. As expected, the effects of the density transition can be found in both results, indicating that greater air volume discharge yields less transmission through the pneumatic breakwater.
Comparison between calculation and measurement shows good agreement, although the numerical simulations have a clear overprediction bias. The likely reason for this discrepancy is the numerical neglect of the bubble-induced currents. However, the model provides the proper parametric trends and dependences, and the accuracy is reasonable.
4.2.
Waves excited by internal motion: linear surface waves In this section, we consider a two-layer internal flow in which an internal wave travels along the interface. Because we are concerned with vertical stratification only, terms associated with horizontal density variation (R h P ) are neglected. It is well known that the presence of interfacial motion in a two-layer fluid excites free surface motion (Lamb 1932; Phillips 1977) . Lamb (1932) obtained an exact solution for the surface disturbance resulting from an internal wave using linear potential theory. Such disturbances at the free surface propagate along with internal waves, whose dispersive properties are locked to the internal motion. Within the presented derivation, the profile u i (z) has up to this point been considered arbitrary. To account for internal wave effects on the free surface modes, a reasonable description of the internal wave velocity u i (z) is needed here. First, the simplified two-layer system as shown in figure 7 is presented. The density and the undisturbed thickness of the upper layer are ρ u and h u , while those of the lower layer are ρ l and h l . The disturbances propagating along the surface (η 
Following Liu (2006) , who developed an analytic solution based on potential theory, we can express the linear solution of u i as
FIGURE 7. Simplified two-layer system with an interfacial wave. The assumption underlying the plot is that an internal-mode interfacial wave (η i ) generates an internalmode surface wave (η s ). For the definition of internal mode, see Pȃrȃu & Dias (2001) .
where A, B and C are
The depth-averaged internal velocity, u i , is needed by the model; it can be calculated as 
12) equation (4.11) can be further simplified to
As only linear internal waves are examined, any nonlinear correction for largeamplitude waves is neglected. With the above solution, however, it can be deduced that two-layer internal waves produce a mean instantaneous flux that excites linear surface motion. The above expression for the depth-averaged internal velocity, when used in the derived model, will produce locked surface modes that should reproduce the linear dispersive solution above exactly. If one assumes that the water depth is constant, that the density has no gradient in the horizontal plane, and that there exists only the internal-mode free surface wave, whose dispersion property is locked to the internal waves, equation (4.13) can be exactly obtained. Also note that, for other types of internal wave structures (e.g. solitary waves), u i can be straightforwardly obtained and applied to the model, but this will not be presented here. We next examine surface movement excitation resulting from internal motion using experimental and numerical data. For laboratory data, the data of Umeyama (2002) are used here. He used a 3 m long, 0.15 m wide and 0.22 m deep wave tank equipped with an oil-pressure-type wave maker on one end and a wave absorber on the other to generate internal waves. The density profile measured in the experiment is re-created and shown in figure 8, with the approximated value from (2.9) for comparison. Since the pycnocline thickness is found to be extremely small (δ = δ /h = 0.006 m/0.30 m = 0.02), the R v P term, which is O(µ 2 δ), can be neglected. Table 3 summarizes the test conditions of the experiment. It should be noted here that internal waves propagate as the internal-mode waves of (4.6). There is no external-mode wave either at the surface or at the interface. Note that, in referring to internal and external modes, we follow Pȃrȃu & Dias's (2001) guidance.
The physical layout of the experiment is mapped to the computational domain for numerical implementation; x = 0.02 m and t = 0.002 s have been chosen. Simulated results of the free surface elevation induced by internal waves are presented in figures 9 and 10, and both experimental data and analytical solutions (4.12) are included for comparison. The expected agreement between numerical and analytical results is found. Some disagreement with measurement is seen in both the magnitude and the phase of the free surface waves. Given the small scale and measurement complexity in these laboratory tests, the calculation gives reasonable results.
4.3. Waves excited by internal motion: nonlinear surface waves As explored in the previous section, surface waves are generated by internal waves according to linear solutions. These waves are locked to the phase of the internal waves and are therefore linearly governed by the internal wave dispersion relation. In a more general situation where free gravity waves, such as wind waves or tsunamis, propagate on the surface, there may exist some nonlinear coupling between these two modes. Thus, in this section, the nonlinear interaction between internal-and external-mode surface waves is investigated. This analysis will rely on quantifying the analytical behaviour of the first-order nonlinear system, as given in § 3.2. Similar nonlinear analyses performed previously for Boussinesq-type equations can be found in, for example, Kennedy et al. (2001) and Lynett & Liu (2004) . Stokes theory is a well-defined and easily used method that can be appropriately adopted here. As follows from Kennedy et al. (2001) , the first-order nonlinear equation model in one horizontal dimension, with constant depth, and weak horizontal and vertical density gradients, is given as 
where superscripts i and e imply internal-and external-mode components, respectively. Again, the internal-mode surface wave has been generated by internal interfacial waves, whereas the external-mode surface wave is assumed to be a free gravity wave on the air-fluid surface. The amplitude of the free surface displacement and velocity are symbolized by a and b, respectively. Second-order solutions are then assumed as
where superscripts ii and ee are for self-interactions, whereas + and − are for the super-and subharmonic components, respectively. The phase function is ϑ
. By substituting the first-and second-order solutions into (4.14) and (4.15), and collecting super-and subharmonic terms, a ± can be obtained as
where This solution may be compared with an exact potential solution of Liu (2006) , who derived second-order analytical expressions for internal and surface waves in a twolayer density-stratified fluid. By manipulating Liu's solution, the amplitude of superand subharmonic waves, a ± exact , can be expressed straightforwardly. Figure 11 presents a comparison of super-and subharmonic wave amplitudes between the presented model and the full potential solutions when h u = 0.5, h l = 0.5 and ρ u /ρ l = 0.9. The contours show the model accuracy relative to potential theory; values near 1.0 are desired. As expected with the derived, long-wave-based model, accurate results are seen at small wavenumbers and errors grow as wavenumber increases. Both superharmonic and subharmonic wave amplitudes tend to be underpredicted as wave dispersion increases. From this analysis, we conclude that nonlinear interaction between internal-and external-mode surface waves can be predicted reasonably within the range of k e h < 0.3 and k i h < 0.7.
Summary
By allowing horizontal and vertical variation of fluid density, a depth-integrated model for long gravity waves over a variable-density fluid has been developed in the present study.To include density variation effects, correction terms to represent horizontal and vertical density change are added to the typical Boussinesq-type model of uniform density. In particular, a two-layer fluid system is chosen to represent the vertical density variations, where interfacial wave effects on the free surface are additionally considered through direct inclusion of the velocity component of the interfacial wave. During the derivation of the equation set, the internal wave structure is kept in a generic form within the long-internal-wave approximation for general use. To numerically solve the derived equations, a finite-volume scheme coupled with an approximate Riemann solver is adopted for leading-order terms while cell-centred finite-volume methods are used for others. The numerical model is applied to various types of problems in which the density field is configured to vary either horizontally or vertically. For horizontal variation of fluid density, a pneumatic breakwater system is simulated to assess density drop effects, and fair agreement is seen between computed and measured data, indicating that the current effect from the bubbly flux is responsible for wave attenuation to some degree. The interfacial wave of a two-layer fluid system, as a case of vertical density variation, is tested to investigate how the internal motion affects the free surface. As Lamb (1932) analysed, the surface disturbance caused by the internal wave is observed in the numerical results, which is in complete agreement with the analytical solution, and thus provides insight into how the internal motion within a two-layer fluid system affects surface motion. Lastly, the nonlinear interaction between externaland internal-mode surface waves is studied numerically and analytically, yielding a reasonable range of wavenumbers for practical application.
