Abstract. For large scale problems, an effective approach for solving the algebraic Lyapunov equation consists of projecting the problem onto a significantly smaller space and then solving the reduced order matrix equation. Although Krylov subspaces have been used for long time, only more recent developments have shown that rational Krylov subspaces can be a competitive alternative to the classical and very popular Alternating Direction Implicit (ADI) recurrence. In this paper we develop a convergence analysis of the Rational Krylov Subspace Method (RKSM), based on the Kronecker product formulation and on potential theory. Moreover, we propose new enlightening relations between this approach and the ADI method. Our results provide solid theoretical ground for recent numerical evidence of the superiority of RKSM over ADI when the involved parameters cannot be computed optimally, as is the case in many practical application problems.
Introduction. The continuous-time algebraic Lyapunov equation
where A ∈ R n×n is a given matrix and b ∈ R n is a given nonzero vector, is actively used in control theory and stability analysis of dynamical systems (see, e.g., [1] , [16] ). Note that (1.1) is a special case of a more general matrix equation arising in control, where bb * is replaced by a general symmetric and positive semi-definite matrix BB * [1] , [24] . Here and in the following, the asterisk stands for Hermitian conjugation; note that since A is real, the conjugate matrix A * coincides with A ⊤ , the transpose of A. We are interested in the analysis of some well established numerical methods for approximately solving (1.1) by means of iterative procedures.
We shall assume that the field of values of A, W (A) = {x * Ax : x ∈ C n , x * x = 1}, lies in the open right half complex plane: W (A) ⊂ C + ≡ {z ∈ C | ℜa > 0}. We shall also assume throughout that b = 1.
For large scale problems, an effective approach for solving (1.1) consists of projecting the problem onto a significantly smaller space, solving the obtained reduced cheaper problem by imposing some conditions, and then projecting back the computed solution to the original space. The reduced problem is in most cases obtained by imposing that the resulting residual be orthogonal to the given subspace, the so-called Galerkin condition. This formulation with the use of the Krylov subspace K m (A, b) ≡ span{A 0 b, A 1 b, . . . , A m−1 b} was first proposed by Saad in [42] , and further explored in several papers; see, e.g., [26, 25, 28] .
Other Krylov subspace related approaches were already used to solve (1.1) in the context of Alternating Direction Implicit iteration (ADI), which has for long time been the most popular approach for solving the Lyapunov equation. It is interesting, however, that only more recently the fact that the ADI solution belongs to a rational Krylov subspace has been highlighted; we refer to [32] for a first discussion on this issue. While the theoretical understanding of ADI highly benefited from the PDE origin of the method, little has been known about the theoretical convergence of projection methods based on Krylov-type subspaces. Recently, the classical Galerkin projection approach with the Krylov subspace K m (A, b) was investigated in [44] . For Hermitian positive definite A, the estimated convergence factor of [44, Proposition 3.1] algebraically depends on the condition number of A. In [30, Remark 3.3] , a general result for nonsymmetric A was obtained. The method based on K m (A, b) is preferable when only multiplications of A by vectors are easy to carry out.
Other projection methods recently developed in the literature for approximately solve (1.1) with A large and sparse include the Extended Krylov Subspace Method (EKSM) (see [45] ) and the Rational Krylov Subspace Method (RKSM) (see [8] ). Both methods differ from the standard Galerkin projection approach in the choice of the approximation space. The former method, EKSM, uses the approximation space span{A −m b, A −m+1 b, . . . , A m−1 b} as approximation space, and it was recently analyzed in [30] .
Our present study concerns approximation methods based on the rational Krylov subspace where s m = [s 1 , . . . , s m ] contains a sequence of shifts often chosen a-priori. We shall denote the corresponding poles by z j = −s j+1 , j ≥ 0. An important feature of these spaces is that they are nested, that is K m (A, b, s m ) ⊆ K m+1 (A, b, s m+1 ), so that the space dimension can be increased iteratively; see [41] for an early presentation of rational Krylov subspaces for eigencomputation. In the following we shall consider an orthonormal basis for K m (A, b, s m ), and we define V m to be the tall matrix having the orthonormal basis vectors as columns. In the context of the rational Krylov subspace above, the approximation obtained by projection will be denoted by
The condition that W (A) does not contain the origin ensures that the reduced order Lyapunov equation in (1.2) has a unique solution. This equation is obtained by imposing that the residual
Note that the EKSM approximation in [45] is a special case of the general Rational Krylov subspace method with fixed alternate poles at zero and infinity.
The aim of this paper is twofold: we develop a convergence analysis of the rational Krylov subspace method, based on the Kronecker product formulation and on potential theory. Moreover, we propose new enlightening relations between this powerful approach and the ADI method, which has been extensively used in the literature for approximating the solution to the algebraic Lyapunov equation. Our results provide solid theoretical ground for recent numerical evidence of the superiority of RKSM over ADI when the involved parameters cannot be computed optimally, as is the case in many practical application problems.
Our investigation of the ADI method exploits a recently developed framework, so called skeleton decomposition [49] , for the separable approximation of two-variable functions f (x, y), applied to the case f (x, y) = 1/(x+y). Given two families of distinct complex points x i , y i , i = 1, . . . , m, this is written as
where α α α = (f (x i , y j )) i,j=1,...,m ∈ C m×m ; see [37] and references therein. As for the original ADI method, the Lyapunov equation represents a natural model problem for the skeleton decomposition with x i =ȳ i , whereȳ i is the complex conjugate of y i . In fact, we will show that the matrix representation of this approximation coincides with the ADI iteration. As a result, we will derive new algebraic relations that increase our understanding of the ADI method, by making full use of the more convenient setting of the skeleton decomposition.
Finally, we would like to mention that rational Krylov subspaces have been already used and analyzed in the past within linear dynamical systems, although there do not appear to be earlier references than [8] that treat the solution of the Lyapunov equation; but see also the recent announcement in [13] . A fundamental contribution in the use of rational Krylov subspaces was given by Grimme ([21] ), who discussed their effectiveness in the approximation of the transfer function. Inthere, both theoretical and implementation aspects are considered. More recent contributions to the use of rational Krylov subspaces for model reduction include, e.g., [14] , [17] , [18] . However, the role of this type of enriched subspace in the solution of (1.1) and its performance evaluation compared to the far more exercised ADI have been largely overlooked. Here we aim to fill this gap.
We conclude by noticing that our analysis is developed for a rank-one right-hand side; block versions of rational Krylov subspaces exist and can be applied to handle general low rank symmetric right-hand sides. The theoretical analysis can also be generalized to this case.
2. Equivalence of the skeleton and ADI approximations. In this section we show that the skeleton approximation and the ADI iteration yield the same approximate solution at each iteration, when used with corresponding shifts. We start with a remark on our working framework for the selection of shifts, which will be used throughout the paper.
Remark 2.1. For the sake of generality, we assume that the shifts {s 1 , s 2 , . . . , s m } are complex numbers without any further assumptions, and thus in our presentation we shall always distinguish between the occurrence of s j ands j . As a consequence, some of our results would naturally carry over for general complex A and b. On the other hand, for A and b real it is customary for theoretical and computational reasons to also assume that
that is, that complex conjugates are also included in the sequence. In some papers, it is even advised to use real shifts all the way, not to handle the occurrence of complex arithmetic. Under either of these additional hypotheses, the notation of some of our results would simplify.
To derive a convenient expression for the skeleton approximation we start by using the Kronecker form of (1.1):
where ⊗ is the Kronecker operator and vec(X) stacks the columns of the n × n matrix X one after the other, yielding a long vector of length n 2 [24, Ch. 4] . The matrix I n stands for the identity matrix of size n. Whenever clear from the context, the subscript dimension will be omitted in the following. By construction, the scalar Hermitian skeleton approximation has the form (cf. (1.3) with
3)
The induced approximant to the solution vec(X) is given by (see, e.g., [29] )
where A ⊗ I n plays the role of x and I n ⊗ A plays the role of y in (2.3); note that the matrices A ⊗ I n and I n ⊗ A commute. The Alternating-Direction-Implicit (ADI) iteration was first proposed by Peaceman and Rachford [38] for solving elliptic systems. Ellner and Wachspress showed in [11] that the matrix equation (1.1) represents a model problem for ADI, and proposed an algorithm for adapting the original recurrence to the matrix setting. Since then, the analysis of ADI has focused on two directions. On the one hand, modified but equivalent recurrences have been devised to speed up the computation; see, e.g., [23] , [32] , [39] . On the other hand, several techniques have been studied to select (quasi-)optimal parameters that are involved in the process, without resorting to prohibitely expensive information on the operator A [12] , [33] , [40] , [43] . The connection with rational Krylov subspace approximation has been outlined before, see, e.g., [32] , however, the advantages of the projection step of rational Krylov subspaces over ADI have only more recently been emphasized, see, e.g., [45] , [27] , [3] , [30] . Given the same sequence of shifts, the ADI approximation is obtained in the rational Krylov subspace K m (A, b, s m ) by means of the following two-step iteration,
A more efficient implementation may be obtained by using the cyclic Smith method applied to the Stein equation; see, e.g., [39, 23, 43] . Due to the equivalence of these two approaches, we will base our analysis on the original formulation. 
this can be readily obtained from the general ADI recurrence. Here and in the following, A − * is a short-hand notation for (A * ) −1 . The skeleton functional approximation provides the following error function for the same shifts (see [37, Theorem 3] with
In the Kronecker linear system setting in (2.2) this error becomes
where in the last equation we used the relation vec(X) = (A ⊗ I n + I n ⊗ A)
Analogously (cf. [24, (4.2.7) and Lemma 4.2.10]), for i, j = 1, . . . , n
so that each factor in (2.6) satisfies
Thanks to the general property vec(AXB) = (B ⊤ ⊗ A) vec(X) (cf. Lemma 4.3.1 in
[24]), we finally obtain
As already mentioned (cf. Remark 2.1), the use of conjugate shifts in the definition of ADI in Proposition 2.2 is mostly technical. For real A, complex conjugate shifts are used, to be able to keep most computation in real arithmetic. In fact, for computational reasons the ADI recurrence is often used with only real shifts, for which the equivalence of ADI and the skeleton approximations is immediate.
3. Equivalence of Rational and ADI approximate solutions for H 2 -optimal shifts. In this section we provide a strong connection between the rational approximation X m and the skeleton/ADI approximate solution. In particular, we show that the RKSM and ADI approximations are equal if and only if the Ritz values of the Rational Krylov projection coincide with the shifts s j . It is interesting to realize that this necessary and sufficient condition corresponds to the necessary condition for optimal H 2 model reduction; we refer to [22] for a full account of this latter necessary condition and its role in order reduction of dynamical systems.
To proceed with our derivation, we first show that the skeleton approximation has an explicit expression in terms of a convenient basis of K m (A, b, s m ). We recall that for a given sequence of values s 1 , . . . , s m , the matrices
and
have the same space range, namely the rational Krylov subspace K m (A, b, s m ). We shall rely on these non-orthogonal bases to derive some insightful properties. Throughout the paper we shall assume that both U m and K m have full rank. Proposition 3.1. The skeleton approximation matrix in (2.4) can be written as
2)
..,m . We wish to simplify the expression in (2.4).
The decomposition of Proposition 3.1 is the natural matrix counterpart of the definition in (1.3). Note that the equivalence with X skel m provides an explicit and simple expression for the ADI approximate solution. Clearly, we do not advocate using this expression for numerical calculations, since the matrix α α α may be very ill-conditioned. However, this simple form of the solution allows us to derive some interesting relations among seemingly different approaches.
To appreciate the role of α α α −1 we recall that the (Hermitian) Cauchy matrix is the solution to the following Lyapunov equation (see, e.g., [24, sec. 5.0.4]):
Here 1 is the vector of all ones. Equivalently, we have
Note also that U m satisfies the relation
We next derive a relation for the skeleton residual matrix. Thanks to the equivalence with the ADI method, such relation also applies to the ADI residual. 
Proof. We use (3.
. We then explicitly write
where in (3.6) equations (3.4) and (3.5) were used. The result thus follows. Using (3.5) we immediately obtain U *
Clearly, if the matrix U m were chosen to have orthonormal columns, then T m = U * m AU m and g m = U * m b. In the following the relation in (3.7) will play a crucial role; we shall assume that T m is diagonalizable. We first provide a preliminary result connecting the Galerkin condition with a condition on g m . Proof. We have
Therefore, U * m R skel m U m = 0 if and only if g m − α α α −1 1 = 0. We are thus ready to state the main result of this section. We mention that a similar result was recently announced in [13] . Proof. We first recall that the Galerkin approximation X m is independent of the basis chosen for K m (A, b, s m ) .
Let z j be the jth column of Z. Then applying z * j to (3.7) gives z *
* . Since the right-hand side is a vector of equal entries, we can scale z j so that its ith component is given by (z * j ) i = 
which, compared with (3.4) with g m = α α α
m is a skew-Hermitian matrix. On the other hand, from (3.7) we also obtain T m α α α
, which is Hermitian. Therefore, it must be that T m α α α
The proof of Theorem 3.4 is fully algebraic and uncovers some interesting relations. However, it is also possible to derive a more functional-oriented proof, as the following remark shows.
Remark 3.5. The necessary and sufficient condition of Theorem 3.4 also follows from recalling the key properties of the functional skeleton approximation. Indeed, by construction, the symmetric function f skel can be written as f skel (x, y) =P q(x)q(y) is a polynomial of degree at most m − 1 with respect to every variable separately, such that
Clearly, P (x, y) interpolates q(x)q(y) x+y at points (λ i ,λ j ) for 1 ≤ i, j ≤ m. So, thanks to the uniqueness of such interpolation, P (x, y) ≡P (x, y) if and only ifλ i = s i , i = 1, . . . , m for some index permutation of the λ i 's.
Convergence analysis of the Rational Krylov subspace method.
In this section we analyze the convergence of RKSM. We first show that the error for the RKSM approximation may be bounded in terms of that of ADI. Then we derive a general convergence estimate for the RKSM approximation.
We expect the Galerkin approximation associated with the rational Krylov subspace to be better than ADI, when using the same poles, because of the projection process, which allows the method to improve adaptation to the spectrum. However, as we have already seen in Theorem 3.4, the two methods may be equivalent under certain choices of the shifts. In this section we deepen this understanding and show that RKSM in general is at least as good as ADI, in terms of convergence rate.
We first need a lemma, that ensures that the structure of the skeleton approximation is maintained after projection onto the smaller space. −1 g, which proves the sought after relation. We can thus bound the error in the rational Krylov approximation by the problem characterizing the ADI error (cf., e.g., [50] , [32] [6] ) and c 2 = 1 2dist(0,W (A)) . Then
where · F is the Frobenius norm. Proof. We can write
Let us first estimate the quantity within the first set of parentheses. Its norm can be written as
where the residual matrix R skel m is the same as in Proposition 3.2. We then show that
owing to convexity. A similar derivation also shows that W (I n ⊗ A) = W (A). Hence,
Due to convexity and R-symmetry,
For a skeleton approximant one has
Thus, for x j =s j =ȳ j one has 1 − (x + y)f skel (x, y) = r(x) r(ȳ). Recalling that A is real, so that A =Ā and that A ⊗ I n commutes with I n ⊗ A, we have
Therefore, using Crouzeix's result ( One can easily recognize the usual ADI error estimate in the right-hand side of the inequality of Theorem 4.2. It is also known that the bound for the ADI error is reachable, in terms of convergence rate, and thus such upper bound may be viewed as a worst case scenario for ADI. Therefore, the result of Theorem 4.2 provides a realistic picture of the relative performance of the two methods. The superiority of the rational Krylov subspace method for the same shifts can be easily appreciated in practical cases, as depicted in the following example.
Example 4.3. We consider the finite difference discretization of the 2D operator L(u) = −∆u + (50xu x ) x + (50yu y ) y on the unit square, with homogeneous Dirichlet boundary conditions, yielding a matrix of size 3600. For simplicity, we take b to be the vector of all ones, normalized to have unit norm. We computed a set of 20 shifts by using the routine lp para.m in the Lyapack Package ( [40] ), with a pair (applied to A and A −1 ) of Krylov subspaces of size 60 each (cf. the left plot of Figure 4 .1). The shifts are employed cyclically, as is customary in the implementation of ADI via the cyclic low-rank Smith method; the latter is what we used in our experiments. The performance of both EKSM and ADI is reported in the right plot of Figure 4 .1. The plot shows the typical expected performance of the general rational Krylov subspace method, compared to ADI, when non-optimal shifts are used. Indeed, the rate of convergence is appreciably higher for RKSM than for ADI. Even larger differences in performance are observed for more difficult problems. Note that on this particular problem no adaptation to the spectrum is observed in the Rational Krylov subspace methods. Occurrence of adaptation would improve its performance even further. Without resorting to the skeleton/ADI approximation, it is possible to give general error bounds for RKSM by using tools from potential theory. This is discussed in the following subsection.
Error estimates for the Rational Krylov subspace method.
In this section we derive general non-adaptive error estimates for the Rational Krylov subspace method. Clearly, the performance of the method highly depends on the choice of the shifts, so that the actual rate may significantly deteriorate if the shifts are badly chosen. Similar considerations are well known for the ADI method, where the selection of the shifts needs to be performed as a preliminary step; see, e.g., [43] for a recent study. Approaches based on the Rational Krylov subspace have the advantage that richer information is built while the iteration progresses. This feature was recently exploited in [8] to devise an adaptive choice of shifts. In this section, however, we limit our analysis to a sequence of shifts chosen a priori.
We shall derive asymptotical (as m → ∞) error bounds. They are applicable to a bounded operator A acting in a Hilbert space or to a family of matrices of increasing dimensions whose numerical ranges are subsets of a fixed convex continuum W .
Let D denote the closed unit disk, and let Ψ : C\D → C\W , Φ = Ψ −1 be the direct and inverse Riemann mappings for W ≡ W (A), with W ⊆ C + and W = W . Introduce the following canonical contours (isolines of Green's function) and canonical domains for W :
Let {z k } k∈N with z k ∈ W for all k be a sequence of poles. We recall that
where as before the bar stands for complex conjugation. The corresponding Takenaka-Malmquist rational functions [48, 34] are 
It is known and can directly be checked that
and that
As well as in [30] , we implement the technique of Faber-Dzhrbashyan rational functions [9, 31] 9) which are actually the Faber transformations [47, 10, 15] of φ l . Namely (see [30, § 3] ), we have the decompositions
where
and Γ is a contour homeotopic in C \ [W ∪ (−W )] to the imaginary axis. Owing to [6, Theorem 2 and formula (1)] and the uniform boundedness of M k on W , we have
Combining (4.13) with the exactness of the rational Krylov subspace for [30, Lemma 3, 3] ) and subtracting (4.11) from (4.10), we derive the bound
14)
the symbol denoting the same as O. We are now ready to state our error bounds. Lemma 4.4. Uniformly in w and l, the assertion
holds.
Proof. The generalization of Bernstein-Walsh lemma to rational functions (see [19, § 1] ) implies the inequality
where g(w; v) is Green's function for the domain C \ E with singularity at a point v [36, Ch. 5, § 5]. Note that the singularities Φ(z k ) / ∈ D are uniformly separated from E.
2 One has the representation
where ϕ : C \ E −→ C \ D is the Riemann conformal bijective map satisfying the conditions ϕ(∞) = ∞ and ϕ ′ (∞) > 0. For the function
When v runs over the set of singularities {Φ(z k )} ⊂ C \ D, the condition |ϕ(v)| ≥ c 1 with some c 1 > 1 is satisfied, so if w / ∈ E and |ϕ(w)| ≤ c1+1 2 < c 1 , then, substituting t = ϕ(w) into (4.19), we obtain
whence, in view of (4.17) and the invariance of the unit circumference ∂D under (4.18),
and thus
Since E is an analytical image of a convex compact W , ∂E is a finite rotation (Radon) curve, so the Riemann map ϕ can be continuously extended up to ∂E (see [46, ch. IX, § 3]). Therefore, the restriction of the so extended ϕ onto the compact
is uniformly continuous, so that 
takes place. Proof. The right inequality follows from the fact that if the poles z k 's are uniformly separated from W , then the parameters a k 's are uniformly separated from the unit circumference and thus, in view of (4.8) and the maximum principle,
Let ρ > 1 be sufficiently close to 1. We derive from (4.5), (4.6), (4.12) with Γ = Γ ρ
where the constants under the symbols depend on ρ.
It follows from (4.23) with E replaced with Φ(Γ ρ ) −1 and Φ(−Γ ρ ) −1 respectively, that there exists a constant q, 0 < q < 1, such that
Thus, in view of (4.24),
Acting "symmetrically" and taking Γ = −Γ ρ , we obtain
so due to (4.14),
Since ρ can be taken arbitrarily close to 1 and since
it remains to apply the result (4.4) of Lemma 4.4 and to extract the mth degree root.
Recall that W = W . Therefore, F ≡ E −1 = Φ(−W ) coincides with the inversion of E in the sense of the theory of conformal mappings.
Let µ E be the equilibrium measure for E relative to the open unit disk. Due to the inversion symmetry [35, Ch. V, § 5] and to the conformal invariance of equilibrium measures, the measure µ F such that (µ E , µ F ) is the equilibrium pair of the condenser (E, F ) is obtained from µ E by means of an inversion with respect to the unit circumference.
Theorem 4.6. Let the poles z k be chosen so that the sequence a k ∈ ∂E be uniformly distributed with respect to µ E . Then the error estimate
holds, where R(E, F ) is the Riemann modulus [35, Ch. VII] of the condenser (E, F ).
Proof. The sequence a k −1 ∈ ∂F of poles of B l is uniformly distributed with respect to µ F . It follows from the distribution of roots and poles and from Walsh and Gonchar's theory [51, 19] on the third Zolotaryov problem in the complex plane that
which in view of (4.7) implies that
Now, (4.25) follows from (4.22) . The ADI recurrence and the Rational Krylov subspace method show the same worst-case non-adaptive convergence rate when the shifts are optimally chosen, where in this case optimal means that they are the best -in the Cauchy-Hadamard sense -asymptotical convergence factors. The following proposition formalizes this statement. In section 4.1.1 numerical evidence will also be reported for the case when the field of values is either a segment or a disk. (4.25) .
Proof. Due to the symmetry with respect to the imaginary axis, the convergence factor from the problem of minimization of the maximum in 26) where K and K ′ are the principal and complementary elliptic integrals of modulus k,
Proof. In this case, Φ is the inverse Zhukovsky function with a linearly transformed argument. Formulae (4.28) mean that F = Φ(−W ) = [a, b], and formulae (4.29) 
Then, formulas (4.27) and (4.26) follow from (4.25) and [20] .
Remark 4.9. Accounting for Proposition 4.7 and comparing the optimization problem arising in (4.2) with W a segment and the one arising in [29, Theorem 4 .4], we are lead to the following conclusion: according to estimates (4.26) and [29] , RKSM for solving the Lyapunov equation converges asymptotically twice as fast as the Rational Krylov subspace method for the approximate computation of the family of exponentials exp(−tA)b, t ≥ 0. An illustration of the estimate (4.26) is presented in Figure 4 .2. To eliminate the influence of adaptation to a discrete spectrum, we used the rational Krylov quadrature [7, § 3] ; see the details of the computations in [30, example 4.4] . We also used a number-theoretical generator of uniformly distributed sequences based on Weyl's criterion [5] . The "plateaus" in the graph of the actual error are explained by the pseudo-randomness of the shifts; see [29, translates ∂F into the circumference with center 0 and with radius equal to the righthand side of (4.30), while the unit circumference is invariant under (4.31). Table 4 It is reported in [2] that ". . . Galerkin projection via ADI subspaces often produces much more accurate solutions than ADI solutions"; see also [45] , [8] . In our last numerical test we simulated the situation when a user knows the set W but is unwilling to compute the equilibrium measure µ E . We considered the disk with center 1.01 and radius 1. following the proof of Theorem 4.2) and (4.30) or (4.22), respectively. Condition (2.1) was satisfied. To avoid irregularity in the graphs, at step m we took m shifts depending on m, under the condition that the limit distribution of shifts was the same as if we took extendable sequences of shifts, so taking m-dependent shifts did not change the convergence factors. Optimal (left plot) and non-optimal (right plot) shifts were considered, where the non-optimal shifts correspond to the measure for poles with constant density on −∂W . We plotted the main parts of the suitable estimates:
for ADI and B m C(E) for RKSM.
It can be seen from the picture that for optimal shifts the estimated convergence rates of the two methods coincide; for non-optimal shifts, though demonstrating worse convergence than with optimal shifts, RKSM significantly supersedes ADI. 
