We construct the first known complex valued harmonic morphisms from the non-compact Lie groups SLn(R), SU * (2n) and Sp(n, R) equipped with their standard Riemannian metrics. We then introduce the notion of a bieigenfamily and employ this to construct the first known solutions on the noncompact Riemannian SO * (2n), SO(p, q), SU(p, q) and Sp(p, q). Applying a duality principle we then show how to manufacture the first known complex valued harmonic morphisms from the compact Lie groups SO(n), SU(n) and Sp(n) equipped with semi-Riemannian metrics.
Introduction
In differential geometry the notion of a minimal submanifold of a given ambient space is of great importance. Harmonic morphisms φ : (M, g) → (N, h) between semi-Riemannian manifolds are useful tools for the construction of such objects. They are solutions to over-determined non-linear systems of partial differential equations determined by the geometric data of the manifolds involved. For this reason harmonic morphisms are difficult to find and have no general existence theory, not even locally.
For the existence of harmonic morphisms φ : (M, g) → (N, h) it is an advantage that the target manifold N is a surface i.e. of dimension 2. In this case the problem is invariant under conformal changes of the metric on N 2 . Therefore, at least for local studies, the codomain can be taken to be the complex plane with its standard flat metric. For the general theory of harmonic morphisms between semi-Riemannian manifolds we refer to the excellent book [2] and the regularly updated on-line bibliography [6] .
In [8] the current authors introduce the notion of an eigenfamily of complex valued functions from semi-Riemannian manifolds. This is used to manufacture a variety of locally defined harmonic morphisms from the classical compact Lie groups SO(n), SU(n) and Sp(n) equipped with their standard Riemannian metrics. A general duality principle is developed and employed to construct solutions on the non-compact Lie groups SL n (R), SU * (2n), Sp(n, R), SO * (2n), SO(p, q), SU(p, q) and Sp(p, q) equipped with their standard dual semi-Riemannian metrics.
The current paper is devoted to the study of the dual problem. We are now mainly interested in the classical non-compact semisimple Lie groups equipped with their standard Riemannian metrics. We construct the first known locally defined complex valued harmonic morphisms from SL n (R), SU * (2n) and Sp(n, R) which are not invariant under the action of the subgroups SO(n), Sp(n) or U(n), respectively, see [11] . We generalize the idea of an eigenfamily and introduce the notion of a bi-eigenfamily of complex valued functions on a semi-Riemannian manifold. This leads to the construction of the first known locally defined complex valued harmonic morphisms on the important noncompact Riemannian Lie groups SO * (2n), SO(p, q), SU(p, q) and Sp(p, q).
Employing the earlier mentioned duality principle we then show how to produce the first known locally defined complex valued harmonic morphisms on the compact Lie groups SO(n), SU(n) and Sp(n) equipped with their standard dual semi-Riemannian metrics. It should be noted that the non-compact semisimple Lie groups SO(n, C), SL n (C) and Sp(n, C) are complex manifolds and hence their holomorphic coordinate functions form orthogonal harmonic families, see [8] . This means that in these cases the problem is more or less trivial.
Throughout this article we assume, when not stating otherwise, that all our objects such as manifolds, maps etc. are smooth i.e. in the C ∞ -category. For our notation concerning Lie groups we refer to the wonderful book [13] .
Harmonic Morphisms
Let M and N be two manifolds of dimensions m and n, respectively. Then a semi-Riemannian metric g on M gives rise to the notion of a Laplacian on (M, g) and real-valued harmonic functions f : (M, g) → R. This can be generalized to the concept of a harmonic map φ : (M, g) → (N, h) between semi-Riemannian manifolds being a solution to a semi-linear system of partial differential equations, see [2] . Definition 2.1. A map φ : (M, g) → (N, h) between semi-Riemannian manifolds is called a harmonic morphism if, for any harmonic function f :
The following characterization of harmonic morphisms between semi-Riemannian manifolds is due to Fuglede and generalizes the corresponding well-known result of [4, 12] in the Riemannian case. For the definition of horizontal conformality we refer to [2] .
between semi-Riemannian manifolds is a harmonic morphism if and only if it is a horizontally (weakly) conformal harmonic map.
The next result generalizes the corresponding well-known theorem of Baird and Eells in the Riemannian case, see [1] . It gives the theory of harmonic morphisms a strong geometric flavour and shows that the case when n = 2 is particularly interesting. In that case the conditions characterizing harmonic morphisms are independent of conformal changes of the metric on the surface N 2 . For the definition of horizontal homothety we refer to [2] .
Let φ : (M, g) → (N n , h) be a horizontally conformal submersion from a semi-Riemannian manifold (M, g) to a Riemannian manifold (N, h). If i. n = 2 then φ is harmonic if and only if φ has minimal fibres, ii. n ≥ 3 then two of the following conditions imply the other: (a) φ is a harmonic map, (b) φ has minimal fibres, (c) φ is horizontally homothetic.
In what follows we are mainly interested in complex valued functions φ, ψ : (M, g) → C from semi-Riemannian manifolds. In this situation the metric g induces the complex-valued Laplacian τ (φ) and the gradient grad(φ) with values in the complexified tangent bundle T C M of M . We extend the metric g to be complex bilinear on T C M and define the symmetric bilinear operator κ by κ(φ, ψ) = g(grad(φ), grad(ψ)). Two maps φ, ψ : M → C are said to be orthogonal if κ(φ, ψ) = 0.
The harmonicity and horizontal conformality of φ : (M, g) → C are given by the following relations τ (φ) = 0 and κ(φ, φ) = 0. The next result shows that an eigenfamily on a semi-Riemannian manifold can be used to produce a variety of local harmonic morphisms. 3. The Riemannian Lie group GL n (C) Let G be a Lie group with Lie algebra g of left-invariant vector fields on G. Then a Euclidean scalar product g on the algebra g induces a leftinvariant Riemannian metric on the group G and turns it into a Riemannian manifold. If Z is a left-invariant vector field on G and φ, ψ : U → C are two complex valued functions defined locally on G then the first and second order derivatives satisfy
. The tension field τ (φ) and the κ-operator κ(φ, ψ) are then given by
where B is any orthonormal basis of the Lie algebra g.
Let GL n (C) be the complex general linear group equipped with its standard Riemannian metric induced by the Euclidean scalar product on the Lie algebra gl n (C) given by
For 1 ≤ i, j ≤ n we shall by E ij denote the element of gl n (R) satisfying (E ij ) kl = δ ik δ jl and by D t the diagonal matrices
For 1 ≤ r < s ≤ n let X rs and Y rs be the matrices satisfying
With the above notation we have the following easily verified matrix identities
The Riemannian Lie group SL n (R)
In this section we construct eigenfamilies of complex valued functions on the general linear group GL n (R). These families can be used to construct local harmonic morphisms on the non-compact semisimple special linear group SL n (R) = {x ∈ GL n (R)| det x = 1}. The Lie group R * of non-zero real numbers acts on GL n (R) by multiplication (r, x) → rx and the orbit space of this action is SL n (R). The Lie algebra gl n (R) of GL n (R) consists of all real n × n matrices and for this we have the canonical orthonormal basis
Lemma 4.1. For 1 ≤ i, j ≤ n let x ij : GL n (R) → R be the real valued coordinate functions given by
where {e 1 , . . . , e n } is the canonical basis for R n . Then the following relations hold
x it x kt .
Proof. It follows directly from the definition of the functions x ij that if X is an element of the Lie algebra gl n (R) then the first and second order derivatives satisfy X(x ij ) :
x → e i · x · X · e t j and X 2 (x ij ) :
x → e i · x · X 2 · e t j . Employing the above mentioned matrix identities we then yield
Let P, Q : GL n (R) → C be homogeneous polynomials of the coordinate functions x ij : GL n (R) → C of degree one i.e. of the form
a ij x ij and Q = trace(Bx t ) = n k,l=1
b kl x kl for some A, B ∈ C n×n . Then it is easily seen that 
It should be noted that the local harmonic morphisms on GL n (R) obtained by Theorem 2.5 and Theorem 4.2 are invariant under the action of R * and hence induce local harmonic morphisms on the special linear group SL n (R). 6 Example 4.3. The 3-dimensional Lie group SL 2 (R) is given by
The vector (1, i) generates a 1-dimensional maximal isotropic subspace V of C 2 inducing the eigenfamily
and applying Theorem 2.5 we yield the well known globally defined harmonic
Here (2) is the hyperbolic upper half plane in C.
The Riemannian Lie group SU * (2n)
In this section we construct eigenfamilies on the non-compact Lie group
These families can be used to construct local harmonic morphisms on the semisimple SU * (2n). The Lie group R + of positive real numbers acts on U * (2n) by multiplication (r, q) → rq and the orbit space of this action is
The Lie algebra u * (2n) of U * (2n) is given by
and for this we have the standard orthonormal basis consisting of the following elements
Lemma 5.1. For 1 ≤ i, j ≤ n let z ij , w ij : U * (2n) → C be the complex valued coordinate functions given by
where {e 1 , . . . , e 2n } is the canonical orthonormal basis for C 2n . Then the following relations hold
Proof. The method of proof is exactly the same as for Lemma 4.1.
Let P, Q : U * (2n) → C be homogeneous polynomials of the coordinate functions z ij , w ij : GL n (R) → C of degree one i.e. of the form
for some A, B, C, D ∈ C n×n . Employing the results of Lemma 5.1 a simple calculation shows that
Comparing coefficients we see that κ(P, P ) = κ(P, Q) = κ(Q, Q) = 0 if and only if the matrices 
It is easy to construct non-empty subsets M of C n×n × C n×n satisfying the conditions of Theorem 5.2. Here we present two examples.
Example 5.3. If ξ is a complex number, then the complex n 2 -dimensional vector space
The local harmonic morphisms on U*(2n) obtained by Theorem 2.5 and Theorem 5.2 are invariant under the action of R + and hence induce local harmonic morphisms on the semisimple Lie group SU * (2n). 6 . The Riemannian Lie group Sp(n, R)
In this section we construct eigenfamilies on the non-compact semisimple Lie group
the real valued coordinate functions given by
where {e 1 , . . . , e 2n } is the canonical orthonormal basis for R 2n . Then the following relations hold
Let v ∈ C n be a non-zero element, then the 2n-dimensional vector space
is an eigenfamily on Sp(n, R). Theorem 6.3. For non-zero elements a, b ∈ C n the vector space
is an eigenfamily on Sp(n, R).
Proof. Employing the results of Lemma 6.1 it is easily seen that if P and Q both belong to one of the sets described above then 2κ(P, Q) + P Q = 0.
Bi-Eigenfamilies
The notion of an eigenfamily has in earlier sections turned out to be useful for the construction of harmonic morphisms from the Riemannian non-compact semisimple Lie groups SL n (R), SU * (2n) and Sp(n, R). In order to solve the problem in the cases of SO * (2n), SO(p, q), SU(p, q) and Sp(p, q)
we now generalize to the notion of a bi-eigenfamily. 
be two non-empty eigenfamilies on M i.e. there exist complex numbers λ 1 ,
is said to be a bi-eigenfamily on M if there exists a complex number µ such that κ(φ, ψ) = µφψ for all φ ∈ E 1 and ψ ∈ E 2 . Definition 7.2. Let m, n, d 1 , d 2 be non-negative integers. Then a polynomial map P :
The following result generalizes that of Theorem 2.5 and shows that bieigenfamilies are useful ingredients for the construction of harmonic morphisms. 
If P, Q : C m × C n → C are linearly independent bi-homogeneous polynomials of the same bi-degree then the quotient In this section we construct eigenfamilies and bi-eigenfamilies of complex valued functions on the non-compact semisimple Lie group SO * (2n) = {q ∈ SU(n, n) | q · I nn · J n · q t = I nn · J n } where U(n, n) = {z ∈ GL 2n (C) | z · I n,n · z * = I n,n } and
The Lie algebra so * (2n) of SO * (2n) is given by
and for this we have the standard orthonormal basis consisting of the following matrices
iY rs iY rs 0 where 1 ≤ r < s ≤ n and 1 ≤ t ≤ n. Lemma 8.1. For 1 ≤ i, j ≤ n let z ij , w ij : SO * (2n) → C be the complex valued coordinate functions given by
Let v be a non-zero element of C n . Then the vector spaces
are eigenfamilies on SO * (2n) and their union
is a bi-eigenfamily.
Proof. If φ a , φ b ∈ E 1 (v) and ψ c , ψ d ∈ E 2 (v) then it is an immediate consequence of Lemma 8.1 that
This proves the statement of Theorem 8.2.
Theorem 8.3. Let a be a non-zero element of C n . Then the vector spaces
are eigenfamilies on SO * (2n).
Notation
In this section we introduce the necessary notation for dealing with the important non-compact cases SO(p, q), SU(p, q) and Sp(p, q). Further we state a few matrix identities useful for those readers interested in the details of our calculations.
For a positve integer n let p, q be non-negative integers such that n = p+q. Further let the index sets ∆ 1 , ∆ 2 , Λ 1 , Λ 2 be defined by ∆ 1 = {1, . . . , p}, ∆ 2 = {p + 1, . . . , n}, −I p 0 0 I q and J n = 0 I n −I n 0 .
With the above notation we have the following easily verified matrix identities (r,s)∈Λ 1
Here χ : Z → {0, 1} is the characteristic function for the set ∆ 1 given by
13
In the sequel we shall use the notation
10. The Riemannian Lie group SU(p, q)
In this section we construct eigenfamilies on the non-compact Lie group U(p, q). These can be used to construct a variety of local harmonic morphisms on the semisimple
The Lie group U(p, q) is the non-compact subgroup of GL n (C) given by
The circle group S 1 = {w ∈ C | |w| = 1} acts on U(p, q) by multiplication (w, z) → wz and the orbit space of this action is the group SU(p, q). The Lie algebra u(p, q) of U(p, q) is given by
with the canonical orthonormal basis
Lemma 10.1. For 1 ≤ k, l ≤ n let z kl : U(p, q) → C be the complex valued coordinate functions given by
where {e 1 , . . . , e n } is the canonical orthonormal basis for C n . Then the following relations hold
Proof. It follows directly from the definition of the functions z ij that if Z is an element of the Lie algebra u(p, q) then the first and second order derivatives satisfy
Employing the above mentioned matrix identities we then yield 
Let P, Q : U(p, q) → C be homogeneous polynomials of the coordinate functions z ij : U(p, q) → C of degree one i.e of the form P = trace(A · z t ) = n i,j=1 a ij z ij and Q = trace(B · z t ) = n k,l=1 b kl z kl for some A, B ∈ C n×n . As a direct consequence of Lemma 10.1 we then yield
Theorem 10.2. Let v be a non-zero element of C n . Then the vector spaces
, a ∈ C q 2 } are eigenfamilies on U(p, q) and their union
Proof. Assume that a, b ∈ C p 1 and define A = v t a and B = v t b. By construction any two columns of the matrices A and B are linearly dependent. This means that for all 1 ≤ i, j, k, l ≤ n det a ij b il a kj b kl = (a ij b kl − a kj b il ) = 0 so P 2 + κ(P, P ) = 0, P Q + κ(P, Q) = 0 and Q 2 + κ(Q, Q) = 0. The fact that E 1 (v) is an eigenfamily is now a direct consequence of Lemma 10.1. A similar argument shows that E 2 (v) is also an eigenfamily. Note that κ(P, Q) = P Q for any P ∈ E 1 (v), Q ∈ E 2 (v). This shows that B is a bi-eigenfamily on U(p, q).
Theorem 10.3. Let u, v be two non-zero elements of C p 1 and C q 2 , respectively. Then the sets
Proof. The argument is similar to that used to prove the first part of Theorem 10.2.
It should be noted that the local harmonic morphisms on U(p, q) that we obtain by applying Theorem 7.3 are invariant under the cirle action and hence induce local harmonic morphisms on the semisimple Lie group SU(p, q).
The Riemannian Lie group SO(p, q)
In this section we construct eigenfamilies on the non-compact semisimple Lie group SO(p, q) = {x ∈ SL p+q (R) | x · I p,q · x t = I p,q }. The Lie algebra so(p, q) of SO(p, q) is given by
For this we have the canonical orthonormal basis
Lemma 11.1. For 1 ≤ i, j ≤ n let x ij : SO(p, q) → R be the real valued coordinate functions given by
where {e 1 , . . . , e n } is the canonical orthonormal basis for R n . Then the following relations hold
x it x kt − t∈∆ 2
x it x kt ] .
Proof. The proof is similar to that of Lemma 10.1.
Let P, Q : SO(p, q) → C be homogeneous polynomials of the coordinate functions x ij : SO(p, q) → C of degree one i.e. of the form
a ij x ij and Q = trace(B · x t ) = n k,l=1
b kl x kl for some A, B ∈ C n×n . As a direct consequence of Lemma 11.1 we then yield
x it x kt − p+q t=p+1
x it x kt ] Comparing coefficients in the case when the integer χ(j) + χ(l) is even we see that P Q + 2κ(P, Q) = 0 if for all 1 ≤ i, k ≤ n n j=1 a ij b kj = 0 and det
for all 1 ≤ i, j, k, l ≤ n.
Theorem 11.2. Let u be a non-zero element of C n and V 1 , V 2 be maximal isotropic subspaces of C p 1 and C q 2 , respectively. Then the vector spaces
are eigenfamilies on SO(p, q) and their union
Proof. Assume that a, b ∈ V 1 and define A = u t a and B = u t b. By construction any two columns of the matrices A and B are linearly dependent. This means that for all 1 ≤ i, j, k, l ≤ n det
Furthermore we have
Hence P 2 + 2κ(P, P ) = 0, P Q + 2κ(P, Q) = 0, Q 2 + 2κ(Q, Q) = 0. It follows directly from Lemma 11.1 that E V 1 (u) is an eigenfamily. A similar argument shows that even E V 2 (u) is an eigenfamily on SO(p, q). It is easy to see that 2κ(P, Q) − P Q = 0 for any P ∈ E V 1 (u), Q ∈ E V 2 (u). This shows that B is a bi-eigenfamily on SO(p, q). Proof. The argument is similar to that used to prove the first part of Theorem 11.2.
The Riemannian Lie group Sp(p, q)
In this section we construct eigenfamilies on the non-compact semisimple Lie group Sp(p, q) = {g ∈ GL p+q (H) | g · I p,q · g * = I p,q }. Using the standard representation of the quaternions H in C 2×2
it is easily seen that the Lie algebra sp(p, q) of Sp(p, q) is the set of matrices
where Z 11 +Z t 11 = 0, Z 22 +Z t 22 = 0, W 11 = W t 11 and W 22 = W t 22 . For the Lie algebra we have the standard orthonormal basis being the union of the following sets
Lemma 12.1. For 1 ≤ i, j ≤ n = p + q let z ij , w ij : Sp(p, q) → C be the complex valued coordinate functions given by
Proof. The proof is similar to that of Lemma 10.1 but more involved.
2 } are eigenfamilies on Sp(n) and their union
Proof. Let a, b, c, d be arbitrary elements of C p 1 and define the complex valued functions P, Q : Sp(p, q) → C by
Then a simple calculation shows that
Automatically we also get P 2 + 2κ(P, P ) = 0 and Q 2 + 2κ(Q, Q) = 0. It now follows directly from Lemma 11.1 that E 1 (v) is an eigenfamily. A similar argument shows that E 2 (v) is an eigenfamily on Sp(p, q). It is easy to see that 2κ(P, Q) − P Q = 0 for any P ∈ E 1 (v), Q ∈ E 2 (v). This shows that B is a bi-eigenfamily on Sp(p, q).
The Duality
In this section we show how a real analytic bi-eigenfamily B on a Riemannian non-compact semisimple Lie group G gives rise to a real-analytic bi-eigenfamily B * on its semi-Riemannian compact dual U and vice versa. The method of proof is borrowed from a related duality principle for harmonic morphisms from Riemannian symmetric spaces, see [9] .
Let W be an open subset of a non-compact semisimple Lie group G equipped with its standard Riemannian metric and φ : W → C be a real analytic map. Let G C denote the complexification of the Lie group G. Then φ extends uniquely to a holomorphic map φ C : W C → C from some open subset W C of G C . By restricting this map to U ∩ W C we obtain a real analytic map φ * : W * → C from some open subset W * of U .
Theorem 13.1. Let E be a family of maps φ : W → C and E * be the dual family consisting of the maps φ * : W * → C constructed as above. Then E * is an eigenfamily if and only if E is an eigenfamily.
Proof. Let g = k + p be a Cartan decomposition of the Lie algebra of G where k is the Lie algebra of a maximal compact subgroup K. Furthermore let the left-invariant vector fields X 1 , . . . , X n ∈ p form a global orthonormal frame for the distribution generated by p and similarly Y 1 , . . . , Y m ∈ k form a global orthonormal frame for the distribution generated by k. We shall now assume that φ and ψ are elements of the eigenfamily E on the Riemannian W i.e.
By construction and by the unique continuation property of real analytic functions the extension φ C of φ satisfies the same equations.
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The Lie algebra of U has the decomposition u = k + ip and the leftinvariant vector fields iX 1 , . . . , iX n ∈ ip form a global orthonormal frame for the distribution generated by ip. Then
This shows that E * is an eigenfamily. The converse is similar. is the subspace of skew-Hermitian matrices. The scalar product is positive definite on W + and negative definite on W − . This means that for two complex valued functions φ, ψ : U → C locally defined on GL n (C) the differential operators τ and the κ satisfy
where B + and B − are orthonormal bases for W + and W − , respectively.
With the duality principle of Theorem 13.2 we can now easily construct harmonic morphisms from the compact Riemannian Lie groups SO(n), SU(n) and Sp(n) via the following classical dualities G ∼ = U : 21 Proof. The statement is an immediate consequence of the following basic facts concerning first and second order derivatives of products X(φ 1 ψ 1 ) = X(φ 1 )ψ 1 + φ 1 X(ψ 1 ), X 2 (φ 1 ψ 1 ) = X 2 (φ 1 )ψ 1 + 2X(φ 1 )X(ψ 1 ) + φ 1 X 2 (ψ 1 ).
The following result shows how the operators τ and κ behave with respect to quotients. Proof. For the first and second order derivatives of the quotient P/Q we have the following basic facts X(φ) = X(P )Q − P X(Q) Q 2 , X 2 (φ) = Q 2 X 2 (P ) − 2QX(P )X(Q) + 2P X(Q)X(Q) − P QX 2 (Q) Q 3 leading to the following formulae for τ (φ) and κ(φ, φ) Q 3 τ (φ) = Q 2 τ (P ) − 2Qκ(P, Q) + 2P κ(Q, Q) − P Qτ (Q), Q 4 κ(φ, φ) = Q 2 κ(P, P ) − 2P Qκ(P, Q) + P 2 κ(Q, Q). The statement is a direct consequence of those relations.
