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ABSTRACT
Finding habitable worlds is a key driver of solar system exploration. Many solar
system missions seek environments providing liquid water, energy, and nutrients, the
three ingredients necessary to sustain life.
Such environments include hydrothermal systems, spatially-confined systems where
hot aqueous fluid circulates through rock by convection. I sought to characterize
hydrothermal microbial communities, collected in hot spring sediments and mats at
Yellowstone National Park, USA, by measuring their bulk elemental composition. To
do so, one must minimize the contribution of non-biological material to the samples
analyzed. I demonstrate that this can be achieved using a separation method that
takes advantage of the density contrast between cells and sediment and preserves
cellular elemental contents. Using this method, I show that in spite of the tremendous
physical, chemical, and taxonomic diversity of Yellowstone hot springs, the composition
of microorganisms there is surprisingly ordinary. This suggests the existence of a
stoichiometric envelope common to all life as we know it. Thus, future planetary
investigations could use elemental fingerprints to assess the astrobiological potential
of hydrothermal settings beyond Earth.
Indeed, hydrothermal activity may be widespread in the solar system. Most solar
system worlds larger than 200 km in radius are dwarf planets, likely composed of an
icy, cometary mantle surrounding a rocky, chondritic core. I enhance a dwarf planet
evolution code, including the effects of core fracturing and hydrothermal circulation, to
demonstrate that dwarf planets likely have undergone extensive water-rock interaction.
This supports observations of aqueous products on their surfaces. I simulate the
alteration of chondritic rock by pure water or cometary fluid to show that aqueous
alteration feeds back on geophysical evolution: it modifies the fluid antifreeze content,
i
affecting its persistence over geological timescales; and the distribution of radionuclides,
whose decay is a chief heat source on dwarf planets. Interaction products can be
observed if transported to the surface. I simulate numerically how cryovolcanic trans-
port is enabled by primordial and hydrothermal volatile exsolution. Cryovolcanism
seems plausible on dwarf planets in light of images recently returned by spacecrafts.
Thus, these coupled geophysical-geochemical models provide a comprehensive picture
of dwarf planet evolution, processes, and habitability.
ii
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Chapter 1
OVERVIEW AND SIGNIFICANCE OF HYDROTHERMAL SYSTEMS
The tantalizing question of whether other worlds are inhabited, or even habitable,
remains unanswered after almost forty years of robotic exploration of our solar system.
This question has been a key driver of the exploration of Mars by orbital and landed
spacecraft, from the Mariner and Viking era to the Mars Science Laboratory (MSL),
through a set of orbiters and landers that “followed the water” (e.g. Squyres et al.,
2008). Meanwhile, the Pioneer and Voyager spacecrafts revealed the potential of icy
moons of the giant planets to harbor subsurface oceans (Lewis, 1971; Consolmagno
and Lewis, 1978; Plescia, 1987; Croft et al., 1995). This prospect materialized with
evidence gathered by Galileo of subsurface oceans under Europa and Ganymede’s
icy shells (Khurana et al., 1998; McCord et al., 1998, 1999; Pappalardo et al., 1999;
Kivelson et al., 2000; McCord et al., 2001; Kivelson et al., 2002), and the Cassini
discoveries of material from an ocean inside Enceladus being vented to space (Porco
et al., 2006; Waite et al., 2009; Postberg et al., 2009, 2011; Hsu et al., 2015). Just this
year, the first images of the dwarf planets Ceres, Pluto, and Charon returned by the
Dawn and New Horizons spacecrafts have begun to reveal geologically active worlds,
seemingly shaped by the action of subsurface liquid having leached material from rock
or processed primordial nutrients in energy-producing reactions. Building on these
results, current and upcoming solar system missions are on a quest for past or present
habitable environments that would provide water, energy, and nutrients, the three
ingredients necessary to sustain life (National Research Council, 2011).
Hydrothermal systems are such environments. They constitute the common
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thread of this dissertation, which presents results regarding their habitability from the
standpoints of both biological demand (Chapters 2 and 3) and environmental supply
(Chapters 4 through 7) of the above ingredients. In this opening chapter, I briefly
introduce hydrothermal systems, their likelihood of occurrence in the solar system,
and their importance in shaping habitable environments. This introduction provides
context for Chapters 2 through 7, which have all been published or submitted for
publication as individual papers. In Chapter 8, I summarize the results from these
papers and suggest avenues for future work.
1.1 Relevant Hydrothermal Processes and Settings
Hydrothermal systems are spatially-confined natural systems where hot (50oC to
500oC) aqueous fluid circulates through rock by convection. Fluid circulation is possible
because of rock permeability (Newsom, 1980; Vance et al., 2007; Pinneker, 2010), and
because of heat sources creating thermal gradients that drive convection (Turcotte
and Schubert, 2014). The fluid, in chemical disequilibrium with the surrounding
rock, alters it and leaches and transports mineral and organic solutes (Pirajno, 2009).
Fluid and rock physical and chemical properties feed back on each other and on the
properties of the hydrothermal system (Farmer, 1996; Pirajno, 2009). The complexity
of the geophysical and geochemical processes involved is portrayed in Fig. 1.
A hydrothermal system includes a recharge system, a circulation cell, and a dis-
charge system (Farmer, 1996). On Earth, manifestations of subaerial and subaqueous
systems occur at the site of discharge. Surface manifestations of hydrothermal systems
include hot springs, geysers, mud pots (all liquid-dominated), and fumaroles (vapor-
dominated). Discharge in seafloor hydrothermal systems happens most prominently at
2
hydrothermal vents. Hydrothermal systems dissipate endogenic heat ultimately arising
from energy stored during planetary accretion (by conversion of the potential energy of
the planetesimals accreted), and from the radioactive decay of the long-lived radionu-
clides 40K, 232Th, 235U, and 238U (Turcotte and Schubert, 2014). These radionuclides
are assumed present on all solar system bodies in chondritic abundances (Wasson
and Kallemeyn, 1988; Lodders, 2003). Hydrothermal systems can also be powered
by exogenic sources, both transient (impacts; Newsom, 1980; Newsom et al., 2001;
Schwenzer et al., 2012a) and over extended timescales (tidal heating; Czechowski and
Leliwa-Kopystynski, 2005; Hsu et al., 2015). Finally, geochemical reactions happening
in hydrothermal systems are often exothermic (Vance et al., 2007) and contribute
to their total heat input. Hydrothermal circulation lasts as long as liquid water, a
permeable matrix, and a thermal gradient coexist.
Circulating fluids alter mafic minerals such as olivines and pyroxenes to yield phyl-
losilicates (Schwenzer and Kring, 2009) and dissolved species (e.g. silica, carbonates,
sulfates, and other salts) that can eventually precipitate out of the fluid if they become
supersaturated (Griffith and Shock, 1995; Zolotov and Shock, 2001; Postberg et al.,
2009; Hsu et al., 2015). Supersaturation can be caused by changes in temperature
(e.g. cooling), water activity (e.g. evaporation or freezing), or chemical composition
due to additional inputs of solutes (Fig. 1).
1.2 Occurrence of Hydrothermal Systems in the Solar System
Earth has likely harbored hydrothermal systems throughout its history. While
impacts may have been a significant source of hydrothermal activity on early Earth,
during the Hadean eon (Newsom, 1980), extant hydrothermal systems are fueled by
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Figure 1: Schematic of a hydrothermal system
This figure illustrates the chemical complexity of these systems which provide energy
and nutrients to aqueous settings, enhancing their habitability. In this case, the
system is a subaqueous (seafloor) vent.
Source: NOAA.
the dissipation of endogenic heat through hot-spot volcanism and plate tectonics.
The predominance of endogenic over exogenic heat sources on present-day Earth is
expected: the amount of radiogenic and accretional energy to be dissipated should scale
to first order with the size of a solid body, and the Earth is the largest such world in
the solar system. As a consequence, many of Earth’s hydrothermal systems are located
where endogenic heat is dissipated: on hot-spots and near plate boundaries. Prime
locations of hydrothermal activity are Yellowstone National Park (Meyer-Dombard
et al., 2005; Shock et al., 2010), Iceland (Warner and Farmer, 2010), New Zealand,
the Kamchatka peninsula, and seafloor hydrothermal fields such as Lost City near the
mid-Atlantic ridge (Kelley and Delaney, 1987; Kelley et al., 1993, 2005).
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On Mars, there is no definitive evidence of even past hydrothermal activity.
However, water and exogenic (impact) or endogenic heat sources (magmatic intrusions
or volcanism at hot spots) were likely present at the same place and time during
much of Mars’ history, as late as 0.18 Ga, the latest age of crystallization from a melt
in Martian meteorites (Farmer, 1996). The surface of Mars bears evidence of past
and maybe present liquid water (Bridges et al., 2001; Bibring et al., 2006; Ehlmann
et al., 2010; Ojha et al., 2015), although pure liquid water is thought to have been
thermodynamically unstable at the surface for the past few billion years (Goldspiel
and Squyres, 2000). Primary heat sources likely have been both endo- and exogenic
(impacts). Both sources have declined over time; therefore, the majority of Mars’
hydrothermal systems is expected to have occurred early in Mars’ history (Parmentier
et al., 2008). Some hydrothermal activity may still occur today (Schulze-Makuch
et al., 2007), driven solely by background geothermal heating (Travis et al., 2003).
While most water-related morphological and mineralogical features on Mars date back
to the Noachian (Schwenzer and Kring, 2009), numerical modeling has shown that
even in the Hesperian and Amazonian, systems associated with magmatic intrusions
greater than a few hundreds of cubic kilometers could have provided enough water to
carve observed surface channels (Gulick, 1998).
Of the other terrestrial planets, Venus and Mercury are likely too water-poor to
support extant hydrothermal systems, but Venus may have had extensive hydrothermal
activity in its past (Nimmo and McKenzie, 1998). Water melting and hydrothermal
fluid flow are thought to have occurred on rocky planetesimals (Grimm and McSween,
1989; Cohen and Coker, 2000; Young, 2001; Young et al., 2003; Palguta et al., 2010),
yielding aqueously altered chondritic material that continues to fall on Earth today
to be collected as meteorites (Barber, 1981). Detail analysis of the composition of
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such fragments provides insights into the conditions of alteration (Larson et al., 1979;
Tomeoka and Buseck, 1988; Becker et al., 1997; Alexander et al., 1998, 2007; Zolensky
et al., 1999; Hanowski and Brearley, 2001; Howard et al., 2009, 2011; Zolotov, 2012).
Icy bodies are ideally suited to host hydrothermal processes, due to their compara-
tively higher bulk water abundance, inferred from their bulk density and assumptions
on the composition of the accreted material (McKinnon et al., 2008; Zolotov and
Kargel, 2009). This is especially the case for icy moons of the giant planets, which
are subject to tidal heating, but also for icy dwarf planets (which, by definition,
orbit directly the Sun but do not gravitationally dominate other objects sharing their
orbit). Indeed, products of alteration of primordial solids or ices abound both on icy
moons (McCord et al., 1999; Pappalardo et al., 1999; Postberg et al., 2009, 2011; Hsu
et al., 2015; Plescia, 1987; Croft et al., 1995) and on dwarf planets (Jewitt and Luu,
2004; Cook et al., 2007; Milliken and Rivkin, 2009; Rivkin et al., 2012). Evidence for
aqueous processes on icy worlds is extensively reviewed in the introductory sections of
Chapters 4 through 6.
1.3 Astrobiological Significance of Hydrothermal Systems
Hydrothermal systems are prime astrobiological targets (Schulze-Makuch et al.,
2007; Pirajno, 2009; Russell et al., 2014). They provide all the ingredients to make and
support life as we know it: water, chemical energy, synthesis of bioavailable nutrients
in Fischer-Tropsch and leaching reactions, and synthesis of membranes (Russell et al.,
1994, 2014). They are also ideal locations of biosignature preservation (Walter and
Des Marais, 1993). We detail these aspects below.
6
Figure 2: The ubiquitous presence of water in contact with rock in the solar system,
together with heat sources generating thermal gradients, suggests that hydrothermal
systems are commonplace in our planetary neighborhood
In this dissertation, I characterize hydrothermal systems as habitats from both ends of
the “astro-biology” spectrum: biological demand for elements, and occurrence beyond
Earth, inside dwarf planets. Top: A variety of hot springs in Yellowstone National
Park (USA), where microorganisms analyzed in Chapters 2 and 3 were collected.
Scale bars: ≈ 1 m (foreground). Bottom: Recently acquired images of Ceres (left,
PIA19562), Charon (center, PIA19932), and Pluto (right, PIA09113), with Earth
(bottom) for scale. Overlain are artistic renditions of possibly active interiors, as
suggested by the results presented in Chapters 4 through 7.
Sources: NASA Planetary Photojournal, http://photojournal.jpl.nasa.gov (dwarf
planet images); NASA (Earth image); the author (Yellowstone photos and artistic
renditions).
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1.3.1 Hydrothermal Sources of Energy and Nutrients
Hydrothermal systems feature strong chemical redox gradients and disequilibria
(Fig. 1) due to the circulation of oxidized aqueous fluid through reduced rock (Schulte
et al., 2006; Shock et al., 2010; Russell et al., 2014). These redox gradients can support
chemosynthetic organisms (Segerer et al., 1993; Schulte et al., 2006; Shock, 1997), even
in large communities (Boston et al., 1992; Varnes et al., 2003). That chemical energy
can fuel microbial metabolism without the need for photosynthesis lifts the constraint
of illuminated, surface habitats. Thus, Mars or icy worlds may still harbor subsurface
life today, without surface expression if chemosynthesis were the sole metabolism
present (Shock, 1997; McKay et al., 2014).
In hydrothermal conditions, the prebiotic synthesis of many organic compounds
is not only possible, but energetically favored (Shock, 1997; Farmer, 2000). For
example, all twenty amino acids used by life on Earth, as well as some proteins used
by thermophiles, are more readily formed at high hydrothermal fluid temperatures,
and their formation is energetically favored (Amend and Shock, 1998; Holm and
Andersson, 2005; Dick, 2008). This suggests that thermophilic organisms spend less
energy building biomolecules than microorganisms thriving at cooler temperatures,
and is also consistent with very high doubling rates of communities living in seafloor
hydrothermal vents on Earth (Lutz et al., 1994).
1.3.2 Emergence and Early Evolution of Life
On Earth, molecular clocks suggest that the earliest identified metabolic pathways
involved chemosynthesis at high temperatures (Pace, 1997). Whether Earth’s earliest
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life also fell into these categories or whether these represent a bottleneck in evolution
(e.g. following a major impact event, such as the postulated late heavy bombardment)
is unclear (Farmer, 2000; Cavosie, 2014). However, chemosynthetic, thermophilic
microorganisms are found today mainly in hydrothermal systems (Amend and Shock,
1998), making these a plausible (but contested; Miller and Lazcano, 1995) environment
for life to have originated (Corliss, 1990; Russell et al., 2014).
1.3.3 Biosignature Preservation
Hydrothermal mineral products are prime targets for the search of past microbes or
microbial activity (Farmer, 1996, 2000). Organisms thriving in hydrothermal systems
are readily incorporated into deposits precipitated from mineral-rich hydrothermal
water and preserved as fossils (Walter and Des Marais, 1993; Cady and Farmer, 1996;
Cady et al., 2003; Schulte et al., 2006; Allen and Oehler, 2008; Summons et al., 2011),
because of the high rate of mineralization of fine-grained hydrothermal precipitates
(Farmer and Des Marais, 1999; Farmer, 2000; Goryniuk et al., 2004). Carbonates
and silica are highly ordered and chemically stable mineral phases that form an
impermeable matrix and closed chemical system protecting microorganisms or their
byproducts against further physical or chemical alteration (Farmer and Des Marais,
1999; Allen et al., 2000; Brown et al., 2010). Encasing in mineral or ice matrices
also protects biological matter against shocks (Gu et al., 1999; Burchell et al., 2014),
bringing about the intriguing possibility of sampling icy world plumes at high velocity
during a flyby for biological analysis (McKay et al., 2014).
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1.4 Scope of This Dissertation
In this dissertation, I study the potential of hydrothermal systems as a habitat for
life beyond Earth from both ends of the “astro-biology” spectrum (Fig. 2). On the
biology end, I characterize the biological demand in a few hydrothermal systems on
Earth, located in Yellowstone National Park, USA. On the astronomy and planetary
science end, I model the internal evolution of dwarf planets to determine if they can
harbor hydrothermal systems, and (if so) how such systems may feed back on their
long-term evolution.
1.4.1 Biological Demand in Hydrothermal Systems
Chapters 2 and 3 focus on the determination of the bulk elemental composition
of microorganisms living in hot springs of Yellowstone National Park (YNP). This
determination, performed on sediment and microbial mat communities collected at the
hot springs, presents a key challenge: minimizing contributions from non-biological
material, such as sediment particles, to the measured elemental composition. To
this end, two approaches are possible: using microscopy techniques to measure the
elemental composition of individual microbial cells, or using purification methods
to eliminate non-biological matter in the collected samples prior to analysis by bulk
techniques. I pursued the latter approach.
In Chapter 2, I demonstrate the use of a cell-sediment separation method for
sediment samples collected in extreme environments, and the suitability of this
method for bulk elemental analyses. In Chapter 3, I use this method to determine
the bulk elemental composition of a few dozen hydrothermal microbial communities,
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i.e., their elemental requirements. I compare and contrast these requirements with
the elemental supply of YNP hot springs to find that, surprisingly, microbial needs
in major and trace elements in these hydrothermal systems seem to be similar to
those of microorganisms living in more moderate settings, in spite of widely varying
physico-chemical conditions at YNP.
1.4.2 Occurrence of Hydrothermal Systems on Dwarf Planets
In Chapters 4 through 7, I use numerical models coupling geophysics and geochem-
istry to determine how hydrothermal systems might arise and co-evolve with their
host dwarf planet. The focus is on dwarf planets largely because these worlds have
remained relatively unexplored (until the past few months) compared to Mars or icy
moons, and because of the opportunity to inform ongoing exploration by spacecraft.
However, some results from Chapter 5 and, to some extent, Chapter 6 are applicable
to other worlds bearing hydrothermal systems.
In Chapter 4, I seek to determine the occurrence and extent of hydrothermal
processes in space and time. As the spatial extent of water-rock interaction hinges
on the area of the water-rock interface, I describe a new geophysical model of core
fracturing to determine the depth of cracking inside dwarf planet cores, which provides
a first-order estimate of the volume of rock that can be aqueously altered. I couple
this model to an existing thermal and geophysical evolution code (Desch et al., 2009)
to assess temporal aspects, as well as prevalent hydrothermal conditions such as
temperature, pressure, and water-to-rock ratios.
I feed these conditions to geochemical models of water-rock interaction in Chapter
5. Assuming starting liquid and rock compositions similar to those thought to have
11
been accreted by dwarf planets, I use an existing geochemical code (PHREEQC ;
Parkhurst and Appelo, 2013) to determine the composition of solids, solution, and gas
resulting from water-rock interactions proceeding to chemical equilibrium. Specific
attention is paid to the fate of antifreezes (which favor liquid persistence over geological
timescales by depressing their freezing point) and radionuclides (the chief heat source
for dwarf planets, which unlike icy moons are not subject to strong tidal heating):
are antifreezes chemically produced or consumed? Are radionuclides leached from the
rock into the fluid?
How might we constrain outcomes of such geochemical models? Products of
water-rock interaction, which presumably take place below the surface of these worlds,
cannot be observed directly unless they are somehow delivered to the surface. Possible
transport mechanisms are convection within the shell and eruption of subsurface fluids,
or cryovolcanism. In Chapter 6, I model prerequisites for explosive cryovolcanism on
dwarf planets.
These models, developed before the exploration by spacecraft of the dwarf planet
Ceres and of the Pluto system, are proving to be very relevant to these objects in light
of the first images returned by the Dawn and New Horizons missions, respectively
(Fig. 2). These images confirm that Ceres, Pluto, and its moon Charon have all been
geologically active, and show signs of ongoing activity. In Chapter 7, I apply the
models developed in Chapters 4 through 6 to interpret preliminary data returned by
Dawn at Ceres, and make predictions to be tested by upcoming measurements.
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Chapter 2
PROKARYOTIC CELLS SEPARATED FROM SEDIMENTS ARE SUITABLE
FOR ELEMENTAL COMPOSITION ANALYSIS
In this chapter, I describe the first step towards determining the biological demand
for elements in hydrothermal systems. As stated in Chapter 1, determining the
elemental composition of microbial communities can be achieved by removing the
sediment elemental contribution from bulk samples, which include both biological and
mineral matter. Here, I test a cell-sediment separation method on samples collected
in hydrothermal areas, and demonstrate that the method is suitable for follow-up
elemental analysis of the isolated biological matter. The method takes advantage of
the density contrast between biological matter (which tends to have a density near
that of water) and sediment (which is several times denser).
Co-authors Amisha Poret-Peterson, Zarraz Lee, Ariel Anbar, Jim Elser and I
published the contents of this chapter in Limnology & Oceanography: Methods (Neveu
et al., 2014). A summary of the results as presented in the paper is given below,
followed by the text of the paper.
The separation method can be applied to determine the composition of prokaryotic
cells. The method uses chemical and physical means to extract cells from benthic
sediments and mats. Recovery yields were between 5% and 40%, as determined from
cell counts. The method conserves cellular element contents to within 30% or better,
as assessed by comparing C, N, P, Mg, Al, Ca, Ti, Mn, Fe, Ni, Cu, Zn, and Mo
contents in Escherichia coli. Contamination by C, N, and P from chemicals used
during the procedure was negligible. Na and K were not conserved, being likely
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exchanged through the cell membrane as cations during separation. V, Cr, and Co
abundances could not be determined due to large (>100%) measurement uncertainties.
We applied this method to measure elemental contents in extremophilic communities
of Yellowstone National Park hot springs. The method was generally successful at
separating cells from sediment, but does not discriminate between cells and detrital
biological or noncellular material of similar density. This resulted in Al, Ti, Mn, and
Fe contamination, which can be tracked using proxies such as metal:Al ratios. With
these caveats, we present the first measurements, to our knowledge, of the elemental
abundances of a chemosynthetic community. The communities have C:N ratios typical
of aquatic microorganisms, are low in P, and their metal abundances vary between
hot springs by orders of magnitude.
2.1 Introduction
Better understanding of the coupling of major biogeochemical cycles requires
knowledge of the cellular elemental composition of microbes (e.g. Williams and
Fraústo da Silva, 2000; Haraguchi, 2004; Morel, 2008). Examples of connections
between trace metals and macronutrient cycling by microbes abound. Nitrogen is
cycled using enzymes that contain Fe, Cu, and Mo (Morel and Price, 2003). Inorganic
carbon fixation by photosynthesis requires electron transfer intermediates containing
Fe (Morel and Price, 2003), and the pigment chlorophyll contains Mg. Reactive
radicals resulting from photosynthesis are managed by superoxide dismutase enzymes
with Mn, Fe, Ni, Cu, or Zn cofactors (Bowler et al., 1992). Metalloenzymes with a Zn,
Co, or Cd metal center assist microbes with inorganic carbon assimilation (Morel and
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Price, 2003). Organically bound phosphorus can be made bioavailable by phosphatase
enzymes containing Zn, Mg, or Fe (e.g Stec et al., 2000).
Because of the importance of these microbial processes, we are motivated to study
major element cycling in situ by measuring the elemental composition of microbial
cells extracted directly from their environment. Carbon, macronutrients (e.g., nitrogen
and phosphorus), and micronutrients (e.g., trace metals) need to be taken up from
the environment by microbes. In Earth’s oceans, the availability of metals, P, and
N varies with space and time (Falkowski, 1997; Anbar, 2008; Papineau et al., 2009)
and is known to influence element use by cells (Morel, 2008; Dupont et al., 2010).
However, in extreme environments such as hot springs, the distribution of elements,
their use by extremophilic microorganisms, and the influence of extremophiles on
element cycling remain largely unexplored. Hot springs at temperatures above 72◦C
are also environments where primary production is supported by chemosynthetic
processes rather than photosynthesis. Chemosynthesis also involves metals as enzyme
cofactors, such as Fe and Ni in hydrogen oxidation. Determining the elemental
contents of microbes in such settings will likely advance our understanding of modern
biogeochemical processes and potentially those in the past as well.
However, in benthic sediments and microbial mats such as those found in hot
springs, it is difficult to determine the composition of microbes because of the con-
tributions of mineral grains and particles. It is especially difficult to determine the
microbial content of metals such as Fe, Ni, Cu, Zn, and Mo, which are also found in
sediment. However, these elements need to be quantified to extend the stoichiometric
analysis beyond the standard “Redfield C:N:P ratio” to a broader suite of elements
of biological importance (Twining et al., 2011; Nuester et al., 2012). Removing the
sediment contribution from elemental analyses of microbial communities, extremophilic
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or otherwise, requires either effective isolation of cells from complex mineral matrices
(Havig et al., 2011; Steenbergh et al., 2013) or in situ microscopic analyses (Heldal
et al., 2003; Steenbergh et al., 2013).
There is a need to verify that such cell separation procedures do not alter cellular
elemental composition before analysis. Cell separation methods usually involve chemi-
cal (use of detergents and chelating agents) and physical means (stirring or blending
and/or sonication) of disrupting microbe- mineral bonds, followed by density gradient
centrifugation (Lindahl and Bakken, 1995; Amalfitano and Fazi, 2008; Kallmeyer et al.,
2008; Amalfitano et al., 2009; Poté et al., 2010; Morono et al., 2013). Amalfitano
and Fazi (2008) compared combinations of chemical and physical separations. They
found that the most efficient method of detaching cells from sediment comprised
three steps: (1) stirring of the sample slurry in an extraction mixture containing a
detergent and a chelating agent, (2) gentle sonication of the resulting suspension,
and (3) centrifugation through a cushion of the density gradient medium Nycodenz
(Rickwood et al., 1982) to isolate the cells, which have lower density than sediment.
Alternative methods to that of Amalfitano and Fazi (2008) involve blending, dispersion
by rotary pestle, or shaking with glass beads (e.g. Lindahl and Bakken, 1995); all
of which could contaminate the separated cells with trace metals. This trace metal
contamination risk from hardware is minimized in the procedure of Amalfitano and
Fazi (2008), which can be carried out entirely in acid-washed plasticware.
For all cell separation methods, there is a trade-off between efficiently breaking
the strong cell-sediment bonds and preserving cell integrity (Lindahl and Bakken,
1995). Preserving cell integrity is essential to conserve cellular elemental contents.
The method of Amalfitano and Fazi (2008) can affect cellular integrity (Amalfitano
et al., 2009), which could lead to problems with measurements of cellular elemental
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composition. We tested the ability of the method of Amalfitano and Fazi (2008) to
produce accurate information about the elemental contents of Escherichia coli cells by
comparing elemental abundances in cells that had undergone separation to those in
cells that had not. We then separated cells from sediments and mats collected in hot
springs of Yellowstone National Park (USA) and measured their elemental makeup
using Isotope Ratio Mass Spectrometry (IRMS) for C and N, and Inductively-Coupled
Plasma Mass Spectrometry (ICP-MS) for the other elements.
2.2 Materials and Procedures
To evaluate the ability of the cell separation method to pre- serve the elemental
content of cells, wild-type Escherichia coli in LB broth was cultured to late log or early
stationary phase, then divided into 1-mL aliquots and kept frozen at -80◦C without
addition of any cryoprotectant. Freezing and thawing could result in cell damage.
However, when observing thawed E. coli cells using epifluorescence microscopy for
cell counting, we noticed no physical damage (at least at this limited resolution).
Furthermore, cells underwent only one freeze-thaw cycle, and care was taken to thaw
cells slowly (10◦C, 20-40 min). Freezing is necessary for field samples because cell
separations cannot be performed in situ, and in some cases, the distance of field sites
from laboratory facilities necessitates sample transport; we therefore applied the same
procedure to E. coli. We measured the abundances of C, N, P, Na, Mg, Al, K, Ca, V,
Cr, Fe, Co, Ni, Cu, Zn, and Mo in E. coli before and after separation. We did not mix
E. coli with sterile sediment before separation because no significant cell-sediment
bonding would likely occur (Lindahl and Bakken, 1995). Cell separations, cell counts,
17
and elemental analyses of E. coli were performed on a minimum of three but typically
four replicates.
2.2.1 Cell-Sediment Separation Procedure
The separation procedure is the combined C1+2 +P1+2(N) procedure of Amalfitano
and Fazi (2008), followed by washing and drying of separated cells before elemental
analysis. Amalfitano and Fazi’s C1+2 + P1+2(N) separation procedure consists of two
steps: (a) physical and chemical detachment of cells from sediment by vortexing and
sonication of the samples in a buffer containing a detergent and a chelating agent,
and (b) isolation of the cells by centrifugation of the suspension through a gradient
of Nycodenz (Rickwood et al., 1982). Throughout the procedure, polypropylene
containers and spatulas were used to prevent sample contamination by trace metals
from glass or metallic items. These items were acid-washed and autoclaved before
use; care was taken to avoid any physical contact between the plasticware and
metals from the autoclave. All solutions were sterilized by autoclaving except sodium
pyrophosphate, which was filter-sterilized. Although autoclaving is not considered
best practice for trace metal work (Price et al., 1989), the trace metal content of all
solutions was negligible compared with abundances measured in E. coli (Appendix
A).
Cell extraction buffer was prepared as follows. To prepare 50 mL buffer, we used
0.05 g of the chelating agent sodium pyrophosphate (0.1% wt./vol. final concentration),
0.25 mL Tween 20 detergent (0.5% vol./vol. final concentration), and 5 mL phosphate-
buffered saline (PBS), brought up to 50 mL with 18 MOhm-cm MilliQ water. The 5
mL PBS contained 1.3 M sodium chloride (0.13 M final concentration in the extraction
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buffer), 70 mM sodium phosphate dibasic (7 mM final concentration), and 30 mM
sodium phosphate monobasic (3 mM final concentration); the pH of PBS was adjusted
to 7.4 with a few drops of concentrated hydrochloric acid or sodium hydroxide. Sodium
pyrophosphate was purchased from Sigma-Aldrich (Cat. No. 221368), Tween 20 from
Bio-Rad (Cat. No. 170-6531), sodium chloride from Fisher Scientific (Cat. No.
S271-500), sodium phosphate dibasic from Mallinckrodt (Cat. No. 7914), sodium
phosphate monobasic from EMD Millipore (Cat. No. SX0710-1), and Nycodenz from
Axis-Shield (Cat. No. 1002424).
The procedure is depicted in Fig. 3A. Aliquots of E. coli were gently thawed
in a centrifuge (6000 g, 10◦C, 20-40 min). The supernatant was removed. Samples
were weighed and transferred into 20-mL beakers. A different beaker was used for
approximately every 2 g sediment or microbial mat to avoid overflow during vortexing.
In each beaker, extraction buffer (5 mL) was added. The resulting suspensions were
then stirred on a large capacity stirrer for 30 min at 720 rpm using acid-washed,
autoclaved stir rods. Each sample subsequently underwent sonication in an ice-cold
bath (Branson Sonifier 450) with the following parameters: 40% output, 35% duty cycle,
2 min, to not lyse the cells. Amalfitano and Fazi (2008) sonicated cell suspensions for
only 1 min; however, initial observations using optical and epifluorescence microscopy
showed that more cells were detached from sediment particles in suspensions sonicated
for 2 min than in those sonicated for 1 min.
Each suspension was gently homogenized and carefully layered on top of 5 mL
of Nycodenz in 15-mL centrifuge tubes. The Nycodenz solution was prepared by
dissolving 8 g Nycodenz in 10 mL MilliQ water, which yields a density of 1.3 g mL−1
(Poté et al., 2010). The density of the Nycodenz solution, which is intermediate
between cells and sediment, allows sediment to migrate through Nycodenz while cells
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Figure 3: A. Schematic of the cell-sediment separation and preparation for elemental
analysis. B. Four phases of a separated sediment sample: top aqueous layer, interface
containing cells, Nycodenz layer, and bottom sediment pellet, ideally no longer
containing cells
This sample was collected at an outflow of the hot spring in Yellowstone we unofficially
named ‘Bison Pool’.
remain on top. Each sample was centrifuged at 5000g and 4◦C for 30 min using a
swing-out rotor. Centrifugation was repeated for an additional 30 min to 1 h until
the Nycodenz layer was clear, and distinct phases could be seen. The phases of a
separated field sediment sample are shown in Fig. 3B. From bottom to top, these
phases are sediment pellet (absent when the procedure is applied to a sediment-free E.
coli culture); Nycodenz; a thin layer of separated cells (with possible residual detritus
of similar density); and the supernatant. The cell layer was pipetted out, transferred
into a clean 2-mL tube, and washed three times to remove any Nycodenz or cell
extraction buffer, using 0.85% sodium chloride (NaCl) to limit osmotic stress. For
each wash, cells were resuspended in 1 mL NaCl solution, then centrifuged (10,000g,
5 min, 4◦C), and the supernatant was discarded.
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Separated cells, resuspended in a minimal amount (200 to 1000 µL) of 18 MOhm-cm
MilliQ water to allow pipetting, were divided into aliquots of 50 µL (IRMS replicates),
and 300 µL (ICP-MS replicates) and dried (60◦C, overnight) before elemental analysis.
Obtaining dry masses of cell fractions was essential to quantify elemental contents in
terms of dry cellular mass. E. coli cells that did not undergo separation were thawed,
washed three times with either 0.85% NaCl or cell extraction buffer (to assess the
capacity of these solutions to preserve the cellular makeup), resuspended in a minimal
volume (200 to 1000 µL) of 18 MOhm-cm MilliQ water, and dried.
2.2.2 Cell Counting
Cell counting using epifluorescence microscopy helped determine a cell recovery
yield. Yields were determined by comparing the amount of cells present before and
after centrifugation through Nycodenz. 45-µL aliquots of cell suspensions were removed
immediately after the sonication step and again at the end of each NaCl wash. Cells
were fixed using 5 µL formaldehyde (37%, final concentration 3.7%) and stored at
4◦C until counting. They were stained using 10 µg/mL 4’,6- diamidino-2-phenylindole
(DAPI), resuspended in 10 mL sterile 18 MOhm-cm MilliQ water, and filtered on a
0.22-µm poly-carbonate membrane for enumeration via epifluorescence microscopy at
1000-fold magnification.
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2.2.3 Elemental Analysis
2.2.3.1 Carbon and Nitrogen
We used elemental analysis-isotope ratio mass spectrometry (EA-IRMS) to de-
termine the elemental and isotopic abundances of C and N. A Costech EA-IRMS
(Costech International S.p.a.) was used to analyze all samples, calibration standards,
and blanks. Before combustion, samples were loaded into 5 × 9 mm tin capsules
(Costech). Freshly separated cells were resuspended in as little 18 MOhm-cm MilliQ
water as possible (200 to 1000 µL) and pipetted into tin capsules in 50 µL aliquots,
then dried overnight at 60◦C. Serial pipetting-drying cycles were required for dilute
suspensions; cells awaiting drying were stored at 4◦C.
A calibration curve for C and N contents was built using a tomato leaf standard
(0.2, 0.5, 1.0, 2.0, 5.0, and 7.0 mg). Glycine standards (0.7 mg) of known light,
medium, and heavy C and N isotopic composition were analyzed between samples to
determine the accuracy of isotopic determinations. These in-house standards were
characterized using the following standards: USGS 40, USGS 41, IAEA NBS 18, and
IAEA NBS 19.
2.2.3.2 Phosphorus and Trace Elements
P, Na, Mg, Al, K, Ca, V, Cr, Fe, Co, Ni, Cu, Zn, and Mo abundances were
determined by Inductively-Coupled Plasma Mass Spectrometry (ICP-MS). All samples,
appropriate multi-element calibration standards, and blanks were analyzed on an X
Series quadrupole ICP-MS (Thermo Scientific). Sample preparation was carried out in
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a Class-10 clean laboratory, using 1× distilled nitric and hydrochloric acids. Dilutions
were made with 18 MOhm-cm water.
Cells dried in microcentrifuge tubes were transferred to acid-cleaned (using con-
centrated nitric acid followed by concentrated hydrochloric acid) Teflon vessels and
digested overnight in 3 mL concentrated nitric acid on a hot plate at 100 to 150◦C.
The vessels were then uncapped and heated until sample volume decreased to approx-
imately 0.5 mL. The samples were finally diluted to 3.5 mL (the minimum volume
required by the ICP-MS to measure the 14 elements specified) with 0.32 M nitric acid
in 15 mL acid-cleaned centrifuge tubes. The final dilution volume was weighed to
obtain a dilution factor between initial dry mass and mass of solution analyzed.
A calibration curve was built using a phosphorus-enriched black shale standard
solution of known elemental composition (characterized using the certified reference
material USGS Devonian black shale SDO-1), serially diluted (1:15, 1:35, 1:150,
1:1000, 1:7500, 1:25000) with nitric acid (0.32 M). This standard was chosen because
its elemental composition reasonably matched that of (sometimes widely varying)
Yellowstone sediment samples and E. coli. The standard was not digested along with
the samples to test for element recoveries; however, it is routinely run in parallel
with samples, with generally excellent recovery, accuracy, and reproducibility. We
performed sample-free digestions to check for contamination during digestion, and
subtracted the average of the measured values on these digestions from the measured
value of each E. coli replicate.
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2.3 Assessment
2.3.1 Cell Recovery Yields
The yield for E. coli aliquots was consistently around 95%. Therefore, only a small
portion of cells was either lysed during separation or lost to the aqueous or Nycodenz
phases. Amounts of cells washed away in the three washing steps were about 1%,
0.1%, and 0.01%, respectively.
2.3.2 Preservation of Elemental Content
The elemental abundances of unseparated and separated E. coli cells are shown in
Appendix A, and the relative element enrichments or depletions (i.e., [abundance in
separated cells/abundance in non-separated cells] – 1) in E. coli due to cell separation
are shown in Fig. 4. The measured elemental content of unseparated E. coli cells
did not depend on whether these cells were washed with 0.85% NaCl or with cell
extraction buffer (Appendix A).
C and N contents were systematically depleted by about 10% in separated cells,
whereas two elements present as cations in the cells (Na and K, not plotted) were
severely depleted in some separated replicates but highly enriched in others. P and
trace metal (except V, Cr, and Co) contents were unchanged within 30% or less. V,
Cr, and Co contents appeared to be conserved through the separation just as well
as Ni, Cu, Zn, or Mo but the precision of our ICP-MS measurements did not allow
reliable determination of their abundance (Appendix A). While V, Cr, and Co were
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Figure 4: Relative enrichment or depletion of elements in cultured wild-type E. coli
that underwent separation, compared with the same culture without separation
Error bars show one standard deviation over four replicates (i.e., 2 × the standard error
on the mean over four replicates, approximately a 95% confidence limit); standard
deviations were propagated through the calculation. The dashed lines at +30% and
-30% bracket the range of relative enrichments or depletions.
present at quantifiable levels (> 10× blank level), the spread between replicates was
high.
We note that E. coli grown in LB has a high metal content, up to an order of
magnitude more than E. coli grown in minimal medium (Outten and O’Halloran, 2001).
This could mask small variations in metal content due to potential contamination,
which may thus have been underestimated. Further investigations may wish to
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repeat this experiment with E. coli grown in minimal medium to assess potential
contamination on a lower scale.
2.3.2.1 Gain of Elements (Contamination)
Artificially high elemental abundances could have resulted if the cells were con-
taminated by autoclaved solutions used during separation (Steenbergh et al., 2013),
or during acid digestion. P- and Na-rich PBS and sodium pyrophosphate, C-rich
Tween 20, and C- and N-rich Nycodenz are used in the separation procedure, raising
the possibility of contamination by these elements. However, we observed a modest
depletion in C and N after separation (Fig. 4), whereas P abundance remained un-
changed within the limits of analytical uncertainties. In addition, the C and N isotopic
compositions of E. coli did not change during separation (δ13CVPDB = -21.8 ± 0.5‰,
δ15NAIR = 4.0 ± 0.4‰), and were very different from those of Nycodenz (δ13CVPDB
= -30.3 ± 0.7‰, δ15NAIR = 0.0 ± 0.4‰), further supporting the inference that cell
contamination by Nycodenz or Tween 20 was negligible. The isotope measurement
errors were determined by measuring the isotopic content of glycine standards of
known isotopic composition. Constant P abundances also suggest no contamination
from the cell extraction buffer.
Furthermore, the Nycodenz molecule contains 3 atoms of iodine (I), which makes
up 46% of its mass. Steenbergh et al. (2013) noted that measuring I in separated cells
can help estimate Nycodenz contamination, and thus its contribution to the measured
C and N. Microorganisms contain 1 to 100 ppm I (Bowen, 1979). Up to 1.4% I by
mass (roughly 3% Nycodenz) was measured in the field samples, equivalent to 0.83%
C and 0.15% N enrichments from Nycodenz. This falls well within measurement
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uncertainties (1.6% for C and 0.6% for N). Since Nycodenz contributes the most C
and N of the solutions used in the procedure, we infer that contributions of other
chemicals were negligible as well.
The trace element contents of the solutions used in the procedure are shown in
Appendix A. Most elemental signals were too noisy (below ten times the instrumental
uncertainty on the analytical blank value) to be accurately quantified. The only
signals clearly above the noise level were for one isotope of Cu, 63Cu (not confirmed
in noisy 65Cu measurements below or around quantification limit) and for K, which
was not conserved in E. coli. We therefore infer that trace metal contamination due
to autoclaving of the solutions used in the cell separation procedure is negligible.
Metal contamination could also occur during sample digestion. We carried out
sample-free digestions for each ICP-MS analysis and measured the trace element signal
of these procedural blanks. This signal is compared with that of E. coli digestions in
Table 1, where it can be seen that contamination at this step was negligible.
2.3.2.2 Loss of Elements
Loss of elements from the cells can occur either if cell integrity is compromised by
freeze-thaw, osmotic, or mechanical shocks, or if elements can leave through the cell
membrane. Indeed, the cell separation procedure of Amalfitano and Fazi (2008) used
in this study was found to result in membrane damage for 7 to 30% of cells separated
from sediment (Amalfitano et al., 2009).
Separated E. coli had C and N abundances that were systematically lowered by
about 10%. This depletion might reflect loss of some molecular pools in the cells,
where compounds such as sugars, organic acids, nitrates, or amino acids are stored
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Table 1: Comparison between the trace element signal from sample-free digestions
and from separated E. coli, in part per billion per mass of solution analyzed (diluted
digestion with 2% HNO3)
Element Sample-free digestion Example-separated
(ppb) 16 Dec. 2011 21 Apr. 2012 4 June 2012 20 Nov. 2012 E. coli
23Na 95± 25 −0.3± 1.1 −20.3± 9.5 14.9± 0.9 (2.6± 0.009)× 107
24Mg 0.4± 0.2 0.5± 0.1 0.6± 0.2 1.31± 0.04 (9.4± 0.04)× 105
27Al 0.3± 1.3 1.9± 0.2 7.6± 5.1 2.23± 0.03 (6.4± 0.3)× 103
31P 68± 14 41.6± 0.9 118± 4 42.8± 3.6 (1.9± 0.02)× 107
39K 5.3± 5.8 −7.7± 11.2 −38± 22 −7.8± 1.0 (2.5± 0.02)× 106
44Ca 119± 58 −6.2± 5.8 −63± 10 21± 11 (2.0± 0.2)× 105
48Ti N/A 0.40± 0.06 3.5± 0.4 0.05± 0.04 (1.4± 0.2)× 103
51V 0.004± 0.012 0.006± 0.024 0.076± 0.024 −0.098± 0.014 43.3± 8.3
52Cr 0.042± 0.038 0.075± 0.034 0.42± 0.03 0.22± 0.06 8.3± 9.1
55Mn-H2 N/A N/A N/A 0.032± 0.008 (5.1± 0.2)× 103
55Mn N/A N/A N/A 0.024± 0.034 (4.5± 0.02)× 103
54Fe 1.1± 0.7 4.7± 1.6 137± 4 2.1± 0.6 (2.1± 0.2)× 105
56Fe 0.25± 0.14 2.0± 0.2 0.25± 0.79 1.4± 0.2 (2.1± 0.04)× 105
57Fe 0.32± 0.24 1.9± 1.1 −26± 4 1.6± 1.3 (2.1± 0.2)× 105
59Co 0.10± 0.02 −0.01± 0.02 −0.03± 0.01 0.000± 0.002 (2.6± 0.04)× 103
58Ni 0.27± 0.08 0.03± 0.19 −0.12± 0.01 0.007± 0.018 (2.7± 0.07)× 103
60Ni 0.7± 0.2 −0.8± 0.2 −0.85± 0.05 0.007± 0.016 (3.2± 0.04)× 103
63Cu −0.08± 0.02 0.63± 0.03 2.2± 0.7 −0.98± 0.04 (5.3± 0.09)× 103
65Cu 0.04± 0.02 0.37± 0.05 0.9± 0.7 −0.59± 0.04 (5.0± 0.04)× 103
66Zn −0.18± 0.12 0.38± 0.04 0.9± 0.3 0.4± 0.1 (4.6± 0.05)× 104
68Zn −0.003± 0.044 N/A 0.79± 0.39 0.35± 0.06 (4.2± 0.07)× 104
95Mo 0.11± 0.01 −0.12± 0.02 0.07± 0.01 0.37± 0.01 (4.8± 0.09)× 103
These values were automatically produced by the mass spectrometer software, which
first subtracted the signal from an analytical blank (nondigested, trace metal-free 2%
HNO3 solution) from the physical mass spectrometer measurement, then averaged
over three measurements of the same sample. The uncertainty represents the standard
deviation between these three measurements of a given sample.
for future use after synthesis or uptake from the environment. Britten and McClure
(1962) showed that E. coli amino acid pools can be emptied following freeze-thaw or
osmotic shocks, and that the C and N contents of these pools can account for 10% of
organismal abundances. Regardless of the source of the depletion, the consistent loss
of C and N suggests that a correction factor of ∼10% should be used to adjust C and
N contents of samples analyzed with this procedure.
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Epstein and Schultz (1965) and Rhoads and Epstein (1978) showed that osmotic
shock during cold cell washing steps deplete the K content of E. coli, because intra-
cellular K concentrations depend on osmolarity, and to a lesser extent, temperature
of the external medium. This can explain the depletion in E. coli cellular K that
we measured after some separations. When cell separation caused a K enrichment
in E. coli cells, we suspect a contamination by trace K+ from the extraction buffer:
we measured 10-fold differences in K abundances in solutions between the buffer and
supernatant phases, where most buffer should end up. Finally, the mismatch in E.
coli Na is not surprising, given its ubiquity in the buffer and wash solution and the
fact that Na+ can pass through the cell membrane.
2.3.3 Application to Field Samples
2.3.3.1 Cell-Sediment Separation
Due to ongoing research projects at hot springs within Yellowstone National Park
(Cox et al., 2011; Havig et al., 2011), we sought to determine cellular elemental ratios
in samples from the area’s diverse hot spring ecosystems. Field sediment samples were
collected in July and August 2009 at hot springs with temperatures ranging from 20◦C
to boiling (∼93◦C). The pH of the springs ranged from 1 to 9. Four replicate 15-mL
tubes were filled with sediment to 5 mL. Sediment samples without a cryoprotectant
added were kept on ice in the field and then frozen at -20◦C until transport back to
Arizona State University, where samples were transferred to a -80◦C freezer.
Cells were separated using the same method as for the E. coli samples. Visual
examination of the freshly separated samples confirmed the applicability of the cell-
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sediment separation method for hot spring sediment samples (Fig. 3B). Four phases
– aqueous, cell, Nycodenz, and sediment – could be seen after centrifugation of all
samples, although the cell phase was at times difficult to distinguish in samples with
low bulk biomass content.
For each cell separation of field-collected samples, we also separated a 1-mL E. coli
aliquot, not mixed with any sediment, from the same culture as that used in the above
element conservation studies. This extra E. coli separation was an independent check
on the integrity of the method, allowing us to track anomalous element variations or
recovery yields.
2.3.3.2 Cell Recovery Yields
Cell recovery yields were estimated for a few samples using the same method as
for E. coli cells. Cell counting also provided an opportunity to examine the isolated
and resuspended cell fraction to check for the presence of detrital and sedimentary
particles. Cell counts for the field-collected samples indicated recovery yields between
5 and 40% (Table 2). These rates, lower than the 95% E. coli recovery rate, likely
indicate that a significant fraction of the cells was still bound to sediment. Different
sediment characteristics, such as humic content and grain size, may affect the cell
separation efficiency. Moreover, the 0.85% NaCl wash solution may not always closely
match the osmolarity of field samples given their considerable compositional diversity;
the resulting osmotic stress may have lysed some cells. However, the reported yield
percentages are in line with literature data (Lindahl and Bakken, 1995; Kallmeyer
et al., 2008; Morono et al., 2013).
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Table 2: Cell recovery yields for several separated samples collected at hot springs of
Yellowstone National Park, as well as cultured E. coli
Cell concentration Cell concentration Cell
in unseparated in separated recovery
Tspring pH sample (per g sample (per g yield
Sample (◦C) (spring) Site description sediment) sediment separated) (±SD)
‘Bison Pool’ 66.2 8.1 Outflow of (3.6± 2.8)108 (9.8± 6.0)107 28 ± 27%
siliceous sinter
spring,
phototrophic site
‘Green 57.4 6.1 Phototrophic site (2.9± 1.2)108 (1.5± 0.1)107 5 ± 2%
Cheese’
‘Tinkerbell’ 61.4 4.7 Red, turbid, (7.5± 2.4)108 (2.8± 0.9)107 37 ± 16%
Al-rich spring,
chemotrophic site
‘Mr. Clean’ 76.4 6.1 Black, (3.7± 1.3)108 (2.8± 1.2)107 8 ± 4%
turbid spring,
chemotrophic site
E. coli N/A N/A Cell culture (2.4± 0.03)1010a (2.2± 0.03)1010b 95 ± 2%
Uncertainties are one standard deviation over three replicates and were propagated
for the recovery yields. Note that the names given to sampling sites are unofficial
and correspond only to our own sampling program. All samples were frozen following
sampling and thawed before separation. a Sum of the numbers of E. coli cells in
all four separation phases and all three washes for 1 g E. coli culture separated. b
Number of E. coli cells in cell layer only (Fig. 3B) for 1 g E. coli culture separated.
2.3.3.3 Elemental Composition of Cells Separated from Sediment
When the separated cell phase was too small for quantitative analysis by both
IRMS and ICP-MS, determination of C and N content by IRMS of three to four
replicates was given priority, but we still kept one replicate for ICP-MS analysis. This
was the case for seven Yellowstone samples out of the eleven separated.
Sample preparation for elemental analysis was carried out as described previously
for E. coli. Samples for ICP-MS analysis were considered digested if the solution
was clear. Turbid solutions were digested again by repeating the addition of 3 mL
nitric acid and heating overnight (usually 2 repeats). If turbidity was still observed,
aqua regia (1 mL of concentrated nitric acid and 3 mL of concentrated hydrochloric
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acid) was added and samples heated overnight for up to 10 repeats, until the turbidity
disappeared. Rarely, samples contained particles that resisted digestion. These
particles, considered residual sediment, were weighed and discarded; their mass was
subtracted from those of the samples to calculate final element concentrations but
was usually negligible.
Exemplary results are presented in Figs. 5 and 6 and Appendix A, in which
all elemental abundances are reported as a percentage or part-per-million (ppm)
of dry mass. The C:N:P relationships for four communities are shown in Fig. 5.
C and N abundances were corrected to account for the 10% loss measured in E.
coli. The hot spring photosynthetic communities sampled had C:N:P ratios in the
range normally reported for microorganisms (see Sterner and Elser (2002) for a
review). The chemosynthetic community sampled had C:N:P molar ratios of 850:109:1.
Thus, its C:N ratio of 7.8 is similar to that measured by Redfield (1958) for marine
phytoplankton (C:N = 106:16 = 6.6). To our knowledge, these data constitute the
first measurement of the C:N:P ratios of a hot spring chemosynthetic community.
The abundances of metals in Yellowstone cells collected at a dozen sites are shown
in Fig. 6. Most metal abundances (Mg, Al, Ca, Ti, Mn, Fe, Cu, and Mo) varied
from site to site by orders of magnitude whereas others (Ni and Zn) were similar
across all the sites. Al, Ca, and Fe tended to be the most abundant metals. The Al
content of cells should be on the order of 1 ppm (Bowen, 1979; Bruland et al., 1991)
but was measured at 0.1 to 1% in the samples. Such artificially high abundances
can result from non-biomass sediment matter (e.g., particles with similar densities to
cells) remaining in the cell fraction. In the bulk sediment, the amount of Al was 1 to
5% of the dry mass, ten times higher than in the separated cell fraction. If 100% of
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Figure 5: C:N, C:P, and N:P ratios of cells separated from sediment collected at
photosynthetic- and chemosynthetic-dominated Yellowstone hot springs
Error bars show one standard deviation uncertainties determined from both instru-
mental uncertainties by co-measurement of standards with the samples, and from one
standard deviation over a minimum of three replicates. C and N abundances were
corrected for a 10% loss during cell-sediment separation. Elemental abundances are
reported as percentages of dry mass.
the Al measured in the cell fraction was sediment, then sediment comprised 10% of
the dry mass of separated sample analyzed, the rest being cells. This 10% mineral
contribution is roughly represented by the segmented line in Fig. 6, calculated as
the geometric average over all field samples of the sediment contribution, assuming
sediment makes up 10% of the dry mass of separated sample analyzed. Because
sediment abundances vary significantly between field samples, this line should only
be taken as a guide to the eye. As shown on Fig. 4, sediment accounts for most of
the measured Ti and Mn in the separated samples, and part of the measured Mg, Ca,
and Fe. However, sediment contribution is negligible for C, N, P, Ni, Cu, Zn, and Mo.
For all bioessential metals (Mg, Ca, Mn, Fe, Ni, Cu, Zn, and Mo), the metal:Al ratio
is several-fold higher in separated samples compared with bulk sediment; whereas the
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Figure 6: Metal abundances in cells extracted from sediment samples collected at a
dozen photosynthesis- and chemosynthesis-dominated Yellowstone hot springs
Elemental abundances are reported as ppm of dry mass. To avoid clutter, indicative
error bars show typical one standard deviation uncertainties for this sample set,
determined from both instrumental uncertainty by co-measurement of a standard with
the samples, and from one standard deviation over at least three replicates. If not
enough replicates were available, uncertainties were determined from one standard
deviation over at least four replicates of E. coli separated and prepared along with
the samples. As can be seen in Appendix A, the variability between replicates for E.
coli and field samples is comparable and tends to scale with abundance. Therefore,
the error bars provide an indicative estimate of the variability between replicates
anywhere on the y-axis. The segmented line represents the mineral contribution to
elemental abundances if the samples analyzed consist of 10% sediment and 90% cells,
as estimated from the Al content measured in separated samples compared to that
measured in bulk sediment (see text for details).
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Ti:Al is several-fold lower. We take this to indicate removal of at least part of the
sediment contribution to measured elemental abundances in separated samples.
2.4 Discussion
These data show that the cell separation method we applied is successful at sepa-
rating microbial cells from hot spring sediments, and based on the E. coli assessments,
promising for retaining composition across a broad suite of biologically important
elements.
The cell recovery yield was low for some field sites. Because our original samples
were relatively large, these recovery yields were satisfactory to obtain sufficient material
to determine an elemental composition profile of the sediment community. However,
some microorganisms in a given community might be more easily separated than
others from the sediment matrix; therefore there is likely to be further heterogeneity
in elemental composition that this method cannot resolve. Such data can only be
obtained by methods such as single-cell analyses via X-ray fluorescence (Heldal et al.,
2003; Steenbergh et al., 2013).
This technique cannot separate detrital material (biogenic or otherwise) with a
density similar to cell material, but a different element stoichiometry, from intact cells.
In some samples, detrital and sedimentary particles were observed along with cells
even after separation; however, the amount of detritus was much smaller compared
with unseparated samples. Another point of uncertainty arises from possible cell dam-
age due to freezing and thawing of the samples before separation. We minimized this
factor by freezing the samples only once, in the field, since separations cannot be
performed there; we also thawed the samples gently.
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Cellular C and N contents can be determined but appear to require correction of
measured abundances for a 10% depletion during separation. Abundances of P, Mg,
Al, Ca, Ti, Mn, Fe, Ni, Cu, Zn, and Mo were conserved during separation and could be
determined by ICP-MS with an accuracy of 30% (1 SD) or better. Whereas V, Cr, and
Co contents are likely conserved as well during separation, their cellular abundances
were too low in our samples to obtain an accurate determination by ICP-MS.
Trace element abundances in field-collected samples show that there remains
significant sediment contamination for elements enriched in sediments and depleted in
cells, such as Al, Ti, Mn, and Fe, after the separation procedure (Fig. 4). Provided
that the mineralogy of the sediment samples is accurately known, it may be possible
to apply an assumed correction factor for sedimentary contribution, for example by
using Al or Ti as a lithogenic tracer (Frew et al., 2006). We attempted to use Al,
assumed nonbiological in origin, to estimate the extent of mineral contamination of
purified cells. Aluminum abundances by mass range between 1 ppm and 0.1% in
microorganisms, but between 0.9% and 30% in rocks, soil, and sediment (Bowen,
1979; Bruland et al., 1991). E. coli, not mixed with sediment, had an average Al
content of 5 ± 2.5 ppm, both with and without separation. (Uncertainties for both
E. coli and field samples are 1 SD). These amounts are consistent with Al trapped
in the cell membrane of E. coli, as measured by Coughlin et al. (1983). Al could
also have been-picked up in minute amounts during autoclaving of the LB solution,
although Al is not part of LB medium itself. Al was present in sample-free digestions
at levels of about 0.1% of that measured in E. coli, which makes the possibility of
contamination during digestion unlikely. In half of the field samples, Al abundances
were above 0.1%, reaching up to 1 ± 0.5%. The bulk field sediment samples contained
1 to 5% Al. Therefore, assuming 100% of the Al in separated cell fractions is from
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sediment, the separated cell fractions contained about 10% (up to 20%) sediment.
However, the widely varying mineralogy of Yellowstone National Park hot springs
complicates the determination of corrections based on metal:Al ratios in sediment and
cells. We consider Al a worst-case contamination proxy, because Al3+ ions are more
easily mobilized than other metal ions by ligands, such as the pyrophosphate used in
the procedure (Williams, 1996).
Another useful criterion is to reject data for samples or elements for which the
metal:Al ratios closely mimic sedimentary ratios. Cu, Zn, Mo, and (to a lesser extent)
Ni are systematically much higher than the sediment level (even if sediment constituted
up to 50% of the separated fraction). For these metals, analyses can be interpreted
relatively unambiguously in terms of cellular content, provided that supporting data
(such as high Cu:Al, Zn:Al, and Mo:Al compared with sediment) are reported.
For the purposes of determining the C:N:P stoichiometry of samples, rejection
of separated samples with a C content less than typical for microbes (35% to 50%
Sterner and Elser, 2002) should suffice. This assumes that carbonates are not a
major component of the sediment sample; if they are, a carbonate removal step before
separation can be added (Kallmeyer et al., 2008). In practice, detrital biological
material with a C:N:P stoichiometry different from that of the cells but with a similar
density could also bias the measured C:N:P ratios of cells; this is a fundamental
limitation of this method. Thus, with further refinement, this cell separation method
enables the determination of elemental contents, in mass per dry cell mass, of C,
N, P, and key trace biological elements in sediment communities. This procedure
is complementary to laborious electron microscopy methods that investigate the
elemental composition of single cells (Heldal et al., 2003; Steenbergh et al., 2013).
However, using both approaches would allow comparison of element distributions
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across broad components of a microbial community with those of the individual cells
comprising the biomass.
This method will help quantify the multi-element stoichiometric envelope within
which microbes operate (Sterner and Elser, 2002; Ho et al., 2003; Twining et al., 2011;
Cameron et al., 2012; Nuester et al., 2012). It will also allow comparisons of microbial
elemental compositions with those of their environment to determine their mutual
influence (Havig et al., 2011).
2.5 Comments and Recommendations
Overall, we suggest that this method for separating microbial cells from sediment
and analyzing their elemental contents at the community level should be applicable
to samples from a wide variety of environments, such as soils, soil crusts, or lacustrine
or riverbed sediments. Because high temperatures and pH extremes of hot springs
result in low biomass of microbial cells, the abiotic contents of key elements can
be unusually high, increasing the risk of elemental contamination of cells during
separation. The possibility of contamination is likely lower for samples collected in
milder conditions. This method should also be applicable for water samples contain-
ing high concentrations of suspended sediments, provided that enough sample is
collected and filtered to obtain sufficient biomass for elemental analyses. Based on
our studies, here is a set of recommendations for future applications:
1. Energy parameters for the sonication step should be considered as approximate
values. As Lindahl and Bakken (1995) pointed out, the sonicator output depends
on the age of the electromechanical converter, due to changes in its crystal
structure.
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2. Precise measurement of cellular dry masses is key to the normalization of
elemental abundances to mass and eventual determination of elemental ratios.
Mass spectrometers measure the elemental masses in a sample more precisely
than most balances measure dry masses of a few milligrams. Thus, we recommend
to use a balance of microgram precision to measure the dry mass of recovered
cell phases.
3. For future analyses of samples from a specific location, standards used to
determine the ICP-MS calibration curve and digestion recovery should be chosen
as close to sample composition as possible to yield measurements as accurate as
possible.
4. As a coarse means of screening out contamination, we suggest discarding samples
of C content too low to be biological (lower limit of about 35 to 40% Sterner
and Elser, 2002). However, even minute amounts of sediment can significantly
alter the metal content of the recovered cell fraction. Therefore, the use of com-
plementary, more precise contamination indicators is advised. We recommend
developing a correction factor for metal abundances based on lithogenic tracers
such as Al or Ti (Frew et al., 2006) if the mineralogy of the samples is relatively
uniform. Reporting of metal:Al or metal:Ti ratios is also advised to assess the
reliability of a measurement.
5. Finally, we recommend that follow-up work focuses on determining the extent of
the selective biases due to over-representation of microorganisms that are more
easily separated from sediment grains relative to those that contribute the most
to the measured community composition. Energy-dispersive X-ray spectroscopy
of single cells that remain in the sediment fraction may help (Heldal et al., 2003;
Steenbergh et al., 2013).
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Chapter 3
ORDINARY STOICHIOMETRY OF EXTRAORDINARY MICROORGANISMS
The results presented in the previous chapter provided a useful means of deter-
mining the elemental composition of microorganisms living in hydrothermal settings.
In this chapter, I make extensive use of this method to determine the elemental
composition (biological demand) of microbial communities collected at diverse hy-
drothermal sites. I relate the measured microbial compositions to those supplied by
the hydrothermal environments, and characterize biological elemental patterns to
inform the search for life in extraterrestrial settings.
This chapter was published as a paper in Geobiology with co-authors Amisha
Poret-Peterson, Ariel Anbar, and Jim Elser (Neveu et al., 2015c). The text of this
paper is provided below.
All life on Earth seems to be made of the same chemical elements in relatively
conserved proportions (stoichiometry). Whether this stoichiometry is conserved in
settings that differ radically in physicochemical conditions (extreme environments)
from those commonly encountered elsewhere on the planet provides insight into
possible stoichiometries for putative life beyond Earth. Here, we report measurements
of elemental stoichiometry for extremophile microbes from hot springs of Yellowstone
National Park (YNP). Phototrophic and chemotrophic microbes were collected in
locations spanning large ranges of temperature (24◦C to boiling), pH (1.6–9.6), redox
(0.1–7.2 mg L−1 dissolved oxygen), and nutrient concentrations (0.01–0.25 mg L−1
NO−2 , 0.7–12.9 mg L−1 NO3 , 0.01–42 mg L−1 NH
+
4 , 0.003–1.1 mg L−1 P mostly as
phosphate). Despite these extreme conditions, the microbial cells sampled had a major
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and trace element stoichiometry within the ranges commonly encountered for microbes
living in the more moderate environments of lakes and surface oceans. The cells did
have somewhat high C:P and N:P ratios that are consistent with phosphorus (P)
limitation. Furthermore, chemotrophs and phototrophs had similar compositions with
the exception of Mo content, which was enriched in cells derived from chemotrophic
sites. Thus, despite the extraordinary physicochemical and biological diversity of YNP
environments, life in these settings, in a stoichiometric sense, remains much the same
as we know it elsewhere.
3.1 Introduction
Living organisms all rely on a common core biochemistry that depends on nucleic
and amino acid polymers, lipids, and carbohydrates (Fraústo da Silva and Williams,
2001). This results in an organismal elemental composition largely centered around
the proportions of the major elements carbon, nitrogen, and phosphorus that make
up these macromolecules in their normal range of allocation (Sterner and Elser, 2002).
In addition, many metabolic functions (including those that are processes in major
element cycles) are mediated by metalloenzymes whose active sites feature one or
several transition metal ions or clusters (e.g Sunda, 1989; Morel and Price, 2003).
Thus, these metals are present in low and variable amounts in cells (Fraústo da Silva
and Williams, 2001). Both major and trace elements are available in the environment
in proportions that often differ considerably from those in cells (Hecky et al., 1993;
Morel and Price, 2003; Novoselov et al., 2013). A notable exception is the open ocean,
where carbon, nitrogen, and phosphorus are present both in plankton and as solutes
in relatively fixed proportions of C:N:P = 106:16:1 (molar), the so-called Redfield
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ratio (Redfield, 1934, 1958, 1963; Sterner and Elser, 2002). Although deviations
from the Redfield ratio have been reported (e.g. Redfield, 1958; Weber and Deutsch,
2010; Martiny et al., 2013; Frigstad et al., 2014), the broad concordance of C:N:P
compositions of organisms with environmental resources highlights the fundamental
interplay between life and its environment on a planetary scale.
However, because the availability of chemical elements varies with time and space,
one would expect to observe some degree of variation in the elemental makeup of
organisms as well, including that resulting from long-term evolutionary adaptation
to the supplies of key chemical elements (Sunda, 1989; Zimmerman et al., 2014).
Indeed, phylogenomic analyses of protein structures reveal that biological utilization
of transition metals likely varied with the availability of metals through the history of
life on Earth (Quigg et al., 2003; Zerkle et al., 2005; Dupont et al., 2010). For example,
the presumed increased availability of Zn and decreased availability of Fe in Earth’s
oceans over time, due to a change in ocean chemistry from anoxic in the Archean
and sulfidic in the Proterozoic (though perhaps only intermittently in continental
margin settings; Poulton and Canfield, 2011) to modern oxic conditions, seems to have
resulted in greater use of Zn in enzymes, reflecting the evolution of eukaryotic cells
(Fraústo da Silva and Williams, 2001; de Baar and La Roche, 2003; Saito et al., 2003),
and in use of Fe in decreased amounts in the photosystem of eukaryotic phototrophs
(Raven, 1990). In the late Archaean, limited supply of Ni from the Earth’s mantle to
the oceans may have curbed biological methane production (Konhauser et al., 2009).
Decreased availability of free Fe and Mo ions in the Proterozoic sulfidic ocean, due to
their speciation as metal-sulfide complexes (Saito et al., 2003), may have reduced the
use of N-fixation enzymes by prokaryotes, thereby limiting the supply of N (Anbar
and Knoll, 2002; Zerkle et al., 2006; Glass et al., 2009). Selection for efficient element
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use appears to be embedded even in patterns of amino acid usage in the proteomes of
micro- and macro-biota (Baudouin-Cornu et al., 2001; Elser et al., 2011). In modern
aqueous environments, low trace metal concentrations limit phytoplankton growth
(Morel et al., 1991; Saito et al., 2002, 2004; de Baar and La Roche, 2003; Morel and
Price, 2003; Morel, 2008); these scarce metals are accumulated via membrane transport
systems involving the use of ligands (Hudson and Morel, 1993; Tortell et al., 1999;
Saito et al., 2005). Metal scarcity drives selection pressures that can result in the use
of substitute metals, such as Cd or Co instead of Zn (Yee and Morel, 1996; Lane et al.,
2005; Xu et al., 2007; Morel, 2008), or even in the ability to decrease metalloenzyme
production altogether (Saito et al., 2011). Fe and Mn are more readily available in the
suboxic zone than in surface oxic water where they form insoluble oxides (Nealson and
Saffarini, 1994). In the ocean, metal utilization by phytoplankton varies between taxa
and regions (Sunda, 1989; Twining and Baines, 2013), and is sensitive to chemical
parameters such as pH or pCO2 (Xu et al., 2012). An extreme case of potential
spatial variation is the consideration of environments beyond Earth conducive to life,
the subject matter of astrobiology (Novoselov et al., 2013). Potentially habitable
exoplanets have been found in stellar systems whose bulk elemental abundances differ
widely from those of our solar system (Young et al., 2014). Could life as we know it
cope with the different elemental availabilities and physicochemical conditions found
in such environments?
To explore how living organisms adjust their chemical makeup to extreme environ-
mental diversity, we sampled sediment microbial communities in the hot springs of
Yellowstone National Park (YNP) and used a method to separate microbial cells from
associated sediments (Neveu et al., 2014) to quantify the multi-element stoichiome-
tries of microbes from these diverse environments, targeting both phototrophic and
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chemotrophic assemblages. The YNP springs sampled have widely varying tempera-
ture (ambient to boiling) and chemical properties (e.g., pH from 1 to 9; see Tables 3
and 4). This high physico-chemical diversity generates selective pressures that result
in a corresponding diversity of microbes (Meyer-Dombard et al., 2005) and microbial
metabolisms (Shock et al., 2010). The physical, chemical, and biological variety of
these settings contrasts with that of most environments, such as the surface ocean or
freshwater lakes, investigated during previous work on the interplay between environ-
mental and microbial elemental contents. Nonetheless, many such previous studies
have found that micro-organisms, especially photoautotrophs, can significantly adapt
their major elemental composition to the environmental context (Rhee, 1978; Goldman
et al., 1979; Shuter, 1979; Fourqurean et al., 1992; Koerselman and Meuleman, 1996;
Hillebrand and Sommer, 1999; Sterner and Elser, 2002; Klausmeier et al., 2004; Lee
et al., 2015). The tremendous metabolic diversity observed at YNP (Shock et al.,
2010) suggests the possibility of comparable diversity in major element and trace
metal use by microbes. Thus, one would expect the elemental composition of YNP
hot spring micro-organisms to cover a considerable range, possibly as wide as any
environment on Earth allows.
In the following sections, we summarize our efforts to separate and analyze cells
from sediment samples collected from the hot springs of YNP while considering the
mineral contamination challenges inherent to the method. We then compare elemental
compositions and stoichiometries of separated biomass to those of micro-organisms
living in more moderate environments, and explore correlations (or lack thereof)
between microbial compositions and environmental parameters. We briefly conclude
with consideration of the implications of a relatively uniform stoichiometry of life on
Earth for ongoing efforts to search for it elsewhere.
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3.2 Methods
3.2.1 Sample Collection
All field sediment and mat samples were collected in July and August 2009 from
hot springs located in YNP. The exact location and physicochemical conditions of the
springs are detailed in Tables 3 and 4. At each location, handheld meters, connected
to probes that were introduced directly into the hot springs, were used to measure pH
and temperature (WTW 330i, WTW, Weilheim, Germany) as well as conductivity
(YSI 30, YSI, Yellow Springs, OH, USA). Following these measurements, a sampling
scoop was used to obtain hot spring water and sediment samples. Hot spring water
was filtered through tandem 0.8 and 0.2 µm Supor membrane filters (Pall Corporation,
Port Washington, NY, USA). For sediment samples, typically, four replicate 15-mL
tubes were filled with sediment to 5 mL. Sediment samples were kept on ice in the field,
then frozen at -20◦C until transported back to Arizona State University, where they
were transferred to a -80◦C freezer. No cryoprotectant was added prior to freezing.
Clues about the possible presence or absence of photosynthesis were obtained visu-
ally by noting the presence or absence of green, orange, brown, yellow (in association
with green), and/or purple photosynthetic pigments in hot springs following Cox et al.
(2011). As noted in their study, this coarse method is unlikely to generate a false
positive (strictly chemosynthetic site mimicking signs of phototrophic pigmentation)
but could produce a false negative at a low abundance of phototrophs. These visual
criteria could be improved by extracting and identifying pigments, as well as genes
associated with photo- and chemotrophy, in collected samples (Cox et al., 2011). For
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Table 3: pH, conductivity, temperature, and location of the hot springs sampled
Conduc- Tem- Eleva-
Sample tivity perature Latitude Longitude tion Photo-
ID Unofficial Name pH (µS) (◦C) x (12T) y (UTM) (ft) synthesis?
090725D1 ‘Octopus Outflow 3’ 8.2 2975 67.3 0516030 4931221 7354 Yes
090730V1 ‘Goldilocks Outflow 1’ 2.4 3580 41.0 0518643 4949659 7402 Yes
090802W1 ‘Green Cheese’ 6.1 804 57.4 0544535 4939787 7896 Yes
090726O1 ‘Old Blue Eyes Outflow 2’ 9.0 3444 71.4 0515028 4929589 7403 Yes
090804P1 ‘Rabbit Creek Outflow 1’ 9.2 3140 62.5 0514888 4929694 7428 Yes
090804J1 ‘Buddha’s Belly’ 7.7 2816 63.1 0514713 4928920 7371 Yes
090728A1 ‘Boulder Source’ 8.4 4000 92.8 0512421 4933943 7287 Yesa
090729Q1 ‘Bumpy Butt’ 6.3 2311 65.9 0514902 4917998 7712 No
090730C1 ‘Blondie Source’ 2.7 2085 36.9 0518672 4949708 7409 No
090723K ‘Obsidian Pool Black Mat’ 5.4 930 57.6 0544541 4939799 7896 No
090723F ‘Figure 8 Pool’ 4.2 4146 68.3 0544482 4939773 7894 No
090730T1 ‘Avocado Source’ 6.3 4169 73.1 0518575 4949713 7437 No
090723C ‘Skippy’s Bathtub Source’ 4.8 2905 68.1 0544553 4939854 7895 No
090728D1 ‘Boulder Outflow 3’ 8.7 3040 66.1 0512427 4933961 7218 Yes
090724QA ‘Mound Spring Marsh’ 9.6 1685 24.0 0511044 4934592 7275 Yes
090730U1 ‘Goldilocks Source’ 2.4 2380 52.9 0518630 4949651 7421 No
090724OA ‘Mound Spring Outflow W1’ 8.3 3589 87.7 0511112 4934623 7258 No
090728RA ‘Mockturtle’ 1.6 15710 79.9 0541070 4944511 7840 No
090730UA ‘Lil’ Hottie’ 2.1 6500 83.9 0518478 4949609 7442 No
090725DA ‘Skippy’s Bathtub Outflow’ 5.2 3161 63.6 0544553 4939858 7889 No
090726N1 ‘Old Blue Eyes Outflow 1’ 9.0 3630 74.2 0515035 4929586 7397 No
090730XA ‘Lobster Claw’ 2.1 6740 87.7 0518360 4949589 7503 No
090730Z1 ‘Danny Boy’ 2.6 2730 71.5 0518168 4949641 7501 No
090802NA ‘Fraggle Rock’ 7.7 4760 92.8 0539333 4903284 7564 No
090802OA ‘Mouse Graveyard’ 7.2 3980 80.8 0539328 4903325 7550 No
090802PA ‘Sore Foot Blues’ 8.0 4362 92.4 0539356 4904316 7527 No
090802QA ‘Wounded Knee’ 6.5 3448 80.3 0539392 4904324 7519 No
The hot spring names are unofficial and correspond to our own sampling program.
a The sample was collected from a photosynthetic mat on an overhanging rock wall
regularly splashed with hot spring water from the source pool. The temperature
reading is for the hot spring source pool.
future investigations, it may be informative to extract pigments from the samples (e.g.,
chlorophyll a and several bacteriochlorophylls with acetone) and quantify their abun-
dances using ultraviolet spectrophotometry. Regardless of the accuracy of pigment
identification, the presence of pigments does not necessarily imply that communities
are solely using light to fix carbon. Moreover, sites that display obvious signs of
photosynthetic pigments may also host chemotrophs. Because of these caveats, the
binary distinction between ‘chemotrophic’ and ‘phototrophic’ sites in the present
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Table 4: Major chemical composition of the hot springs sampled, as well as dissolved
P and Mo content
Alkali-
Sample DIC DOC O2 (aq) NO−3 NO
−
2 NH
+
4 Fe
2+ S2− SiO2 P Mo nity
ID (ppm C) (ppm C) (mg/L) (mg/L) (mg/L) (mg/L) (mg/L) (mg/L) (mg/L) (µg/L) (µg/L) (mg/L)
090725D1 59.70± 1.79 0.18± 0.01 N/A N/A N/A N/A N/A N/A N/A 6.0 25 N/A
090730V1 7.81± 0.39 1.44± 0.12 5.50 1.70 0.040 1.63 1.44 37 340 36 1.3 BDL
090802W1 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 0.84 N/A
090726O1 35.81± 1.43 0.24± 0.01 N/A N/A N/A N/A N/A N/A N/A 11.5 29 N/A
090804P1 N/A 0.23± 0.01 1.20 0.70 0.020 0.01 0.03 BDL 521 3.7 29 154
090804J1 78.67± 3.15 0.53± 0.02 0.80 2.10 0.145 0.08 BDL 14 274 6.8 31 340
090728A1 1.76± 0.11 0.36± 0.01 N/A N/A N/A N/A N/A N/A N/A 6.1 44 N/A
090729Q1 8.08± 0.26 0.46± 0.03 1.80 1.60 0.075 0.08 0.01 12 346 4.1 117 38.9
090730C1 N/A 1.52± 0.12 N/A N/A N/A N/A N/A N/A N/A 41 0.18 N/A
090723K 18.32± 0.55 3.43± 0.15 1.10 2.30 0.114 0.42 1.02 194 299 210 3 4.4
090723F 16.42± 0.82 2.35± 0.10 2.90 2.90 0.001 BDL 0.74 123 353 62 59 BDL
090730T1 94.05± 3.76 0.12± 0.01 0.54 11.10 0.057 1.6 BDL 612 311 3.0 16.7 300
090723C 20.60± 0.62 2.23± 0.10 1.00 4.50 0.085 0.07 0.57 143 445 43 27 32
090728D1 36.11± 1.08 0.28± 0.01 1.30 7.60 0.063 N/A 0.02 374 354 6.0 48.1 251
090724QA 41.97± 0.84 0.71± 0.05 7.20 1.40 0.269 0.02 BDL 5 496 7.4 32 306
090730U1 > 45 1.31± 0.10 0.10 2.30 0.019 2.17 3.22 626 275 58 1.15 BDL
090724OA 31.87± 0.64 0.18± 0.01 0.70 12.90 0.056 BDL 0.02 875 412 4.4 28 261
090728RA 11.84± 0.24 > 24 N/A N/A 0.010 17.7 2 53900 354 1100 0.08 BDL
090730UA 0.79± 0.04 1.09± 0.09 0.80 1.80 0.046 5 2.07 118 422 34 0.52 BDL
090725DA 11.44± 0.34 1.21± 0.05 2.60 1.60 0.026 0.11 0.26 73 444 32 26 18.4
090726N1 36.18± 1.45 0.27± 0.01 0.60 3.30 0.046 BDL BDL 134 331 9.0 29 148
090730XA 2.93± 0.15 0.86± 0.07 0.31 3.40 0.040 42.6 6 682 N/A 88 3.5 N/A
090730Z1 N/A N/A 0.82 2.30 0.035 41 1.2 1536 202 9.6 0.25 BDL
090802NA N/A N/A N/A N/A N/A N/A N/A N/A N/A 6.1 83 N/A
090802OA N/A N/A N/A N/A N/A N/A N/A N/A N/A 8.9 82 N/A
090802PA 42.24± 0.84 0.23± 0.01 0.35 3.80 0.098 0.1 BDL 40 522 5.1 76 224
090802QA 60.77± 1.22 0.45± 0.02 0.88 3.90 0.086 0.02 BDL BDL 511 6.7 72 232
Uncertainties on Dissolved Inorganic Carbon (DIC) and Dissolved Organic Carbon
(DOC) are ±1 standard deviation. In spring water samples for which phosphate was
measured above detection limit separately by ion chromatography (IC; in addition to
the P abundances reported here measured by ICP-MS), most P seemed to be present
as phosphate. Method details for IC measurements were provided by Shock et al.
(2010). “N/A”: not available, “BDL”: below detection limit.
study should only been taken as qualitative. This distinction does not affect the main
conclusions of this article.
Most measurements of solute concentrations reported in Table 4 were carried
out in the field using a visible (400–880 nm) spectrophotometer (Hach DR/2400;
Hach, Loveland, CO, USA): dissolved oxygen was measured using an indigo carmine
method, nitrate with a Cd reduction method, nitrite with a diazotization method, total
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ammonia with a salicylate method, ferrous iron with a 1,10-phenantroline method,
total sulfide with a methylene blue method, and dissolved silica with a silicomolybdate
method. Alkalinity was determined using a Hach Digital Titrator (Hach, USA) with
a colorimetric indicator and reported as calcium carbonate. Spectrophotometry and
titration measurements carry an uncertainty of 5–10%, with contributions coming
from interferences, analytical uncertainties, and operator error (Windman et al., 2007;
Shock et al., 2010). Further details on field measurement methods were provided by
Shock et al. (2010).
Shortly after the field campaign, dissolved organic and inorganic carbon (DOC
and DIC, respectively) were measured at Arizona State University using an OI
Analytical 1010 Wet Oxidation TOC Analyser (OI Analytical, College Station, TX,
USA). Concentrations were quantified using CO2 obtained following the reaction
of water samples with either sodium persulfate (DOC) or phosphoric acid (DIC).
Total concentrations of phosphorus, as well as all other elemental abundances in bulk
samples, were measured by inductively coupled plasma mass spectrometry (ICP-MS;
Thermo Element 2, Thermo Fisher Scientific, Waltham, MA, USA). Prior to ICP-MS
analysis, samples were stored in acid-washed 60-mL Nalgene bottles until they were
acidified with 400 µL of OmniTracerUltraTM (Fisher Scientific, Pittsburgh, PA,
USA) high-purity 69–70% HNO3 just before analysis (Havig, 2009).
3.2.2 Cell-Sediment Separation
Microbes in benthic sediments and mats tend to be physically and chemically
bound to mineral grains. Thus, minerals make up a significant fraction of such samples
(Havig, 2009). Because the metals present in trace amount in cells can be major rock-
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forming elements (e.g., Mg, Fe, Mn), even small amounts of minerals can overwhelm
the microbial signal in an elemental analysis (Martin and Knauer, 1973). Therefore, we
separated cells from sediment following a method modified from a previously described
approach (Amalfitano and Fazi, 2008; Neveu et al., 2014). If possible, we performed
cell-sediment separations on several replicate samples (‘biological replicates’) for each
given location for independent analysis as separate samples.
We used trace-metal clean, sterile solutions, and autoclaved plasticware to avoid
sample contamination by trace metals and micro-organisms. Frozen field samples
were gently thawed in a centrifuge (6000 g, 10◦C, 20–40 min). The supernatant
was removed. Samples were transferred into 20-mL beakers. A different beaker was
used for approximately every 2 g sediment or microbial mat to avoid overflow during
subsequent stirring. The samples were stirred (720 rpm, 30 min), using autoclaved
stir rods, in 5 mL phosphate buffer saline (0.13 M sodium chloride, 7 mM sodium
phosphate dibasic, 3 mM sodium phosphate monobasic, pH adjusted to 7.4 with a few
drops of concentrated hydrochloric acid or sodium hydroxide) with added detergent
(0.5% vol./vol. Tween 20, final concentration) and chelating agent (0.1% wt./vol.
sodium pyrophosphate, final concentration). Sodium pyrophosphate was purchased
from Sigma-Aldrich (Cat. No. 221368; St. Louis, MO, USA), Tween 20 from Bio-Rad
(Cat. No. 170-6531; Hercules, CA, USA), sodium chloride from Fisher Scientific
(Cat. No. S271-500), sodium phosphate dibasic from Mallinckrodt (Cat. No. 7914;
Damastown, Mulhuddart, Ireland), and sodium phosphate monobasic from EMD
Millipore (Cat. No. SX0710-1; Billerica, MA, USA).
The samples were then gently sonicated (40% output, 35% duty cycle, 2 min)
in an ice-cold bath. The resulting cell-sediment suspension was gently homogenized
and carefully pipetted atop a 5-mL layer of NycodenzTM (Axis-Shield, Dundee, UK,
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Cat. No. 1002424, 4 g dissolved in 5 mL water), of density (1.3 g mL−1) between the
density of cells and that of sediment grains, in 15-mL centrifuge tubes. During the
subsequent centrifugation step (5000 g at 4◦C for 30 min using a swing-out rotor),
cells did not undergo migration through the Nycodenz layer, whereas sediment grains
did unless their density was low. Centrifugation was repeated for an additional 30
min to 1 h until the Nycodenz layer was clear and distinct phases could be seen. From
bottom to top, these phases are sediment pellet, Nycodenz, a thin layer of separated
cells (with possible residual detritus of similar density), and supernatant.
Following centrifugation, the layer of separated cells was pipetted out and washed
three times (using 0.85% NaCl to limit osmotic stress) to remove any Nycodenz or
stirring solution. For each wash, cells were resuspended in 1 mL NaCl solution, then
centrifuged (10000 g, 5 min, 4◦C), and the supernatant was discarded.
Cell recovery yields were also determined by staining pre- and post-separated
samples with 10 µg mL−1 4’,6-di-amidino-2-phenylindole (DAPI) and imaging via
epifluorescence microscopy. Most yields were estimated on hot spring sediment samples
other than those analyzed here, but collected in the same or adjacent hot springs
during the same sampling campaign, following the sampling methods described above.
Example epifluorescence micrographs of separated samples stained with DAPI are
shown in Fig. 7. On field sediment samples, we typically obtained cell separation
yields of 5–40% (Table 2). The lowest recovery yields were obtained when the cell
density in sediment was lowest, as previously observed (Morono et al., 2013).
50
Figure 7: Example micrographs of separated samples from two YNP hot springs
(A) “Bison Pool”, which fell just below the 20% C cutoff (see text) and was not part
of this study but was collected and separated as described in the Methods section;
(B) “Green Cheese” (sample 090802W1). The hot spring names are unofficial and
correspond to our own sampling program. A grid square measures 10 µm x 10 µm.
The blue color arises from the DAPI stain (see text); other colors are due to the
natural fluorescence of certain cells (red) and minerals (yellow-green in panel B).
3.2.3 Elemental Analysis
Elemental analysis was largely conducted following a method previously described
by Neveu et al. (2014). To ensure that the microbial elemental content was not
altered during the procedure, wild-type E. coli of known elemental composition were
separated and analyzed along with each sample. For each sample, a fraction of the
recovered bio-mass was combusted to measure C and N from CO2 and N2 using an
Elemental Analyzer (Costech, Cernusco sul Naviglio, Italy) coupled to an Isotope
Ratio – Mass Spectrometer (IRMS; Finnigan DELTAplus Advantage, Thermo Fisher
Scientific, USA). Before combustion, samples were loaded into 5 × 9 mm tin capsules
(Costech).
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Freshly separated cells were resuspended in as little 18 MOhm-cm MilliQ water as
possible (200–1000 µL) and pipetted into tin capsules in 50 µL aliquots, then dried
overnight at 60◦C. Serial pipetting-drying cycles were required for dilute suspensions;
separated material awaiting drying was stored at 4◦C. The mass of each tin capsule
was measured using a balance of microgram precision, both before pipetting the cell
suspension and after all drying cycles, to obtain a net dry mass of separated material.
All elemental abundances reported in this article are normalized to the net dry mass
of the corresponding sample. A calibration curve for C and N contents was built using
a tomato leaf standard (0.2, 0.5, 1.0, 2.0, 5.0, and 7.0 mg). Glycine check standards
(0.7 mg) were analyzed between samples to determine the accuracy of the elemental
measurements. The in-house calibration and check standards were characterized using
standards USGS 40, USGS 41, IAEA NBS 18, and IAEA NBS 19. A minimum dry
mass of approximately 1 mg was necessary to yield quantitative IRMS measurements
(within the calibration curve). When a given separation clearly did not yield enough
cell material to carry out IRMS analyses on several biological replicates, we combined
the cells of replicate separations to obtain a single measurement, giving priority to
the measurement of C and N abundances.
The remainder of the separated material was analyzed by ICP-MS (Thermo X-series,
X-series 2, and iCap Q, Thermo Fisher Scientific, USA) to determine its trace element
abundances. Separated material was first pipetted and dried in micro-centrifuge tubes
(200 µL volume) overnight at 60◦C. Similarly to tin capsules, several pipetting-drying
cycles were required for dilute suspensions; separated material awaiting drying was
stored at 4◦C. All micro-centrifuge tubes were weighed both empty and after the last
drying cycle, using a balance of microgram precision, to obtain a net dry mass of
separated material to which all measured elemental abundances were normalized. To
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obtain accurate masses, it was essential to use as light a container as possible: the
200-µL micro-centrifuge tubes were both light and not subject to acid leaching of
potential trace metals (as established by performing sample-free preparations and
analyses). The remaining steps of the sample preparation were carried out in a
Class-10 clean laboratory. The dry samples were transferred to acid-cleaned (using
concentrated HNO3 followed by concentrated HCl) Teflon vessels. 3 mL of 1x-distilled
HNO3 were added to all vessels, which were tightly capped and placed on a hot plate
for overnight digestion at 100–150◦C. The vessels were then uncapped and heated
until the sample volume decreased to approximately 0.5 mL. If there remained any
undigested material (that is, any turbidity or solid particle) in the vessels, additional
overnight cycles of digestion were performed using, in this order, 3 mL of 1x-distilled
HNO3, 1 mL HNO3 and 3 mL HCl (aqua regia), and aqua regia with 100 µL H2O2 at
100–150◦C for up to 2 weeks. Any undigested residue was weighed, then discarded; the
residue mass was always too low to be measured by a balance of microgram precision.
The samples were finally diluted to 3.5 mL (the minimum volume required by the
Thermo X-series ICP-MS to measure the elements specified) in 15-mL acid-cleaned
(using concentrated HNO3 followed by concentrated HCl) centrifuge tubes, using
0.32 M nitric acid in 18 MOhm-cm water. The final dilution volume was weighed to
obtain a dilution factor between initial dry mass and mass of solution analyzed. A
calibration curve was built using a phosphorus-enriched black shale standard solution
of known elemental composition (characterized using the certified reference material
USGS Devonian black shale SDO-1), serially diluted (1:15, 1:35, 1:150, 1:1000, 1:7500,
1:25000) with nitric acid (0.32 M). This standard was chosen because its elemental
composition reasonably matched that of (sometimes widely varying) YNP sediment
samples and E. coli. The standard was not digested along with the samples to test
53
for element recoveries; however, it is routinely run in parallel with samples, with
generally excellent recovery, accuracy, and reproducibility. We performed sample-free
digestions to check for contamination during digestion, and subtracted the average of
the measured elemental abundances on these digestions from the measured abundances
of each sample. Unseparated sediment was similarly analyzed.
Separation of a given sample (one 15-mL tube filled to 5 mL with sediment)
yielded between 0.03 and 3 mg of dried cells, depending on the location of sample
collection. Obtaining enough biomass was especially an issue for samples collected
at chemotrophic locations. Even after combining biological replicates, many samples
fell below the lowest IRMS calibration standard: while we separated samples from 50
locations, quantitative C and N abundances could be determined for only 25 samples.
Of these, 14 had carbon contents higher than 20%, indicating that the analyzed
samples were mostly biomass. They were collected at the locations reported in Tables
3 and 4, and their elemental abundances are given in Table 22 (Appendix B) along
with the number of biological replicates analyzed. (Two samples were collected at
‘Goldilocks Outflow 1’ from a black mat near the spring and from green filaments in
the spring’s outflow channel.) The other eleven samples were likely contaminated by
low-density, porous sediment grains (see below).
Of the 25 samples for which C and N abundances could not be obtained, nineteen
still yielded enough material for measurement by ICP-MS on at least one biological
replicate. Fourteen of these samples (listed in Tables 3, 4, and 22 in Appendix
B) showed acceptably low levels of mineral contamination (see below). For these
samples, we determined which elements could not be excluded as arising from mineral
contamination.
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3.2.4 Quantification of Sediment Contamination
It has been shown that E. coli cells separated by the Nycodenz density gradient
method (Amalfitano and Fazi, 2008) conserve their elemental content in C, N, P,
Mg, Al, Ca, Ti, Mn, Fe, Ni, Cu, Zn, and Mo to within 30% or better (Neveu et al.,
2014). However, cells separated from sediment are not systematically free of residual
sediment because a density gradient separation cannot discriminate between cells and
low-density fractal dust particles or porous sediment grains. As a consequence, the
analyzed samples still likely contained material that was not biological, yet had a
density similar to that of cells. Prior to analysis and interpretation of elemental data,
we applied several filters to the C, N, P, and trace metal data sets to minimize the
contribution of sediment contamination. Separated material with C contents less than
20% of the sample dry mass were considered to be likely contaminated by sediment.
We choose this threshold of 20% of the sample dry mass because aquatic bacteria
have a typical C content of 30–60% (Fagerbakke et al., 1996). Shifting this cutoff to
lower C contents would increase the likelihood of contamination by sediment material.
Shifting the cutoff to higher C contents (e.g., 30%), while leading to the rejection of
four additional samples showing no signs of photosynthesis (Fig. 8), does not alter
the conclusions drawn from the results presented below.
Despite our rejection of samples with C abundances incompatible with high biomass
content, sediment material may still account for most of the measured trace elements,
which are major rock-forming elements, in separated samples of high C content.
Therefore, even small amounts of sediment contamination may significantly affect
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Figure 8: Elemental makeup of separated and unseparated samples shown on a ternary
diagram
The three apices represent the cell component (scaled to 45% C), the sediment
component (scaled to 25% of the sum of all the transition metals, which along
with Si and O are rock-forming elements), and the water component (rest, assumed
to be precipitated silica and salts in the hydrothermal YNP springs). Separated
samples (circles, “phototrophs”: sites where phototrophy was clearly present; squares,
“chemotrophs”: sites with no clear evidence of phototrophy) are richer in C than
unseparated sediment (triangles) or biofilms (diamonds). A slanted black line shows
the 20% C cutoff for the separated samples whose elemental abundances are further
discussed in this study. Adapted from Havig (2009).
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Figure 9: Sediment contribution to elemental abundances measured in separated
samples
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Figure 9: (Continued from previous page.) The sediment contribution for an element
X was estimated using the X:Al ratio of the bulk sediment, assuming 100% of the
sample Al came from sediment (see text for details). The dashed and solid lines
indicate sediment contributions of 10% and 100%, respectively. Circles represent
locations with obvious signs of phototrophy and squares locations with no obvious
phototrophy. Elemental abundances are reported as either percent or part per million
of the sample dry mass. Uncertainties shown by error bars are as described in Figs
11 and 12 and were propagated when calculating Al normalizations. Note the linear
scale on panels (A), (B), (J), and (L).
the measured trace element composition of a separated sample. We tracked this
sediment contamination based on Al content, which we assumed to be contributed
solely by sediment and which is easily measured by ICP-MS. This method seems to
provide reasonable estimates of abiotic contamination (Collier and Edmond, 1984),
although the susceptibility of Al to the separation procedure may depend on the
chemical properties of the sample, such as redox or pH. This bias could be mitigated
by measuring other rock-forming elements, such as Si or Fe, along with Al. However, Si
is difficult to reliably measure by ICP-MS because of its high ionization potential, and
Fe, of prime biological interest, cannot be assumed to come entirely from sediment.
To our knowledge, there is no satisfactory alternative method for contamination
tracking. Contamination by mineral matter of density similar to cells could be
estimated by spiking sterile sediment with a given mass of microbes of known elemental
composition, such as E. coli. By comparing the elemental composition of such a mixture
following separation and analysis to that of E. coli alone, the sediment contribution
may be quantified. However, although sterile sediment is devoid of live organisms, it
still contains dead cellular material that will be separated along with E. coli ; this
prevents such an experiment from discriminating the biological contribution from that
of abiotic material. A third alternative could involve lysing cells in a sediment sample
(e.g., by strong sonication) and filtering the sample to discard intracellular metals
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and measure only the abundance of sediment-bound metals. However, this method
does not dispose of metals either in membrane-bound proteins or trapped in the cell
membrane debris (Martin and Knauer, 1973; Coughlin et al., 1983).
Short of more satisfactory alternative methods, we thus chose to use Al as a proxy
for sediment contamination. We scaled the elemental composition of the sediment,
Xbulk sed, by the ratio of Al abundance in the separated sample, Alsep sample, to Al
abundance in the bulk sediment, Albulk sed. Assuming that Al is entirely non-biological,
and that the X:Al ratio of the sediment component of the analyzed sample is identical
to that of the bulk sediment, the abundance of an element X contributed from
sediment in a separated sample, Xsed, sep sample, is then:
Xsed, sep sample = Xbulk sed × Alsep sample/Albulk sed (3.1)
We compared this sediment contribution to the measured abundances for 15
elements (C, N, P, Mg, Ca, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, and Mo).
Mineral contamination varied with sample location and element of interest (Fig.
9). For elements Mg, Ca, V, Cr, Mn, and Fe, the sediment contribution ranged from
20% to 100% for most samples (Appendix B, Table 22). We conclude that biomass
abundances cannot be derived for these elements even at an order-of-magnitude
accuracy. These are also the elements for which concentrations in the separated
material and bulk sediment were most strongly correlated, although log-log diagrams
give a stronger visual impression of linear relationship than those with a linear scale
(compare Fig. 9B and D, where the distribution of data points is relatively similar,
using the dashed and solid lines as a guide). R2 coefficients of determination for linear
regressions of all combined (phototrophic and chemotrophic) samples for each panel
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of Fig. 9 are provided in Table 22 (Appendix B). Ti seemed essentially contributed
by sediment, which is expected since this element seems to have little biological role.
Our results pertain to the elements for which the estimated contamination from
sediment was generally low: C, N, P, Ni, Cu, Zn, and Mo. For these elements, as
well as Co, the sediment contribution was around 10% or less for most of the samples
and was close to 100% for no more than two of these samples (Appendix B, Table
22). We therefore consider these elemental abundances as contributed by biomass and
accurate to within an order of magnitude. This is accurate enough for comparison with
previously published values, given the relatively larger range of abundances covered
for any given element. Co abundances are not considered further, because it has
not been ascertained that this element is conserved during the separation procedure
(Neveu et al., 2014).
The elemental makeup of the samples for which we obtained both IRMS and
ICP-MS measurements is shown in Fig. 8. Using C content as a proxy for biomass
shows that separated samples are richer in biological material than unseparated bulk
sediment or biofilms (Havig, 2009). However, some separated samples still had a C
content of a few percent of the sample dry mass, too low to be solely biomass.
3.2.5 Statistical Analyses of Elemental Stoichiometries
Two types of statistics, least-squares linear correlations and t-tests, were used to
assess correlations between elemental stoichiometries and environmental parameters.
Least-squares linear regressions were performed for phototrophs and chemotrophs
together; coefficients of determination (R2) are reported along with the sample size.
Parametric correlations (Welch approximate two-sample t-tests) were performed to
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assess possible relationships between elemental stoichiometries and the presence or
absence of obvious signs of phototrophy. The Welch approximate t-test differs from
that for Student t distributions by not assuming that the two distributions have
equal variance (Zar, 2010). Thus, the Welch t-test was appropriate to the sample
distributions we tested, which had variances that differed by a factor of a few in some
instances. All t-tests were carried out assuming two-tailed normal distributions. The
validity of these assumptions and sizes of the distributions are discussed along with
t-test results.
3.2.6 16S rRNA Gene V4 Region Sequencing
To determine which organisms were present in sediment and mat samples, as well
as whether the separation procedure introduced any significant bias in the distribution
of microbial taxa, we sequenced 16S ribosomal RNA gene libraries for six samples,
both pre- and post-separation from sediment/mat material. These six samples were
collected at the same time and location as those subjected to elemental analysis.
They underwent cell-sediment separation at a different time, as we were unable to
recover enough material from cell separations on a single sample to carry out both
an elemental analysis and a DNA extraction: DNA from initial aliquots of separated
material was neither visible on a gel, nor quantifiable via fluorometry.
DNA was extracted from sediment/mat and separated material using the Fast-
DNATM SPIN Kit for Soil (MP Biomedicals, Solon, OH, USA) following the manu-
facturer’s protocol. Prior to amplification, DNA was checked for integrity using gel
electrophoresis and quantified by fluorometry using the QubitrAssay (Invitrogen,
Carlsbad, CA, USA). The V4 Region of the 16S rRNA gene was amplified with
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primers (515F and 806R; Caporaso et al., 2012) barcoded for each sample. Triplicate
PCR reactions contained at least 10 ng of purified DNA, 1X High Fidelity PCR
buffer, 2 mM MgSO4, 200 mM dNTP mix, 200 µg mL−1 acetylated BSA, 250 nM
of the forward and reverse primers, and 1 µM of PlatinumrTaq High Fidelity DNA
polymerase (Invitrogen, Carlsbad, CA, USA). PCR reactions were carried out using
the following thermal cycler parameters: (i) initial denaturation at 94◦C for 2min, (ii)
30 cycles of 94◦C for 30s, 50◦C for 30s, and 68◦C for 2 min, and (iii) final extension
for 5 min at 68◦C. Following amplification, PCR products were gel-purified using
the WizardrSV Gel and PCR Clean-Up System (Promega, Madison, WI, USA),
quantified by fluorometry, pooled to equimolar concentrations, and prepared as a
single library for 29250 bp paired-end sequencing on the Illumina MiSeq (Illumina, San
Diego, CA, USA) at the DNASU Genomics Core Facility at Arizona State University.
The 16S rRNA gene amplicon library was sequenced in the same run as samples for
metagenomic and other amplicon analyses with about 10% of the lane devoted to
amplicon libraries.
The quality of reads was checked with FastQC (Andrews, 2010) and paired with
PANDASeq (Masella et al., 2012), resulting in 149004 sequences. These sequences
were then demultiplexed, trimmed of barcodes and primers, and analyzed in mothur
(Schloss et al., 2009), generally following the guidelines of Kozich et al. (2013). During
processing, de-replicated sequences were aligned to the Silva v119 SSU reference (Quast
et al., 2012), checked for chimeras, clustered into Operational Taxonomic Units (OTUs)
at a 0.03 cutoff, and classified using Greengenes 13_8 (DeSantis et al., 2006). Library
sizes ranged from 2968 to 20381 sequences after processing. Singleton OTUs were
removed and samples were then subsampled to the smallest library size for each pre-
and post-separated pair. OTUs with differential abundance were then detected using a
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two-sided Fisher’s exact test implemented in the software package Statistical Analysis
of Metagenomic Profiles (STAMP ; Parks et al., 2014). Differences in OTU abundances
were considered statistically significant if the Benjamini-Hochberg corrected P -value
was less than 0.001 and the effect size (differences between proportions) was greater
than 1. Canonical correspondence analyses (CCA) followed by permutation (999)
were used to determine the presence of any significant correlations between taxonomic
composition and cellular C, N, P, Ni, Cu, Mo, and Zn contents (Buttigieg and Ramette,
2014). CCA and permutation analysis were implemented in R using the vegan software
package (Oksanen et al., 2007; R Core Team, 2014), following the method described
by Borcard et al. (2011). Following CCA, we performed a permutation analysis
(999 permutations) to test for the significance of any correlations between taxonomic
composition and cellular elemental contents. Only the metal contents that could be
reliably attributed to a cellular origin were used (Ni, Cu, Zn, and Mo). Two CCA
analyses were conducted using either C, N, and P or only metals as environmental
variables. The Mo content of sample 090728A1, which was below detection limit,
was set to a value of 0 for these analyses. OTU abundances in the pre-separated
samples were used as response variables. Sequences were processed as described in the
main text, but subsampled to the smallest size across all pre-separated libraries using
mothur (Schloss et al., 2009). OTU abundances were imported into R (R Core Team,
2014) using the phyloseq software package (McMurdie and Holmes, 2013), and CCA
and permutation analyses were performed using the vegan software package (Oksanen
et al., 2007). Sequences were deposited into the National Center for Biotechnology
Information (NCBI) databases under the following accession numbers: 090802W1
(KM679418–KM712112), 090804P1 (KM712113–KM734438), 090730V1-Green Fil-
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Figure 10: Relative abundance of bacterial phyla in unseparated (‘Pre’) and separated
(‘Post’) samples
All sequences (including those comprising singleton OTUs) were included for deter-
mination of community composition. Phyla with an abundance of 2% or more in
either the unseparated or separated libraries are shown. The remaining phyla are
categorized as ‘Other.’ The phyla that comprise this category differ between sites.
aments (KM734439–KM755386), 090729Q1 (KM75 5387–KM767863), 090728A1
(KM767864–KM804064), 090730V1-Black Mat (KM804065–KM816404).
The relative abundance of different bacterial phyla in 16S rRNA gene libraries of
pre- and post-separated samples is depicted in Fig. 10. Archaea are not shown, as
they were generally present at low abundances (< 1%). All sequenced samples except
one (090729Q1) were collected at locations displaying obvious signs of phototrophy,
but spanning a broad range of pH (2.4–9.2; Table 3). Phototrophs (Cyanobacteria
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and Chloroflexi) comprised 14–73% of the pre-separated libraries. Most sites were
dominated by Bacteria (> 99%), with the exception of a low-pH site (090730V1-‘Black
Mat’) in which Archaea (mostly affiliated with Thermoplasmata) comprised ≈7.2% of
the pre-separation 16S rRNA amplicons and where a large portion of OTUs classified
as Cyanobacteria were derived from chloroplasts (≈75% of the cyanobacterial OTUs).
Other abundant OTUs in this site were designated as Thermotogae or Proteobacteria
(e.g., sulfur-respiring deltaproteobacterium Desulfurella or fermentative alphapro-
teobacterium Acidiphilium). Sample 090730V1-‘Green Filaments’ was dominated
by a single OTU (an unclassified cyanobacterium). In general, OTUs designated
as phototrophs were assignable to the rank of genus (e.g., Gloeobacter, Roseiflexus,
and Chloroflexus). OTUs classified as Proteobacteria were the third most abundant
phylum across samples (up to 44%) and many of these sequences were affiliated with
taxa that cycle sulfur.
Our primary goal in sequencing 16S rRNA genes was to determine whether the cell
separation procedure introduced any significant bias in community composition. While
Archaea were generally less than 1% of the 16S rRNA sequences pre-separation, in
samples 090802W1-‘Green Cheese’ and 090729Q1-‘Bumpy Butt’, archaeal abundance
increased to 4.7 and 8.1%, respectively, in post-separation samples. At the bacterial
phylum level, the presence of taxa was broadly similar between pre- and post-separated
libraries; however, the relative abundance of some bacterial phyla appeared to change
after cell separation (Fig. 10). These changes were reflected in the alpha diversity
(measured as the Inverse Simpson Index) of samples (Tables 5 and 6), which tended
to differ between pre- and post-separation libraries. To determine which OTUs were
driving these apparent differences, we used a Fisher’s exact test to compare the
abundance of OTUs in pre- and post-separation libraries that contained no singleton
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Table 5: Community composition and bias due to cell-sediment separation (A)
A OTUs Inverse Simpson Index
Sample Nseqs Pre-separation Post-separation Pre-separation Post-separation
090730V1 (black mat) 2871 120 120 8.98 5.9
090730V1 (green filaments) 6968 157 145 1.91 1.35
090802W1 11849 561 693 13.72 36.70
090804P1 5229 173 170 10.78 6.80
090728A1 15905 530 478 17.14 12.42
090729Q1 5033 213 246 7.40 14.10
Table 6: Community composition and bias due to cell-sediment separation (B)
B Taxonomy (Domain; Phylum; Class; % Relative abundance Effect 95% CI
Sample OTU Order; Family; Genus) Pre-sep. Post-sep. size Lower Upper
090730V1 Otu_22 Bacteria; Proteobacteria; Alphaproteobacteria; 11.2 24.3 -13.1 -15.0 -11.1
(black mat) Rhodospirillales; Acetobacteraceae; Acidiphilium
Otu_14 Bacteria; Thermotogae; MS9; V5; unclassified 24.9 30.7 -5.8 -8.1 -3.5
Otu_33 Bacteria; Proteobacteria; Alphaproteobacteria; 7.8 4.0 3.8 2.5 5.0
Rhodospirillales; Acetobacteraceae; Acidiphilium
Otu_18 Bacteria; Proteobacteria; Deltaproteobacteria; 13.9 10.0 3.9 2.2 5.6
Desulfurellales; Desulfurellaceae; Desulfurella
Otu_48 Bacteria; Cyanobacteria; Chloroplast; 8.3 1.2 7.1 6.0 8.2
Stramenopiles; unclassified
090730V1 Otu_1 Bacteria; Cyanobacteria; unclassified 74.1 87.9 -13.9 -15.2 -12.6
(green filam.) Otu_36 Bacteria; Proteobacteria; Gammaproteobacteria; 16.7 7.3 9.4 8.3 10.4
RCP1-48; unclassified
Otu_83 Bacteria; Actinobacteria; Acidimicrobiia; 3.4 0.7 2.7 2.2 3.2
Acidimicrobiales; unclassified
090802W1 Otu_32 Bacteria; Cyanobacteria; Nostocophycideae; 0.8 8.3 -7.5 -8.0 -7.0
Nostocales; Nostocaceae; unclassified
Otu_16 Bacteria; [Thermi]; Deinococci; 7.0 11.1 -4.1 -4.9 -3.4
Thermales; Thermaceae; Meiothermus
Otu_50 Archaea; Euryarchaeota; Thermoplasmata; A10; 0.1 3.6 -3.5 -3.9 -3.2
Thermoplasmatales; unclassified
Otu_46 Bacteria; OP8; OP8_1; OPB95; unclassified 0.3 3.7 -3.4 -3.7 -3.0
Otu_68 Bacteria; Spirochaetes; Spirochaetes; 0.1 2.3 -2.2 -2.5 -2.0
Spirochaetales; Spirochaetaceae; Treponema
Otu_43 Bacteria; Planctomycetes; Planctomycetia; 2.0 0.5 1.5 1.2 1.8
Gemmatales; Gemmataceae; Gemmata
Otu_1 Bacteria; Cyanobacteria; unclassified 3.2 1.7 1.5 1.1 1.9
Otu_34 Bacteria; Proteobacteria; Deltaproteobacteria; 2.4 0.4 2.0 1.8 2.3
Syntrophobacterales; Syntrophaceae;
Desulfomonile
Otu_40 Bacteria; Proteobacteria; Deltaproteobacteria; 3.4 0.5 2.9 2.6 3.3
Desulfobacterales; Desulfobacteraceae;
Desulfatirhabdium
Otu_19 Bacteria; Aquificae; Aquificae; 5.3 1.5 3.8 3.3 4.2
Aquificales; Hydrogenothermacea; unclassified
Otu_29 Bacteria; Cyanobacteria; Synechococcophycideae; 4.3 0.5 3.8 3.4 4.2
Synechococcales; Acaryochloridaceae;
Thermosynechococcus
Otu_15 Bacteria; Proteobacteria; Deltaproteobacteria; 5.3 1.0 4.2 3.8 4.7
Syntrophobacterales; Syntrophobacteraceae;
Thermodesulforhabdus
Otu_10 Bacteria; Cyanobacteria; Oscillatoriophycideae; 23.4 1.6 21.8 21.1 22.6
unclassified
090804P1 Otu_2 Bacteria; Cyanobacteria; Gloeobacterophycideae; 12.9 32.0 -19.1 -20.6 -17.5
Gloeobacterales; Gloeobacteraceae; Gloeobacter
Otu_3 Bacteria; Cyanobacteria; Gloeobacterophycideae; 7.4 14.8 -7.4 -8.6 -6.2
Gloeobacterales; Gloeobacteraceae; Gloeobacter
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Table 6: (Continued.)
Taxonomy (Domain; Phylum; Class; % Relative abundance Effect 95% CI
Sample OTU Order; Family; Genus) Pre-sep. Post-sep. size Lower Upper
Otu_17 Bacteria; Planctomycetes; Planctomycetia; 2.0 8.8 -6.8 -7.7 -6.0
Gemmatales; Gemmataceae; Gemmata
Otu_7 Bacteria; Cyanobacteria; unclassified 3.7 8.2 -4.5 -5.4 -3.6
Otu_25 Bacteria; Cyanobacteria; Gloeobacterophycideae; 1.0 3.0 -2.0 -2.6 -1.5
Gloeobacterales; Gloeobacteraceae; Gloeobacter
Otu_13 Bacteria; [Thermi]; Deinococci; 5.0 2.8 2.2 1.5 2.9
Thermales; Thermaceae; Thermus
Otu_5 Bacteria; Chloroflexi, Chloroflexi; 4.6 2.2 2.4 1.7 3.1
[Roseiflexales]; [Roseiflexaceae]; Roseiflexus
Otu_9 Bacteria; Chloroflexi, Chloroflexi; 5.9 3.3 2.5 1.7 3.1
Chloroflexales; Chloroflexaceae; Chloroflexus
Otu_20 Bacteria; Armatimonadetes; OS-L; 5.4 2.7 2.7 1.9 3.5
unclassified
Otu_39 Bacteria; Chloroflexi; Anaerolineae; 3.2 0.4 2.8 2.4 3.4
WCHB1-50; unclassified
Otu_30 Bacteria; Acidobacteria; [Chloracidobacteria]; 9.1 0.7 8.3 7.5 9.2
[Chloracidobacterales]; [Chloracidobacteraceae];
Ca. Chloracidobacterium
Otu_8 Bacteria; Chloroflexi, Chloroflexi; 21.8 5.9 15.9 14.7 17.2
[Roseiflexales]; [Roseiflexaceae]; Roseiflexus
090728A1 Otu_7 Bacteria; Cyanobacteria; unclassified 4.4 12.3 -7.9 -8.5 -7.3
Otu_4 Bacteria; Proteobacteria; Alphaproteobacteria; 14.5 19.9 -5.4 -6.2 -4.5
Rhizobiales; unclassified
Otu_11 Bacteria; Acidobacteria; [Chloracidobacteria]; 4.5 9.0 -4.5 -5.1 -4.0
[Chloracidobacterales]; [Chloracidobacteraceae];
Ca. Chloracidobacterium
Otu_21 Bacteria; Cyanobacteria; Synechococcophycideae; 2.3 4.9 -2.7 -3.1 -2.3
Pseudanabaenales; Pseudanabaenaceae;
Pseudanabaena
Otu_90 Bacteria; Proteobacteria; Deltaproteobacteria; 1.5 0.2 1.4 1.2 1.6
NB1-j; unclassified
Otu_62 Bacteria; Bacteroidetes; unclassified 1.5 0.04 1.5 1.3 1.7
Otu_54 Bacteria; Bacteroidetes; Cytophagia; 2.2 0.1 2.2 1.9 2.4
Cytophagales; unclassified
Otu_12 Bacteria; Bacteroidetes; [Saprospirae]; 12.5 5.3 7.2 6.6 7.9
[Saprospirales]; Saprospiraceae; unclassified
090729Q1 Otu_9 Bacteria; Chloroflexi, Chloroflexi; 2.3 10.5 -8.2 -9.1 -7.3
Chloroflexales; Chloroflexaceae; Chloroflexus
Otu_73 Archaea; Euryarchaoeta; Thermoplasmata; 0.4 6.9 -6.5 -7.2 -5.8
E2; DHVEG-1; unclassified
Otu_5 Bacteria; Chloroflexi, Chloroflexi; 14.3 18.7 -4.4 -5.9 -3.0
[Roseiflexales]; [Roseiflexaceae]; Roseiflexus
Otu_13 Bacteria; [Thermi]; Deinococci; 3.3 7.2 -3.8 -4.7 -3.0
Thermales; Thermaceae; Thermus
Otu_27 Bacteria; Chloroflexi, Chloroflexi; 0.4 4.2 -3.8 -4.4 -3.3
Chloroflexales; Chloroflexaceae; Chloronema
Otu_61 Bacteria; Chloroflexi; Anaerolineae; 0.4 3.4 -3.0 -3.6 -2.5
OPB11; unclassified
Otu_80 Bacteria; unclassified 0.3 3.2 -2.9 -3.5 -2.4
Otu_45 Bacteria; Nitrospirae; Nitrospira; 3.3 1.6 1.6 1.0 2.2
Nitrospirales; [Thermodesulfovibrionaceae];
Thermodesulfovibrio
Otu_42 Bacteria; Proteobacteria; Betaproteobacteria; 2.8 1.2 1.6 1.1 2.2
Rhodocyclales; Rhodocyclaceae; Hydrogenophilus
Otu_3 Bacteria; Cyanobacteria; Gloeobacterophycideae; 24.4 6.9 17.5 16.1 18.9
Gloeobacterales; Gloeobacteraceae; Gloeobacter
Otu_15 Bacteria; Proteobacteria; Deltaproteobacteria; 21.2 3.6 17.6 16.3 18.8
Syntrophobacterales; Syntrophobacteraceae;
Thermodesulforhabdus
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Tables 5 and 6: (Continued from previous page.) (A) After removal of singleton OTUs,
each pairwise unseparated and separated sample was subsampled to the smallest
library size (Nseqs), the number of OTUs observed at a cutoff of 0.03 was noted, and
the Inverse Simpson Index was calculated. (B) The abundances of OTUs in each
pre- and post-separation sample were compared using a two-sided Fisher’s exact test
with a Benjamini-Hochberg correction of the P -value. OTUs detected as significantly
different (P < 0.001 and effect size greater than 1) between pre- and post-separation
libraries are listed along with their taxonomic classification based on the Greengenes
database and relative abundance in the subsampled libraries. ‘CI’: Confidence Index.
OTUs and were subsampled to equal library sizes. The number of OTUs identified as
differentially abundant using the Fisher’s exact test (P < 0.001 and effect size of 1%)
ranged from 3 to 13 (Tables 5 and 6); however, many of these OTUs had differences
in relative abundance between the pre- and post-separation libraries (effect sizes) of
less than 5%. At all the sites except 090728A1-‘Hanging Mat’, at least one typically
abundant OTU showed a 10% or greater difference in relative abundance between pre-
and post-separated samples. Generally, OTUs classified as the same phylum and in
some cases genus (e.g., Proteobacteria/Acidiphilium and Cyanobacteria/Gloeobacter)
did not show the same pattern of enrichment or depletion in the post-separation
libraries within or across samples.
Thus, taxa found in the in situ and separated communities can differ in relative
abundance, as previously observed (Maron et al., 2006; Holmsgaard et al., 2011;
Portillo et al., 2013). This may result in the elemental composition of separated
samples not entirely reflecting that of the in situ hot spring sediment and mat
communities, particularly if a taxon that constitutes a large proportion of the pre-
separated community is absent from the separated sample. However, given that many
taxa differed by less than 5% relative abundance, this may not result in a detectable
effect on the measured elemental composition.
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3.3 Results
3.3.1 C:N:P Stoichiometries
Molar C:N ratios were between 5 and 28 (C:N was 50 for one sample but with
high uncertainty), molar C:P ratios between 230 and 2200, and molar N:P ratios
between 12 and 400 (Fig. 11). C:N ratios for the separated samples generally fell
close to the canonical Redfield value of ≈6.6 (molar). For two samples collected from
chemotrophic sites (090723F ‘Figure 8 Pool’ and 090730T1 ‘Avocado Source’), the C:N
ratios are above previously reported ranges (Bruland et al., 1991; Hecky et al., 1993;
Elser and Hassett, 1994; Fagerbakke et al., 1996; Elser et al., 2000; Ho et al., 2003;
Cleveland and Liptzin, 2007; Nuester et al., 2012). Aside from these two samples, the
C:N ratios of the separated material seem to roughly match those of the bulk sediment
(Fig. 12). The C:P and N:P ratios were generally much higher than the respective
Redfield values of 106:1 and 16:1. In fact, a few samples showed C:P or N:P ratios that
exceeded previously reported ranges. These extremely high C:P and N:P ratios were
generally uncorrelated with those of bulk sediment collected at the same locations
(coefficient of determination R2 < 0.005 on least-squares linear regressions over 14
samples, in both cases done for phototrophic and chemotrophic locations together);
however, similarly high ratios were also reached in the bulk sediment (Fig. 12).
C, N, and P abundances relative to dry mass of separated material are shown in
Fig. 13 and compared to previously reported ranges. By design (C cutoff at 20%
by mass to ensure samples are mainly biomass), C abundances match previously
reported ranges for aquatic bacteria (Fagerbakke et al., 1996). N abundances also
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Figure 11: (A) C:N, (B) C:P, and (C) N:P ratios of material (mainly cells) separated
from YNP hot spring sediment samples
Chemotrophic locations are shown by squares and phototrophic locations by circles.
Overlain are the typical molar ranges (shaded) for aquatic micro-organisms (Bruland
et al., 1991; Hecky et al., 1993; Elser and Hassett, 1994; Fagerbakke et al., 1996;
Elser et al., 2000; Ho et al., 2003; Cleveland and Liptzin, 2007; Nuester et al., 2012)
and, for reference, the molar Redfield ratio of marine phytoplankton (dashed line).
Uncertainties shown by error bars are the maximum between the standard deviation
from the mean over n biological replicates (Appendix B, Table 22) and the standard
error on separated E. coli. The latter uncertainty estimation is useful when a separation
yielded enough sample to analyze only one replicate.
match reported ranges for microbial soil biomass (Cleveland and Liptzin, 2007), marine
phytoplankton (Ho et al., 2003), and a marine N fixer (Nuester et al., 2012), although
the two samples mentioned above (090723F and 090730T1) had N contents below
these ranges. P abundances match the lower end of reported abundances for microbial
soil biomass (mostly from grassland and forest soil in climates ranging from arctic to
tropical; Cleveland and Liptzin, 2007), with values as low as 100–200 ppm by mass,
similar to those reported by Wolfe-Simon et al. (2011) for a P-limited bacterium, and
up to values approaching 5000 ppm (0.5%) by mass as reported by Nuester et al.
(2012) and compiled by Bruland et al. (1991) for marine micro-organisms. The P
abundance ranges we measured remain below more commonly reported values for
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Figure 12: (A) C:N, (B) C:P, and (C) N:P ratios in separated samples and bulk
sediment
A 1:1 line is overlain on each panel. Circles show samples from locations with obvious
photosynthesis and squares show samples collected at locations with no obvious sign of
photosynthesis. Uncertainties on cellular ratios shown by vertical error bars are those
described in Fig. 11 and were propagated for the calculation of the ratios. Uncertainties
on sediment ratios were estimated as the standard deviation over analytical replicates;
they are smaller than the symbol size. Note the logarithmic scale on panels (B) and
(C).
microbes, on the order of a few percent (Rouf, 1964; Ho et al., 2003; Twining et al.,
2004, 2011; Cameron et al., 2012).
3.3.2 Trace Element Stoichiometries
The measured elemental abundances for Cu, Ni, Zn, and Mo in separated material
are shown on Fig. 13 and compared to previously reported ranges. The abundances of
these trace elements in extremophile microbes (except Mo at sites showing no obvious
signs of phototrophy) matched the ranges previously reported for microbes living
in more moderate conditions. This is surprising, given the tremendous diversity in
physicochemical conditions and trace element supply in YNP hot springs.
Based on measured Al, there remained a few samples in which close to 100%
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Figure 13: Elemental makeup of YNP extremophiles compared to the known makeup
of micro-organisms
Logarithm of the abundances of seven major and trace elements (normalized to dry
mass of analyzed material) for separated samples collected in hot spring sediment
at chemotrophic (squares) and phototrophic sites (circles) of YNP. Error bars are
not shown for clarity, but are shown on Fig. 9. Other symbols and bars represent
abundance ranges previously reported for microbes: diverse bacteria (dotted grey bars;
Rouf, 1964), E. coli (thin black bars; Rouf, 1964; Cameron et al., 2012, this work),
marine phytoplankton (thick grey bars: Bruland et al. (1991), and references therein;
dashed black bars: Twining et al. (2004, 2011)), marine phytoplankton excluding
Ca-rich shells (thin grey bars; Ho et al., 2003)), cultured hyperthermophilic archaea
(dotted black bars; Cameron et al., 2012)), a marine N fixer (triangles; Nuester
et al., 2012)), microbial soil biomass (dashed grey bars; Cleveland and Liptzin, 2007),
aquatic bacteria (thick black bar; Fagerbakke et al., 1996), and P-limited GFAJ-1
(black diamond; Wolfe-Simon et al., 2011). For literature sources that reported only
C:element ratios, the element content was estimated assuming a C content of 45% by
mass. These data are consistent with a previous compilation (Novoselov et al., 2013).
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of the Ni, Zn, and Mo appeared to be contributed by sediment despite our down-
selection of samples based on a bulk C content above 20%. Given order-of-magnitude
uncertainties on trace metal content (Fig. 9), we have chosen not to correct the
sample abundances shown in Fig. 13 for the sediment contributions. Such corrections
are unlikely to change our finding that the metal contents of hot spring microbes
are ordinary. Despite the additional variability and uncertainty introduced by these
potentially large corrections, abundances would likely remain within the biological
ranges involved.
Ni, Cu, and Zn abundances in separated samples spanned less than two orders of
magnitude (Fig. 13). They matched the lower end of previously reported ranges; in
particular for E. coli (Rouf, 1964; Cameron et al., 2012, as well as data –not shown–
from E. coli check standards analyzed along with our samples), marine phytoplankton
(Bruland et al., 1991; Ho et al., 2003; Twining et al., 2004, 2011) and, for Ni and to
some extent Cu, diverse bacteria (Rouf, 1964). Cameron et al. (2012) reported Cu
abundances for cultured hyperthermophilic archaea similar to those measured in our
separated samples; however they reported Ni and Zn abundances higher than those
we measured. The Mo abundances we measured spanned three orders of magnitude
and matched the ranges reported by Rouf (1964), Ho et al. (2003), and Cameron
et al. (2012). However, all samples from chemotroph-dominated locations had Mo
abundances higher than the highest microbial Mo abundance we found in the literature:
that measured in a marine N fixer by Nuester et al. (2012).
Only Mo showed a difference in abundance between chemotrophic and phototrophic
communities (Fig. 13): Mo was higher in cells extracted from chemotrophic sites
(Welch’s t-test on separated samples: t = 2.94, df = 12, P < 0.05 (‘df’ = degrees of
freedom), assuming the distributions of seven phototrophic sites and 12 chemotrophic
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sites are normal and two-sided). The lower abundance of Mo in separated material
collected at sites showing obvious signs of phototrophy compared to sites that did
not was also reflected in the lower ratios of Mo:C (Welch’s t-test: t = 3.59, df = 4,
P < 0.05, assuming the distributions of six phototrophic sites and five chemotrophic
sites are normal and two-sided), and to a lesser extent Mo:P (t = 1.35, df = 12,
P < 0.2, assuming the distributions of seven phototrophic sites and 12 chemotrophic
sites are normal and two-sided), as shown in Figs 14 through 16. For the three
t-tests reported above, the assumption of normal distributions seems justified for the
phototrophic sites, but may be an approximation for the chemotrophic sites (especially
for the distribution of Mo:C): for phototrophic sites the distribution minima were
1.0 (for Mo), 1.0 (for Mo:C), and 0.8 (for Mo:P) standard deviations (σ) below the
mean and the maxima were, respectively, 1.9, 1.5, and 1.8 σ above the mean; for
chemotrophic sites, the minima were respectively 0.9, 0.4, and 0.8 σ below the mean
and the maxima 2.7, 3.3, and 1.7 σ above the mean.
Overall, cellular Mo:C and Mo:P ratios seemed insensitive to concentrations of hot
spring sulfide or nitrogen species (Fig. 15; coefficients of determination R2 < 0.1 on
least-squares linear regressions over phototrophic and chemotrophic sites together: 14
samples for S−2 , 16 samples for NO
−
3 and NO
−
2 , and 13 samples for NH
+
4 ). The contrast
in Mo:C and Mo:P ratios between phototrophic and chemotrophic cells appeared
to be driven by Mo abundances rather than C and P, which did not differ as much
between cells (Fig. 13; Relative Standard Deviation = 152% for Mo for 20 samples,
compared to RSD = 93% for P for 28 samples and RSD = 21% for C for 14 samples;
relative standard deviations determined together for phototrophic and chemotrophic
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Figure 14: Metal:C ratios (molar) for Ni (A; E), Cu (B; F), Zn (C; G), and Mo (D;
H) in separated cells show no correlation with either temperature or pH
Coefficients of determination R2 on least-squares linear regressions are below 0.1 for
all panels; for each panel tests were done with phototrophs and chemotrophs together.
Samples collected at locations showing obvious signs of photosynthesis are represented
by open circles; those collected at locations displaying no such signs are represented by
squares. (Note that the “photosynthetic” data point at a temperature above 90◦C was
collected in a mat splashed by hot spring water, but not submerged in it; see Table 3.)
Error bars represent uncertainties as described in Fig. 11 and Fig. 12. Uncertainties
were propagated in ratio calculations.
sites). Moreover, Mo:P ratios were higher at phototrophic sites regardless of the
concentration of Mo in hot spring water (Fig. 16B). We also did not observe any
strong correlations between metal abundances or metal:C ratios and temperature (Fig.
14A–D; coefficients of determination R2 < 0.15 on least-squares linear regressions over
phototrophic and chemotrophic sites together: 12 samples for Ni:C, 14 samples for
Cu:C and Zn:C, and 11 samples for Mo:C), pH (Fig. 14E–H; R2 < 0.1 using the same
statistics), or sediment availability of the metal except perhaps for Zn (Fig. 9E,I,K,O;
R2 of 0.26 for Ni, 0.46 for Cu, 0.67 for Zn, and 0.36 for Mo using the same statistics).
We did not observe any relationships between metal: C/N/P stoichiometries and
75
Figure 15: Mo:C ratios (molar) in separated cells show no correlation with hot spring
dissolved nitrite (A), nitrate (B), ammonium (C), or sulfide (D)
Samples collected at locations showing obvious signs of photosynthesis are represented
by open circles; those collected at locations displaying no such signs are represented
by squares. For all panels, error bars represent uncertainties as described in Fig. 11
and Fig. 12. Uncertainties were propagated in ratio calculations.
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Figure 16: (A) Measured molar Mo:P ratios in the separated cells and bulk sediment.
(B) Measured molar Mo:P ratios in the separated cells and hot spring fluid
Samples collected at locations showing obvious signs of photosynthesis are represented
by open circles; those collected at locations displaying no such signs are represented
by squares. Error bars represent uncertainties as described in Fig. 11 and Fig. 12.
Uncertainties were propagated in ratio calculations.
nutrient concentrations or other geochemical parameters listed in Table 4 (data not
shown with the exception of Mo).
3.3.3 Elemental Abundances and Microbial Community Composition
We did not identify any significant correlations between cellular elemental abun-
dances and microbial community composition, using CCA followed by permutation
analysis (P > 0.496; Fig. 17), for any of the six samples for which gene sequencing was
performed. Despite the lack of significant correlation, OTUs in 090730V1 ‘Green Fila-
ments’ appear associated with high cellular N content and OTUs in sites 090802W1,
090729Q1, and 090804P1 seem associated with high cellular Mo and Zn contents (Fig.
17). Material separated from the two low-pH samples (pH 2.4) had higher C (>38%
by mass), N (>5%), and P (>0.3%) than the four other locations (≤32% C; ≤5%
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Figure 17: CCA triplots scaled for OTU optima constrained by cellular C, N, and P
(panel A) or metal (panel B) contents
Green triangles show the position of sites and red crosses show the position of OTUs.
Based on permutation analyses, apparent correlations between OTUs and elemental
contents are not significant (P > 0.496). BM: Black Mat; GF: Green Filaments.
N; ≤0.11% P), but whether these differences in C, N, and P abundances are due to
taxonomic composition is unclear (Fig. 17). The community composition seems to
differ between the two low-pH sites as much as it does across all six locations (Fig. 10
and Fig. 17). Trace element abundances did not exhibit any clear pattern across all
six sites (Appendix B, Table 22). Mo and Zn abundances seem to be correlated, but
this observation appears driven by the high Mo and Zn contents of cells extracted
from site 090729Q1 (Appendix B, Table 22).
78
3.4 Discussion
In this study, we sought to explore if and how living organisms adjust their chemical
makeup in response to extreme environmental diversity. To this end, we quantified
the elemental composition of microbial cells separated from sediment collected in the
hot springs of Yellowstone National Park (YNP). Although the tremendous physical,
chemical, and metabolic diversity observed at these springs seemed to suggest a large
diversity in the major element and trace metal content of microbes, we measured
microbial elemental abundances within the range of those previously observed in more
moderate settings. Before discussing the implications of this finding, we investigate
patterns in the major and trace element abundances reported above.
3.4.1 What Causes High Biomass C:P and N:P Ratios?
The measured C:P and N:P ratios in separated biomass are relatively high compared
to the canonical Redfield values, but comparable to those seen in suspended materials
in P-limited lakes (Hecky et al., 1993; Elser and Hassett, 1994; Elser et al., 2000).
For several samples, the measured ratios even exceed the high C:P and N:P values
reported by these authors and, to our knowledge, are the highest reported.
What might cause such high ratios? Because low phosphorus concentrations were
also measured in the springs sampled (Table 4), the low P abundances in separated
material may reflect a scarcity of P (compared to C and N) in YNP environments
(Adams et al., 2008, J. Priscu, pers. comm.).
Another interpretation for such high ratios is that part of the carbon may not
originate in biomass. One possible carbon source may lie in small, porous carbonate
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particles of similar density as cells. However, the two separated samples with C:N
ratios above previously reported ranges (090723F and 090730T1) were collected in
acidic locations incompatible with any substantial persistence of carbonate minerals
in sediment. Moreover, the presence of non-biological carbon would not explain the
observed relatively high N:P ratios, and would likely lead to higher C:N ratios than
observed.
The high C:N values for samples 090723F and 090730T1 reflect their low N content
(rather than high C content). It may be that biological N was diluted due to significant
amounts of sediment still present in these samples. Based on the C content of these two
communities (29% and 26%, respectively) and assuming all C is biological (Appendix
B, Table 22), the contribution from sediment to separated material cannot exceed
50% by mass in these samples. In this case, and if all the measured N is biological
(Appendix B, Table 22), the biomass N content should be twice that measured, i.e.,
2.4% for 090723F and 1.2% for 090730T1. Even in this extreme case of possible
contamination, these upper limits on biomass N are at the lower end of previously
reported ranges (Ho et al., 2003; Cleveland and Liptzin, 2007; Nuester et al., 2012),
suggesting that these two communities were severely N-limited. Indeed, the bulk
sediment N content for these samples was the lowest of the 14 samples for which
we report C, N, and P abundances in Figs 11 through 13. Consequently, their bulk
sediment C:N ratios were high (Fig. 12A), even though the dissolved N levels in the
corresponding hot spring waters were generally in line with the other springs sampled
(Table 4).
Thus, we favor the interpretation of low biomass N and P contents being due to
a deficiency of N in a few springs and of P in most. In turn, these low abundances
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cause high biomass C:N ratios in two samples and high biomass C:P and N:P ratios
at most locations sampled.
A final possible interpretation is that under extreme physicochemical conditions,
microbial cells may tend to grow slowly. As slow-growing cells have a lower reliance on
P-rich biomolecules such as (ribosomal) RNA (Sterner and Elser, 2002), their P content
may be lower than that of micro-organisms growing in more moderate environments.
In this case, the low P content we measured in hot spring micro-organisms would be a
consequence of a harsh environment limiting their growth rate rather than of a limited
P supply, although these interpretations are not mutually exclusive. In addition, low
P and N contents have been associated with acclimation to high temperatures due to
a lower demand for enzymes and ribosomes under warm conditions, as enzymatic and
ribosomal processes run more rapidly at higher temperatures (Woods et al., 2003).
Thus, relatively low N and P contents may reflect high temperature acclimation in
the hot spring biota.
3.4.2 Patterns in Trace Element Abundances
Differences in the relative usage patterns of Ni, Cu, Zn, and Mo by microbial
communities may relate to specific metabolic processes at play in hot springs because
these four metals are often used as enzyme cofactors (Morel and Price, 2003). For
example, we measured lower P:Mo ratios in the separated biomass of sites that do not
support phototrophy due to the higher Mo content of chemotrophic cells (Fig. 16A).
It may be that the cellular demand for Mo in chemotrophic communities is higher,
perhaps for N cycling, formate oxidation, or sulfur oxidation, since Mo is present in
enzymes key to these pathways (Morel and Price, 2003; Sauvé et al., 2007; Windman
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et al., 2007; Cabello et al., 2009; Madigan et al., 2012). Cellular Mo:C ratios were
unrelated to concentrations of hot spring sulfide or nitrogen species (Fig. 15), but
it is more likely that a response to resource availability would affect enzyme activity
(which does not impact cellular requirements for Mo) rather than enzyme abundance.
High Mo concentrations may also be due to Mo-bearing nanoparticles that escaped
separation from cells (Brinza et al., 2008).
Ni, Cu, and Zn abundances seem insensitive to the presence or absence of photo-
synthesis (Fig. 13). This is understandable in that these trace metals are not expected
to be present at different abundances in photo- or chemotrophic organisms. For
example, although Cu and Zn can be used for the dismutation of superoxide resulting
from photosynthesis (Madigan et al., 2012), Cu is also used in multiple chemotrophic
pathways such as Fe oxidation, nitrification, anammox, and methanotrophy (Madi-
gan et al., 2012), while Zn plays a role in processing orthophosphate (Morel and
Price, 2003; Paytan and McLaughlin, 2007). Ni may be dominant in chemosynthetic
pathways (e.g. methanogenesis), but can also be used by phototrophs to catalyze
the enzymatic dismutation of superoxide (Madigan et al., 2012). In contrast, Mg is
present in chlorophyll but plays little role in most chemosynthetic pathways (Madigan
et al., 2012); therefore we expect higher cellular Mg at locations that display signs of
photosynthesis. However, such a correlation could not be assessed in our samples, as
Mg was mainly contributed by sediment (Fig. 9).
We emphasize again here that the communities termed ‘phototrophic’ (i.e., which
display visual signs of photosynthetic pigments) likely host chemotrophs as well.
The contribution of these chemotrophs to the overall elemental composition of the
community is unknown. Whether their contribution may affect the trends (or lack
thereof) described above could be elucidated by measuring elemental compositions of
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single cells (Heldal et al., 2003; Steenbergh et al., 2013), correlating these compositions
with abundances per cell type (as determined, e.g., by morphology or fluorescence,
see Fig. 7), and associating cell types to a taxonomic identification, e.g., by using
Fluorescence In-Situ Hybridization (FISH) probes (e.g. Pernthaler et al., 2001). Such a
valuable (but time-consuming) approach would be complementary to ours. That trace
element abundances or metal:C ratios seem unaffected by temperature (Fig. 14A–D),
pH (Fig. 14E–H), sediment availability of the metal (Fig. 9E,I,K,O), or nutrient
concentrations (data not shown) is surprising, given the extreme breadth in the ranges
exhibited by the hot spring environments sampled regarding these parameters. This
is further discussed below.
3.4.3 Ordinary Major and Trace Element Stoichiometries
The YNP hot springs from which we obtained samples spanned a much broader
range of physicochemical conditions than natural environments for which elemental
compositions of microbial biomass have previously been reported (Fig. 13). This can
be seen by comparing Tables 3 and 4 with Table 7. In particular, the environmental
ranges of temperatures (24◦C to boiling near 93◦C) and pH (1.6–9.6) in the YNP
springs sampled are much wider than those indicated in Table 7 for natural samples,
i.e., temperatures from -0.5◦C to ≈30◦C and pH generally between 7 and 8.5, with a few
acidified lakes of pH as low as 4.5 (Hecky et al., 1993). It is more difficult to compare
other quantities (dissolved O2, nutrients, and conductivity), which were infrequently
reported by previous investigations [Table 7; this was also noted by Cleveland and
Liptzin (2007)]. For microbial compositions reported for marine organisms, the
composition of surface ocean water provides a useful guide. In surface oceans, the
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range of dissolved oxygen abundances (3.2–5.7 mg L−1; Matear and Hirst, 2003) is
much narrower than that encountered in our sampling (0.1–9.2 mg L−1). The dissolved
Fe concentrations reported in Table 4 are much higher than those measured in seawater
(Table 4), as expected given the dearth of Fe in the ocean (e.g. Twining et al., 2004)
and the hydrothermal nature of the springs. Some hot springs were much richer in
nitrate (up to 13 mg L−1) or ammonia (up to 42 mg L−1) than any lake or marine
environment reported in Table 4, for which dissolved N concentrations did not exceed
3 mg L−1. Only the ranges of dissolved C and P (mostly phosphate) concentrations
spanned by this and previous studies are similar. The composition of culture media
from which elemental compositions of microbial biomass were reported is difficult to
establish, largely because culture media contained ingredients of unknown elemental
composition such as yeast. All reported media pH were close to 7, and only one
study (Cameron et al., 2012) reported elemental compositions for cultures grown at
temperatures higher than 37◦C (i.e., 85◦C and 98◦C).
Despite the large physicochemical variability of YNP hot springs compared to
that of environments for which microbial elemental compositions have previously been
reported, both the major and trace element stoichiometries of YNP hot spring microbes
appear to be quite ordinary (that is, these stoichiometries are within the range of
abundances measured in micro-organisms from moderate environments) regardless
of the type of hot spring sampled and its taxonomic composition. Even though
some communities have extremely high C:P and N:P ratios (which seem to result
from adaptation to extreme nutrient limitation), these ratios seem to be pushing the
stoichiometric envelope rather than being completely outside the norm. In the broadest
sense, these relatively ordinary stoichiometries suggest a common core of organic
and inorganic biochemistry that leads to elemental abundances constrained within a
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common envelope typical of all microbes, at least for C, N, P, Ni, Cu, Zn, and Mo.
This stoichiometric envelope spans several orders of magnitude in abundance for P and
trace metals (Fig. 13), perhaps due to microbial adaptation to a variety of elemental
supply conditions (Nealson and Saffarini, 1994; Fraústo da Silva and Williams, 2001;
Saito et al., 2003; Glass et al., 2009; Dupont et al., 2010; Twining and Baines, 2013).
Careful attention should be paid to this variability within the stoichiometric envelope
when modeling biogeochemical cycles of these elements, especially in light of strong
couplings between biomass trace metal content and major element cycling (Morel and
Price, 2003). For example, attempts at parameterizing biological fluxes of elements
should explore model sensitivities to microbial abundances of trace elements spanning
three or more orders of magnitude (Fig. 13). Regardless of their position on the
phylogenetic tree and of their environment, microbial stoichiometries seem bound by
this envelope. These constrained compositions may offer insight into the stoichiometric
underpinnings of life on Earth. As reviewed in detail by Sterner and Elser (2002), the
constrained relative proportions of the major elements C, N, and P in micro-organisms
reflect the allocations of essential biomolecules to fulfill the requirements of life, such as
nucleic acids for information storage, proteins for metabolism, and lipids for seclusion.
Does the (more loosely) constrained stoichiometry of trace elements satisfy a
similar requirement? Like major elements, transition metals are essential to life. This
crucial role arises from their redox sensitivity: in enzyme cofactors, they help transfer
electrons whose exchange lies at the heart of metabolic processes that yield energy for
growth (Vaccaro et al., 2009). Because metalloenzymes are used in major element
cycling (Morel and Price, 2003), one might expect a coupling between major and trace
element requirements (Anbar and Knoll, 2002; de Baar and La Roche, 2003; Shaked
et al., 2006). However, unlike major elements, trace metals can in some instances
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be substituted for one another without loss of their biological function (Sunda and
Huntsmann, 1995; Yee and Morel, 1996; Lane et al., 2005; Xu et al., 2007; Morel, 2008;
Dupont et al., 2010). Thus, the specific physical and chemical properties of any given
transition metal do not seem as narrowly specified for particular biological processes
as those of major non-metals such as C or P. Moreover, similarities have been noted
between the trace metal stoichiometry of life and that suspected to have prevailed in
aqueous environments on Earth during the emergence of life (Fraústo da Silva and
Williams, 2001; de Baar and La Roche, 2003; Novoselov et al., 2013). Therefore, the
ranges in trace metal stoichiometries of life on Earth may have been determined at the
outset by those of its environment. That these starting stoichiometric ranges have been
altered only in a minor way over the subsequent billions of years, as environmental
conditions changed and life colonized a tremendous diversity of niches, suggests
that the fundamental biochemical machinery built during life’s emergence may have
constrained its extended elemental composition. Nonetheless, one may hypothesize
that life has been (and still is) pushing its stoichiometric envelope throughout its
evolution.
If the trace element stoichiometry of life on Earth is but a sort of chemical ‘vestigial
characteristic’ of the environment in which it emerged, one might expect lifeforms in
extraterrestrial environments to use trace metals for redox metabolism in proportions
that also mirror the environment of their emergence. Some extrasolar environments
seem to provide an elemental supply radically different from Earth’s (Young et al.,
2014); thus, we do not expect the trace elemental ranges reported in this study to
hold for putative life that may have emerged in such exotic planetary settings.
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3.5 Conclusion
We have reported measurements of major and trace element abundances of mi-
crobial communities collected in hot springs featuring a tremendous diversity of
physico-chemical conditions. In spite of this diversity, microbial abundances of C,
N, P, Ni, Cu, Zn, and Mo fell within the wide range of abundances measured in
micro-organisms living in more moderate environments, albeit with extremely high
C:P and N:P ratios in some communities. That even extremophilic micro-organisms
have a rather ordinary stoichiometry for these elements indicates the existence of
a common microbial stoichiometric envelope. While life’s stoichiometric signature
may vary somewhat with environmental conditions (Sterner and Elser, 2002; Dupont
et al., 2010; Zimmerman et al., 2014) and was likely shaped by the initial palette of
elements supplied as life emerged (Novoselov et al., 2013), this signature appears to
nevertheless remain anchored by biochemical constraints, even under the extreme
range of selective pressures encompassed by our hot spring sampling. While we do
not expect the elemental ranges reported here to hold for putative life that may have
emerged in environments drastically different from Earth’s, such as those suggested by
recent observations of extrasolar systems (Young et al., 2014), constrained elemental
distributions may prove a useful means of detecting extant or extinct Earth-like life.
Multi-element deviations from mineral background abundances at the spatial scales of
cells or microbial mats (Storrie-Lombardi and Nealson, 2003) along with comparison
of such elemental patterns against biological elemental ranges that seem robust to
much of Earth’s entire environmental spectrum (Fig. 13) may provide a biosignature.
The sophisticated elemental instrumentation now in place on Mars (Yen et al., 2005;
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Gellert et al., 2009; Meslin et al., 2013) sets the stage for such analyses to emerge
perhaps sooner than many have previously imagined.
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Table 7: Physicochemical parameters for laboratory cultures and environments for
which the extended elemental composition of biomass was reported in the literature
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Table 7: (Continued from previous page.) The corresponding biomass compositions
were obtained by the technique reported in the “biomass analysis” column. An
indicative seawater composition, relevant to marine samples, is provided for reference.
C12 Cameron et al. (2012). EH94 Elser and Hassett (1994). H93 Hecky et al. (1993).
H03 Ho et al. (2003). N12 Nuester et al. (2012). R64 Rouf (1964). T04 Twining et al.
(2004). T11 Twining et al. (2011). Detailed environmental data were unavailable for
biomass compositions reported in the references cited by Bruland et al. (1991) for
North Pacific plankton (biomass analyses by atomic absorption spectrophotometry),
as well as by Fagerbakke et al. (1996) for Scandinavian lake bacteria (biomass analyses
by CHN and X-ray microscopy), and from the reviews by Cleveland and Liptzin (2007)
for soil biomass, mostly from grassland and forest in climates ranging from arctic to
tropical, and by Elser et al. (2000). AAS: Atomic Absorption Spectrophotometry.
SXRF: Synchrotron X-Ray Fluorescence. Sp.: Spectrophotometry (for P). N/A: Not
available. a Price et al. (1989). b Particulate nitrogen and phosphorus. c Total N and
P, the sum of dissolved and particulate N and P.
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Chapter 4
CORE CRACKING AND HYDROTHERMAL CIRCULATION CAN
PROFOUNDLY AFFECT CERES’ GEOPHYSICAL EVOLUTION
The previous two chapters were concerned with the microbial demands for elements
in hydrothermal settings. In this and following chapters, we no longer characterize
hydrothermal habitats from the perspective of biological requirements, but from that
of environmental supply. We focus in particular on the occurrence of hydrothermal
activity on dwarf planets for reasons provided below.
As stated in Chapter 1, hydrothermal systems require liquid water, a permeable
matrix, and a thermal gradient to drive fluid circulation. In this chapter, I couple
numerical thermal evolution models, which constrain the availability of liquid water
and thermal gradients through space and time, to analytical models of rocky core
fracturing, which constrain the permeability of the rock matrix through space and
time. I apply these models to the dwarf planet Ceres. This chapter, which quantifies
the extent of hydrothermal activity, is a first step towards coupling geophysical and
geochemical processes in models of dwarf planet evolution; the subsequent steps are
described in following chapters.
This chapter was published in the Journal of Geophysical Research with co-authors
Steve Desch and Julie Castillo-Rogez. A summary of the results is provided below,
followed by the text of the paper.
Observations and models of Ceres suggest that its evolution was shaped by inter-
actions between liquid water and silicate rock. Hydrothermal processes in a heated
core require both fractured rock and liquid. Using a new core cracking model coupled
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to a thermal evolution code, we find volumes of fractured rock always large enough
for significant interaction to occur. Therefore, liquid persistence is key. It is favored
by antifreezes such as ammonia, by silicate dehydration which releases liquid, and by
hydrothermal circulation itself, which enhances heat transport into the hydrosphere.
The effect of heating from silicate hydration seems minor. Hydrothermal circulation
can profoundly affect Ceres’ evolution: it prevents core dehydration via “temperature
resets", core cooling events lasting ∼50 Myr during which Ceres’ interior temperature
profile becomes very shallow and its hydrosphere is largely liquid. Whether Ceres has
experienced such extensive hydrothermalism may be determined through examination
of its present-day structure. A large, fully hydrated core (radius 420 km) would suggest
that extensive hydrothermal circulation prevented core dehydration. A small, dry core
(radius 350 km) suggests early dehydration from short-lived radionuclides, with shallow
hydrothermalism at best. Intermediate structures with a partially dehydrated core
seem ambiguous, compatible both with late partial dehydration without hydrothermal
circulation, and with early dehydration with extensive hydrothermal circulation. Thus,
gravity measurements by the Dawn orbiter, whose arrival at Ceres is imminent, could
help discriminate between scenarios for Ceres’ evolution.
4.1 Introduction
The imminent exploration by spacecraft of the dwarf planet Ceres has motivated
recent extensive telescopic observations (Thomas et al., 2005; Li et al., 2006; Carry
et al., 2008; Drummond and Christou, 2008; Milliken and Rivkin, 2009; Rousselot
et al., 2011; Küppers et al., 2014; Drummond et al., 2014), as well as the development
of models of Ceres’ geophysical evolution and present state (McCord and Sotin, 2005;
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Castillo-Rogez and McCord, 2010; Castillo-Rogez, 2011; Zolotov, 2014). Observations
and models both suggest that liquid water may have persisted in the interior of Ceres
over geological timescales, possibly until present (Castillo-Rogez and McCord, 2010;
Rivkin et al., 2012; McCord et al., 2012). Liquid persistence may be enabled below
273 K by salt or volatile antifreezes such as methanol or ammonia (Hussmann et al.,
2006; Desch et al., 2009; Castillo-Rogez and McCord, 2010; Sohl et al., 2010).
If present over such extended timescales, liquid water could have played a major
role in shaping the geophysical evolution of Ceres. For example, interactions between
liquid water and Ceres’ rocky core could have occurred, altering physical and chemical
properties of the silicates. Common products of such interactions, carbonates and clay
minerals, are seen on Ceres’ surface (Milliken and Rivkin, 2009; Rivkin et al., 2012).
Water-rock interactions may have influenced Ceres’ geophysical evolution in several
ways. First, dry silicates may have hydrated once in contact with liquid water at
lower temperatures. Hydration causes rock to swell and tends to decrease its thermal
conductivity (Horai, 1971; Castillo-Rogez and McCord, 2010), resulting in a larger core
that better retains heat. Second, hydration reactions tend to be highly exothermic
(Cohen and Coker, 2000), adding to Ceres’ heat budget. Third, chemical interactions
between water and rock may leach out radiogenic elements, such as potassium, from
core silicates (Castillo-Rogez and Lunine, 2010; Castillo-Rogez and McCord, 2010).
Similarly, salt or volatile antifreezes such as ammonia, invoked as a requirement for
liquid over the long term (e.g. Desch et al., 2009; Castillo-Rogez and McCord, 2010;
Rubin et al., 2014), may be produced or consumed in water-rock reactions (Matson
et al., 2007; Fortes et al., 2007; Glein et al., 2009). Finally, water can circulate through
pores or fractures in the core and efficiently transport heat outwards in a convective
pattern known as hydrothermal circulation (Young, 2001; Young et al., 2003).
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The major part of water-rock interactions presumably occurs in core macro- and
micro-fractures (connected pores), because these offer a much greater area of water-
rock interface than the core’s outer surface (“seafloor"), as well as higher temperatures
that speed up kinetically-controlled chemical reactions. Moreover, core fractures could
feature chemical disequilibria at water-rock interfaces. The availability of chemical
energy and presence of liquid water make long-lived core cracks a potential habitat
for life as we know it.
The extent of fracturing in Ceres’ core is unknown, and, to our knowledge, neither
the extent of core fracturing nor the effects of water-rock interaction have been
investigated in models of Ceres’ evolution. A key reason for this is that models of
core fractures on icy bodies have focused on cooling cracks (Vance et al., 2007), while
models of Ceres suggest that by the time the core starts cooling the icy shell is mostly
frozen (Castillo-Rogez and McCord, 2010). However the problem is still worth visiting,
first because long-term liquid may persist due to antifreezes, and second because
cracking can also result from heating (Norton, 1984), which on Ceres likely occurred
concurrently with the presence of liquid (Castillo-Rogez and McCord, 2010).
Coupled geophysical-geochemical evolution models have so far focused on the
evolution of planetesimals (Cohen and Coker, 2000; Grimm and McSween, 1989;
Palguta et al., 2010) or icy moons (Travis et al., 2012). Local hydrothermal systems
around magmatic intrusions on Martian volcanoes or impact craters have also been
modeled (e.g. Newsom, 1980; Gulick, 1998; Rathbun and Squyres, 2002; Abramov and
Kring, 2005; Pope et al., 2006; Barnhart et al., 2010; Schwenzer et al., 2012b). Several
of these studies have used numerical codes developed for Earth applications, such
as SUTRA (Voss and Provost, 2010) and HYDROTHERM (Hayba and Ingebritsen,
1994), which model fluid flow in porous media. A third code, MAGHNUM, was
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developed to model local hydrothermal systems on planets (Travis et al., 2003), and
later expanded as a global planetary thermal evolution code (e.g. Travis et al., 2012).
Although MAGHNUM incorporates the effects of hydrothermal circulation, it does not
account for silicate hydration or dehydration. A geophysical model of the present state
of potential hydrothermal systems on water-rich bodies has been developed (Vance
et al., 2007; Sohl et al., 2010), but this model has not been applied to Ceres and
neglects time evolution. This model is further discussed below. Finally, time-evolution
models developed by Malamud and Prialnik (2013, 2015) and applied to Enceladus,
Mimas, and Kuiper belt objects include the rock swelling and heating effects due
to serpentinization, the flow of water liquid and vapor, and a detailed treatment of
rock and ice porosity by means of equations of state. These models therefore offer an
opportunity for comparison with those presented here.
There exist recent, sophisticated models of hydrothermal systems in the Earth
sciences. These generally focus on a specific aspect of these systems, such as 3D fluid
flow in porous or fractured media (Person et al., 2012), vapor-brine phase separation
and salinity (Han et al., 2013), or transport of reactive fluid (Steele-MacInnis et al.,
2012; Ord et al., 2012). In practice, these aspects feed back on one another. However,
their integration into a single detailed model of the physics and chemistry of local or
globally-averaged hydrothermal systems remains a challenge to existing computational
capabilities (Ingebritsen and Appold, 2012). Most of these models do not discuss the
appearance or disappearance of pores or fractures, mainly because the feedbacks with
reactive hydrothermal flow are not well understood (Ingebritsen et al., 2010), but
also because many models focus on simulating hydrothermal systems limited in their
spatial extent and lifetime. The models that focus on spatially variable or anisotropic
porosity and permeability generally assume that these properties remain invariant
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over time (Xu and Pruess, 2001; Jones et al., 2004), or consider simple geometries of
restricted spatial extent (Bolton et al., 1999).
In the following sections, we first briefly review the global thermal evolution model
on which we base this study (Desch et al., 2009). Next, we present a model for core
fracturing which expands on the work of Vance et al. (2007) and suggestions of Travis
et al. (2012), and which is inspired by models of hydrothermal systems on Earth. We
then explain how this model is incorporated as a cracking subroutine into the thermal
evolution code of Desch et al. (2009), along with the inclusion of silicate hydration and
dehydration, and hydrothermal circulation in the porous layer. The level of detail in
the resulting code is similar to that of Malamud and Prialnik (2013, 2015), albeit with
a different approach in the treatment of differentiation, porosity, and hydrothermal
heat transfer. We apply the model to Ceres and investigate the influence of fracturing
and physical water-rock processes on its evolution.
4.2 Thermal Evolution Code
The code of Desch et al. (2009) performs time-dependent calculations of the internal
temperature profile and structure of bodies made of rock and ice. It is applicable to
objects roughly 300 to 1500 km in radius, as it neglects porosity (significant below
this radius range) and the compressibility of rocky and icy materials (significant above
this range) as well as high-pressure phases of ice.
Inputs to the code are body radius, density, ammonia content, surface temperature,
initial temperature (isothermal radial profile), and time of formation, as well as the total
simulation time. From the density input, a bulk rock-to-ice ratio is determined. The
initial structure is assumed homogenous and undifferentiated, and mass is distributed
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assuming spherical symmetry on a fixed-volume 1D grid, with a specified number of
zones evenly distributed in radius (typically 200). The internal energy in each grid
zone is computed from the initial temperature using equations of state, detailed by
Desch et al. (2009), for rock and ice (which includes water ice I, liquid water, liquid
ammonia, and ammonia dihydrate I). It is assumed that any accretional heating has
been dissipated before the starting time of the simulation.
From this initial state, the internal energy Ei in each grid zone i of outer radius
ri is updated after a time step ∆t. This time step (typically fixed at 50 years) must
satisfy a Courant condition ∆t < min[(∆r)2/(2κd)], where κd is the thermal diffusivity.
Energy changes are due to heat fluxes Fi out of each zone, radiogenic heating Qi,rad,
and gravitational energy release Qi,grav:
Ei(t+ ∆t)− Ei(t)
∆t
= 4pir2i−1Fi−1 − 4pir2iFi +Qi,rad(t) +Qi,grav (4.1)
Heat fluxes, assumed conductive, are computed using a finite-difference scheme as:
Fi = −ki + ki+1
2
Ti+1 − Ti
(ri+1 − ri−1)/2 (4.2)
Here, ki are the thermal conductivities in each grid zone; chosen expressions are given
by Desch et al. (2009) and in Table 11. In the ice shell, possible heat transfer by
solid-state convection, rather than conduction, is accounted for by parameterizing ki
in terms of the Rayleigh number in the shell (Desch et al., 2009). Vigorous convective
heat transfer is also assumed to occur in any grid zone containing more than 2% liquid
(“slush"); in this case the thermal conductivity is set arbitrarily to a value of 400
W m−1 K−1, high enough to obtain a near-isothermal temperature profile across the
slush layer. Ti are the temperatures, computed such that Ei is the energy required to
raise the mix of rock and ices from 0 K to Ti, including phase transitions, using the
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equations of state mentioned above. The boundary conditions are zero heat flux at
the center (by symmetry), and a fixed temperature (i.e., fixed energy) at the surface
as determined in the input.
The heating term Qi,rad(t) due to the decay of radionuclides j is given by:
Qi,rad(t) = Mrock,i
∑
j
Nj ∆Ej ln(2)/t1/2,j exp(−ln(2)/t1/2,j × t) (4.3)
where Mrock,i is the mass of silicate rock in a zone i, Nj is the number of atoms of
the nuclide j per kg of rock, ∆Ej is the energy produced per decay, and t1/2,j is the
nuclide half-life. These parameters are given by Desch et al. (2009) for the long-lived
radionuclides 40K, 232Th, 235U, and 238U. 26Al decay heating is also accounted for,
assuming a half-life of 716000 years, a 26Al/27Al atomic fraction of 5× 10−5 (Castillo-
Rogez et al., 2007), an initial abundance of 8.41 × 104 Al atoms per 106 Si atoms
(Lodders, 2003), and a calculated energy heat per decay ∆E of 3.177 MeV (within 2%
of the value estimated by Castillo-Rogez and Lunine (2010) using the same method,
but slightly different assumptions on neutrino energies (Desch et al., 2009)). These
values yield an initial heating rate ∆Ej(ln 2/t1/2) (Nj/106)/(151 mnucleon) of 0.26
µW/kg of rock, assuming that rock contains on average 151 nucleons for every Si
atom.
Ice-rock differentiation occurs if the temperature in a zone exceeds a threshold Tdiff.
Physically, it is assumed that differentiation is initiated by ice melting at a temperature
of first melt (solidus) that depends on initial ammonia content. For non-negligible
amounts of ammonia (arbitrary mass fraction of 10−2 with respect to H2O), we set
Tdiff = 176 K; otherwise we set Tdiff = 273 K. In practice, melting first occurs in the
central zones and differentiation proceeds outward. In all the zones exceeding Tdiff,
the code redistributes mass by first filling the innermost zones with rock, then the
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zones surrounding this rocky core with liquids and ammonia dihydrate, and finally
the outermost differentiated zones with pure water ice. This approach ensures mass
conservation. Volume changes are precluded by choosing fixed densities for liquid
water and ammonia, slightly different from their actual values: the density of liquid
water ρH2O (l) is equated to that of ice ρH2O (s), and the density of ammonia ρNH3 (l)
is determined by mass balance: ρNH3 (l)−1 = ρH2O (l)−1 + (ρH2O (s)−1 + ρADH (s)−1)/Xc,
where ρADH (s)−1 is the density of ammonia dihydrate and Xc = 0.321 is the eutectic
ammonia mass fraction. Density values are provided by Desch et al. (2009).
Differentiation leads to a gravitationally unstable configuration, with an ice mantle
underneath a denser, undifferentiated crust. Such a configuration is prone to Rayleigh-
Taylor instabilities, which Rubin et al. (2014) showed act on geological timescales in
zones where Ti > Tdiff ≈ 140 K. This value of Tdiff is adopted in the late stages of
differentiation.
Differentiation generates heat due to gravitational energy release. The gravitational
potential energy Ug is calculated at each time step:
Ug = −G
∫ Rp
0
4pir2ρ(r)
M(r)
r
dr (4.4)
where M(r) is the mass enclosed within a sphere of radius r and G is the gravitational
constant. If differentiation has redistributed mass and changed Ug during a time step,
this energy difference ∆Ug is redeposited uniformly throughout all differentiated shells,
out to a radius Rdiff. The corresponding heating term Qi,grav in equation (4.1) is given
by:
Qi,grav =
∆Ug
∆t
r3i − r3i−1
R3diff
(4.5)
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This thermal evolution code, which accounts for ice-rock differentiation and am-
monia antifreeze, is our starting point for exploring consequences of the persistence of
liquid water interacting with a rocky core over geological timescales. We now proceed
to quantify the extent of these interactions using a core fracturing model, which we
describe below.
4.3 Geophysical-Geochemical Model of Core Fracturing
Modeling the extent of macro- and microfracturing in the cores of icy worlds over
geologic time provides an estimate of the extent of hydrothermal circulation. In turn,
such estimates constrain the magnitude of the coupling between geophysical and
geochemical processes in icy world evolution. In this section, we describe a new model
of core fracturing.
We assume that icy body cores are made of ferromagnesian silicate minerals, either
dry or hydrated. Such compositions are typical of Earth’s upper mantle (Sohl et al.,
2010), and also compose ordinary and carbonaceous chondrites. Therefore, we do not
account for alkali-rich minerals.
We model five phenomena which may influence core fracturing on small and large
scales: (1) the brittle-ductile transition in hydrated rock; micro-cracking by (2) thermal
expansion mismatch of mineral grains and (3) expansion of pore water upon heating;
and micro- and macro-crack shrinking due to (4) rock swelling during hydration (as
well as crack widening during dehydration) and (5) precipitation of mineral species
(as well as widening due to dissolution). We account for elastic opening and closing
of cracks. Many other phenomena may affect cracking, such as compaction and
thermal expansion of the solid rock matrix (Germanovich et al., 2001), increases in
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fluid pressures from precipitation clogging (Germanovich et al., 2001), exsolution of
volatiles from water (Kelley et al., 1993), pressure solution of species (Bolton et al.,
1999), anisotropy in the permeability of rock (Bolton et al., 1999), multi-phase flows
(Goldfarb and Delaney, 1988; Xu and Pruess, 2001; Ingebritsen et al., 2010; Han et al.,
2013), and exogenous impacts (Bowling et al., 2014). We neglect these phenomena in
this simple approach.
4.3.1 Brittle-Ductile Transition in Hydrated Rock
The extent of core cracking is limited by the healing timescale of cracks. Cracks
heal when rock accommodates stresses in a ductile or plastic fashion at high pressure
and temperature. We do not distinguish between the brittle-ductile and brittle-plastic
transitions (Kohlstedt et al., 1995), and will refer to the transition as brittle-ductile.
This transition occurs when the brittle and ductile rock strengths are equal. Such
a model successfully predicts the strength profile of Earth’s lithosphere with depth
(Kohlstedt et al., 1995; Escartin et al., 1997a).
The frictional strength of brittle rock, τ , is given as a function of normal stress σ
by (e.g. Kohlstedt et al., 1995):
τ = µf (σ − Pw) + Cf (4.6)
where µf is the coefficient of friction, Pw is the fluid pressure, and Cf is the frictional
cohesive strength. Empirically, µf and Cf are found to be similar regardless of rock type
(Byerlee, 1978), leading to a relationship called Byerlee’s rule: τ = 0.85 σ for σ < 200
MPa, and τ = 50 + 0.6 σ between 200 and 1700 MPa (Cf = 50 has units of MPa).
Hydrated clays are exceptions to this rule (Brace and Kohlstedt, 1980): for serpentine
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rock (lizardite, antigorite or chrysotile), Escartin et al. (1997b, 2001) found that a
brittle strength with µf = 0.3 to 0.5 and Cf = 0 better fitted data from deformation
experiments at pressures up to 1 GPa. The dependence of µf on temperature is unclear,
with reports of both increases (Moore et al., 1997) and decreases within a large range
of 0.1 to 0.85 (Hirth and Guillot, 2013). Strengths τ ≈ 0.4 σ also seem to apply to
rocks that are just slightly serpentinized (Escartin et al., 2001). We adopt values of
0.4 for µf and set Cf = 0 for hydrated silicates, use Byerlee’s rule for dry silicates, and
combine linearly the dry and hydrated rock strengths for partially hydrated silicates.
We neglect changes in these parameters with temperature. To derive a rock strength
value, we assimilate the normal stress as the confining pressure P (r). In practice, Pw
can be taken as 0 since the brittle-ductile transition occurs above the dehydration
temperature of rock (see below and Fig. 25), such that water does not affect the
frictional behavior of rock.
The ductile behavior of crystalline rock at temperature T and pressure P is
described by a flow (creep) law of the form (e.g. Weertman et al., 1978; Kohlstedt
et al., 1995):
˙ = Aσnd−pexp
(
−Q+ PV
RT
)
(4.7)
Here, ˙ is the strain rate of the material, σ the differential stress necessary for creep
to occur at this rate, A is a dimensionless material parameter, d is the grain size, p is
the grain size exponent, Q and V are the creep activation energy and volume of the
material, and R is the ideal gas constant. Although typical Earth mantle rheologies
incorporate several creep mechanisms in parallel or series combinations (Kohlstedt
et al., 1995), experimental measurements on serpentine in the ductile regime are scarce.
At the temperatures, pressures, and differential stresses typical of icy dwarf planet
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cores (T = 200 to 1500 K, P = 10 to 4000 MPa, σ < 1 GPa), the relevant flow regime
is diffusion creep, even for mm-sized grains. Rutter and Brodie (1988) found equation
(4.7) to describe the diffusion creep of serpentinite for T between 573 and 873 K, P
between 180 and 300 MPa, grain sizes between 0.1 and 60 µm, and differential stresses
between about 5 and 170 MPa, with A = 105.62, n = 1, p = 3, Q = 240 kJ, and V = 0
(with σ in MPa and d in microns). These values yield a flow law close to that of wet
diffusion creep of olivine compiled by Korenaga and Karato (2008), which included
data collected at temperatures from 1473 K to 1573 K, confining pressures from 100
MPa to 2100 MPa, differential stresses from 4 to 410 MPa, strain rates from 10−3 to
0.7× 10−6 s−1, and grain sizes from 1 to 70 µm. Above the dehydration temperature
of serpentine, 730 to 900 K (Perrillat et al., 2005; Evans et al., 2013), the relevant flow
law becomes that of diffusion creep in olivine in dry conditions. Such a law was also
compiled by Korenaga and Karato (2008) and the flow parameters are very similar
to those of wet diffusion and those of Rutter and Brodie (1988). We therefore adopt
the flow parameters of Rutter and Brodie (1988), short of measurements at lower T
and lower strain rates more representative of conditions inside dwarf planets. The
ductile strength τ is the differential stress σ that causes creep. The ductile strength
is typically insensitive to P and ˙ (Kohlstedt et al., 1995), but very sensitive to T ,
contrary to the brittle strength which is sensitive to P , but not to T .
The rock strength is the lower of its brittle and ductile strengths. It is highest at
the brittle-ductile transition (Fig. 18). In practice, we find the strain rate ˙ for which
the brittle and ductile strengths are equal, and assume cracks are healed past a time
1/˙. At each time step, in cracked grid zones, this 1/˙ timescale is compared to the
time elapsed since cracking last occurred; the zone is assumed no longer cracked if the
time elapsed is greater than 1/˙. Because ˙ in a given grid zone changes at each time
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Figure 18: Dry (olivine) and hydrated (serpentine) rock strengths inside a Ceres-type
dwarf planet
The olivine brittle strength follows Byerlee’s law. The serpentine brittle strength is
τ = 0.4 P (Escartin et al., 1997b). The ductile strength τ = ˙ A dp exp[Q/(R T )] is
derived from Rutter and Brodie (1988); a strain rate of (10 Myr)−1 and a grain size
of 1 µm are assumed. The kink in the curves at radius 375 km marks the rocky core -
icy mantle boundary in this model.
step (primarily due to temperature changes), the code heals cracks by a fractional
factor (time elapsed since cracking)×˙(t) at each time step and cracks are removed
once the cumulative fraction is 1. Except for this estimation of crack lifetime, the
healing fraction has no effect on the geophysics and geochemistry included in the code
(e.g., no impact on crack size).
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4.3.2 Micro-Cracking by Thermal Expansion Mismatch
Core micro-cracks can develop when a rocky core either heats up and expands, or
cools and contracts. Vance et al. (2007) modeled the cooling and contraction aspects,
but their model holds for heating and expansion as well. We summarize their model,
adapted from Evans and Clarke (1980) and Fredrich and Wong (1986).
Thermal expansion anisotropies between square silicate grains result in a mean
stress σ that depends on the cooling rate T˙ (Fig. 19a). σ is given by:
dσ
dT
=
96ΩD0δbE
31/2kbd3T˙
e−
Qgb
RT
T
σ − βE∆α
1 + ν
(4.8)
This equation includes stress relaxation by creep (first right-hand term) and
elastic processes (second term). The threshold temperature at which stress starts
accumulating is T ′, defined such that σ(T ′) = 0. An approximate analytical expression
for T ′ is:
T ′ ≈ Qgb
R
[
ln
(
96ΩD0δbE
31/2nkbd3T˙
)]−1
(4.9)
In equations (4.8) and (4.9), Ω is the atomic volume, D0 and δb are the grain boundary
diffusion coefficient and width, E is Young’s modulus for all grains, kb is Boltzmann’s
constant, Qgb is the activation enthalpy for grain boundary sliding, β is the boundary
angle, ∆α is the thermal expansion anisotropy, ν is Poisson’s ratio, and n is a fitting
parameter.
Let us consider an inclusion within a matrix. If the thermal expansion coefficient
of the inclusion is higher than that of the matrix, compressive or tensile stresses
will develop upon heating or cooling, respectively. This can also occur between two
adjacent grains similar in mineralogy, but differing in orientation, that do not undergo
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isotropic thermal expansion: Bouhifd et al. (1996) showed that thermal expansion
coefficient anisotropies could be on the order of ∼10−6 K−1. Micro-fractures occur
when the stress intensity KI exceeds a critical value, the fracture toughness KIC . KI
is estimated from T and P :
KI =
√
2
pia
∫ a
0
σyy(x, T, T
′) x1/2
(a− x)1/2 dx− Pc · (pia)
1/2 (4.10)
where a flaw of size a < d extends from the grain boundary (x=0) to x = a. Pc is the
confining pressure, which tends to reduce stress, and σyy(x, T, T ′) is the normal stress
along the x-axis:
σyy(x, T, T
′) =
E∆α(T ′ − T )
2pi(1− ν2)
(
d2
d2 + (d− x)2
− d
2
d2 + x2
+ ln
[
d− x
x
]
− 1
2
ln
[
d2 + (d− x)2
d2 + x2
])
(4.11)
KI and KIC are substituted to differential stress σ and rock strength τ because
crack propagation depends on the product of the differential stress and the square
root of flaw length (Griffith, 1921).
The flaw size a < d is chosen so as to maximize KI . To avoid the calculation of
the integral in equation (4.10) at each grid zone and time step, we tabulate values of
a(KImax) separately from the main code for a range of P and T .
Parameter values can be found in Tables 8 and 9. Vance et al. (2007) used
parameters for olivine, although one expects cracking to occur also in hydrated
serpentine. With increasing hydration, Young’s modulus decreases from 200 to 35
GPa and Poisson’s ratio increases from 0.25 to 0.35 at room temperature (Christensen,
1966). The values for both parameters increase only by about 10% or less from 50
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Table 8: Description of model parameters specific to dry or hydrated silicates
Parameter Description Value Units References and Notes
Dry silicates
E Young’s modulus 200 GPa Christensen (1966); Hirth and Kohlstedt (1995)
ν Poisson’s ratio 0.25 Christensen (1966, 1996)
µf Friction coefficient 0.85 Byerlee (1978); P < 200 MPa
0.6 P > 200 MPa
Cf Cohesive strength 0 MPa Byerlee (1978); P < 200 MPa
50 MPa P > 200 MPa
KIC Fracture toughness 1.5 MPa m1/2 DeMartin et al. (2004); Balme et al. (2004)
ρ Density 3800 kg m−3 Chung (1971)
Hydrated silicates
E Young’s modulus 35 GPa Christensen (1966); Hirth and Kohlstedt (1995)
ν Poisson’s ratio 0.35 Christensen (1966, 1996)
µf Friction coefficient 0.4 Escartin et al. (1997b)
KIC Fracture toughness 0.4 MPa m1/2 Tromans and Meech (2002); Funatsu et al. (2004);
Backers (2005); Wang et al. (2007)
ρ Density 2600 kg m−3 Tyburczy et al. (1991); Auzende et al. (2006); Nestola et al. (2010)
to 1000 MPa (Christensen, 1966), and ∂E/∂T and ∂ν/∂T for olivine seem small
at room temperature (Kumazawa and Anderson, 1969). Therefore, we neglect the
changes in E and ν with P and T , but not their change with hydration. We adopt
values of E and ν linearly interpolated between olivine and serpentine end members
(Table 8), depending on the degree of hydration of the silicates. While these values
are appropriate for bulk silicates, loosely consolidated rock can have a much smaller
Young’s modulus.
The fracture toughness of olivine in hydrothermal areas was experimentally deter-
mined to be KIC ≈ 0.6± 0.3 MPa m1/2 (DeMartin et al., 2004), which is the value
used by Vance et al. (2007). However, KIC for olivine may be as high as 2 MPa
m1/2 (Balme et al., 2004; Backers, 2005). The fracture toughness of clays and salts
ranges from 0.1 to 1.5 MPa m1/2 (Tromans and Meech, 2002; Backers, 2005; Wang
et al., 2007). Funatsu et al. (2004) found that the fracture toughness of sandstone is
relatively insensitive to temperature but increases linearly with pressure, from 0.5 to
2.5 MPa m1/2 between atmospheric pressure and 10 MPa, which is half of the pressure
expected at Ceres’ seafloor (Fig. 18). In view of these results, we set a canonical
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value of KIC of 0.4 MPa m1/2 for hydrated silicates and 1.5 MPa m1/2 for dry silicates.
Again, we interpolate linearly between these two end members, depending on the
degree of hydration.
Fredrich and Wong (1986) used values of E, ∆α, ν, d, and KIC close to those
chosen by Vance et al. (2007) and those used here. They showed that the above
equations provide a temperature mismatch for the onset of cracking compatible with
thermal cracking experiments performed from room temperature up to 1000oC, with
typical total increases of order 100oC. Similar temperature changes are predicted by
thermal evolution models of Ceres (Castillo-Rogez and McCord, 2010), albeit at a
much slower rate than in the experiments of Fredrich and Wong (1986). Slow heating
allows the rock matrix to relax; this is captured by the use of the temperature of
zero stress T ′ (Evans and Clarke, 1980) instead of an initial temperature T0 in the
equations of Fredrich and Wong (1986).
4.3.3 Expansion of Pore Water upon Heating
In hydrated areas, pore fluid is at confining pressure Pc. However, fluid can expand
upon heating. Expansion increases fluid pressure, creating a differential stress that
can open micro-cracks if this stress is higher than the rock strength (Paterson and
Wong, 2005; Travis et al., 2012) (Fig. 19b). We account for pore fluid expansion
following Norton (1984) and Le Ravalec and Guéguen (1994) (see also Dutrow and
Norton (1995) and Norton and Dutrow (2001)). For a temperature increase dT , the
fluid pressure Pfluid increases by ∂P/∂T × dT . ∂P/∂T can be expressed as the ratio
of the thermal expansivity of liquid water αw to its isothermal compressibility βw
(Norton, 1984; Bizzarri and Cocco, 2006). Furthermore, because of the elongated
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Table 9: Description of model parameters not specific to dry or hydrated silicates
Parameter Description Value Units References
General parameters
Di Initial subgrid crack width 10−2 m
D Crack width m
τ Rock strength Pa
Pc Confining pressure Pa
Brittle-ductile transition
n Flow law index 1 Rutter and Brodie (1988)
p Grain size exponent 3 Rutter and Brodie (1988)
d Grain size 500 µm Vance et al. (2007)
Q Flow law activation energy 240± 40 kJ Rutter and Brodie (1988)
A Flow law coefficient 105.62 Rutter and Brodie (1988)
V Flow law activation volume 0 m3 Rutter and Brodie (1988)
˙ Flow law strain rate s−1
Thermal expansion and contraction mismatch
a Flaw size a < d m Vance et al. (2007)
D0δb Grain boundary 1.5× 10−0.8 m2 s−2 Hirth and Kohlstedt (1995)
diffusion coefficient × Width
KI Stress intensity MPa m1/2
n Fitting parameter 23 Vance et al. (2007)
Qgb Activation energy for 3.15× 105 J mol−1 Hirth and Kohlstedt (1995)
grain boundary sliding
∆α Thermal expansion anisotropy 3.1× 10−6 K−1 Bouhifd et al. (1996)
β Boundary angle pi/6 radians Vance et al. (2007)
Ω Atomic volume 1.23× 10−29 m3 Hirth and Kohlstedt (1995)
T ′ Temperature at zero stress K
Thermal pressurization of pores
bp/ap Pore aspect ratio 10 to 104 Norton (1984);
Le Ravalec and Guéguen (1994)
αw Thermal expansivity of water K−1 Wagner and Prüß (2002)
βw Compressibility of water Pa−1 Wagner and Prüß (2002)
Pfluid eff Effective fluid pressure Pa
Hydration
Tdehydr. min T at onset of dehydration 700 K
Tdehydr. max T at onset of hydration 850 K
DH2O(T ) Diffusion rate of water in rock 4.5× 10−5 e−45000/(RT ) m2 s−1 MacDonald and Fyfe (1985)
Dissolution and precipitation
Easilica Activ. energy, silica dissolution 62.9 ± 2 kJ Rimstidt and Barnes (1980)
Eachrys Activ. energy, chrysotile diss. 70 ± 10 kJ Thomassin et al. (1977)
Eamagn Activ. energy, magnesite diss. 32.1 ± 3 kJ Pokrovsky et al. (2009)
Vsilica Molar volume of silica 29.0× 10−6 m3 mol−1 Helgeson (1978)
Vchrys Molar volume of chrysotile 108.5× 10−6 m3 mol−1 Helgeson (1978)
Vmagn Molar volume of magnesite 28.018× 10−6 m3 mol−1 Helgeson (1978)
µi Rate law parameter 1 or Pokrovsky and Schott (1999);
4 (magnesite) Xu and Pruess (2001)
A/V Area-to-volume ratio 2/D m−1 Rimstidt and Barnes (1980)
ρw Density of water 1000 kg m−3
Ri Rate of reaction mol m−3 s−1
ki Rate constant mol m−2 s−1
ai Activity Dimensionless or mol m−3 if ideality
Qi Activity product
Ki Equilibrium constant Helgeson (1978)
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Figure 19: Schematic view of the phenomena included in this study that influence the
extent of cracking
a. Micro-cracking by thermal expansion mismatch of mineral grains. b. Micro-cracking
by expansion of pore water upon heating. c. Micro- and macro-crack shrinking by
hydration swelling of silicates (or widening by dehydration). d. Dissolution and
precipitation of mineral species can widen, shrink, or even clog micro- and macro-
conduits.
shape of pores, the effective stress capable of opening cracks is leveraged at the pore
tip by a geometric factor 1 + 2 bp/ap, where bp/ap represents the pore aspect ratio, or
ratio of the long axis over short axis (Norton, 1984). Thus, assuming the fluid is pure
water, the effective fluid pressure at the pore tip is:
Pfluid eff = Pc +
αw(T, Pc)
βw(T, Pc)
dT × (1 + 2 bp/ap) (4.12)
where the subscript w denotes properties for pure water.
For elliptical pores of high aspect ratios, in the limit where microporosity is low and
the confining pressure is negligible compared to the rock’s Young modulus (Pc  E),
relaxation of the rock matrix mitigates the fluid pressure increase with temperature
such that (Le Ravalec and Guéguen, 1994, equation 12):
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∂P
∂T
= αw(T, Pc)×
(
βw(T, Pc) +
bp
ap
3(1− 2ν)
E
)−1
(4.13)
where E/[3(1 − 2ν)] is the rock bulk modulus. Because βw E ≈ 40 (unless rock is
loosely consolidated, in which case E is smaller), the relaxation term is not negligible
for aspect ratios bp/ap above this threshold. As before, the effective fluid pressure is
Pfluid eff = (∂P/∂T ) dT × (1 + 2 bp/ap).
Cracks open when the differential stress Pfluid eff − Pc exceeds the rock strength τ .
This condition is valid in the frame of linear elastic fracture mechanics provided that
pore flaw lengths are of order (KIC/τ)2 ∼ 1 mm, such that the differential stress can
be assimilated to a stress intensity KI .
αw(T, Pc) and βw(T, Pc) are computed from the IAPWS95 equation of state for
water (Wagner and Prüß, 2002) using the software package CHNOSZ (Dick, 2008).
In the model, we set the pore aspect ratio bp/ap from 10 (Le Ravalec and Guéguen,
1994) to 104 (Norton, 1984). The magnitude of the aspect ratio dictates that of the
differential stress Pfluid eff − Pc, even though it also favors the elastic relaxation of
pores in equation (4.13).
4.3.4 Hydration Swelling and Dehydration Shrinking
Incorporation of water molecules into a dry silicate matrix results in swelling of
the rock (Evans et al., 2013). Dehydration leads to shrinking. These phenomena are
not often taken into account in models of Earth’s hydrothermal systems; perhaps due
to the local spatial extent of such models, for which rock is always hydrated. In icy
bodies, where hydrothermal systems may extend through the entire core (Vance et al.,
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2007; Castillo-Rogez and Lunine, 2010), the swelling effects of hydration cannot be
neglected. We provide a simple set of equations to describe hydration swelling.
Because our 1D model cannot account for this phenomenon, we incorporate it
using a sub-grid model: where rock is cracked, we attribute an initial micro- or
macro-crack width Di, left as a free parameter, to a 2D crack of infinite length.
We assume that hydration occurs in cracked areas to a degree that depends on
temperature: full hydration below 700 K, no hydration above 850 K, and a linear
decrease between 700 and 850 K. If the degree of hydration has increased since
the previous time step, we consider the change in volume of a cube of rock of
edge length a undergoing hydration, a3hydr − a3dry, where the subscripts “hydr" and
“dry" refer respectively to more hydrated and drier rock (Fig. 19c). This change
in volume can be related to a change in crack width D: ∆D = −2 ∆a, with
∆a = [(ahydr − adry)/adry] adry. The first term can be expressed in terms of the ratio
of volumes or densities: ahydr/adry − 1 = (ρhydr/ρdry)−1/3 − 1. The second term, the
cube edge length a, is also the mean distance x¯ traveled by a hydration front into the
rock after a time step ∆t. Thus,
∆D = −2
[(
ρhydr
ρdry
)−1/3
− 1
]
× x¯ (4.14)
The values for ρhydr and ρdry depend on the degree of hydration of the silicates.
They are linearly interpolated between the values of 2600 kg m−3 for hydrated silicates
(Tyburczy et al., 1991; Auzende et al., 2006; Nestola et al., 2010) and 3800 kg m−3
for dry silicates (Chung, 1971).
We compute x¯(T ) following the estimates of MacDonald and Fyfe (1985) from
measurements of diffusivities of water molecules in serpentinized peridotites. They
found a diffusivity DH2O(T ) of 10−12 m2 s−1 at 300 K, varying with temperature as
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DH2O(T ) ≈ 4.5× 10−5 exp[−(45 kJ)/(RT )]. They then estimated the mean distance
of diffusive penetration of a hydration front into rock as x¯(T ) ≈ (2 DH2O(T ) ∆t)1/2.
After a time step ∆t = 50 years, their approach yields values of x¯ of 4 cm at 300 K,
up to 4 m at 600 K. Diffusion slows down as t−1/2 over longer timescales, relevant for
global hydration (see section 5.3.4).
If hydration swelling causes a crack to close, residual swelling generates compression
stresses that can open new cracks. The compression stress σ is given by Hooke’s law,
σ = E, where E is Young’s modulus of the rock (Table 8) and  = (∆D − D)/x¯
is the compression strain. Cracks open if the differential stress (compression stress
minus confining pressure) exceeds the rock strength:
E × ∆D −D
x¯
− Pc(r) > τ(r) (4.15)
This is a simplification of the analytical compression cracking model of Sammis and
Ashby (1986), which successfully reproduced experimental results on the nucleation
and growth of cracks on circular pores. Equation (4.15) holds for grain-sized (mm)
cracks (in order to scale rock strength and stress intensity) growing on pores of
negligible size.
Dehydration is also accompanied by volume changes in the rock, leading to stresses
given by:
σdehydr = E ×
[(
ρhydr
ρdry
)−1/3
− 1
]
(4.16)
If the stress in a given layer exceeds the sum of the confining pressure and rock
strength, cracks open. Open cracks may be widened due to dehydration, following
equation (4.14).
113
4.3.5 Dissolution and Precipitation of Mineral Species
Once cracks are open, circulation of a chemically reactive aqueous fluid can result in
mineral dissolution or precipitation. Dissolution erodes conduit walls and widens micro-
and macro-cracks, whereas precipitation narrows or even clogs them. These chemical
processes are function of fluid and rock composition, temperature, and pressure. We
consider a small number of species: amorphous silica (e.g., from a previous episode of
precipitation), the serpentine chrysotile, and the carbonate magnesite. This choice
is dictated by two considerations. First, hydrated minerals (perhaps brucite) and
carbonates have been observed on the surface of Ceres (Milliken and Rivkin, 2009).
Second, the dissolution reactions involving these species cover a wide range of equilibria
(as estimated using thermodynamic data from Helgeson (1978)) and kinetic rates
(Rimstidt and Barnes, 1980; Thomassin et al., 1977; Pokrovsky et al., 2009), and
therefore can be used as proxies to explore the impact of other reactions on crack width.
No attempt was made at accurately modeling the chemistry of water-rock reactions,
such as chemical feedbacks between reactions or the effect of pH. We consider the
following reactions:
SiO2 (s) → SiO2 (aq)
amorphous silica aqueous silica
Mg3Si2O5(OH)4(s)+H2O(l)→ 2 SiO2(aq) +3 Mg2+(aq)+6 OH−(aq)
chrysotile aqueous silica
MgCO3 (s)→Mg2+(aq)+CO2−3 (aq)
magnesite
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These reactions are reversible (precipitation). Each has an equilibrium constant
Ki(T, P ), determined at local temperature and pressure using the software package
CHNOSZ (Dick (2008); thermodynamic data from Helgeson (1978)). Above the
transition temperature of amorphous silica (622 K), we consider the dissolution of
quartz, which is the stable SiO2 species between 622 K and 867 K for P < 5 kbar.
(Above 850 K, the rock is assumed dehydrated and dissolution is irrelevant.) α- and
β-quartz are considered in their stability regimes (Helgeson, 1978).
At low temperatures possible in dwarf planet oceans (200 K < T < 273 K), we
assume water remains liquid due to the presence of antifreezes. Thermodynamic data
below 273 K are scarce, and the equation of state for pure water, needed for CHNOSZ
computations, has to be extrapolated (Wagner and Prüß, 2002; Neveu et al., 2015b).
Therefore, where local temperatures are below 261 K, we set T = 261 K for the
determination of Ki(T, P ). We neglect the heats of dissolution and precipitation in
the local heat budget.
At such low temperatures, chemical reactions may be controlled by kinetics rather
than thermodynamic equilibria. Modeling suggests that kinetics can dominate equi-
librium even for Earth’s hydrothermal systems (Bolton et al., 1999). The kinetics
of silica dissolution have been studied by Rimstidt and Barnes (1980), who found
the precipitation rate RSiO2 ppt to be proportional to the activity of dissolved aqueous
silica aSiO2 (aq) and to the ratio A/V of fluid-rock contact surface area to fluid volume
(assuming a constant fluid density ρw = 1000 kg m−3). Thus:
RSiO2 ppt = kSiO2 ppt(T ) (A/V ) aSiO2 (aq) (4.17)
The proportional term, kSiO2 ppt(T ), is a rate “constant" (units of mol m−2 s−1) which
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follows an Arrhenius law exp[−Ea/(RT )], where Ea is an activation energy and R the
ideal gas constant.
Likewise, the dissolution rate is proportional to the activity of solid silica, which is
1 for the pure crystalline solid. We assume an activity of 1 for amorphous silica as well.
The net dissolution rate RSiO2 = (∂aSiO2 (aq)/∂t)P,T,V (dissolution minus precipitation)
is therefore:
RSiO2 = (A/V ) [kSiO2 diss aSiO2 (s) − kSiO2 ppt aSiO2 (aq)] (4.18)
where the subscript “diss" denotes dissolution. This expression can be simplified using
the activity product Qi =
∏
aνii , where νi are the stoichiometric coefficients. With
aSiO2 (s) = 1, we have QSiO2 = aSiO2 (aq). Therefore:
RSiO2 = (A/V ) kSiO2 diss
[
1− QSiO2
KSiO2(T, P )
]
(4.19)
At equilibrium, QSiO2 = KSiO2 and the net rate is zero. The dissolution and
precipitation rate constants are linked via the equilibrium constant: kSiO2 ppt(T ) =
kSiO2 diss(T )/KSiO2(T, P ), so the precipitation rate constant depends on pressure. For
any reaction where the reactants have an activity of 1, equation (4.19) becomes:
Ri = (A/V ) ki diss
[
1−
(
Qi
Ki(T, P )
)µi]
(4.20)
We have followed the derivation of Rimstidt and Barnes (1980). Xu and Pruess
(2001) provided a more general version of equation (4.20) that takes into account,
for example, the effect of mineral reactive surface area at different water saturations.
Sometimes, the dependence of Ri on Qi/Ki is non linear and experimental data are
fitted by a law with µi 6= 1 (Xu and Pruess, 2001).
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The activation energies of the dissolution rate constants at atmospheric pressure
have been determined experimentally: 62.9 kJ for amorphous silica (Rimstidt and
Barnes, 1980), about 70 kJ for chrysotile (Thomassin et al., 1977; Bales and Morgan,
1985, Fig. 4), and about 32 kJ for magnesite (Pokrovsky et al., 2009, Table 4).
The magnesite value is valid at a pH of 5.4 and decreases with both pH and (to a
lesser extent) pCO2; based on the Fig. 2 of Pokrovsky and Schott (1999), a more
general expression for the rate constant of magnesite dissolution may be kMgCO3 diss =
10−0.3 (pH−5.4)× exp[−Ea/(RT )]. Because these reactions do not involve gases, their
rates do not depend much on pressure. For silica and chrysotile µi = 1, but for
magnesite µi = 4 (Pokrovsky and Schott, 1999).
To account for the impact of chemical reactions on crack width, we adopted the
same sub-grid approach as for the hydration process. Thus, the crack width D changes
as a result of both hydration and dissolution (Fig. 19d). For our 2D crack geometry,
the area to volume ratio A/V is 2/D (Rimstidt and Barnes, 1980). The net change in
crack width after a time ∆t due to chemical processes is (equation 61 of Rimstidt and
Barnes, 1980; Martin and Lowell, 2000):
∆D =
N species∑
i=1
Ri ∆t Vi(T, P )
[A/V ]
(4.21)
where Vi is the molar volume of the mineral species dissolved, which we take at 298
K and 1 bar from Helgeson (1978). We assume negligible salinity, so that activities
are assimilated as molalities (moles per kg of water) and Ri has units of mol m−3 s−1.
The change in species activity (molality) after a time ∆t is ∆ai = νi Ri ∆t/ρw. If a
species precipitates entirely, ∆ai = −ai and the variation in D from the precipitation
of this species is:
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∆Di =
∆ai ρw Vi(T, P )
νi [A/V ]
(4.22)
In the code, we allow chemical reactions only in zones of hydrothermal circulation.
Changes in Di, Ri, and ai feed back on each other on timescales possibly shorter than
the geophysical code time step (typically 50 years). To capture these feedbacks, we
iterate calculations of crack widths, dissolution rates, and activities using equations
(4.20) through (4.22) over a short chemical time step, typically 10−6 times the main
geophysical time step. After a few iterations, ∆Di and ∆ai may converge toward
values that are then scaled to the geophysical time step. Alternatively, precipitation
may occur, either because T and P have changed since a previous time step at which
species were in solution, or because the reaction timescale is much shorter than even
the chemical time step. In the former case, the crack is closed. In the latter case,
dissolution and precipitation cancel each other: the net sum of Di in equations (4.21)
and (4.22) is zero. In this case, chemical processes are decoupled from cracking
processes and have no influence on geophysics.
4.3.6 Neglected Effects
4.3.6.1 Thermal Expansion of the Rock Matrix
Rock can expand upon heating; this affects cracking. Thermal expansion coefficients
of silicates are of order 10−5K−1, about two orders of magnitude smaller than that of
water (Germanovich et al., 2001). A temperature increase of 100 K will thus cause
a relative rock volume increase of 0.1%. This is small compared to the rock volume
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increase resulting from hydration, ρhydr/ρrock − 1 ≈ 30%. Thermal pressurization of
pores is also likely to dominate rock expansion even at low water-to-rock ratios.
4.3.6.2 Fluid Pressure Changes Linked to Conduit Size
Any pressure change due to a change in crack size should bear mostly on the
fluid, because the compressibility of even highly porous serpentine is two orders of
magnitude lower than that of water (Hilairet et al., 2006; Walsh, 1965; Kelemen and
Hirth, 2012). We assume that fluid percolates away before precipitation causes the
rock to become cemented, such that “geyser"-like conduits never occur.
4.3.6.3 Anisotropy in Rock Permeability
We do not consistently model the geometry, orientation, and connectivity of cracks,
and do not account for anisotropies in rock permeability. At the sub-mm scale, the
degree of anisotropy in crack orientation seems low (Boudier et al., 2010; Hanowski and
Brearley, 2001). Bolton et al. (1997, 1999) considered the impact of a non-homegenous
and anisotropic permeability on hydrothermal flow, and found that fluids flow so as
to connect regions of higher permeability.
4.3.6.4 Gas Processes and Multi-Phase Flows
The presence of vapor can lead to brine segregation in the liquid phase, which
favors precipitation. Vaporization of fluid in segregated pores results in large pore
pressure increases, leading to fracturing. Liquid-vapor equilibria also influence fluid
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chemistry and fluid-rock interactions. For these reasons, all state-of-the-art models
of hydrothermal systems incorporate gas effects (Goldfarb and Delaney, 1988; Xu
and Pruess, 2001; Ingebritsen et al., 2010; Han et al., 2013). At this time we have
ignored gas processes, including volatile exsolution (Kelley et al., 1993), gas diffusion
in the rock matrix, gas-solute reactions and resulting fluid pressure changes, two-phase
permeabilities, and capillary pressure (Ingebritsen et al., 2010). This choice is justified
in part because hydrothermal systems may be cooler on icy dwarf planets than on
Earth, at a given pressure. If the brittle-ductile transition occurs below the critical
temperature for pure water, supercritical effects are irrelevant (Fig. 20). On the
other hand, Ceres formed further away from the Sun than the Earth, and could
have accreted a higher proportion of volatiles (Desch et al., 2009; Castillo-Rogez and
McCord, 2010; Sohl et al., 2010), some of which have a lower vapor pressure than
water. Thus, careful treatment of gas processes should include not only water vapor,
but also primordial volatiles and those formed as a consequence of endogenic activity,
such as ammonia, methane, molecular hydrogen, or carbon dioxide (Neveu et al.,
2015b). We leave the inclusion of these species for future work.
Although we do not model phase separation, Goldfarb and Delaney (1988) suggested
that brines precipitate preferentially on conduit walls and cracks close from the outside
in, with the smaller conduits shutting off first; this is an implicit assumption of our
model.
4.3.6.5 Species Transport
Species transported in the hydrothermal flow may not dissolve and precipitate in
the same place. One expects more dissolution at depth, and precipitation in shallower
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Figure 20: Ceres geotherms overlain on the water phase diagram and silicate brittle-
ductile transition curves
a., dashed and dotted curves: Brittle-ductile transition (BDT) in silicates for various
strain rates, assuming a grain size of 500 µm (Rutter and Brodie, 1988). b., dashed
and dotted curves: BDT for various grain sizes, assuming a strain rate of (10 Myr)−1.
Solid black curves: Pressure-temperature (P − T ) profiles inside Ceres obtained using
the present thermal evolution model, after 0.3 Gyr (hottest profile) and 4.56 Gyr of
evolution. Solid orange curves: Phase diagram of pure water. Dehydration and the
brittle-ductile transition both occur above (but close to) the critical temperature of
pure water for most parameters.
121
layers where solubilities are decreased at lower temperatures and pressures. In our
code, typical grid spacing and time step are 2 km and 50 years. The timescale of
hydrothermal transport can be estimated using equation (4.26). Setting κ = 10−15
m2, µ = 10−3 Pa s, Φ = 0.01, and ∂P/∂r = 103 Pa m−1, one finds v = 10−7 m s−1
or 160 m in 50 years, an order of magnitude less than the grid spacing. Therefore,
the approximation of no transport holds for permeabilities of 10−15 m2 or lower. If
1D vertical velocities are much higher than 1 km per century, one can assume that
concentrations are homogenized in circulating layers. If the ratio of grid spacing
to time step is comparable to flow velocity, tracking concentrations with transport
equations is necessary (e.g. Travis et al., 2012), as chemical stratification occurs
in the long term. A posteriori, our simulations of Ceres do suggest permeabilities
consistent with non-negligible species transport and possible chemical stratification.
As previously mentioned, such accurate modeling of hydrothermal chemistry falls
outside the scope of this chapter and is left for future work.
4.3.6.6 Anisotropy in Serpentine Properties
The crystalline structures of serpentine minerals are anisotropic; this is reflected
in their physical properties (Hilairet et al., 2006). We assume that in large volumes
of rock, these properties are averaged over all possible directions. This assumption
holds for macroscopic cracking phenomena, such as compressive stresses resulting
from hydration swelling. For microscopic phenomena, such as thermal expansion
mismatch at grain boundaries and thermal pore pressurization, stress buildup and
brittle deformation occur in a preferred direction. Elasticity and failure properties
quoted in Table 8 were determined from experiments on macroscopic samples, and
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thus account empirically for anisotropy. For example, measured values of KIC are
likely those for the weakest axis, along which brittle failure first occurs (Escartin et al.,
1997b).
4.4 Inclusion in Thermal Evolution Code
To study feedbacks between core cracking and thermal evolution, we have modi-
fied the code of Desch et al. (2009) to include the cracking model described above.
The upgrades are shown in Fig. 21. The updated code is freely available at
https://github.com/MarcNeveu/IcyDwarf.
4.4.1 Rock Hydration and Dehydration
The cracking model accounts for silicate hydration, which was not modeled by
Desch et al. (2009). We have modified their 1D code so that hydrated silicates in a
given layer dehydrate if the temperature of that layer exceeds 700 K. To smooth out
the transition between dry and hydrated rock, we have defined a degree of hydration
Xhydr in each layer, which is 0 if the silicates in this layer are completely dehydrated
and 1 if the silicates are fully hydrated. For dehydrating silicates, Xhydr decreases
linearly with temperature between 700 K and 850 K. Xhydr is allowed to increase in a
given layer only if (a) the temperature of this layer is below 850 K and decreasing, (b)
this layer is cracked, as well as all core layers above, so that it is possible for liquid
water above the seafloor to flow down core cracks to reach the layer, and (c) there is
enough liquid to hydrate this layer.
Upon hydration or dehydration, heat is produced or consumed, respectively. The
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Figure 21: Upgraded thermal evolution code
a. Calculations carried at each time step in the thermal evolution code of Desch et al.
(2009). b. Updates to the code are shown in grey boxes. EoS = equation of state;
LLRN = long-lived radionuclides.
amount of heat released, Hhydr, was estimated using CHNOSZ by calculating enthalpies
of reaction ∆rH at temperatures between 700 and 850 K and pressures between 100
and 5000 bar (10 and 500 MPa), for the following two hydration reactions:
3 Mg2SiO4(s)+ SiO2(aq) +4 H2O(l)→2 Mg3Si2O5(OH)4(s)
forsterite aqueous silica chrysotile
2 Mg2SiO4(s)+3 H2O(l)→Mg3Si2O5(OH)4(s)+Mg(OH)2(s)
forsterite chrysotile brucite
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At these temperatures and pressures, enthalpies of reaction range between -450
and -700 kilojoules per kilogram of forsterite consumed, with similar values if the
serpentine product is antigorite. The mid-range value, -575 kJ (kg−1 dry silicate),
was arbitrarily chosen for Hhydr. The net heating rate Qhydr is calculated in each layer
with rock mass Mrock as:
Qhydr = ∆Xhydr ×Mrock × (−Hhydr)/∆t (4.23)
This heat of hydration is added to those arising from radioactive decay and changes
in gravitational potential in equation (4.1).
The degree of hydration of silicates influences their thermal conductivity. Hydrated
rocks and chondritic material have conductivities of 0.5 to 1.5 W m−1 K−1 (Yomogida
and Matsui, 1983; Clauser and Huenges, 1995; Opeil et al., 2010); for dry silicates a
value of 4.2 W m−1 K−1 has been adopted by many modelers (Ellsworth and Schubert,
1983; McCord and Sotin, 2005; Robuchon and Nimmo, 2011; Guilbert-Lepoutre et al.,
2011). We choose the values of 1 W m−1 K−1 for hydrated rock and 4.2 W m−1 K−1
for dry rock. The thermal conductivity of partially hydrated rock varies linearly with
Xhydr between these two values.
The hydration and dehydration subroutines move mass and internal energy of
water and rock on the 1D grid, but do not update grid temperatures. Thus, after
these subroutines are called, temperatures are updated in each grid zone using the
relevant equations of state for each material (Fig. 21).
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4.4.2 Hydrothermal Circulation in the Cracked Layer
If parts of the core in contact with a liquid ocean are cracked, cooler water can
circulate down into the core fractures, warm up, and return to the ocean in a convective
pattern known as hydrothermal circulation. This phenomenon results in mass and
energy transfer in and out of the core. In our models, hydrothermal circulation occurs
in the cracked layers in contact with the ocean if (a) there is enough liquid to be
circulated (i.e., the volume of liquid is greater than the volume of pores in the cracked
rock); and (b) the Rayleigh number Ra exceeds the critical Rayleigh number for
convection in a porous medium with a permeable top, about 30 (Lapwood, 1948;
Ribando et al., 1976; Cherkaoui and Wilcock, 2001). In a porous medium, Ra can be
expressed as (Phillips, 1991):
Ra =
αw ρ
2
w cp g ∆T κ ∆r
kw µ
(4.24)
with cp = 4188.5 J kg−1 K−1 the heat capacity of water, g the gravitational acceleration,
calculated in the middle of the hydrothermal layer of thickness ∆r, ∆T the temperature
gradient across the layer, κ the permeability of the medium (in m2), kw = 0.61 W
m−1 K−1 the thermal conductivity of liquid water, and µ the dynamic viscosity of the
fluid.
We model circulation in a greatly simplified fashion. Mass transfer is neglected
under the assumption of negligible species transport and steady-state fluid circulation.
Convective heat transfer is not modeled explicitly, but parameterized in the form of
an increased effective thermal conductivity for the layers experiencing hydrothermal
circulation. This effective thermal conductivity, khydro, is derived from the following
equations:
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∂T
∂t
=
1
ρw cp
∂
∂r
(
khydro
∂T
∂r
)
(4.25)
v =
dr
dt
=
1
Φ
κ
µ
∂P
∂r
(4.26)
Equation (4.25) describes conductive heat transport. Equation (4.26), Darcy’s
law, describes fluid flow in a porous medium in response to a pressure gradient
∂P/∂r. v is the 1D fluid velocity and Φ is the dimensionless bulk medium (rock)
porosity. We assume for simplicity that the fluid is moved by the lithostatic pressure
gradient. In reality, the pressure of fluid circulating through cracks should follow
a hydrostatic gradient several-fold shallower (Kelley and Delaney, 1987). However,
thermal expansion of the fluid increases its pressure at depth, which steepens the fluid
pressure gradient up to several fold, depending on core temperatures.
Assuming temperature and pressure variations ∆T and ∆P are small across a
layer, these equations can be rearranged to give khydro:
khydro =
ρw cp
Φ
κ
µ
∆P (4.27)
With Φ = 30%, κ = 10−12 to 10−15 m2, µ = 10−3 Pa s, ρw = 1000 kg m−3, cp = 4188
J kg−1 K−1, ∆P = 105 to 106 Pa, one finds khydro = 1 to 104 W m−1 K−1.
In practice, we cap khydro at 100 W m−1 K−1 to avoid destabilizing the code with
large energy transfers by violating the Courant condition. If khydro is much larger than
material thermal conductivities, its exact value matters little: even at 100 W m−1 K−1,
layers undergoing circulation quickly become nearly isothermal, the bottleneck of heat
transfer being in non-hydrothermal solid layers. In the calculation of khydro, we assume
Φ = 0.01 and that κ varies as the square of crack size D (Millington and Quirk, 1961):
κ = 10−15 × [D/(1 mm)]2 m2 (Table 10). In zones that are not cracked, the code
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prevents hydrothermal circulation from taking place; this is equivalent to setting Φ =
0 and κ = 0. The value of Φ in cracked zones is chosen low enough that circulation is
not impeded by lack of liquid, in case liquid contained in a thin layer must circulate
through the entirely cracked (porous) core. The value of κ for 1 mm cracks is anchored
arbitrarily in the middle of the range of measured seafloor rock permeabilities, which
spans over ten orders of magnitude (Fisher, 1998). The importance of choosing an
appropriate order of magnitude for κ is mitigated in our approach by the need to cap
khydro. This coarse treatment of permeability and hydrothermal heat transfer could
be improved, but at the expense of modeling hydrothermalism on a global scale and
over geologic time, as meeting the Courant condition at high khydro would require
coarsening the grid or decreasing the time step by orders of magnitude.
The viscosity of the liquid, µ(T ), is key in determining the effective thermal
conductivity. At low temperature, water-ammonia liquids have much larger viscosities,
10 to 100 Pa s, than does liquid water at 293 K (1.00 × 10−3 Pa s). We adopt
the empirical formulation of Kargel et al. (1991) for µ(T ) in Pa s. This fit to their
experimental data matches their measurements to 15% or less, for ammonia mass
fractions X from 0 to 100% and temperatures from 176 K to 340 K:
µ = exp(A+B/T ) (4.28)
with, for T > 240K:
A = −10.8143 + 0.711062X − 22.4943X2 + 41.8343X3 − 18.5149X4 (4.29)
B = 1819.86 + 250.822X + 6505.25X2 − 14923.4X3 + 7141.46X4 (4.30)
and for T < 240 K:
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Table 10: Description of hydrothermal circulation parameters
Parameter Description Value Units References and Notes
Φ Bulk porosity of fractured silicate layer 0.01
κ Permeability of fractured silicate layer 10−15 m2 Fisher (1998)
khydro Max. effective thermal conductivity 100 W m−1 K−1 May be lower than actual value
of layers experiencing to keep code stable
hydrothermal circulation
Racr Critical Rayleigh number 30 Lapwood (1948);
for convection in a porous medium Ribando et al. (1976);
Cherkaoui and Wilcock (2001)
A = −13.8628− 68.7617X + 230.083X2 − 249.897X3 (4.31)
B = 2701.73 + 14973.3X − 46174.5X2 + 45967.6X3 (4.32)
Other model parameters relevant to hydrothermal circulation are listed in Table
10.
We coarsely model heat transfer by convection in liquid, following Desch et al.
(2009), by imposing an effective thermal conductivity of 400 W m−1 K−1 wherever the
melt fraction exceeds 2%. This allows us to run the code with a reasonably large time
step without violating the Courant condition, and results in a temperature gradient
across the convecting liquid layer of less than 5 mK km−1 for a typical heat flux of
2 mW m−2, which is negligible compared to that across silicate, hydrothermal, or
icy layers. Such a negligible temperature drop is consistent with more sophisticated
simulations of subsurface ocean convection (Goodman and Lenferink, 2012; Travis
et al., 2012); therefore, even our crude treatment should provide a good approximation
of spatially-averaged heat transfer across potential liquid layers.
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Table 11: Description of thermal model parameters
Parameter Description Value Units References and Notes
t0 Accretion time after CAIs 2, 3, or 5 Myr Castillo-Rogez and McCord (2010)
Tsurf Surface temperature 168 K Effective temp. at 2.7 AU with albedo 0.02
Tinit Initial temperature 168 K Assumed no accretional heat
Tdiff Final differentiation temperature 140 K Rubin et al. (2014)
R Radius 475 km Rmean = 471± 5 km
(Drummond et al., 2014)
ρ Bulk density 2077 kg m−3 Castillo-Rogez and McCord (2010)
X NH3/H2O mass fraction 10−10, 0.01 Desch et al. (2009);
Castillo-Rogez and McCord (2010)
(Xhydr)0 Initial degree of hydration 1 Fully hydrated
(Castillo-Rogez and McCord, 2010)
kdry Thermal conductivity, dry rock 4.2 W m−1 K−1 Ellsworth and Schubert (1983)
khydr Thermal conduct., hydrated rock 1 W m−1 K−1 Clauser and Huenges (1995)
4.5 Results
4.5.1 Thermal and Geophysical Evolution of Ceres
We have modeled the thermal and geophysical evolution of Ceres from immediately
after its accretion until present (4.56 Gyr). Canonical parameters were assumed
for the cracking model (Tables 8 and 9) and for the thermal model (Tables 10 and
11). We assumed that Ceres accreted “cold" (no heat of accretion), from hydrated
planetesimals.
Three scenarios illustrate different outcomes in Ceres’ evolution depending on
the amount of internal heating from the decay of the short-lived radionuclide 26Al.
Major 26Al heating occurs if Ceres accretes at t0 = 2 Myr after the formation of
calcium-aluminum inclusions (CAIs); this is scenario (a). In scenario (b), t0 = 3 Myr
and 26Al heating is more moderate. In scenario (c), t0 = 5 Myr and 26Al heating
is even lower. These three scenarios were chosen identical to those investigated by
Castillo-Rogez and McCord (2010) to facilitate comparisons between model outcomes.
In all three scenarios, differentiation occurs quickly. It is initiated by ice melting
130
in the central regions of Ceres, which occurs between 0.1 Myr (scenario a) and 18
Myr (scenario c), even in the absence of antifreezes, out to a radius of at least 375
km. This leads to a gravitationally unstable configuration, with an undifferentiated
outer shell overlying an icy mantle. Rubin et al. (2014) have shown that in this
situation, differentiation then proceeds by Rayleigh-Taylor instabilities (foundering)
at temperatures Tdiff = 140 ± 20 K. This is lower than Ceres’ starting and surface
temperatures, set at 168 K. Therefore, differentiation is instantaneous once the
Rayleigh-Taylor configuration is set up. We consider that differentiation proceeds by
foundering once Ceres’ interior is differentiated out to a radius R/2.
4.5.1.1 Simulations with Negligible NH3 Amounts
Here, the ice component is assumed to contain negligible amounts of ammonia
(mass fraction 10−10 with respect to water). Results for the three scenarios are shown
in Fig. 22.
In scenario (a), 26Al decay delivers enough heat to immediately crack the entire
hydrated core by pore water pressurization, no matter the pore aspect ratio. 26Al
decay heating also triggers dehydration of the silicate core after about 0.5 Myr (Fig.
22a). Dehydration is complete by 2.5 Myr, also fractures the entire core, and consumes
much radiogenic heat. However, it releases liquid water as an ocean surrounding the
core, and the hydrosphere of Ceres is almost entirely melted. Past 2.5 Myr, only
the upper 10 km of the core are cracked (Fig. 23a): there, the highest temperatures
reached are still low enough (T < 400 K) that rock remains brittle on timescales
much longer than the age of the solar system (Fig. 25). Hydrothermal circulation
is prevented in these brittle layers by mineral precipitation, which clogs cracks in
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Figure 22: Thermal evolution and internal structure of Ceres with negligible antifreezes
Left panels: Thermal evolution of Ceres in three cases: accretion 2 Myr (a.), 3 Myr
(b.), and 5 Myr (c.) after the condensation of Ca-Al inclusions (CAIs). A negligible
NH3/H2O mass fraction of 10−10 is assumed. Black arrows on top of each panel
indicate the onset of differentiation. White arrows indicate the onset of dehydration,
around 700 K. On panel (a), the gray arrow indicates a brief episode of hydrothermal
circulation. Right panels: Present-day structures of Ceres. Circular arrows indicate
convective heat transfer in the corresponding layers.
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the second outermost core layer (Fig. 23a). Inner core regions keep heating until
about 300 Myr (peak temperature around 1180 K). Subsequently, Ceres quickly
cools as a whole. Past 1.2 Gyr, temperatures in the entire core are low enough to
allow rehydration. Surprisingly however, despite large amounts of liquid, rehydration
does not occur. This is because thermal contraction mismatch does not yield high
enough stresses to further crack core silicates. Stress intensities KI from contraction
mismatch range from a few 105 Pa m1/2 just below the cracked layer to 104 Pa m1/2
further down. This is close to, but lower than the fracture toughness KIC for dry and
hydrated silicates. Thus, core cooling occurs slowly enough that stresses arising from
thermal expansivity mismatch between adjacent grains of differing mineralogy are
accommodated by diffusion creep before cracking occurs. Since rehydration does not
occur, the final core radius is small: 350 km. Outer hydrosphere layers slowly refreeze
and subsolidus convection in ice is initiated after 4.25 Gyr, once liquid convection and
hydrothermal circulation cease. Together, solid-state convection in ice, convection in
the ocean, hydrothermal circulation, and the high thermal conductivity of dehydrated
silicates all contribute to cooling Ceres to a greater extent than in the other two
scenarios, yielding a cold present state (central temperature around 385 K at 4.56
Gyr). Present-day hydrosphere temperatures range between 168 K and 220 K, too
low to maintain liquid without antifreezes.
In scenario (b), the entire hydrated core is still cracked by pore pressurization
immediately after differentiation at 0.2 Myr. Due to weaker heating by 26Al decay,
core dehydration is much slower, starting at 20 Myr and stopping at 1.2 Gyr when
peak core temperatures are reached. Dehydrating areas are fractured. Dehydration is
incomplete and yields a dry inner core of radius 300 km surrounded by a hydrated
outer core 75 km thick. Cracks that opened prior to core dehydration heal quickly
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Figure 23: Depth of cracking inside Ceres’ core over geologic time
The depth is 0 at the seafloor and increases toward the center. Note the different
vertical scales, which depend on maximum cracked depth (core radii are shown on
Figs. 22 and 24). Cracking by thermal pore pressurization generally dominates.
Dehydration cracking is also widespread (see text), but not shown here if it occurs in
zones already fractured by pore pressurization. Cracking by hydration swelling seldom
occurs, and cracking by thermal mismatch does not occur. In panel (a), precipitation
shuts off cracks in the second outermost zone (grid resolution 2.4 km), preventing
circulation in the underlying zones. In panels (b), (c), (e), and (f), cracks heal due to
ductile creep in the hot central zones. In panels (d), (e), and (f), crack clogging by
precipitation, sometimes aided by hydration swelling, yields impermeable layers in
the core (see text for details). In panel (g), a layer is made impermeable solely by
hydration swelling, as precipitation was disabled in this simulation. In panels (h) and
(i), the entire core remains fractured until the present day.
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in the dehydrated zone, where temperatures are above 850 K (Fig. 25), but persist
in the hydrated layers (Fig. 23b). Liquid convection is initiated as soon as Ceres
differentiates but ceases after only 10 Myr, short of liquid as the hydrosphere refreezes.
Ice convection, also initiated immediately after differentiation, persists weakly until
present. Hydrothermal circulation never occurs. Present-day core temperatures are
higher than in scenario (a), with a central temperature around 550 K. Although this
is cold enough for the core to be rehydrated, late hydration does not occur since there
is no liquid.
In scenario (c), differentiation and core cracking take more time. The brittle,
hydrated core is entirely cracked by pore thermal pressurization after 20 Myr (Fig.
23c). Partial dehydration is initiated after 300 Myr (Fig. 22c), cracking the dehydrating
zones. It ceases around 1.7 Gyr when peak central temperatures of about 1015 K are
reached; the core then reaches its present-day state, consisting of an inner dry core of
radius 290 km and an outer hydrated core of radius 380 km. No melting occurs in
this scenario in the absence of antifreezes, as in scenario (b). Liquid convection and
hydrothermal circulation are therefore never initiated. As a result, the core is never
rehydrated, even as it cools below 700 K. In the hydrosphere, heat is transported by
solid-state convection of ice, which continues on today, albeit even less vigorously
than in scenario (b). Thus, present-day central temperatures (620 K) are the highest
of all three scenarios.
4.5.1.2 Simulations with NH3/H2O = 0.01 by Mass
Ceres could have accreted ammonia at a level up to 14% with respect to water
(Dodson-Robinson et al., 2009). Subsequently, ammonia may have speciated into
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ammonium salts (Fortes et al., 2007; Marion et al., 2012) or been oxidized to N2 in
hydrothermal reactions (Matson et al., 2007; Glein et al., 2009). Ammonia could
also have reacted with silicates and become integrated into the rock in saponite form;
saponite may have been observed on Ceres’ surface (King et al., 1992) but this is now
contested (Cohen et al., 1998; Rivkin et al., 2006; Milliken and Rivkin, 2009). Given
these uncertainties on the fate of ammonia, we have chosen to investigate its effects
for an arbitrary content of 1% by mass (1.06% by mole) with respect to water.
Ammonia does not affect the internal structure of Ceres if present at this level,
despite minor differences (e.g., earlier time of differentiation because melting is easier).
Ceres’ dry inner core, hydrated outer core, and hydrosphere have same radii as in
ammonia-free runs. However, ammonia enables liquid persistence until the present
day in the form of a partially molten layer whose mass scales with ammonia content.
For a 1% bulk ammonia content in ice, this layer is a few kilometers thick if the melt
mass fraction is 70%, but up to 100 km if the melt mass fraction is only 2%, the
cutoff for liquid convection in the code. Convection in such a thick, partially molten
layer is initiated only in scenario (a) and contributes to cooling Ceres to the point
where its present-day central temperature is only 315 K. For the other two scenarios,
convection in the liquid is never initiated because early 26Al heating never melts a
layer thick enough (the Rayleigh number scales with the cube of the liquid layer
thickness). Surprisingly, the presence of liquid does not always lead to hydrothermal
circulation, because upper cracked layers may be clogged by mineral precipitation
and isolate the cracked layers beneath from the seafloor above (Fig. 23d through f).
Thermal histories are therefore similar to ammonia-free runs (Fig. 22).
That hydrothermal circulation may be impeded by mineral precipitation could
be a spurious feature of the 1D code: in practice, precipitation is likely localized
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in latitude and longitude. Therefore, we have also run the 1% NH3 scenarios with
mineral dissolution and precipitation disabled, in order to investigate the maximum
effect of hydrothermal circulation on thermal evolution (Fig. 24).
In scenario (a), the entire core is differentiated and cracked in the first Myr,
leading to extensive hydrothermal circulation and melting. 26Al heating is sufficient
to dehydrate part of the core; however, efficient convective cooling in the outer core
and hydrosphere prevent dehydration in a layer 45 km thick. Early rehydration at
45 km depth causes rock to swell and shut off cracks in that layer, preventing the
underlying layers from further rehydrating (Fig. 23g). Therefore, a structure with
an inner dry core of radius 320 km, an outer hydrated core 45 km thick, a partially
molten layer (“slush") 25 km thick, and an icy crust 85 km thick is established after
only 10 Myr and persists to the present day. While the inner core cools by conduction,
the outer core and partially molten layer cool primarily by convection. Circulation in
the outer core is intermittent, as it is fueled by conductive thermal gradients that it
quickly dissipates. This causes the thickness and temperature of the liquid layer to
fluctuate slightly (Fig. 24a).
Temperature profiles in scenarios (b) and (c) exhibit a curious cyclic behavior,
characterized by ∼50 Myr intervals during which internal temperatures are cold (below
300 K). These “temperature resets" are caused by episodes of vigorous hydrothermal
circulation. Liquid is allowed to circulate through the entire core because core cracks
never heal due to insufficient radioactive decay heating, except in the central regions
in scenario c (Fig. 23h and i).
Thus, hydrothermal circulation results in efficient heat transfer (occurring by
convection, but modeled as enhanced conduction) in both scenarios (b) and (c),
cooling down the core and heating up the hydrosphere: only about 50 Myr after
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Figure 24: Thermal evolution of Ceres with antifreezes
Left panels: Thermal evolution of Ceres in three cases: accretion 2 Myr (a.), 3 Myr (b.),
and 5 Myr (c.) after the condensation of Ca-Al inclusions (CAIs). A bulk NH3/H2O
mass fraction of 10−2 is assumed. Black arrows on top of each panel indicate the
onset of differentiation. White arrows on panels (a) and (c) indicate the onset of
dehydration, around 700 K (dehydration seldom occurs in scenario b). Gray arrows
indicate episodes of hydrothermal circulation. Right panels: Present-day structures of
Ceres. Circular arrows indicate convective heat transfer in the corresponding layers.
“Slush" indicates a partially (at least 2%) liquid convective layer.
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circulation is initiated (gray arrows in Fig. 24), the temperature profile becomes very
shallow. This brief phenomenon almost appears like a series of temperature resets
between 0.5 and 3 Gyr in Fig. 24b and c due to the logarithmic scale for time, but
the smooth nature of the temperature changes is more clearly visible in Fig. 24b
between 10−2 and 10−1 Gyr. This phenomenon persists as long as hydrothermal
circulation operates, i.e., until the thermal gradient becomes shallow enough that
the Rayleigh number drops below its critical value of 30. A steep rise in internal
temperatures follows, because of slow conductive heat transfer in hydrated rock. This
re-heating can cause several subsequent episodes of ice melting and hydrothermal
cooling. Past a few Gyr, heating by long-lived radionuclides becomes too weak to
initiate new hydrothermal episodes, thus unlikely to occur at the present day or in
the near-future. In both scenarios, the present-day Ceres is structured into a large
hydrated core (radius 410 to 420 km), surrounded by a partially molten layer, itself
topped by an icy crust.
4.5.2 Cracking Model Sensitivity to Free Parameters
The cracking model described above has a number of free or poorly constrained
parameters: the fracture toughness KIC , initial subgrid crack width Di, grain size d,
and pore aspect ratio bp/ap. We explore the model sensitivity to these parameters.
Crack healing depends on grain size (Fig. 20b). Even for grain sizes of 1 µm
and strain rates of (4.56 Gyr)−1 that minimize ductile strength, the brittle-ductile
transition occurs at radii of 310 km or lower at the highest temperatures experienced.
This has little bearing on the structures shown in Fig. 22: running scenario (b) with
d = 5 µm yields a cracked depth decreased by one grid layer (about 2 km).
139
Thermal mismatch cracking is more important at shallower core depths where
relatively low confining pressures yield the highest KI . This process may help connect
the seafloor to a cracked zone at depth. However, since shallow core regions are
already cracked in our simulations, thermal mismatch has no influence on our results.
Thermal mismatch cracking is most sensitive to KIC : even the lowest reasonable
values of 0.1 MPa m1/2 for hydrated rock and 0.5 MPa m1/2 for dry rock preclude
cracking, because KI is never higher than these values. KI increases linearly with ∆α,
the difference in thermal expansion coefficient between adjacent mineral grains. For
olivine, Fredrich and Wong (1986) used ∆α = 1.9× 10−6 K−1 and Vance et al. (2007)
used 3.1× 10−6 K−1; but values for ∆α could be up to 5× 10−6 K−1, assuming the
case of an olivine grain with α ≈ 26.5× 10−6 K−1 (Osako et al., 2010) surrounded by
lizardite grains with α ≈ 32.8× 10−6 K−1 (Gregorkiewitz et al., 1996). Such values
would yield stress intensities as high as 0.6 MPa m1/2, enough to crack hydrated and,
possibly, dry silicates in shallow core regions.
Early core cracking occurs in all scenarios because of heating, which causes silicate
dehydration and pore water pressurization. Heating rates are stronger for higher
silicate densities. The dehydration cracking equation (4.16) has no free parameter,
but the pore pressurization equation (4.13) has one: the pore aspect ratio bp/ap.
Pore pressures are nearly proportional to the aspect ratio for values of bp/ap above
10. Pressures accumulate as long as cracking does not occur. They reach values
comparable to the confining pressure and silicate brittle strength much faster than
the inelastic relaxation time of silicates for the whole range of temperatures for which
rock is hydrated (T < 850 K). Thus, the pore aspect ratio does not influence whether
cracking occurs in our simulations. However, cracking occurs faster for higher values
of bp/ap, but no later than 3× 105 years after core differentiation even for bp/ap = 10
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and an accretion time 5 Myr after CAIs, which produce the weakest heating of the
scenarios investigated (Fig. 25).
Dissolution and precipitation occur in hydrothermal areas. The extent of hy-
drothermal circulation is increased by a low porosity of the cracked silicates, which
decreases the amount of liquid needed for circulation in the fractured layers. The vigor
of circulation is also increased, because Ra scales with the circulation depth, even
though it also scales with porosity via khydro in equation (4.27). Chemical processes
are highly dependent on temperature (Fig. 25), via both the equilibrium “constant"
Ki(T, P ) and the Arrhenius term kidiss for a given reaction (equation 4.20). Because
Ki and kidiss vary by many orders of magnitude with temperature, free parameters
such as initial crack size Di and area-to-volume ratio A/V do not affect much the
fate of cracks. Similarly, hydration and dehydration only have a minor influence
on the sub-grid crack width D. The high dependence of clogging on temperature
makes this process somewhat arbitrary. Clogging does not always happen in adjacent
layers, creating at times impermeable layers in the core below which hydrothermal
circulation is impeded. Such layering may be a spurious feature of the 1D code, as
precipitation could be localized in latitude and longitude. Discussing the distribution
of impermeable precipitates is beyond the scope of our study; but given its potential
impact on hydrothermal circulation, this distribution would be worth exploring in
further detail with 2D or 3D models.
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Figure 25: Timescales of cracking processes
Shaded regions show the timescale ranges determined from our simulations. “Ceres, x
Myr" denotes the time of accretion. bp/ap denotes the pore aspect ratio. Chemistry
timescales assume product activities ai of 0.
4.5.3 Timescales of Cracking Processes
4.5.3.1 Fracture Healing
Cracks heal where rock is ductile. Rock yields by diffusion creep if its ductile
strength is lower than its brittle strength. We find brittle strengths and temperatures
from 10 MPa and 200 K at Ceres’ seafloor to 200 MPa and 1200 K at its center (Figs.
18, 22, and 24). Corresponding strain rates (healing timescales) vary tremendously
with temperature, as exp(-1/T ), but only linearly with strength. In Ceres’ core, strain
rates range from (103 yr)−1 around 1150 K to (4.6 Gyr)−1 around 765 K for grain sizes
of 500 µm, increasing by about three orders of magnitude for every 200 K increase
(Fig. 25). These temperatures may shift by up to 100 K depending on brittle strength.
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4.5.3.2 Thermal Mismatch
Thermal mismatch depends on the rate of heating and cooling; i.e., the magnitude
of temperature changes estimated over a given timescale. In our simulations, this
timescale is the time step, typically 50 years (Fig. 25).
4.5.3.3 Pore Water Pressurization
Pore pressurization timescales range from less than a 50-year time step to 5× 105
years after differentiation (Fig. 25). These timescales depend on early heating rate
and pore aspect ratio. The heating rate depends in turn on short-lived radioisotope
content (time of accretion), to which the cracking timescale is very sensitive. For an
aspect ratio of 10, pore pressurization cracking happens a few thousand years after
differentiation if Ceres accretes 2 or 3 Myr after CAIs; but 0.3 to 0.5 Myr for accretion
at 5 or 10 Myr after CAIs. Cracking happens first at mid-core depths where the
combination of heating rate and brittle strength, which both increase with depth, is
most favorable.
4.5.3.4 Core Hydration and Dehydration
The core dehydration front advances 1 km on timescales of 104 (Fig. 22a) to 5×106
years (Fig. 22c). The hydration front migrates by 1 km in 4 to 5×105 years (Fig. 24c).
These velocities depend on heating and cooling rates. Dehydration timescales are
shorter than those determined by Castillo-Rogez and McCord (2010) by one to several
orders of magnitude, perhaps because their models assumed early hydration during
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differentiation; consequently, the heat from 26Al was consumed in melting ice and
any residual heat was damped by convection. MacDonald and Fyfe (1985) measured
diffusion coefficients of water in serpentinite and inferred that hydration fronts advance
by 1 km in ∼ 109 years at room temperature to ∼ 106 years at 573 K. Extrapolating
these timescales to the temperatures at which hydration and dehydration take place
in our models (700 to 850 K) yields timescales of order 105 years, compatible with our
findings.
4.5.3.5 Dissolution and Precipitation
Kinetic chemical processes cover a wide range of timescales, from seconds to over
4.6 Gyr, due to two factors. First, reaction rates vary hugely with temperature, as
exp(-1/T ) (Fig. 25). Reaction timescales also vary considerably between mineral
species, due to differences in activation energies for dissolution. Thus, the dissolution
of a crack wall thickness of 1 cm into pure liquid water, estimated using equations
(4.20) through (4.22), takes about 108 years at 250 K for silica or chrysotile, but only
103 years for magnesite.
Second, equilibrium constants depend considerably on temperature and pressure.
In the ranges 260-1000 K and 1-2500 bar, the equilibrium constants for the dissolution
of silica, chrysotile, and magnesite vary by 3.5, 150, and 95 orders of magnitude,
respectively, as calculated using the software package CHNOSZ (Dick, 2008) with
thermodynamic data from Helgeson (1978). Thus, the timescales shown on Fig. 25,
where the Ki play no role, can be profoundly modified for nonzero product activities
if equilibrium dominates kinetics. In practice, two cases may occur. First, timescales
may be such that some dissolution occurs during a time step. In this case, activities
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are usually high enough that precipitation and clogging will likely occur at a later
time step. Second, the timescale for mineral dissolution and precipitation can be
much shorter than the simulation time step. In this case, cracks are not affected
because everything that dissolves during a time step also precipitates back: crack
width changes ∆Di in equations (4.21) and (4.22) are equal. Thus, when chemical
processes occur on timescales too different from the ranges of other processes displayed
in Fig. 25, they do not affect cracking in the model.
4.5.4 Material Compressibility
In our simulations, in which volume changes are forbidden, we have implicitly
assumed that the compressibility of rocky and icy materials can be neglected. To
verify this assumption, we have computed the effect of material compression on density
and pressure profiles inside Ceres generated by the thermal evolution code at 4.56 Gyr.
Using these input profiles, we have solved the third-order Birch-Murnaghan equation
of state (Birch, 1947) for silicates (Chung, 1971; Auzende et al., 2006) and ammonia
dihydrate ice (Fortes et al., 2003), as well as a pressure-dependent equation of state
for liquid water and ice Ih (Choukroun and Grasset, 2010), to generate output profiles
accounting for material compression.
The compacted density profiles do not differ much from those that neglect com-
pression: the radii of the inner dry core, outer hydrated core, and ice shell differ by
less than 10 km in all scenarios. Pressures differ by less than 15%, with the largest
discrepancies at the center. These results support a posteriori our assumptions that
Ceres’ interior experiences little compression. Errors arising by not accounting for
compression are less than those linked to the assumption that Ceres is spherically
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Figure 26: Cumulated radiogenic, serpentinization (silicate hydration), and gravita-
tional heating of Ceres through time
Three scenarios are considered: accretion 2 Myr (a.), 3 Myr (b.), and 5 Myr (c.) after
the condensation of Ca-Al inclusions (CAIs). Results are shown for simulations with
NH3/H2O by mass of 10−10 (left) and 10−2 (right). Heat consumption by silicate
dehydration is also plotted.
symmetric, since Ceres’ short and long axes have radii that differ by about 40 km
(Drummond et al., 2014).
4.5.5 Heat Sources
In all scenarios, most of the heat budget is contributed by long-lived radionuclides,
which produce two orders of magnitude more cumulated heat than the release of
potential energy. Short- and long-lived radionuclide heating can be seen on Fig. 26 as
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separate increases in heat produced. 26Al decay heating dominates the cumulative
heat budgets in all scenarios for the first 10 Myr. Gravitational heating occurs during
differentiation and core dehydration.
Serpentinization is not a significant heat source. This could be due to a lack of
either fractures (scenario a) or liquid (scenarios b and c with negligible NH3); however,
even when both persist over geological time scales, radiogenic heating still dominates
(scenario (c) with 1% NH3). Interestingly, serpentinization heating is most prominent
in scenario (a) for which Ceres’ core is most dehydrated (Fig. 26). This is because
hydrothermal circulation is pervasive early on during dehydration, which is slowed
down by partial rehydration due to circulating fluids. Dehydration is a significant
heat sink in almost all scenarios, and contributes to keeping Ceres’ core from reaching
melting temperatures.
Locally, hydration and dehydration can lead to changes in heat content two orders
of magnitude higher than those caused by radioactivity. Gravitational heating due to
contraction of silicate layers from dehydration is locally only an order of magnitude
lower than radiogenic heating.
4.6 Discussion
4.6.1 Comparison with Results of Previous Studies
4.6.1.1 Core Cracking Models of Vance et al. (2007)
To our knowledge, only Vance et al. (2007) have modeled cracking in the cores
of icy worlds. They assumed that cracks develop in a dry rocky core by thermal
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contraction mismatch. Structures for most bodies were provided by the steady-state
models of Hussmann et al. (2006). Vance et al. (2007) assumed present-day cooling
rates of 1 K yr−1 to 1 K Gyr−1, and grain sizes of 0.1 to 10 mm. For a cooling rate of
1 K yr−1, a grain size of 1 mm, and KIC = 0.6 MPa m1/2, they predicted that bodies
the size of Enceladus (radius 250 km) to Oberon (radius 760 km) may experience core
cracking depths of 100 to 170 km. These depths were doubled for a ten-fold increase
in grain size, and were four-fold lower for cooling rates of 1 K Gyr−1. Their results
suggested that the core of Ceres-sized bodies may be entirely cracked (Castillo-Rogez
and McCord, 2010).
We suggest that thermal mismatch plays little role in cracking Ceres’ core. Cooling
rates are of order 10 K Gyr−1 at the present day in outer core layers, at the lower
end of the range assumed by Vance et al. (2007). Assuming such a cooling rate, a
grain size of 500 µm, and all other parameter values equal to those in their study
(E = 197 GPa, KIC = 0.6 MPa m1/2), we do find thermal mismatch cracking depths
in dry silicate of 5 to 20 km. However, our simulations show that the upper core is
more likely hydrated, in which case silicate Young moduli E are as low as 35 GPa
(Christensen, 1966; Hirth and Kohlstedt, 1995). This six-fold decrease in E is enough
to prevent thermal mismatch cracking in our models.
4.6.1.2 Models of McCord and Sotin (2005)
McCord and Sotin (2005) studied the thermal evolution of Ceres for two scenarios:
undifferentiated and differentiated. They concluded that Ceres must have differentiated
into a rocky core and an icy mantle, with little internal porosity. We support these
conclusions. They also suggested that the core may be entirely hydrated, in which case
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Ceres would cool faster (by conduction through a thinner ice shell) than with a dry
silicate core. We show that cooling actually seems to occur mainly by convective heat
transport through the upper core and hydrosphere. McCord and Sotin (2005) did not
predict iron-silicate differentiation since internal temperatures did not exceed 900 K in
their models. Melting experiments on fragments of the Allende carbonaceous chondrite,
a possible analog to Ceres’ primordial rocky material, suggest that temperatures above
1400 K would be required (Agee et al., 1995). Such temperatures are not reached
in our simulations either. McCord and Sotin (2005) pointed out that a metal core
may form if accretional heating produces the temperatures needed; we consider this
unlikely, especially since many past estimates of accretional heating have assumed
accretion from heliocentric impactors (Safronov, 1978), a model now obsolete.
4.6.1.3 Models of Castillo-Rogez and McCord (2010)
Castillo-Rogez and McCord (2010) investigated scenarios similar to those explored
here. They suggested that hydrothermal circulation, along with the time of formation,
could be a major evolution driver; however they did not explicitly model hydrothermal
processes. We show here that hydrothermal activity could persist in the outer core
over geological timescales due to long-lived cracking in the rocky core, not just during
early evolution as they suggested. Heat is thus transferred out of the core and keeps
the hydrosphere melted. This in turn favors heat loss by vigorous convective heat
transfer, resulting in lower present-day core and hydrosphere temperatures than in
their models.
Another impact of hydrothermal circulation expected by Castillo-Rogez and Mc-
Cord (2010) was rock hydration, which results in heat production, volume changes,
149
and decreased rock thermal conductivity. All these phenomena occur if conditions for
circulation are favorable: high NH3 content, highly fractured core (no dehydration),
and little mineral precipitation. If so, the impact on Ceres’ thermal evolution is
significant (Fig. 24). Otherwise, hydrothermal effects are small (Fig. 22) because
late hydration is prevented for three reasons. First, there may not be enough liquid.
Second, thermal contraction mismatch, the only core cracking process in cooling
regions, is ineffective. Third, even cracks that open before cooling starts, and do not
heal, can be clogged by precipitated minerals.
4.6.1.4 Models of Malamud and Prialnik (2015)
Malamud and Prialnik (2015) modeled the thermal evolution of the Ceres-sized
Kuiper belt object Orcus (radius 459 km) with a level of detail similar to that presented
here, including serpentinization. When comparing simulation outcomes, one must
bear in mind a few differences. First, the bulk density of Orcus is only 1530 kg m−3,
implying a rock/ice mass ratio of 3 (with their chosen densities), twice as low as that
we derive for Ceres (6.25). Second, the surface temperature of Orcus is only 41 K,
assuming the albedo value used by Malamud and Prialnik (2015). Third, 26Al heating
is likely negligible at the accretion timescales of the Kuiper belt, of order 107 years
(Kenyon and Bromley, 2012). Finally, silicate-ice differentiation is very gradual in
the models of Malamud and Prialnik (2015), proceeding as the diffusion of ice and
volatiles through a rock matrix. In the present code, differentiation occurs when the
temperature of a given layer exceeds a threshold; every layer below is rearranged
instantaneously into a core and mantle.
Despite these differences, some modeling results of Malamud and Prialnik (2015)
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for Orcus are similar to our scenario (c) with negligible NH3. Orcus’ present-day
central temperature is 550 K (620 K for Ceres). The temperature gradient is steeper in
Orcus’ core, due to a colder ice-rich shell and slow conductive heat transport through
the highly porous outer core. The peak temperature reached inside Orcus is 890 K
around 2 Gyr after formation; Ceres reaches 1015 K around 1.6 Gyr. Malamud and
Prialnik (2015) do not allow for silicate dehydration; therefore Orcus’ core remains
hydrated throughout their simulation. The outer core, which spans radii of 200 km
to 350 km, is highly porous; Ceres’ cracked zone spans radii from 290 km to 380
km. Thus, the volumes of fractured or porous rock are very similar. Malamud and
Prialnik (2015) found Orcus’ ice shell to be highly porous, which is reasonable at
frigid near-surface temperatures; on Ceres, the porosity is likely negligible except in
the surface regolith (McCord and Sotin, 2005).
Serpentinization is a major heat source in the model of Malamud and Prialnik
(2015), which assumes silicates to be initially dehydrated. A hydration heat pulse is
released after about 200 Myr as differentiation occurs in their simulation. This pulse
seems to exceed radiogenic heating for a brief period, releasing about a tenth of the
long-lived radiogenic heat produced over 4.6 Gyr. In our models, serpentinization is
usually less prominent, perhaps because hydrothermal circulation is more efficient at
removing that heat.
4.6.2 Geophysical and Geochemical Feedbacks
Our models of core cracking make the essential link between geophysical and
geochemical processes, elucidating some feedbacks shown in Fig. 27. Crack formation
is favored by high heating or cooling rates and core dehydration, but hindered by high
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core temperatures and by precipitates of leaches resulting from water-rock interactions.
Cracking seems insensitive to hydration swelling of rock.
Liquid can be generated not only by melting ice, but also by dehydrating silicates.
The relative importance of each source depends on the extent of core dehydration.
Up to 60% of the long-lasting liquid originates from dehydration in scenario a, with
or without NH3 antifreeze. In scenarios (b) and (c) with negligible NH3, any liquid
originating in core dehydration is refrozen in 10 Myr or less; with 1% NH3, little or
no dehydration occurs and all present-day liquid originates in melting ice.
Provided liquid persists, core cracking can greatly speed up heat transfer out of
the core and into the hydrosphere, due to hydrothermal circulation in the fractured
zone (Fig. 24). Hydrothermal circulation and ocean convection are tightly linked,
because hydrothermalism warms the ocean, which in turn provides liquid to circulate.
An unintuitive consequence of convective heat transfer on Ceres’ evolution is that a
hotter birth seems to lead to a cooler present state. However, strong hydrothermal
heat transfer is eventually self-limiting as it both smoothes out the thermal gradients
by which it is fueled, and causes liquid to refreeze. On Fig. 27, this is shown by two
negative feedback loops. A first loop links hydrothermal circulation, heat transfer in
rock, and heating. A second loop links hydrothermal circulation, heat transfer in rock,
rock temperature, heat transfer in water, and freezing.
Finally, the extent of cracking determines that of water-rock interactions. Surpris-
ingly, these often seem to result in crack clogging in the present model, preventing
further interaction. The possibility of such an inhibiting effect was noted by McKinnon
and Zolensky (2003). However, more detailed and faithful chemical modeling is needed
to explore water-rock reaction outcomes. Unknown consequences on the distribution
of solute antifreezes and radionuclides remain to be investigated (Fig. 27). Follow-up
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geochemical calculations are likely to use water to rock ratios as an input. Our
simulations suggest bulk mass ratios (mass of liquid / mass of cracked rock, assuming
all the liquid is circulated) between 0.005 and 0.015 when hydrothermal circulation
occurs through a large portion of the core (all 1% NH3/H2O cases), and between 0.1
and 5 if water is circulated only in a few upper core layers (scenario (a) with negligible
NH3).
4.6.3 Testing Predictions with Dawn Observations
4.6.3.1 Gravity Measurements
Two parameters of Ceres’ internal structure seem key to understanding its origin.
The first is the core size, which seems to depend on Ceres’ time of formation. In the
absence of late hydration, the final core size is set by the extent of silicate dehydration,
which in turn depends on the amount of 26Al heating in our simulations. The long-term
evolution of the core may be further affected by leaching of the 40K in water-rock
reactions, taking away part of the core’s radiogenic fuel (Castillo-Rogez and McCord,
2010). Core sizes of 370 km or less may suggest both an early time of formation near
Ceres’ current heliocentric distance, and little hydrothermal activity. The second
parameter is the amount of liquid involved in crack circulation, directly proportional
to antifreeze content in our calculations. In turn, the amount of volatile antifreezes
accreted depends on Ceres’ place of formation, with larger amounts accreted if Ceres
formed further away from the Sun (Dodson-Robinson et al., 2009). However, salt
compounds leached from silicates during hydrothermal alteration may also act as
antifreeze; this remains to be explored.
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Figure 27: The inclusion of core cracking and hydrothermal circulation in evolution
models of Ceres (light gray boxes) enables the investigation of key feedback loops in
endogenic processes
Such loops were suggested, but not explicitly modeled, in previous work (McCord and
Sotin, 2005; Castillo-Rogez and McCord, 2010). A full understanding of the coupled
geophysical-geochemical evolution of Ceres will require investigation of the fate of
ammonia and brine antifreezes, as well as the possibility of radionuclide leaching via
water-rock reactions (Castillo-Rogez and Lunine, 2010) (dark gray boxes).
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Constraints on the internal structure of Ceres will be obtained by gravimetry
via Doppler tracking of the Dawn spacecraft. Ceres’ bulk density and gravitational
moment J2 should be measured to respectively 1% and 0.001% (Russell and Raymond,
2011; Russell et al., 2012); to the extent that the assumption of hydrostatic equilibrium
can be applied to Ceres, the measurement of J2 may provide an estimate of its moment
of inertia. Similar constraints on the internal structures of Titan and Enceladus have
recently been obtained by tracking of the Cassini orbiter (Iess et al., 2012, 2014).
The gravitational signature of a liquid layer inside Ceres may be difficult to detect if
this layer also contains substantial amounts of water ice and ammonia. Evidence for
subsurface liquid could have been collected with a magnetometer able to detect an
induced field on Ceres due to salt water. Unfortunately, Dawn’s magnetometer was
descoped (Russell and Raymond, 2011).
4.6.3.2 Compositional Mapping
Finer constraints on Ceres’ evolution may be obtained by inferring the temperature
and pressure at which formed the surface carbonates and clays, likely products of
aqueous alteration (Milliken and Rivkin, 2009). Our results suggest two possible
settings. First, hydrated minerals form early on during differentiation, or perhaps even
in the primordial bodies accreted by Ceres (Zolotov, 2014). Water-rock interaction
products are circulated upwards into the ocean, then brought to the surface by ice
convection. Second, hydrated minerals are formed in the cracked outer core layers
experiencing hydrothermal circulation as late as 3 Gyr after Ceres’ formation, then
brought to the surface by ice convection.
Discriminating between these scenarios requires age estimates of the surface
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deposits. Estimates may be obtained using spectra acquired by Dawn’s Visible
and InfraRed spectrometer (VIR) (De Sanctis et al., 2011, 2012), imaging by Dawn’s
Framing Camera (Sierks et al., 2011), and models of crater relaxation (Bland, 2013;
Dombard and Schenk, 2013).
Timing, physical, and chemical constraints on the fluid-rock reactions that formed
Ceres’ surface minerals could be obtained with geochemical speciation or reaction
path models coupled to a geophysical code. Such modeling could allow interpretation
of compositional measurements in terms of constraints on Ceres’ evolution and present
state. Spectral observations of Ceres’ surface at high spatial resolution may allow
pinpointing of local heterogeneities from current global averages, which may have
hindered previous interpretations of spectra. More complex or yet unidentified species
may be detected. For example, the current absence of salts in spectra of Ceres (Zolotov,
2014) does not preclude their existence on the surface: salts are harder to detect than
hydrated minerals, because higher degrees of hydration yield shallower reflectance
features (McCord et al., 2002; De Sanctis et al., 2012). Infrared remote sensing probes
a depth of only a few wavelengths, bringing about the need to discriminate between
an endogenic or exogenic source of the materials observed. Dawn’s Gamma-Ray
and Neutron Detector, GRaND (Prettyman et al., 2011) will help with this issue.
GRaND ’s objective is to map abundances of major rock-forming elements (O, Na, Mg,
Al, Si, K, Ca, Fe) to 20% precision at a resolution of 1.5 times the mapping altitude,
within a depth of order 1 m. Salt-forming elements P, S, and Cl may also be observed.
Correlations between VIR and GRaND measurements will establish the contribution
of endogenic materials in VIR spectra.
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4.6.3.3 Possible Cryovolcanic Activity
Küppers et al. (2014) recently reported observations of water vapor expelled from
Ceres. The vapor sources seem both spatially and temporally confined. Whether
these sources arise from sublimation of near-surface ice or from cryovolcanism is
unknown. Cryovolcanism may be favored by freezing, which could pressurize liquid
water reservoirs (Fagents, 2003; Neveu et al., 2015b). Our results suggest that under
certain conditions (late accretion, presence of antifreezes) it might be possible for
Ceres to undergo global freezing at the present day (Fig. 24b and c). Even if Ceres’
interior is currently frozen and the current activity is not cryovolcanic, Ceres’ surface
might show evidence of periodic cryovolcanism over geologic time, which could be
linked to the ending of the periodic hydrothermal episodes suggested by some of our
simulations.
4.7 Conclusions
We have described new geophysical evolution models for icy dwarf planets, applied
to Ceres, that focus on core cracking and hydrothermal circulation. The models
account for the following fracturing processes: brittle-ductile transition in dry and
hydrated rock, thermal mismatch of mineral grains, thermal pressurization of pores,
silicate swelling and shrinking upon hydration and dehydration, and mineral dissolution
and precipitation.
We have found that the depth of the fractured zone depends mainly on peak core
temperatures. While the entire core is initially cracked due to either pore pressurization
or dehydration shrinking stresses, only core layers that never experience temperatures
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higher than about 800 K remain fractured on geological timescales; otherwise, cracks
heal from the ductile creep of silicates. It is unlikely that core cracking occurs as
Ceres cools, because thermal contraction mismatch seems ineffective at fracturing
silicates. Present-day cracked depths, of 5 to 420 km in our simulations, suggest a
significant volume of rock available to interact with liquid, if present.
The presence of liquid hinges on antifreeze content, on silicate dehydration (which
releases liquid), and on hydrothermal circulation itself (which efficiently transports
core heat into the hydrosphere). The heat of serpentinization seems too small to
significantly help liquid persist.
If liquid persisted over geological timescales, hydrothermal circulation may have
profoundly affected Ceres’ thermal and geophysical evolution. If shallow, hydrothermal
circulation helped sustain liquid by efficiency tapping the core’s heat, yet not cooling
the core too quickly. If reaching deep into the core, hydrothermal circulation may have
prevented core dehydration through “temperature resets", global cooling events lasting
about 50 Myr during which Ceres’ interior temperature profile was very shallow and
the hydrosphere was largely melted.
Hydrothermalism may have left its mark on Ceres’ present-day structure. A
large, fully hydrated core (radius 420 km) suggests that extensive hydrothermal
circulation prevented core dehydration. A small, dry core (radius 350 km) suggests
early dehydration from short-lived radionuclides, with shallow hydrothermalism at
best. Intermediate structures with a partially dehydrated core seem more ambiguous,
being compatible both with late partial dehydration without hydrothermal circulation,
and with early dehydration with extensive hydrothermalism. While current shape
data do not allow discrimination between these possible structures (Castillo-Rogez
and McCord, 2010), gravity measurements by the Dawn mission may.
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As a final note, our estimates of the cracking depth constrain not only the extent
of water-rock interactions, but also the potential of icy dwarf planets to support
the emergence and persistence of chemotrophic microbes (Vance et al., 2007). The
habitability of subseafloor hydrothermal areas depends on their elemental inventory
and the speciation of these elements, as well as on the amount of chemical energy
available. Possible hydrothermal chemistries inside Ceres and other icy dwarf planets
will be the topic of the next chapter.
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Chapter 5
AQUEOUS GEOCHEMISTRY IN ICY WORLD INTERIORS: FATE OF
ANTIFREEZES AND RADIONUCLIDES
In the previous chapter, I constrained the occurrence of hydrothermal activity in
dwarf planet interiors, thereby characterizing the strength of the coupling between
geophysical and geochemical processes. In particular, I determined the influence of
geophysical evolution on the conditions under which water and rock interact, such as
temperature, pressure, and water-to-rock ratio. However, as expanded on below, the
chemistry of water-rock interaction can itself feed back on geophysics in two major
ways. First, chemical reactions can produce or consume antifreezes, which can control
or even enable the persistence of liquid water over geological timescales. Second,
hydrothermal fluids might leach radionuclides, affecting the spatial distribution of
this chief endogenic heat source for dwarf planets. Though critical for dwarf planets,
which are deprived of a tidal heat source and may require antifreezes to maintain
subsurface liquid, these two processes are also relevant to icy moons.
In this chapter, I quantify these two feedbacks of geochemistry on geophysics
through numerical simulations of chemical equilibria between fluid and rock of compo-
sitions thought to have been accreted by icy worlds. These results have been submitted
for publication in Geochimica et Cosmochimica Acta with co-authors Steve Desch and
Julie Castillo-Rogez. A summary of the results from this paper is provided below,
followed by the text of the paper.
The geophysical evolution of many icy moons and dwarf planets seems to have
provided opportunities for interaction between liquid water and rock (silicate and
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organic solids). Here, we explore two ways by which water-rock interaction can feed
back on geophysical evolution: the production or consumption of antifreeze compounds,
which affect the persistence and abundance of cold liquid, and the potential leaching
into the fluid of lithophile radionuclides, affecting the distribution of a long-term heat
source. We model numerically the interaction of chondritic rock with pure water and
with C, N, S-bearing cometary fluid, thought to be the materials initially accreted by
icy worlds, and describe the resulting equilibrium fluid and rock assemblages. Our
findings suggest that water-rock interaction can strongly alter the nature and amount
of antifreezes, resulting in solutions rich in reduced nitrogen, mildly oxidized sulfur,
and (sometimes) reduced carbon that can remain partially liquid down to around 211
K or even 176 K, the respective eutectic temperatures of the H2SO4-H2O and NH3-H2O
systems. The prominence of Cl in solution seems to hinge on its primordial supply in
ices. Equilibrium assemblages, rich in serpentine and saponite clays, retain thorium
and, at low temperatures and low water:rock ratios (W:R), uranium radionuclides.
However, the radionuclide 40K can be leached at high pH and/or high W:R. We
recommend the inclusion of these effects in future models of the geophysical evolution
of ocean-bearing icy worlds. Applied to Ceres, our simulations suggest that if Ceres’
hydrated surface minerals are confirmed to include NH4-phyllosilicates, they may
result from alteration of chondritic material by cold N-bearing fluids at any depth
(T < 100◦C, pH 7–10 and −6 ≤ fO2 ≤ 3 at equilibrium, independently of W:R and
P ). Carbonates, which seem prominent on Ceres, are present in some simulations
outputs with alkaline equilibrium pH values (≥11), but remain in solution. Thus,
carbonate formation on Ceres may have required precipitation induced by either
freezing or sublimation.
161
5.1 Introduction
The bulk densities of most known icy moons and dwarf planets larger than about
250 km in radius, estimated from measurements of their mass and size, are intermediate
between those of water ice (918 to 935 kg m−3; Croft et al., 1988) and chondritic
rock (2100 to 3730 kg m−3, including porosity; Britt and Consolmagno, 2003). This
suggests icy worlds accreted a mixture of these materials. Thermal models suggest
that radiogenic heating alone can partially melt ice in their interiors, producing
subsurface liquid that may have persisted over several Gyr in contact with silicates
and organics (Desch et al., 2009; Robuchon and Nimmo, 2011; Malamud and Prialnik,
2015; Travis et al., 2015; Neveu et al., 2015a, view). If so, substantial interaction
between liquid water and “rock" (solid silicates and organics of chondritic composition)
is expected to have driven the chemical evolution of these objects. The extent of
interaction scales with the water-rock interface area, which is higher if rocky cores
are fractured or unconsolidated (Neveu et al., 2015a; Roberts, 2015) or if rock is in
the form of suspended fines (Travis et al., 2015; Neveu et al., view). Observational
clues of extensive water-rock interaction on icy worlds are building up. Surface salts
on Europa may result from such interaction (McCord et al., 1998; Kargel et al., 2000;
Zolotov and Shock, 2001; Hand and Carlson, 2015). Salts and aqueously precipitated
silica seem to be ejected from an ocean inside Enceladus (Postberg et al., 2009, 2011;
Hsu et al., 2015). Ceres’ warm surface, where unstable ice cannot mask silicates,
is blanketed by mineral products of aqueous alteration (Rivkin et al., 2012, and
references therein). Thus, water-rock interaction may have been pervasive in icy world
interiors, as predicted by Ransford et al. (1981).
The occurrence of aqueous geochemistry inside icy worlds has major implications
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Figure 28: Feedbacks between geophysical and geochemical processes
Current geophysical models of icy world interiors suggest and constrain settings
under which aqueous geochemical reactions can take place. Although some effects
of geochemistry on geophysics have been investigated, the fates of antifreezes and
radionuclides (bold) and their consequences on long-term geophysical evolution have
not been quantified.
for their habitability. The progressive oxidation of reduced mineral assemblages by
aqueous fluids generates redox gradients, an energy source widely used on Earth by
chemoautotrophic microorganisms (Swan et al., 2011). This energy source, together
with liquid water and chondritic organics over geological timescales, may provide a
habitat for such lifeforms (Kargel et al., 2000; Shock and Holland, 2007; Vance et al.,
2007; Abramov and Mojzsis, 2011; Russell et al., 2014; Holm et al., 2015). As over 80
icy dwarf planets have been discovered in the Kuiper belt as of July 2015 (M. Brown,
http://web.gps.caltech.edu/∼mbrown/dps.html), the number of potential abodes for
life in the solar system could increase from a dozen planets and moons to nearly a
hundred worlds.
Water-rock interaction may also shape the internal evolution of icy worlds. Con-
strained by their thermal and geophysical state, they can feed back on their geophysical
evolution in several ways (Fig. 28). First, the long-term persistence of subsurface
liquid may hinge on its antifreeze content. In current geophysical models, antifreezes
such as ammonia (NH3) remain in the liquid (Desch et al., 2009; Malamud and
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Prialnik, 2015; Neveu et al., 2015a), despite geochemical model suggestions (Kargel,
1992) that NH3 could be lost by oxidation to N2 (Matson et al., 2007; Glein et al.,
2009) or formation of NH+4 salts (Engel et al., 1994; Fortes et al., 2007; Zolotov, 2009;
Castillo-Rogez and McCord, 2010). Second, radionuclides such as 40K, 232Th, 235U,
and 238U, assumed to be present solely in rock, may be leached into the fluid, changing
the internal distribution of heat sources (Kirk and Stevenson, 1987; Engel et al., 1994;
Castillo-Rogez and Lunine, 2010). Third, leached minerals can enrich the fluid in salts,
which may not only decrease the fluid eutectic temperature, but also affect its density
and viscosity and therefore its ability to convectively transport heat and mix material
(Travis et al., 2012). Fourth, the hydration of mafic silicates tends to be exothermic,
and may significantly increase heat production (Cohen and Coker, 2000; Vance et al.,
2007; Malamud and Prialnik, 2013, 2015), although perhaps not always (Palguta et al.,
2010; Neveu et al., 2015a). Finally, the alteration of mineral assemblages changes
their physical properties, lowering silicate densities and thermal conductivities by 30%
and several-fold, respectively (Castillo-Rogez and McCord, 2010; Neveu et al., 2015a).
A few models of water-rich bodies account for the potentially major effects of
aqueous geochemistry on icy world geophysics, such as heats of serpentinization
(Cohen and Coker, 2000; Vance et al., 2007; Wakita and Sekiya, 2011; Malamud and
Prialnik, 2013, 2015; Neveu et al., 2015a) and the changes in rock properties following
hydration or dehydration (Abramov and Mojzsis, 2011; Neveu et al., 2015a). However,
to our knowledge, no published model yet accounts for the geochemical production
or consumption of antifreezes, and the possible leaching of radionuclides has been
modeled only in geochemically unconstrained cases (Castillo-Rogez and McCord,
2010). Likewise, the outcomes of water-rock interaction have largely been explored
independently of any feedbacks on geophysical evolution (Shock and McKinnon, 1993;
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Table 12: Antifreezes relevant to icy world interiors and eutectic temperatures and
compositions at 1 bar of binary antifreeze-H2O systems
Antifreeze Molar mass Eutectic T Eutectic composition at 1 bar
(g mol−1) at 1 bar (K) (mass% salt) (molal)
CH3OH a 32.042 157 80.3 127
NH3 b 17.031 176 32.1 27.76
HCl c,d 36.46 ≈ 187 21.8 7.64
Ca(ClO4)2 e 238.98 198.5 49.9 4.16
Mg(ClO4)2 e 223.21 205 43.7 3.48
H2SO4 d,f 98.079 211 35.8 5.68
HClO4 e 100.46 213 40.6 6.8
AlCl3 g 133.34 218 25.3 2.54
CaCl2 c,h 110.98 221 30.2 3.90
HNO3 d 63.01 230 32.7 7.71
FeCl2 i 126.75 237 30.4 3.45
FeCl3 j 162.2 238 28.7 2.485
NaClO4 e 122.44 239 53.0 9.20
MgCl2 c,h 95.211 240 21.0 2.79
NaCl c,h 58.44 251 23.3 5.20
(NH4)2SO4 c,k,l 132.14 253 40 5
NaNO3 d 84.995 255.5 38 7.3
NH4NO3 k 80.043 256 42.3 9.15
NH4Cl c,k,l 53.491 258 19 4.4
Al2(SO4)3 g 342.15 261 27.2 1.092
KCl c 74.551 262.5 19.7 3.3
CH2O l 30.031 263 6 to 20 2.1 to 8.3
KHCO3 m 100.115 267.5 17.0 2.04
NH4HCO3 k 79.056 269 9.51 1.33
MgSO4 n 120.37 270 17 1.7
KNO3 d 101.10 270 10.8 1.2
NH4ClO4 k 116.48 270.5 9.8 0.93
NaHCO3 m 84.007 271 6.25 0.795
Na2CO3 m 105.99 271 5.84 0.585
FeSO4 i 151.91 271 12.7 0.96
MgCO3 m 84.314 271.5 3.25 0.398
K2SO4 c,n 174.26 271.5 6.67 0.410
Na2SO4 c,n 142.04 272 4.035 0.296
KClO4 e 138.55 273 0.74 0.054
CaSO4 n 136.14 273 0.18 0.013
Data from a Miller and Carpenter (1964), b Leliwa-Kopystynski et al. (2002), c
Yatsenko and Chudotvortsev (2002), d Marion (2002), e Marion et al. (2010), f Carlson
et al. (1999), g Marion et al. (2009), h Barduhn and Manudhane (1979), i Marion et al.
(2003), j Marion et al. (2008), k Marion et al. (2012), l Kargel (1992), m Marion (2001),
and n Marion and Farren (1999). Several of these authors also report data for ternary
or higher-order antifreeze-H2O systems; usually eutectic T are within a few K of the
lower of those species’ eutectic T . A notable exception is the system CH2O-NH3-H2O:
NH3 reacts with CH2O to form (CH2)6N4 of eutectic T=264 K with 30% by mass (or
3.1 molal) (CH2)6N4 (Kargel, 1992). Studies of several systems at pressures up to 3
kbar have shown eutectic T vary by / 10 K (Leliwa-Kopystynski et al., 2002; Marion
et al., 2005).
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Zolotov and Shock, 2001; McKinnon and Zolensky, 2003; Zolotov, 2009, 2014; Glein
et al., 2015; Glein, 2015; Marion et al., 2014, and references therein).
In this chapter, we report attempts at modeling the fate of antifreezes (Table 12)
and long-lived radionuclides as a result of aqueous alteration of chondritic rock, at
chemical equilibrium under conditions relevant to icy world interiors. In the following
sections, we first describe our geochemical models and simulations, constrained by
data returned by spacecraft, laboratory analyses of meteorites, and spectroscopy
of cometary volatiles. We then describe outcomes of water-rock interaction under
a vast set of physico-chemical conditions, with particular focus on antifreezes and
radionuclides. We discuss the implications of these results for geophysical models, and
explore applications to cryovolcanism and to Ceres. Finally, we conclude on these
impacts of aqueous geochemistry on icy world evolution.
5.2 Geochemical Models and Simulations
5.2.1 Geochemical Model, Code, and Starting Conditions
To investigate equilibrium fluid and rock compositions under conditions relevant
to icy world interiors, we used the freely available geochemical modeling software
PHREEQC 3.1.2 (Parkhurst and Appelo, 2013). Our use of PHREEQC was re-
stricted to its basic capabilities: fluid speciation, and computation of equilibrium fluid,
rock, and gas assemblages. These calculations were performed using PHREEQC ’s
implementations of an extended Debye-Hückel equation to compute solute activity
coefficients (Pitzer and Brewer, 1961; Helgeson, 1969; Anderson, 2005), and of a
Peng-Robinson equation to compute gas fugacity coefficients (Peng and Robinson,
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1976). Fluid-rock compositions were computed iteratively using a Newton-Raphson
algorithm until all species present in the solid assemblage were supersaturated with
respect to the speciated solution. Temperatures T and pressures P remained con-
stant throughout each calculation, but pH, redox (as set by the electron potential
pe=−log ae− , where ae− is the electron activity), and water:rock ratio (W:R) could
vary. Input files and the thermodynamic database (see below) can be found at
https://github.com/MarcNeveu/IcyDwarf.
Initial ranges of T , P , pH, pe, and W:R are shown in Table 13. Ranges of T , P ,
and W:R are constrained by geophysical models (Robuchon and Nimmo, 2011; Neveu
et al., 2015a, view). The pH of subsurface fluids is unconstrained; however, because
the interaction between mafic silicates and liquid water may generate alkaline solutions
(Vance et al., 2007; Glein et al., 2008), we explored neutral (7) to highly alkaline (14)
initial values. We varied the starting pe, assuming the oxygen fugacityfO2 remained
within 6 log units of the value buffered by equilibrium between the minerals fayalite,
magnetite, and quartz (FMQ buffer). This allowed us to cover a wide range of redox
conditions thought to occur in the interiors of the Earth (Ballhaus et al., 1990; Kasting,
1993) and other planetary bodies (Shock and McKinnon, 1993; Zolotov and Shock,
2001; Glein et al., 2009), including the parent bodies of chondritic material (Wadhwa,
2008).
For a given set of input fluid and rock compositions, we performed simulations for
7 starting values of T and P , 8 values of pH, 13 values of pe, and 3 values of W:R,
totaling 15288 runs (Table 13). While simulations were usually quick (< 1 second on a
2.3 GHz Intel Core i7 processor), the Newton-Raphson algorithm was not always able
to determine the equilibrium state for a parameter space of over 1000 physico-chemical
variables, despite the built-in capability to automatically adjust numerical method
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Table 13: Parameter space sampled in geochemical simulations
Parameter Unit Min. Max. Step
Temperature T ◦C 0 a 300 50
Pressure P bar b 200 3200 500
pH 7 14 1
log fO2 (input as pe) FMQ-6 c FMQ+6 1
Water:rock ratio d by mass 0.1 10 ×10 e
a We were unable to perform simulations at 0◦C; therefore the minimum temperature
simulated was 5◦C. b 1 bar = 0.1 MPa. c FMQ: Fayalite-Magnetite-Quartz buffer. d
Input as mass of water for a rock mass of 1 kg. e Geometric step.
parameters such as tolerance thresholds. Such unsuccessful simulations usually took
over a minute before being abandoned. To keep computation times reasonable (∼3
weeks), we executed several PHREEQC instances in parallel (8 threads) via a routine
coded in C using IPhreeqc modules (Charlton and Parkhurst, 2011), available at
https://github.com/MarcNeveu/IcyDwarf.
Simpler simulations were run to assess the ability of the code to converge towards
equilibrium compositions for every set of parameters. These runs involved a simplified
chondritic composition (8 minerals) reacting with pure water, in the Fe-Mg-Al-Si-
Ca-Na-O-H system. Convergence occurred quickly for almost every set of input
parameters.
The large number of physico-chemical variables raises the possibility that the
algorithm may output metastable (rather than stable) equilibrium compositions.
However, the smoothly varying nature of most compositional outputs with input
conditions robustly indicates that computed equilibria are stable.
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5.2.2 Initial Rock and Fluid Compositions
The initial mineral assemblages were chosen to match representative elemental
(Wasson and Kallemeyn, 1988) and mineralogical compositions of ordinary (McSween
et al., 1991) or CM chondrites (Howard et al., 2009, 2011) to within a few percent for
each element and mineral group. The detailed initial mineralogical compositions are
shown in Table 14 for ordinary chondrites and in Table 15 for CM chondrites. All
elements more abundant than about 500 ppm were included (Al, C, Ca, Co, Cr, Fe, H,
K, Mg, Mn, Na, Ni, O, P, S, Si and Ti), plus N and a few trace elements (Table 16).
We performed simulations with two possible initial fluid compositions: either pure
water, or aqueous fluid of cometary composition. The cometary fluid comprises 5 mol%
C, 2 mol% N, 0.5 mol% S, and 520 mol ppm (for the CM rock composition) or 600
mol ppm (ordinary chondrite composition) of Cl. C, N, and S abundances were chosen
to roughly match observed abundances of cometary carbon, nitrogen, and sulfur gases,
whose ranges span about an order of magnitude across comets (Mumma and Charnley,
2011). Chlorine abundances are the difference between abundances measured in CI
chondrites (680 ppm; Wasson and Kallemeyn, 1988), presumably the major chondrite
type for which contributions from fluids to the elemental composition are the highest,
and those measured either in ordinary (Table 14) or CM chondrites (Table 15). In
simulations involving cometary fluid, C, N, S, and Cl are mainly contributed by the
fluid; therefore their relative contribution to the water-rock system depends on W:R.
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Table 14: Mineral composition of the ordinary chondrite-type initial solid assemblage
Formula in Mass% in initial Reported
Species PHREEQC database assemblage mass%
Major mineral groups
Feldspars
K-feldspar KAlSi3O8 0.60 0.6 a
Albite NaAlSi3O8 7.9 7.9 a
Anorthite CaAl2(SiO4)2 1.6 1.6 a
Pyroxenes 29.2 b
Diopside CaMgSi2O6 4.7 4.8 a
Enstatite MgSiO3 15.8
Ferrosilite FeSiO3 8.4
Olivines 43.0 a
Forsterite Mg2SiO4 26.3
Fayalite Fe2SiO4 16.0
Tephroite c Mn2SiO4 0.5
Metals 10.7 a
Fe Fe 9.6
Ni Ni 1.0
Sulfides
Troilite FeS 5.8 5.7 a
Covellite CuS 0.012
Sphalerite ZnS 0.007
Other minerals
Hydroxyapatite Ca5(OH)(PO4)3 0.59 0.6 a
Chromite FeCr2O4 0.77 0.8 a
Ilmenite FeTiO3 0.19 0.2 a
Halite d NaCl 0.013
Organics e
“Kerogen C292" f C292H288O12 0.10
Pyridine C5H5N 0.027
Trace species g
Mo Mo 1.7× 10−4
Co h Co 0.08
B i B 5.0× 10−5
EuO h EuO 8.1× 10−6
Gd2O3 h Gd2O3 3.5× 10−5
Eucryptite j LiAlSiO4 3.1× 10−3
Sc j Sc 7.9× 10−4
Sm2O3 h Sm2O3 2.1× 10−5
Thorianite h ThO2 4.8× 10−6
Uraninite h UO2 1.4× 10−6
a Typical normative mineralogy from McSween et al. (1991). b Sum of diopside and
hypersthene (orthopyroxene) as reported by McSween et al. (1991). c Proxy for Mn
substitution of Fe and Mg in olivine and sulfide (Allen and Mason, 1973). d Zolensky
et al. (1999). e The mixture of specific (theoretical) organic compounds was chosen
to match measured organic contributions to the bulk C and N contents of ordinary
chondrites (Alexander et al., 1998). f Helgeson et al. (2009). g These elements, except
Mo, may be detected on Ceres using Dawn’s Gamma Ray and Neutron Detector (T.
Prettyman, personal communication). h Lodders (2003, Table 9). i In practice B is
likely present as reedmergnerite feldspar (Lauretta and Lodders, 1997), for which we
were unable to find thermodynamic data. j Used in place of, respectively, Li4SiO4 and
Sc2O3 (Lodders, 2003, Table 9), for which we could not find thermodynamic data.
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Table 15: Mineral composition of the CM chondrite-type initial solid assemblage
Formula in Mass% in initial Reported
Species PHREEQC database assemblage mass%
Phyllosilicates 64.2 67 to 88 a
Serpentines
Antigorite Mg48Si34O85(OH)62 24.3
Amesite Mg4Al4Si2O10(OH)8 0.31
Cronstedtite Fe4SiO5(OH)4 23.6
Smectites
High (Fe,Mg)-smectite Ca.025Na.1K.2Fe.7− 1.5
Mg1.15Al1.25Si3.5O10(OH)2
Mg-Nontronite Mg.165Fe2Al.33Si3.67O10(OH)2 2.5
Ca-Nontronite Ca.165Fe2Al.33Si3.67O10(OH)2 2.5
K-Nontronite K.33Fe2Al.33Si3.67O10(OH)2 0.13
Na-Nontronite Na.33Fe2Al.33Si3.67O10(OH)2 2.5
Ca-Saponite Ca.165Mg3Al.33Si3.67O10(OH)2 0.54
Na-Saponite Na.33Mg3Al.33Si3.67O10(OH)2 0.87
Ca-Montmorillonite Ca.165Mg.33Al1.67Si4O10(OH)2 0.21
K-Montmorillonite K.33Mg.33Al1.67Si4O10(OH)2 0.042
Na-Montmorillonite Na.33Mg.33Al1.67Si4O10(OH)2 0.31
Chlorites
Clinochlore Mg5Al2Si3O10(OH)8 2.5
Daphnite Fe5Al2Si3O10(OH)8 2.4
Zeolites
Ca-Clinoptilolite Ca1.7335Al3.45Fe.017− 0.30
Si14.533O36 · 10.922 H2O
K-Clinoptilolite K3.467Al3.45Fe.017− 0.079
Si14.533O36 · 10.922 H2O
Na-Clinoptilolite Na3.467Al3.45Fe.017− 1.0
Si14.533O36 · 10.922 H2O
Carbonates, sulfates, salts, oxides, feldspars
Apatite Ca5(OH)(PO4)3 0.49
Calcite CaCO3 1.1 1.1 a
Gypsum CaSO4 · 2H2O 0.39 0.4 a
Halite b NaCl 0.026
Albite NaAlSi3O8 1.2
Magnetite Fe3O4 1.8 0.6 to 5.2 a
Chromite Fe2SiO4 0.71 0.7 c
Pyroxenes 4.2 0.0 to 7.5 a
Enstatite MgSiO3 2.1
Ferrosilite FeSiO3 1.3
Wollastonite CaSiO3 0.33
Na2SiO3 Na2SiO3 0.55
Olivines
Forsterite Mg2SiO4 9.5 3.6 to 21 a
Fayalite Fe2SiO4 0.40 0.0 to 3.1 a
Tephroite d Mn2SiO4 0.32
Tochilinite e 6(FeS) · 5(Fe,Mg)(OH)2 6.5 Up to 6–7 a
Sulfides 3.2 1 to 4 f
Troilite FeS 1.5
Millerite g NiS 1.8
Covellite CuS 0.017
Sphalerite ZnS 0.027
Ca-Al rich inclusions (CAIs) 1.2 0.1 to 3 h
Akermanite Ca2MgSi2O7 0.62
Gehlenite Ca2Al2SiO7 0.23
Grossular Ca3Al2(SiO4)3 0.076
Corundum Al2O3 0.17
Rutile TiO2 0.10
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Formula in Mass% in initial Reported
Species PHREEQC database assemblage mass%
Organics i 3.1 2 j
“Kerogen C515" k C515H596O72 0.022
“Kerogen C128" k C128H68O7 1.5
Pyridine l C5H5N 0.85
“[(6)(CB)(CB)>S]" m S 0.36
“[(aro)-O-(aro)]" n O 0.40
Trace species o
Mo Mo 15× 10−4
Co p Co 5.8× 10−3
B q B 6.0× 10−5
EuO p EuO 8.4× 10−6
Gd2O3 p Gd2O3 3.2× 10−5
Eucryptite r LiAlSiO4 2.5× 10−3
Sc r Sc 8.1× 10−4
Sm2O3 p Sm2O3 2.3× 10−5
Thorianite p ThO2 4.5× 10−6
Uraninite p UO2 1.3× 10−6
(Continued from previous page.) a Howard et al. (2011). b Barber (1981). c Metzler
et al. (1992). d Proxy for Mn substitution of Fe and Mg in olivine and sulfide (Allen
and Mason, 1973). e Since measurements of thermodynamic data for tochilinite are
unavailable (Zolensky et al., 1989; Browning and Bourcier, 1996) aside perhaps from
heat capacities between 298 and 720 K (Gooding and Zolensky, 1987), we input
tochilinite as its Mg end-member: 6 × brucite (Mg(OH)2) + 5 × troilite (FeS),
assuming ideal mixing between the hydroxide and sulfide layers (Zolensky et al.,
1989; Browning and Bourcier, 1996). f Howard et al. (2009). g Proxy for pentlandite
(Fe,Ni)9S8. h Area% (Hezel et al., 2008). i The mixture of specific (theoretical) organic
compounds was chosen to match measured organic elemental molar ratios of H:C=0.68,
O:C=0.19, N:C=0.03, and S:C=0.07 (Alexander et al., 1998, 2007). We set N:C =
0.06 rather than 0.03 to match measured bulk N abundances (Wasson and Kallemeyn,
1988). j Busemann et al. (2006). k Helgeson et al. (2009). l Helgeson et al. (1998). m
Richard (2001). n Richard and Helgeson (1998). o These elements, except Mo, may be
detected on Ceres using Dawn’s Gamma Ray and Neutron Detector (T. Prettyman,
personal communication). p Lodders (2003, Table 9). q In practice B is likely present
as reedmergnerite feldspar (Lauretta and Lodders, 1997), for which we were unable
to find thermodynamic data. r Used in place of, respectively, Li4SiO4 and Sc2O3
(Lodders, 2003, Table 9), for which we could not find thermodynamic data.
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Table 16: Elemental composition of the initial ordinary and CM chondrite-type
assemblages
Element ppm by mass in input Reported ppm ppm by mass in input Reported ppm
OC composition by mass in OCs a CM composition by mass in CMs a
Al 11870 11300–12200 12196 11800
B 0.5 0.4–0.5 0.60 0.60
C 1069 900–1200 21784 22000
Ca 13403 12500–13100 13043 12700
Cl 80 76–130 160 160
Co 812 490–810 576 575
Cr 3580 3660–3880 3276 3050
Cu 81 80–90 114 115
Eu 0.073 0.073–0.078 0.076 0.076
Fe 259168 185000–275000 220121 210000
Gd 0.300 0.299–0.310 0.28 0.28
H 101 N/A 13819 14000
K 846 780–825 413 400
Li 1.7 1.7–2.1 1.36 1.36
Mg 134356 140000–153000 120608 117000
Mn 2594 1630–2620 1731 1700
Mo 1.7 1.1–1.7 1.5 1.5
N 48 43–70 1497 1520
Na 6948 6400–7000 3953 4100
Ni 9814 10200–17500 11557 12000
O 352410 357000–400000 401235 432000
P 1097 850–1080 910 900
S 21197 20000–23000 31358 33000
Sc 7.9 7.9–8.6 8.1 8.2
Si 179985 169000–189000 140832 129000
Sm 0.185 0.185–0.200 0.20 0.20
Th 0.042 0.042–0.043 0.040 0.040
Ti 612 600–630 620 580
U 0.012 0.012–0.013 0.011 0.011
Zn 48 46–50 184 185
a Wasson and Kallemeyn (1988). The range for ordinary chondrite indicates the
compositional envelope spanned by H, L, and LL chondrites; we optimized our input
ordinary chondrite composition to match that of H chondrites.
5.2.3 Thermodynamic Data
The thermodynamic data used for our calculations are mainly those com-
piled by J. Johnson and converted to PHREEQC format by G. Anderson in the
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llnl.dat database (Parkhurst and Appelo, 2013). This database is distributed at
http://wwwbrr.cr.usgs.gov/projects/GWC_coupled/phreeqc. It contains thermody-
namic data for over a thousand solutes and minerals, as well as gases of low molecular
weight. We complemented this database in order to study the potential incorporation
of N into ammoniated minerals, the fate of organics, the behavior of salts, and pressure
effects. If added thermodynamic data were present in two or more databases, we
confirmed that these data matched. The resulting core5.dat thermodynamic database
can be found at https://github.com/MarcNeveu/IcyDwarf. All database species were
allowed to form in each simulation.
The mineral data present in llnl.dat were complemented with the mineral, salt,
and solid organic data shown in PHREEQC format in Table 23 (Appendix C).
The salt data added were primarily those determined by Marion et al. (2014, and
references therein) in their development of the FREZCHEM code. No data were added
for clathrate hydrates, which are absent from our calculations. [Under conditions
producing methane-rich solutions, methane clathrates could form, as most of the
subsurface liquid colder than 300 K lies in their stability field (Mousis et al., 2015).]
Added data for small organic (and Fe-bearing) solutes (Table 17) were taken from
the OBIGT database of the CHNOSZ geochemical software package, freely available at
http://www.chnosz.net (Dick, 2008). Values for the a˚i solute parameter (–llnl_gamma
in the llnl.dat database), specific to the L. Livermore National Laboratory solute
model, were taken from the data0.sup database of the EQ3/6 code (Wolery, 1992),
which reports thermodynamic data in a format similar to that used here. Data for
added organic gases (Table 18) were taken either from the phreeqc.dat database, or
from the OBIGT database (Shock, 1993; Helgeson et al., 1998).
To account for pressure effects on solutes, molar volume parameters for the
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Table 17: Thermodynamic data for aqueous solutes added to the expanded database
logK = a1 + a2 T + a3/T + a6 T 2, T inK T range a˚ a
Species From reaction a1 a2 (K−1) a3 (K) a6 (K−2) (K)
HCOOH b HCO−3 +H
+ = HCOOH+0.5O2 -85.32 0.1936 0 −1.22× 10−4 273–623 3.0
HCOO− b HCOOH = HCOO− +H+ -6.456 0.01694 0 −2.71× 10−5 273–623 3.5
CH3COOH b 2HCO−3 +2H
+ = CH3COOH+2O2 -303.1 0.6829 0 −4.57× 10−4 273–623 3.0
CO(NH2)2 c 2NH3 +HCO−3 +H
+ = CO(NH2)2 +2H2O 15.98 -0.0441 0 −4.25× 10−5 273–623 3.0
C2H6 d,e 2HCO−3 +2H
+ +H2O = C2H6 +3.5O2 -539.9 1.2150 0 −8.296× 10−4 273–623 3.0
C3H8 d 3HCO−3 +3H
+ +H2O = C3H8 +5O2 -804 1.877 0 −1.33× 10−3 273–623 3.0
CH3OH d H2O+HCO−3 +H
+ = CH3OH+1.5O2 -262.54 0.6159 0 −4.375× 10−4 273–623 3.0
CH3CH2OH d H2O+2HCO−3 +2H
+ = CH3CH2OH+3O2 -475.1 1.069 0 −7.284× 10−4 273–623 3.0
CH2O d HCO−3 +H
+ = CH2O+O2 -184.9 0.4178 0 −2.817× 10−4 273–623 3.0
Fe(OH)+2
f 2H2O+Fe3+ = Fe(OH)+2 +2H
+ 6.872 0 -3739 0 273–298 4.0
Fe(OH)3 f 3H2O+Fe3+ = Fe(OH)3 +3H+ 5.619 0 -5431 0 273–298 3.0
Fe(OH)−3
f 3H2O+Fe2+ = Fe(OH)−3 +3H
+ -8.788 0 -6621 0 273–298 4.0
Fe(OH)−4
f 4H2O+Fe3+ = Fe(OH)−4 +4H
+ 1.700 0 -6946 0 273–298 4.0
FeCO3 g Fe2+ +CO2−3 = FeCO3 6.367 0 -592.8 0 N/A 4.0
FeOH+ f,g H2O+Fe2+ = FeOH+ +H+ 0.1706 0 -2883 0 273–298 4.0
These data were added to PHREEQC ’s llnl.dat database to create the expanded
core5.dat database. a From the data0.sup database of the EQ3/6 software package
(Wolery, 1992). b Shock (1995). c Shock and McKinnon (1993). d Shock and Helgeson
(1990). e Although log K data for C2H6 (aq) were already available in the llnl.dat
database, we noticed a discrepancy between those data and those provided in the
data0.sup database of EQ3/6 and the OBIGT database of CHNOSZ, even though
all three databases quote the same source for those data (Shock and Helgeson, 1990).
We found and confirmed with D. Parkhurst (pers. comm.) that this discrepancy may
be resolved if the a1 term provided in llnl.dat is replaced by its opposite (negative)
value. It is possible that the minus sign was omitted when compiling the llnl.dat data.
f Marion et al. (2008). g Marion et al. (2003).
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Table 18: Thermodynamic data for dissolution reactions of gases added to the expanded
database
Species log Ks = a1 + a2 T + a3/T + a6 T 2, T in K T range Tc Pc
a1 a2 (K−1) a3 (K) a6 (K−2) (K) (K) (bar)
C2H6 a 5.35 -0.0456 0 6.00× 10−5 273–448 305 48.6
C2H4 b 4.46 -0.037 0 4.715× 10−5 273–448 283 50.53
These data were added to the llnl.dat database to create the expanded core5.dat
database. Data from a Helgeson et al. (1998) and b Shock (1993), respectively.
ideal solute portion of the equations of Appelo et al. (2014) were added for as
many solutes as possible. These parameters were taken either from the phreeqc.dat
database (Appelo et al., 2014) or, if unavailable there, from the OBIGT database
(primary data from Shock and Helgeson (1988a, 1990), Shock et al. (1989), Shock
and Koretsky (1993), Shock and McKinnon (1993), Haas et al. (1995), Shock (1995),
McCollom and Shock (1997), Shock et al. (1997a,b), Sverjensky et al. (1997), Sas-
sani and Shock (1998), Stefánsson (2001), and Schulte et al. (2001)). Most mo-
lar volumes of solids were taken from the OBIGT database (primary data from
Helgeson (1978), Robie et al. (1979), Jackson and Helgeson (1985), Clodic and
Meike (1997), and Shock et al. (1997a)), from Marion et al. (2005, 2008, 2009,
2012), or if unavailable from these references, from the online databases Mincryst
at http://database.iem.ac.ru/mincryst (Chichagov et al., 2001), WebElements (for
elemental species) at http://www.webelements.com/periodicity/molar_volume, and
WebMineral at http://webmineral.com.
5.2.4 Limitations of our Equilibrium Simulations
Our calculations suffered from several limitations. First, while most conditions
resulted in solutions dilute enough for the extended Debye-Hückel model to apply
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(ionic strength µ < 0.1), the few conditions under which brucite formed involved
concentrated solutions (µ ≈ 10) beyond the range of application of the model. Second,
we assumed that trace elements formed their own pure minerals, rather than replacing
major elements at the crystallographic sites of more common minerals (Allen and
Mason, 1973; Lodders, 2003). However, owing to their low abundances, any assumption
on trace species likely seldom influences calculation outcomes. Third, the calculations
involved thermodynamic data assembled from many sources. This compilation, albeit
comprehensive, may contain inconsistencies between datasets. Fourth, our simulations
did not account for kinetic effects, which may arise from low T , slow fluid transport, or
limited water-rock contact area (Skelton et al., 2005). Finally, some thermodynamic
data are undetermined or invalid over part of the T and P ranges spanned by our
calculations. While all database species were included in every calculation, care was
taken during the interpretation of simulation results to account for this limitation.
This was especially true for salt species, whose data are often determined only at
T < 50◦C.
5.3 Modeling Results
The results of all simulations are provided in tab-separated .txt files supplementary
to this article. Below, we highlight key outcomes. Simulations which did not converge
to a stable equilibrium (see above) are shown by black squares in the figures below.
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5.3.1 Dependency on Initial Conditions
Before investigating simulation outputs, we performed several checks of the validity
of the PHREEQC simulations. First, we checked whether simulations were carried out
at ionic strengths within the range of validity of the extended Debye-Hückel electrolyte
theory (µ < 0.1). This was the case for most runs at W:R ≥ 1 by mass, but never the
case at W:R=0.1. Results reported for W:R=0.1 are still provided, only for qualitative
comparison with outcomes at higher W:R.
Second, we checked the dependency of equilibrium W:R, pH, and redox, the key
inputs allowed to vary during a run (T and P being fixed), on their input values.
Equilibrium W:R tended to match the input values; however, simulations starting
with ordinary chondrite at W:R=0.1 tended to yield equilibrium W:R of 0.01 or lower,
consistent with high µ at these conditions. Generally, final pH and redox conditions
depended on those initially specified (lower initial pH and log fO2 yielding lower final
pH and log fO2), rather than being buffered by a specific set of chemical reactions.
This was especially true at W:R of 1 and 10 by mass, independently of T and P .
Therefore, we checked the dependency of final mineral, gas, and solution compo-
sitions on starting pH and redox. Equilibrium mineral and fluid compositions at a
given T and P seem to depend little on initial redox conditions (Fig. 29). However, at
100◦C and above, different equilibrium solution compositions and mineral assemblages
were obtained for high-pH simulations compared to those run at lower initial pH.
Because high-pH simulations tended to produce concentrated solutions (µ ≈ 10, far
above the validity threshold of the extended Debye-Hückel model), we did not lend
credence to these outcomes. The relative production of gas species was insensitive
178
Figure 29: Sensitivity of equilibrium mineral assemblages to starting pH and redox
The sensitivity is explored for a variety of W:R, P , and T , for CM chondrite rock
reacting with pure water. See Fig. 30 for detailed mineral key. Black dots represent
cases where the code did not readily converge (see text).
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to starting pH and redox, except for H2 gas, whose production was higher for more
reduced initial conditions, especially at high T and W:R ≥ 1.
5.3.2 Equilibrium Assemblages
5.3.2.1 Simulation Products
Equilibrium solid, solution, and gas compositions are shown in Fig. 30, 31, and
32, respectively, for a variety of T , P , W:R, and initial fluid and rock compositions.
Solution and gas compositions are reported by mole, whereas mineral distributions
are reported by mass. As only major minerals are shown, mineral distributions do
not quite add up to 100%.
Solid assemblages are dominated by serpentines, chiefly antigorite which contains
most Mg and Si; chlorite and smectite clays are also common (Fig. 30). Fe is primarily
present as magnetite if the initial rock composition is that of CM chondrites, and
otherwise as the serpentine cronstedtite, olivines and pyroxenes (if T ≥ 200◦C), or
reduced Fe, FeO, or Fe-Ni oxides.
Such mineral compositions commonly result from the serpentinization of mafic
(Fe- and Mg-rich) rocks (e.g., Vance et al., 2007). However, anhydrous olivines and
pyroxenes are expected to predominate over clays only for T ≥ 400◦C (Wunder et al.,
2001; Fortes et al., 2007; Vance et al., 2007) at the range of pressures simulated
(P < 104 bar). Their occurrence in our simulation outcomes, in lesser or equal
amounts to clays, may arise from a gradual transition in the degree of hydration of
mafic silicates from low to high T , incompletely captured in our numerical models
which include only mineral end-members.
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Figure 30: Equilibrium mineral assemblages
Inset for each pie chart: ionic strength of the solution in equilibrium with the
assemblage. Equilibrium W:R are similar to initial values except for runs starting
with ordinary chondrite at W:R = 0.1, in which case equilibrium W:R ∼ 0.01.
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Notably, these assemblages are devoid of C- and especially S-bearing species.
Indeed, C and S are mostly present in solution, of which they often dominate the
composition (Fig. 31). C is mostly reduced, present mainly as dissolved CH4 with
some C2H6. However, in about 17% of all successful runs, carbonate is present above
10−3 mol kg−1 H2O and can exceed CH4, even though CH4 is never negligible (> 10−3
mol kg−1 H2O). In all runs, formate HCOO− is the most common organic solute
(up to ∼ 10−2 mol kg−1 H2O), followed by acetate CH3COO−. S is mildly oxidized,
present chiefly as pentathionate S5O2−6 in all runs. H2 dominates the composition of
solutions resulting from the reaction between ordinary chondrite rock and pure water
if W:R ≥ 1, whereas N species (NH3 and NH+4 ) predominate if the starting fluid is
cometary and W:R ≥ 1. Finally, Ca and Na make up to 30 mol% of solutes. Cl, not
shown, is present above 10−3 mol kg−1 H2O in 28% of all successful simulations and
makes up to ∼1% of solutes. The elemental composition of all solution compositions
seems independent of pH and redox.
Gas compositions are dominated by the reduced species H2 and, if substantial C is
initially present in the system, CH4 (with some C2H6 if T < 50◦C, but negligible C3H8
and no C2H4). Major gas production occurs at high cometary fluid:rock ratios due to
the larger volatile supply. H2 is a typical serpentinization product (Abrajano et al.,
1990; Sherwood Lollar et al., 1993; Sleep et al., 2004), resulting from the reduction of
H2O as reduced mafic rock is oxidized. CH4 gas is a common product of hydrothermal
reactions, its abiotic production stemming either from degradation of organic matter
or reduction of CO2 by H2 (Gunter, 1978; Sherwood Lollar et al., 1993; Darling, 1998;
Oze and Sharma, 2005); both processes likely occur in our simulations since C is
supplied both as chondritic organics and in cometary fluid. Comparatively, production
of CO2 and N gases is negligible, and no S gases are produced.
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Figure 31: Relative elemental composition of equilibrium solutions
These solutions are in equilibrium with the assemblages shown in Fig. 30. The solution
freezing temperature is indicated, assuming fractional precipitation the species listed
in Table 12 as T decreases below 273 K. The inset for each pie chart indicates
equilibrium pH (color) and redox (size) conditions. Equilibrium W:R are similar to
initial values except for runs starting with ordinary chondrite at W:R = 0.1, in which
case equilibrium W:R ∼ 0.01.
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5.3.2.2 Comparison with Carbonaceous Chondrite Mineralogies
CI chondrites, the most aqueously altered chondrites in the meteorite collection
(Brearley, 2006), provide a useful benchmark for our modeling results. Our simulations
encompass the presumed physico-chemical conditions of alteration that yielded CI
material (Table 3 from Brearley, 2006; Zolensky et al., 1993). Our equilibrium
assemblages (Fig. 30) are similar to CI chondrite mineralogies, which are rich in Fe-
and Mg-serpentines, saponite (smectite), and contain about 10% magnetite by mass
(Hyman and Rowe, 1983; McSween, 1987; Tomeoka and Buseck, 1988; Zolensky et al.,
1993; Brearley, 2006). Sulfates might also precipitate from our equilibrium solutions
should the water activity decrease (Fig. 31); this is consistent with observations
of sulfate salts in CIs, whether indigenous or remobilized and re-precipitated after
falling on Earth (Fredriksson and Kerridge, 1988; Zolensky et al., 1993; Gounelle and
Zolensky, 2001; Airieau et al., 2005; Brearley, 2006). Above 200◦C, the persistence of
olivine and pyroxene (Fig. 30) is consistent with the conditions of aqueous alteration
(metasomatism) previously inferred from observations of largely anhydrous mineral
assemblages in carbonaceous chondrites (Brearley, 2006, and references therein).
However, other CI mineral groups are notably absent from our assemblages:
carbonates (Fredriksson and Kerridge, 1988; Tomeoka and Buseck, 1988; Johnson and
Prinz, 1993; Zolensky et al., 1993; Endreß and Bischoff, 1996) and sulfides (Kerridge
et al., 1979; McSween, 1987; Tomeoka and Buseck, 1988; Zolensky et al., 1993). Both
mineral groups are also present in CM, CR, and CV chondrites. Why, then, do our
simulations yield oxidized S and reduced C rather than the contrary?
A clue may come from the C isotopic composition of CI carbonates, heavier than
that of CI organics. For this reason, carbonates on CIs are believed to result from
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Figure 32: Equilibrium gas compositions
The pie chart size indicates the amount of gas produced; the relative molar species
distribution is color-coded according to the legend in the right margin. Equilibrium
W:R are similar to initial values except for runs starting with ordinary chondrite at
W:R = 0.1, in which case equilibrium W:R ∼ 0.01.
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selective aqueous alteration of presolar grains of heavy C isotopic composition on
a parent body (Brearley, 2006, and references therein). This postulated localized
alteration is different from the global chemical equilibrium we simulated. Moreover,
nearly all the initial solid carbon in our simulations is supplied as organics rather than
carbides (Tables 14 and 15). Finally, it may be that H2 and (maybe) CH4 gas products
were outgassed (Fig. 32), leaving the chemical system before parent-body alteration
ceased, and driving it toward more oxidizing conditions that led the remaining carbon
to remain as carbonates in CIs. If so, most of the H2 outgassing would have had to
occur before much C reduction took place, because carbonates make up enough of CIs
(∼ 5 vol%) to contain most of the presumed C in the fluid-rock system (Fredriksson and
Kerridge, 1988; Endreß and Bischoff, 1996). The major influence of redox conditions
on C and S speciation was also noted by Zolotov (2007).
The absence of S as sulfides in our simulation results suggests that S becomes
oxidized by aqueous fluids if reactions proceed to equilibrium. S oxidation may have
been only partial on carbonaceous chondrite parent bodies: the higher solubility
(mobility) of sulfate in aqueous fluids compared to other alteration products may have
resulted in S oxidation at a different time and place than the formation of most other
secondary species (Airieau et al., 2005).
5.3.2.3 Comparison with Icy World Ocean Chemistries
The equilibrium solutions resulting from our geochemical simulations have high
S/Cl ratio, similar to bulk chondritic (input) values, because both elements are largely
in solution. This composition reflects the scarcity of Cl compared to S, both in
chondrites (Wasson and Kallemeyn, 1988; Lodders, 2003) and in comets (Mumma
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and Charnley, 2011; Bockelée-Morvan et al., 2014). Previous geochemical models
assuming similar starting chondritic compositions have also yielded sulfur-rich oceans
on icy worlds (Kargel et al., 2000; Zolotov and Shock, 2001; Zolotov and Kargel, 2009).
In stark contrast, icy world oceans seem rich in chlorine. In Enceladus’ plume, NaCl
constitutes about 1% of plume icy grains (Postberg et al., 2009, 2011), whereas S
is present as H2S gas only at about 20 ppmv (Waite et al., 2009). Europa’s surface
salts were initially interpreted to be a mixture of sulfates with some sulfuric acid
and carbonates (McCord et al., 1998, 1999, 2002; Orlando et al., 2005), but recent
experiments suggest they may be > 0.1% by mass of irradiated chlorides instead
(Hand and Carlson, 2015). Although Ganymede’s surface seems to bear surface salts
(McCord et al., 2001), this interpretation might be subject to revision in light of the
results of Hand and Carlson (2015).
Sulfate salts are predicted chondritic alteration products (Kargel et al., 2000;
Zolotov and Kargel, 2009, this work). Conversely, a scarcity of S salts may be due
to sulfide mineral formation under equilibrium conditions (Zolotov, 2007). Chlorine-
dominated oceans may result from the unique hydrophilic behavior of Cl (Zolotov,
2007; Glein and Shock, 2010; Sharp and Draper, 2013). It is also possible that Cl
was delivered to carbonaceous chondrite parent bodies via HCl ices (Zolotov and
Mironenko, 2007); we made this assumption implicitly by assuming CI levels of
chlorine in simulations involving cometary fluid. Most chlorine, remaining in volatile
components, might then have escaped during parent body evolution, following impacts
(Sharp and Draper, 2013) including the event leading to parent body disruption. On
the (larger) icy worlds that did not get disrupted, Cl would still be abundant. To
date, HCl gas sublimated from ice has not been observed on comets (upper limits
around 0.01 mol% with respect to water vapor), even though it is seen in interstellar
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molecular clouds (Bockelée-Morvan et al., 2014). A final complication, at least in icy
worlds with thick, convecting ice shells, is the possibility for compositional evolution
of brine during transport, e.g. from S-dominated at the shell bottom to Cl-dominated
at the top (Zolotov et al., 2004).
We further explored the effects of increased chlorine abundances by performing
runs with 6800 ppm initial Cl by mass with respect to water, i.e., ten times its
abundance in CIs if the water:rock ratio is 1. These simulations resulted in a greater
proportion of Cl either in mineral assemblages (T ≤ 150◦C, as MgCl2·12H2O) or in
solution (T > 150◦C). The effects were most noticeable at W:R=10 since this extra
Cl is supplied as ices: under these conditions and below 150◦C, MgCl2·12H2O makes
up 25% of the solids by mass. Above 150◦C, the molar Cl:S ratio in solution reaches
values of ≈3. Unsurprisingly, adding more Cl had no effect on the chemical system at
W:R=0.1. Thus, an abundant initial supply of Cl in ices might result in Cl-dominated
oceans even in the absence of sulfide formation.
5.3.3 Fate of Antifreezes
The goal of this study is to determine the effects of water-rock interaction on the
fate of antifreezes and radionuclides. We first focus on the antifreezes listed in Table
12.
Volatile antifreezes (CH3OH, NH3, CH2O) in aqueous solution have the lowest
eutectic T (Table 12), to the exception of CH2O whose antifreeze capabilities are
hindered by its exothermic reactivity in water (polymerization) or with ammonia
to form (CH2)6N4 (Kargel, 1992). Our simulations of chemical equilibrium result in
neither CH3OH nor CH2O being present in solution in substantial amounts: their
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concentrations are always below 10−6 and 10−11 mol kg−1 H2O, respectively, even
under conditions for which oxidized and reduced C-solutes (carbonate and methane)
coexist. This is consistent with organic compounds being only metastable in the
C-H-O-N system: only kinetic barriers could prevent loss of primordial or synthesized
CH3OH and CH2O in aqueous solution (Shock, 1990). Kinetic aspects were not
considered in our simulations.
Conversely, NH3 is a stable equilibrium product in the C-H-O-N system (Shock,
1990). Thus, at equilibrium, NH3 can only be lost by conversion to inorganic forms:
oxidation to N2, exsolution as NH3 gas, and protonation to NH+4 possibly followed
by incorporation in NH4-bearing minerals and salts. The partitioning of N between
solid, aqueous, and gas phases is shown in Fig. 33, under the same physico-chemical
conditions leading to the mineral, solution, and gas compositions described above.
Generally, NH3 is at least partially conserved. Crucially however, the stable form
of N in the lowest-T (5◦C) fluid-chondritic systems simulated is often NH4-minerals,
especially at low W:R. Protonation to NH+4 commonly occurs, to a greater extent at
lower values of T , W:R, and (generally) pH, and to a lesser extent if the supply of Cl
is greater (assuming supply as ices; see above; data not shown). Unsurprisingly, N2
production depends on redox conditions. Although oxidation to N2 occurs only where
shown on Fig. 33, it is higher than shown (but not by much) at fO2 > FMQ and can
become zero for FMQ > log fO2 > FMQ-6. The lack of strong NH3 oxidation to N2 is
somewhat at odds with the analytical speciation calculations in the CH4-CO2-NH3-N2
system of Glein et al. (2008), for Enceladus’ ocean at similar N molalities and redox
conditions. A possible cause for this mismatch is that Glein et al. (2008) did not
account for NH+4 or other N aqueous and gas species, such as N2 gas. However, the
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persistence of NH3 together with CH4 is consistent with equilibrium conditions at
T < 300◦C and fO2 ' FMQ (Glein et al., 2009).
The antifreeze role of NH3 is complemented by that of salts. On Fig. 31, we have
indicated the freezing point of equilibrium solutions, should they cool below 273 K
and the brine antifreezes shown in Table 12 fully freeze out, sequentially, once their
binary eutectic T with H2O is reached. These calculations are approximative in two
ways: first, solutes may also be removed if supersaturated species precipitate, following
an equilibrium (rather than fractional) pathway, if freezing occurs more slowly than
speciation. This is likely the case for freezing driven by a decline in radiogenic heating
rates, which occurs over geological timescales (e.g. Desch et al., 2009; Castillo-Rogez
and McCord, 2010; Neveu et al., 2015a). In these calculations, equilibrium speciation
is ignored. Second, ternary and higher-order salt systems, which tend to have lower
eutectic T than binary salt-H2O systems, are not considered. Usually, eutectic T for
such systems are within a few K of the lower eutectic T of the constituting binary
systems (Kargel, 1992).
Because most solutions are rich in mildly oxidized S, we assumed sulfate salts
may be allowed to form. If so, while CaSO4 and Na2SO4 brine freezing at T ≈ 272
K would remove part of S solutes, there seems to be enough oxidized S in solution
to maintain liquid brine down to 211 K, the H2SO4-H2O eutectic point (Carlson
et al., 1999; Marion et al., 2005). This would require acidification of the solution
during partial freezing between 273 and 211 K. Assuming all the initial S goes into
solution and not accounting for H2O loss to mineral hydration, about 20% of the
initial liquid H2O remains at 211 K. Alternatively, N-dominated solutions can remain
partially liquid down to 176 K, the eutectic T of the NH3-H2O system (Croft et al.,
1988; Kargel, 1992; Leliwa-Kopystynski et al., 2002; Yatsenko and Chudotvortsev,
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Figure 33: Fate of N species
Equilibrium W:R are similar to initial values except for runs starting with ordinary
chondrite at W:R = 0.1, in which case equilibrium W:R ∼ 0.01. Equilibrium pH and
redox conditions (inset for each pie chart) are indicated in the key. “Other N (aq)"
primarily refers to metal:NH3 complexes.
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2002). This occurs only if there remains enough reduced N after freezing of NH4ClO4,
NH4HCO3, NH4Cl, NH4NO3, and (NH4)2SO4 brines. If the initial NH3 (2 mol% or
1.11 mol kg−1 H2O) is conserved, and neglecting mineral hydration, about 4% of the
initial liquid H2O remains at 176 K. In Fig. 31, some solutions are shown to remain
partially liquid down to 157 K, the CH3OH-H2O eutectic temperature (Miller and
Carpenter, 1964); in this case only a tiny fraction (< 10−8) of the initial liquid H2O
remains, given that the methanol molality must increase from < 10−6 mol kg−1 H2O
before any freezing occurs to 127 mol kg−1 H2O at the eutectic composition.
Thus, while water-rock interaction results in negligible CH3OH and CH2O abun-
dances at chemical equilibrium, NH3 tends to be a non-negligible N species in warm
and hot solutions (T ≥ 50◦C) where incorporation into NH4-bearing minerals is
prevented. Therefore, NH3 may be the prominent volatile antifreeze, provided that
as circulating fluids cool, kinetic barriers (such as low T or dilution to high W:R)
prevent its incorporation into minerals, or that water-rock interaction has ceased.
While water-rock reactions can partially consume some initial NH3, they also leach
S and other elements, whose precipitation as salts can lower the freezing point of
equilibrium solutions down to 211 K.
5.3.4 Fate of Radionuclides
The distribution of potassium K between feldspar, clays, and solutes is shown in
Fig. 34. At chemical equilibrium, K is either locked up in clays or leached. Leaching
seems favored at high pH and/or high W:R, with no obvious dependence on T , P ,
and redox conditions. The lack of constraints on pH in icy world oceans (Glein et al.,
2015), makes it difficult to robustly predict the extent to which the distribution of
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40K radionuclide could shift from that of rock to that of liquid or ice. However, hints
from observations or geophysical models that water-rock interaction occurred under a
variety of water:rock ratios, including values above 1 by mass, may be taken as an
indication that a substantial fraction of 40K may have been leached.
Contrasting strongly with K, only a tiny fraction of thorium Th (<0.01%) is
leached in all runs, and no Th-bearing solid species form aside from the thorianite
(ThO2) specified initially. (Admittedly, the thermodynamic database contained only a
few Th solids: Th, Th(NO3)4·5 H2O, Th(OH)4, Th(SO4)2, ThS, ThS2, Th2S3, Th7S12,
and ThCl4.) Thus, water-rock interaction does not seem to affect the distribution of
the radionuclide 232Th, which remains associated with rock.
At equilibrium, all uranium U is present either as the primary mineral UO2 or
as leached solutes (data not shown). U partitioning between UO2 and solutes seems
to depend solely on W:R and temperature: the fate of radionuclides 235U and 238U
hinges on these two geophysical parameters. At W:R=10, the fraction of dissolved U
is 100% for T ≥ 150◦C and 10-70% at lower T . At W:R=1, this fraction is 100% for
T ≥ 200◦C, 10-30% at 150◦C, and 1-5% at lower T . At W:R=0.1 (beyond the range
of applicability of the Debye-Hückel model), it is 100% if T ≥ 250◦C, ≈10% at 200◦C,
and negligible at lower T .
Th and U may be less likely present as pure ThO2 or UO2 than as trace impurities in
more abundant minerals. If so, their fate (preservation, dissolution, or hydration) may
be linked to that of the host mineral. The above results provide a useful indication of
their fate as isolated species, should they become concentrated, e.g., by fluid intrusions
in the host matrix.
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Figure 34: Fate of K
Equilibrium W:R are similar to initial values except for runs starting with ordinary
chondrite at W:R = 0.1, in which case equilibrium W:R ∼ 0.01. Equilibrium pH and
redox conditions (inset for each pie chart) are indicated in the key.
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5.4 Effects on Geophysical Evolution
5.4.1 Suggestions for Geophysical Models
The above results suggest that the effects of water-rock interaction on antifreezes
and radionuclides vary greatly between species. This is not surprising for antifreezes,
which are chemically diverse, but perhaps more so for radionuclides, which are
traditionally clumped by geophysical modelers as a single, total radiogenic heat source.
These results are intended to help modelers incorporate the feedbacks of water-rock
interaction on geophysical evolution (Fig. 28). To this end, we suggest the following
guidelines:
1. Antifreezes: Depending on initial fluid and rock compositions modeled, the
properties of pure water (such as phase diagram, viscosity, density, or heat
capacity) can be replaced by those of sulfate-bearing or water-ammonia fluid.
2. 40K: Of all antifreezes and radionuclides studies here, the behavior of 40K is
arguably the hardest to predict. We suggest simulating end-member cases of
total leaching (initial 40K all in liquid and ice) or no leaching at all (40K all in
rock).
3. 232Th always remains associated with rock, even if water-rock reactions proceed
to chemical equilibrium.
4. 235U and 238U: The behavior of these radionuclides hinges solely on temperature
and water:rock ratio, two common parameters in models of geophysical evolution.
Total or partial U leaching occurs if T and W:R exceed the thresholds specified
above.
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5.4.2 Implications for Exsolution-Driven Cryovolcanism
The compositional outcomes of our simulations can also be used to constrain
existing models and inform interpretations of ongoing icy world observations. For
example, there are hints in data recently returned by the Dawn and New Horizons
spacecrafts that fluids may have been cryovolcanically emplaced on the surfaces of
Ceres and Pluto, respectively. Fluids can reach the surface more easily if buoyant with
respect to the subsurface material (likely primarily water ice). Neveu et al. (2015b)
explored a mechanism, first suggested by Crawford and Stevenson (1988), to overcome
the negative buoyancy of liquid water in water ice. They assumed any liquid would
bear volatiles similar to those seen in comets and disks. Should pressurization of
the liquid reservoir trigger fluid ascent, decreasing confining pressures would drive
volatile exsolution, thereby increasing fluid buoyancy. Neveu et al. (2015b) found CO
to be the strongest driving volatile for this mechanism, followed by N2 and CH4. H2
would play a minor role due to its low assumed abundance, and NH3 would remain in
solution.
In contrast, the present simulations suggest that should water-rock reactions
proceed to equilibrium, primordial volatiles would be converted to CH4 (up to 9.4
mol% with respect to H2O) and H2 (up to 8.6 mol% w.r.t. H2O), with negligible CO
and N2. This may suggest that the ubiquitous N2 outgassed on Titan, Triton, and
Pluto, as well as the CO concentrated in the seemingly recently emplaced Tombaugh
Regio on Pluto, may both be of primordial origin with no (or kinetically-limited)
aqueous interaction with rock. Conversely, significant amounts of CH4 in Titan and
Pluto’s atmospheres and Enceladus’ plume are compatible with a hydrothermal origin
(Mousis et al., 2009), even though measurements of the atmospheric D/H ratio on Titan
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suggest otherwise (Glein et al., 2009). (Any H2 outgassed along with CH4 would escape
to space, preventing its atmospheric accumulation.) Similarly, low CO abundances on
Triton (0.1%) compared to comets (.20%; Mumma and Charnley, 2011), could be
due to CO consumption in water-rock reactions driven towards equilibrium (Shock
and McKinnon, 1993). Thus, our results do not preclude water-rock interaction from
having processed the initial volatile inventory of these worlds.
5.4.3 Application to Ceres
Ceres, currently being explored by the Dawn spacecraft, has a hydrated, rocky
surface that seems to be resulting from water-rock interaction (Lebofsky et al., 1981).
The identification of specific surface minerals, specifically those responsible for a
hydration band in the near-infrared (IR) at 3.05 µm, has been debated: brucite
Mg(OH)2, suggested by Milliken and Rivkin (2009), is now contested (Beck et al.,
2015). Absorption at 3.05 µm, together with a 0.4 µm cutoff, broad 1.2 µm band, and
broad reflectance near 9.5 µm, may also be partially contributed by the Fe-serpentine
cronstedtite (Rivkin et al., 2006; Milliken and Rivkin, 2009); though near-IR colors
suggest low surface coverage for this mineral (Carry et al., 2008). The 0.4 and 1.2 µm
features have also been attributed to magnetite Fe3O4 (Larson et al., 1979; Rivkin
et al., 2012). Previously, the 3.05 µm band had been attributed to NH4-phyllosilicates
such as saponites (King et al., 1992), but this interpretation was invalidated based
on poor matches with mid-IR spectra (5.5-14 µm) of Ceres (Cohen et al., 1998;
Rivkin et al., 2006; Milliken and Rivkin, 2009). However, Beck et al. (2015) revisited
this hypothesis, arguing that the spectral features of NH4-minerals had not been
studied under Ceres surface conditions. Recent data from Dawn’s visible and near-IR
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spectrometer seem indeed to suggest the presence of NH4 species after all (DeSanctis
et al., 2015). Additionally, strong evidence for carbonates arises from IR spectral
features near 3.3 µm, 3.8-4.0 µm, 6.5-7 µm, 9 µm, 10 µm, and 11.3 µm (Rivkin et al.,
2006; Milliken and Rivkin, 2009; Rivkin et al., 2012; Beck et al., 2015). Finally, a
contribution from dark organics is possible (Cohen et al., 1998; Vernazza et al., 2005;
Milliken and Rivkin, 2009; Rivkin et al., 2012). Endo- versus exogenic contributions
are unknown at this time. Presumably, minerals rarely observed in meteorites such as
carbonates, brucite, and NH4-phyllosilicates would be endogenic.
Our simulations suggest that alteration of CM-type material by either pure water
or N-bearing fluid, or alteration of ordinary chondrite material by N-bearing fluid, can
produce together saponite, cronstedtite, and magnetite, even though antigorite is the
prime phyllosilicate (Fig. 30). Short of thermodynamic data, NH4-saponite was absent
form our simulations; however these included NH4-muscovite, a reasonable proxy for
NH4-phyllosilicates. NH4-muscovite, cronstedtite, and magnetite occurred together
at T ≤ 50◦C, pH=7-10, and within 6 log units of the FMQ redox buffer (Fig. 30).
Such alteration could have taken place over a P range spanning Ceres’ interior from
near-surface to center, and water:rock ratios from <1 to 10. Water-rock interaction
under such conditions was likely prevalent over Ceres’ history (Neveu et al., 2015a,
view).
However, the simulations shown in Fig. 30 produced neither carbonate minerals
nor brucite. NH4HCO3 is made in one simulation at 300◦C and 2700 bar, well outside
the range for which its thermodynamic properties were derived (Appendix C, Table
23); therefore this result is not reliable. However, oxidized C species (bicarbonate
and carbonate, with some aqueous CO2) are often present in solution, as mentioned
above. Curiously, the abundance of oxidized C is somewhat sensitive to the pH
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initially specified: only starting pH values of 9 and above result in oxidized C making
up >10% of the solutes, largely as bicarbonate and carbonate. This dependence on
input pH may be due to simulated fluid-rock interactions being slightly dependent on
initial solution speciation as a function of input pH and pe, making our calculations
path-dependent in this regard.
As Zolotov (2014) pointed out, any pathway to brucite production must include
a sink for the excess Si and Fe. A few runs starting with pure water at pH ≥ 12
produced solid assemblages of roughly 40% brucite, 40% magnetite, 10% olivines and
pyroxenes, and 10% other minerals (Fig. 29), in equilibrium with silica-rich solutions.
However, high silica concentrations yielded ionic strengths of ∼10, far above the
validity threshold of the aqueous model.
Tochilinite, 6 Fe0.9S · 5 (Mg,Fe)(OH)2, was suggested by McSween and the Dawn
Science Team (2015) as another possible source for the 3.05 µm absorption, on the
basis of its near-IR spectrum being similar to that of brucite. Synthetic tochilinite,
at room temperature, absorbs at 2.7 and 2.8 µm and has a broad absorption feature
around 6.5 µm (Moroz et al., 1997). Though Ceres displays a similar 6.5 µm feature,
it is unclear whether the 2.7-2.8 µm absorption can be shifted to 3.05 µm at Ceres
surface conditions. We did not explicitly include tochilinite in our simulations short
of thermodynamic data, but instead resorted to an ideal mixture of brucite and
troilite (FeS) for the initial CM composition (Browning and Bourcier, 1996, see also
Table 15). [The molar volume of tochilinite at 298.15 K is 270.29 cm3 mol−1 for a
hydroxide layer content of 29 mol% Fe (Mincryst database; Chichagov et al., 2001).
At a minimum, one would need to also measure its enthalpy of formation at 298.15 K
and 1 bar by drop calorimetry, and its heat capacity from near 0 K to ≥298.15 K by
cryogenic calorimetry (Anderson, 2005). Gooding and Zolensky (1987) attempted to
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measure its heat capacity above 298.15 K. From their differential scanning calorimetry
measurements, we derive a heat capacity Cp(T ) = a + b T + c/T 2 with a = 9425 J
mol−1 K−1, b = −11.687 J mol−1 K−2, and c = −1.264× 108 J mol−1 K, for 328 K
< T < 658 K.]
Out of 61152 simulations, 159 come closest to reproducing current best estimates of
Ceres’ surface mineralogy: they produce together antigorite or cronstedtite, magnetite,
NH4-clay, and >10% of C solutes as carbonate or bicarbonate. While Ceres’ surface
minerals need not have been produced together (Zolotov, 2014), these simulations
suggest that they could have if alteration took place at T < 100◦C, equilibrium pH
≥ 11, equilibrium fO2 0.5 to 3.5 log units above the FMQ buffer, and with W:R≤1
although a few of these simulations were run for W:R=10. We note that all simulations
in this subset resulted in equilibrium ionic strengths above 2, beyond the range of
applicability of the extended Debye-Hückel equations (ionic strengths ≤0.1) used in
the model. In these runs, 0 to 90% of the initial NH3 remains in solution, the rest being
converted to NH4 solutes and minerals. Equilibrium solutions, assuming fractional
freezing and neglecting methanol, would freeze at 176 K if there is any NH3 left, or 211
K (the H2SO4-H2O eutectic temperature) otherwise. 40K radionuclides would seldom
be leached, and 232Th, 235U, and 238U would not. Crucially, most of these “Ceres-like"
simulations start out with CM-like material: only four do not. This suggests that
Ceres could have formed from chondritic planetesimals after they had undergone
aqueous alteration, as postulated by Zolotov (2009). If so, Ceres would have had to
accrete late enough for aqueous alteration to take place on planetesimals (i.e., several
Myr to tens of Myr after planetesimal formation). A late-accretion scenario may be
consistent with Ceres having formed further out compared to its current a ≈ 2.8 AU
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orbit (Kenyon et al., 2008), perhaps in the Kuiper belt forming region, as suggested
by McKinnon (2008, 2012).
5.5 Conclusions
Prompted by widespread evidence for water-rock interaction on icy worlds, we
have investigated through equilibrium geochemical simulations how such interaction
can affect antifreezes and radionuclides, which in some instances may allow liquid
water in the first place. We have found that water-rock interaction can strongly alter
the nature and amount of antifreeze in fluids, resulting in solutions rich in reduced N,
mildly oxidized S, and (sometimes) reduced C that can remain partially liquid down to
around 211 K or even 176 K, the respective eutectic temperatures of the H2SO4-H2O
and NH3-H2O systems. If any gas is produced, its composition is dominated by CH4
and H2. Equilibrium mineral assemblages are rich in serpentine and saponite clays.
They retain 232Th and, at low temperatures and water:rock ratios, 235U and 238U
radionuclides. The radionuclide 40K can be leached at high pH and/or high W:R. We
recommend the inclusion of these effects in future models of the geophysical evolution
of ocean-bearing icy worlds.
Applied to Ceres, these geochemical simulations suggest that if the hydrated min-
erals on Ceres’ surface are NH4-phyllosilicates, they may result from low-T alteration
of chondritic material by N-bearing fluids. Although Ceres’ surface species need
not have formed together, a subset of our simulations (mostly starting with CM-like
chondritic material) can produce them under single sets of physicochemical conditions
(T < 100◦C; pH ≥11; FMQ + 0.5 < log fO2 < FMQ + 3.5; W:R generally ≤1;
independently of P ).
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Chapter 6
PREREQUISITES FOR EXPLOSIVE CRYOVOLCANISM ON DWARF
PLANET-CLASS KUIPER BELT OBJECTS
In the previous two chapters, I characterized hydrothermal feedbacks between
geophysical and geochemical processes in dwarf planet evolution. As these processes
presumably take place deep in the interiors of icy worlds, any evidence for their
occurrence requires a mechanism to transport material from subsurface hydrothermal
systems to the surface where this evidence can be observed. As mentioned in Chapter
1 and detailed in Chapter 4 and 5 and below, many icy worlds in the solar system do
display not only surface expressions of deep hydrothermal processes, but also evidence
that the transport mechanism may, at least in part, involve aqueous volcanic activity,
or cryovolcanism.
In this chapter, I investigate physical and chemical mechanisms that might drive
explosive cryovolcanism on dwarf planets, with particular focus on the Pluto-Charon
couple. This chapter was published in Icarus with co-authors Steve Desch, Everett
Shock, and Chris Glein (Neveu et al., 2015b) before images of Pluto-Charon and Ceres
were returned by New Horizons and Dawn, respectively. Therefore, it is interesting
to ponder these results in light of evidence of recent, localized, possibly cryovolcanic
activity on all three of these worlds (Fig. 2 and Chapter 8), even though this activity
does not seem to be explosive. A brief summary of the paper is given below, followed
by the paper text.
Explosive extrusion of cold material from the interior of icy bodies, or cryovolcanism,
has been observed on Enceladus and, perhaps, Europa, Triton, and Ceres. It may
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explain the observed evidence for a young surface on Charon (Pluto’s surface is masked
by frosts). Here, we evaluate prerequisites for cryovolcanism on dwarf planet-class
Kuiper belt objects (KBOs). We first review the likely spatial and temporal extent
of subsurface liquid, proposed mechanisms to overcome the negative buoyancy of
liquid water in ice, and the volatile inventory of KBOs. We then present a new
geochemical equilibrium model for volatile exsolution and its ability to drive upward
crack propagation. This novel approach bridges geophysics and geochemistry, and
extends geochemical modeling to the seldom-explored realm of liquid water at subzero
temperatures. We show that carbon monoxide (CO) is a key volatile for gas-driven
fluid ascent; whereas CO2 and sulfur gases only play a minor role. N2, CH4, and H2
exsolution may also drive explosive cryovolcanism if hydrothermal activity produces
these species in large amounts (a few percent with respect to water). Another
important control on crack propagation is the internal structure: a hydrated core
makes explosive cryovolcanism easier, but an undifferentiated crust does not. We
briefly discuss other controls on ascent such as fluid freezing on crack walls, and outline
theoretical advances necessary to better understand cryovolcanic processes. Finally,
we make testable predictions for the 2015 New Horizons flyby of the Pluto-Charon
system.
6.1 Introduction
Cryovolcanism is “the eruption of liquid or vapor phases (with or without entrained
solids) of water or other volatiles that would be frozen solid at the normal temperature
of the icy satellite’s surface” (Geissler, 2000). It is a clear marker of extant geological
activity, and planetary bodies that show evidence for or suggestive of cryovolcanism,
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such as Europa, Titan, Enceladus, and Triton are the foci of many planetary science
and astrobiology investigations. Cryovolcanism could occur by either effusive or
explosive processes (e.g. Fagents, 2003). Evidence for past or recent effusive activity
has remained inconclusive, because of the difficulty to distinguish cryovolcanic from
diapiric surface morphologies (Fagents, 2003; Lopes et al., 2007). Gas-driven activity,
on the other hand, has been unmistakably identified in the form of plumes on Triton,
Enceladus, and perhaps Europa and Ceres (Kirk et al., 1995; Porco et al., 2006; Roth
et al., 2014; Küppers et al., 2014). The upcoming flyby of the Pluto-Charon system
by the New Horizons spacecraft brings a new opportunity to look for plumes on Pluto
and Charon that would imply extensive geophysical and geochemical activity on these
icy dwarf planets. The scope of this chapter is to evaluate the likelihood of extant
cryovolcanism on dwarf planet-class Kuiper belt objects (KBOs) from our current
knowledge of explosive cryovolcanic processes, the volatile inventory in the Kuiper
belt, and the thermal evolution of KBOs. To this end, we use a novel approach that
couples geophysics and geochemistry, and extends predictive geochemical modeling to
the domain of liquid water at subzero temperatures. We begin in this introduction by
briefly reviewing evidence for explosive cryovolcanism in the outer solar system. In the
following section, we review previous theoretical results on gas-driven cryovolcanism,
as well as current knowledge of the volatile inventory of KBOs. Building on these
results, we then present a new geochemical model for gas exsolution to drive the
propagation of fluid-filled cracks to the surface. Next, we discuss other controls on
fluid ascent, such as the presence of a primordial ice-rock crust or fluid freezing in
the cracks. We conclude by making predictions on the possibility of cryovolcanism on
Pluto, Charon, and KBOs of similar size.
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6.1.1 Explosive Volcanism and Outgassing
Outgassing of volatiles by a planetary body may occur by sublimation of ices close
to the surface, as this surface is heated by a source external to the body, such as the
Sun or an impact. Alternatively, the volatiles may originate much deeper inside the
body, and the cause of their outgassing be rooted in endogenic heating processes. Here,
we call the former phenomenon “sublimation" and the latter “explosive cryovolcanism",
and we use “outgassing" as a generic term. These processes can all result in observable
plumes, and only more detailed analyses (e.g. of their chemical composition or thermal
emission) can conclusively determine the cause of outgassing.
For KBOs, the semantics are complicated because two communities have investi-
gated their origins, evolution, and present state. The “large icy satellites" community
sees KBOs as mini-worlds with possible geophysical evolution over geological timescales;
their viewpoint applies to bodies large enough to be differentiated, with little porosity,
and which may have sustained subsurface liquid water. Such bodies may have enough
endogenic energy to drive explosive cryovolcanism as understood in the viewpoint
of icy satellites (Crawford and Stevenson, 1988; Fagents, 2003; Hansen et al., 2006),
although sublimation may also occur. On the other hand, the “small primitive bodies"
community sees the Kuiper belt as a reservoir of comet nuclei that have undergone
little or no evolution since their formation; their viewpoint applies to smaller (<100
km), undifferentiated bodies, with significant porosity, and no liquid. For these bodies,
as for comets, surface manifestations of outgassing are necessarily due to sublimation,
except perhaps early in their history (De Sanctis et al., 2001; Choi et al., 2002). Here,
we focus on KBOs for which the “large icy satellite" viewpoint applies. These may be
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referred to as dwarf planet-class KBOs; we call them KBOs for short in the rest of
this chapter.
6.1.2 Evidence for Cryovolcanism in the Outer Solar System
Extant outgassing has been so far conclusively observed in the form of N2 gas
plumes on Triton, assumed to be a KBO captured by Neptune (Smith et al., 1989;
Soderblom et al., 1990; Kirk et al., 1995) and H2O plumes on Enceladus (Hansen
et al., 2006; Porco et al., 2006; Matson et al., 2007; Postberg et al., 2009; Waite et al.,
2009). An observation of plumes on Europa has also been recently reported (Roth
et al., 2014), as well as water emission from Ceres localized in space and time (Küppers
et al., 2014). For Triton, although both exogenic and endogenic sources have been
suggested to drive the N2 eruptions, the N2 may originate in a layer close to the surface
(Brown et al., 1990; Ingersoll and Tryka, 1990), but may nonetheless reveal a regime of
convection in Triton’s icy mantle (Duxbury and Brown, 1997). Triton also experienced
an early phase of heating by tidal dissipation during its capture by Neptune (Shock and
McKinnon, 1993). On Enceladus, the cryovolcanic interpretation is favored because
the plume ejects species such as NaCl and silica; this suggests that the source of the
plume contains material leached from Enceladus’ rocky core (Postberg et al., 2009,
Hsu et al., in preparation, Sekine et al., in preparation). Moreover, the plume activity
is synchronized to Enceladus’ orbit, with a surge when Enceladus is farthest from
Saturn such that South Pole fractures experience tensile tidal stresses (Hedman et al.,
2013). Cassini observations of Titan suggest that it too is undergoing cryovolcanism,
although this remains uncertain (Sotin et al., 2005; Nelson et al., 2009); cryovolcanism
could explain the presence of argon-40 and methane in Titan’s atmosphere (Tobie
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et al., 2006). Recently, ground-based observations of an aurora near the south pole of
Europa have strongly suggested that it too is experiencing explosive cryovolcanism
(Roth et al., 2014). As for Enceladus, plume activity occurs when Europa is farthest
from Jupiter, and seems to depend on tidal stresses (Roth et al., 2014). The radii
(250 to 2575 km) and densities of these moons (1.6 to 3.0 g cm−3) bracket those of
the Kuiper Belt Objects (KBOs) Pluto and Charon [1150 and 600 km; 2.0 and 1.6 g
cm3; Buie et al. (2006)]. This suggests bulk compositions, internal structures, and
thermal histories similar to those of the icy satellites, with the notable exception that
Pluto and Charon may have experienced little or no tidal heating.
Several observations of KBO surfaces are suggestive of recent cryovolcanic eruptions,
whether effusive or explosive. First, short-lived ammonia hydrates have been detected
on the surfaces of Charon and, likely, Orcus (Brown and Calvin, 2000; Cook et al.,
2007; Merlin et al., 2010; Delsanti et al., 2010). These compounds should be destroyed
by solar ultraviolet radiation and galactic cosmic rays on timescales shorter than 1
to 50 Myr (Jewitt and Luu, 2004; Cook et al., 2007), and no mechanism other than
recent localized resurfacing by cryovolcanism has conclusively explained their presence
on Charon’s surface (Jewitt and Luu, 2004; Cook et al., 2007; McKinnon et al., 2008;
Desch et al., 2009; Brown, 2012). The presence of abundant crystalline ice has also
been suggested as evidence for resurfacing, because it too should be amorphized on
short timescales; however, its presence on KBOs much too small to be geologically
active (Brown, 2012) suggests that another process must be at play, such as annealing
of amorphous ice by dust impacts (Porter et al., 2010). More generally, cryovolcanism
has been invoked to explain the observation of volatile ices other than water (mainly
N2, CH4, CH3OH, and NH3) on KBO surfaces [see recent reviews by McKinnon et al.
(2008) and Brown (2012)].
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Evidence and mechanisms for effusive volcanism have previously been investi-
gated. For example, Fagents (2003) reviewed a dozen studies that proposed past
effusive cryovolcanism to explain morphologies on satellites of Jupiter (Europa and
Ganymede), Saturn (Enceladus, Dione, Tethys, and Iapetus), and Uranus (Miranda
and Ariel). These morphologies include “smooth and/or sparsely cratered surfaces,
infilled craters and graben, domes, lobate features, ridges, caldera-like features, and
low-albedo surfaces" (Fagents, 2003). Recently, similar morphologies have been studied
on Titan using Cassini radar and infrared imagery (Lopes et al., 2007; Wall et al.,
2009; Le Corre et al., 2009; Soderblom et al., 2009). To assess the possible cryovolcanic
origin of these observed morphologies, laboratory experiments and modeling studies
have investigated the rheological properties of cryolavas of water-volatile compositions
(Schenk, 1991; Kargel et al., 1991; Zhong et al., 2009). Similar effusive morphologies
may certainly also occur on KBOs and may well be observed by New Horizons at Pluto
and Charon. However, as for the icy satellites, it is unlikely that a clear distinction
between a cryovolcanic versus diapiric origin of such features will be made. Therefore,
for the remainder of this chapter, we focus exclusively on predicting the likelihood of
explosive cryovolcanism on KBOs, which results in outgassing plumes that should be
unambiguously detected by New Horizons if presently occurring on Pluto or Charon.
6.2 Ingredients for Explosive Cryovolcanism
6.2.1 Liquid Persistence
Extant explosive cryovolcanism requires the persistence of fluid to the present day,
either as a subsurface ocean layer, as a localized pocket of liquid in the icy mantle
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(Fagents, 2003; Schmidt et al., 2011), or as volatile molecules trapped in clathrate
hydrates which may outgas upon heating. Liquid persistence depends strongly on
body size and melting point depression by antifreezes (McKinnon et al., 2008; Desch
et al., 2009).
Larger bodies have a lower surface area:volume ratio, which scales as the inverse
of the radius of the body. Because radiogenic heat production scales with volume
and heat transport fluxes scale with surface area, larger bodies evacuate heat less
effectively. Therefore, their internal temperatures are higher and they are better able
to maintain liquid.
Antifreezes are dissolved volatile or salt impurities that prevent water molecules
from getting organized in a solid phase. Volatile antifreezes of relevance to icy
bodies are ammonia NH3 and methanol CH3OH, two abundant compounds in comets
(Mumma and Charnley, 2011, and references therein) that were likely accreted by
Kuiper belt objects. The eutectic point of a water-ammonia mixture at 1 bar is
depressed to about 176 K (Croft et al., 1988) and that of a water-methanol mixture
is about 157 K (Miller and Carpenter, 1964). Relevant salt antifreezes are chlorides,
carbonates, and especially sulfates (Kargel, 1991). These salts are components of
chondrites (Kargel, 1991), the primitive rocky material likely accreted by KBOs, but
they could also be leached from interactions between rock and liquid water.
The persistence of a liquid water layer for several Gyr, possibly to the present day,
is a common outcome of geophysical evolution models of Pluto (Robuchon and Nimmo,
2011), Charon (Desch et al., 2009), and KBOs of similar dwarf-planet size. Pluto-sized
bodies are more likely to retain liquid (even pure water at 273 K) in the absence of
heat transfer by solid-state convection in the overlying ice shell, which transports heat
outward more effectively than conduction (Robuchon and Nimmo, 2011). Smaller,
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Charon-sized bodies retain a liquid layer only if water contains dissolved antifreezes,
or if an insulating undifferentiated crust mitigates heat loss over geologic time (Desch
et al., 2009). Undifferentiated ice-rock crusts are insulating because the thermal
conductivity of hydrated or chondritic rock, 0.5 to 2.5 W m−1 K−1 (Yomogida and
Matsui, 1983; Clauser and Huenges, 1995; Opeil et al., 2010) is much lower than that
of crystalline ice, 5.67 (100 K / T ) W m−1 K−1 (Klinger, 1980). Such crusts are
unstable gravitationally, but should not overturn over the age of the solar system due
to the frigid temperatures and resulting high viscosity of ice near the surface of KBOs
(Rubin et al., 2014).
Therefore, the existence of subsurface liquid in KBOs for most of the age of the
solar system, and possibly until the present day, is well motivated. If (a) heat transfer
through ice shells is conductive rather than convective, (b) antifreezes are concentrated
in water, and (c) Charon-sized KBOs retained crusts, the total amount of liquid water
retained collectively by KBOs today may equal that of Earth’s oceans (Desch et al.,
2009).
6.2.2 Bringing Cryolavas to the Surface
6.2.2.1 Pressurization and Crack Opening
Cryovolcanism requires liquid to be lifted to the surface by overpressurization.
This can be accomplished by freezing a small volume of water, raising the pressure
in the remaining liquid. Freezing occurs because Pluto and Charon-sized KBOs cool
after about 2 Gyr, when energy becomes transported to the surface and radiated to
space faster than it is generated by long-lived radionuclides in the core (Desch et al.,
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2009; Robuchon and Nimmo, 2011). The overpressure ∆P generated by freezing a
volume of liquid water is given by (Fagents, 2003):
∆P =
f
βw(1− f)
(
ρw
ρi
− 1
)
(6.1)
where βw = −(1/V )(∂V/∂P )T is the isothermal compressibility of water and f the
fraction of water that freezes. This phenomenon causes the ice spikes one can sometimes
see in ice cube trays in kitchen freezers. A large fluid-ice density contrast yields a
higher overpressure, which is highest for pure liquid water freezing as pure ice, but
becomes negligible for a eutectic mixture of H2O-NH3 freezing to ammonia dihydrate
ice of similar density (Desch et al., 2009).
Equation (6.1) assumes a fixed volume of water. In reality, water exerts pressure
on the walls of its container. In a global sense, water can raise the height of the
ice shell. In a local sense, ice on the pocket walls can be compressed. Ice Ih at low
pressure has a compressibility βi = 1.3× 10−10 Pa−1, not too different from that of
liquid water (βw = 5× 10−10 Pa−1). Therefore, ice will also move or be compressed to
some extent to accommodate the volume change due to freezing, and the overpressure
in liquid water will not be quite as high as given by equation (6.1).
Regardless of this caveat, pressurization due to freezing is potent. Freezing just
1% of the ice overpressurizes a water pocket by ∆P = 2.0× 106 Pa. At the top of a
liquid water pocket, the overpressure (above the pressure of surrounding ice) is:
dP = ∆P − (ρw − ρi)g(h− z) (6.2)
where g is the gravitational acceleration (assumed constant), z the depth of the top
of the pocket, and h the depth of the base of the pocket. Even for at the surface (z
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= 0), the overpressure is dP = ∆P − (ρw − ρi)gh = 2.0 × 106 Pa −1.2 × 106 Pa =
0.8× 106 Pa. This aids in the opening of cracks.
6.2.2.2 Crack Propagation
Once a crack is open, can it keep propagating? Crawford and Stevenson (1988)
investigated analytically a possible propagation mechanism using linear elastic fracture
mechanics theory. If the normal stress intensity KI in Pa m1/2 exceeds a critical value
KIc, the fracture toughness of the material, the crack propagates. In water ice, KIc =
0.10 to 0.12 MPa m1/2 (Liu and Miller, 1979; Andrews, 1985; Bentley et al., 1989).
KI is given by:
KI =
√
pi l [∆P − 2 g (ρw − ρi) l/pi] (6.3)
where the stress intensity decreases with crack length l due to the positive liquid-ice
density contrast (ρw − ρi) for water. Cracks propagate upward through the ice shell
if either external stresses T overcome both the negative buoyancy and the fracture
toughness of the ice: T > 2g(ρw − ρi)l/pi + KIc/
√
pil, or if the cryovolcanic fluid is
sufficiently less dense than ice (ρw < ρi) that KI > KIc.
External stress can originate from tides, as on Europa or Enceladus. Overpressures
from freezing also generate stress. From our analysis above, T = dP of order 106
Pa (for f=1%), is sufficient to drive a crack with length l > 60 km. Therefore,
pressurization alone can initiate kilometer-sized cracks during freezing of either the
entire ocean (Manga and Wang, 2007) or, more easily, water pockets in the ice (Fagents,
2003).
Propagation can occur by positive buoyancy if cracks ascend through a shell denser
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than pure liquid water. Such a shell can be a clathrate-containing or CO2 (“dry ice")
icy mantle (Lunine and Stevenson, 1985; Crawford and Stevenson, 1988), or even
an undifferentiated ice-rock crust (Desch et al., 2009). Positive buoyancy can also
occur if the fluid is not pure water, but rather an aqueous solution of volatile species
that can decrease fluid density by exsolving during ascent, due to the decreasing
confining pressure (Crawford and Stevenson, 1988; Matson et al., 2012). Whether
volatile exsolution occurs depends on the volatile composition of cryolavas and on the
solubility of these volatiles in water at the temperatures and pressures relevant to
KBOs. We focus on these aspects in the following sections.
6.2.3 Volatile Inventory of KBOs
Volatiles are better retained by large bodies (higher gravities) that are distant
from the Sun (cold). Dynamical models predict that KBOs formed between 15 and 30
AU away from the Sun (Levison et al., 2008; McKinnon et al., 2008); a simple energy
balance calculation reveals that this corresponds to temperatures between 45 and
65 K. Direct comparison between these temperatures and equilibrium condensation
temperatures in the solar nebula (Lodders, 2003) to determine which volatiles were
accreted is tricky, because the condensation chemistry was likely governed by kinetic
processes. In Table 19, the condensation temperatures are provided only for the
species that should have condensed under equilibrium. Condensation of the other
species in Table 19 was likely kinetically allowed, because they are observed today
in comets that should have undergone little endogenic processing, as well as in
extrasolar disks. McKinnon et al. (2008) cautioned that any direct extrapolation from
present-day comets to volatiles accreted by KBOs overlooks evolutionary effects on
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cometary volatile-to-water ratios (e.g., Shock and McKinnon, 1993). Interstellar cloud
abundances and direct observation of inner extrasolar disk compositions are also biased,
because the bulk compositions of extrasolar systems may be widely different from
that of the solar system (Young et al., 2014). However, Table 19 reports abundances
of CO, H2O, HCN, and C2H6 from a variety of observations of comets (Mumma and
Charnley, 2011) that are of same order of magnitude as those observed in extrasolar
disks (Maret et al., 2006; Carr and Najita, 2008), although the CO2 abundances
differ significantly. The general consistency between these values provides guidance to
estimate primordial volatile abundances in the solar system. Species too volatile to
condense at 45 to 65 K, such as primordial Ar, were presumably initially trapped in
amorphous ice or as clathrate hydrates. Spectroscopic observations have not revealed
any compositional gradient across the inner regions of the Kuiper belt today up to
50 AU (McKinnon et al., 2008), which suggests that significant shuffling of the KBO
orbits occurred. Extensive orbital migration is also suggested by dynamical models
(Levison et al., 2008).
Early heating on cold bodies may have sublimated the most volatile species,
which would have recondensed closer to the surface at colder regions, resulting in a
redistribution of volatiles with depth and stratification (Choi et al., 2002; McKinnon,
2002; Prialnik et al., 2008). Past outgassing would have partially depleted the smaller
KBOs in volatiles (Choi et al., 2002). However, most volatiles should have been
retained in dwarf planets such as Pluto and Charon (McKinnon et al., 2008): H2 may
have been lost (but later produced in water-rock reactions), but N2 and CH4 are seen
today in the atmospheres of Pluto and Triton (Buratti et al., 1999; Sicardy et al.,
2003), and comets of much smaller size than KBOs have retained CO today in large
quantities (Mumma and Charnley, 2011). Subsequent softening or melting of ice due
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Table 19: Condensation temperatures and typical cometary and disk abundances of
volatiles
Bulk abundance Ai (mol/mol, % w.r.t. H2O)
Condensation Primordial Endogenic Canonical model
Volatile species Formula Temperature (K)a Cometsb Disk
O Water ice H2O 121 to 182 100 100
C Carbon monoxide CO 0.4-30 50-100 c 20
Carbon dioxide CO2 2-30 0.002-0.26 c 10
Methane CH4 78 (hydrate), 41 (pure) 0.4-1.6 Some? 1
Ethane C2H6 0.01-2 0.008-0.016 c
Methanol CH3OH 0.2-7 3
Formaldehyde H2CO 0.1-1
Formic acid HCOOH 0.06-0.14
N Molecular nitrogen N2 58 (hydrate) Some? 1
Ammonia NH3 131 (hydrate) 0.2-1.4 7-14.5 a,d 1
Isocyanic acid HNCO 0.02-0.1
Hydrogen cyanide HCN 0.01-0.05 0.13-0.26 c
S Hydrogen sulfide H2S 0.12-1.4 Some? 0.5
Carbonyl sulfide OCS 0.1-0.4
Sulfur dioxide SO2 0.002 Some? 0.002
H Molecular hydrogen H2 Most 0.001
Ar Argon Ar 48 (clathrate hydrate) 1? e,f 0.1
Abundances were determined by molecular spectroscopy, which explains why abun-
dances of diatomic molecules and noble gases have not been measured. After aLodders
(2003), bMumma and Charnley (2011, and references therein), cCarr and Najita (2008),
dMaret et al. (2006), eStern et al. (2000), fBockelee-Morvan et al. (2003). The values
from Lodders (2003) represent equilibrium at 10−4 bar, but the condensation chemistry
of ices was likely governed by kinetic effects.
to heating by short- and long-lived radionuclides, tidal interactions, differentiation,
crystallization of amorphous ice, or exothermic water-rock reactions would have further
processed this volatile inventory, potentially concentrating volatile impurities into the
aqueous melt (McKinnon et al., 2008). Thus, the icy mantle may be purer water than
the liquid layer, whose dissolved volatiles and salts would act as antifreezes to preserve
liquid on geological time scales (Desch et al., 2009; Robuchon and Nimmo, 2011). If
not dissolved, volatiles could have escaped or could still be outgassing today even on
Charon-sized bodies (Choi et al., 2002); this is the process that we investigate in this
chapter. We review in further detail the current knowledge of primordial abundances
and fate of volatile species below.
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6.2.3.1 Carbon Species
Carbon in the protoplanetary disk should have been in the form of CO, CO2,
CH3OH, and CH4, as well as condensed in refractory C-rich organics. Refractory
organics could have taken up to 80% of the total carbon, as suggested by measurements
on cometary particles both in-situ at Halley (Fomenkova, 2000) and returned from
Wild-2 by the Stardust mission (Sandford et al., 2006), as well as by observations of
the dark surface of Phoebe, a likely captured KBO (McKinnon, 2002; Castillo-Rogez
et al., 2012, and references therein), and by models of the chemical evolution of
protoplanetary disks (Kress et al., 2010). This material could make up to 25% of the
mass of KBOs (McKinnon et al., 2008).
Of the remaining 20% of the gas-phase C, the values in Table 19 suggest that up
to 50-80% was CO (not in equilibrium) at low temperature past Saturn. If much CO
and CO2 were accreted, less oxygen would have been available to form H2O, yielding
denser bodies in regions where rock and ice condensed, but not CO. Conversely, if
most of the carbon accreted was refractory, then the initial ice/rock ratio should have
been higher than today, implying loss of ices (McKinnon, 2002). CO abundances
are observed to be around 20% in comets (Mumma and Charnley, 2011), but only
0.1% on Triton’s surface (McKinnon et al., 2008). CO depletion could be due to its
consumption in hydrothermal processes (Shock and McKinnon, 1993). CO2 is absent
in KBO spectra; however, it has been observed on the surface of Triton (McKinnon
et al., 2008).
Methanol CH3OH has been suggested to be in pristine material in planetesimals; it
should have been accreted at one to several percent with respect to H2O on Centaurs
(Cruikshank et al., 1998) and KBOs (Barucci et al., 2008). Its irradiation products
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would explain the red colors of both classes of objects (Brown, 2012). However,
surface methanol could also be exogenic, resulting from the ultraviolet photolysis of
carbon-bearing ices (Castillo-Rogez et al., 2012, and references therein). Methanol
is an antifreeze, depressing the melting point of water down to 157 K (Miller and
Carpenter, 1964) at 1 bar, or slightly lower temperatures if other antifreezes are
present as well (Kargel, 1992).
Finally, methane has been observed on the surfaces of the largest KBOs (Pluto,
Quaoar, Eris, Sedna, and Makemake) and Triton (McKinnon et al., 2008). Methane
can be produced in water-rock reactions; this process was investigated for Enceladus
(Glein et al., 2008). Ethane ice, resulting from the radiative processing of methane,
has been observed on Makemake, and perhaps on Orcus and Quaoar (Brown, 2012).
Methane could also be the product of hydrothermal alteration of refractory organic
matter in heated rocky cores, possibly with a high D/H ratio (Glein et al., 2009).
6.2.3.2 Nitrogen Species
The dominant nitrogen volatiles accreted are ammonia (NH3) and N2, and nitrogen
was likely also accreted in condensed carbonaceous matter (McKinnon et al., 2008);
although which of these three forms dominates is unknown. The previously mentioned
analyses of cometary particles revealed C:N ratios of 5 to 50 (Fomenkova, 2000;
Sandford et al., 2006). These ratios translate to 0.5 to 5% of the total KBO mass
consisting of nitrogen in the form of refractory organics.
NH3 could have been accreted at one to several percent with respect to H2O on
Centaurs (Cruikshank et al., 1998) and KBOs (Barucci et al., 2008), perhaps as high
as 14.5% assuming all N condensed into NH3 (Lodders, 2003). These estimates are
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in agreement with observations of extrasolar disks (Maret et al., 2006), although in
solar system comets, the ratio NH3/H2O is less than 2% (Mumma and Charnley,
2011). NH3 has been observed on Orcus (de Bergh et al., 2005; Barucci et al., 2008;
Carry et al., 2011) and Charon (Brown and Calvin, 2000; Dumas et al., 2001; Cook
et al., 2007; Merlin et al., 2010) in amounts relative to water similar to comets. These
measurements used the absorption band of ammonia hydrate ices at 2.2 µm. Because
this signature is easily masked by the presence of methane, ammonia may be present
on other KBOs that display the spectral signature of methane, such as Pluto, Quaoar
(Jewitt and Luu, 2004), and Makemake. A similar ammonia-to-water ratio has also
been measured in the plume of Enceladus (Waite et al., 2009), and flows of cryolava
with this ratio would display morphologies comparable to those observed on Miranda
and Ariel (Thomas et al., 1987; Schenk, 1991); ammonia may have been observed
on Miranda (Bauer et al., 2002). Like methanol, ammonia is also an antifreeze and
depresses the melting point of water down to 176 K (Leliwa-Kopystynski et al., 2002).
N2 lacks an electric dipole, therefore its spectral signature is hard to detect and
hampers the quantification of its abundance. It is also difficult to distinguish N2 from
CO by mass spectrometry. Bockelee-Morvan et al. (2003) reported upper limits on
reliable N2 measurements of < 0.2% in comets. N2 ice is a major surface component on
Pluto and Triton, and contributes substantially to their tenuous, seasonal atmosphere.
N2 has also been observed on Sedna and perhaps Eris (McKinnon et al., 2008). N2
could also be generated by hydrothermal processes on icy bodies (Glein et al., 2008;
Mousis et al., 2009). Here, we assume that roughly half of the N accreted by KBOs
was in the form of N2, so that AN2 ≈ ANH3 in Table 19.
The sources and abundances of N in the solar nebula, and the extent to which N
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compounds may have been accreted by outer solar system bodies, have been reviewed
in further detail by Desch et al. (2009).
6.2.3.3 Sulfur Species, Hydrogen, and Noble Gases
Sulfur volatiles of relevance are H2S and SO2; both have been observed in comets
in small amounts with respect to water (Table 19). Hydrothermal processing of
sulfur-bearing minerals also generates these gases. Crawford and Stevenson (1988)
pointed out that SO2 may not concentrate in the aqueous melt, because it is readily
trapped in the ice as a clathrate hydrate. SO2 can also react with water to form
sulfurous acid and sulfite species.
It is difficult to envision how dwarf planets could have accreted H2, unless a
small amount was trapped in mixed clathrates or in amorphous ice. However, H2
is an abundant product of hydrothermal reactions between water and reduced rock.
One can estimate an upper limit on the amount of H2 produced by hydrothermal
alteration of the core from the reaction 3 Fe2SiO4 (s) + 9 Mg2SiO4 (s) + 14 H2O (l) →
2 Fe3O4 (s) + 6 Mg3Si2O5(OH)4 (s) + 2 H2 (g) (i.e., fayalite + forsterite + water →
magnetite + serpentine + hydrogen gas). This assumes that the silicate component
of KBOs is dry olivine at the time of KBO formation. For Charon (bulk density 1.6 g
cm−3), a dry olivine core (density 3.25 g cm−3, accounting for macroporosity) would
extend to a radius of about 350 km, with a mass 5.8× 1020 kg, about half the mass of
the icy shell (assuming rock fully differentiates from ice). Since fayalite and forsterite
have molar masses of 204 g mol−1 and 140 g mol−1, this corresponds to a bulk olivine
content of 3.7× 1021 mol inside Charon. If all of it is serpentinized, 6.2× 1020 mol
of H2 are produced. The molar H2/H2O ratio is then about 1%. Thus, considerable
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quantities of H2 can in principle be produced. For our canonical simulations, we
assume a much smaller amount of 0.001% relative to H2O, which may correspond to
a balance between production and outgassing.
Finally, noble gas observations are sparse for comets. In principle, Ar can be
sequestered in amorphous ice to be later accreted during planet formation (Desch and
Monga, 2014). Ar was observed in Hale-Bopp at a level of about 1% with respect to
water vapor (Stern et al., 2000), but this detection was from a low-resolution spectrum
and the spectral line observed may have been due to another species (Bockelee-Morvan
et al., 2003). Since Ar has not otherwise been observed on relevant icy bodies, we
estimate an Ar abundance from the bulk solar ratio N/Ar ≈ 20 estimated by Lodders
(2003).
6.3 Geochemical Model
6.3.1 Modeling Geochemical Equilibrium
The purpose of modeling the volatile geochemistry of cryolavas is twofold. First,
volatiles can exsolve to make cryolavas positively buoyant, and therefore able to
rise spontaneously in ice. Second, geochemical models help constrain the volatile
composition of cryolavas. To investigate the propensity of the various volatiles
considered in the previous section to exsolve and drive cryovolcanism, we developed a
simple chemical model. This model only considers the aqueous and gaseous forms of
the volatiles, neglecting volatile speciation into salts or clathrates. It also considers
only thermodynamic equilibrium, neglecting kinetic aspects. At chemical equilibrium,
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the number of moles of a given dissolved volatile per kilogram of water, or molality m,
is given by:
log K(T, P ) = log
γvolatile (aq)mvolatile (aq)
φvolatile (g)Pi
(6.4)
where K is the equilibrium (Henry’s law) constant for the reaction Volatile (g) →
Volatile (aq) at given temperature T and pressure P , γ is the activity coefficient of
the solute, and φ and Pi are the fugacity coefficient and partial pressure (in bar)
of the volatile gas. To evaluate the propensity of volatiles to exsolve as fluid rises,
we consider the ideal case of a single volatile dissolved in pure water (γ = 1). The
exsolved gas is assumed to be ideal and composed of the pure volatile (φ = 1 and
P = Pvolatile). The assumption of ideality is reasonable at the low pressures inside
KBOs: using the program REFPROP (Lemmon et al., 2010), we calculate a fugacity
coefficient φ = 1.7 for N2 at 240 K and 1000 bar, the upper end of the pressure range
encountered in the icy shells of Pluto and Charon.
Each species has a bulk abundance Ai relative to water, determined from Table 19.
Provided a crack is open, fluids will spontaneously rise to the level of neutral buoyancy
of water ice in liquid water (Crawford and Stevenson, 1988; Matson et al., 2012), such
that z/h = 1− ρi/ρw. Assuming gas absorbs overpressures in the crack, Pgas = dP .
Let us consider the case where pressurization at the crack tip is just high enough
to bring fluid from the neutral buoyancy level (NBL) to the surface: ∆P = ρigz. It
follows from equation (6.2) that Pgas = dP = ρigh−ρwg(h−z). We should not assume
g to be constant if z or h are not negligible compared to the dwarf planet radius Rp,
so Pgas =
(
ρi
∫ Rp
Rp−h g(r)dr
)
−
(
ρw
∫ Rp−z
Rp−h g(r)dr
)
. Pgas decreases from the base of the
crack and becomes zero at the NBL. Any gas mixture has total pressure Pgas, which is
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the sum of the partial pressures of all mixture components. The partitioning of each
species i between the liquid (mi) and gas (Pi) is therefore determined by:
Ki(T, P ) ≈ mi/Pi (6.5)
mi ρwVliq + PiVgas/(RT ) = Ai,w (6.6)
nspecies∑
i=1
Pi = Pgas (6.7)
In equation (6.5), we assumed no salinity effect (γi = 1 and φi = 1). If all
volatiles are transferred into the liquid as ice melts and refreezes, Ai,w = Ai(1 +
Mice/Mliq)(ρwVliq/MH2O) moles, where Mice/Mliq is the ratio of the bulk masses of
ice and liquid and MH2O is the molecular mass of water. If not, we just have
Ai,w = Ai(ρwVliq/MH2O) moles of volatile i. We use MH2O as the mean molecular
mass of the liquid assuming it is mostly water; this no longer holds if the liquid
approaches eutectic with an antifreeze. Knowing Ai, T , and Pgas, and fixing the
volumic vapor fraction xvap = Vliq/Vgas, we can solve for all mi and Pi.
6.3.2 Implementation of the Geochemical Model
In our models, we fixed Vliq as the total volume of liquid water inside the planet, not
taking into account other possible liquid species such as ammonia. We conservatively
assumed Ai,w = Ai. The volumic vapor fraction xvap was solved for using equation
(6.7), and the molalities mi and partial pressures Pi were then calculated using
equations (6.5) and (6.6). Our C routine, “Cryolava", can be freely accessed at
https://github.com/MarcNeveu/IcyDwarf.
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Equation (6.6) translates into:
miMliq +
PixvapMliq
ρliqRT
= Ai,w (6.8)
where all terms are abundances in mol. Mliq = ρliqVliq is the total mass of liquid in
the body and xvap = Vgas/Vliq is the overall volumic vapor fraction. Using equation
(6.5), this becomes:
miMliq
(
1 +
xvap
KiρliqRT
)
= Ai,w (6.9)
Equivalently:
Pi =
Ai,w
KiMliq
(
1 + xvap
KiρliqRT
) (6.10)
Therefore, equation (6.7) becomes:
nspecies∑
i=1
Ai,w
Mliq
(
Ki +
xvap
ρliqRT
) = Pgas (6.11)
where P is the local pressure. Solving equation (6.11) requires finding the root of a
polynomial of degree nspecies in X = xvap/(ρliqRT ),
PgasMliq
nspecies∏
i=1
(Ki +X)−
nspecies∑
i=1
Ai,w
nspecies∏
j=1
j 6=i
(Kj +X) = 0 (6.12)
The variable X has same units as Ki: mol kg−1 bar−1 in our assumption of
negligible salinity. In principle, this polynomial has nspecies complex roots. In practice,
the coefficients in front of the positive terms (PgasMliq ≈ 1026 Pa kg), whose largest
degree is nspecies, are much larger than those in front of the negative terms (Ai,w ≈ 1018
mol), whose largest degree is only nspecies − 1. This causes the polynomial to increase
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monotonically in the range of physically plausible X (X > 0), except at small X
(X  min[Ki]). When X is very small, the Ki terms dominate X. The sum term
with the largest Ki ≈ 103 (here taken as a dimensionless equilibrium constant) likely
dominates the polynomial if its Ai,w is not exceptionally low, since the product of all
Ki is only about 10−8 for the ten species accounted for in this chapter. At Pgas less or
equal than a typical value at the seafloor of dwarf planets (30 MPa), this is enough for
the polynomial to become negative at small X, which guarantees that equation (6.12)
has a single real positive root. (At higher P & 150 MPa with our choice of species
and bulk abundances, the polynomial is positive for all X > 0 and only has negative
roots: physically, exsolution does not occur.) This root was found using a combined
bisection/Newton-Raphson algorithm.
Knowing X, the molalities and partial pressures of all species are obtained from
equation (6.9):
mi =
Ai,w/Mliq
1 +X/Ki
(6.13)
Pi = mi/Ki (6.14)
Throughout the algorithm, one needs to pay special attention to the pressure units,
because Pi are in bar in equation (6.5), but in Pa in equations (6.6) and (6.7).
6.3.3 Modeling at Low Temperature and High Pressure
An idea of the pressure ranges involved can be obtained from the radial pressure
profile for a spherical, homogeneous KBO of density ρ and radius R, given by McKinnon
et al. (2008):
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P (r) ≈ 2000 bar
(
ρ
2g cm−3
)2(
R
600km
)2(
1− r
2
R2
)
(6.15)
Here, we use units of bar (1 bar = 0.1 MPa), in which geochemical data are
referenced. Differentiated bodies will experience slightly higher pressures.
T and P range between about 50 K, 0 bar at the surface and 273 K, &1 kbar at the
base of the ice shell (Desch et al., 2009; Robuchon and Nimmo, 2011). Geochemical
codes provide K(T, P ) from thermodynamic datasets referenced at 298.15 K and
1 bar, using an equation of state for solutes. The Pitzer (Pitzer, 1973) and HKF
(Helgeson et al., 1981, and references therein) equations are commonly used. The
former equation has been used down to 173 K in the FREZCHEM code (Marion
et al., 2012), but is derived from polynomial fits to experimental data. Thus, it has
little predictive power and is restricted to species for which data are available at
given T and P . The semi-empirical HKF equation models interactions between solute
molecules in water, and does have predictive capabilities. However, it was developed
using data above 273 K. We used the software package CHNOSZ (Dick, 2008) to
test the accuracy of the HKF equation down to 253.15 K (the minimum temperature
achievable with CHNOSZ) to predict solute properties in supercooled water, and
found close agreement with experimental data (Figure 35). Temperatures down to 235
K could be reached using the most up to date equation of state for water, IAPWS-95
(Wagner and Prüß, 2002), in CHNOSZ calculations. Using the IAPWS-95 formulation
along with the HKF equation of state makes the model less consistent, because the
HKF solute parameters were determined with a previous thermodynamic formulation
for water (Haar et al., 1984). However, the CHNOSZ calculations in the temperature
range (T>254 K) where both the Haar et al. and IAPWS-95 formulations could be
used showed no significant difference in solute properties (Figure 36); therefore we
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Figure 35: Apparent molar heat capacity (A) and volume (B) of NaCl at subzero
temperatures as a function of the square root of the NaCl molality
CHNOSZ predictions at infinite dilution are as accurate as the Pitzer fits (Akinfiev
et al., 2001) to experimental data (Archer and Carter, 2000; Mironenko et al., 2001)
at low temperature. Modified from Akinfiev et al. (2001).
confidently extrapolated our calculations down to 235 K. In the CHNOSZ calculations,
we used thermodynamic data from Kelley (1960) and Wagman et al. (1982) for gaseous
CH4, CO2, Ar, SO2, N2, H2S, H2, and NH3; Shock et al. (1989) for aqueous SO2, N2,
H2S, H2, and NH3; Plyasunov and Shock (2001) for aqueous Ar, CH4, and CO2; and
Shock (1993) and Shock and McKinnon (1993) for CO.
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Figure 36: Equilibrium constants for the dissolution of carbon dioxide, methane, and
argon gases
Top panels: Logarithm of the equilibrium (Henry’s law) constant for the solution of
CO2 (g), CH4 (g), and Ar (g) as a function of temperature (range 235 K to 335 K)
at 1, 1000, and 2000 bar. These predictive curves match experimental data where
they exist (above 273 K; Shock et al., 1989). The log K for the other seven species
investigated follow similar trends. Note that K, the intrinsic solubility, decreases both
with increasing temperature and pressure. This linear variation of the logarithm of
Henry’s law’s “constant" with pressure is made explicit in the Krichevsky-Kasarnovsky
equation (Krichevsky and Kasarnovsky, 1935). Decreasing pressure causes exsolution
mainly because the denominator term in equation (6.4) decreases, even though log
K(T, P ) increases. Bottom panels: Relative difference in log K estimated using the
formulations of water adopted for SUPCRT92 (Haar et al., 1984) and from IAPWS-95
(Wagner and Prüß, 2002). The relative difference is negligible compared to the value
of log K, although it increases towards lower temperatures. If log KSUPCRT92 versus
T curves were plotted on the top panels, they would be indistinguishable from the log
KIAPWS95 versus T curves.
6.3.4 Condition for Crack Propagation
Assuming cracks of length l were initiated by freezing pressurization, exsolution
allows further propagation if KI > KIc. In equation (6.3), ρw is replaced with
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ρfluid = ρw/(1 + xvap); the fluid is therefore positively buoyant in ice for xvap > 0.07.
Cryovolcanism is considered to occur if (a) exsolution occurs in cracks of length
reasonably permitted by freezing pressurization, and (b) cracks propagate all the way
to the surface. Therefore, exsolution serves two purposes in this model: it makes
cryolavas buoyant in ice (as suggested by Crawford and Stevenson (1988) and Matson
et al. (2012)), but also creates a buoyancy force able to disrupt ice and propagate
cracks.
6.4 Results
6.4.1 Application to Charon
The analytical solution of equations (6.5-6.7) enables both the determination of
xvap as a function of total gas pressure Pgas, which provides the crack propagation
condition, as well as the identification of the species that exsolve. We first ran the
geophysical code of Desch et al. (2009) for three cases: (a) a “warm Charon" where
rock and ice fully differentiate into a mantle of ice and a core of dry rock (density
ρcore = 3250 kg m−3, accounting for about 30% macroporosity), perhaps because of a
short-lived radionuclide or amorphous ice crystallization heat peak in the first few Myr
of Charon’s evolution; (b) a colder case in which Charon only partially differentiates,
but where the core still warms up enough to be dehydrated; and (c) a scenario where
Charon partially differentiates and its core never dehydrates (density ρcore = 2350 kg
m−3, including 30% macroporosity). The putative interior structures of dwarf planets
have been discussed in further detail elsewhere (Desch et al., 2009; Castillo-Rogez and
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Figure 37: Molality of key volatiles with canonical starting abundances (left panels)
and volumic vapor fraction (right panels) as a function of depth for a Charon-like
KBO
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Figure 37: (Continued from previous page.) Three scenarios are considered: (a) no
crust, dry core; (b) crust, dry core; (c) crust, hydrated core. Left panels : The degree to
which a species exsolves at a given depth can be estimated by comparing its saturation
molality (curve) to its starting concentration, indicated by an arrow at the top of
each panel. Low discrepancies indicate that the species is mostly in solution, high
discrepancies indicate exsolution. In case (a) where the neutral buoyancy level of
water in ice is defined, it is indicated by a dashed line marked “NBL" beyond which
calculations were not attempted since Pgas = 0. Right panels : xvap is plotted for the
canonical run (thick line), as well as runs with half and twice the abundances (marked
“/2" and “x2", respectively). The volumic vapor fraction xvap determines the fluid
density ρfluid = ρw/(1 + xvap). For xvap > 0.07, ρfluid < ρi and KI > KIc in cracks of
length l > [
√
piKIc/(2∆ρg)]
2/3 ≈ 100 m to 1 km. This limit for crack propagation in
ice is indicated as a thin vertical line.
McCord, 2010; Robuchon and Nimmo, 2011). Despite an assumed ammonia antifreeze
content of 1% with respect to water, liquid is not preserved until the present day
in scenarios (a) and (c). Therefore, to allow comparisons between all three cases,
we ran the geochemical model after 2.5 Gyr of geophysical evolution, when liquid is
still present in all cases in the form of an ocean layer 5 to 10 km thick at a depth
dependent on the geophysical structure.
The left panels on Figure 37 show the equilibrium molality m of relevant volatiles
as a function of depth (or, equivalently, gas pressure Pgas) at 235 K, a temperature
typical of a Charon subsurface ocean in the geophysical runs. The most apolar species
such as H2, N2, and Ar, as well as CH4 and CO, exsolve most easily. CO2 and H2S
exsolve only in the crust-less scenario (a), and the miscible species SO2, CH3OH, and
NH3 do not exsolve at all. These results are not sensitive to the values for the input
abundances of these compounds.
On the right panels of Figure 37, the volumic vapor fraction xvap is plotted as a
function of depth. The case of canonical abundances is represented by a thick line;
other lines indicate half and double volatile concentrations, to outline uncertainties in
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volatile accretion and possible concentration by melting and refreezing. A polynomial
approximation for xvap as a function of depth d for the cases with a crust (b and c) is
xvap ≈ −4× 10−7d3 + 1× 10−4d2 − 0.02d+ 1.3. For case (a), a power law provides a
better fit: xvap ≈ 2400d−1.85. The fluid density is then ρfluid = ρw/(1+xvap), neglecting
the density of gases. The vertical line on these plots indicates the threshold xvap > 0.07
at which fluid becomes positively buoyant in ice. Crack propagation occurs as soon as
the fluid is buoyant if cracks are longer than:
l >
(√
pi KIc
2 ∆ρ g
)2/3
≈ 1 km
(
10 kg m−3
∆ρ
)2/3
(6.16)
Therefore, assuming canonical abundances, cracks of l ≈ 200 m, 40 km, and 400 m
are needed in cases (a), (b), and (c), respectively. Exsolution is easier without a crust,
which acts like a pressure seal to keep the volatiles in solution. It is also easier if the
core is hydrated, because the larger volume taken up by the core yields a seafloor
closer to the surface. However, the right panels also show that initial abundances,
not internal structure, are the main control over crack propagation. In particular,
carbon monoxide (CO) plays a major role, because of its combined high abundance
and low solubility. Figure 38 shows how sensitive crack propagation is to the initial
abundance of CO with respect to water, for each of the three scenarios. With less
than 10% CO with respect to water and all other volatile abundances as in Table 19,
cracks tens to hundreds of kilometers need to be initiated (presumably by freezing
pressurization) for exsolution to drive their propagation further. However, above 15%
to 25% CO depending on internal structure, cracks only a few hundred meters high
can be propagated by CO exsolution.
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6.4.2 Uncertainty on Gas Solubilities
The dominant sources of uncertainty for these results are (a) the pressure, temper-
ature, and structure inside Charon, (b) the starting dissolved volatile abundances, (c)
the fracture toughness of ice, and (d) the solubility of gases in supercooled water.
We have discussed above the first two sources of uncertainty. Regarding the third
one, equation (6.16) shows that the crack length l scales with the ice fracture toughness
as l ∝ K2/3Ic : varying KIc over a plausible range of one order of magnitude changes l
by less than an order of magnitude. This is less than the dependence of l on internal
structure, as shown in Figure 37.
Uncertainties on the solubility of gases obtained by regressions of experimental
data above 273 K were estimated by Shock et al. (1989), whose results we used
for our extrapolations in the supercooled regime. Shock et al. (1989) estimated a
typical uncertainty in standard molar Gibbs energy for neutral species of ∆Go ≈ 1400
J/mol at 1000 bar and 500oC. This uncertainty decreases as P and T shift away
from the critical point of pure water: at 1000 bar and 25oC, Shock et al. (1989)
estimated an uncertainty of only 11 J/mol. When considering a solubility reaction,
∆rG
o = Goproduct − Goreactant = 2.3 R T log (K), so the relative uncertainty in K is
∆K/K = ∆[logK] = 2 ∆Go/(2.3 R T ). Using the worst-case typical uncertainty
∆Go ≈ 1400 J/mol and T=235 K, we find ∆K ≈ 0.6 K. Summing the relative
uncertainties on K over the ten species considered implies that X, and therefore xvap,
are determined within one order of magnitude. This is comparable to changing the
volatile abundances by a factor of two in Figure 37, and does not significantly impact
the results.
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6.5 Discussion
6.5.1 Comparing the Explosiveness of Gases
Non-polar species are those that most easily outgas. However, these species are
not necessarily abundant and therefore not necessarily the best drivers of explosive
cryovolcanism. In order to easily evaluate the capacity of a given species to drive
cryovolcanism given its solubility and abundance, we evaluate its contribution to xvap,
i.e., its mole fraction Xi(g) = Pi/Pgas in the gas phase. From equation (6.11):
Xi(g) =
Ai,w/Mliq
Ki + xvap/(ρwRT )
1
Pgas
(6.17)
where Ai,w is the starting abundance of volatiles in liquid water (in mol), Mliq is the
mass of liquid, and Ki is the equilibrium constant (which depends on temperature
and pressure) for the dissolution of each volatile species i. As expected, Xi decreases
with the ratio Ki = mi/Pi. Moreover, Xi is directly proportional to Ai,w: comparing
Xi for two different species allows to solve for an abundance ratio for which these
species have the same explosiveness. Because xvap and Ki(T, Pgas) vary with depth, it
is most useful to evaluate both at the threshold depth where positive buoyancy is first
reached, even though the composition of the gas does not change significantly with
depth. The comparative explosiveness for the ten gases considered in this study is
shown in Table 20.
CO is the best driver of cryovolcanism, assuming it is present in KBOs in cometary
abundances. Its contribution to the gas exceeds that of CO2 by nearly two orders of
magnitude. N2, CH4, and H2 also exsolve easily, but H2 plays only a minor role in
the runs described above because of its low starting abundance. However, most H2
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Table 20: Composition of the gas driving explosive volcanism at the depth where
positive buoyancy is reached
Volatile species Model abundance Mole fraction Xi(g) at highest depth of positive buoyancy
Ai (% w.r.t. H2O) (a) No crust, dry core (b) Crust, dry core (c) Crust, hydrated core
CO 20 8.8× 10−1 7.6× 10−1 7.6× 10−1
N2 1 7.0× 10−2 7.3× 10−2 6.1× 10−2
CH4 1 2.7× 10−2 2.1× 10−2 2.2× 10−2
CO2 10 1.2× 10−2 7.8× 10−3 9.2× 10−3
Ar 0.1 4.2× 10−3 3.5× 10−3 3.6× 10−3
H2S 0.5 2.3× 10−3 1.3× 10−3 1.4× 10−3
H2 0.001 1.0× 10−4 1.5× 10−4 1.0× 10−4
CH3OH 3 5.0× 10−5 2.0× 10−5 1.8× 10−5
NH3 1 1.4× 10−5 7.0× 10−6 7.2× 10−6
SO2 0.002 4.3× 10−8 2.8× 10−8 3.4× 10−8
The three cases correspond to cases (a), (b), and (c) of Figure 37, for canonical initial
abundances.
is likely to arise from hydrothermal reactions at or below the seafloor, the extent of
which is currently unconstrained. Such reactions could result in starting abundances
of up to 30%. Charlou et al. (2002) measured abundances of hydrothermal H2, CH4,
and CO near a seafloor hydrothermal field. The abundances of CH4 and CO were
negligible compared to those inferred from comets. However, Charlou et al. (2002)
measured an H2 abundance of 16 mmol kg−1, or roughly 0.03% by mole with respect
to water. Although this is 30 times the abundance we considered, it would bring the
explosiveness of H2 on par with that of H2S, which only contributes to the exsolved
gas in a minor way. CO2 and N2 abundances highly depend on the redox state of
the ocean (Shock and McKinnon, 1993; Glein et al., 2008). CO2, even at a high
abundance, does not exsolve much. However, assuming that temperatures are high
enough to convert all of NH3 to N2 (Glein et al., 2008), molecular nitrogen may help
drive cryovolcanism (although, in that case, there would be no NH3 antifreeze and
another solute would be required to maintain liquid). The contribution of N2 to the
exsolved gas may also be higher than estimated in Table 20 if we underestimated the
unconstrained bulk N abundances of KBOs. Ar potentially has a significant role, but
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as a noble gas its abundance is difficult to constrain. Sulfur gases only play a minor
role. However, Crawford and Stevenson (1988) suggested that SO2 would stay trapped
in clathrates rather than being concentrated in the aqueous melt. These clathrates
would not only increase the ice density and favor positive buoyancy (see below), but
also provide an extra source of gas along the way.
Ultimately, all gas abundances depend on how these volatiles speciate among solid
(clathrates, amorphous carbon), solute (dissolved volatiles, carbonates, etc.), and gas
phases. For example, clathrates and carbonates potentially represent a large volatile
sink. Future work will address the speciation issue, but will first require the extension
of predictive speciation models to low temperatures. Regardless of the speciation
caveat, this analysis of volatile efficiency in driving cryovolcanism (“explosiveness") is
useful to identify the species that matter most.
6.5.2 Fate of CO in a Subsurface Ocean
CO seems to be a key species that can drive explosive cryovolcanic activity because
of its expected high abundance and predicted high solubility in water under conditions
relevant to KBOs. Therefore, one aspect worth investigating is the geochemical
stability of CO in a subsurface ocean. High concentrations of CO are not stable in
liquid water: Shock (1993) found a thermodynamic drive at high temperatures (473
K) and pressures (3500 bar) to either hydrolyze CO to formic acid or formate, or to
oxidize CO to CO2 (presumably via formic acid). Figure 39 shows a similar outcome
at 235 K and 1000 bar, at relevant redox conditions. The thermodynamic data on the
aqueous species used to make Figure 39 were obtained from Shock et al. (1989) for
NH3 and N2; Plyasunov and Shock (2001) for methanol, ethanol, and CO2; Shock and
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McKinnon (1993) for CO, urea, and HCN; Shock (1995) for formic acid and acetic
acid; Dick et al. (2006) for glycine; and Shock (1993) for acetaldehyde. The data
on minerals were taken from Helgeson (1978). Whether CO accreted by KBOs is
destroyed over the geologic history of these bodies depends on the rate at which CO
is consumed to form one of these species.
Trump and Miller (1973) determined the kinetics of the formation of formate
(HCOO−) from CO according to the reaction:
CO(aq) + OH−(aq) = HCOO
−
(aq) (6.18)
from 20oC to 60oC. They found the rate data to fit the following equation:
d[CO]
dt
= −khyd[OH−][CO] (6.19)
with log(khyd) = 15.83-4886/T (K) M−1 h−1, where khyd represents the second-order
rate constant for the alkaline hydrolysis of CO. It appears that Trump and Miller (1973)
determined this experimental rate under the assumption of second-order kinetics;
reproducing their experiments by adding in turn each of the reactants in excess
and confirming the rates to be proportional to each of the reactants would confirm
this. However, it seems plausible, mechanistically, that OH− base would catalyze the
reaction by reacting with the electrophilic carbon atom of CO.
Given this rate of CO consumption, the time needed for the concentration of CO
to decrease to 10% of its initial value is given by:
t10% =
ln(10)
khyd[OH−]
≈ 2.3aH+
khydKw
(6.20)
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Figure 38: Minimum crack length necessary so that exsolution drives crack propagation,
as a function of the initial abundance of carbon monoxide
The scenarios (a), (b), and (c) are the same as in Figure 37.
where aH+ corresponds to the activity of H+, which is equivalent to pH = – log (aH+),
and Kw designates the ionization constant of water (for the reaction H2O = H+ +
OH−). Kw in supercooled water at 1 kbar can be estimated by extrapolating data
from SUPCRT92 (Johnson et al., 1992):
log(Kw) = 44.27− 4921/T (K)− 7.266 ln(T ) (6.21)
The thermodynamic data used to make this extrapolation are from Haar et al. (1984)
for H2O and Shock and Helgeson (1988b) for the ions. The neutral pH is pHNeu = –
log(K0.5w ), and the activity of H+ at pH relative to neutrality (pH = pHNeu +x) can be
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expressed as aH+ = K0.5w × 10−x. Therefore, the characteristic timescale for conversion
of CO to formate can be written as:
t10% ≈ 2.3× 10
−x
khydK0.5w
(6.22)
Figure 40 shows the analytical solution of equation (6.22), t10%, as a function of pH
relative to neutral (x). These results should be viewed as having order-of-magnitude
quality because of the extrapolation to low temperatures. CO is hydrolyzed faster
at higher temperatures and higher pH. If even slightly warm (323 K) hydrothermal
systems arose on Pluto or Charon, CO would have been destroyed extremely quickly.
Lower pH would allow CO to survive longer. Zolotov (2012) modeled chemical
equilibrium between cometary volatiles and CI chondrite solids down to 0oC, and
found that the predicted equilibrium pH is about two units above neutrality. The
relatively high pH in these systems is dictated by reactions between ultramafic silicate
minerals and the aqueous solution. Therefore, supercooled oceans inside KBOs may
also have a pH greater than neutrality. However, production of formic acid would
decrease the pH. Figure 40 shows that CO should be destroyed rapidly (in terms of
geologic time) in such mildly alkaline solutions. Very low temperatures (below 200 K)
are required to prevent significant hydrolysis of CO over the age of the solar system.
However, exceptionally cold NH3-H2O oceans may not preserve CO, as they could be
highly alkaline (Marion et al., 2012).
CO is present in the surface reflectance spectra of Pluto-sized KBOs, but not in
those of Charon-sized bodies (Brown, 2012, and references therein). Schaller and
Brown (2007) argued that this was because a minimum dwarf planet radius of 500
to 700 km was necessary to prevent Jeans escape of CO at KBO surface equivalent
temperatures of 30 to 40 K. Surface CO could either never have been in contact with
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liquid water (and therefore not been hydrolyzed to formate), or could have originated
from formate that dissociated into CO and H2O at the very cold surface temperatures
or under irradiation. Therefore, there may be appreciable amounts of CO in the ocean
from recent melting of CO-bearing ice. In this case, however, the concentration of CO
in the ocean would presumably be much lower than the primordial abundance, so the
potential for CO to drive cryovolcanism from an ocean may be diminished.
6.5.3 Effect of Internal Structure
Comparing results between scenarios (a) and (b) yields insights into the influence
of a crust on gas-driven crack propagation. Undifferentiated crusts are a surprising
outcome of thermal evolution models of KBOs (Desch et al., 2009), because these
crusts are denser than the underlying ice mantle. Detailed modeling of the rheology
of silicate-ice mixtures has shown that KBOs with a size up to that of Charon remain
too cold near the surface for a crust dozens of kilometers thick to founder by Rayleigh-
Taylor instabilities over timescales comparable to the age of the solar system (Rubin
et al., 2014).
In principle, undifferentiated crusts dozens of kilometers thick should favor the
ascent of fluid-filled cracks, because of the favorable density contrast even when the
fluid is pure liquid water. Percolation of methanol- and ammonia-rich cryolavas upward
through undifferentiated ice-rock mixtures has indeed been invoked as a mechanism
to extrude material that, once irradiated, resembles the red surfaces of many 100
km-class Centaurs and KBOs (McKinnon et al., 2008). However, Charon-sized bodies
are still large enough that they experienced partial differentiation into a rocky core
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Figure 39: Logarithm of the activities of cometary volatiles, likely to have been
accreted by KBOs, as a function of redox conditions in a subsurface ocean at 235 K
and 1000 bar
Possible redox conditions are shown by two buffers: the equilibrium between fayalite,
magnetite, and quartz (“FMQ"), and that between magnetite and hematite (“MH").
The equilibria between CO and CO2 and between CO and HCOOH are strongly shifted
to the latter species in both cases. Methane is not included in these calculations based
on the argument of metastable equilibrium given by Shock and McKinnon (1993).
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Figure 40: Time after which 90% of aqueous CO is consumed to make formate, as a
function of pH relative to neutrality, for temperatures between 200 K and 323 K
Overlain are the age of the solar system (4.56 Gyr) and a plausible pH of KBO
subsurface oceans, two units above neutrality, suggested by Zolotov (2012).
and an icy mantle, through which fluid-filled cracks must propagate before reaching
the base of the crust. Therefore, fluid pressurization by volatile exsolution or partial
freezing remains necessary in the ice mantle.
An outcome of the present study is that undifferentiated crusts inhibit exsolution
by raising the confining pressure in the icy mantle and the ocean. Higher confining
pressures require either longer fluid-filled cracks or higher volatile (CO) abundances
for exsolution-driven ascent to occur. Another inhibiting feature of crusts is that their
fracture toughness KIc should be higher than that of ice, given that a crust is an
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undifferentiated mixture of icy and rocky grains (F. Nimmo, personal communication).
How much higher KIc becomes is difficult to predict, but it could not be higher than
its value for hydrated, loosely consolidated rock, about 0.5 MPa m1/2 (Chen et al.,
2000; Backers, 2005; Tromans and Meech, 2002; Wang et al., 2007), which is higher
by a factor of about 5 than the value for pure ice. Finally, near-surface porosity could
decrease the crustal density enough to impede ascent through the last kilometers of
crust. However, at these shallow depths, gas-dominated fluid should still be buoyant.
Comparing results between scenarios (b) and (c) allows us to investigate the
influence of hydration in the core on cryovolcanism. A hydrated core (density similar
to that of serpentine rock with a few percent porosity) takes up a larger volume than a
dry core (density similar to that of olivine rock with a few percent porosity). A larger,
hydrated core results in the ocean being closer to the surface, at lower pressures than
in scenario (b). Thus, exsolution is favored in case (c) compared to case (b), although
it is not as easy as in case (a) despite the fact that the seafloor is shallower.
6.5.4 Freezing During Ascent
Another issue of fluid ascent is that it needs to be faster than the timescale of its
freezing on the channel walls (Desch et al., 2009). This timescale is increased if the
liquid contains antifreezes. Stevenson (1982) estimated upward propagation velocities
of 1 to 10 cm s−1 and 10% of fluid freezing on icy Saturnian satellites of sizes and
densities comparable to those of dwarf planets and for crack diameters D of order
102 to 103 m. From his estimations, we infer a propagation timescale through a 100
km thick ice shell of 106 to 107 s and a freezing timescale of 107 to 108 s. However,
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antifreezes also increase the viscosity of the liquid, which slows it down near the walls.
The maximum propagation velocity of a viscous fluid through a pipe is given by:
vmax =
D2
4η
∂P
∂z
(6.23)
where D is the pipe (crack) diameter, η the fluid viscosity, and ∂P/∂z = (ρw − ρi) g
the hydrostatic pressure gradient. For cracks originating at the base of an ice shell of
thickness d overlying a liquid layer, the ascent time scale τasc. = d/vmax is therefore:
τasc. =
4 d η
∆ρ g D2
(6.24)
Kargel (1991, 1992) and Kargel et al. (1991, 2000) studied the composition, rheology,
and ascent of cryolavas composed of H2O, NH3, CH3OH, and N2 that may be liquid
down to 155 K. Kargel et al. (1991) determined experimentally that the viscosity
of H2O-NH3 mixtures is between 10 and 100 Pa s at T=175 to 235 K and XNH3 of
a few percent up to eutectic composition (32.1%). Adding methanol increases the
viscosity up to 104 Pa s near the peritectic. These viscosities are much higher than
those of water or ammonia alone, mostly because of hydrogen bonding and partial
crystallization in the mixtures. For a water-ammonia liquid of viscosity 100 Pa s, g
= 0.3 m s−2, d = 100km, and a cylindrical channel width D of 1 m, we calculate an
ascent time scale of 2.7× 105 (500 kg m−3/∆ρ) s.
When ascent is driven by pressurization of freezing water, the pressure gradient
can be approximated by ∂P/∂z ≈ (βwh)−1(∆V/V ), where βw is the compressibility
of pure water, h is the depth of the pocket in the ice shell, and ∆V/V is the relative
shrinkage in volume of the water pocket. With βw ≈ 5× 10−10 Pa−1, h = 10 km, and
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Figure 41: Comparison of timescales for ascent and freezing
The thin dashed line indicates the minimum crack width (diameter) above which
propagation through an ice shell is possible before liquid freezes.
∆V/V = 0.1, ∂P/∂z ≈ 200 Pa m−1; this is comparable to the buoyancy arising from
gas exsolution: ∆ρ g ≈ 150 Pa m−1.
The timescale of freezing a 1 m column of pure water can be estimated as follows.
The specific heat to be conducted away is H = Cp(T ) ∆T + Lfreeze, where Cp(T ) is
the heat capacity and Lfreeze is the latent heat of freezing. The timescale of freezing
τfreeze is then given by:
τfreeze ≈ ρliq × 1× piD2 H
(
∂H
∂t
)−1
= ρliq × 1× piD2 H
kice
(
∂2T
∂r2
)−1
(6.25)
Here, r indicates the horizontal distance away from the center of the crack in
cylindrical coordinates. We (crudely) approximate the second derivative term as
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∂2T/∂r2 ≈ [(∆T/∆r)crack-wall− (∆T/∆r)wall-ice]/∆r. We assume a temperature of 235
K at the center of the column and 100 K at the walls, as well as 1 m into the ice: ∆r = D
= 1 m, ∆crack-wallT = 135 K, and ∆wall-iceT = 0 K. Taking kice = 5 ∗ (100K/T ) ≈ 5
W K−1 m−1 (crystalline ice), Cp ≈ 5000 J K−1 kg−1 [increases from 4188 to 7000
J/K/kg between 273 K and 230 K, diverges at 228 K for pure water; Archer and
Carter (2000)], Lfreeze = 334 kJ kg−1, and ∆T = 235 − 176 K in the Cp∆T term,
we estimate τfreeze ≈ 1.5 (ρliq/500 kg m−3) × 106 s. For pure ammonia, Cp is 4700
J K−1 kg−1 (Desch et al., 2009), and Lfreeze for eutectic H2O-NH3 is 131.9 kJ kg−1,
which yields τfreeze ≈ 0.95 (ρliq/500 kg m−3)× 106 s. In addition to freezing because of
temperature decrease, there is also the possibility of decompression freezing for pure
water ice Ih, which has a negative slope in the P -T phase diagram.
Thus, ascent times are of order 105 for both non viscous water (Crawford and
Stevenson, 1988) and viscous water-ammonia liquids. This is shorter than the minimum
106 s time scale needed for water-ammonia to cool down to 176 K and the latent heat
of freezing to be conducted away in crystalline ice. Given the uncertainties in crack
geometry, temperatures, material properties, and that we did not consider freezing
of the gas component of the fluid, these rough estimates do little more than provide
some intuition about the relevant time scales when comparing competing effects on
ascent. Figure 41 compares these timescales for various crack widths D. Despite
the roughness and uncertainties of the above analysis, the large range of ascent and
freezing timescales involved entail a specific threshold crack width, of order 1 m, for
successful ascent. It is worth noting that the width of a fracture on Enceladus has
recently been estimated at 9 m (Goguen et al., 2013).
Note that ascent happens far too quickly for cracks to heal by solid-state creep
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of ice. Assuming a crack with l = 1m has opened, it would close on a timescale τheal
given by:
τheal =
1
˙
=
2η
σ
≈ 2η
√
pil
KIc
= 6 Myr
(
η
5× 1018Pa s
)
(6.26)
where η is the viscosity of ice, taken from Goldsby and Kohlstedt (2001); ˙ is the strain
rate, and σ is the stress. The indicative value of 5 × 1018 Pa s for the ice viscosity
is valid for a Pluto- or Charon-sized body at T ≈ 176 K. This temperature is the
eutectic point of a water-ammonia mixture and a likely temperature at the base of
the ice shell if volatile antifreezes play any role in maintaining liquid. Near subsurface
liquid at 176 K, cracks can remain open for several Myr. At 273 K, the viscosity falls
to about 1012 Pa s and relaxation occurs in only about one year. Closer to the surface
where temperatures are lower and viscosities higher, cracks could remain open over
much longer time scales.
6.5.5 Other Model Considerations
Several other loosely constrained considerations influence the likelihood of explosive
cryovolcanism. First, gas solubility increases with decreasing temperature; this should
hamper exsolution during ascent to some extent. Here, we considered the ascent
of fluid to be quick enough (τasc. ≈ 0.1 τfreeze) that the fluid does not have time to
cool significantly. In principle, including the temperature effect on solubility should
be straightforward, because this effect translates into higher values of Ki(T, Pgas) as
T decreases. In practice, a predictive geochemical model has yet to be devised for
temperatures below that used here, 235 K.
In addition to equilibrium chemical speciation, one should also consider kinetic
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effects on exsolution. At frigid ocean temperatures, it is possible that speciation and
exsolution are inhibited kinetically. To address this uncertainty, experiments in the
relevant temperature and pressure regime are necessary, as in the case of explosive
silicate volcanism (Mangan and Sisson, 2000). Further insight could be gained from
models of nucleation and bubble growth (Yund and McCallister, 1970; Rosner and
Epstein, 1972; Sparks, 1978; Proussevitch and Sahagian, 1998) applied to the case
of volatiles in aqueous solutions. Exsolution kinetics slower than freezing time scales
would keep volatiles trapped into the ice.
Scarce experimental data on supercooled solutes make equilibrium calculations
below 235 K speculative. The HKF model for determining solute properties becomes
singular at 228 K, where supercooled water seems to have a liquid-liquid critical
point near 1 bar (Speedy and Angell, 1976). However, this diverging behavior
was not observed at higher pressures, where measurements of supercooled water
properties have recently been made possible down to 200 K and up to 4000 bar
thanks to improvements in experimental setups (Mishima, 2010). This progress in the
experimental determination of supercooled water properties is in turn driving efforts
to extend the equation of state of supercooled water in this temperature and pressure
regime (Holten et al., 2012). A next logical step would be to update the HKF equation
for aqueous solutes, which depends on the equation of state for water, to account for
these improvements, and fit solute properties to existing experimental solute data.
This would enable HKF-based codes such as CHNOSZ to compute predictions for
properties of species that have not been experimentally characterized (Figure 42).
Extension to a higher pressure regime would enable studies of larger icy bodies.
McKinnon et al. (2008) noted that there are no dynamical arguments against larger
KBOs the size of Mars or the Earth further away from the Sun. Their study is
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Figure 42: Applicability of current geochemical codes in the pressure-temperature-
density space of relevance to icy dwarf planets
This space is delimited by the ammonia-water eutectic point at 176 K (Leliwa-
Kopystynski et al., 2002) and the seafloor pressure for Pluto-sized bodies (4000 bar
or 400 MPa). The thin solid black curves are predictions of an improved equation
of state for water (Holten et al., 2012) that accurately describes measurements from
Mishima (2010) and others. Overlain are the geotherms of Ceres- to Pluto-sized dwarf
planets (dashed curves), starting at the seafloor and moving through lower T and P
to the surface. Seafloor conditions are at the limit of current geochemical codes, such
as FREZCHEM and HKF-based CHNOSZ, but theoretical improvements are needed
in order to push models to lower T and higher P . Figure modified from Holten et al.
(2012).
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hampered because current geochemical models are capped at pressures of several
thousand bars, the pressures reached near the center of Pluto-sized bodies. A recent
model (Facq et al., 2014) has extended the predictive HKF framework to explore
the solubility and speciation of carbonate species up to 80 kbar; however, this model
cannot currently be used at subzero temperatures. Exoplanets, likely icy, of super-
Earth size have also been discovered (Beaulieu et al., 2006). The extension of aqueous
geochemical models to higher pressures than present would provide a valuable tool to
model the interior of such bodies. When modeling gas exsolution at higher pressures,
one should keep in mind that the assumption of ideality is no longer valid: using the
program REFROP, we calculate fugacity coefficients for N2 at 240 K of 1.7 at 1 kbar,
6.1 at 2 kbar, 22 at 3 kbar, 81 at 4 kbar, and 284 at 5 kbar. Large fugacity coefficients
make real gases more soluble (less likely to outgas) than ideal gases.
Finally, we have neglected any speciation of dissolved gases (e.g., CO2 to bicarbon-
ate and carbonate), clathration, and volatile condensation (e.g., CO2 has a critical
point at 304 K). These three phenomena are volatile sinks, decreasing the amount
of gas available to form a buoyant fluid. For example, calculations using REFROP
show that the fugacity of CO2 fCO2 = (φCO2PCO2) is only 70 bars at 1 kbar and 240
K. The fugacity of CO2 cannot keep increasing up to the total pressure; instead, it
condenses during ascent once the system pressure approaches this fugacity, preventing
further increases in the fugacity. On the other hand, pickup of condensed volatile
pockets or clathrates by cryovolcanic fluids during ascent could increase their gas
content (Battaglia et al., in preparation).
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6.5.6 Predictions for Pluto and Charon
The time scale of cryovolcanic activity on Pluto and Charon-sized KBOs depends
on the time at which last freezing occurs, if freezing of water pockets indeed initiates
cracks (Fagents, 2003; Manga and Wang, 2007). In the Kuiper belt, dwarf planet
oceans are predicted to freeze entirely after a few billion years (Desch et al., 2009;
Robuchon and Nimmo, 2011), perhaps about 1 Gyr ago for Charon (Rubin et al.,
2014; Desch, 2015). Cryovolcanic activity could be sustained over the time needed
to freeze a given liquid volume. Assuming a liquid layer several kilometers thick,
which corresponds to a eutectic H2O-NH3 ocean on Charon if the bulk NH3 content
of the ice was initially 1%, this time could be a few hundred million years (Desch
et al., 2009; Rubin et al., 2014). Additional activity is expected from freezing of
localized water pockets closer to the surface. If such pockets occur, their presumed
volume, much smaller than that of a global ocean layer, would sustain cryovolcanism
for a correspondingly shorter time: roughly 50 years for a spherical pocket 1 km in
radius. If freezing pressurization drives a cryovolcanic outflow, no more than 7% of
the freezing volume (i.e., ρw/ρi − 1) may be erupted. With the same assumptions as
above, cryovolcanism resulting from global ocean freezing could in principle emplace a
global layer up to a kilometer thick on Charon’s surface. In practice, one can expect
the efficiency of cryovolcanism as a resurfacing process to be orders of magnitude
lower.
Plumes arising from explosive cryovolcanism may be observed on Pluto or Charon
by the New Horizons probe. These plumes may be rich in CO, since this volatile
could make up 80% of the exsolved gas and a few percent to tens of percent of the
water- and antifreeze-rich material ejected. However, the calculated short lifetime
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of CO in a subsurface ocean implies that the gas may be generated by near-surface
sublimation of CO ice, vaporization of subsurface liquid CO, or eruption of a recent
cryovolcanic aqueous melt that is disconnected from the ocean.
Plumes rich in the reduced gases CH4, H2, and perhaps N2 would be evidence for
hydrothermal activity inside Pluto or Charon. H2 does not have a spectral signature
in the visible and near-infrared regions covered by the Ralph package, New Horizons ’s
visible and near-infrared spectrometers (Reuter et al., 2008). However, lines resulting
from the dissociation of H2 molecules could be seen in Alice ultraviolet spectra (Stern
et al., 2008). More generally, each of the ten gases investigated in this study, if
abundant enough, can be detected by least one of these instruments.
N2 plumes could also be evidence that Pluto and Charon accreted rich in N.
However, because Pluto’s surface and atmosphere are rich in N2, it will be difficult to
assess the origin of such plumes, which could also arise from frost sublimation on the
surface as observed on Triton. The co-detection of other gases along with N2 could be
an argument in favor of a deep origin; conversely, plumes of frost composition would
likely originate in surface layers. Hydrothermally produced H2, CH4, and N2 may be
distinguished from primordial species by their isotopically heavy makeup (Glein et al.,
2009; Rousselot et al., 2014).
In addition, evidence for recent explosive cryovolcanism may be gathered from the
detailed composition of the surfaces, atmospheres, or exospheres of Pluto and Charon.
The fate of cryovolcanic products (condensation or escape) depends on equilibrium and
kinetic constraints similar to those during primordial accretion. Species such as CO,
CO2, CH4, or N2 could condense back on the surface depending on surface temperature
and gravity (Schaller and Brown, 2007), whereas H2 would certainly escape. The
extent to which a given volatile may condense back to the surface could be more
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precisely estimated if New Horizons measurements constrain the rate of processes
such as Jeans escape, hydrodynamic escape, and ultraviolet photolysis (Schaller and
Brown, 2007). Such measurements include atmospheric thermal profiles (to constrain
heating from extreme ultraviolet radiation) and structure (in particular, the exobase
altitude from which escape may take place), as well as ejection velocity in potential
plumes. New Horizons is well equipped to perform such measurements: ultraviolet
spectra and atmospheric maps will be acquired by the Alice instrument (Stern et al.,
2008); atmospheric temperature and structure profiles will be inferred from radio
occultations using REX (Tyler et al., 2008); and SWAP (McComas et al., 2008) and
PEPSSI (McNutt et al., 2008) will be used to perform solar wind measurements and
energetic particle spectrometry to determine in situ escape rates (Stern and Spencer,
2003).
Past cryovolcanism may have been the source of methane for Pluto’s atmosphere
and frosts; this would mean that its past or current ocean had a very reduced
composition. On the other hand, mild heating of subsurface clathrate hydrates may
suffice to concentrate guest species at the surface. Miscible species such as CH3OH or
NH3 are not expected to exsolve, but they play a key role in maintaining liquid as
antifreezes, and would be entrained by the gas onto the surface during an eruption.
Local concentrations of these species would be evidence for extrusion of material from
the interior; however, their cryovolcanic origin (i.e., surface deposition as a fluid)
would likely be as ambiguous as previous interpretations of similar features on other
icy bodies.
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6.6 Conclusions
In this study, we investigated gas exsolution as a mechanism to drive cryovolcanism.
We used a novel approach that couples geophysics and geochemistry, and extended
geochemical modeling to the seldom-explored realm of liquid water at subzero tem-
peratures. We showed that, provided liquid and crack initiation (e.g. by freezing
pressurization), cryovolcanism can occur on dwarf planet-sized KBOs.
CO seems to be an excellent driver for explosive venting, whereas species such
as CO2 and sulfur gases are not. Primordial N accreted as N2 could also drive
cryovolcanism if its abundance, currently unconstrained, is above a few percent with
respect to water. CH4 and H2 resulting from hydrothermal activity at the putative
seafloors of KBOs may also trigger cryovolcanism if they are present in substantial
amounts (a few percent with respect to water). The miscible antifreezes CH3OH and
NH3 remain in solution; this allows persistence of liquid at temperatures well below
200 K.
Therefore, the onset of explosive cryovolcanism hinges mainly on the abundances
of CO, N2, CH4, and H2: abundances of a few percent in solution for at least one of
these seem necessary to initiate exsolution even in the most favorable settings. This
requires at least one of the following scenarios: (a) CO does not get destroyed in an
ocean, (b) the quantity of N accreted is at the high end of current estimates, or (c)
large amounts of reduced gases are produced by vigorous hydrothermal activity.
Undifferentiated crust that never overturned inhibits exsolution and cryovolcanism
by acting as a pressure seal. This finding contradicts previous predictions that crusts
provide a favorable medium for fluid-filled crack propagation because of the positive
fluid buoyancy. Cryovolcanism is favored if the rocky core is hydrated, because the
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core then takes up a larger volume and places the seafloor closer to the surface; this
reduces the pressure solubilization of volatiles. Other considerations, such as ice
relaxation of cracks and fluid freezing during ascent, may hamper cryovolcanism, but
rough calculations showed that they do not prevent it if crack propagation happens
quickly enough. Therefore, current or recent explosive cryovolcanism is expected on
Pluto and Charon if either currently has a subsurface liquid layer, a plausible outcome
of thermal evolution models. If this is the case, the icy dwarf planets of the Kuiper
belt may well join the list of potentially habitable bodies in the solar system.
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Chapter 7
GEOCHEMISTRY, THERMAL EVOLUTION, AND CRYOVOLCANISM ON
CERES WITH A MUDDY ICE MANTLE
In this chapter, I combine results on hydrothermal couplings between geophysical
and geochemical processes and their surface expression (Chapters 4 through 6) to
interpret preliminary data returned by the Dawn spacecraft and make predictions to
be tested by upcoming Dawn measurements. Using results of combined geophysical
evolution and geochemical simulations, I paint a picture of Ceres’ evolution consistent
with all recent available data gathered on Ceres.
This chapter, co-authored by Steve Desch, has been submitted for publication in
Geophysical Research Letters. Below is a brief summary of the results, followed by the
text of the paper.
We present a model of the internal evolution of Ceres consistent with pre-Dawn
observations and preliminary data returned by Dawn. We assume that Ceres accreted
ice and both micron- and millimeter-sized rock particles, and that micron-sized fines
stayed suspended in liquid during differentiation. We conclude that aqueously altered
grains were emplaced on Ceres’ surface during the first tens of Myr of its evolution.
Our geochemical simulations suggest Ceres’ unusual surface mineralogy is consistent
with aqueous alteration of CM material, possibly by NH3-bearing fluid. Thermal
evolution simulations including insulating fines yield present-day liquid at depth if
Ceres has a small core or no core at all; otherwise they yield temperatures at the
core-mantle boundary of 240–250 K, just warm enough for chloride brines to persist
and be freezing today. We hypothesize that ongoing freezing may over-pressurize
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liquid or briny reservoirs, driving cryovolcanic outflow whose surface expression may
have been observed by Dawn at Ceres’ ‘bright spots’. These outflows may contribute
to the water vapor being produced at Ceres.
7.1 Introduction
Of all the solar system worlds known to possess a substantial (> 10wt%) ice fraction,
none is as close to the Sun as Ceres. Ceres potentially harbors subsurface liquid
water like Europa and Enceladus (Neveu et al., 2015a); confirmation of subsurface
liquid would hold great implications for habitability in the Solar System. The Dawn
spacecraft now orbiting Ceres may provide evidence of subsurface liquid delivery to
the surface. Interpretation of Dawn data demands a model for the evolution of Ceres’
structure to date. Here we describe such a model, constrained by observations, that
hypothesizes the presence in Ceres’ ice of micron-sized, aqueously-altered silicate fines.
We explore the effect of this ‘muddy ice’ on Ceres’ thermal evolution, and its surface
expression.
Constraints on Ceres’ density and structure come from its mass, 9.395±0.0125×1020
kg (Thomas et al., 2005) and its shape and size. From telescopic observations, two
oblate spheroid shape models have been determined: equatorial radius a = 487.3± 1.8
km, polar radius c = 454.7± 1.6 km, yielding mean radius R = 476.2 km and mean
density ρ¯ = 2077 ± 36 kg m−3 (Thomas et al., 2005); and a = 483.5±5 km, c = 446±5
km (Drummond et al., 2014), yielding R = 470.7 km and ρ¯ = 2151 ± 40 kg m−3.
Combined with its 9.074 hour rotation period (Carry et al., 2008), we derive normalized
moments of inertia (NMOI) for the Thomas et al. (2005) shape of 0.347 using the
equations of Bourda and Capitaine (2004), or 0.326 using those of Zolotov (2009)
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(calculating the rotational parameter q using the equatorial radius). The Drummond
et al. (2014) shape yields NMOI of 0.400 and 0.380, respectively. The Dawn team
has recently reported preliminary axes of a = 482.6 ± 1.0 km, b = 480.6 ± 1.0 km,
and c = 445.6± 1.0 km, yielding (assuming b = a) mean radius R = 469.3 km and
NMOI of 0.400 and 0.378 (Russell et al., 2015). The Thomas et al. (2005) shape is
consistent with models in which Ceres has a core of radius Rc and density ρc, overlain
by a mantle of density ρm, whereas the other two shapes could be consistent with a
small core or completely homogenous body such as Zolotov (2009) suggested.
Several authors (McCord and Sotin, 2005; Castillo-Rogez and McCord, 2010;
Castillo-Rogez, 2011; Neveu et al., 2015a) have modeled Ceres as having a rocky core
and pure ice mantle (ρm = 918 kg m−3), or ice containing solutes or clathrates (Castillo-
Rogez and McCord, 2010), as expected if rock (refractory silicates and organics) and
ice fully differentiated within Ceres. Some lines of evidence indeed support an ice
mantle. Ceres exhibits little (< 8 km) topography (Thomas et al., 2005). It also
lacks a collisional family, possibly because fragments derive from an icy mantle and
sublimate after ejection (Rivkin et al., 2014).
Other lines of evidence argue against a pure ice mantle. Ceres’ surface is dark
and uniform (albedo 0.04 to 0.09; Li et al. (2006)), with spectra consistent with
minerals resulting from aqueous alteration (Lebofsky et al., 1981; Rivkin et al., 2006),
possibly brucite, magnetite, carbonates (magnesite), and phyllosilicates (cronstedtite
or saponites) (King et al., 1992; Milliken and Rivkin, 2009; Rivkin et al., 2012; Beck
et al., 2015). Ceres’ unique surface composition argues against exogenous sources
such as meteoritic infall, or formation from the observed surface material (as Zolotov
(2009) suggests), unless the observed minerals formed out of fluid-rock equilibrium
in transient near-surface fluids generated by chondritic impactors (Zolotov, 2014).
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Otherwise, endogenous processes must have emplaced hydrated minerals onto Ceres’
surface. Ice within a few meters of Ceres’ surface (at latitudes < 60◦) will sublimate
(Fanale and Salvail, 1989; Schorghofer, 2015; Titus, 2015), so the surface is widely
interpreted as a lag deposit. This implies a mantle of ice with embedded minerals.
These apparently conflicting observations may be reconciled if Ceres has a mixed
mantle of ice containing a substantial mass fraction of fines. This idea was first
suggested by Bland et al. (2013), who noted that chondritic parent bodies likely
accreted a mixture of chondritic material (micron-sized fines ‘matrix’ and millimeter-
sized ‘chondrules’) and ices. In bodies large enough to melt ice, they assumed
chondrules would settle to form a rocky core, but that fines would remain suspended
by convection in a muddy melt. They recently applied their ‘mudball convection’
models to Ceres (Bland and Travis, 2014), assuming a rock density ρc = 2700 kg m−3,
core radius Rc ≈ 300 km, and a mantle ‘mud’ density ρm = 1870 kg m−3 (Travis et al.,
2015). These parameters yield an NMOI of 0.376, intermediate between those derived
for the shapes of Thomas et al. (2005) and Drummond et al. (2014).
Ceres’ mass and NMOI can also be matched by a family of solutions with different
ρm reflecting different mass fractions of fines. For the shape of Thomas et al. (2005),
one end member is a pure ice mantle, ρm = 918 kg m−3, requiring Ceres to be
86wt% rock with low density ρc = 2628 kg m−3, consistent with hydrated silicates
but unrealistically metal-free. The other end member assumes Ceres is 74wt% rock
with the highest plausible density, ρc = 3700 kg m−3, consistent with Fe-rich olivine,
yielding ρm = 1676 kg m−3. Below, we explore a plausible intermediate case with
ρm = 1468 kg m−3, requiring Ceres to be 18wt% ice and 82wt% rock with density
ρc = 2900 kg m−3, the density of grains in the heavily hydrated CM chondrites
(McKinnon, 1997) and that determined by Desch and Neveu (2015b) to represent
258
aqueously altered chondritic material. Three quarters of the rock would reside in a core
with radius 358 km, one quarter of it mixed in the mantle, which matches the 3:1 ratio
of millimeter-sized chondrules (which would sink to a core) to micron-sized matrix
grains (which, we assume, stay suspended), as reported by Scott and Krot (2005)
for enstatite, ordinary, and some carbonaceous chondrites. For the Drummond et al.
(2014) and Russell et al. (2015) shapes, Ceres can be assumed to be undifferentiated
or to have a minimal core (radius 85 km if Ceres is 1wt% rock and 99wt% muddy ice).
This chondrule-free case is compatible with accretion of CI chondrite-type material
(Tomeoka and Buseck, 1988). For ρ¯ = 2151 kg m−3 and again assuming a rock density
of 2900 kg m−3, the mixture contains 62vol% fines.
This paper is organized as follows. In §2 we consider Ceres’ differentiation, early
surface emplacement, and muddy mantle formation. In §3 we explore the effects of this
muddy ice mantle on Ceres’ thermal evolution. This evolution scenario yields several
opportunities for aqueous alteration (§4) and may allow present-day cryovolcanism
(§5). In §6, we list predictions testable by Dawn measurements.
7.2 Differentiation and Origin of a Muddy Ice Mantle
Following Travis et al. (2015), we assume Ceres accreted a homogeneous mixture
of ice and rock grains of chondritic composition and size distribution (micron-sized
fines ‘matrix’ and millimeter-sized ‘chondrules’). Ice can melt solely from long-lived
radionuclide heating (§3), but decay of 26Al can generate liquid in the first few
Myr. Chondrules quickly settle via Stokes flow through the liquid, falling distances
∆R ∼ 100 km due to gravity (g ≈ 0.28 m s−2 near the surface) on short timescales:
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tsettle =
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D
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(7.1)
We assume that fines and chondrules, if accreted dry, become quickly hydrated,
reaching density ρr = 2900 kg m−3. In the first melt, the volume fraction of solids
is φ = 0.57, so the viscosity of the fluid exceeds that of water (0.0018 Pa s) by a
factor (1− φ/φm)−2 ≈ 100, where φm = 0.63 (Mueller et al., 2009). Within decades
chondrules settle, leaving the liquid with density ρl = 1526 kg m−3, solids volume
fraction φ ≈ 0.26, and viscosity 0.005 Pa s. In such liquid, micron-sized fines take ≈
0.8 Myr to settle out. If all rock is in fines, as required by the Drummond et al. (2014)
and Russell et al. (2015) shapes, then φ ≈ 0.62 and tsettle ≈ 1 Gyr.
Whether liquid and fines unmix is uncertain, and not addressed by Travis et al.
(2015, and references therein) from first principles. The Shields diagram commonly
used in sedimentology predicts suspension of micron-sized fines on Earth if flow speeds
exceed the small threshold ∼ 3 km yr−1 (Shields, 1936), or a much lower threshold on
Ceres due to its lower gravity. Because of its fast rotation, Ceres’ ocean may experience
geostrophic currents with velocities ∼ 1 km yr−1 (Melosh et al., 2004; Boubnov and
Golitsyn, 1990, their equation 4.2) if the seafloor heat flux exceeds 100 mW m−2, a
value measured in hydrothermal areas on Earth (Elderfield and Schultz, 1996), but
15- to 150-fold higher than those typically reached throughout our thermal evolution
simulations (§3). In addition, fines may settle rapidly if they coagulate into larger
aggregates. Other authors (McCord and Sotin, 2005; Castillo-Rogez and McCord,
2010; Neveu et al., 2015a) have explored the case in which fines settle. In light of
evidence that Ceres’ subsurface is not pure ice (§1), we explore the possibility that
fines remain suspended in the liquid, and its implications for surface emplacement,
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Figure 43: Differentiation if Ceres formed 4-7 Myr after CAIs
Left : Ceres begins as a homogeneous, frozen mix of ice, ‘chondrules’, and fines. Radio-
genic heat melts ice; chondrules and fines are aqueously altered (green); chondrules
sink, forming a core; and Rayleigh-Taylor instabilities at the ice-liquid interface gener-
ate diapirs tens of km in size containing liquid bearing fines; diapirs rise and emplace
fines on the surface. The entire mantle overturns in this way. Ice sublimation leaves a
lag deposit at the surface. If Ceres formed < 4 Myr after CAIs, overturn proceeds
via rapid melting and foundering of the thin (< 4 km) crust, but results in the same
structure. Right : Ceres’ structure today: a cracked core of hydrated ‘chondrules’
(possibly smaller or nonexistent if Ceres accreted less or no chondrules), under a
mantle of ice and fines, with pockets of cold (≈ 250 K), briny liquid in between. This
liquid may ascend to the surface due to freezing pressurization. Effusion is likely
through pre-existing cracks, e.g., in large craters.
under two scenarios. (Fines are assumed hydrated, but we neglect the effect of salts
in the liquid.)
In the first scenario, Ceres forms 4 to 7 Myr after calcium, aluminum-rich inclusions
(CAIs). Our thermal evolution simulations (§3) show 26Al decay heat quickly melts
water in central layers.
The case of the Thomas et al. (2005) shape is shown in Fig. 43. In melted
layers, chondrules sink to the core within 102 yr (Equation 7.1), creating a density
inversion at the top of a subsurface ocean (ρl = 1526 kg m−3 underlying ρ = 2077
kg m−3), triggering Rayleigh-Taylor (RT) instabilities. An important scale is L =
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(nRT0/Ea)(T0/ |dT/dr|), the lengthscale over which the viscosity changes significantly.
The fastest growing wavelengths of the RT instability are λ ≈ 7L (Conrad and Molnar,
1997), generating diapirs ∼ λ/2 in diameter. Assuming basal slip is the relevant
ice rheology, n = 1.8 and Ea = 49 kJ mol−1 (R = 8.31 J mol−1 K−1); we assume
T0 = 273 K at the ice-liquid interface. Our thermal evolution simulations suggest
dT/dr ∼ 2 K km−1 in the ice above the subsurface ocean in the first 60 Myr. Thus,
L ∼ 11 km, yielding diapirs with diameters ∼ 40 km. These diapirs, which trap
liquid and suspended, hydrated fines, are generated by RT instabilities growing on
timescales tRT ≈ 5.4 η (L/Z0)0.44 (∆ρ g L)−1 ≈ 6000 yr (Rubin et al., 2014). Here,
η ∼ 1014 (1 − φ/φm)−2 ∼ 1016 Pa s is the viscosity of primordial, solids-laden ice
at the liquid-ice interface, and Z0 ∼ 1 km is the size of the perturbation initiating
the RT instability. From Equation 7.1, the timescale for a diapir of diameter 40 km
and density ≈ 1500 kg m−3 to buoyantly rise 10 km by Stokes flow, assuming an ice
viscosity η = 1016 exp[20 (273K/T − 1)] Pa s (Shoji and Kurita, 2014), is about 250
yr for ice at 273 K near the liquid-ice interface, increasing to 50 Myr in ice at 170
K. While diapirs ascend to the surface, fingers of ice bearing fines and chondrules
sink into the liquid layer where they melt, delivering more chondrules to the core
and fines to the ocean (Fig. 43). RT instabilities keep generating diapirs containing
liquid and fines until the entire crust has overturned, yielding a mantle of refrozen ice
mixed with aqueously altered fines, all within the first ≈ 60 Myr of Ceres’ evolution.
If Ceres is nearly homogeneous (Drummond et al. (2014) and Russell et al. (2015)
shapes), material from the central ice layers — which after <70 Myr periodically melts,
circulates through the tiny core, and refreezes — is transported to shallow depths
by thermally-driven subsolidus convection, where it can be subsequently exposed by
impacts.
262
In the second scenario, applicable to either shape, Ceres forms < 3 Myr after CAIs.
The 26Al-driven heat flux is much greater, and in < 10 Myr near-surface temperature
gradients approach dT/dr ∼ 30 K km−1, yielding a crust only ≈ 4 km thick overlying
a >100-km deep ocean. As before, chondrules settle out rapidly, but we assume fines
remain well mixed. The crust can easily overturn by diapirism (if denser than the
underlying ocean) or melting by impacts. It is replaced by liquid bearing aqueously
altered fines.
In either scenario, ice sublimates from the surface, leaving a lag deposit of hydrated
fines. As long as fines do not unmix from the liquid on ∼ 107 yr timescales, and
assuming Ceres formed within about 7 Myr of CAIs, this model robustly results in
Ceres being globally resurfaced during its first few tens of Myr, leaving a lag deposit
of micron-sized particles that experienced aqueous alteration during residence in
subsurface liquid.
7.3 Thermal Evolution
Previous models of Ceres’ geophysical and thermal structure have either assumed
no differentiation at all (Zolotov, 2009), or complete ice-rock differentiation (McCord
and Sotin, 2005; Castillo-Rogez and McCord, 2010; Neveu et al., 2015a). The latter
models assume Ceres’ mantle has the rheological and thermal properties of pure water
ice, in apparent conflict with the assumption that the surface represents a lag deposit
of minerals. In their recent thermal evolution model, Travis et al. (2015) assume ice
and rock fines remain well mixed, affecting shell rheological and thermal properties;
they conclude thermal convection is vigorous within Ceres. Here we model the thermal
evolution of Ceres, including the effects of a muddy ice mantle with fines, thermal
263
convection, and hydrothermal circulation, using the 1-D code of Desch et al. (2009),
modified by Neveu et al. (2015a).
In the following runs, we assume Ceres’ radius is 470.7 km, its bulk density 2151
kg m−3, that it accreted ‘cold’ with uniform temperature 168 K, from a homogeneous
mixture of ice (density 918 kg m−3) and chondritic rock (which quickly hydrated to
have density 2900 kg m−3), either 1/4 in fines and 3/4 in chondrules or 99% in fines.
The code, described in detail by Desch et al. (2009) and Neveu et al. (2015a), calculates
heating by differentiation and by radioactive decay of both long-lived (40K, 232Th,
235U, 238U) and short-lived (26Al) radionuclides present in the rock at CI abundances
(Lodders, 2003). Temperatures are found by balancing the flow of heat to the surface
(at fixed temperature 168 K) by conduction, thermal convection in the mantle if the
Rayleigh criterion is satisfied, or hydrothermal circulation in the core if it is cracked and
the Rayleigh criterion is satisfied. Differentiation of chondrules and ice into a lithified
silicate core and a muddy ice mantle is allowed by redistribution of components within
fixed volumes, first by Stokes settling in layers warmer than 273 K, then immediately
by RT instabilities (§2) once the radius of the outward-moving differentiation front
exceeds half of Ceres’ radius (Neveu et al., 2015a). The assumption that fines and ice
are well mixed (§2), even as liquid freezes into a muddy mantle, is implemented by
forcing differentiated layers to retain either 25% or 99% (homogeneous case) of their
initial rock mass. Rocky fines have lower thermal conductivity (∼ 1 W m−1 K−1) than
ice (∼ 3 W m−1 K−1), making the mantle more insulating according to the formalism
of Desch et al. (2009); they also increase its viscosity by a factor (1− φ/φm)−2 ≈ 3
or 4000 for volume fractions φ = 0.26 and 0.62, respectively (Mueller et al., 2009).
Other assumed parameters (e.g., densities, heat capacities, thermal conductivities)
and formalisms are those of Desch et al. (2009) and Neveu et al. (2015a).
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The simulated thermal evolution of Ceres under the second scenario above (for-
mation 3 Myr after CAIs with substantial 26Al decay heating) is shown in Fig. 44.
Results for the differentiated case (Fig. 44a) are similar to those obtained by Neveu
et al. (2015a). Differentiation occurs within 1 Myr after formation, yielding a rocky
core of radius 363 km overlain by a 112 km-thick muddy hydrosphere that for the first
60 Myr is fully melted and vigorously convecting. Liquid also circulates through the
thermally fractured core, efficiently transferring heat from the core to the hydrosphere.
Convective heat transport within the hydrosphere leads it to cool and partially freeze
around 0.75 Gyr. Through the frozen outer layers, heat flows slowly by conduction
rather than convection, causing radiogenic heat buildup, until more liquid is again
produced around 1 Gyr to within 30 km of the surface. The hydrosphere again
partially refreezes around 1.5 Gyr, then remelts up to 60 km below the surface before
fully freezing at 2.5 Gyr, stopping hydrothermal circulation in the core. Subsequently,
sluggish conductive heat transfer in the core keeps the center above 600 K, but outer
core regions remain below 273 K, preventing a global ocean above. Today, core-mantle
boundary temperatures of ≈ 250 K (Fig. 44) could allow liquid brine pockets. For the
small core case, the same processes lead to a similar thermal evolution (Fig. 44b),
although at the present day the muddy hydrosphere remains liquid and convective at
radii up to 360 km (110 km depth).
If Ceres forms later, ≈ 7 Myr after CAIs, our calculations show a similar evolution.
Early on, the crust is much thicker and the temperature gradient much lower, |dT/dr| ≈
2 K km−1, but evolution past 100 Myr is unchanged.
We have assumed a CI composition for Ceres, yielding the highest radiogenic heating
rate among chondrites. Using CO chondrite abundances (Wasson and Kallemeyn,
1988), which yield the lowest radiogenic heating rate among non-enstatite chondrites,
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we find a similar evolution. In the large core case, freezing episodes occur earlier (0.25
and 1.25 Gyr, full freezing at 1.5 Gyr), with present-day temperatures ≈ 240 K at the
core-mantle boundary. In the small core case, the present-day hydrosphere remains
liquid at radii up to 300 km only.
7.4 Geochemistry
The above scenarios provide three opportunities for water-rock interaction: in
the first few tens of Myr, as most of the current surface is emplaced and vigorous
hydrothermal circulation occurs (temperature T up to 300◦C, pressure P between
20 and 140 MPa, bulk water:rock mass ratio W:R = 0.15); in the subsequent ocean
(T ≈ 0−30◦C, P ≈ 20−140 MPa, W:R ≥ 0.15); and in impact-generated hydrothermal
systems at the surface (T < 10◦C assuming the heat of impact melts ice but does not
heat the liquid, P < 0.1 MPa, W:R < 0.6). We investigated equilibrium fluid and rock
compositions as a function of T , P , and W:R, using the geochemical modeling software
PHREEQC (Parkhurst and Appelo, 2013), implementing an extended Debye-Hückel
equation to compute solute activity coefficients (Pitzer and Brewer, 1961; Helgeson,
1969; Anderson, 2005), a Peng-Robinson equation to compute gas fugacity coefficients
(Peng and Robinson, 1976), and thermodynamic data compiled in the llnl.dat database
(Parkhurst and Appelo, 2013) with solute and mineral molar volumes compiled in
the OBIGT database (Dick, 2008). Initial rock minerals and abundances were chosen
to match representative elemental (Wasson and Kallemeyn, 1988) and mineralogical
(Howard et al., 2009, 2011) compositions of CM chondrites to within a few percent
for each element and mineral group, including all elements more abundant than 500
ppm (Al, C, Ca, Co, Cr, Fe, H, K, Mg, Mn, Na, Ni, O, P, S, Si and Ti), plus N
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Figure 44: Temperatures inside Ceres, versus depth and time since formation (loga-
rithmic scale)
Colors denote temperature, not composition. a. Shape model of Thomas et al. (2005),
with 363 km radius chondrule core. Ceres’ mantle is usually frozen past 2.5 Gyr. b.
Shape models of Drummond et al. (2014) and Russell et al. (2015), with a very small
core (<1% of all rock mass, radius 85 km). At the present day, ice below 360 km is
melted.
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and additional trace elements. Two initial fluid compositions were simulated: pure
water, and water with 5 mol% C, 2 mol% N, 0.5 mol% S, and 520 mol ppm of Cl to
approximate the volatile (C, N, S) content of comets (Mumma and Charnley, 2011)
and the chlorine content of CI chondrites (Wasson and Kallemeyn, 1988). The initial
pH varied between 7 and 14. The initial oxygen fugacity fO2 varied from 6 log units
below to 6 log units above the fayalite-magnetite-quartz (FMQ) buffer. Calculations
were run at W:R of 0.1, 1, and 10, but only the latter two values yielded solutions
dilute enough for the geochemical model to be valid. These values are higher than the
bulk W:R mentioned above, but may be appropriate under the assumption that not
all the rock is altered. Further details on these calculations and illustrations of their
results are provided in supplementary material.
Water-rock interactions generally yield fluids dominated by S (pentathionate
S5O
2−
6 ), C (methane) solutes, and (for starting cometary fluid) N as NH3 or NH
+
4 , with
< 25% of the solutes being Na and Ca. At high T the fluid can be rich in H2. The
dominant mineralogies are magnetite and clays (saponite smectite; some antigorite,
cronstedtite, and greenalite serpentines; chlorites; NH4-clays). A few simulations yield
brucite (above 200◦C, initial pH ≥13), but they involve concentrated solutions with
ionic strength ≈ 10, beyond the range of applicability of the Debye-Hückel model
(ionic strength < 0.1).
The clays produced by our model tend to be richer in Mg than Fe, although Fe-rich
cronstedtite replaces magnetite as the dominant Fe-mineral at low T in simulations
with initial pure water. The presence of saponite and NH4-clays rather than brucite
may be consistent with recent (and previous) interpretations of Ceres’ 3.06 µm feature
(Beck et al., 2015; King et al., 1992). Carbonates, which seem prominent on Ceres
(Rivkin et al., 2012), are absent from our simulation results, suggesting Ceres may
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have undergone alteration at conditions more oxidizing than those simulated here.
Nevertheless, the clays and magnetite identified on Ceres’ surface could be equilibrium
products of aqueous alteration of CM material. Because these products seem to form
independently of T and P , we cannot discriminate between early, hot alteration or
cold interaction occurring later on. If confirmed, abundant NH4-clays at Ceres’ surface
would suggest that Ceres accreted N-rich cometary ices.
Under conditions producing methane-rich solutions, methane clathrates could form,
as most of the subsurface liquid colder than 300 K lies in their stability field (Mousis
et al., 2015). As thermodynamic data for methane clathrates were not included in our
geochemical calculations, we cannot predict at this time whether clathration occurs.
7.5 Possible Ongoing Cryovolcanism
Ceres’ surface displays hints of exposed subsurface liquid, especially at several
‘bright spots’ of albedo >0.4 located in the 92 km-diameter crater Occator (latitude
20◦N, longitude 239◦, http://photojournal.jpl.nasa.gov/catalog/PIA19889). Increased
brightness at this longitude was observed by Li et al. (2006), and determined from
near-infrared J, H, and K reflectance to be more consistent with salts or clays than
water ice (Carry et al., 2008). Surface water ice is not stable at these latitudes (Fanale
and Salvail, 1989; Schorghofer, 2015). Notably, water vapor is produced at these
longitudes (Küppers et al., 2014). The brightest spot or group of spots, at the crater
center, appears circular with diameter ∼ 9 km. It is surrounded by smaller spots. A
sparser group of circular spots is located a few dozen km to the east. The spots lack
the ejecta rays observed around other bright areas such as crater Haulani (latitude 5◦N,
longitude 11◦); arguing against an impact origin. That the Occator spots are located
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in topographically low areas (http://photojournal.jpl.nasa.gov/catalog/PIA19891)
may suggest pooling of fluids created during or after the Occator impact. The spots
could also be a lag deposit of solutes and entrained particles brought to the surface
cryovolcanically. Another potential cryovolcanic feature is an isolated mountain 15 km
wide and 5 km high (latitude 19◦S, longitude 315◦) with bright streaks that seem to
run downslope (http://photojournal.jpl.nasa.gov/catalog/PIA19578 and /PIA19631).
Cryovolcanism is remarkably plausible in the context of our evolution models.
Widespread extant subsurface liquid is expected in the small core scenario (§3), bearing
solutes leached from its interaction with rock. Even in the large core scenario, for
which the deepest ice is at 250 K, a thin global layer (or isolated pockets) of briny
or NH3-rich liquid could persist to the present day. A eutectic mixture of water and
23.3wt% NaCl, of density ≈ 1200 kg m−3, melts at −21◦C = 252 K (Barduhn and
Manudhane, 1979), and the eutectic temperature of the H2O–NH3 system is 176 K
(Leliwa-Kopystynski et al., 2002). Our geochemical calculations suggest that Na, C, S,
and perhaps N are major solutes in subsurface liquid, and that some Cl remains in
solution. This situation is analogous to that studied by Zolotov and Shock (2001) for
Europa. As that ocean cools, sulfate hydrates first freeze out of solution, concentrating
chlorides into a reduced volume of liquid (1% the original volume). The solution
remains liquid until KCl (sylvite), NaCl·2H2O (hydrohalite), and MgCl2·12H2O freeze
out at temperatures between -29◦C and -36◦C. Thus, at the core-mantle boundary,
temperatures seem warm enough for ∼ 1% of the original ocean to persist as briny
liquid.
In either scenario, liquid is undergoing freezing at the present day. As just ≈ 2%
of a liquid reservoir freezes, it compresses the liquid, over-pressurizing it by the ∼
10 MPa needed for it to ascend ∼ 100 km (Fagents, 2003; Manga and Wang, 2007;
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Neveu et al., 2015b; O’Brien et al., 2015). In the large core case (Thomas et al., 2005),
the liquid density ρl = 1526 kg m−3 and fines volume fraction Φ = 0.26 (§2) yield a
hydrosphere volume increase of 4.1% if it freezes entirely. If the volume increase takes
place solely by effusion of material, a global layer 77 m-thick (20 m once the ice has
sublimated away) is effused atop the 107 km-thick hydrosphere. In the small core case
(Drummond et al., 2014; Russell et al., 2015), the liquid density ρl = 2151 kg m−3
and fines volume fraction Φ = 0.62 (§2) yield a volume increase upon freezing of 1.4%.
Our simulations suggest that only the upper 110 km have refrozen so far (Fig. 44b),
corresponding to a global layer 29 m thick, or 18 m thick after ice sublimation. Liquid
is likely to effuse to the surface through preexisting fractures, such as those in the
basements of craters, as postulated for the Moon and Mercury (Thomas et al., 2015).
Perhaps basement fractures formed during the Occator impact intersect the large
NW-SE oriented fracture network in the Ebisu and Palo mapping quadrants, favoring
ongoing effusion in this particular region of Ceres. Thus, evidence of slow effusion over
geological timescales might be restricted to large craters; without sufficient material
erupted (<20 m equivalent global layer) to significantly erase impact morphologies at
the hundred-meter scales observed so far by Dawn’s Framing Camera.
We hypothesize that the bright spots on Ceres are active manifestations of effusion
of solute-bearing liquid, possibly containing fines of aqueously altered minerals, brought
to the surface by over-pressurization due to freezing of a subsurface liquid reservoir.
Ice sublimates from the outpouring, possibly contributing to the observed 6 kg s−1 of
water vapor production (Küppers et al., 2014), leaving behind a growing lag deposit
of salts and perhaps fines. Assuming water is effused as fast as it is sublimated, salts
and fines would be emplaced at a rate 11 kg s−1. The bright spots, with total inferred
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volume ∼ 100 km3 and mass ∼ 1× 1014 kg, would have been emplaced over 0.3 Myr
by effusion of ∼ 150 km3 of material.
7.6 Conclusions
We have presented a model for Ceres’ evolution, informed by analysis of how
differentiation would proceed, numerical geophysical modeling of its thermal history,
and geochemical calculations. We have attempted to explain pre-Dawn observations
and preliminary data returned by Dawn, and to make predictions testable by Dawn
at Ceres. We assume Ceres is made of ice, millimeter-sized particles (‘chondrules’),
and micron-sized fines that remain mixed in liquid. We predict Ceres’ mantle is a mix
of ice and fines that suffered aqueous alteration, with the following implications.
1. Internal Structure: We predict that Ceres has a rocky core, made of whatever
chondrules Ceres accreted, overlain by a mantle of ice and micron-sized hydrated
fines. The core size must be constrained by observations, but our model is
consistent with both end-member shape models. For the Thomas et al. (2005)
shape model, we predict a core of density ρc ≈ 2900 kg m−3 and radius ≈ 363
km, under a mantle of ice and hydrated fines with density ρm ≈ 1430 kg m−3,
yielding a NMOI ≈ 0.347. For the Drummond et al. (2014) and Russell et al.
(2015) shape models, we predict a very small or absent core (no chondrules),
surrounded by a uniform mixture of ice and hydrated fines, with density ρ¯ ≈
2151 kg m−3, yielding a NMOI ≈ 0.4.
2. Surface Morphology: We predict Ceres’ surface was globally overturned
in its first few tens of Myr, replaced by ice bearing fines of minerals that
suffered aqueous alteration while residing in subsurface liquid. Overturn was
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accomplished by compositional diapirism from a small subsurface ocean if Ceres
formed 4-7 Myr after CAIs; if Ceres formed with more 26Al, < 4 Myr after CAIs,
then overturn was accomplished by foundering of a thin (∼ 4 km) crust over
a deep ocean. In contrast, Travis et al. (2015) predict overturn by convection
throughout Ceres’ history, and Shoji and Kurita (2014) predict overturn by
diapirism over Ceres’ history, but only near its equator. Crater counts to derive
Ceres’ surface age can test these predictions. We predict Ceres’ surface is a
lag deposit of micron-sized fines, lacking millimeter-sized particles. Surface
particle size may be determined by fits to Ceres’ reflectance spectrum. Below
the lag deposit should be a mixture of ice and rock fines, whose rheology
may be intermediate between pure rock and pure ice. This may be tested
by modeling crater relaxation and determining the simple-to-complex crater
transition diameter.
3. Surface Mineralogy: We predict the fines on Ceres’ surface and throughout
its ice mantle were aqueously altered. We reproduce the observed surface
clays (cronstedtite, saponite, NH4-clays, though always with Mg-serpentine)
and magnetite, but not carbonates and likely not brucite (Rivkin et al., 2012)
by simulating the aqueous alteration of rock with CM chondritic elemental
abundances by pure or cometary water. Chloride salts may be concentrated in
areas of cryovolcanic effusions.
4. Cryovolcanism: We hypothesize that the bright spots are salts, and possibly
fines of aqueously altered minerals, left after sublimation of cryovolcanically-
emplaced water ice. Our evolution models suggest cryovolcanism can be driven
by pressurization of freezing liquid reservoirs. If so, since it should have started
operating only in the recent geologic past, cryovolcanic heat transport should
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have made a negligible contribution to cooling Ceres. Effusion into the cracked
basement of craters would seem common.
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Chapter 8
CONCLUSIONS AND FUTURE WORK
8.1 How Far Have We Gotten?
Among the results presented in the previous chapters are three major findings.
First, life in a wide variety of hydrothermal settings on Earth, although taxonomically
diverse, displays a remarkable uniformity in its use of major and trace chemical
elements (Chapter 3). Second, hydrothermal systems may be widespread in the solar
system, even at the present day, under the surfaces of not only Mars and some icy
moons, but perhaps a few dozen dwarf planets as well (Chapter 4). Third, those
solar system worlds that harbor hydrothermal systems may have been profoundly
affected physically and chemically by water-rock interaction, in ways that can now be
quantified (Chapters 5 through 7).
These findings bode well for the search for microbial life in the solar system:
they suggest that we look for life, with mechanisms in place to preserve a relatively
constrained extended elemental composition that can be used as a biosignature, in
hydrothermal material transported to or above the surface of water-bearing worlds.
Such material has likely already been sampled at Mars (Ruff et al., 2011) and Enceladus
(Hsu et al., 2015), and ongoing and planned Mars rovers are equipped to determine
compositions of element suites similar to those of Chapter 3 (Wiens et al., 2012;
Allwood et al., 2014). Upcoming and proposed missions may return hydrothermal
samples to Earth, where elemental analyses can be complemented to ascertain the
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Figure 45: Unveiling the complexity of internal processes governing the evolution of
icy dwarf planets
Radioactive decay (bottom) drives endogenic evolution. Subsequent geophysical
processes were modeled in previous codes (Desch et al., 2009; Castillo-Rogez and
McCord, 2010) in fair detail (green boxes), but neglected key geochemical inputs.
Geochemical models of static bodies (“water-rock interactions"; Glein et al., 2009;
Zolotov, 2009; Marion et al., 2012) likewise lacked major thermal evolution effects
(Castillo-Rogez, 2011). This work links the two, improving our understanding of how
dwarf planet interiors function.
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presence of life in these samples (Tsou et al., 2012; Mustard et al., 2013; Sherwood,
2015).
These findings also reveal the complexity of internal processes governing the
evolution of icy dwarf planets (Fig. 45). Prior models focused either on physical or
chemical aspects, but results from Chapters 4 through 7 suggest strong couplings
between the two which can no longer be ignored. The models developed as part of
this dissertation will inform the interpretation of data returned by Dawn at Ceres
and New Horizons at Pluto, enhancing their science return; in turn, matching the
predictions made in previous chapters to close-up observations will provide useful
tests for these models.
8.2 Ground Truth: Preliminary Results from Dawn and New Horizons
Ongoing exploration of Ceres and the Pluto system has confirmed the suggestions
of Chapters 4 through 7 that dwarf planets have been geologically active worlds, and
likely still are at the present day. Ceres’ surface features conspicuous “bright spots",
described in Chapter 7 (Fig. 46). These spots seem to have been emplaced by an
ongoing aqueous process rather than by exogenic impact. Favored hypotheses include
pooling of hydrothermal fluids generated by the Occator impact, or cryovolcanic
effusion through fractures in the crater basement (Chapter 7; Le Corre et al., 2015).
The composition of the bright spots is unknown at the time of writing, but will be a
key test of the Chapter 7 predictions on Ceres’ geophysical and geochemical evolution.
Preliminary measurements of Ceres’ surface composition hint at the presence of
ammoniated phyllosilicates (DeSanctis et al., 2015). If confirmed, these observations
would suggest that aqueous NH3 did play a key role in fluids on dwarf planets,
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Figure 46: Geologically active dwarf planets
Left : Bright spots located in Occator crater, Ceres. Scale bar: ≈10 km, image
PIA19889. Center : Frozen plains of Tombaugh Regio, Pluto. Scale bar: ≈20 km,
image PIA19936. Right : Charon’s “mountain in a moat" (top left). Scale bar: ≈50
km, image PIA19713. In all three images, the dearth of impact craters bears witness
to the youth of these dwarf planet terrains.
Source: NASA Planetary Photojournal, http://photojournal.jpl.nasa.gov.
strengthening the relevance of the models described in Chapter 5 and the assumption
(which permeates Chapters 4 through 7) that NH3 is a key chemical species. It is
interesting to note that even though some models of planetary accretion predict the
condensation of ammonia ices at Ceres’ current orbit (Dodson-Robinson et al., 2009),
others may require formation of Ceres farther from the Sun (McKinnon, 2008) for it
to accrete NH3, possibly in the same region where Kuiper belt objects are thought to
have formed (Levison et al., 2008).
Even in the Kuiper belt, the dwarf planets Pluto and Charon display surpris-
ing geological activity. On Pluto, the informally-named Tombaugh Regio seems
nearly devoid of impact craters even at the smallest scales imaged (Fig. 46), sug-
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gesting very recent emplacement of ice. The ice is assumed to be composed of
mainly N2, with diluted methane (http://photojournal.jpl.nasa.gov/catalog/PIA19712)
and the strongest CO signal of Pluto’s hemisphere imaged at closest approcah
(http://photojournal.jpl.nasa.gov/catalog/PIA19718). The discussion in Chapter
6 regarding the chemical conversion of CO in water to more thermodynamically stable
species (such as formate HCOOH) suggests that if the emplacement of Tombaugh
Regio results from aqueous activity, conversion to HCOOH may have been kinetically
inhibited. At this time, the origin of Tombaugh Regio remains unknown, and it may
be that its emplacement results from solid-state convection in subsurface ice rather
than aqueous processes (Robuchon and Nimmo, 2011). Although Pluto’s North polar
terrain also seems young, the apparent lack of craters may result from seasonal con-
densation of frosts (Spencer et al., 1997). Interestingly, Pluto’s three most abundant
surface and atmospheric compounds, N2, CH4, and CO, are also the exsolving species
found most likely to drive explosive cryovolcanism in Chapter 6. Future work will be
needed to constrain the endogenic origin of these species, and whether (and to what
extent) accreted ices may have been processed hydrothermally.
At this time, only a handful of images of Charon have been downlinked from the
New Horizons spacecraft. These images have unveiled a world which, although more
cratered than Pluto, has experienced geological activity (as evidence by planetary-scale
canyons; http://photojournal.jpl.nasa.gov/catalog/PIA19932). One of the highest-
resolution images features a ∼ 50-km structure, nicknamed “mountain in a moat", and
resembling a mountain sinking into Charon’s crust (Fig. 46). Isostatic adjustment
would require a low crustal viscosity, achievable only if ices near their melting point are
brought near the surface (Desch and Neveu, 2015a). Is Charon experiencing intrusion
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of antifreeze-bearing ices? This hypothesis could be tested by interpreting upcoming
New Horizons data using the models described in Chapters 4 through 7.
8.3 Future Steps
The research results presented in this dissertation are immediately applicable
to the ongoing exploration of dwarf planets. They imply that these objects are of
astrobiological significance. To conclude this work, I suggest avenues for research in
the longer term.
Characterizing microbial elemental chemistries in hydrothermal systems helps not
only improve our understanding of life in what seems to be a common solar system
habitat, but also provides a chemical indicator of life which, despite being inconclusive
as a biosignature, can be routinely measured by spacecraft (Wiens et al., 2012; Allwood
et al., 2014). However, the microbial elemental abundances measured in Chapter 3
were averages over taxonomically diverse communities. The robustness of the Chapter
3 results could be tested by performing elemental analyses of single cells from these
communities, following the methods of Steenbergh et al. (2013).
Numerical codes of dwarf planet evolution that couple geophysics and geochemistry
at each time step are just one step away. Here, although I have identified the couplings
and quantified the feedbacks between geophysics and geochemistry, these feedbacks
remain to be fully integrated at each time step into a single evolution code. This will
be a key objective of my upcoming postdoctoral work.
Finally, the current evolution codes of Chapters 4 through 7 do not simulate tidal
processes, which can dominate the internal evolution of icy moons such as Europa
and Enceladus. As these objects are prime targets of astrobiology missions being
280
developed or proposed (e.g. National Research Council, 2011; Tsou et al., 2012; McKay
et al., 2014; Pappalardo et al., 2015; Sherwood, 2015), understanding their workings is
essential to enhancing the science return of such missions. This will be another major
goal of my postdoctoral work.
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Table 21: Elemental abundances (by mass relative to sample dry mass) in autoclaved
solutions used in the separation procedure, unseparated and separated E. coli cells,
and field samples
The sampling site names given in quotes are unofficial and correspond only to our
own sampling program. For the solutions and E. coli samples, the uncertainties are
2x the standard error on the mean over replicates (about 95% confidence level). For
the field samples, the uncertainties are the maximum between the standard deviation
from the mean and 2x the standard error on separated E. coli. The latter uncertainty
estimation is useful when a separation yielded enough sample to analyze only one
replicate, but can lead to overestimates for elements which are scarce in E. coli but
abundant in field samples. The %C and %N values of field samples were corrected to
account for a 10% loss during separation. “BDL” indicates a measured value of less
than either the lowest calibration standard (IRMS) or 3 times the analytical blank
(ICP-MS). “BQL” indicates a measured value of less than 10 times the instrumental
uncertainty on the analytical blank, considered a lower limit for quantification. “BSFD”
indicates a measured net negative value after subtraction of the measurement on a
sample-free digestion. a Uncertainty estimate based on that for E. coli. b Value above
top ICP-MS calibration standard. c Wade (1952). d Data collected using atomic
absorption spectrophotometry (Jones et al., 1979). e The sediment sample was a
hanging mat splashed by hot spring water; the temperature and pH refer to those
measured in the spring.
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APPENDIX B
ELEMENTAL COMPOSITION OF CELL COMMUNITIES SEPARATED FROM
YNP SEDIMENT
340
Table 22: Elemental composition of cell communities separated from YNP sediment
Sediment was sampled at the hot springs listed in Tables 3 and 4. Uncertainties are the
maximum between the standard deviation from the mean over n biological replicates
and 2x the standard error on separated E. coli. The latter uncertainty estimation
is useful when a separation yielded enough sample to analyze only one replicate.
The percentages in brackets are estimates of the level of sediment contamination
for the element measured, assuming all Al in cells came from sediment (see text).
Calculated values can be higher than 100% due to measurement uncertainties. “IRMS”:
Isotope Ratio Mass Spectrometry analysis; “ICP-MS”: Inductively-Coupled Plasma
Mass Spectrometry analysis; “N/A”: not available; “BDL”: below detection limit (3x
the instrumental uncertainty on the blank, determined by averaging over 3 ICP-
MS measurements of the same sample); “BQL”: below quantification limit (10x the
instrumental uncertainty on the blank); “BBV”: below blank value. a These samples
underwent DNA sequencing (Table 5). b For these samples, C and N abundances
could not be obtained.
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APPENDIX C
ADDED THERMODYNAMIC DATA FOR SOLIDS
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Table 23: Thermodynamic data for solids in the expanded database
These data were added to the llnl.dat database to create the expanded core5.dat
database. a Marion et al. (2009). b Wang and Li (2011). c Christov (2002a). d Marion
(2002). e Marion et al. (2008). f Marion et al. (2003). g Marion (2001). h Christov
(2002b). i Marion et al. (2010). j Spencer et al. (1990). k Marion et al. (2010). l
Marion and Farren (1999). m Clegg et al. (1998b). n Clegg et al. (1998a). o Marion
et al. (2012). p Also called buddingtonite. The molar volume is provided for the
formula NH4AlSi3O8 · 0.5 H2O. q Thermodynamic data from Watkins (1981) for the
NH4-silicate, Shock and Helgeson (1988a) for H+ and NH+4 , Shock et al. (1989) for
SiO2(aq), Shock et al. (1997b) for Al3+, and Wagner and Prüß (2002) for H2O. r
Richard and Helgeson (1998). s Helgeson et al. (2009). t Helgeson et al. (1998). u
Richard (2001).
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