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Strings 
Given a text of length n and a pattern of length m, we present a parallel linear 
algorithm for finding all occurrences of the pattern in the text. The algorithm runs 
in O(n/p) time using any number of p ~< n/log m processors on a concurrent-read 
concurrent-write parallel random-access-machine. © 1985 Academic Press, Inc. 
I. INTRODUCTION 
The family of models of computation used in this paper is the parallel 
random-access-machines (PRAMs). All members of this family employ p 
synchronous processors all having access to a common memory. The 
present papers refers to two member of the PRAM family. Our presen- 
tation focuses on the concurrent-read concurrent-write (CRCW) PRAM. 
This model allows simultaneous reading from the same memory location as 
well as simultaneous writing. In the latter case, the smallest serial num- 
bered among the processors that attempt to write succeeds. At the end of 
the paper we show that a weaker concurrent-read concurrent-write PRAM 
model, where several processors may attempt to write at the same memory 
location only if they seek to write the same thing, actually suffices for the 
strongest results in this paper. There, we also show how to implement some 
of the results on a concurrent-read exclusive-write (CREW) PRAM, where 
simultaneous reading into the same memory location but not simultaneous 
writing is allowed. See Vishkin (1983a) for a recent survey of results con- 
cerning the PRAM family. 
Let Seq(n) be the fastest known worst-case running time of a sequential 
algorithm, where n is the length of the input for the problem being con- 
sidered. Obviously, the best upper bound on the parallel time achievable 
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using p processors without improving the sequential result is of the form 
O(Seq(n)/p). A parallel algorithm that achieves this running time is said to 
have optimal speed-up or more simply to be optimal. A goal, in serial com- 
putation, is to design linear time algorithms (O(n) time). Analogously, a
goal, in parallel computation, is to design algorithms whose running time is 
proportional to n/p, where p is the number of processors used. In this case 
we say that a parallel algorithm achieves parallel linear running time. 
There are not too many parallel algorithms which are optimal, in spite of 
the interest in them. We mention below a few such algorithms. We also 
include in this list a few algorithms which are very close to being optimal. 
(It was an arbitrary decision to include only algorithms which are away 
from optimal by a factor of O(log n), where n is the size of the problem 
being considered.) See Chin, Lam, and Chen (1981) and Vishkin (1984a) 
(among many others) for computation of partial (prefix) "sums" of n 
variables, where the word "sum" stands for any associative binary 
operation, Shiloach and Vishkin (1981) for finding the maximum among n 
elements (Borodin and Hopcroft, 1982; Kruskal, 1982; Shiloach and 
Vishkin, 198t) for merging two sorted lists (Akl, 1984; Reischuk, 1981 (a 
randomized algorithm) and Vishkin, 1983b) for finding the k smallest out 
of n elements (Ajtai, Komlos, and Szemeredi, 1983; Reif and Valiant, 1983 
(a randomized algorithm) and Shiloach and Vishkin, 1981) for sorting, 
(Paul, Vishkin, and Wagener, 1983) for various operations on 2-3 tree, 
(Kruskal, Rudolf, and Snir, 1985; Vishkin, 1984b (a randomized 
algorithm), and Vishkin, 1985b) for ranking a linked list, (Galil, 1984) for 
string matching (where the symbols are taken from an alphabet whose size 
is bounded), (Aggarwal et al., 1985; Nath et al., 1981) for computing con- 
vex hulls (Aggarwal et al., 1985, also considers other problems from com- 
putational geometry), (Bar-On and Vishkin, 1985) for generation of a com- 
putation tree form of an arithmetic expression and for finding matches in a 
sequence of parentheses, (Tarjan and Vishkin, 1983; Vishkin, 1985a) for 
computing preorder, postorder, lowest common ancestors and other tree 
functions, (Awerbuch and Shiloach, 1983; Chin, Lam, and Chen, 1981; 
Hirschberg, Chandra, and Sarwate, 1979; Savage and Ja'Ja', 1981; Shiloach 
and Vishkin, 1982a; Vishkin, 1984a; Wyllie, 1979) for computing connected 
components and minimal spanning forests of graphs, (Tsin and Chin, 1984; 
Tarjan and Vishkin, 1983) for computing biconnected components of 
graphs, (Vishkin, 1985a) for finding strongly connected orientation of the 
edges in undirected graphs, (Awerbuch et aL, 1984; Atallah and Vishkin, 
1984) for finding Euler tours in directed and undirected graphs, and 
(Shiloach and Vishkin, 1982b) for finding maximum flow in a network. See 
(Heller, 1978) for a survey of numerical parallel algorithms. 
The string matching problem is defined as follows. Input. Two arrays 
PATTERN and TEXT whose lengths are m and n, respectively. Output. A 
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Boolean array MATCH of length n. MATCH(i), 1 ~< i~< n, indicates if an 
occurrence of PATTERN starts at TEXT(i). 
The main contribution of this paper is in presenting an original parallel 
linear algorithm for the general case of this problem which runs in 
O(log m) time on a CRCW PRAM. The text analysis part of the algorithm 
is parallel linear and runs in O(logn) time on a CREW PRAM. The 
algorithm can also be implemented as a parallel linear algorithm which 
runs in time O(log 2 n) on a CREW PRAM. 
There are two known linear time serial algorithms for this extensively 
studied problem, due to (Boyer and Moore, 1977; Knuth, Morris, and 
Pratt, 1977). Recall that every parallel linear algorithms is, in particular, a 
linear time serial algorithm. The present result is stronger than theirs in the 
sense that it gives a parallel linear algorithm while theirs serial algorithms 
do not seem to imply satisfactory parallel linear algorithms. Moreover, our 
algorithm is not more complicated than theirs. Some parts of it (par- 
ticularly, the analysis of the text) are even considerably simpler. 
The string matching algorithm of (Galil, 1984) runs in O(log n) time 
using n/log n processors but requires the size of the alphabet o be fixed. 
However, it needs n processors in order to obtain O(log n) time for the 
general case considered here, and simulating it by a single processors takes 
O(nlogn) time. Unlike his algorithm, ours does not use the "Four 
Russians Trick" (Aho, Hopcroft, and UUman, 1974). There, O(log n) bits 
are packed into a single register and then each instruction concerning this 
register is counted as one operation. We use a few ideas from Galil's paper 
but are able to improve his result due to the following: 
(1) Novel algorithmic ideas for the string matching problem. We 
sketch briefly one such notable idea. A formal presentation of this idea is 
given in Section 3. The pattern is preanalyzed and the following table is 
constructed. Consider the following proposition: "The suffix starting at 
position i of the pattern is a prefix of the pattern." For each i, 1 ~< i < m, the 
table will either indicate that the proposition is true, or point to a single 
character following i that provides a counter example to the proposition. 
PATTERN I I~1 
jl-J2+w 
PATTERN I I I 
J'2 j! j] -1+w 
TEXT I I I I I  I I 
F]a. 1. A duel between positions Jl and J2 of the text: PATTERN(w):~ 
PATTERN(j1 - J2 + w); if TEXT( j  I -- 1 + w) =~ PATTERN(w) then there is no occurrence of 
the pattern at j l ; i f  TEXT( j l -  1 + w)# PATTERN( j  1 - J2  + w) then there is no occurrence of 
the pattern at J2- 
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Let Jl > J2 be two locations of the text such that Jl - J2 • m and the suffix 
starting at position Jl --J2 + 1 of the pattern is not a prefix of the pattern. 
Following the analysis of the pattern, position Jl - J2  + 1 of the table points 
to a counter example, say w. That is, PATTERN[ j l - j2+w]# 
pATTERN[w].  The duel idea. (See also Fig. t). It is impossible that 
occurrences of the pattern start both at location Jl and J2 of the text. 
Moreover, the j l -  1 + w position of the text can be either the w position of 
the pattern, the Jl - J2  + w position of the pattern or neither (but not both). 
The idea of a duel between Jl and J2 is to compare this position of the text 
with each of these positions of the pattern. Thereby, we can eliminate the 
possibility that an occurrence of the pattern starts in at least one of j l  or j2. 
Now, consider the set of locations of the text such that at time t of an 
algorithm the possibility that an occurrence of the pattern starts at each of 
them has not (yet) been ruled out. Applying duels between successive pairs 
of these locations enable us to decrease by a factor of two a bound on the 
cardinality ("density") of this set. 
(2) A careful assignment of processors to their jobs (using Brent's 
theorem). 
The text analysis part of the algorithm is described in Section 3 and the 
pattern analysis part in Section 4. 
I I .  PRELIMINARIES 
The following notation is used in this paper: Let x be a real number. Ix[ 
is the smallest integer which is >~x. Ix]  is the largest integer which is -%<x. 
Let u be a string; ju] is the number of characters in the string. 
Most of this section is devoted to definitions and known facts regarding 
periodicity in strings. 
Let u, w be two strings, u is a period of w if w is a prefix of u k for some k, 
or equivalently if w is a prefix of uw. We call the shortest period of a string 
w the period of w. w has period s&e P if the length of the period of w is P. If 
w is at least twice longer than its period we say that w is periodic. We will 
use some simple facts about periodicities. 
PROPOSITION 1. Let v be a periodic string and let w, [wL <<. [vl/2, be a 
period of  v. Suppose w itself is periodic and u is a period of  w such that 
w -= u ~, k > 1. Then u is a period of  v. 
Proof  v is a prefix of w" for some s > 1. Hence, v is a prefix of u ks. 
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PROPOSITION 2 (The periodicity Lemma (Lyndon and Schutzenberger, 
1962). I f  w has two periods of size P and Q and Jw[ >~ P + Q, then w has a 
period of size gcd(P, Q). 
In the rest of this section an occurrence of some pattern at j will mean 
that the pattern is a substring beginning at position j of a given fixed string 
z. For proofs of Propositions 3-6 below, see Galil (1984). 
PROPOSITION 3. l f  v Occurs at j and j+  P, for any P <~ Iv[/2, then (1) v is 
periodic with a period of length P, and (2) v occurs at j + P, where P is the 
period size of v. 
In the rest of this section we consider a periodic string v -- uku ', k > 1, u 
the period of v, u' a proper prefix of u, and [ul = P. 
PROPOSITION 4. I f  V occurs at j and j + mP, m <<. k, then uk-kmu t OCCURS 
at j. 
PROPOSITION 5. I f  V occurs at j and j + A, A ~ Iv[ - P, then A is a mul- 
tiple of P. 
We call an occurrence of v at j important if v does not occur at j + P. 
PROPOSITION 6. I f  there are two important occurrences of v at r and s, 
r> s, then r - s> [vJ- P. 
THEOREM (Brent). Any synchronous parallel algorithm of time i that con- 
sists of a total of x elementary operations can be implemented by p 
processors within a time of Jx/p[ + t. 
Proof of Brent's Theorem. Let xi denote the number of operations per- 
formed by the algorithm in time i (Z~ xi = x). We now use the p processors 
to "simulate" the algorithm. Since all the operations in time i can be 
executed simultaneously, they can be computed by the p processors in 
Ixi/p] units of time. Thus, the whole algorithm can be implemented by p 
processors in time of 
Ix,/pl <~  (x,/p + 1)~< Ix~p[ + t. 
1 1 
Remark. The proof of Brent's theorem poses two implementation 
problems. The first is to evaluate x; at the beginning of time i in the 
algorithm. The second is to assign the processors to their jobs. 
643/67/'1-3-7 
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III. ANALYSIS OF THE TEXT 
The algorithm has three steps. In the first step an analysis of the pattern 
is performed. This analysis is used in the second step to find a sparse set of 
"suspicious" indices of the text. By suspicious indices we mean indices of 
the text in which occurrences of the pattern may start. The last step applies 
a character by character check to find in which of the suspiciou s indices an 
occurrence of the pattern really starts. In this section we describe the last 
two steps. The first step is described in the next section. 
DEFINITION. Suppose that PATTERN[j,  j+  1,..., m] is not a prefix of 
PATTERN [ 1,..., m ] for some j, 2 ~< j ~< m. That is, there exists an integer w, 
1 ~< w ~< m - j + 1, such that PATTERN(w) ~ PATTERN(( j -  1) + w). We 
say that w is a witness to this mismatch. Observe that w is a witness against 
the existence of a period of size j -  1 in PATTERN. 
Output of Step 1. For each j, 2<~j~< [m/2]+ 1, Step 1 determines 
whether PATTERN has a period of size j -  1 (WITNESS(j) will be 0) and 
computes a witness if not (it assigns uch a witness to WITNESS(j)). 
Steps 2 and 3. For k~>0, the set of k-blocks is {TEXT[l,..., 2k],..., 
TEXT[12k+ 1 ..... ( l+ 1)2k],...}. Steps 2 and 3 depend considerably on 
whether the pattern is periodic. 
Case 1. The pattern is not periodic. 
Step 2. Initialize. For all i, 1 <<. i <~ n - m + 1 pardo 
MATCH(i) := T. 
Recall that the goal of our algorithm is that MATCH(i) = T if and only if 
an occurrence of the pattern starts at i, for any i, 1 ~< i ~< n - m + 1. 
Let us define the k-sparsity property: For each k-block at most one value 
of MATCH is T. Namely, each of MATCH [ 1,..., 2 k },..., 
MATCH[12k+ 1,..., ( l+ 1) 2k],... contains at most one T. 
The goal of Step 2 is to satisfy ([log m] -  1)-sparsity. However, at the 
end of Step 2 it will still be possible that MATCH(i) is T while there is no 
occurrence of PATTERN that starts at TEXT(i). 
LEFT(k, a) contains the entry of the leftmost T in TEXT of k-block 
m + 1)/2~1, or an indication that there is no such T. 
k of Step 2. (The input to stage k satisfies (k -  1)- 
number a, 1 <~ a ~< [(n - 
Let us describe stage 
sparsity.) 
Stage k, 1 <<, k <~ [log m] - 1: Satisfy k-sparsity. 
The procedure given below is performed in parallel for all k-blocks. Let a 
be an integer satisfying 1 <~ a ~< I(n - m + 1)/2kt. We describe the procedure 
for k-block a; k-block a is the union of two (k -  1)-blocks: 2a and 2a-  1. 
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if LEFT(k -  1, 2a)= "null" 
then LEFT(k, a) := LEFT(k -  1, 2a - 1) 
else if LEFT(k - 1, 2a - 1 ) = "null" 
then LEFT(k, a) := LEFT(k - 1, 2a) 
else see below. 
(k-1)-sparsity implies that following stage k -1  there is at most one 
index Jl in (k -  1 )-block 2a and at most one index J2 in (k -  1 )-block 2a-  1 
such that MATCH( j l )=MATCH( j2 )= T. The remaining case is where 
both indices Jl and J2 exist. We use the concept of a duel (which was 
described informally in the introduction) to eliminate one of these T-s  
using information that exists in WITNESS following Step 1. 
Let w be WlTNESS( j~- j2+ 1). Let x=PATTERN(w) ,  y :  
PATTERN(j~ - J2  + w) and z = TEXT(j1 - 1 + w). Sincej~ and j2 belong to 
the same k-block, j~ - J2  < 2 k. For k < [log m] - 1, this implies w ¢ 0. w is 
a witness that PATTERN[j~ - J2  + 1, .... m] is not a prefix of PATTERN. 
Namely, x ¢ y: 
If an occurrence of PATTERN starts at Jl then x = z. 
If an occurrence of PATTERN starts at J2 then y = z. 
x # y implies that only one of the later two equalities can be satisfied and 
therefore at most one of these two occurrences may hold. We use z to 
eliminate the possibility of (at least) one of these occurrences: 
i f z¢  y 
then MATCH(j2) := F 
i f z~x  
then MATCH(j l )  := F 
Finally, 
if MATCH(j2) = T 
then LEFT(k, a) :=J2 
else if MATCH(j1) = T 
then LEFT(k, a) :=j~ 
else LEFT(k, a) := "null" 
Complexity. Stage k of Step 2 needs O(n/2 ~) operations and O(1) time. 
Therefore, Step 2 needs a total of O(n) operations and O(log m) time. 
Step 3. For each ~, 1 ~< ~ ~< n - m + 1, such that MATCH(a) = T check, 
character by character, if an occurrence of the pattern starts at c~: 
for all j, 1 ~< j ~< ](n - m + 1 )/2 E~og m3 - 1[, pardo 
for all i, 1 <~ i <~ m, pardo 
(Denote t(j) = LEFT([ log m] - 1, j)) 
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if t(j) ~ "null" 
then if TEXT(t( j)  + i - 1 ) ¢ PATTERN(i) 
then MATCH(t( j ) )  := F (simultaneous writes are possible) 
This results in MATCH(i) = T (for any i, 1 ~< i ~< n - m + 1 ) if and only if 
an occurrence of the pattern starts at location i of the text as we wanted. 
Complexity. O(mn/2Elogm] 1)= O(n) operations and O(1) time. 
Case 2. The pattern is periodic. 
Say that the pattern is uSv, where u is the period of the pattern, lul = P, 
and Iv[ <P  and let Q= Ivl =m-sP  (<P) .  
Step 2.1. Rerun Step 1 for PATTERN[l,.. . ,  2P] instead of the whole 
pattern. (Remark. Actually, there is a way to avoid rerunning Step 1. The 
goal of Step 2.1 is to revise the values of WITNESS, such that for every i, 
2~<i~<P, WITNESS( i )~<2P- i .  Suppose that following the pattern 
analysis there is some i, 2 ~< i~< P, for which WITNESS(i) > 2P-  i. Denote 
w = WITNESS(i). The fact that the pattern has a period of length P implies 
that w-P  is also a witness for i and it is right to assign w-  P into WIT- 
NESS(i). Let c > 0 be any integer such that w-cP> O. Similarly, we can 
assign w-eP  into WITNESS(i). So, we select c= I (w-2P+ i)/PI, and 
assign w-cP  into WITNESS(i). This results in WITNESS(i)~< 2P- i  as 
desired. ) 
Step 2.2. Perform [-log P]  rounds of duels with respect to the text 
(similar to Step 2 of Case 1 above). As a result each [-log P]-block of the 
text will have at most one index, where an occurrence of the period u may 
start (to be called a suspicious index, as before). Observe that since the 
information in WITNESS is based now only on u 2, every index of the text 
in which an occurrence of u 2 starts is suspicious. 
Step 3.1. For every suspicious index check, character by character, if
an occurrence of u2v starts at it (similar to Step 3 of Case 1 above). 
Steps 2.1, 2.2, and 3.1 result in the following: for every i, 1 ~ i ~< n-  2P -  
Q + 1, MATCH(i) = T if and only if there is an occurrence of uZv at i. These 
steps need a total of O(n) operations and O(log m) time. 
Step 3.2. Our present goal is to find for each such i the maximum k 
such that an occurrence of u% starts at i. Then, if k >1 s we conclude that an 
occurrence of the pattern starts at i. For completeness of the presentation 
we bring below the slightly tedious implementation of Step 3.2. 
We will use a standard balanced binary tree with n - 2P - Q + 1 leaves 
to guide the computation. Denote /3 = n -2P-Q + 1. Each node of the 
tree is a pair (x, y), where x is the level of the node in the tree and y is its 
serial number among other nodes of the same level. The leaves of the tree 
are (0, 1),..., (0, 211°g~l). A node (x, y) of the tree is the father of two nodes: 
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(x -1 ,  2y - l ) ,  its left son, and (x - l ,  2y), its right son. For each i, 
1 ~< i~< fl, such that MATCH(i) = T, we compute below into LARGEST(i) 
the largest index l such that MATCH( l )= T and PATTERN[i,..., l -  1] = 
u{/-i)/p, where (l- i)/P is an integer. An addition of two to (l- i)/P will 
yield the maximum k as required. 
Serially, this l can be easily computed in linear time by scanning the text 
from right to left. Our parallel implementation uses auxiliary arrays A [i, j ]  
and B[i, j] whose entries correspond to nodes of the binary tree. 
Initialization. 
for all i, 1 ~< i~< 2 II°g~l, pardo 
if MATCH(i) = Tand MATCH(i + P) = F 
(Comment. In case the if condition is satisfied the maximum l for i is i 
itself.) 
then A(0, i) := i 
else A(0, i ) := 
The computation has 2 Ilog fl[ stages. (Remark. The last paragraph of 
this section explains why only 2 ]log m[ stages suffice.) Each of the first 
Jlog/~l stages consists of moving one level up the tree, starting from the 
leaves and ending at the root. They result in each A(x, y) having the 
minimum A(0, i) over its leaf-descendents: 
Stage r, r := 1 to Ilog ~[. 
for all i, 1 ~<i~<2 II°g'l ' pardo 
A(r, i):=min(A(r- 1, 2i-- 1), A(r-  1, 2i)) 
Each of the last Ilog/~l stages consists of moving one level down the tree, 
starting at the root and ending at the leaves. The goal in these stages is to 
compute into B(0, i), 1 ~< i ~< fl, the smallest j for which the if condition 
above is satisfied and j > i. It can be readily verified by decreasing induc- 
tion on the level r that B(r, i) has the smallest j for which the if condition is 
satisfied such that j > i2 r. 
Set, B(llog ill, 1):=- oo. 
Stage 2 Ilog Pl + 1 - r, r : -  Ilog Pl downto 1. 
for all i, 1 ~< i~< 2 I~°g'l "pardo 
B(r - 1, 2i) := B(r, i) 
i fA(r - 1, 2i) < 
then B(r- 1, 2 i -  1) :=A(r- 1, 2i) 
else B(r - 1, 2 i -  1) := B(r, i) 
In order to complete the computation of LARGEST perform: 
for all i, 1 ~< i ~< n, pardo 
if MATCH(i) = T and MATCH(i  + P) = F 
then LARGEST(i) := i 
else LARGEST(i) := B(0, i) 
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It is straightforward to see that for every i, 1 ~<i~<~, such that 
MATCH(i) = T, LARGEST(i) has the desired value. Finally, 
for all i, 1 ~< i ~< ~, such that MATCH(i) = T pardo 
k := (LARGEST(i) - i)/P + 2 
i f k<s  
then MATCH(i):= F 
Complexity. The number of operations required by Step 3.2 is propor- 
tional to the number of nodes in the binary tree (O(/?)) and the time is 
proportional to its height (O(log B)). 
(Remark. There is a way to modify Step 3.2 such that the number of 
operations will remain O(n) but the time will be reduced to O(log m). The 
modified Step 3.2 will find for each i, such that MATCH(i)= T following 
Step 3.1, whether there is k, such that k>~s and u% starts at i. Observe, 
that now we are not looking for the largest such k. Essentially, the 
modified Step 3.2 consists of the first Llog m] stages and the last Ilog mb 
stages given above. In the first ]log m] stages we move Ilog m[ stages up the 
tree. Since each node of the form [llog ml, y] has 2 II°gml leaf descendents, 
it is straightforward to adapt the last Ilog ml stages (above) to compute for 
each i, whether there is k i> s such that u% starts at i.) 
So, Steps 2 and 3 of Case 2 also need a total of O(n) operations and 
O(log m) time. Apply Brent's theorem to get a bound of O(log m) time 
using n/log m processors for both Cases 1 and 2. The reader is invited to 
verify that here and throughout the rest of the algorithm the implemen- 
tation problems in the remark following Brent's theorem can be readily 
overcome. 
IV. STEP 1--ANALYSIS OF THE PATTERN 
The pattern is the input for Step 1. Step 1 consists of manipulating the 
array WITNESS, whose length is m. Recall that in the previous ection we 
already specified what WITNESS must include following Step 1. It is 
initialized as follows: 
for all j, 1 ~< j ~< m pardo 
WITNESS(j) := 0 (Interpretation. PATTERN [j, j + 1 ..... m] is 
"suspected" to be a prefix of the pattern.) 
In this section, the set of k-blocks refers to the pattern. It is 
{PATTERN[I,..., 2k],..., PATTERN[12k + 1 ..... ( l+ 1) 2~],...}. 
Step 1 consists of [log m] -  2 or [log m] -  3 iterations (called stages) 
and a terminal stage. Later in this section we describe the terminal stage 
and how to determine the exact number of iterations to be performed. 
Following stage k, the following three properties are satisfied: 
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(1) The k-certainty property. For L 1 ~<j~<2 k, WITNESS( j )=0 if 
and only if an occurrence of PATTERN[l,..., 2 ~+~- j + 1 ] starts at PAT- 
TERN(j). That is, for 1 ~<j~<2 k, WITNESS( j )=0 indicates that we are 
certain that there is such an occurrence at j. The k-certainty property can 
alternatively be presented as follows: 
Imagine that PATTERN[1 ..... 2 k+~] has the whole pattern. Then, 
WITNESS [1,..., 2 k] has its final values as required by the output definition 
of Step 1. Obviously, WITNESS(l) must be always zero. 
(2) The k-sparsity property. (In this section it will apply to the pat- 
tern.) If WITNESS[2,..., 2 k] does not have any zero then WITNESS of 
each k-block has at most one zero. (That is, each of 
WITNESS[I,..., 2k],..., WlTNESS[12k+ 1,..., (I+ 1) 2 ~+~] .... contains at 
most one zero.) 
(3) The k-lookaheadproperty. WITNESS(i) ~< 2 k+ 1 for every index i
of the pattern. 
Satisfying the k-certainty and the k-sparsity properties i a fairly intuitive 
goal, while satisfying the k-lookahead property may seem counter-intuitive. 
Particularly, since satisfying it implied in several places not using available 
information which seemed as if it will speed up the algorithm. Therefore, 
our presentation focuses on satisfying the first two properties. We prove 
later that the k-lookahead property is satisfied as well (in Lemma 1). 
We describe now stage k + 1 of Step 1. We follow closely the illustrative 
description which is given in Fig. 2. After stage k we must be at either the 
arrow leading to Box 2 or at the arrow leading to Box 4. In either case 
"k-certainty" is satisfied. 
"k-sparsity" is satisfied when we enter Box 2; k-sparsity need not be 
satisfied at a periodic mode (i.e., if we were at Box 4 in stage k and 
proceeded to stage k + 1 at Box 4). 
LEFT(k, a) relates in this section to the pattern. It contains the entry of 
the leftmost zero in WITNESS of k-block number a, l ~<a~< Im/2~l, or an 
indication that there is no such zero. If PATTERN[l,..., 2 k+l] has a 
period of size ~<2 k -  1 then PERIODICITY(k) contains the period size. 
Let us specify the instructions in each of the boxes. The instructions for 
boxes 2-5 assume that they are activated in stage k + 1: 
Box 1 (Start). 
for all j, 1 ~< j ~< m pardo 
WITNESS(j) := 0 
if PATTERN(1 ) 4 PATTERN(2) 
then start stage 1 at Box 2 
else start stage 1 at Box 4 (enter a periodic mode) 
102 uz[ VISHKIN 
Start ~, 
I i :=0 
PATTERN (1) = PATTERN (2) 2. 
/~  BOX 1 ~x 
y e s /  ~ no 
' := '+'  I l L  ...... " : '+ '  
Update WITNESS(j),whereWITNESS(j)=O] I / Satisfy i-certainty oo°.,.no, 0, I, r [ 
TS lhe period of . I [ A y I 
PATTERN[, ..... 2qope,odo, ~ 'k~,  ~s PATTERN[j ..... 2'÷'] 





(in several iterations) 
Is PATTERN [j ..... 2 i +|] a Ye 
prefix of PATTERN [1 ..... 2 i+1] 
for some2 i-1< j -< 2 i 
BOX 5 " 
PATTERN [1 .. . . .  2; +1] 
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BOX 2 
1 °° 




F1G. 2. Step 1. 
Box 2. (Upon entering Box 2, k-sparsity and k-certainty are satisfied. 
WITNESS[2,..., 2 k] has no zeros.) If suspected periodicity has been found 
start stage k + 2 at a periodic mode (Box 4). Otherwise, progress to Box 3. 
Specifically, 
if LEFT(k, 2 )~ "null" (i.e., does WITNESS of k-block number 2 has a 
zero? Note that k-sparsity implies that there is at most one such zero) 
then (let x = LEFT(k, 2)) 
for all j, 1 <~j<~2k+2--X+ 1 pardo 
if PATTERN(j) :~ PATTERN(x - 1 + j) 
then WITNESS(x) := j (Note that the if statement condition may hold 
for several j's. This would result in simultaneous writes into WIT- 
NESS(x)) 
if WITNESS(x) = 0 (i.e., the condition did not hold for any j) 
then PERIODICITY(k + 1) := x -  1; Start stage k + 2 at Box 4 
Proceed to Box 3 (the situation is that WITNESS[2 ..... 2 k+l] has no 
zeros )  
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Box 3. (k-sparsity and (k + 1)-certainty are satisfied. For every 2 ~< j ~< 
2 k+l, WITNESS(j)¢0.)  Satisfy (k+l)-sparsity. The procedure given 
below is performed in parallel for all (k + 1)-blocks. Let a be an integer 
satisfying 2~< a ~< [m/2 k+ 11. We describe the instructions for (k + 1 )-block a. 
(k+ 1)-block a is the union of two k-blocks: 2a and 2a-  1: 
if LEFT(k, 2a)= "null" 
then LEFT(k + 1, a) := LEFT(k, 2a - 1 ) 
else if LEFT(k, 2a - 1 ) = "null" 
then LEFT(k + 1, a) := LEFT(k, 2a) 
else see below. 
k-sparsity implies that there is at most one index Jl in k-block 2a and at 
most one index J2 in k-block 2a-1  such that WITNESS(j1)= 
WITNESS(j2)=0. The remaining case is that indices Jl and J2 exist. 
Here enters again the concept of a duel. We perform a duel between these 
indices in which one of these zeros will be eliminated, similar to the pre- 
vious section. Let w=WITNESS( j l - j2+I) ,  x=PATTERN(w),  y= 
PATTERN( j1  - J2  -}- w) and z = PATTERN(j 1 - 1 + w). 
(Implementation Remark 1. In the present description, we ignore the 
case where j l  - 1 + w > m (or when there is reference to an index of the pat- 
tern which is >m). The algorithm proceeds as if PATTERN( j~-  1 + w) 
matches any possible character. However, the k-lookahead property 
prevents this case from affecting the correctness of the algorithm as 
explained in the presentation of the terminal stage of Step 1 later.) 
We use z to eliminate (at least) one of the zeros at Jl and J2. 
i f zCy  
then WITNESS(j2) := Jl - J2 + W 
i f z¢x  
then WITNESS(j1) := w 
Finally, 
if WITNESS(j2) = 0 
then LEFT(k+ 1, a) :=J2 
else if WITNESS(j~) = 0 
then LEFT(k+ 1, a) :=j~ 
else LEFT(k + 1, a) := "null" 
Box 4. Periodic mode. (Recall that we are presently describing stage 
k+l . )  (Say that the last transition from Box2 or 5 occurred at stage 
k~ + 1. k-certainty and k~-sparsity are satisfied. Say the period size of 
PATTERN [ 1,..., 2 k + ~ ] (the suspected periodicity) is P). 
We pick indices j of the first (k + 1)-block such that WITNESS(j) = 0 
and j -  1 is not divisible by P. The fact that k-certainty was satisfied upon 
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entering Box 4, implies that each such j must belong to the second k-block. 
For each such index j, we select he index i, such that j - P < i < j and i - 1 
is divisible by P and perform a "one way" duel between i and j in 
which only an assignment into WITNESS(j) can be performed. Explicitly 
i= [ ( j -  1)/P] P + 1. As we see below, it is very useful that j - i<  P: 
for all j, 2 ~ < j .%< 2 k + 1 pardo 
if WITNESS(j) = 0 and j rood P # 1 
then (Let w = WITNESS(j rood P) 
if PATTERN( j -  1 + w) # PATTERN(w) 
then WITNESS(j) := w 
(Explanation. We prove later (Lemma 1) that after stage t, 
WITNESS(I)~<U +1, for every index L Therefore, if P is the period of 
PATTERN [- 1,..., 2 k + 2] then for all the j indices that satisfy the first if con- 
dition above, the second if condition must be satisfied as well. Hence, this 
instruction will result in WITNESS( j )~ 0.) 
CLAIM 1. Suppose P is not a period of PATTERN[I,..., 2~:+2]. Then for 
at most four indices j that satisfied the first if condition WITNESS(j) 
remains O. To show this we need the following. 
CLAIM 2. WITNESS(i) ~< 2 EI°gP3 +2, for each 2 <~ i< P. 
Proof Apply Lemma 1 and the fact that all these indices of WITNESS 
were updated before we entered Box 4 at stage [-log P] + 1 when P became 
the suspected periodicity. We can conclude from the proof the following. 
COROLLARY 1. ([log P])-sparsity is satisfied. From Claim 2 we can 
conclude that, 
COROLLARY 2. For each index j~<2k+l--2El°gp3+2, that satisfied the 
first if condition, WITNESS(j) ¢ 0. 
Proof of Claim 1. By Corollary 2, only indices j, 2 k + 1 _ 2 Elog P3 + 2 < j ~< 
2 k + 1, that satisfied the first if condition may have WITNESS(j)= 0. These 
indices may be included in at most four ([-log P] )-blocks. (Corollary 1 
implies, that WITNESS of at most one index in each of these blocks has a 
zero. )
Check whether the periodicity continues until index 2 k +2 of the pattern. 
If yes, start stage k+2 at Box4. (Observe that (k+ 1)-certainty is 
satisfied.) Suppose the periodicity does not continue until index 2 k+2. Con- 
sider the possibilities that any multiple of P, which is < 2 k+ 1, is a period of 
PATTERN[-1 ..... 2k+2]. The character of the pattern which caused the 
assignment into WITNESS(P+ 1) is also a counter example to any of 
these possibilities. Update this into WITNESS. As a result 
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WITNESS[2,..., 2 k+ 1] will have at most four zeros whose indices are >2 k 
(Claim 1). Check, character by character, if any of these zeros represents a 
period of PATTERN[I, . . . ,2 k+2] and update WITNESS appropriately. 
Obviously at most one of this zeros represents a period of 
PATTERN[l,..., 2 k+l] (Proposition 2). Proceed to Box 5. (Observe that 
(k + 1)-certainty is satisfied): 
for all j ,  2 ~ + 1 < j ~< 2 k + 2 pardo 
if PATTERN(j)  # PATTERN( j  rood P) 
then WITNESS(P  + 1) := j -P  (simultaneous writes are possible and the 
lowest j -P  will be assigned) 
i f  WITNESS(P + 1) = 0 
(In words: Is P still the suspected periodicity?) 
then start stage k + 2 at Box 4 
else for all j, 2 ~< j ~< (2 k + 1 _ 1 )/P pardo 
WITNESS(jP + 1 ) := WITNESS(P + 1 ) - ( j -  1 ) P 
(Explanation. Observe that for each of these j's, jP + 
WITNESS(jP + 1) is the same. As we said before, this means that the same 
character of the pattern contradicts periods of sizes jP, for each of these j's) 
for each i, 2 k < i~< 2 k+ 1, such that WITNESS(i) = 0 do 
(there are at most four such i's) 
for all j, 1 ~< j 4 2 k + 2 _ i + 1 pardo 
i f  PATTERN(j)  ~ PATTERN( i -  1 + j) 
then WITNESS(i) := j (simultaneous writes are possible) 
if WITNESS(i)= 0 (i.e., the condition did not hold for any j) 
then PERIODICITY(k+ 1) := i -  1; 
proceed to Box 5 
Box 5. ( (k+ 1)-certainty is satisfied. WITNESS[2,..., 2 k] has no zeros. 
kl-sparsity is satisfied.) Satisfy k-sparsity. This is done in k-k l  iterations. 
In iteration t, 1 ~< t<.k -k l ,  (kl + t)-sparsity is satisfied. Each iteration is 
similar to the way in which (k + 1)-sparsity is satisfied in Box 3. The details 
are left to the reader--no new ideas are required. If 
WITNESS [2 k + 1,..., 2 k + 1 ] has a zero (PERIODICITY(k + 1) ~ "null") 
then start stage k+2 at Box 4. Otherwise, proceed to satisfy (k+ 1)- 
sparsity at Box 3. 
Next, we give a complexity" analysis of the stages described above. Later, 
the terminal stage of Step 1 is presented. For reasons of clarity the main 
points required for a correctness proof of Step i will be combined into the 
presentation of the terminal stage. 
Complexity analysis. Stage k. Each of Boxes 2, 3, and 4 is visited at 
most once in each stage. Box2 needs O(2 k) operations and O(1) time. 
Box3 needs O(1) operations and O(1) time per each of the ~<lm/2kl 
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k-blocks in order to satisfy k-sparsity. Box 4 needs O(2 k) operations and 
O(1) time. Since k increases from 1 to ~< [log ml -2 ,  we have so far O(m) 
operations and O(log m) time. Box 5: For each i, we satisfy i-sparsity at 
most once during these stages. As in Box 3 satisfying i-sparsity needs 
O(m/2 i) operations and O(1) time, and the same total bound of O(m) 
operations and O(logm) time applies. Apply Brent's theorem to get 
O(log m) parallel running time using m/log m processors. 
The terminal stage and correctness of Step 1. 
Recall that our goal is to determine WITNESS(j), 2~<j~< [m/2] + 1. 
The only problem that may arise in arguing that Step 1 achieves this 
goal relates to Implementation Remark 1 in Box 3. There, we describe 
a situation where the information in WITNESS implies a comparison 
• with a character of the pattern whose index is >m. By Implementation 
Remark 1 the outcome of such a comparison would not affect he values in 
WITNESS. In order to be able to proceed in this discussion we need the 
following lemma. 
LEMMA 1 (the k-lookahead property). Following stage k, 
WITNESS(i) ~< 2 k+ 1 for every index i of the pattern. 
Proof By induction on k. For k = 0 (before stage 1) the lemma readily 
holds. We assume the lemma holds for k and show it holds for k + 1. Let us 
check all instructions of stage k + 1 in which an assignment into WIT- 
NESS(i) can be performed. The order in which boxes are visited in stage 
k + 1 is first Boxes 2 or 4 and then Boxes 5 and 3 (several of the boxes may 
not be visited at all during this stage). 
Observation. All assignments into WITNESS(i) in Boxes 2 and 4 satisfy 
i -1  +WITNESS(i)~2 k+2. Let us prove this observation. In Box 2 there 
is only one instruction in which assignment into WITNESS(i) may be per- 
formed. In this assignment, i~<2 k+l, and the number assigned is 
~< 2k + 2 _ i + 1. There are three instructions in Box 4 in which assignments 
into WITNESS(i) may be performed. In the first assignment i~< 2 k+a and 
WITNESS(i) is assigned a value already in WITNESS(j) for some index j, 
which was computed in a previous tage. By the inductive hypothesis, this 
assignment is ~<2 k+ 1 and therefore, i -  1 + WITNESS(i) ~< 2 k+2. In the 
second and third assignments, i ~< 2 k +1 and the numbers being assigned are 
~<2k+2-i+ 1. This completes the proof of the observation. In each 
iteration of Box 5 and in Box 3, there are two assignments into WIT- 
NESS(i), where i > 2 k+ 1. One is of the form j -1  + WITNESS(j) and the 
other is of the form WITNESS(j). In both assignments j<  2 k+l. The fact 
that the ranges of i and j above do not overlap implies that an assignment 
into WITNESS(i) in Box 3 or in any iteration of Box 5 cannot be affected 
by an assignment into WITNESS(j) in a previous iteration of Box 5 at 
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stage k + 1. Let us take a closer look at the more potentially problematic 
assignment in Boxes 3 and 5. Namely the one of the form j -1  + 
WITNESS(j). We have to show that j -1  + WITNESS(j)~< 2k+2. If WIT- 
NESS(j) received its value before stage k + 1 then this is implied by the 
inductive hypothesis. If WITNESS(j) received its value in Boxes 2 or 4 of 
stage k+ 1 then this is implied by the observation. We conclude that 
following stage k + 1, WITNESS(i) must be ~<2 k+2 for every index i. 
How does the algorithm determine whether to perform [log m] -2  or 
[log m] -  3 stages? Recall that we are interested only in entries of WIT- 
NESS, which are ~< [m/2] + 1. Let i be an index of the pattern, such that 
1 ~<i~< [m/2] + 1. Lemma 1 implies that in the first k stages, there is no 
reference to an index of the pattern which is > i + 2 k + 1. The idea will be to 
run the algorithm as long as there is a (k + 1 )-block (which is of size 2 k + ') 
that can serve as a "buffer" between [-m/2] + 1 and the end of the pattern. 
Specifically, we will be looking for the maximum k for which there exists a 
(k+l)-block such that all its entries are ~<m and >[m/2]+l .  The 
situation is illustrated in Fig. 3. 
Case 1. m>~3.2 El°gm]-1 Here [2B°gm]+l,...,3.2 El°gm]-1] (i.e., 
([log m] -  1)-block number (3) is the buffer. We can perform [log m] -2  
stages with this buffer protecting us from referencing any index > m from 
the first four ([log m] - 2)-blocks (which include [m/2] + 1). 
Case 2. m<3.2 u°gm3 1. Here r3.2fl°gmI-z+l,...,2[l°gm]] (i.e., 
([log m] -  2)-block number (4) is the buffer. We can perform [log m] -  3 
stages with this buffer protecting us from referencing any index > m from 
the first six ([log m] -3)-blocks (which include [m/2] + 1). 
Let us describe the terminal stage for Case 1. In a few of the subcases 
considered the terminal stage will determine WITNESS(i) for the first four 
([log m]-2)-blocks. In other subcases WITNESS(i) will be determined 
2['°gmJ-i32['°gmJ - .  ~ 2t'°gmJ 3.2[,og,,,,1-, m 
I I I I I I / 
v 
buffer 
Case 1. m __. 3.2 [l°g mJ-i. Buffer of size 2 [l°g mJ -1 
2[l°g m] -l ~ 3,2[I°g m] -2 2[log rnJ 3.2[10g m] - I  
i i i i i i 
buffer 
[log m]-I [log m] -2 
Case 2. m< 3.2 . Buffer of size2 
FIG. 3. The buffers for the terminal stage of Step 1. 
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for i~< [m/2] + 1 only. After stage [log m] -2 ,  ( [ logm] -2)-certainty is 
satisfied. (It is easy to prove this by induction on the number of stages 
using Lemma 1.) Case 1 breaks into two subcases. 
Case 1.1. PATTERN [ 1,..., 2 E1og m] -- 1 ] does not have a period of size 
<~2[ l °gm]-2 - - l .  (That is, if there had been stage [ logm]-1 ,  it would 
have started at Box 2.) WITNESS[-2 ..... 2[l°gm]-2] does not have any zero. 
Each one of ([-log m] -2) -b locks  2, 3, and 4 may have at most a single 
zero. (Lemma 1 and induction on the number of stages are, again, all that 
are required to prove this. This was referred to as ([log m]-2) -spars i ty  
earlier). 
The terminal stage. For each of these three possible zeros, check in 
character by character fashion if they stand for a period of the pattern. If 
not, update WITNESS using (possibly) simultaneous writes into the same 
memory locations. 
Case 1.2. PATTERN [ 1 ..... 2 El°g rn] 1] has a period whose size is P ~< 
2 [ l °gm]-2  -- 1. (That is, if there had been stage [log m] - 1, it would have 
started at Box 4.) 
The terminal stage: 
for all j, 2 [l°gm] 2<j<~m pardo 
(Comment. Check, character by character, if P is the 
periodicity of the whole pattern (similar to Box 4). 
if PATTERN(j)  ~ PATTERN( j  mod p) 
then WITNESS(P + 1) := j -  P (Recall that we use the convention that if 
several processors attempt o write, then the one with the smallest 
j succeeds) 
if WITNESS(P + 1) ¢ 0 
(In words: Did we stop considering P to be the suspected periodicity?) 
then for all j, 2 ~<j~< (P+ WITNESS(P+ 1))/P pardo 
WITNESS( jP + 1) :-- WITNESS(P + 1) - ( j -  1) P 
(Explanation. As in Box 4, Proposition 1 precludes the possibility 
that these multiples of P are sizes of periods of the pattern. It is not 
difficult to see that the same character of the pattern (at location 
WITNESS(P + 1) + P) witnesses against each of these periods. We 
use later the fact that if WITNESS(P + 1) + P > [m/2] + 1, then 
these assignments result in WITNESS( i ) tO for all i, 2~<i~< 
[m/2] + 1, of the form jP+ 1.) 
if WITNESS(P + 1)+ P ~< [-m/2] + 1 
then satisfy ([log m] - 2)-sparsity in [-log m] - 2 -  k I iterations 
(similar to Box 5. kl + 1 is the stage in which the transition into the 
present periodic mode was performed. Unlike Box 5, we operate 
here on ([log m] -  2)-block number 2, as well.) 
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Explanation. The last if statement treats the case where P fails to be a 
period of PATTERN[1 ..... Em/2] + 1]. The satisfaction of the if condition 
implies that the assignments into WITNESS(jP + 1) earlier in the terminal 
stage satisfy WlTNESS(jP + 1) +jP <~ [m/2] + 1. Similar considerations 
to the proof of Lemma 1, imply that, as a result of the iterations of the 
last instruction, each of WITNESSE2[Iogm] 2 + 1,..., 2.20°gm]-2], 
WITNESS[2.20°gml-2 + 1,..., 3.2 El°gml-2] (([log m] - 2)-blocks 2 and 3), 
and WITNESS[3.2E~°gml-2+I, . . . , [m/2]+I]  has at most one zero. 
Finally, check in a character by character fashion whether these zeros 
should remain and, if not, update WITNESS. 
Next, we deal with the two remaining cases: P is a period of the whole 
pattern or P is a period of PATTERN[I,..., [m/2] + 1] but not of the 
whole pattern: 
if WITNESS(P + 1 ) = 0 or WITNESS(P + 1) + P > [m/2] + 1 
then for allL 2 [ l °gm]-2 <j~< [m/2] + 1 pardo 
if WITNESS(j) = 0 and j mod P ¢ / and 
PATTERN(WITNESS((j - 1 ) mod P)) 
PATTERN( j -  1 + WITNESS(( j -  1) mod P)) 
then WITNESS(j) := WlTNESS(( j -  1) mod P) 
(Explanation. If P is the period of the whole pattern (WIT- 
NESS(P+ 1)=0) then this instruction would guarantee that if WIT- 
NESS(i) = 0, l ~< i ~< [m/2] + 1, then it is of the form jP  + 1. 
If WITNESS(P+I )+P>Em/2]+I ,  we already argued that WIT- 
NESS(i)¢0, for all i, 2<~i<~[m/2]+1, of the form j P+I .  The last 
instruction updates indices i which are not of this form and results in the 
following. 
CLAIM 3. For at most five indices i, 2 <~ i <~ [m/2] + 1, WITNESS(i)= 0. 
Similar to the proof of Claim 1 we use Claim 2. Claim 2 will have the 
following corollaries. 
COROLLARY 3. (I-log P])-sparsity is satisfied for the blocks that cover 
indices <<. [m/2] + 1. 
COROLLARY 4. For all indices i<~ [m/2] + 1 -2  EI°gP]+2, WIT- 
NESS(i) ~ 0. 
Proof of Claim 3. By Corollary4, only indices i, Em/2]+l -  
2tlogp~ +2< i ~< [-m/2] + 1, may have WITNESS(i)= 0. These indices may 
be included in at most five ([log P] )-blocks. (Corollary 3 implies, that 
WITNESS of at most one index irr each of these blocks has a zero.) 
Finally, check in a character by character fashion whether these zeros 
should remain and, if not, update WITNESS. 
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It is easy to verify that Case 1 of the terminal stage needs O(m) 
operations and O(log m) time. 
Case 2. No new ideas are required to resolve this case within the same 
complexity efficiencies. 
Complexity of Step 1. Step 1 requires O(m/p) time using p ~<m/log m 
processors. 
How Important is the Model of Parallel Computation? 
The strongest concurrent-write model of parallel computation considered 
in this paper uses the following convention. Suppose that several processors 
attempt o write simultaneously at the same memory location. Then the 
lowest serial numbered among the trying processors succeeds. In a weaker 
concurrent-write model of parallel computation several processors may 
attempt o write at the same memory location only if they are seeking to 
write the same value. This results in this value being written into the 
memory location. Observe that we use the stronger model only in Step 1. 
We need the following problem for our discussion. 
Input. A vector of p bits. Find the minimal index of the vector whose 
bit is 1 using p processors. Fich, Ragde, and Wigderson (1983) proposed 
the following O(1) time algorithm for the problem in the weaker con- 
current-write model of computation: Partition the input vector into [xfP] 
successive sub-vectors each of length [,~//p] (or ],,fPL). For each such sub- 
vector, find, in O(1) time using O(x/p ) processors, if it has a one. Apply 
the O(1) time algorithm of (Shiloach and Vishkin, 1981) for finding the 
minimum among these Ix/P] sub-vectors using p processors in the weaker 
model of computation. Reapply this algorithm for finding the index of 
minimum one in this sub-vector. Using this algorithm we can simulate the 
string matching algorithm, which was given in the stronger concurrent- 
write model, by the weaker concurrent-write model within the same 
bounds for time and number of processors. 
Consider another problem. Input. A vector of l bits. Compute the OR of 
these bits in a concurrent-read exclusive-write PRAM. We use a balanced 
binary tree with l leaves to guide the computation. The number of 
operations of this trivial algorithm is proportional to the number of nodes 
in the tree and its time is proportional to its height, That is, O(1) 
operations and O(log l) time. Apply Brent's theorem to get the O(l/p) time 
using any number ofp ~<//log l processors. Using this algorithm we can run 
our algorithm on a concurrent-read exclusive-write PRAM in time O(n/p) 
using any number of p <<, n/log2n processors. Using this algorithm we can 
run the text analysis part of our algorithm on a concurrent-read exclusive- 
write PRAM in time O(n/p) using any number of p ~< n/log n processors. 
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CONCLUSION 
We presented a new linear time serial algorithm for the string matching 
problem in which the analysis of the text is particularly simple. The 
algorithm is parallel linear for a very wide range for the number of 
processors. The exact range depends on the model of computation being 
used. 
A natural extension of the string matching problem allows erroneous 
input. That is, a few characters may be omitted, a few may be replaced by 
others and a few superfluous characters may be added. Sankoff and 
Kruskal (1983) describes several applications in which we are required to 
solve this problem rather than our exact string matching problem. Landau 
and Vishkin (1985) proposed recently efficient serial algorithms for such 
problems. It will be interesting to try and design efficient parallel 
algorithms for this purpose. Baker (1978) gave a serial algorithm for two- 
dimensional string matching. It will also be interesting if an efficient 
parallel algorithm can be designed for this problem. 
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