We used two tracks of ALOS PALSAR images to investigate the focal mechanism and slip distribution of the 2011 March 24, M W 6.8 Burma strike-slip earthquake. Three different SAR techniques, namely conventional interferometry, SAR pixel offsets (SPO) and multipleaperture InSAR (MAI), were employed to obtain the coseismic surface deformation fields along the ∼30 km length of the fault rupture. Along-track measurements from SPO and MAI techniques show a high correlation, and were subsequently used to precisely determine the location and extent of the surface fault trace. The best-fitting fault model geometry derived from an iterative inversion technique suggests that the rupture occurred on a near-vertical sinistral strike-slip fault west of the Nam Ma fault with a strike of 70
I N T RO D U C T I O N
On 2011 March 24th (UTC Time 13:55:12), a M W 6.8 earthquake struck Shan state in Eastern Burma (Myanmar) (Trisirisatayawong et al. 2011) , close to the border with Thailand and Laos (Fig. 1) . The earthquake caused at least 70 fatalities, hundreds of injuries and several hundred building collapses, followed by landslides and other secondary hazards (Daneill et al. 2011) . Moment tensor solutions from the USGS indicate a pure strike-slip rupture on a nearly vertical dipping fault, with an epicentre at (20.687 • N, 99.822
• E). In the past 30 yr, more than 40 M > 5 earthquakes have occurred in the vicinity of the Burma shear zone, all having similar strikeslip mechanisms (Fig. 1a) . The 2011 Burma event was the largest shallow earthquake in this region for the past 50 yr. This region is affected by the north-south converging India-Asia collision and the eastward East Asia continental extrusion (Molnar & Tapponnier 1975; Yin 2000; Chung et al. 2005; Taylor & Yin 2009; Styron et al. 2010) . The Sagaing fault is formed as a result of the oblique convergence between India and the Sunda plate, bisecting Burma from South to North, and accommodating the major dextral slip at a rate of 10-23 mm yr −1 (Maung 1987; Vigny et al. 2003; Socquet et al. 2006; Maurin et al. 2010; Wang et al. 2011a) . All geological surveys, GPS observations and numerical simulations suggest that the slip rate of the Sagaing fault is about four times greater than that of the right-lateral Red River Fault (RRF) in Yunnan, China (the latter being approximately 2.5-5 mm yr −1 ) (Scharer et al. 1990; Replumaz et al. 2001; Shen et al. 2005; Wang et al. 2011a) . These two major strike-slip faults control the internal deformation within the Burma region. A set of nearly parallel ENE left-lateral faults (red lines in Fig. 1a ) distributed in this area appear to be related to the clockwise rotation due to the dextral movements on the boundary (Fig. 1a) (Tapponnier & Molnar 1976; Taylor & Yin 2009 ). Among these strike-slip faults, the active Nam Ma fault (NMF) (which is probably a eastward extension of the fault associated with the 2011 Burma earthquake), extends in a NNE direction from the City of Mong Hpayak.
To improve our understanding of the nature of faulting in this region, we used a variety of SAR techniques, namely conventional differential interferometry, SAR pixel offsets (SPO), and multipleaperture interferometry (MAI) to process two tracks of ALOS PALSAR images. From these we determined the fault trace for the Burma earthquake, and modelled its slip distribution using interferometric radar measurements of surface displacements. (Styron et al. 2010) . The focal mechanisms are obtained from the Global Centroid Moment Tensors (GCMT) database. Blue beach balls represent the basic characteristics of earthquakes (mainly strike-slip) in the research area, while grey ones indicate historic earthquakes of various types in its surrounding region. (b) The location of the 2011 Burma M W 6.8 Earthquake (denoted by a blue star in (a)) and historic earthquake records (denoted by open circles). Blue dashed frames represent the spatial coverage of the ALOS images from tracks T126A and T486D. The black rectangle suggests the spatial coverage of (c). (c) SRTM shaded relief map of the earthquake area. The red line is the trace of the surface rupture determined from the SPO with ALOS PALSAR images. (Table 1) were analysed using three different techniques: conventional differential interferometry, MAI and SPO.
ALOS PALSAR images

Conventional InSAR
Two coseismic interferograms were formed from ALOS PAL-SAR images using the JPL/Caltech ROI_PAC software (version 3.1 beta) (Rosen et al. 2004) . The topographic phase contribution was removed using version 4.1 of the Shuttle Radar Topography Mission (SRTM) 3-arcsecond (∼90 m) spacing digital elevation model (DEM) that has the voids filled from other data sources (Jarvis et al. 2008) . The interferograms were first multilooked using factors of 2 and 8 in the range and azimuth directions, respectively, and then filtered by a Goldstein filter (Goldstein & Werner 1998 ) with a fast Fourier transformation (FFT) window of 128 × 128 pixels. Finally, the interferograms were unwrapped using the branch-cut algorithm (Goldstein et al. 1988 ) to obtain line-of-sight (LOS) displacements. Fig. 2 shows different fringe patterns in the two ALOS interferograms because of their different radar LOS vectors (Table 1) . The displacements along the range direction derived from descending track 126 (Fig. 2b ) display an opposite sign compared with those from the ascending track 486 (Fig. 2f) . In both ascending and descending interferograms, the number of fringes on both sides of the faults are similar (Figs 2a and e), suggesting that this event is associated with a steeply-dipping WSW-ENE strike-slipping fault with a limited amount of dip-slip displacements. 
MAI
A major limitation of conventional InSAR is that it only provides one-dimensional displacements along the radar light-of-sight (LOS), which is the projection of the three components of actual surface displacements associated with geophysical events. Considering the difference between results from the backward part and forward part of signals, a second dimension (along-track) of deformation from one interferometric pair can be measured by a split-beam technique (Bechor & Zebker 2006) . In this study, we employed the open-source codes developed by Barbot et al. (2008) to generate along-track interferograms. Note that the detectable along-track displacement is in the range of [−L/4, L/4] (where L is the antenna length and about 8.9 m for ALOS) and no phase unwrapping is required (Barbot et al. 2008) . It is also worth pointing out that Barbot et al. (2008) applied a bandpass filter to the already focused SLC image to separate it into forward-and backward-looking scenes, reporting a 10 cm precision on their MAI results. On the contrary, the radar beam is split into two parts by restricting the azimuth resolution and the forward-/backward-looking scenes are focused in the other two studies (Bechor & Zebker 2006; Jung et al. 2009; Ben-Dov & Herring 2011) , though the former with a deskewed geometry and the latter with a skewed geometry. Bechor & Zebker (2006) suggested the precision of their MAI results ranged from 5 to 8.8 cm depending on coherence, while Jung et al. (2009) found precision from 10.2 to 13.1 cm on their implementation. Because the signal-noise ratio (SNR) of MAI interferograms is usually lower than that produced by conventional InSAR (Sun et al. 2008) , stronger Goldstein filtering has been employed in MAI processing than that in conventional InSAR. The along-track displacements are shown in Figs 2(d) and (h), from which the rupture traces can be clearly observed. Formal errors of the MAI displacement maps were calculated using a small window of 4 × 4 pixels, and are about 0.08 m for both tracks.
SPO
To verify the reliability of along-track measurements from MAI, we also implemented SPO analysis (Michel et al. 1999) , which has been widely used in previous studies (Fialko et al. 2001; Jónsson et al. 2002; Funning et al. 2005; Li et al. 2011) . SPO analysis uses cross-correlation techniques and its accuracy depends on the characteristics of SAR images (e.g. pixel sizes and surface properties) (Michel et al. 1999) . In this study, we utilized the ampcor program in the ROI_PAC package (Rosen et al. 2004 ) using a matching window of 128 × 128 pixels with the steps of 8 pixels in range and 24 pixels in azimuth to construct two range offset and two azimuth offset maps. We first chose a threshold of 2 m to remove points with a magnitude larger than the threshold (Pathier et al. 2006) , and then applied a Gaussian smoothing filter, which is an iterative estimation for each pixel with a Gaussian operator of 7 × 7 pixels in the resultant offset maps.
With respect to the conventional interferograms, SPO maps include greater noise limiting their precision to 12-15 cm (Fialko et al. 2001; Jónsson et al. 2002) , while MAI maps have smaller uncertainties in the level of 8 cm, even 2-4 cm in areas with coherence greater than 0.8 (Bechor & Zebker 2006) . Figs 3(g) and (h) give the correlations between MAI and SPO displacements along the three profiles for both tracks 126 and 486. High-correlation coefficients are observed between the two data sets: 0.90 for track 126 and 0.87 for track 486, and their RMS differences are both 11.0 cm. This precision is consistent with those reported by previous studies (Barbot et al. 2008) . Note that the fault trace can be clearly observed from both SPO and MAI maps (e.g. Figs 2b, c and f), but little can be seen on conventional interferograms due to the decorrelation caused by the surface ruptures (Figs 2a and e). The fault trace can be used to constrain earthquake models, but it was mainly used to validate our model in this study.
Data reduction and weighting
In order to minimize the computational task, the two interferograms and MAI maps are subsampled using the R-based method developed by Lohman & Simons (2005) . Using the fault trace determined from both MAI and SPO maps (Fig. 2) , we defined a simple nearvertical, strike-slip uniform fault plane to downsample of the two interferograms and MAI maps. The 620 and 608 points were obtained from tracks 126 and 486 interferograms (see Figs For each conventional interferogram, we firstly calculated its experimental variogram with all valid points in the far field using a FFT method (Marcotte 1996) and then constructed a full variance-covariance matrix (VCM) using an exponential 1-D covariance function to quantify InSAR noises
where σ 2 is the variance, r is the separation of the observations in kilometres and β determines the e-folding correlation length scale . Variances of 80 and 45 mm 2 were observed for tracks 126 and 486, respectively, with a correlation length of ∼18 km for both tracks. It is clear that no clear directional signal can be seen in the 2-D variograms of both interferograms (Figs S4e and f). Furthermore, there is no clear sign of long-wavelength signals in either interferogram (Figs S4b and e). These suggest that ionospheric effects on both conventional interferograms are likely to be limited and can be neglected. Although the 486A MAI interferogram could be contaminated at the latitude of around 20.25
• as seen in Fig. S5(h) , the possible 'ionospheric zone' is far from the epicentre area and the magnitude of ionospheric delays is 0.05 m, that is, less than 6 per cent of the maximum azimuth coseismic measurements (0.8 m). On the other hand, the weights applied to the MAI data sets defined below are much smaller than other data sets. Therefore, the influence of ionospheric signals on the final slip solution should be minimal.
The use of a combination of different data sets in modelling requires the determination of the weighting of each data set. We firstly weighted each point using a small window as suggested by Simons et al. (2002) with the requirement that the sum of the normalized weight for each data set should be equal to unity. Secondly, relative weights were determined according to their variances in the far field: 0.45 for conventional InSAR datapoints and 0.025 for MAI datapoints (i.e. InSAR datapoints 18 times higher).
E A RT H Q UA K E M O D E L L I N G
A two-step inversion strategy is often employed to constrain the fault parameters with InSAR observations as performed in previous studies (Wright et al. 2003; Li et al. 2008; Atzori et al. 2009; Li et al. 2011) . This comprises a nonlinear inversion to determine the fault geometry by minimizing the square misfit under the assumption of a uniform slip on a rectangular fault, followed by a linear inversion for estimating the slip distribution on the determined fault plane. However, the fault geometry determined under the assumption of a uniform slip is not necessarily the optimal one (especially the dip angle) for a spatially variable slip distribution (Burgmann et al. 2002; Fukahata & Wright 2008) . In this paper, an iterative approach is presented to determine the optimal dip angle in the slip inversion.
In this study, multipeak particle swarm optimization (M-PSO) was employed for inverting fault geometry parameters including strike, dip, slip, length, top and bottom depth by minimizing the squared misfits between the observed and the predicted LOS displacements using a hybrid minimization algorithm (Feng & Li 2010) . This algorithm has been successfully applied to several earthquakes (Li et al. 2008 (Li et al. , 2011 Feng et al. 2009) . Table 2 shows the best-fit uniform solution, of which the location, strike angle and the length of rupture are highly consistent with those derived directly from SPO and MAI maps as shown in Table 2 and the inverted dip has a difference of ∼7 o compared with the GCMT solution. Once the fault geometry is determined, the slip along the strike and dip direction show a linear relationship with surface displacements based on the classic theory of linear-elastic dislocation (Okada 1985) . The fault location and strike determined in the previous step are consistent with SPO maps and MAI results, but the dip angle can be refined in the variable slip determination (Burgmann et al. 2002; Fukahata & Wright 2008) . The relationship between observations and the slips at the patches can be written in the following form:
where G δ is the forward matrix (also called Green matrix) relating to the slip at the patches calculated by the Okada model (Okada 1985) for a given dip angle δ; Sis the slip vector at each patch and Dis the range change in the satellite LOS derived from InSAR measurements; L is the second-order finite difference operator (Jónsson et al. 2002) for estimating the roughness of the slip vector; α 2 is the weighting parameter, or smooth factor, in order to obtain the smoothest solution that does not degrade the fit to the observations. The bounded-variable least-squares algorithm (BVLS) (Stark & Parker 1992) was employed to solve the linear problems in this study with the slip of the elements on the left, right and bottom boundaries in the fault plane being set to zero.
During slip distribution inversions, the dip angle and smoothing factor (α 2 ) should be further optimized because those determined under the assumption of uniform slips are not optimal for a spatially variable slip distribution (Burgmann et al. 2002) . In this study, we firstly analysed the changing trends of the model roughness (ψ) and residuals (ξ ) with the variation of smoothing weight at the given dip angle (Fig. 4a) . The root-mean-square error was employed for estimating the residuals as defined here
where W is the weight matrix defined in the previous section (2.4) and N is the number of observations involved in the inversion. Meanwhile, the model roughness is the depiction of the result from smoothing the slip solution under the smooth factor as given by Jónsson et al. (2002) 
where p = L S and n is the number of subfaults. After normalization, the roughness curve line indicates a monotonic decreasing function, while the residual curve line implies a monotonic increasing function; it is hence impossible to retrieve a global minimum from both curve lines. To obtain the trade-off between the roughness (ψ) and residual (ξ ), we built a Log-function f (δ, α) = log(ψ + ξ ), which indicates a single minimum at α 2 ≈ 4 (grey solid line in Fig. 4a ). To optimise both dip angle and α 2 , the following four-step procedure was used in this study: (d) calculate f (δ, α) for any given (δ, α) and plot f on a diagram as shown in Fig. 4(b) , from which the optimal dip angle and smoothing operator can be directly determined.
The optimal dip angle and smoothing factor determined using the Log-function were directly employed to further develop the distributed slip model (model A). The uncertainty of slip solutions was calculated from 100 perturbed data sets that were created by adding simulated noise to the observations as proposed by Parsons et al. (2006) . The standard deviation of slip at each patch is shown in Fig. 4 . It appears that the depth at which the major seismic moment was released drops ∼1.5 km from 2 km in model A to 3.5 km in model B, which is most likely due to the fact that MAI provided additional constraints in the near field where there was an absence of interferometric data. Fig. 6 shows the simulated interferograms, AZI displacements and residuals from model A. The modelled interferograms can sufficiently explain InSAR observations with standard deviations of 1.6 and 1.4 cm for tracks 486 and 126, respectively. The RMS differences between SPO and modelled observations are 26 and 25 cm for tracks 126 and 486, respectively (Figs S7 and S8) , while the RMS differences are ∼15 cm for both MAI maps. However, residuals of up to 5-6 cm can be observed close to the fault in Figs 6(c) and (f). One probable cause for these residuals in the near field is the slightly curved and stepping geometry of the real fault trace so that the simplified fault plane model fails to reproduce high fringe gradients close to the fault. Several previous InSAR studies have also reported that a simple elastic dislocation generally lacks the capability to model near-fault processes (e.g. Lohman & Simons 2005; Li et al. 2011) . The maximum residual is located at the east end of the fault trace, where a small rupture segment with the amount of ∼0.2 m slip has been found in the slip distribution of model B. However, such a slip patch is not shown in model A, although there is a relatively big uncertainty in the same area (Fig. 5c) . Note that landslides have been reported to have followed the main shock in this area, killing at least 10 people during the rupture (Vervaeck & Daniell 2011), which could partly explain the residual artefact. However, further evidence is required to fully support this point.
D I S C U S S I O N
Coseismic slip deficit for strike-slip earthquakes
Coseismic slip deficits have been reported in several previous studies on slip distributions constrained with geodetic data for large strike-slip earthquakes Fialko 2004; Fialko et al. 2005; Kaneko & Fialko 2011) , in other words, the inverted coseismic slip decreases towards the Earth surface. These studies suggested that inelastic deformation might be a major factor for the observed shallow slip deficits, which could introduce an 'artificial' deficit of up to 10 per cent of the maximum slip inferred from geodetic data.
A similar feature can also be observed in Fig. 5(a) and most of the seismic moment of the 2011 Burma earthquake was released at a depth of 4-5 km (Fig. 5b) along a 30-km-long left-lateral strikeslip rupture with a significant slip of ∼2 m near the surface, which reaches 50 per cent of the maximum amplitude of the inverted slip distribution. The frictional strength is one of the major factors to control the main rupture, and this strength should increase with depth (Das & Scholz 1983) , which has been widely supported by in situ stress measurements (Mcgarr et al. 1982) . In other words, the accumulated strain should also increase with depth before ruptures. Consequently, the increases in stress and/or strain with depth give two possible reasons why slip decreases towards the ground surface. Though our analysis cannot provide comprehensive understanding of the characteristics of slip in the uppermost crust, it is notable that the inverted slip distribution of the 2011 Burma earthquake shows similar features to several previous studies, summarized by Fialko et al. (2005) .
Geomorphologic features
The NMF is one of the most active fault systems within the Burma region with an estimated slip rate of ∼3 mm yr −1 (Lacassin et al. 1998) based mainly upon large scale, long-term offset river bends. The fault segment that ruptured in the March 2011 event is likely to be the westward extension of the NMF (Fig. 7) . Therefore, assuming a similar slip rate range and taking into account the average coseismic slip of about 3 m for the 2011 Burma earthquake, an earthquake recurrence interval of 1000-5000 yr is estimated for this segment for M ∼ 7 events (assuming that this earthquake is characteristic in this region). This recurrence interval is much less than that along the plate boundaries, in particular the Sagaing fault where the earthquake recurrence interval of M > 7 is about 100-300 yr (Wang et al. 2011b) . In terms of GPS measurements, the internal deformation in the Sunda plate is generally very small compared to the boundary of the plates (Simons et al. 2007) , which is consistent with the basic knowledge to the NMF from local geomorphologic observations. Hillshaded topography reveals a sinistrally offset ridge across the fault trace of the 2011 event (Fig. 7a) . The offsets are of the order ∼3 km, recording the long-term fault displacement. Assuming a constant long-term slip rate equivalent to the NMF, this suggests that the fault activity started at least 1-5 Ma ago.
C O N C L U S I O N S
In this paper, we have demonstrated the key feature of SPO and MAI techniques: both can provide surface displacements in the along-track direction, and can be used to determine fault traces. We have also introduced a new statistic variable in a Log-function to simultaneously determine the optimal fault dip angle and smoothing factor when modelling slip distribution.
InSAR observations have been used to constrain the fault geometry of the 2011 March 24th Burma earthquake. Our optimal slip inversion for this large event indicates: (1) the rupture occurred on a vertical pure sinistral strike-slip fault with a strike of ∼70
• ; (2) the maximum slip is 4.2 m, occurring at a depth of 2.5 km; and (3) the total releasing moment is about 1.8 × 10
19 N m, which is equal to a moment magnitude of 6.8. Our model suggests that the fault segment that ruptured in this event is likely to be the westward extension of the NMF (Fig. 7) . However, this fault has not been identified in previous studies (Styron et al. 2010) .
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