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Abstract We study the typical profiles of a one dimensional random field Kac model, for values of the
temperature and magnitude of the field in the region of the two absolute minima for the free energy of
the corresponding random field Curie Weiss model. We show that, for a set of realizations of the random
field of overwhelming probability, the localization of the two phases corresponding to the previous minima
is completely determined. Namely, we are able to construct random intervals tagged with a sign, where
typically, with respect to the infinite volume Gibbs measure, the profile is rigid and takes, according to the
sign, one of the two values corresponding to the previous minima. Moreover, we characterize the transition
from one phase to the other. The analysis extends the one done by Cassandro, Orlandi and Picco in [13].
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1 Introduction
We consider a one-dimensional spin system interacting via a ferromagnetic two-body Kac potential and
external random field given by independent Bernoulli variables. Problems where a stochastic contribution
is added to the energy of the system arise naturally in condensed matter physics where the presence of the
impurities causes the microscopic structure to vary from point to point. Some of the vast literature on these
topics may been seen consulting [1-6], [10], [18-21], [23], [32].
Kac’s potentials is a short way to denote two-body ferromagnetic interactions with range 1γ , where γ is a
dimensionless parameter such that when γ → 0, i.e. very long range, the strength of the interaction becomes
very weak, but in such a way that the total interaction between one spin and all the others is finite. They
were introduced in [22], and then generalized in [24], to provide a rigorous proof of the validity of the van
der Waals theory of a liquid–vapor phase transition. Performing first the thermodynamic limit of the spin
system interacting via Kac’s potential, and then the limit of infinite range, γ → 0, they rigorously derived
the Maxwell rule. This implies that the free energy of the system is the convex envelope of the corresponding
free energy for the Curie-Weiss model. This leads to two spatially homogeneous phases, corresponding to
the two points of minima of the free energy of the Curie-Weiss model. Often we will call + phase the one
associated to the positive minimizer, and − phase the one associated to the negative minimizer. For γ fixed
and different from zero, there are several papers trying to understand qualitatively and quantitatively the
features of systems with long, but finite range interaction. (See for instance [16], [25], [9], [19].) In the one
dimensional case, the analysis [15] for Ising spin and [7] for more general spin, gives a satisfactory description
of the typical profiles.
Similar type of analysis holds for Ising spin systems interacting via a Kac potential and external random
field. In this paper, extending the analysis done in [13], we study, for γ small but different from zero, in
one dimension, the typical profiles of the system for all the values of the temperature and magnitude of the
field in the region of two absolute minima for the free energy of the corresponding random field Curie Weiss
model, whose behavior is closely connected with the local behavior of the random field Kac model. Through
a block-spin transformation, the microscopic system is mapped into a system on L∞(IR)×L∞(IR), for which
the length of interaction becomes of order one (the macroscopic system). It has been proven in [13] that if the
system is considered on an interval of length 1γ (log
1
γ )
p, p ≥ 2, then for intervals whose length in macroscopic
scale is of order 1
γ log log 1γ
, the typical block spin profile is rigid, taking one of the two values corresponding to
the minima of the free energy for the random field Curie Weiss model, or makes at most one transition from
one of the minima to the other. This holds for almost all realizations of the field. It was also proven that
the typical profiles are not rigid over any interval of length at least L1(γ) =
1
γ (log
1
γ )(log log
1
γ )
2+ρ, for any
ρ > 0. In [13] the results are shown for values of the temperature and magnitude of the field in a subset of
the region of two absolute minima for the free energy of the corresponding random field Curie Weiss model.
In the present work we show that, on a set of realizations of the random field of probability that goes to
1 when γ ↓ 0 , we can construct random intervals of length of order 1γ to which we associate a sign in such a
way that the magnetization profile is rigid on these intervals and, according to the sign, they belong to the
+ or to the − phase. A description of the transition from one phase to the other is also discussed.
The main problem in the proof of the previous results is the “non locality” of the system, due to the
presence of the random field. Within a run of positively magnetized blocks of length 1 in macro scale, the
ferromagnetic interaction will favor the persistence of blocks positively magnetized. The effect of the random
magnetic fields is related to the sum over these blocks of the random magnetic fields. It is relatively easy
to see that the fluctuations of the sum of the random field over intervals of order in macro scale 1γ are the
relevant ones. But this is not enough. To determine the beginning, the end of the random interval, and
the sign attributed to it, it is essential to verify other local requirements for the random field. We need a
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detailed analysis of the sum of the random field in all subintervals of the large interval of order 1γ . In fact it
could happen that even though at large the random field undergoes to a positive (for example) fluctuation,
locally there are negative fluctuations which make not convenient (in terms of the total free energy) for the
system to have a magnetization profile close to the + phase in that interval.
Another problem in our analysis is due to the fact that the previously mentioned block-spin transformation
gives rise to a random multibody potential. Using a deviation inequality [26], it turns out that for our
analysis it is enough to compute the Lipschitz norm of this multibody potential. This is done by using
cluster expansion tools to represent this multibody potential as an absolute convergent series.
The plan of the paper is the following. In Section 2 we give the description of the model and present the
main results. In Section 3 we prove probability estimates on functions of the random field which will allow us
to construct the random intervals together with the corresponding sign. In Section 4 we show that, typically,
the magnetization profiles are rigid over the macroscopic scale ǫγ , for any ǫ > 0, provided γ is small enough.
This is an important intermediate result. In Section 5 we finally prove the theorems stated in Section 2. In
Section 6 we prove some technical results needed in Section 5. In Section 7, we present a rather short, self
contained and complete proof of the convergence of the cluster expansion for our model. This is a standard
tool in Statistical Mechanics, but the application to this model is new.
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2 Description of the model and main results
Let (Ω,A, IP ) be a probability space on which we have defined h ≡ {hi}i∈Z , a family of independent,
identically distributed Bernoulli random variables with IP [hi = +1] = IP [hi = −1] = 1/2. They represent
random signs of external magnetic fields acting on a spin system on ZZ, and whose magnitude is denoted by
θ > 0. The configuration space is S ≡ {−1,+1}Z . If σ ∈ S and i ∈ ZZ, σi represents the value of the spin at
site i. The pair interaction among spins is given by a Kac potential of the form Jγ(i−j) ≡ γJ(γ(i−j)), γ > 0,
on which one requires, for r ∈ IR: (i) J(r) ≥ 0 (ferromagnetism); (ii) J(r) = J(−r) (symmetry); (iii)
J(r) ≤ ce−c′|r| for c, c′ positive constants (exponential decay); (iv) ∫ J(r)dr = 1 (normalization). For
simplicity we fix J(r) = 1I[|r|≤1/2], though the behavior is the same under the above conditions.
For Λ ⊆ ZZ we set SΛ = {−1,+1}Λ; its elements are usually denoted by σΛ; also, if σ ∈ S, σΛ denotes its
restriction to Λ. Given Λ ⊂ ZZ finite and a realization of the magnetic fields, the free boundary condition
hamiltonian in the volume Λ is given by
Hγ(σΛ)[ω] = −1
2
∑
(i,j)∈Λ×Λ
Jγ(i − j)σiσj − θ
∑
i∈Λ
hi[ω]σi, (2.1)
which is then a random variable on (Ω,A, IP ). In the following we drop the ω from the notation.
The corresponding Gibbs measure on the finite volume Λ, at inverse temperature β > 0 and free boundary
condition is then a random variable with values on the space of probability measures on SΛ. We denote it
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by µβ,θ,γ,Λ and it is defined by
µβ,θ,γ,Λ(σΛ) =
1
Zβ,θ,γ,Λ
exp{−βHγ(σΛ)} σΛ ∈ SΛ, (2.2)
where Zβ,θ,γ,Λ is the normalization factor usually called partition function.
To take into account the interaction between the spins in Λ and those outside Λ we set
Wγ(σΛ, σΛc) = −
∑
i∈Λ
∑
j∈Λc
Jγ(i − j)σiσj . (2.3)
If σ˜ ∈ S, the Gibbs measure on the finite volume Λ and boundary condition σ˜Λc is the random probability
measure on SΛ, denoted by µσ˜Λcβ,θ,γ,Λ and defined by
µσ˜Λcβ,θ,γ,Λ(σΛ) =
1
Z σ˜Λcβ,θ,γ,Λ
exp {−β(Hγ(σΛ) +Wγ(σΛ, σ˜Λc))} , (2.4)
where again the partition function Z σ˜Λcβ,θ,γ,Λ is the normalization factor.
Given a realization of h and γ > 0, there is a unique weak-limit of µβ,θ,γ,Λ along a family of volumes
ΛL = [−L,L] ∩ ZZ, L ∈ IN ; such limit is called the infinite volume Gibbs measure µβ,θ,γ. The limit does
not depend on the boundary conditions, which may be taken h-dependent, but it is a random element, i.e.,
different realizations of h give a priori different infinite volume Gibbs measures.
As in [15] and [13], our analysis of the large scale profiles under µβ,θ,γ in the limit of γ ↓ 0 involves a
block spin transformation, which transforms our microscopic system on ZZ into a macroscopic system on
IR. Since the interaction length is γ−1, one starts by a suitable scale transformation such that on the new
scale, which we call the macroscopic scale, the interaction length becomes one. Therefore, a macroscopic
volume, always taken as an interval I ⊆ IR, corresponds to the microscopic volume Λ(I) = γ−1I ∩ ZZ. The
results will always be expressed in the macroscopic scale. The block spin transformation involves a “coarse
graining”. Before making this precise let us set some notations and basic definitions, mostly from [13].
Given a rational positive number δ, Dδ denotes the partition of IR into (macroscopic) intervals A˜δ(x) =
((x − 1)δ, xδ] where x ∈ ZZ. If I ⊂ IR denotes a macroscopic interval we let Cδ(I) = {x ∈ ZZ; A˜δ(x) ⊆ I}.
In the following we will consider, if not explicitly written, intervals always in macroscopic scale and Dδ–
measurable, i.e., I = ∪{A˜δ(x);x ∈ Cδ(I)}.
The coarse graining will involve a scale 0 < δ∗(γ) < 1 satisfying certain conditions of smallness and
will be the smallest scale. The elements of Dδ∗ will be denoted by A˜(x), with x ∈ ZZ. The blocks A˜(x)
correspond to intervals of length δ∗ in the macroscopic scale and induce a partition of ZZ into blocks (in
microscopic scale) of order δ∗γ−1, hereby denoted by A(x) = {i ∈ ZZ; iγ ∈ A˜(x)} = {a(x) + 1, . . . , a(x+1)};
for notational simplicity, if no confusion arises, we omit to write the explicit dependence on γ, δ∗. We
assume for convenience, that γ = 2−n for some integer n, with δ∗ such that δ∗γ−1 is an integer, so that
a(x) = xδ∗γ−1, with x ∈ ZZ. We assume that δ∗γ−1 ↑ ∞.
Given a realization h[ω] ≡ (hi[ω])i∈Z , we set A+(x) =
{
i ∈ A(x);hi[ω] = +1
}
and A−(x) =
{
i ∈
A(x);hi[ω] = −1
}
. Let λ(x) ≡ sgn(|A+(x)| − (2γ)−1δ∗), where sgn is the sign function, with the convention
that sgn(0) = 0. For convenience we assume δ∗γ−1 to be even, in which case:
IP [λ(x) = 0] = 2−δ
∗γ−1
(
δ∗γ−1
δ∗γ−1/2
)
. (2.5)
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Of course λ(x) is a symmetric random variable. When λ(x) = ±1 we set
l(x) ≡ inf{l > a(x) :
l∑
j=a(x)+1
1I{Aλ(x)(x)}(j) ≥ δ∗γ−1/2} (2.6)
and consider the following decomposition of A(x): Bλ(x)(x) =
{
i ∈ Aλ(x)(x); i ≤ l(x)} and B−λ(x)(x) =
A(x) \ Bλ(x)(x). When λ(x) = 0 we set B+(x) = A+(x) and B−(x) = A−(x). We set D(x) ≡ Aλ(x)(x) \
Bλ(x)(x). In this way, the set B±(x) depend on the realizations of ω, but the cardinality |B±(x)| = δ∗γ−1/2
is the same for all realizations. We define
mδ
∗
(±, x, σ) = 2γ
δ∗
∑
i∈B±(x)
σi. (2.7)
We have
γ
δ∗
∑
i∈A(x)
σi =
1
2
(mδ
∗
(+, x, σ) +mδ
∗
(−, x, σ)) (2.8)
and
γ
δ∗
∑
i∈A(x)
hiσi =
1
2
(mδ
∗
(+, x, σ) −mδ∗(−, x, σ)) + λ(x)2γ
δ∗
∑
i∈D(x)
σi. (2.9)
Given a volume Λ ⊆ ZZ in the original microscopic spin system, it corresponds to the macroscopic volume
I = γΛ = {γi; i ∈ Λ}, assumed to be Dδ∗–measurable to avoid rounding problems. The block spin transfor-
mation, as considered in [13], is the random map which associates to the spin configuration σΛ the vector
(mδ
∗
(x, σ))x∈Cδ∗ (I), where m
δ∗(x, σ) = (mδ
∗
(+, x, σ),mδ
∗
(−, x, σ)), with values in the set
Mδ∗(I) ≡
∏
x∈Cδ∗(I)
{
−1,−1 + 4γ
δ∗
,−1 + 8γ
δ∗
, . . . , 1− 4γ
δ∗
, 1
}2
. (2.10)
As in [13], we use the same notation µβ,θ,γ,Λ to denote both, the Gibbs measure on SΛ, and the probability
measure it induces on Mδ∗(I), through the block spin transformation, i.e., a coarse grained version of
the original measure. Analogously, the infinite volume limit (as Λ ↑ ZZ) of the laws of the block spin
(mδ
∗
(x, σ))x∈Cδ∗ (I) under the Gibbs measure will also be denoted by µβ,θ,γ. If limγ↓0 δ
∗(γ) = 0, this
limiting measure will be supported by
T = {m ≡ (m1,m2) ∈ L∞(IR)× L∞(IR); ‖m1‖∞ ∨ ‖m2‖∞ ≤ 1}. (2.11)
To denote a generic element in Mδ∗(I) we write
mδ
∗
I ≡ (mδ
∗
(x))x∈Cδ∗ (I) ≡ (mδ
∗
1 (x),m
δ∗
2 (x))x∈Cδ∗ (I). (2.12)
Since I is Dδ∗– measurable, we can identify mδ∗I with the element of T which equals mδ
∗
(x) on each
A˜(x) = ((x − 1)δ∗, xδ∗] for x ∈ Cδ∗(I), and vanishes outside I. We denote by T , the linear bijection on T
defined by
(Tm)(x) = (−m2(x),−m1(x)) ∀x ∈ IR. (2.13)
While analysing some specific block spin configurations, as in section 4, one encounters a relevant func-
tional that can be expressed as F + γG, where F is deterministic and G is stochastic.
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For the definition of F we recall the relation of the local behavior of the Random Field Kac model with
the corresponding Random Field Curie-Weiss model. The last one is obtained when the volume |Λ| = γ−1
and its canonical free energy fβ,θ(m1,m2) is given by
fβ,θ(m1,m2) = − (m1 +m2)
2
8
− θ
2
(m1 −m2) + 1
2β
(I(m1) + I(m2)), (2.14)
for (m1,m2) ∈ [−1,+1]2 and I(m) = (1+m)2 log
(
1+m
2
)
+ (1−m)2 log
(
1−m
2
)
.
Let us state some properties of fβ,θ(m1,m2). This will point out the proper range of β, θ to be considered.
Differentiating (2.14) we see that (m1,m2) ∈ [−1, 1]2 is a critical point of fβ,θ(·, ·) if and only if
m1 = tanh(β(m1 +m2)/2 + βθ)
m2 = tanh(β(m1 +m2)/2− βθ).
(2.15)
The sum of the two equations in (2.15) is closed with respect to m˜ = (m1 +m2)/2
m˜ =
1
2
tanhβ(m˜+ θ) +
1
2
tanhβ(m˜− θ) ≡ gβ(m˜, θ). (2.16)
It can be proved that
1 < β < 3/2 , 0 < θ < θ1,c(β) ≡ 1
β
artanh(1 − β−1)1/2; or
3/2 ≤ β < +∞ , 0 < θ ≤ θ1,c(β)
(2.17)
are necessary and sufficient for the existence of exactly three solutions, m˜ = −m˜β, 0, m˜β, (with m˜β > 0) to
equation (2.16), verifying
∂gβ
∂m
(m˜β , θ) < 1. (2.18)
To simplify notations we do not write explicitly the dependence on θ of m˜β. The result on the solutions of
(2.16) implies that, setting
mβ,1 = tanhβ(m˜β + θ); mβ,2 = tanhβ(m˜β − θ), (2.19)
mβ = (mβ,1,mβ,2) and Tmβ = (−mβ,2,−mβ,1) are solutions of (2.15) corresponding to the two global
minima of fβ,θ( · ), fβ,θ(mβ) = fβ,θ(Tmβ). We denote mβ the + phase and Tmβ the − phase.
Remark. Concerning equation (2.16) the following can also be proven: m˜ = 0 is the unique solution, if
0 < β ≤ 1. For 1 < β < 3/2, θ ≥ θ1,c(β), again the unique solution is m˜ = 0 and limθ↑θ1,c(β) m˜β,θ = 0.
For β ≥ 3/2, there exists θ3,c(β) > θ1,c(β) such that for θ1,c(β) < θ < θ3,c(β) there exist five solutions,
m˜ = −m˜2,β,θ,−m˜1,β,θ, 0, m˜1,β,θ, m˜2,β,θ, with 0 < m˜1,β,θ < m˜2,β,θ; when θ ↑ θ3,c(β), m˜1,β,θ ↑ m˜3,β >
0, m˜2,β,θ ↓ m˜3,β, where m˜3,β = gβ(m˜3,β, θ) but ∂gβ∂m (m˜3,β , θ3,c(β)) = 1; at last when θ > θ3,c(β), m˜ = 0 is the
only solution. Property (2.18) will be constantly used in this work. In particular we will not treat the case
θ = θ3,c.
Throughout the work we assume (2.17) to be satisfied, so that fβ,θ(m1,m2) has exactly three critical
points, two points of minima around which fβ,θ( · ) is quadratic and a local maximum. Moreover there exists
a strictly positive constant κ(β, θ) so that for each m ∈ [−1,+1]2
fβ,θ(m)− fβ,θ(mβ) ≥ κ(β, θ)min{‖m−mβ‖21, ‖m− Tmβ‖21}, (2.20)
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where ‖ · ‖1 the ℓ1 norm in IR2 and mβ = (mβ,1,mβ,2), see (2.19).
Remark: Note that for 1 < β < 3/2, as θ ↑ θ1,c we have κ(β, θ) ↓ 0, but under (2.17) we have always
κ(β, θ) > 0. Since we want to work in the whole region of β, θ where (2.17) is satisfied a little care of κ(β, θ)
will be taken.
We introduce the so called “excess free energy functional” F(m), m ∈ T :
F(m) = F(m1,m2)
=
1
4
∫ ∫
J(r − r′) [m˜(r) − m˜(r′)]2 drdr′ +
∫
[fβ,θ(m1(r),m2(r)) − fβ,θ(mβ,1,mβ,2)] dr
(2.21)
with fβ,θ(m1,m2) given by (2.14) and m˜(r) = (m1(r) + m2(r))/2. The functional F is well defined and
non-negative, although it may take the value +∞. Clearly, the absolute minimum of F is attained at the
functions constantly equal to the minimizers of fβ,θ. F represents the continuum approximation of the
deterministic contribution to the free energy of the system (cf. (4.24)) subtracted by fβ,θ(mβ), the free
energy of the homogeneous phases. Notice that F is invariant under the T -transformation, defined in (2.13).
It has been proven in [14] that under the condition m1(0) + m2(0) = 0, there exists a unique minimizer
m¯ = (m¯1, m¯2), of F over the set
M∞ = {(m1,m2) ∈ T ; lim inf
r→−∞mi(r) < 0 < lim infr→+∞mi(r), i = 1, 2}. (2.22)
Without the condition m1(0) + m2(0) = 0, there is a continuum of minimizers, all other minimizers are
translates of m¯. The minimizer m¯(·) is infinitely differentiable. Furthermore, there exists positive constant
c depending only on β and θ such that
‖m¯(r) −mβ‖1 ≤ ce−α|r|, if r > 0;
‖m¯(r) − Tmβ‖1 ≤ ce−α|r|, if r < 0,
(2.23)
where α = α(β, θ) > 0 is given by (recall (2.18)):
e−α(β,θ) =
∂gβ
∂m
(m˜β,θ, θ). (2.24)
Since F is invariant by the T -transformation, see (2.13), interchanging r →∞ and r → −∞ in (2.22) there
exists one other family of minimizers obtained translating Tm¯. We denote
F∗ = F(m¯) = F(Tm¯) > 0. (2.25)
The functional F that enters in the above decomposition into a deterministic and a stochastic part, F + γG,
is merely a finite volume version of (2.21); however (2.23) and F∗ will play a crucial role here.
The stochastic part of the functional G is defined on Mδ∗(I) (embedded in T as previously mentioned)
as
G(mδ∗I ) ≡
∑
x∈Cδ∗ (I)
Gx,mδ∗ (x)(λ(x)) (2.26)
where for each x ∈ Cδ∗(I), Gx,mδ∗ (x)(λ(x)) is the cumulant generating function:
Gx,mδ∗ (x) (λ(x)) ≡ −
1
β
log IEδ
∗
x,mδ∗(x)(e
2βθλ(x)
∑
i∈D(x)
σi
), (2.27)
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of the “canonical” measure on {−1,+1}A(x), defined through
IEδ
∗
x,mδ∗(x)(ϕ) =
∑
σ ϕ(σ)1I{mδ∗ (x,σ)=mδ∗ (x)}∑
σ 1I{mδ∗ (x,σ)=mδ∗ (x)}
, (2.28)
the sum being over σ ∈ {−1,+1}A(x). Let mδ∗β be one of the points in
{−1,−1 + 4γδ∗ , . . . , 1− 4γδ∗ , 1}2 which
is closest to mβ . Given an interval I we let m
δ∗
β,I be the function which coincides with m
δ∗
β on I and vanishes
outside I. In the analysis of the random fluctuations of our system the relevant random quantities will be
G(mδ∗β,I)− G(Tmδ
∗
β,I) =:
∑
x∈Cδ∗ (I)
X(x). (2.29)
One important property of the random variables X(x) is their symmetry. The explicit expression of X(x)
that one gets using (2.29), (2.27), and (2.28) is almost useless. One can think about making an expansion in
βθ as we basically did in [13], Proposition 3.1 where βθ was assumed to be as small as needed. Since here we
assume (2.17), one has to find another small quantity. Looking at the term
∑
i∈D(x) σi in (2.27) and setting
p(x) ≡ p(x, ω) = |D(x)|/|Bλ(x)(x)| = 2γ|D(x)|/δ∗, (2.30)
it is easy to see that for I ⊆ IR, if ( 2γδ∗ )1/2 log |I|δ∗ ≤ 132 , we have
IP
[
sup
x∈Cδ∗ (I)
p(x) > (2γ/δ∗)
1
4
]
≤ e− 132 ( δ
∗
2γ )
1
2
. (2.31)
Remark: Note at this point that the choice of δ∗ as γ log log(1/γ) we made in [13], for volume I of order
γ−1 does not satisfied the previous restriction.
Now on the set
{
supx∈Cδ∗ (I) p(x) ≤ (2γ/δ∗)
1
4
}
, p(x) is a small parameter (recall δ∗γ−1 ↑ ∞). It will be
proved in Proposition 4.8, see remark 4.9, that on the set {p(x) ≤ (2γ/δ∗)1/4}, the quantity X(x) can be
written as:
X(x) = −λ(x)|D(x)|
[
log
1 +mδ
∗
β,2 tanh(2βθ)
1−mδ∗β,1 tanh(2βθ)
+ Ξ1(x, βθ, p(x))
]
− λ(x)Ξ2(x, βθ, p(x)) (2.32)
with
|Ξ1(x, βθ, p(x))| ≤ 64 βθ(1 + βθ)
(1−mβ,1)2(1− tanh(2βθ)) (2
γ
δ∗
)1/4. (2.33)
and
|Ξ2(x, βθ, p(x)| ≤ (2 γ
δ∗
)1/4 [36 + 2c(βθ)] (2.34)
where c(βθ) is given in (4.57).
Thus, calling
V (β, θ) = log
1 +mβ,2 tanh(2βθ)
1−mβ,1 tanh(2βθ) , (2.35)
on the event {p(x) ≤ (2γ/δ∗) 14 }, when γδ∗ ↓ 0 the leading term in (2.32) is simply
−λ(x)|D(x)|V (β, θ) = −V (β, θ)
∑
i∈A(x)
hi, (2.36)
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and, from (2.32), we have
IE[X(x)1I{p(x)≤(2γ/δ∗)1/4}] = 0,
IE[X2(x)1I{p(x)≤(2γ/δ∗)1/4}] =
δ∗
γ
c(β, θ, γ/δ∗)
(2.37)
where, if γ/δ∗ < d0(β, θ) for suitable 0 < d0(β, θ), c(β, θ, γ/δ∗) satisfies:
V 2(β, θ)
[
1− (γ/δ∗)1/5
]2
≤ c(β, θ, γ/δ∗) ≤ V 2(β, θ)
[
1 + (γ/δ∗)1/5
]2
. (2.38).
Our final aim is to control the behavior of the random field over intervals of (macroscopic) length of order
larger or equal to 1γ . To achieve this, it is convenient to consider blocks of (macroscopic) length ǫ/γ, with
the basic assumption that ǫ/γ > δ∗. To avoid rounding problems we assume ǫ/γδ∗ ∈ IN and we define, for
α ∈ ZZ
χ(ǫ)(α) ≡ γ
∑
x;δ∗x∈A˜ǫ/γ(α)
X(x)1I{p(x)≤(2γ/δ∗)1/4} (2.39)
where, according to the previous notation A˜ǫ/γ(α) = ((α− 1) ǫγ , α ǫγ ] ⊆ IR and for sake of simplicity the γ, δ∗
dependence is not explicit. To simplify further, and if no confusion arises, we shall write simply χ(α). Note
that χ(α) is a symmetric random variable and assuming that I ⊃ A˜ǫ/γ(α) for all α under consideration
IE(χ(α)) = 0,
IE(χ2(α)) = ǫc(β, θ, γ/δ∗),
(2.40)
as it follows from (2.37) since there are ǫ(γδ∗)−1 terms in the sum in (2.39).
As in [13], the description of the profiles is based on the behavior of local averages of mδ
∗
(x, σ) over k
successive blocks in the block spin representation, where k ≥ 2 is a positive integer. Let δ = kδ∗ such that
1/δ ∈ IN and let Cδ(ℓ) ≡ Cδ((ℓ − 1, ℓ]) defined as before. Given ζ ∈ (0,m2,β] and ℓ ∈ ZZ, we define the
random variable
ηδ,ζ(ℓ) =
 1 if ∀u∈Cδ(ℓ)
δ∗
δ
∑
x∈Cδ∗(((u−1)δ,uδ]) ‖mδ
∗
(x)−mβ‖1 ≤ ζ;
-1 if ∀u∈Cδ(ℓ) δ
∗
δ
∑
x∈Cδ∗ ((u−1)δ,uδ]) ‖mδ
∗
(x) − Tmβ‖1 ≤ ζ;
0 otherwise.
(2.41)
We say that a magnetization profile mδ
∗
(·), in an interval I ⊆ IR, is close to the equilibrium phase τ , τ = 1
or τ = −1, with tolerance ζ, when
{ηδ,ζ(ℓ) = τ, ∀ℓ ∈ I ∩ ZZ} (2.42)
In the following we will use always the letter ℓ to indicate an element of ZZ. This will allow to write (2.42)
as {ηδ,ζ(ℓ) = τ, ∀ℓ ∈ I}.
Given a realization of h, we would like to know if “typically” with respect to the Gibbs measure we have,
as an example, ηδ,ζ(0) = 1 or ηδ,ζ(0) = −1. The alternative depends on this realization of h. Here typically
means with an overwhelming Gibbs measure but having in mind a exponential convergence. First of all, one
has to accept to throw away some realizations of h that are not “typical” with respect to the IP–probability.
However, depending on the probabilistic sense of “typical” one can easily convince himself that the results
will be completely different. Here we just want that the IP -probability of the realizations of h that we throw
away goes to zero when γ → 0. Some IP -almost sure results can be found in [13]. It happens that to give
an answer to such a simple question we must know if ηδ,ζ(0) belongs to a run of ηδ,ζ = 1 or to a run of
19/november/2018; 6:53 9
ηδ,ζ = −1. It is rather clear that we have to understand the localization of the beginning and the end of
consecutive runs with alternating sign. However to define the beginning and the end of a run, we have to
take into account that some messy configurations with ηδ,ζ = 0,±1 could occurs in between two such runs.
So in the first theorem we erase deterministically pieces around what we expect to be the endpoints of the
run that countains the origin. In the second theorem we consider consecutive runs with erased endpoints. In
the last theorem we prove that in the erased regions between two runs there is just a single run of ηδ,ζ = 0
which is rather short.
The main result of this paper is the following:
Theorem 2.1 . Given (β, θ) that satisfies (2.17), a > 0, κ(β, θ) > 0 satisfying (2.20), there exist 0 <
γ0 = γ0(β, θ) < 1, 0 < d0 = d0(β, θ, a) < 1, and 0 < ζ0 = ζ0(β, θ) < 1, such that for all 0 < δ
∗ < 1,
0 < γ ≤ γ0, γ/δ∗ ≤ d0, if ζ4 is such that ζ0 ≥ ζ4 > 8γ/δ∗, g is a positive increasing function such that
g(x) ≥ 1, limx↑∞ g(x) = +∞ and g(x)x ≤ 1, limx↑∞ x−1g38(x) = 0,
ζ4 >
1
[κ(β, θ)]1/3g1/6( δ
∗
γ )
, (2.43)
and
(δ∗)2
γ
g3/2(
δ∗
γ
) ≤ 1
βκ(β, θ)e3213
, (2.44)
then there exists Ωγ,δ∗ with
IP [Ωγ,δ∗ ] ≥ 1− 16γ2 − 160
(
g(
δ∗
γ
)
)− a
4(2+a)
(2.45)
such that for all realizations of the fields ω ∈ Ωγ,δ∗, for ǫ =
(
5
g(δ∗/γ)
)4
, we can construct explicitly a random
measurable pair
(
I(ω), τ(ω)) where
τ(ω) = sgn
( ∑
α∈Cǫ/γ(I(ω))
χ(α)
)
∈ {−1,+1}
I(ω) is a suitable random macroscopic interval that contains the origin such that for all x > 0
IP (ω ∈ Ωγ,δ∗ : γ|I(ω)| > x) ≤ 4e−
x
8C1(β,θ,F
∗)
(1− log 3log 4 ), (2.46)
IP (ω ∈ Ωγ,δ∗ : γ|I(ω)| < x) ≤ 2e−
(F∗)2
18xV 2(β,θ) (2.47)
where C1(β, θ,F∗) is given in (3.44), F∗ in (2.25) and V (β, θ) in (2.35). The interval I(ω) is measurable
with respect to the σ-algebra σ
(
χ(α), α ∈ Cǫ/γ([−Qγ , Qγ ])
)
where Q = exp log g(δ
∗/γ)
log log g(δ∗/γ) , and we have
µβ,θ,γ
[
∀ℓ ∈ I(ω) ∩ ZZ, ηδ,ζ4(ℓ) = τ(ω)
]
≥ 1− e−
β
γ
1
g(δ∗/γ) . (2.48)
here δ = 5−1(g(δ∗/γ))−1/2. Moreover the interval I(ω) is maximal, in the following sense: ∀J ∈ IR,
I(ω) ⊆ J , |J \ I(ω)| ≥ 2 ργ , with ρ =
(
5
g(δ∗/γ)
)1/(2+a)
,
µβ,θ,γ
[
∀ℓ ∈ J ∩ ZZ, ηδ,ζ4(ℓ) = τ
]
≤ e−
β
γ
1
g(δ∗/γ) . (2.49)
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Remark. (Choice of the parameters) The main parameters appearing in the problem, besides β, θ
and γ, (we take β, θ, in all the paper, to satisfy (2.17) and γ > 0 small enough to control the range and the
strength of the Kac interaction), are the smallest coarse grained scale δ∗ and the tolerance ζ4 around the
“equilibrium” mβ or Tmβ. We choose a specific δ for simplification. There exists an important constraint
on how small can δ∗ be taken. The convergence of the cluster expansion requires δ
∗2
γ ≤ 16e3β , cf. Theorem
7.1. The constraint on δ∗ appearing in Theorem 2.1, (2.44), is stronger since to estimate the random field we
need to compute the Lipschitz norm of the multibody term coming from the cluster expansion and stronger
requirements are needed.
We decide to write the results in term of a rather general function g, verifying the requirements written
in Theorem 2.1. A prototype can be g(x) = 1 ∨ log x or any iterated of it. The main reason to do this is to
have the simplest expression for the Gibbs measure estimate (2.48). As a consequence, the IP probability
estimate in (2.45) is also expressed in term of this function g as well as all the constraints on the parameters.
The condition limx↑∞ x−1g38(x) = 0 comes from an explicit choice of an auxiliary parameter ζ5 that will be
introduced in Section 5 and the constraint (5.5) that has to be satisfied. Notice that taking g(x) = 1∨ log x
and δ∗ = γ
1
2+d
∗
for some 0 < d∗ < 1/2 implies that (2.44) is satisfied.
Finally the choice of the numerical constants (such as 213) is never critical and largely irrelevant. We have
made no efforts to make the choices close to optimal.
Remark. The endpoints of the random interval I(ω) are not stopping times, as it can be seen in Section 3.
However, the interval I(ω) is measurable with respect to the σ-algebra σ
(
χ(α), α ∈ Cǫ/γ([−Qγ , Qγ ])
)
, where
Q is given in Theorem 2.1. Therefore, in order to decide if typically ηδ,ζ4(0) = +1 or −1, it suffices to know
the realization of the random magnetic fields in a volume which, choosing for example, g(x) = 1 ∨ log x, is
of the order 1γ
(
log 1γ
) 1
log log log 1
γ in macroscopic scale.
Our next result is a simple extension of the previous theorem.
Theorem 2.2 . Under the same hypothesis of Theorem 2.1, for all k ∈ IN , there exists Ωγ,δ∗,k, with
IP [Ωγ,δ∗,k] ≥ 1− 32kγ2 − 320k
(
g(
δ∗
γ
)
)− a
4(2+a)
(2.50)
such that for ω ∈ Ωγ,δ∗,k, we can construct explicitly a random (2k + 2)–tuples(
I−k(ω), . . . , Ik(ω), sgn
( ∑
α∈Cǫ/γ(I0(ω))
χ(α)
))
(2.51)
where Ij(ω),−k ≤ j ≤ k are suitable disjoint random intervals, I0(ω) contains the origin and they satisfy
for all x > 0
IP
[
sup
−k≤j≤k
γ|Ij(ω)| > x
]
≤ 4(2k + 1)e− x8C1(β,θ,F∗) (1− log 3log 4 ), (2.52)
IP
[
inf
−k≤j≤k
γ|Ij(ω)| < x
]
≤ (2k + 1)2e−
(F∗)2
18xV 2(β,θ) , (2.53)
where C1(β, θ,F∗) is given in (3.44), F∗ in (2.25) and V (β, θ) in (2.35). The sequence (I−k(ω), . . . , Ik(ω))
is measurable with respect to the σ-algebra σ
(
χ(α), α ∈ Cǫ/γ([−kQ, kQ])
)
, and
∣∣∣[inf(I−k(ω)), sup(Ik(ω))] \ k⋃
j=−k
Ij(ω)
∣∣∣ ≤ (2k + 1)ρ
γ
. (2.54)
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Moreover for all −k ≤ j ≤ k,
µβ,θ,γ
[
ηδ,ζ(ℓ) = (−1)jsgn(
∑
α∈Cǫ/γ (I0(ω))
χ(α)), ∀j ∈ {−k,+k}, ∀ℓ ∈ Ij(ω)
]
≥ 1− 2ke−
β
γ
1
g(δ∗/γ) . (2.55)
In the previous theorem nothing is said about what happens in the region between two consecutive
intervals with different signs, a region that has a macroscopic length smaller than ρ/γ by (2.54), see before
(2.49) for ρ. To describe it we need to introduce the notion of a single change of phases in a given interval.
Definition 2.3 . Given an interval [ℓ1, ℓ2] and a positive integer R2 < |ℓ2 − ℓ1|, we say that a single
change of phases occurs within [ℓ1, ℓ2] on a length R2 if there exists ℓ0 ∈ [ℓ1, ℓ2] so that ηδ,ζ(ℓ) = ηδ,ζ(ℓ1) ∈
{−1,+1}, ∀ℓ ∈ [ℓ1, ℓ0 − R2], ηδ,ζ(ℓ) = ηδ,ζ(ℓ2) = −η(ℓ1), ∀ℓ ∈ [ℓ0 + R2, ℓ2], and {ℓ ∈ [ℓ0 − R2, ℓ0 + R2] :
ηδ,ζ(ℓ) = 0} is a set of consecutive integers. We denote by W1([ℓ1, ℓ2], R2, ζ) the set of all configurations of
ηδ,ζ that satisfies this properties.
In other words, there is an unique run of ηδ,ζ = 0, with no more than R2 elements, inside the interval
[ℓ1, ℓ2].
Our next result is
Theorem 2.4 . Under the same hypothesis as in Theorem 2.2 and on the same probability space Ωγ,δ∗,k,
for
R2 =
20(5 + F∗)1603
κ(β, θ)
(
g(
δ∗
γ
)
)7/2
(2.56)
we have
µβ,θ,γ
[ ⋂
−k≤j≤k−1
W1([sup(Ij(ω)), inf(Ij+1)], R2, ζ4)
]
≥ 1− 2ke−βγ 1g(δ∗/γ) . (2.57)
Note that the regions where the changes of phases occur have at most length R2 (in macroscopic units)
and we are able to localize it only within an interval of length ρ/γ >> R2. This means that up to a small
probability subset, we are able to give an explicit way of constructing an interval of length ρ/γ where we
have a change of phases that occurs on a scale R2, but we are not able to determine where it occurs within
this interval.
3 Probabilistic estimates
In this section we construct a random interval J(ω), to which the interval I(ω) appearing in Theorem 2.1 is
simply related. The construction involves a discrete random walk obtained from the variables χ(α), α ∈ ZZ,
defined by (2.39) and satisfying (2.37). If ∆ is a finite interval in ZZ we set Y(∆) = ∑α˜∈∆ χ(α˜). For
convenience we write
Yα ≡
 Y({1, . . . , α}), if α ≥ 1;0 if α = 0−Y({α+ 1, . . . , 0}), if α ≤ −1. (3.1)
so that if ∆ = {α1 + 1, . . . , α2} ≡ (α1, α2], with α1 < α2 integers, we have Y(∆) = Yα2 − Yα1 .
As γ ↓ 0, we assume ǫ ↓ 0 but ǫ/γδ∗ ↑ +∞. In this regime, Y[·/ǫ] converges in law to a bilateral Brownian
motion (no drift, diffusion coefficient V (β, θ)).
Given a real positive number f , 0 < f < F∗/4 where F∗ is defined in (2.25), we denote
D(f,+) ≡ D(f,+, ω) ≡
{
∆: Y(∆) ≥ 2F∗ + f , inf
∆′⊂∆
Y(∆′) ≥ −2F∗ + f
}
, (3.2)
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the set of random (finite) intervals ∆ ⊆ ZZ with an (uphill) increment of size at least 2F∗+ f , and such that
no interval within ∆ presents a (downhill) increment smaller than −2F∗ + f . Such an interval ∆ ⊆ ZZ is
said to give rise to a positive elongation, and we set sgn∆ = +1.
Similarly,
D(f,−) ≡ D(f,−, ω) ≡
{
∆: Y(∆) ≤ −2F∗ − f , sup
∆′⊂∆
Y(∆′) ≤ 2F∗ − f
}
, (3.3)
and such an interval is said to give rise to a negative elongation. If ∆ ∈ D(f,−), we set sgn∆ = −1. We call
D(f, ω) ≡ D(f,+, ω) ∪ D(f,−, ω) (3.4)
Remark: D(f,+) ∩ D(f,−) = ∅ since f > 0, so that the above definition of sgn∆ is well posed. However,
we may have intervals ∆1 ∈ D(f,+) and ∆2 ∈ D(f,−) such that ∆1 ∩∆2 6= ∅.
Given Q > 0 and writing Ac = Ω \A, we let
P0(f,Q) = {∃∆ ∈ D(f, ω), ∆ ⊆ [−Q/ǫ,Q/ǫ]}c , (3.5)
be the set of realizations of the random field that neither give rise to a positive nor to a negative elongation
in the interval [−Q/ǫ,Q/ǫ]. As we will see later, cf. Theorem 3.1, IP [P0(f, d)] is small provided Q is large,
uniformly on 0 < f ≤ F∗/4. (The uniformity is trivial since from the definitions D(f,±) ⊆ D(f˜ ,±) if
0 < f˜ < f .)
Deciding if a given interval gives rise to a positive or negative elongation is a local procedure, in the sense
that it depends only on the values of χ(α), with α in the considered interval. But, since our goal is to find
the beginning and the end of successive runs of ηδ,ζ = +1, and runs of ηδ,ζ = −1, we should determine
contiguous elongations with alternating signs. For this we first need (not necessarily contiguous) elongations
with alternating signs. We set, for k ∈ IN :
B+(f, k,Q) ≡
{
ω ∈ Ω: ∃ 0 ≤ a1 < b1 ≤ a2 < b2 ≤ . . . ≤ ak < bk ≤ Q/ǫ, (ai, bi] ∈ D(f),
i = 1, .., k; sgn(ai, bi] = −sgn(ai+1, bi+1], i = 1, .., k − 1
}
,
(3.6)
B−(f, k,Q) ≡
{
ω ∈ Ω: ∃ 0 ≥ b1 > a1 ≥ b2 > a2 ≥ . . . ≥ bk > ak ≥ −Q/ǫ, (ai, bi] ∈ D(f),
i = 1, .., k; sgn(ai, bi] = −sgn(ai+1, bi+1], i = 1, .., k − 1
}
,
(3.7)
and P1(f, k,Q) ≡ (B+(f, k,Q) ∩B−(f, k,Q))c ⊇ P0(f,Q). In Theorem 3.1 we shall prove that IP [P1(f,
k, kQ)] is small, uniformly in 0 < f ≤ F∗/4, and k ≥ 1, provided Q is taken large enough.
For reasons that will be clear later we set:
P ′2(f,Q) = {∃α1 < α2 < α3 < α4 ∈ [−Q/ǫ,Q/ǫ]: |Yα1 − Yα3 | ∨ |Yα2 − Yα4 | ≤ 3f,
||Yα1 − Yα2 | − 2F∗| ≤ 3f,
Yα ∈ [Yα1 ∧ Yα2 − 3f,Yα1 ∨ Yα2 + 3f ], ∀α ∈ [α1, α4]}
and
P ′′2 (f,Q) = P ′2(f,Q) ∪ { max
α∈[−Q/ǫ,Q/ǫ]
|χ(α)| > f}. (3.8)
To construct the previously described J(ω), with 0 ∈ J(ω) ⊆ [−Q/γ,Q/γ], it will suffice to have ω ∈(P1(f, 3, Q) ∪ P ′′2 (f,Q))c. Having fixed Q sufficiently large so that IP (P1(f, 3, Q)) is suitably small for any
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0 < f ≤ F∗/4, we shall take f small enough and ǫ suitably small so that IP (P ′′2 (f,Q)) is also suitably small,
as stated in Theorem 3.1.
Let ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c. Starting at α = 0, and going to the right we tag the “first” interval
in ZZ which provides an elongation. We then use an explicit way to construct contiguous intervals that
provide elongations with alternating signs. J(ω) will be defined with the help of such elongations. Having
a discrete random walk, different types of ambiguities appear in this construction and we need to estimate
the probability of their occurrence. We discuss a possible construction.
Let us define for each a, b ∈ [−Q/ǫ,Q/ǫ]∩ ZZ:
b−(a) ≡ inf{b′ > a: (a, b′] ∈ D(f, ω)}
b+(a) ≡ sup{b′ > a: (a, b′] ∈ D(f, ω)}
a+(b) ≡ sup{a′ < b: (a′, b] ∈ D(f, ω)}
a−(b) ≡ inf{a′ < b: (a′, b] ∈ D(f, ω)},
(3.9)
with the infima and suprema taken on [−Q/ǫ,Q/ǫ]∩ZZ; thus, if the corresponding set is non-empty we have
a minimum or maximum; otherwise we make the usual convention: inf ∅ = +∞ and sup ∅ = −∞.
We see at once:
• if b−(a) < +∞ then a−(b−(a)) ≤ a ≤ a+(b−(a));
• if a+(b) > −∞ then b−(a+(b)) ≤ b ≤ b+(a+(b)).
Let us set a0 ≡ inf {a ≥ 0: b−(a) < +∞} . Since ω ∈ B+(f, 3, Q) ⊆ B+(f, 1, Q), we have 0 ≤ a0 <
b−(a0) ≡ b0 ≤ Q/ǫ, and (a0, b0] is an elongation. Also, (a−(b0), b0] ⊇ (a0, b0] is an elongation with the same
sign. To fix ideas we assume +1 = sgn(a0, b0]. This will serve as starting point for the construction. We
now set, for b < b0:
a˜+(b) = sup{a < b: (a, b] ∈ D(f,−)},
b−1 = sup{b < b0: a˜+(b) > −∞}, and a−1 = a˜+(b−1).
(3.10)
Since ω ∈ B−(f, 3, Q) ⊆ B−(f, 2, Q) we have −Q/ǫ ≤ a−1 < b−1, and from the construction, we easily check
a−1 < 0. Observe that in (3.10) we need to consider b < b0 (instead of b ≤ a0) due to the possibility of
non-empty overlap among elongations with different signs. We make the following:
Claim 1. If ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c we have b−1 ≥ a−(b0).
Proof of Claim. We prove it by contradiction. For that, we suppose that b−1 < a−(b0), and consider two
cases:
(I) Yα ≤ Ya−(b0) for some α ∈ [−Q/ǫ, a−(b0));
(II) Yα > Ya−(b0) for all α ∈ [−Q/ǫ, a−(b0)).
In case (I), letting α0 = max{α < a−(b0):Yα ≤ Ya−(b0)}, we take: α3 any point of (global) minimum of
Y· in [a−(b0), b0]; α4 = min{α ∈ [α3, b0]:Yα − Yα3 ≥ 2F∗ + f}, which exists since sgn(a−(b0), b0] = +1;
α2 = max{α ∈ [α0, α−(b0)]:Yα3 − Yα < −2F∗ + f}, which exists in this case, otherwise (α0, b0] would be a
positive elongation, contradicting the definition of a−(b0).
We see that starting from α2 and moving backwards in time, the process Y must take a value below
Yα2 − 2F∗+ 3f before it reaches a value above Yα2 +2f (otherwise b−1 ≥ a−(b0))); taking α1 as the “first”
(backwards) such time, we are in the situation described in P ′2(f,Q), contradicting our assumption on ω.
In case (II), let α4 be any point of minimum of Y(·) in [a−(b0), b0]. Due to the assumption that ω ∈
B−(f, 3, Q), there exists a positive elongation contained in [−Q/ǫ, a−(b0)]. Together with the assumption in
(II) this allows to define α1 = max{α < a−(b0):Yα ≥ Yα4 + 2F∗ + f}, and −Q/ǫ ≤ α1 < a−(b0). Taking
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α3 = sup{α < α4:Yα − Yα4 ≥ 2F∗ − f} which exists otherwise [α1, α4] would be a negative elongation
contradicting b−1 < a−(b0). Moreover α3 ≥ α1. We see that starting from α3 and moving “backwards”
in time, Y· has to make a downwards increment of at least 2F∗ − 3f “before” α1 [otherwise b−1 ≥ a−(b0)].
and we get α2 as the “first” such time, we are in the situation described in P ′2(f,Q), contradicting our
assumption on ω.
Having assumed that ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c in this construction, the previous claim tells us that
b−1 ≥ a−(b0). For sgn(a0, b0] = +1 we define
α∗0 = min{α ∈ [a−(b0), b−1]: Yα = min
a−(b0)≤α˜≤b−1
Y(α˜)}, (3.11)
In this situation (a−1, α∗0] and (α
∗
0, b0] are contiguous elongations, with alternating signs (−1 and +1 resp.).
The same holds for (a−(α∗0), α
∗
0] ⊇ (a−1, α∗0] and (α∗0, b+(α∗0)] ⊇ (α∗0, b0].
Remark. Though not needed, one can check that Yα∗
0
= mina−1≤α≤b0 Yα.
With ω ∈ (P1(f, 3, Q)∪P ′′2 (f,Q))c we may proceed one step to the right, where the next “breaking point”
will be a maximum in a suitable interval. We first set, for a > α∗0:
b˜−(a) = inf{b > a: (a, b] ∈ D(f,−)}
a1 = inf{a > α∗0: b˜−(a) < +∞}, and b1 = b˜−(a1)
(3.12)
and since ω ∈ B+(f, 3, Q) ⊆ B+(f, 2, Q) we have 0 < a1 < b1 ≤ Q/ǫ. Moreover, as before we have:
Claim 2. For ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c we must have a1 ≤ b+(α∗0).
Claim 2 is proven in the same way as the previous one, and we omit details. It allows to define, for such
ω:
α∗1 = min{α ∈ [a1, b+(α∗0)]:Yα = max
a1≤α˜≤b+(α∗0)
Yα˜} (3.13)
so that (α∗0, α∗1], and (α∗1, b1] are contiguous elongations with alternating signs (+1 and −1 resp.). Also
sgn(α∗1, b+(a1)] = sgn(α
∗
1, b1], and, similarly to previous observation, we see that Yα∗1 = mina0≤α≤b1 Yα.
If α∗0 < 0 we set J(ω) = (
ǫα∗0
γ ,
ǫα∗1
γ ). If instead, α
∗
0 ≥ 0, in order to determine J(ω) we need to extend the
construction one more step to the left. In this case, we may consider for any b < α∗0:
a˜+(b) = sup{a < b: (a, b] ∈ D(f,+)},
b−2 = sup{b < α∗0: a˜+(b) > −∞}, and a−2 = a˜+(b−2).
(3.14)
Since α∗0 ≥ 0, sgn(a−(α∗0), α∗0] = −1, and ω ∈ B−(f, 3, Q) ⊆ B−(f, 2, Q) we have −Q ≤ b−2 ≤ α∗0 and
−Q ≤ a−2. Moreover, from the construction a−2 < a−(α∗0) ≤ a−1. As before, we can prove the following:
Claim 3. For ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c we must have b−2 ≥ a−(α∗0).
The proof of Claim 3 is omitted, since it follows the same argument of Claim 1, under the previous
assumptions. Having b−2 ≥ a−(α∗0) we may split the intervals through
α∗−1 = inf{α ∈ [a−(α∗0), b−2]:Yα = max
a−(α∗0)≤α˜≤b−2
Yα˜} (3.15)
so that (a−2, α∗−1] and (α
∗
−1, α
∗
0] are elongations with alternating signs. As in the previous steps, we see
that b−2 < a−(α∗0) is not possible if ω /∈ P ′2(f,Q). Moreover, from the construction it follows that α∗−1 < 0,
otherwise it would contradict the definition of a0 and sgn(a0, b0] = +1. Thus, for α
∗
0 ≥ 0 we set J(ω) =
(
ǫα∗−1
γ ,
ǫα∗0
γ ). Though not used in the sequel, we may again check that, Yα∗−1 = mina−2≤α≤b−1 Yα.
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Under the assumptions on ω ∈ (P(f, 3, Q) ∪ P ′′2 (f,Q))c we have constructed contiguous elongations
(a−2, α∗−1], (α
∗
−1, α
∗
0], (α
∗
0, α
∗
1], and (α
∗
1, b1], with alternating signs.
Starting from (a−(α∗−1), α
∗
−1] and (α
∗
1, b+(α
∗
1)], the construction may be continued to the left and right
respectively, if ω /∈ P1(f, k,Q)∪P ′′2 (f,Q) for larger k. For Theorem 2.2 it suffices to have ω ∈ (P1(f, 3(2k+
1), Q) ∪ P ′′2 (f,Q))c.
Remark. We have chosen α∗0, α∗1, etc... as the first minimizer or maximizer, respectively, since the random
walk may have multiple maximizers on the intervals considered there. In fact the random walk can oscillate,
being always below or equal to the maximum. Since in the limit ǫ ↓ 0, the random walk converges in law
to a Brownian motion where the local maxima are always distinct, see [29] p. 108, we can expect that for a
random walk such a result holds approximately. A way to do it is to accept an error on the location of the
beginning or the end of the runs of ηδ,ζ(ℓ). For this we need to prove that if α1 and α2 are the locations of
two local maxima of Y(·) and the distance between α1 and α2 is larger than ρ/ǫ, then IP [|Yα1 − Yα2 | ≤ δ˜]
goes to zero in the limit ǫ ↓ 0, for a suitable choice of the parameters ρ = ρ(ǫ), δ˜ = δ˜(ρ, ǫ) = δ˜(ǫ) both
vanishing as ǫ→ 0.
We define, for ρ and δ˜ positive,
P2(f,+, Q, a−1, b0, ρ, δ˜) ≡ {ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c; ∃ α˜ ∈ [a−1, b0],
|α˜− α∗0| > ρ/ǫ, |Yα˜ − Yα∗0 | ≤ δ˜}
, (3.16)
P2(f,+, Q, a0, b1, ρ, δ˜) ≡ {ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c; ∃ α˜ ∈ [a0, b1],
|α˜− α∗1| > ρ/ǫ, |Yα˜ − Yα∗1 | ≤ δ˜}
, (3.17)
and
P2(f,+, Q, a−2, b−1, ρ, δ˜) ≡ {ω ∈ (P1(f, 3, Q) ∪ P ′′2 (f,Q))c; α∗0 > 0, ∃ α˜ ∈ [a−2, b−1],
|α˜− α∗−1| > ρ/ǫ, |Yα˜ − Yα∗−1 | ≤ δ˜}
(3.18)
We will show that the previous three sets have IP -probability as small as we want provided we choose the
parameters ǫ, ρ, δ˜ in a suitable way.
We recall that we have defined the random interval J(ω) as follows:
J(ω) =

(
ǫα∗0
γ ,
ǫα∗1
γ
)
, if α∗0 < 0;(
ǫα∗−1
γ ,
ǫα∗0
γ
)
, if α∗0 ≥ 0.
(3.19)
There is some arbitrariness when α∗0 = 0, but accepting to make an error ρ/ǫ on the location of the
maximizers or minimizers, we will show that the set
P3(f,Q, ρ) ≡
{
ω ∈ (P(f, 3, Q) ∪ P ′′2 (f,Q))c;α∗0 orα∗−1 ∈ [−2
ρ
ǫ
, 2
ρ
ǫ
]
}
(3.20)
has a very small probability.
Remark. Always assuming ω ∈ (P(f, 3, Q) ∪ P ′′2 (f,Q))c, but instead sgn(a0, b0] = −1, we perform the
obvious modifications of the construction.
Recalling that all over this work, β > 1 and θ > 0 satisfy (2.17), the control on the various exceptional
sets is summarized in the following:
Theorem 3.1 . There exist positive constants Q0 = Q0(β, θ), f0 = f0(β, θ), ρ0 = ρ0(β, θ) and γ0 =
γ0(β, θ) such that for all 0 < γ ≤ γ0, 0 < ρ ≤ ρ0, and 0 < f ≤ f0, for all ǫ such that
δ∗γ < ǫ ≤ 2
V 2(β, θ) log(1944)
(
ρ4+2a ∧ f2) (3.21)
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for an arbitrary given a > 0, we have the following: For all integers k > 1, Q ≥ Q0(β, θ),
IP
[P0(f,Q)] ≤ 3e− Q2C1 + 1
log 2
2f + 9V (β, θ)
√
ǫ log C1ǫ
2F∗ − f log
2F∗ − f
2f + 2V (β, θ)
√
ǫ log C1ǫ
(3.22)
where V (β, θ) is given by (2.35) and C1 = C1(β, θ) is given in (3.44) with b = 2F∗;
IP [P1 (f, k,Q)] ≤ (k + 5)e−
Q
2kC1 +
k
log 2
2f + 9V (β, θ)
√
ǫ log C1ǫ
2F∗ − f log
2F∗ − f
2f + 2V (β, θ)
√
ǫ log C1ǫ
(3.23)
IP [P ′′2 (f,Q)] ≤ 8(2Q+ 1)2
2
√
2π
V (β, θ)
(9f)a/(2+a) + (2Q+ 1)
1296
V (β, θ)
9f + (2 + V (β, θ))
√
ǫ log C1ǫ
(9f)3/(4+2a)
+
4Q
ǫ
e
− f4ǫV 2(β,θ) .
(3.24)
Moreover, for δ˜(ρ) = ρ2+a we have
IP
[
∪ki=−k ∪s1∈{±1} P2(f, s1, Q, ai, bi+1, ρ, δ˜(ρ))
]
≤ (4k + 2)3G1(β, θ, δ˜(ρ), ǫ) log 4
G1(β, θ, δ˜(ρ), ǫ)
(3.25)
where
G1(β, θ, δ˜(ρ), ǫ) ≡ 2
16C1√
V (β, θ)
(
ρa/2 +
√
1 + V (β, θ)(ǫ log C1ǫ )
1/4
ρ3/4
)
(3.26)
with C1 as in (3.22), and if 0 < κ < 1/2
IP [P3(f,Q, ρ)] ≤ 6ρ
1
2−κ +
2
Γ(12 − κ)
( ǫ
ρ
) 1
2−κ +
ǫ
ρ2
exp
(
8
C(β,θ)
κ2 2 log
C(β, θ)
κ2
)
(3.27)
where C(β, θ) is a suitable constant that depends on V (β, θ) and Γ(·) is the Euler Gamma function.
The proof will be given at the end of this section.
Remark: The quantities ai and bi are random variables, but none is a stopping time. As ǫ ↓ 0, and then
ρ ↓ 0 (3.25) reduces to the well known fact that with probability one, the Brownian path does not have two
equal local maximum (or minimum) over any finite interval (see [29] pg 108).
To simplify the writing of the above estimates, we made the following choice:
ρ = ǫ
1
4(2+a) , f = ǫ
1
4 , κ = 1/4. (3.28)
Then, calling
P(k, ǫ,Q) =P1(f = ǫ 14 , k,Q) ∪ P ′′2 (f = ǫ
1
4 , Q) ∪ P3(f = ǫ 14 , a−2, b−1, ρ = ǫ
1
4(2+a) )
∪
(
∪ki=−k ∪s1∈{±1} P2(f = ǫ
1
4 , s1, Q, ai, bi+1, ρ = ǫ
1
4(2+a) , δ˜(ρ) = ǫ
1
4 )
)
,
(3.29)
after simple estimates one gets
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Corollary 3.2 . There exist positive constants Q0 = Q0(β, θ), γ0 = γ0(β, θ) and ǫ0(β, θ) such that for all
0 < γ ≤ γ0, for all ǫ that satisfies δ∗γ < ǫ ≤ ǫ0, for all Q > Q0, k > 1 we have
IP [P(k, ǫ,Q)] ≤ (k + 5)e− Q2kC1 + kǫ a16(2+a) +Q2ǫ a8+2a +Qe−
1
2ǫ3/4V 2(β,θ) . (3.30)
where a > 0 is a given arbitrary positive number.
Recalling (3.19), the following Proposition will be used for proving (2.46) and (2.47). It will be proved at
the end of this section.
Proposition 3.3 . For all 0 < x < (F∗)2/(V 2(β, θ)18 log 2) we have
IP [γ|J | ≤ x] ≤ 2e−
(F∗)2
18xV 2(β,θ) (3.31)
while for all x > 0 we have
IP [γ|J | ≥ x] ≤ 4e− x8C1(β,θ,F∗) (1− log 3log 4 ). (3.32)
where C1(β, θ,F∗) is defined in (3.44).
Remark: Note that for x ≥ (F∗)2/(V 2(β, θ)18 log 2) the right hand side of (3.31) is larger than 1. Therefore
(3.31) is trivially satisfied also in this case.
Basic estimates.
Several probabilistic estimates are needed for Theorem 3.1 and are summarized in the following Lemmata
and Proposition. The variables χ(α), α ∈ ZZ defined by (2.39), with X(x) given by (2.32), constitute the
basic objects in the following analysis. We recall that we always assume that β > 1 and θ > 0 satisfy (2.17).
Recalling (2.38) we set
V 2− = V
2(β, θ)
(
1− ( γδ∗ )1/5
)2
and V 2+ = V
2(β, θ)
(
1 + ( γδ∗ )
1/5
)2
. (3.33)
Remark: Throughout this section we shall assume that 0 < γ/δ∗ ≤ d0(β, θ) ∧ 2−5 so that V (β, θ)/2 ≤
V− ≤
√
c(β, θ, γ/δ∗) ≤ V+ ≤ 3V (β, θ)/2 where V (β, θ) is given in (2.35).
We need some further simple estimates concerning the variables χ(α) that are not difficult to prove just
recalling that χ(α) is a sum over ǫ(γδ∗)−1 independent symmetric random variables X(x). (3.36) is proved
using (3.35).
Lemma 3.4 . There exists a d0(β, θ) > 0, such that if γ/δ
∗ ≤ d0(β, θ) then
IE
[
eλχ(α)
]
≤ eλ
2
2 ǫV
2
+ , ∀λ ∈ IR (3.34)
with V 2+ defined in (3.33). If 0 < λ < [ǫV
2
+]
−1, we have
IE
[
e
λ
2 |χ(α)|
2
]
≤ 1
1− ǫλV 2+
. (3.35)
For all k ≥ 3 and p = 1, 2, 4:
IE
[
max
α=1,...,k
|χ(α)|p
]
≤ (4ǫV 2+ log k)p/2(1 +
p
log k
)
p
2∨1. (3.36)
19/november/2018; 6:53 18
In order to have an elongation, as previously described, it is necessary to find suitable uphill or downhill
increments of height 2F∗ + f .
A constructive way to locate elongations, though it might miss some of them, is related to the following
stopping times:
Given b > 0 (b = F∗ + f2 later), we set τ0 = 0, and define, for k ≥ 1:
τk = inf{t > τk−1: |
t∑
α=τk−1+1
χ(α)| ≥ b},
τ−k = sup{t < τ−(k−1): |
τ−(k−1)∑
α=t+1
χ(α)| ≥ b}.
(3.37)
Clearly, the random variables ∆τk+1 := τk+1 − τk, k ∈ ZZ, are independent and identically distributed.
(Recall that ∆τ1 = τ1 from the definitions.) We define,
Sk = sgn
( τk∑
j=τk−1+1
χ(j)
)
; S−k = sgn
( τ−k+1∑
j=τ−k+1
χ(j)
)
for k ≥ 1 (3.38)
We need probabilistic estimates for the variables ∆τk and τk, which are obtained by standard methods.
An upper bound on the tail of their distribution can be given as follows:
Lemma 3.5 . There exists a positive constant d0(β, θ) such that for all integer v, γ/δ
∗ < d0(β, θ) and
0 < ǫ < ǫ0(β, θ, b) where
ǫ0(β, θ, b) :=
1
38
(
IP
[
Y ≥ 4b
V (β, θ)
])2
, (3.39)
we have
IP
[
τ1 ≥ v
ǫ
]
≤ exp
(
−vIP
[
Y ≥ 4b
V (β, θ)
])
, (3.40)
where Y is standard Gaussian and V (β, θ) as in (2.35).
Remark: For future use, note that ǫ0(β, θ, b) is a decreasing function of b.
Proof: Since the χ(α) are i.i.d. random variables, for any positive integer v, we have:
IP
[
τ1 ≥ v
ǫ
]
≤ IP
 max
k=0,...,v−1
∣∣∣∣∣∣
(k+1)/ǫ∑
α=k/ǫ+1
χ(α)
∣∣∣∣∣∣ < 2b
 = (IP [|Y(1/ǫ)| ≤ 2b])v (3.41)
We can use (3.34) to get an estimate of the fourth moment of χ(α) and apply Berry–Essen Theorem ([17]
p. 304) to control the right hand side in (3.41). Consequently, there exists a constant CBE = CBE(β, θ)
which, according to Berry-Essen inequality may be taken as
CBE = 0.8 sup
0<γ/δ∗≤d0(β,θ),ǫ>δ∗γ
IE(|χ(1)|3)/IE(|χ(1)|2)3/2 ≤ 34 (3.42)
assuming at the last step that γ/δ∗ ≤ d0(β, θ) < (1/2)5. Therefore
IP [|Y(1/ǫ)| ≤ 2b]
]
≤ 1− 2IP [Y ≥ 2b√
c(β, θ, γ/δ∗)
]
+ 34
√
ǫ ≤ 1− IP [Y ≥ 4b
V (β, θ)
]
(3.43)
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where Y is a standard Gaussian, using 0 < ǫ < ǫ0(β, θ, b) and (3.39) for the last inequality in (3.43). Using
1− x ≤ e−x, we get (3.40)
The following lemma gives bounds for the mean of τ1 and follows easily from the Wald Identity, see [27],
pg 83, and (3.36).
Lemma 3.6 . If
C1 = C1(β, θ, b) =
2
IP [Y > 4b/V (β, θ)]
, (3.44)
where Y is standard gaussian and 0 < ǫ < ǫ0(β, θ, b) cf. (3.39), there exists d0(β, θ) such that for γ/δ
∗ <
d0(β, θ) we have
b2
ǫV 2(β, θ)
(1− (γ/δ∗)1/5)2 ≤ IE[τ1] ≤ b
2
ǫV 2(β, θ)
(1 + (γ/δ∗)1/5)2
(
1 + 9
V (β, θ)
b
√
ǫ log
C1
ǫ
)2
. (3.45)
Remark: For future use, note that C1(β, θ, b) is increasing with b.
We need exponential estimates for the probability that a Cesa`ro average over k terms of the previous
∆τi’s is outside an interval that contains the mean IE[τ1]. The result is:
Lemma 3.7 . For all 0 < s < b2[4(log 2)V 2+]
−1, for all positive integers k we have
IP
[
τk ≤ ks
ǫ
]
≤ e
−k b2
4sV 2
+ , (3.46)
where V + is defined in (3.33). Moreover, for ǫ0 = ǫ0(β, θ, b) as (3.39), for all 0 < ǫ < ǫ0, for all positive
integers k, and for all s > 0 we have
IP
[
τk ≥ k
ǫ
(s+ log 2)C1
]
≤ e−sk (3.47)
where C1 = C1(β, θ, b) is given in (3.44).
Proof: (3.46) is an immediate consequence of the Markov exponential inequality together with the exponen-
tial Wald identity see [27], pg 81. (3.47) is an immediate consequence of the Markov exponential inequality
together with (3.40) to estimate the Laplace transform.
As we shall check, the above stopping times with b = F∗ + f2 , provide a simple way to catch elongations.
It will be enough to find successive indices k ≥ 1 (k ≤ −2) such that Sk = Sk+1 and eliminating a set
of small probability, see Lemma 3.10, (τk−1, τk+1] ((τk, τk+2] respectively) will provide an elongation which
is positive if Sk = +1, or negative otherwise. Still, if S−1 = S1, then (τ−1, τ1] is an elongation. Not all
elongations are of this form, as one simply verifies, but what matters is that this procedure catches enough
of them, sufficient to prove Theorem 3.1. The basic ingredient is given in the next two lemmas.
Lemma 3.8 . Let ǫ0 = ǫ0(β, θ, b) be given by (3.39). For all 0 < ǫ < ǫ0, all integer k ≥ 1, and all s > 0 we
have
IP
[
τk ≤ k(s+ log 2)C1
ǫ
; ∃i ∈ {1, . . . , k − 1}, Si = Si+1
]
≥ (1− e−sk) (1− 1
2k−1
). (3.48)
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Proof: It follows at once from the fact, due to the symmetry, that conditionally on ∆τi’s the variables Si, i 6=
0’s form a family of i.i.d. Bernoulli symmetric random variables (see (3.38)), with the trivial observation
that for i.i.d. symmetric Bernoulli random variables
IP [∃i ∈ {1, . . . , k − 1}:Si = Si+1] = 1− 1
2k−1
. (3.49)
Together with (3.47), this entails (3.48).
To deal with the case where more than one elongation is involved, we define to the right of the origin
i∗1 ≡ inf {i ≥ 1 : Si = Si+1}
i∗j+1 ≡ inf
{
i ≥ (i∗j + 2) : Si = Si+1 = −Si∗j
}
j ≥ 1,
(3.50)
and to the left
i∗−1 ≡
{−1 if S−1 = S1 = −Si∗1 ,
sup
{
i ≤ −2 : Si = Si+1 = −Si∗
1
}
if S−1 6= S1 or S1 = −Si∗
1
,
i∗−j−1 ≡ sup
{
i ≤ i∗j − 2 : Si = Si+1 = −Si∗j
}
j ≥ 1, (3.51)
we then have:
Lemma 3.9 . Let ǫ0 = ǫ0(β, θ, b) be given by (3.39). For all 0 < ǫ < ǫ0, all k and L positive integers, L
even, (just for simplicity of writing) and all s > 0 we have:
IP
[
τkL−1 ≤ (kL− 1)(s+ log 2)C1
ǫ
, ∀1≤j≤k i∗j < jL
]
≥
(
1− e−s(kL−1)
) (
1− 12L−1
) (
1− ( 34)L/2)k−1
(3.52)
and
IP
[
τ−kL ≥ −kL(s+ log 2)C1
ǫ
, τL−1 ≤ (L− 1)(s+ log 2)C1
ǫ
, i∗1 < L, ∀1≤j≤k i∗−j > −jL
]
≥
(
1− e−s(kL−1)
) (
1− 12L−1
) (
1− ( 34)L/2)k .
(3.53)
Proof: We prove (3.52); (3.53) is done similarly. We again use that conditionally on ∆τi’s, the variables
Si’s are i.i.d. Bernoulli symmetric random variables. Recalling Lemma 3.7, it is then sufficient to prove that
IP [i∗1 < L, i
∗
2 < 2L, . . . , i
∗
k < kL] ≥
(
1− 12L−1
) (
1− ( 34)L/2)k−1 . (3.54)
When k = 1 this is just (3.49). On the other side, using the above mentioned properties of the random
variables Si we easily see that
IP [i∗j+1 − i∗j ≤ L | i∗1, . . . , i∗j ] ≥ 1−
(
3
4
)L/2
a.s.
from where (3.52) follows at once.
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Next we verify that the above described method provides elongations, with overwhelming probability.
Recalling (3.50) let us assume, to fix ideas, that Si∗
1
= Si∗
1
+1 = 1. From the definition of τi, see (3.37), with
b = F∗ + (f/2), we have that
Y((τ{i∗1−1}, τ{i∗1+1}]) =
τ{i∗
1
+1}∑
α=τ{i∗
1
−1}+1
χ(α) ≥ 2F∗ + f. (3.55)
Therefore (τ{i∗1−1}, τ{i∗1+1}] automatically satisfies one of the two conditions to give rise to an elongation, cf.
(3.2).
Let us see that, except on a set of small probability, the other requirement is fulfilled, i.e.,
inf
τ{i∗
1
−1}<α1<α2≤τ{i∗
1
+1}
α2∑
α=α1
χ(α) ≥ −2F∗ + f. (3.56)
On the event {Si = 1}, we readily see that
inf
τ{i−1}+1≤α≤τi
α∑
α¯=τ{i−1}+1
χ(α¯) ≥ −F∗ − f/2, and inf
τ{i−1}+1≤α≤τi
τi∑
α¯=α
χ(α¯) ≥ 0. (3.57)
Since
∑α2
α=α1
χ(α) =
∑τi
α=α1
χ(α) +
∑α2
α=τi+1
χ(α), on {Si = Si+1 = 1} we have
inf
τ{i−1}+1≤α1≤τi<α2≤τ{i+1}
α2∑
α=α1
χ(α) ≥ −F∗ − f/2 ≥ −2F∗ + f. (3.58)
In the last inequality we used f < F∗/4 < 2F∗/3. Therefore, it remains to evaluate IP [J (i∗1)∪J (i∗1+1), Si∗1 =
1], where
J (i) :=
{
inf
τ{i−1}+1≤α1<α2≤τ{i}
α2∑
α=α1
χ(α) < −2F∗ + f
}
. (3.59)
Note that on {Si = 1}, we have infτ{i−1}+1≤α1<α2≤τi
∑α2
α˜=α1
χ(α˜) ≥ −2F∗ − f, where we used (3.57) and
supτ{i−1}+1≤α1≤τi
∑α1−1
α˜=τi−1+1
χ(α˜) ≤ F∗ + f2 . As a consequence, for any integer i:
{J (i), Si = 1} ⊆
{
−2F∗ − f ≤ inf
τ{i−1}+1≤α1<α2≤τi
α2∑
α˜=α1
χ(α˜) ≤ −2F∗ + f
}
.
An analogous inequality (with a sup instead of an inf) holds in the case Si∗
1
= −1. Therefore we need to
prove the following:
Lemma 3.10 . Let ǫ0 = ǫ0(β, θ, 2F∗) be given by (3.39) and C1 = C1(β, θ, 2F∗) be given by(3.44). For all
0 < f < F∗/4 and for all 0 < ǫ < ǫ0 we have
IP
[
∪j=i∗1 ,i∗1+1
{
2F∗ − f < sup
τj−1<α1<α2≤τj
∣∣∣∣∣
α2∑
α˜=α1
χ(α˜)
∣∣∣∣∣ < 2F∗ + f
}]
≤ 2G(β, θ, ǫ, f)
log 2
log
1
G(β, θ, ǫ, f)
(3.60)
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where
G(β, θ, ǫ, f) ≡
2f + 9V (β, θ)
√
ǫ log C1ǫ
2F∗ − f . (3.61)
Remark: Clearly i∗1 is anticipating, and τi∗1−1 and τi∗1 are not stopping times.
Proof: Since IP [i∗1 = i, Si∗1 = 1] = 2
−i+1, we have
IP
[J (i∗1), Si∗1 = 1] ≤ i0∑
i=1
IP
[J (i), Si = 1]+ 2−i0 (3.62)
where i0 will be suitably chosen. To treat the sum, we define the stopping times
TF∗− 3f2
= inf
{
α > τ{i−1};
α∑
α˜=τi−1+1
χ(α˜) ≥ F∗ − 3f2
}
(3.63)
TF∗+ f2
= inf
{
α > τ{i−1};
α∑
α˜=τ{i−1}+1
χ(α˜) ≥ F∗ + f2
}
(3.64)
T−
F∗− 3f2
= inf
{
α > τ{i−1};
α∑
α˜=τ{i−1}+1
χ(α˜) ≤ −F∗ + 3f2
}
(3.65)
By inspection we verify that {J (i), Si = 1} ⊆ S(i) ≡ {TF∗− 3f2
≤ T−
F∗− 3f2
≤ TF∗+ f2
}, and by the strong
Markov property, we have
IP
[S(i)] ≤ ∫ F∗+ f2
F∗− 3f2
IP
[
T˜−
F∗−3f2 +x
< T˜F∗+ f2−x
]
IP
[ TF∗− 3f2∑
α=τi−1+1
χ(α) ∈ dx] ≤ IP [T˜−2F∗−3f < T˜2f] (3.66)
where, we have written T˜x ≡ inf
{
α ≥ 1:Yα ≥ x
}
, T˜−x ≡ inf
{
α ≥ 1:Yα ≤ −x
}
.
At this point we need the estimate (3.89), in Lemma 3.13 below, it gives
IP
[
T˜−2F∗−3f < T˜2f
] ≤ 2f + 9V (β, θ)
√
ǫ log C1ǫ
2F∗ − f ≡ G(β, θ, ǫ, f). (3.67)
with C1 = C1(β, θ, 2F∗) ≥ (C1(β, θ, (2F∗− 3f)∨ (2f)) if 0 < ǫ < ǫ0(β, θ, 2F∗) ≤ ǫ0(β, θ, (2F∗− 3f)∨ (2f)).
Here we have used that ǫ0(β, θ, b) is decreasing with b and that C1(β, θ, b) is increasing with b.
Consequently, cf. (3.62), (3.66) and (3.67) we have
IP
[J (i∗1), Si∗1 = 1] ≤ i0∑
i=1
IP
[S(i)] + 2−i0 ≤ i0G(β, θ, ǫ, f) + 2−i0 (3.68)
Taking i0 = log
1
G(β,θ,ǫ,f) [log 2]
−1
we obtain (3.60), since the same works for i∗1 + 1.
To show that (3.25) holds, we need to bound the probability of finding two extrema in an interval [τi∗
j
, τi∗
j+1
],
at distance larger than ρ/ǫ and whose values are within δ˜.
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We fix the interval [τi∗−1 , τi∗1 ] (the peculiarity of having fixed the origin will not bother), and for any given
h, k positive integers we denote
E(k, h,+) = {ω ∈ Ω : i∗−1 = −h, i∗1 = k, Sk = −1} , (3.69)
where for definiteness we are considering only the case of maxima, i.e., we have assumed that Sk = Sk+1 =
−1, S−h = S−h+1 = +1 on E(k, h,+). The case of minima is similar. Recall that IP [E(k, h,+)] ≤ 2−(k+h).
The positive integers h, k in (3.69) determine a random interval {τ−h, . . . , τk+1} ⊆ ZZ in which the index
α of the variables χ(α) varies. Using Lemma 3.7, on a set of probability larger than
(
1− e−sk) (1− e−sh),
we can replace this random interval by a larger deterministic one. In particular, assuming s ≥ log 2, except
for a set of probability at most 4e−s, for all h, k ≥ 1, {τ−h, . . . , τk+1} ⊆ {L(−h, ǫ), . . . ,L(k + 1, ǫ)} where
L(r, ǫ) ≡ r (s + log 2)C1
ǫ
r ∈ ZZ (3.70)
with C1 = C1(β, θ, 2F∗) ≥ C1(β, θ,F∗ + (f/2)) as in (3.44).
We now partition the interval [L(−h, ǫ),L(k + 1, ǫ)] into blocks of length ρ/ǫ, where ρ was already intro-
duced in (3.20). Assuming, as always, that we do not have rounding off problems, the number of such blocks
inside [L(−h, ǫ),L(k + 1, ǫ)] is L(k + 1, ρ)−L(−h, ρ), i.e., of order (k + h+ 1)ρ−1, with L(·, ρ) defined as in
(3.70) with ǫ replaced by ρ.
Given α ≡ L(−h, ǫ) ≤ α1 ≤ α2 ≤ L(k + 1, ǫ), let:
Y∗(α, α1, α2) ≡ max
α1≤α˜≤α2
α˜∑
α=α
χ(α). (3.71)
Given δ˜ > 0, ρ > 0, and ℓ such that L(−h, ρ) ≤ ℓ ≤ L(k − 1, ρ), let us define the event
D(k, h, ρ, δ˜,+, ǫ) ≡
{
ω ∈ Ω : ∃ℓ, ℓ′, L(−h, ρ) ≤ ℓ < ℓ′ ≤ L(k − 1, ρ);
|Y∗(α, ρℓǫ , ρ(ℓ+1)ǫ )− Y∗(α, ρℓ
′
ǫ ,
ρ(ℓ′+1)
ǫ )| ≤ 2δ˜
}
.
(3.72)
We now prove the following estimate:
Lemma 3.11 . There exist positive constants γ0(β, θ) and ρ0(β, θ) such that for all γ ≤ γ0(β, θ), for
0 < ρ < ρ0(β, θ), for δ˜ = ρ
2+a with a > 0, for δ∗γ < ǫ ≤ ǫ0(β, θ, ρ), where
ǫ0(β, θ, ρ) =
4(ρ)2(2+a)
2V 2(β,θ) log(1944) , (3.73)
and for all s > 0 we have
IP
[
∪k,h≥1
(
E(k, h,+) ∩ D(k, h, ρ, δ˜,+, ǫ)
)]
≤
216C1(β, θ, 2F∗)√
V (β, θ)
(s+ log 2)
(
ρa/2 +
√
1 + V (β, θ)(ǫ log C1(β,θ,2F
∗)
ǫ )
1/4
ρ3/4
)
.
(3.74)
Proof: By Schwartz inequality
IP
[
∪k,h≥1E(k, h,+) ∩ D(k, h, ρ, δ˜,+, ǫ)
]
≤
∑
h,k≥1
(IP [E(k, h,+)])1/2
(
IP
[
D(k, h, ρ, δ˜,+, ǫ)
])1/2
. (3.75)
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Since
IP [E(k, h,+)] 12 ≤ 2− (k+h)2 (3.76)
will be summable in h, k, it remains to properly estimate the second term into parenthesis in (3.75). From
(3.72) we just write
IP
[
D(k, h, ρ, δ˜,+, ǫ)
]
≤
L(k−1,ρ)−1∑
ℓ=L(−h,ρ)
L(k−1,ρ)∑
ℓ′=ℓ+1
IP
[
|Y∗(α, ρℓ′ǫ , ρ(ℓ
′+1)
ǫ )− Y∗(α, ρℓǫ , ρ(ℓ+1)ǫ )| ≤ 2δ˜
]
(3.77)
and estimate each summand on the r.h.s. of (3.77). If ℓ+ 1 < ℓ′ we write:
Y∗(α, ρℓ′ǫ , ρ(ℓ
′+1)
ǫ )− Y∗(α, ρℓǫ , ρ(ℓ+1)ǫ ) =
ρℓ′
ǫ∑
α=
ρ(ℓ+1)
ǫ +1
χ(α) + max
ρℓ′
ǫ +1≤α˜≤
ρ(ℓ′+1)
ǫ
α˜∑
α=
ρℓ′
ǫ +1
χ(α) + min
ρℓ
ǫ ≤α˜≤
ρ(ℓ+1)
ǫ
ρ(ℓ+1)
ǫ∑
α=α˜+1
χ(α),
and using the independence of the χ(α) we easily see that:
IP
[
|Y∗(α, ρℓ′ǫ , ρ(ℓ
′+1)
ǫ )− Y∗(α, ρℓǫ , ρ(ℓ+1)ǫ )| ≤ 2δ˜
]
≤ sup
x
IP

ρℓ′
ǫ∑
α=
ρ(ℓ+1)
ǫ +1
χ(α) ∈ [x, x+ 2δ˜]

≤ 4δ˜
√
2π
V (β, θ)
√
(ℓ′ − ℓ− 1)ρ .
(3.78)
In the last inequality we have used the concentration inequality of Le Cam (e.g. [12], p.407) for the symmetric
random variables χ(α) and assumed 0 < ǫ < ǫ0(β, θ, ρ) see (3.73). This condition comes from a lower estimate
of what Le Cam called B2(τ). In our case B2(2δ˜) = (ℓ′ − ℓ − 1)ρǫ IE[1 ∧ (χ(1)/2δ˜)2]. A short computation
gives
IE[1 ∧ (χ(1)/2δ˜)2] ≥ IE[(χ(1))
2]
4δ˜2
(
1−
IE[(χ(1))21I{|χ(1)|>4δ˜}]
IE[(χ(1))2]
)
. (3.79)
Using (2.40), (3.33), Schwarz inequality, and that IP [|χ(1)| > 4δ˜] ≤ 2e−2δ˜2/(ǫV 2+(β,θ)), which follows from
(3.34), a short computation shows that for 0 < ǫ < ǫ0(β, θ, ρ) the last term inside parenthesis in (3.79) is
bounded from below by 1/2.
When ℓ′ = ℓ+ 1, we bound the corresponding term on the r.h.s. of (3.77) as:
sup
x
IP
[
Y∗(ρǫ ) ∈ [x, x+ 2δ˜]
]
(3.80)
where Y∗(α) ≡ max1≤α˜≤α Yα˜ = Y∗(1, 1, α) if α ≥ 1, and Yα given in (3.1). Putting together (3.70), (3.77),
(3.78) and (3.80), we get
IP
[
D(k, h, ρ, δ˜,+, ǫ)
]
≤ (C1(β, θ, 2F∗)(s+ log 2))22(h+ k + 1)2 2√2π
V (β, θ)
δ˜
ρ2
+
(
C1(β, θ, 2F∗)(s+ log 2)
)2 (h+k+1)
ρ sup
x
IP
[
Y∗(ρǫ ) ∈ [x, x+ 2δ˜]
] (3.81)
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The first term on the r.h.s. of (3.81) suggests to take δ˜ = ρ2+a with a > 0. The last term will be estimated
in the next Lemma 3.12, cf. (3.82) below.
Recalling (3.75), (3.76), (3.77), (3.81), and using (3.82) a short computation entails (3.74).
Lemma 3.12 . There exist positive constants γ0(β, θ) and ρ0(β, θ) such that for all γ ≤ γ0(β, θ), for
0 < ρ < ρ0(β, θ), for δ˜ = ρ
2+a with a > −1/2 , such that for δ∗γ < ǫ ≤ ǫ0(β, θ, ρ) with ǫ0(β, θ, ρ) given in
(3.73), we have
1
ρ
sup
x
IP
[
Y∗(ρǫ ) ∈ [x, x+ 2δ˜]
]
≤ 1296
V (β, θ)
 δ˜ + (2 + V (β, θ))
√
ǫ log C1ǫ
ρ3/2
 (3.82)
where C1 = C1(β, θ, 2F∗) is given by (3.44).
Proof: Let T˜x be the stopping time given after (3.66). We write
IP
[
Y∗(ρǫ ) ∈ [x, x + 2δ˜]
]
= IP
[
T˜x ≤ ρ
2ǫ
, T˜x+2δ˜ >
ρ
ǫ
]
+ IP
[ ρ
2ǫ
< T˜x <
ρ
ǫ
< T˜x+2δ˜
]
. (3.83)
Observe that for any δ˜ > 0, we have
{
ρ
2ǫ < T˜x <
ρ
ǫ < T˜x+2δ˜
}
=
{
Y∗( ρ2ǫ ) < x,max ρ
2ǫ≤α≤
ρ
ǫ
Yα ∈ [x, x+ 2δ˜]
}
therefore if 0 < ǫ < ǫ0(β, θ, ρ), we obtain
IP
[ ρ
2ǫ
< Tx <
ρ
ǫ
< Tx+2δ˜
]
≤ IP
[
max
ρ
2ǫ≤α≤
ρ
ǫ
Yα ∈ [x, x+ 2δ˜]
]
≤ sup
u∈IR
IP
[
Y ρ
2ǫ
∈ [u, u+ 2δ˜]
]
≤ 4δ˜
√
2π
V (β, θ)
√
ρ/2
.
(3.84)
In the second inequality in (3.84), we used that the law of max ρ
2ǫ≤α≤
ρ
ǫ
Yα is the convolution of the law of
Y ρ
2ǫ
with another probability (the law of Y∗( ρ2ǫ), in this case).
Let us now consider the first summand on the r.h.s. of (3.83). Decomposing according to the value of
YT˜x , T˜x and using the fact the variables χ(·) are i.i.d. we get
IP
[
T˜x ≤ ρ
2ǫ
, T˜x+2δ˜ >
ρ
ǫ
]
=
ρ/2ǫ∑
k=0
∫ x+2δ˜
x
IP
[
T˜x = k,Yk ∈ dy
]
IP
[
T˜x+2δ˜−y >
ρ
ǫ
− k
]
Since x− y ≤ 0 we can write:
IP
[
T˜x+2δ˜−y >
ρ
ǫ
− k
]
≤ IP
[
T˜2δ˜ >
ρ
ǫ
− k
]
.
Integrating in y we then have:
IP
[
T˜x ≤ ρ
2ǫ
, T˜x+2δ˜ >
ρ
ǫ
]
≤ IP
[
T˜2δ˜ >
ρ
2ǫ
]
, (3.85)
and collecting (3.83), (3.84), and (3.85), we get
sup
x
IP
[
Y∗(ρǫ ) ∈ [x, x+ 2δ˜]
]
≤ IP
[
T˜2δ˜ >
ρ
2ǫ
]
+
4δ˜
√
2π
V (β, θ)
√
ρ/2
. (3.86)
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Now, it is easy to check that
IP
[
T˜2δ˜ >
ρ
2ǫ
]
≤ IP
[
T˜−
c
√
ρ/2
≤ T˜2δ˜
]
+ IP
[
T˜−
c
√
ρ/2
∧ T˜2δ˜ ≥
ρ
2ǫ
]
, (3.87)
where T−
c
√
ρ/2
is the stopping time defined after (3.66) for a constant c to be chosen soon. Then we apply
inequalities (3.89) and (3.91) given in the next lemma, with a = c
√
ρ/2, d = ρ/2, and x = 2δ˜. Collecting all
together the estimates for IP
[
Y∗(ρǫ ) ∈ [x, x+ 2δ˜]
]
, we have:
1
ρ
sup
x
IP
[
Y∗(ρǫ ) ∈ [x, x+ 2δ˜]
]
≤
2δ˜ + 9V (β, θ)
√
ǫ log C1ǫ
ρ(2δ˜ + c
√
ρ/2)
+
8
√
2δ˜c
V 2(β, θ)ρ3/2
+
+
72
ρ3/2V 2(β, θ)
√
ǫ log
C1
ǫ
(
9(2δ˜ + c
√
ρ/2) + V (β, θ)
√
ǫ log
C1
ǫ
) (3.88)
with C1 = C1(β, θ, (2δ˜)∨ c
√
ρ/2) see (3.44). Taking c = V (β, θ) and assuming that ρ0(β, θ) is small enough,
we have C1(β, θ, (2δ˜) ∨ c
√
ρ/2) ≤ C1(β, θ, 2F∗), and a short computation entails (3.82).
Lemma 3.13 . For all x > 0, a > 0, C1 = C1(β, θ, x ∨ a) as in (3.44), ǫ0(β, θ, x ∨ a) as in (3.39), and if
δ∗γ < ǫ ≤ ǫ0(β, θ, x ∨ a), we have:
IP
[
T˜−a ≤ T˜x
]
≤
x+ 9V (β, θ)
√
ǫ log C1ǫ
x+ a
, (3.89)
IP
[
T˜−a ≥ T˜x
]
≤
a+ 9V (β, θ)
√
ǫ log C1ǫ
x+ a
, (3.90)
IP
[
T˜−a ∧ T˜x ≥
d
ǫ
]
≤ 4xa
V 2(β, θ)d
++
36
V 2(β, θ)d
√
ǫ log
C1
ǫ
(
9(x+ a) + V (β, θ)
√
ǫ log
C1
ǫ
)
. (3.91)
The proof of the previous lemma is a standard application of (3.36) and (3.40) together with Wald identity
applied to the martingales Yα, α ≥ 0 and (Yα)2− ǫc(β, θ, γ/δ∗)α, and also the bound (2.38). Details are left
out.
To prove (3.27) in Theorem 3.1 we need a classical result on the distribution of the localization of the
mimimum or the maximum of a simple random walk. Since their distribution is the same, it is enough to
consider the case of maximum. So, recalling (3.71), let us denote Lρ/ǫ = inf{α > 0 : Yα = Y∗(0, 0, ρ/ǫ)}. Such
kind of result was proved by E. Sparre Andersen [33]. Following step by step the very nice computations
he did, see Theorem 3 of [33], and using the Berry-Essen theorem to estimate what is there denoted by
IP{Sn > 0}, we can evaluate by the Cauchy integral formula the constant called C at pg. 208, 3 lines before
(5.17) of [33]. After simple, however lengthy computations, we obtain the following result.
Proposition 3.14 . There exists a constant C(β, θ) (related to V (β, θ)) and ρ0 = ρ0(β, θ) such that for
all 0 < ρ < ρ0 there exists ǫ0 = ǫ0(β, θ) such that for all 0 < ǫ ≤ ρǫ0, for all 0 < κ ≤ 1/2, for all interval
0 < a < a′ ≤ 1 such that a′ − a ≥ 2ǫρ ,∣∣∣IP [Lρ/ǫ ∈ [aρ/ǫ, a′ρ/ǫ]]− cos(πκ)
π
∫ a′(ǫ,ρ)
a(ǫ,ρ)
dx
x
1
2+κ(1− x)12−κ
∣∣∣
≤ 1
Γ(12 − κ)
( ǫ
ρ
)1
2+κ
+
1
Γ(12 + κ)
( ǫ
ρ
)1
2−κ
+
ǫ
ρ(a′ − a) exp
(
8
C(β,θ)
κ2 2 log C(β,θ)κ2
) (3.92)
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where x(ρ, ǫ) = (ρx+ ǫ)(ρ+ ǫ)−1 for x = a, a′
Proof of Theorem 3.1
We start proving (3.22). For any Q > Q0 = 4 log 2C1(β, θ,F∗), if we take Q/ǫ blocks of length ǫ/γ
on the right of the origin, then using Lemma 3.8 with s = log 2 and k = 1 + [q/(2C1(β, θ, 2F∗) log 2)]
where [·] is the integer part, with a IP–Probability at least (1 − 3e−Q/2C1(β,θ,F∗)) there is at least one
index i among 1, . . . , [Q/(2C1(β, θ, 2F∗) log 2)] such that Si = Si+1. From Lemma 3.10 with IP ≥ 1 −
G(β, θ, ǫ, f) logG(β, θ, ǫ, f) 2log 2 with G(β, θ, ǫ, f) defined in (3.61) we have an elongation there. Therefore
the probability of not having any elongation on the right of the origin within Q/ǫ blocks of length ǫ/γ is less
than
3e
− Q
2C1(β,θ,F
∗) +
2
log 2
G(β, θ, ǫ, f) logG(β, θ, ǫ, f) (3.93)
which implies (3.22).
The proof of (3.23) is done in a similar way. We first apply Lemma 3.9 with s = log 2 and L = 1 +
[Q/(kc(β, θ, 2F∗)2 log 2)] then Lemma 3.10.
To prove (3.25), we recall Lemma 3.11 and the arguments that precede it. Taking δ˜(ρ) = ρ2+a and
recalling (3.26) we have
IP
[
P2(f, s1, Q, ai, bi+1, ρ, δ˜(ρ))
]
≤ 4e−s + (s+ log 2)G1(β, θ, δ˜(ρ), ǫ). (3.94)
Choosing s = log 4/(G1(β, θ, δ˜(ρ), ǫ)) and taking ρ0(β, θ) and ǫ0(β, θ, ρ) small enough, we get (3.25).
For the proof of (3.24), recalling (3.8) we write
IP [P ′′2 (f,Q)] ≤ IP
[
P ′2(f,Q) ∩
{
max
α∈[−Q/ǫ,Q/ǫ]
|χ(α)| ≤ f
}]
+ IP
[
max
α∈[−Q/ǫ,Q/ǫ]
|χ(α)| > f
]
,
and taking ρ′ = (9f)1/(2+a), we consider the event
D˜(Q, ρ′, ǫ) ≡
{
∃ℓ, ℓ′, −Q/ρ′ ≤ ℓ < ℓ′ ≤ (Q− 1)/ρ′; |Y∗(α, ρ′ℓǫ , ρ
′(ℓ+1)
ǫ )− Y∗(α, ρ
′ℓ′
ǫ ,
ρ′(ℓ′+1)
ǫ )− 2F∗| ≤ 9f
}
.
where Y∗ is defined as in (3.71) replacing max by min.
Simple observations show that P ′2(f,Q) ∩ {maxα∈[−Q/ǫ,Q/ǫ] |χ(α)| ≤ f} ⊆ D˜(Q, ρ′, ǫ). Following the
arguments that lead to (3.81), assuming 0 < ǫ ≤ ǫ0(β, θ, f) = (9f)2/(2V 2(β, θ) log 1944), using Lemma 3.12
with 2δ˜ replaced by 9f one gets (3.24).
The proof of (3.27) follows from (3.92) estimating the integral in the left hand side of (3.92) by 8(a′−a)12−κ
which can be obtained by cutting the interval [a(ǫ, ρ), a′(ǫ, ρ)] into two equal pieces. Using (3.92) for a =
0, a′ = ρ and a short computation entails (3.27).
Proof of Proposition 3.3
To prove (3.31), notice that γJ(ω) ⊃ [ǫτ−1, 0] ∪ [0, ǫτ1]. Therefore, using (3.46) and a short computation
one gets
IP [γ|J | ≤ x] ≤ 2e−
(F∗)2
18xV 2(β,θ) (3.95)
for 0 < x < (F∗)2/(V 2(β, θ)18 log 2). (3.32) follows at once, due to (3.50), (3.51), and the fact that
γJ(ω) ⊂ [ǫτi∗
−2
, ǫτi∗
2
]. Therefore (3.54) with k = 2 entails
IP [γ|J | ≥ x] ≤ 2IP [ǫτ2L ≥ x
2
] + 2
(
1
2L−1
+
(
3
4
)L/2)
. (3.96)
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Using now (3.47) with k = 2, s = log 2 one gets IP [ǫτ2L ≥ 4LC1(β, θ,F∗) log 2] ≤ e−2L log 2. Taking L =
x/(8C1(β, θ,F∗) log 2) one obtains after a short computation (3.32).
The following lemma will be useful in the next section; it is in fact an immediate consequence of (3.25)
and the proof is omitted .
Lemma 3.15 . Under the hypothesis of Corollary 3.2 and with the same notations with IP–probability
larger than 1− ǫ a16(2+a) we have
α∗1∑
α=α1
χ(α) ≥ ǫ1/4,
α1∑
α=α∗0
χ(α) ≥ ǫ1/4, (3.97)
provided α∗0 is the beginning and α∗1 is the end of a positive elongation, α∗0 +
ρ
ǫ < α1 < α
∗
1 − ρǫ .
4 The block spin representation and the ǫ rigidity
We start by defining the set of profiles having runs of + or of −, with length at least ǫγ .
Definition 4.1 . Given ǫγ > δ
∗, an interval ∆Q ≡ [Q1, Q2]γ−1 of length in macroscopic units Qγ = (Q2−Q1)γ ,
Q > 0 such that Q1ǫ and
Q2
ǫ are integers, ζ4 > ζ1 > 8γ/δ
∗, 1 > δ > δ∗ > 0, R1 > 0, η = ±1, we define
A1(∆Q, η) = A1(∆Q, δ, ζ1, ζ4, δ∗, γ, ǫ, R1, η) as
A1(∆Q, η) =
{
mδ
∗
∆Q : ∃k ∈ IN, ∃r1, . . . , rk ∈
{Q1
ǫ
+ 1,
Q1
ǫ
+ 2, . . . ,
Q2
ǫ
− 2, Q2
ǫ
− 1
}
;
r0 =
Q1
ǫ
, rk+1 =
Q2
ǫ
, r1 < . . . < rk, ∃ qi ∈ [ri ǫ
γ
(ri + 1)
ǫ
γ
] s.t.
ηδ,ζ4(ℓ) = η(−1)i−1 ∀ℓ ∈ C1([(ri−1 + 1) ǫ
γ
, qi −R1]),
ηδ,ζ1(qi −R1) = (−1)i−1η, ηδ,ζ1(qi +R1) = (−1)iη,
ηδ,ζ4(ℓ) = η(−1)i ∀ℓ ∈ [(qi +R1) ∧ Q
γ
,
ǫ
γ
(ri+1)], for i = 1, . . . , k
}
(4.1)
and
A1(∆Q) ≡ ∪η∈{−1,+1}A1(∆Q, η). (4.2)
Remark.
• The integer k ≥ 0 represents the number of blocks of length R1 within ∆Q where there is at least one
change of phases which means that ηδ,ζ1(qi − R1) = (−1)i−1η, ηδ,ζ1(qi + R1) = (−1)iη. There are no
restrictions on the profiles within the interval [qi −R1 + 1, qi +R1 − 1].
• ri is the index of the i–th block of length ǫ/γ in macroscopic units such that in [qi − R1, qi + R1] ⊂
[ri
ǫ
γ −R1, (ri + 1) ǫγ +R1] we see at least one change of phases.
• R1 will be chosen as an upper bound for the length of the longest interval where the system can stay out
of “equilibrium”, that is to have a run of ηδ,ζ1 = 0. This length is related to the parameters ζ1, δ, by
R1 ≈ (δζ31 )−1, see (4.69).
Another definition is needed to describe what happens in the intervals [qi −R1, qi +R1].
Definition 4.2 . Let ∆L = [ℓ1, ℓ2] be an interval of length L in macroscopic units and δ > 0, ζ4 > ζ1 > 8γ/δ
∗
as above. For η = +1 or η = −1 we set
Wζ1,ζ4(∆L, η) ≡
{
mδ
∗
∆L : η
δ,ζ1(ℓ1) = η
δ,ζ1(ℓ2) = η, ∃ℓ˜, ℓ1 < ℓ˜ < ℓ2 ηδ,ζ4(ℓ˜) = −η
}
(4.3)
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and Wζ1,ζ4(∆L) ≡ Wζ1,ζ4(∆L,+1) ∪Wζ1,ζ4(∆L,−1).
Given a positive integer L2 we denote by B(∆Q, L2) = ∩L2L=3 ∩∆L⊂∆Q (Wζ1,ζ4(∆L))c. The profiles in this
set do not have two changes of phases within an interval of length smaller than L2, uniformly along intervals
that are within ∆Q. We set
A(∆Q) = A1(∆Q) ∩ B(∆Q, L2) (4.4)
If L2 > 2R1 the profiles in A(∆Q) have exactly one change of phase within each interval [qi − R1, qi + R1].
The main result of this Section is the following:
Theorem 4.3 . Let β, θ satisfy (2.17). We take κ(β, θ) > 0 verifying (2.20), F∗ is defined in (2.25), and
V (β, θ) given by (2.35). There exist 0 < γ0 = γ0(β, θ) < 1, 0 < d0 = d0(β, θ) < 1, and 0 < ζ0 = ζ0(β, θ) < 1,
such that for all 0 < γ ≤ γ0, for all δ∗, δ, ζ4, ζ1 with δ∗ ≥ γ, γ/δ∗ ≤ d0, 1 > δ > δ∗ > 0, ζ0 ≥ ζ4 > ζ1 > 8γ/δ∗,
and Q > 3 that satisfy the following conditions
32
κ(β, θ)
ζ1 ≤ δζ34 , (4.5)
128(1 + θ)
κ(β, θ)
2(5 + F∗)
F∗
√
γ
δ∗
< δζ31 , (4.6)
ζ1 ≥
(
5184(1 + c(βθ))2
√
γ
δ∗
)
∨
(
12
e3β
c(β, θ)
(δ∗)2
γ
)2
(4.7)
for constants c(β, θ) given in (4.105), and c(βθ) given in (4.57),
√
γ logQ ≤
√
6e3β
256
(4.8)
if we call
R1 =
4(5 + F∗)
κ(β, θ)δζ31
(4.9)
and
L2 =
F∗
32(1 + θ)
√
δ∗
γ
, (4.10)
then for any interval ∆Q of length
Q
γ and any ǫ > γδ
∗, there exists Ω4 = Ω4(γ, δ∗,∆Q, ǫ, δ, ζ1, ζ4) with
IP [Ω4] > 1− 6γ2 − 6Q
ǫ
exp
{
− (F
∗)2
ǫ26V 2(β, θ)
}
(4.11)
and for all ω ∈ Ω4, we have
µβ,θ,γ (A(∆Q)) ≥ 1− (3Q
γ2
)5e
−βγ
[
(
κ(β,θ)
4 δζ
3
4)∧F∗
]
. (4.12)
To prove Theorem 4.3, we represent the system in terms of block spins. This representation was used also
in [13]. However, the way to treat some error terms that appear at the very beginning of the computations
is different, see (4.15) and (4.16).
Analysis of the block-spin representation
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With Cδ∗(V ) as in Section 2, let Σ
δ∗
V denote the sigma–algebra of S generated by mδ
∗
V (σ) ≡ (mδ
∗
(x, σ),
x ∈ Cδ∗(V )), where mδ∗(x, σ) = (mδ∗(+, x, σ),mδ∗(−, x, σ)), cf. (2.7).
We take I = (i−, i+] ⊂ IR with i± ∈ ZZ. The interval I is assumed to be Dδ∗–measurable and we set
∂+I ≡ {x ∈ IR: i+ < x ≤ i+ + 1}, ∂−I ≡ {x ∈ IR: i− − 1 < x ≤ i−}, and ∂I = ∂+I ∪ ∂−I.
For (mδ
∗
I ,m
δ∗
∂I) in Mδ∗(I ∪ ∂I), cf. (2.10), we set m˜δ
∗
(x) = (mδ
∗
1 (x) +m
δ∗
2 (x))/2,
E(mδ
∗
I ) ≡ −
δ∗
2
∑
(x,y)∈Cδ∗(I)×Cδ∗ (I)
Jδ∗(x− y)m˜δ∗(x)m˜δ∗(y), (4.13)
and
E(mδ
∗
I ,m
δ∗
∂±I) ≡ −δ∗
∑
x∈Cδ∗(I)
∑
y∈Cδ∗ (∂±I)
Jδ∗(x− y)m˜δ∗(x)m˜δ∗(y), (4.14)
where Jδ∗(x) = δ
∗J(δ∗x). It is easy to see that
Hγ(σγ−1I) + θ
∑
i∈γ−1I
hiσi =
1
γ
E(mδ
∗
I ) +
1
β
log
[ ∏
x∈Cδ∗ (I)
∏
y∈Cδ∗ (I)
eβU(σA(x),σA(y))
]
, (4.15)
where
U(σA(x), σA(y)) = −
∑
i∈A(x),j∈A(y)
γ
[
J(γ|i− j|)− J(δ∗|x− y|)]σiσj . (4.16)
Since the interaction is only between adjacent blocks of macroscopic length 1, see (2.3), we see that for all
intervals I, for s = + or s = −
sup
σγ−1I∈Mδ∗ (mδ
∗
I
)
sup
σγ−1∂sI∈Mδ∗ (mδ
∗
∂sI
)
∣∣∣Wγ(σγ−1I |σγ−1∂sI)− 1γE(mδ∗I ,mδ∗∂sI)∣∣∣ ≤ δ∗γ−1, (4.17)
where M δ
∗
(mδ
∗
I ) ≡ {σ ∈ γ−1I : mδ
∗
(x, σ) = mδ
∗
(x), ∀x ∈ Cδ∗(I)}.
Recalling (2.9), and using (4.15) and (4.17), if F δ
∗
is a Σδ
∗
I -measurable bounded function and m
δ∗
∂I ∈
Mδ∗(∂I), and µβ,θ,γ
(
F |Σδ∗∂I
)
denotes the conditional expectation of F δ
∗
given the σ–algebra Σδ
∗
∂I , we have
µβ,θ,γ
(
F δ
∗ ∣∣ Σδ∗∂I) (mδ∗∂I) = e± βγ 2δ∗Zβ,θ,γ,I(mδ∗∂I)×
×
∑
mδ
∗
I
∈Mδ∗ (I)
F δ
∗
(mδ
∗
I )e
− βγ
(
E(mδ
∗
I )+E(m
δ∗
I ,m
δ∗
∂I )− θδ
∗
2
∑
x∈Cδ∗ (I)
(mδ
∗
1 (x)−mδ
∗
2 (x))
)
×
∑
σγ−1I
∏
x1∈Cδ∗ (I)
1I{mδ∗ (x1,σ)=mδ∗ (x1)} e
2βθλ(x1)
∑
i∈D(x1)
σi
×
∏
x2∈Cδ∗ (I)
∏
y2∈Cδ∗ (I)
e−βU(σA(x2),σA(y2))
(4.18)
where
Zβ,γ,θ,I(m
δ∗
∂I) =
∑
mδ∗ (I)∈Mδ∗(I)
e
− βγ
(
E(mδ
∗
I )+E(m
δ∗
I ,m
δ∗
∂I)− θδ
∗
2
∑
x∈Cδ∗ (I)
(mδ
∗
1 (x)−mδ
∗
2 (x))
)
×
∑
σγ−1I
∏
x1∈Cδ∗ (I)
1I{mδ∗ (x1,σ)=mδ∗ (x1)} e
2βθλ(x1)
∑
i∈D(x1)
σi
×
∏
x2∈Cδ∗ (I)
∏
y2∈Cδ∗ (I)
e−βU(σA(x2),σA(y2)).
(4.19)
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Equality (4.18) has to be interpreted as an upper bound for ± = +1 and a lower bound for ± = −1. Given
mδ
∗
I , we define the probability measure on {−1,+1}γ
−1I by
IEmδ∗
I
[f ] ≡
∑
σγ−1I
∏
x1∈Cδ∗ (I) 1I{mδ∗ (x1,σ)=mδ∗ (x1)}e
2βθλ(x1)
∑
i∈D(x1)
σi
f(σ)∑
σγ−1I
∏
x1∈Cδ∗ (I) 1I{mδ∗ (x1,σ)=mδ∗ (x1)}e
2βθλ(x1)
∑
i∈D(x1)
σi
. (4.20)
Inside the sum
∑
mδ
∗
I
in (4.18), we divide and multiply by
∑
σγ−1I
∏
x3∈Cδ∗ (I)
1I{mδ∗ (x3,σ)=mδ∗ (x3)}e
2βθλ(x3)
∑
i∈D(x3)
σi
to get
µβ,θ,γ
(
F δ
∗ ∣∣ Σ∂I) (mδ∗∂I) = e± βγ 2δ∗Zβ,θ,γ,I(mδ∗∂I)
×
∑
mδ
∗
I
∈Mδ∗ (I)
F δ
∗
(mδ
∗
)e
− βγ
(
E(mδ
∗
I )+E(m
δ∗
I ,m
δ∗
∂I )− θδ
∗
2
∑
x∈Cδ∗ (I)
(mδ
∗
1 (x)−mδ
∗
2 (x))
)
× elog IEmδ∗I [
∏
x2 6=y2
e
βU(σA(x2)
,σA(y2)
)
]
×
∑
σγ−1I
∏
x3∈Cδ∗ (I)
1I{mδ∗ (x3,σ)=mδ∗ (x3)}e
2βθλ(x3)
∑
i∈D(x3)
σi
.
(4.21)
If we notice that the last sum
∑
σγ−1I
factors out into a product over the intervals of length δ∗γ−1, indexed
by Cδ∗(I), we get that for each x ∈ Cδ∗(I)
∑
σ∈Sδ∗γ−1
1I{mδ∗ (x,σ)=mδ∗ (x)} =
(
δ∗γ−1/2
1+mδ
∗
1 (x)
2 δ
∗γ−1/2
)(
δ∗γ−1/2
1+mδ
∗
2 (x)
2 δ
∗γ−1/2
)
, (4.22)
and recalling the probability measure on {1,+1}A(x) defined through (2.28), (4.21) becomes
µβ,θ,γ
(
F δ
∗ ∣∣ Σ∂I) (mδ∗∂I) = e±βγ 2δ∗Zβ,θ,γ,I(mδ∗∂I)
∑
mδ
∗
I
∈Mδ∗ (I)
F δ
∗
(mδ
∗
)e
−βγ
{
F̂(mδ∗I |mδ
∗
∂I )+γG(mδ
∗
I )+γV (m
δ∗
I )
}
, (4.23)
where
F̂(mδ∗I |mδ
∗
∂I) =E(m
δ∗
I ) + E(m
δ∗
I ,m
δ∗
∂I)−
θδ∗
2
∑
x∈Cδ∗ (I)
(mδ
∗
1 (x) −mδ
∗
2 (x))
− δ∗
∑
x∈Cδ∗ (I)
γ
βδ∗
log
(
δ∗γ−1/2
1+mδ
∗
1 (x)
2 δ
∗γ−1/2
)(
δ∗γ−1/2
1+mδ
∗
2 (x)
2 δ
∗γ−1/2
)
,
(4.24)
G is already defined by (2.26), (2.27) and (2.28) in Section 2, and
V (mδ
∗
I ) ≡ VI(mδ
∗
I , h) =
1
β
log IEmδ∗ (I)[
∏
x 6=y
x,y∈Cδ∗(I)×Cδ∗ (I)
eβU(σA(x),σA(y))]. (4.25)
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That is, up to the error terms e±
β
γ 2δ
∗
, we have been able to describe our system in terms of the block
spin variables giving a rather explicit form to the deterministic and the stochastic part.
The following lemma gives an explicit integral form of the deterministic part of the block spins system.
For m ∈ T , let us call
F˜(mI |m∂I) =
∫
I
fβ,θ(m(x)) dx +
1
4
∫
I
∫
I
J(x− y)[m˜(x)− m˜(y)]2 dxdy
+
1
2
∫
I
dx
∫
Ic
J(x− y)[m˜(x)− m˜(y)]2 dy
(4.26)
which is obviously related to (2.21).
Lemma 4.4 . If mδ
∗
I∪∂I ∈Mδ∗(I ∪ ∂I) and m(r) = mδ
∗
(x) for r ∈ ((x− 1)δ∗, xδ∗] and x ∈ Cδ∗(I ∪ ∂I), one
has
|F̂(mδ∗I |mδ
∗
∂I)− F˜(mI |m∂I) +
δ∗
2
∑
y∈Cδ∗ (∂I)
[
m˜δ
∗
(y)
]2 ∑
x∈Cδ∗ (I)
Jδ∗(x− y)| ≤ |I| γ
δ∗
log
δ∗
γ
. (4.27)
Proof: Since
|1I{γ|i−j|≤1/2} − 1I{δ∗|x−y|≤1/2}| ≤ 1I{−δ∗+1/2≤δ∗|x−y|≤δ∗+1/2} (4.28)
we have that
|U(σA(x), σA(y))| ≤ γ(δ
∗
γ
)21I{1/2−δ∗≤δ∗|x−y|≤1/2+δ∗}. (4.29)
Given mδ
∗
I ∈Mδ∗(I), we easily obtain from (4.29) that, on M δ
∗
(mδ
∗
I ):∣∣∣∣∣∣H(σγ−1I) + θ
∑
i∈γ−1I
hiσi − 1
γ
E(mδ
∗
I )
∣∣∣∣∣∣ = 1β
∣∣∣∣∣∣log
[ ∏
x∈Cδ∗ (I)
∏
y∈Cδ∗ (I)
eβU(σA(x),σA(y))
]∣∣∣∣∣∣ ≤ |I|δ∗γ−1. (4.30)
Using Stirling formula, see [30], we get
∣∣∣δ∗ ∑
x∈Cδ∗ (I)
1
2β
(
I(mδ∗1 ) + I(mδ
∗
2 )
)
− δ∗
∑
x∈Cδ∗ (I)
γ
βδ∗
log
(
δ∗γ−1/2
1+mδ
∗
1 (x)
2 δ
∗γ−1/2
)(
δ∗γ−1/2
1+mδ
∗
2 (x)
2 δ
∗γ−1/2
)∣∣∣
≤ 1
β
|I| γ
δ∗
log
δ∗
γ
,
(4.31)
where I(·) is defined after (2.14). Recalling the definition of fβ,θ(m), cf. (2.14) the lemma is proven.
Concerning the stochastic part in (4.23), note that there are two random terms in (4.23): G(mδ∗I ) and
V (mδ
∗
I ). To treat them we will use the following classical deviation inequality for Lipschitz function of
Bernoulli random variables. See [26] or [13] for a short proof.
Lemma 4.5 . Let N be a positive integer and F be a real function on SN = {−1,+1}N and for all
i ∈ {1, . . . , N} let
‖∂iF‖∞ ≡ sup
(h,h˜):hj=h˜j ,∀j 6=i
∣∣∣F (h)− F (h˜)∣∣∣
|hi − h˜i|
. (4.32)
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If IP is the symmetric Bernoulli measure and ‖∂(F )‖2∞ =
∑N
i=1 ‖∂i(F )‖2∞ then, for all t > 0
IP [F − IE(F ) ≥ t] ≤ e−
t2
4‖∂(F )‖2∞ (4.33)
and also
IP [F − IE(F ) ≤ −t] ≤ e−
t2
4‖∂(F )‖2∞ . (4.34)
For F (h) = |2θλ(x3)
∑
i∈D(x3) σi|, as it appears in (4.21), Lemma 4.5 implies the following rough estimate:
Lemma 4.6 . (The rough estimate) For all δ∗ > γ > 0 and for all positive integer p, that satisfy
64(2 + p)δ∗ log
1
γ
≤ 1 (4.35)
there exists ΩRE = ΩRE(γ, δ
∗, p) ⊆ Ω with IP [ΩRE ] ≥ 1− γ2 such that on ΩRE we have:
sup
I⊂[−γ−p,γ−p]
∑
x∈Cδ∗ (I) |D(x)| − IE[|D(x)|]√|I| ≤
√
64(2 + p)
γ
√
γ log
1
γ
(4.36)
and, uniformly with respect to all intervals I ⊆ [−γ−p, γ−p],
sup
σI∈{−1,+1}I
γ
∣∣∣∣∣∣
∑
x∈Cδ∗ (I)
2θλ(x)
∑
i∈D(x)
σi
∣∣∣∣∣∣ ≤ 2θ
(
|I|
√
γ
δ∗
+
√
64(p+ 2)
√
|I|γ log 1
γ
)
≤ 4θ|I|
√
γ
δ∗
. (4.37)
This Lemma is a direct consequence of Lemma 4.5, since |2θλ(x)∑i∈D(x) σi| ≤ 2θ(|D(x)| − IE[|D(x)|])
+2θIE[|D(x)|] , |D(x)| = |∑i∈A(x) hi|, and IE[|D(x)|] ≤√δ∗/γ by Schwarz inequality.
For the function V (mδ
∗
I ) in (4.25), the previous rough estimate is useless. In Theorem 7.1, with the help
of the cluster expansion, we prove the following
Lemma 4.7 . For any finite interval I, let
‖∂iVI‖∞ ≡ sup
(h,h˜):hj=h˜j ,∀j 6=i
∣∣∣VI(mδ∗I , h)− VI(mδ∗I , h˜)∣∣∣
|h− h˜| . (4.38)
Then, for all β > 0, for all δ∗ > γ > 0, such that
(δ∗)2
γ
≤ 1
6e3β
(4.39)
we have
sup
I⊂Z
sup
i∈I
‖∂iVI‖∞ ≤ 1
β
S
1− S , (4.40)
where S is given in (7.4), 0 < S ≤ 6e3β (δ∗)2γ .
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Together with the above estimates for VI , we also need an explicit expression for G(mδ∗I ). Since D(x) ⊂
B−λ(x)(x), Gx,mδ∗ (x) (λ(x)), see (2.27), depends only on one component of mδ
∗
(x), precisely on mδ
∗
3+λ(x)
2
. In
fact, we have
Gx,mδ∗ (x) (λ(x)) = −
1
β
log
∑
σ∈{−1,+1}B−λ(x)(x) 1I{mδ∗3+λ(x)
2
(x,σ)=mδ
∗
3+λ(x)
2
}e
2βθλ(x)
∑
i∈D(x)
σi
∑
σ∈{−1,+1}B−λ(x)(x) 1I{mδ∗3+λ(x)
2
(x,σ)=mδ
∗
3+λ(x)
2
}
, (4.41)
since the sums over the spin configurations in {−1,+1}Bλ(x)(x) – the ones that depend on mδ∗3−λ(x)
2
– cancel
out between the numerator and denominator in (2.28).
Depending on the values of mδ
∗
3+λ(x)
2
, Gx,mδ∗ (x) (λ(x)) has a behavior that corresponds to the classical
Gaussian, Poissonian, or Binomial regimes, as explained in [13]. However, as we shall see in Remark 4.17,
we need accurate estimates only in the Gaussian regime.
Let g0(n) be a positive increasing real function with limn↑∞ g0(n) = ∞ such that g0(n)/n is decreasing
to 0 when n ↑ ∞.
Proposition 4.8 . For all β, θ that satisfy (2.17), there exist γ0 = γ0(β, θ) and d0(β) > 0 such that for
0 < γ ≤ γ0, γ/δ∗ ≤ d0(β), on the set {supx∈Cδ∗ (I) p(x) ≤ (2γ/δ∗)1/4}, if
|mδ∗3+λ(x)
2
(x)| ≤ 1−
(
g0(δ
∗γ−1/2)
δ∗γ−1/2
∨ 16p(x)βθ
1− tanh(2βθ)
)
, (4.42)
then
Gx,mδ∗ (x) (λ(x)) = −
1
β
log
Ψλ(x)2βθ,p(x),mδ∗
3+λ(x)
2
(x)
Ψ0,0,mδ∗
3+λ(x)
2
(x)
− 1
β
|D(x)|
[
log cosh(2βθ) + log
(
1 + λ(x)mδ
∗
3+λ(x)
2
(x) tanh(2βθ)
)
+ ϕˆ(mδ
∗
3+λ(x)
2
(x), 2λ(x)βθ, p(x))
]
,
(4.43)
where ∣∣∣ϕˆ(mδ∗3+λ(x)
2
(x), 2λ(x)βθ, p(x))
∣∣∣ ≤ (2γ
δ∗
)1/4
32βθ(1 + βθ)
(1− |mδ∗3+λ(x)
2
(x)|)2(1− tanh(2βθ)) (4.44)
and ∣∣∣∣∣∣∣log
Ψλ(x)2βθ,p(x),mδ∗
3+λ(x)
2
(x)
Ψ0,0,mδ∗
3+λ(x)
2
(x)
∣∣∣∣∣∣∣ ≤
18
g0(δ∗γ−1/2)
+
(
2γ
δ∗
)1/4
c(βθ), (4.45)
with c(βθ) given in (4.57).
Remark 4.9 . Recalling (2.34), we have
Ξ2(x, βθ, p(x)) ≡ −λ(x) log
Ψ2λ(x)βθ,p(x),λ(x)mδ∗
β,2
Ψ0,0,−λ(x)mδ∗
β,1
Ψ2λ(x)βθ,p(x),−λ(x)mδ∗
β,1
Ψ0,0,+λ(x)mδ∗
β,2
(4.46)
and choosing g0(n) = n
1
4 , (2.34) follows from (4.45). (2.33) follows from (4.44).
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Proof: The general strategy of the proof is similar to that of Proposition 3.1 in [13]. However, since
there are important differences we give some details. We introduce the “grand canonical” measure on
{−1,+1}B−λ(x)(x), with chemical potential ν ∈ IR, given by
IEx,ν(f) =
IEσ
B−λ(x)(x)
[
f(σ)e
ν
∑
i∈B−λ(x)(x)
σi
]
IEσ
B−λ(x)(x)
[
e
ν
∑
i∈B−λ(x)(x)
σi
] (4.47)
where IEσ
B−λ(x)(x)
is the Bernoulli uniform on {−1,+1}B−λ(x)(x). Then defining
Ψλ(x)2βθ,p(x),mδ∗
3+λ(x)
2
(x) ≡
IEx,ν2
[
e
λ(x)2βθ
∑
i∈D(x)
σi
1I{
√
2γ
δ∗
∑
i∈B−λ(x)(x)
(σi−mδ∗3+λ(x)
2
(x))=0}
]
IEx,ν2
[
e
λ(x)2βθ
∑
i∈D(x)
σi
] (4.48)
and
φ(mδ
∗
3+λ(x)
2
(x), λ(x)2βθ, p(x))
≡ δ
∗
2γ
(
(ν1 − ν2)mδ∗3+λ(x)
2
(x) + p(x) log
cosh(ν2 + λ(x)2βθ)
cosh(ν1)
+ (1− p(x)) log cosh(ν2)
cosh(ν1)
)
,
(4.49)
a simple computation gives
Gx,mδ∗ (x) (λ(x)) = −
1
β
log
Ψλ(x)2βθ,p(x),mδ∗
3+λ(x)
2
(x)
Ψ0,0,mδ∗
3+λ(x)
2
(x)
− 1
β
φ(mδ
∗
3+λ(x)
2
(x), λ(x)2βθ, p(x)). (4.50)
We choose ν1 such that m
δ∗
3+λ(x)
2
(x) = tanh ν1 and ν2 such that
mδ
∗
3+λ(x)
2
(x) = p(x) tanh(ν2 + λ(x)2βθ) + (1 − p(x)) tanh ν2. (4.51)
By using elementary formulae on hyperbolic tangents and cosines, one can check the following identity
φ(mδ
∗
3+λ(x)
2
(x), λ(x)2βθ, p(x))
= |D(x)|
[
log cosh 2βθ + log
(
1 + λ(x)mδ
∗
3+λ(x)
2
(x) tanh(2βθ)
)
+ ϕˆ(mδ
∗
3+λ(x)
2
(x), 2λ(x)βθ, p(x))
]
,
(4.52)
where
|D(x)|ϕˆ(mδ∗3+λ(x)
2
(x), 2λ(x)βθ, p(x))
=
δ∗
2γ
(ν1 − ν2)mδ∗3+λ(x)
2
(x) +
δ∗
2γ
log
(
1 +mδ
∗
3+λ(x)
2
(x) tanh(ν2 − ν1)
)
+
δ∗
2γ
log cosh(ν2 − ν1)
+
δ∗
2γ
p(x) log
1 + λ(x) tanh(2βθ)(1 − (m
δ∗
3+λ(x)
2
(x))2) tanh(ν2 − ν1)(
1 + λ(x)mδ
∗
3+λ(x)
2
(x) tanh(2βθ)
)(
1 +mδ
∗
3+λ(x)
2
(x) tanh(ν2 − ν1)
)
 .
(4.53)
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To study (4.52), we need extensions of results proved in [13]. Defining
σ2λ(x)2βθ ≡ p(x)
1
cosh2(ν2 + λ(x)2βθ)
+ (1− p(x)) 1
cosh2(ν2)
, (4.54)
and using again elementary formulae on hyperbolic tangents and cosines one can check that
σ2λ(x)2βθ =
(
1− (mδ∗3+λ(x)
2
(x))2
) [
1− p(x)(1 − p(x))S(p(x),mδ∗3+λ(x)
2
(x))
]
, (4.55)
where
0 ≤ S(p(x),mδ∗3+λ(x)
2
(x)) ≤
(
1− (mδ∗3+λ(x)
2
(x))2
)
c(βθ), (4.56)
with
c(βθ) =
tanh2(2βθ)(1 + tanh2(2βθ))2
[1− tanh2(2βθ)]2[1− tanh(2βθ)]6 . (4.57)
Assuming that γ/δ∗ < d0(β) for some well chosen d0(β), and following the arguments of the proof of
Lemma 3.3 in [13], we check that
|ν2 − ν1| ≤ 4p(x)βθ
1− (mδ∗3+λ(x)
2
(x))2
. (4.58)
Using the fact that (4.42) implies that 4p(x)βθ
(1−(mδ∗
3+λ(x)
2
(x))2)(1−tanh(2βθ)) ≤ 14 , recalling (4.52), and using Taylor
expansion we get∣∣∣∣∣∣
φ(mδ
∗
3+λ(x)
2
(x), λ(x)2βθ, p(x))
δ∗
2γ
− p(x)
[
log cosh 2βθ + log
(
1 + λ(x)mδ
∗
3+λ(x)
2
(x) tanh(2βθ)
)]∣∣∣∣∣∣
≤ 32p
2(x)βθ(1 + βθ)
(1− |mδ∗3+λ(x)
2
(x)|)2(1− tanh(2βθ)) .
(4.59)
A short computation concludes the proof of Proposition 4.8.
To prove Theorem 4.3, we need results that have been proven in [13]. We first define the subsets of the
complementary of A(∆Q) which will be treated in a similar way to that in [13].
Let ∆L = [ℓ1, ℓ2] be an interval of length L = ℓ2 − ℓ1 ∈ IN . Let δ > δ∗, ζ4 > ζ1 > 8γ/δ∗ be positive real
numbers.
Definition 4.10 . We set
Oδ,ζ10 (∆L) ≡
{
ηδ,ζ1(ℓ) = 0, ∀ℓ ∈ ∆L ∩ ZZ
}
. (4.60)
Taking L˜ ≤ L a positive integer, let ∆L˜ = [ℓ˜1, ℓ˜2], ∆L˜ ⊂ ∆L. Define for η = +1 or η = −1.
Rδ,ζ1,ζ40,η (∆L, L˜) ≡
{
ηδ,ζ1(ℓ1) = η
δ,ζ1(ℓ2) = η;
} ∩ Oδ,ζ40 ([ℓ1 + 1, ℓ2 − 1]) ∩ Oδ,ζ10 (∆L˜) (4.61)
and Rδ,ζ1,ζ40 (∆L, L˜) ≡ Rδ,ζ1,ζ40,+ (∆L, L˜) ∪Rδ,ζ1,ζ40,− (∆L, L˜).
Note that Rδ,ζ1,ζ40,η (∆L, L˜) decreases in L˜, therefore ∪L˜:1≤L˜≤LRδ,ζ1,ζ40,η (∆L, L˜) = Rδ,ζ1,ζ40,η (∆L, 1).
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We set
Rδ,ζ1,ζ40 (I) ≡
⋃
L: 2≤L≤|I|
⋃
∆L⊂I
Rδ,ζ1,ζ40 (∆L, 1), (4.62)
Oδ,ζ10 (I, R1) ≡
⋃
R: R1≤R≤|I|
⋃
∆R⊂I
Oδ,ζ10 (∆R), (4.63)
and recalling Definition 4.2,
Wζ1,ζ4(I, L2) ≡
⋃
L: 2≤L≤L2
⋃
∆L⊂I
Wζ1,ζ4(∆L). (4.64)
Theorem 4.11 . Given β, θ as in (2.17), there exist γ0 = γ0(β, θ) > 0, d0 = d0(β, θ) > 0, and 0 <
ζ0(β, θ) < 1 such that if 0 < γ ≤ γ0, δ∗ > γ, γ/δ∗ ≤ d0, and p is a positive integer such that
(p+ 2)δ∗ log
1
γ
≤ 1
64
(4.65)
there exists ΩRE = ΩRE(γ, δ
∗, p) with IP [ΩRE ] ≥ 1 − γ2, such that for all δ, ζ1, ζ4 with 1 > δ > δ∗ > 0,
ζ0(β, θ) > ζ4 > ζ1 > 8γ/δ
∗, and
δζ31 >
128(1 + θ)
κ(β, θ)
(δ∗ ∨
√
γ
δ∗
), (4.66)
δζ34 >
32
κ(β, θ)
ζ1, (4.67)
where κ(β, θ) > 0 satisfies (2.20), on ΩRE we have
µβ,θ,γ
(
∪I⊂[−γ−p,γ−p]
(
Oδ,ζ10 (I, R1) ∪Wζ1,ζ4(I, L2) ∪Rδ,ζ1,ζ40 (I)
))
≤ 3
4
γ5p
e
−βγ
[(
κ(β,θ)
4 δζ
3
4
)
∧
(
F∗
)]
, (4.68)
with F∗ given in (2.25),
R1 =
4(5 + F∗)
κ(β, θ)δζ31
, (4.69)
and
L2 =
F∗
64(1 + θ)
1
δ∗ ∨√ γδ∗ . (4.70)
The proof of Theorem 4.11 is the same as the proof of Corollary 5.2, Corollary 5.4, and Corollary 5.6 in
[13], with ∆F in [13] is equal to 2F∗ here. Moreover with a little work, one can make explicit the constants
depending on β, θ that appear in [13]. Note that the condition (2.17) on β, θ is weaker than the condition
used in [13], however this will make no difference at all since we just use the rough estimate, see Lemma 4.6
to treat the random field.
Let B0([−γ−p, γ−p], R1, L2) ≡ ∩I⊂[−γ−p,γ−p]
(Oδ,ζ10 (I) ∪Wζ1,ζ4(I, L2) ∪ Rδ,ζ1,ζ40 (I)))c.On this set we can
only have runs of ηδ,ζ1 = 0, with length at most R1 and runs of η
δ,ζ4(ℓ) = η ∈ {−1,+1}, with length at least
L2. The next step is to prove that the length of the previous runs of η
δ,ζ4 = η ∈ {−1,+1} is indeed bounded
from below by ǫ/γ.
Definition 4.12 . For η ∈ {+1,−1}, ℓ1 < ℓ˜1 < ℓ˜2 < ℓ2 with 3 ≤ ℓ˜1 − ℓ1 ≤ R1 3 ≤ ℓ2 − ℓ˜2 ≤ R1, let
W˜ζ1,ζ4η (ℓ1, ℓ˜1, ℓ˜2, ℓ2) ≡
{
mδ
∗
[ℓ1,ℓ2]
: ηδ,ζ1(ℓ1) = η
δ,ζ1(ℓ1 + 1) = η
δ,ζ1(ℓ2 − 1) = ηδ,ζ1(ℓ2) = η,
ηδ,ζ4(ℓ) = −η, ∀ℓ ∈ [ℓ˜1 − 1, ℓ˜2 + 1]
}
.
(4.71)
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Proposition 4.13 . Let β, θ satisfy (2.17). We take κ(β, θ) > 0 as in (2.20), F∗ > 0 as in (2.25), V (β, θ) as
in (2.35), and c(β) as in (4.57). There exist γ0 = γ0(β, θ) > 0, d0 = d0(β, θ) > 0, and 0 < ζ0 = ζ0(β, θ) < 1
such that if 0 < γ ≤ γ0, δ∗ > γ, γ/δ∗ ≤ d0, and 0 < ζ1 < ζ4 < ζ0, 1 > δ > δ∗ > 0 verify the following
conditions
δζ31 ≥
128(1 + θ)(5 + F∗)
κ(β, θ)F∗
√
γ
δ∗
(4.72)
ζ1 ≥
(
5184(1 + c(βθ))2
√
γ
δ∗
)
∨
(
12
e3β
c(β, θ)
(δ∗)2
γ
)2
(4.73)
for a constant c(β, θ) given in (4.105), if ∆Q is an interval containing the origin, of length Q/γ in macroscopic
units, with
√
γ logQ ≤
√
6e3β
256
, (4.74)
and ǫ > γδ∗, then there exists Ω4 = Ω4(β, θ, γ, ζ, δ,∆Q, ǫ) with
IP [Ω4] ≥ 1− 3γ2 − 2Q
ǫ
e
− (F
∗)2
ǫ211ζ4c2(β,θ) − 4Q
ǫ
e
− (F
∗)2
ǫ26V 2(β,θ) (4.75)
such that on Ω4, we have, for η = ±1
µβ,θ,γ
(
∪∗[ℓ1,ℓ2]⊂I⊂∆Q ∪∗∗[ℓ˜1,ℓ˜2]⊂[ℓ1,ℓ2] W˜
ζ1,ζ4
η (ℓ1, ℓ˜1, ℓ˜2, ℓ2)
)
≤ R
2
1Q
γ3
e−
β
γF∗ . (4.76)
In (4.76), the union ∪∗ has the constraint |I| = ǫ/γ while ∪∗∗ refers to the extra constraints 2 ≤ ℓ˜1−ℓ1 ≤ R1,
ℓ2 − ℓ˜2 ≤ R1, with R1 given by (4.69).
Remark.
• The constraint (4.74) is present since we use the rough estimate, Lemma 4.6, to control some terms.
Note that taking p = 2 + [logQ/log(1/γ)], (4.73) and (4.74) imply 64(p+ 2)δ∗ log(1/γ) ≤ 1, which is the
condition (4.35) for the rough estimate. We will see that Ω4 ⊂ ΩRE.
• The constraint ℓ2 − ℓ1 ≤ ǫγ−1 enters into play in (4.75), giving the terms proportional to ǫ−1 into the
exponential.
• The uniformity with respect to the intervals inside ∆Q gives the prefactors Qǫ in (4.75) and not Qγ , since
a maximal inequality is used. The union in (4.76) contains at most R21ǫ
2Qγ−3 terms.
Proof: We split it in 4 steps.
Step 1: reduction to finite volume
Recalling (4.71), we define
R(η) ≡ Rδ,ζ4(η) ≡ Rδ,ζ4(ℓ˜1, ℓ˜2, η) =
{
mδ
∗
[ℓ˜1,ℓ˜2]
: ηδ,ζ4(ℓ) = η, ∀ℓ ∈ [ℓ˜1, ℓ˜2]
}
, (4.77)
and
Wζ1,ζ4η (ℓ1 + 1, ℓ˜1, ℓ˜2, ℓ2 − 1) ≡
{
ηδ,ζ1(ℓ1 + 1) = η
δ,ζ1(ℓ2 − 1) = η
}⋂R(−η). (4.78)
We can write
W˜ζ1,ζ4η (ℓ1, ℓ˜1, ℓ˜2, ℓ2) =
{
ηδ,ζ1(ℓ1) = η
δ,ζ1(ℓ2) = η
}⋂Wζ1,ζ4η (ℓ1 + 1, ℓ˜1, ℓ˜2, ℓ2 − 1). (4.79)
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Let us first consider a volume Λ such that γΛ ⊃ ∆Q. Recalling (2.3) and (2.4), multiplying and dividing by
Z
σγ−1∂[ℓ1+1,ℓ2−1]
β,θ,γ,γ−1[ℓ1+1,ℓ2−1] we have
µβ,θ,γ,Λ
(
W˜ζ1,ζ4η (ℓ1, ℓ˜1, ℓ˜2, ℓ2)
)
=
1
Zβ,θ,γ,Λ
∑
σΛ\γ−1[ℓ1+1,ℓ2−1]
e
−βH(σΛ\γ−1[ℓ1+1,ℓ2−1])1I{ηδ,ζ1 (ℓ1)=ηδ,ζ1 (ℓ2)=η}Z
σγ−1∂[ℓ1+1,ℓ2−1]
β,θ,γ,γ−1[ℓ1+1,ℓ2−1]
∑
σ[ℓ1+1,ℓ2−1]
1IWζ1,ζ4η (ℓ1+1,ℓ˜1,ℓ˜2,ℓ2−1)
e
−βHγ(σγ−1[ℓ1+1,ℓ2−1])−βWγ(σγ−1[ℓ1+1,ℓ2−1],σγ−1∂[ℓ1+1,ℓ2−1])
Z
σγ−1∂[ℓ1+1,ℓ2−1]
β,θ,γ,γ−1[ℓ1+1,ℓ2−1]
.
(4.80)
Since ηδ,ζ1(ℓ1) = η
δ,ζ1(ℓ1 + 1) = η
δ,ζ1(ℓ2 − 1) = ηδ,ζ1(ℓ2) = η, using (4.17) and recalling (4.18) , we get∑
σ[ℓ1+1,ℓ2−1]
1IWζ1,ζ4η (ℓ1+1,ℓ˜1,ℓ˜2,ℓ2−1)
e−βHγ(σγ−1[ℓ1+1,ℓ2−1])−βWγ(σγ−1[ℓ1+1,ℓ2−1],σγ−1∂[ℓ1+1,ℓ2−1])
Z
σγ−1∂[ℓ1+1,ℓ2−1]
β,θ,γ,γ−1[ℓ1+1,ℓ2−1]
≤ e+βγ 4(δ∗+ζ1)µβ,θ,γ
(
1IWζ1,ζ4η (ℓ1+1,ℓ˜1,ℓ˜2,ℓ2−1)
∣∣Σδ∗∂[ℓ1+1,ℓ2−1]) (mδ∗∂[ℓ1+1,ℓ2−1] = mη)
(4.81)
where m+ (m−) is the constant function on ∂+I or ∂−I with value mδ
∗
β (resp. Tm
δ∗
β ).
Notice that for any Λ such that γΛ ⊃ ∆Q
1
Zβ,θ,γ,Λ
∑
σΛ\γ−1[ℓ1+1,ℓ2−1]
e
−βH(σΛ\γ−1[ℓ1+1,ℓ2−1])1I{ηδ,ζ1 (ℓ1)=ηδ,ζ1 (ℓ2)=η}Z
σγ−1∂[ℓ1+1,ℓ2−1]
β,θ,γ,γ−1[ℓ1+1,ℓ2−1]
≤ µβ,γ,θ,Λ(1I{ηδ,ζ1 (ℓ1)=ηδ,ζ1 (ℓ2)=η}) ≤ 1.
(4.82)
Therefore, inserting (4.81) in (4.80) and taking the limit Λ ↑ ZZ we get
µβ,θ,γ
(
W˜ζ1,ζ4η (ℓ1, ℓ˜1, ℓ˜2, ℓ2)
)
≤ e βγ 4(ζ1+δ∗)µβ,θ,γ
(
Wζ1,ζ4η (ℓ1 + 1, ℓ˜1, ℓ˜2, ℓ2 − 1)
∣∣ Σδ∗∂[ℓ1+1,ℓ2−1]) (mδ∗∂[ℓ1 + 1, ℓ2 − 1] = mη). (4.83)
To continue, recalling (4.19) and writing mδ
∗
∂I = (m
δ∗
∂−I ,m
δ∗
∂+I), we set simply
Zβ,θ,γ,I
(
mδ
∗
∂−I = ms1 ,m
δ∗
∂+I = ms2
)
≡ Zms1 ,ms2I (4.84)
when (ms1 ,ms2) ∈ {m−, 0,m+}2 where m+ and m− are as above, and for ms1 = 0, we set in (4.19)
E(mδ
∗
I ,m
δ∗
∂−I) = 0 while for ms2 = 0 we set E(m
δ∗
I ,m
δ∗
∂+I) = 0. In a similar way, recalling (4.23), if F is
Σδ
∗
I –measurable we set
Z
ms1 ,ms2
I (F )
Z
ms1 ,ms2
I
≡
∑
mδ
∗
I
∈Mδ∗ (I) F (m
δ∗
I )e
− βγ
{
F̂(mδ∗I |mδ
∗
∂−I
=ms1m
δ∗
∂+I
=ms2)+γG(mδ
∗
I )+γV (m
δ∗
I )
}
Z
ms1 ,ms2
I
. (4.85)
Using the fact that ηδ,ζ(ℓ˜1) = η
δ,ζ(ℓ˜1 − 1) and ηδ,ζ(ℓ˜2 + 1) = ηδ,ζ(ℓ˜2) we can decouple the contribution
coming from the interval [ℓ˜1 − 1, ℓ˜2 + 1] and restrict the configuration in the denominator in a suitable way
to get
µβ,θ,γ
(
Wζ1,ζ4η (ℓ1 + 1, ℓ˜1, ℓ˜2, ℓ2 − 1)
∣∣ Σδ∗∂[ℓ1+1,ℓ2−1]) (mδ∗∂[ℓ1 + 1, ℓ2 − 1] = mη)
≤ e βγ 8ζ1
Z
mη,m−η
[ℓ1+1,ℓ˜1−1](η
δ,ζ1(ℓ1 + 1) = η)
Z
mη,mη
[ℓ1+1,ℓ˜1−1](η
δ,ζ1(ℓ1 + 1) = η)
Z0,0
[ℓ˜1,ℓ˜2]
(R(−η))
Z0,0
[ℓ˜1,ℓ˜2]
(R(η))
Z
m−η,mη
[ℓ˜2+1,ℓ2−1](η
δ,ζ1(ℓ2 − 1) = η)
Z
mη,mη
[ℓ˜2+1,ℓ2−1](η
δ,ζ1(ℓ2 − 1) = η)
.
(4.86)
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The first and the third ratio on the right hand side of (4.86) are easily estimated. Since 0 < ℓ1− ℓ˜1 ≤ R1,
0 < ℓ2 − ℓ˜2 ≤ R1 with R1 given by (4.69), using the rough estimate Lemma 4.6, it can be checked that on
ΩRE , uniformly over all intervals [ℓ1, ℓ˜1] ⊂ [−γ−p, γ−p], we have
Z
mη,m−η
[ℓ1+1,ℓ˜1−1](η
δ,ζ1(ℓ1 + 1) = η)
Z
mη,mη
[ℓ1+1,ℓ˜1−1](η
δ,ζ1(ℓ1 + 1) = η)
≤ e
β
γ (8(1+θ)R1
√
γ
δ∗
) e
− βγ infmδ∗
[ℓ1+1,ℓ˜1−1]
∈{ηδ,ζ1 (ℓ1+1)=η}
F˜(mδ∗
[ℓ1+1,ℓ˜1−1]
|mη,m−η)
e
− βγ F˜(T
1−η
2 mδ
∗
β,[ℓ1+1,ℓ˜1−1]
|mη,mη)
,
(4.87)
where F˜(·) is given in (4.26) and we have used the fact that since m˜δ∗β = −T˜mδ∗β the boundary terms, see
(4.27),
δ∗
2
∑
y∈Cδ∗ (∂[ℓ1+1,ℓ˜1−1])
[
m˜δ
∗
(y)
]2 ∑
x∈Cδ∗([ℓ1+1,ℓ˜1−1])
Jδ∗(x− y) (4.88)
cancel between the numerator and the denominator in (4.87).
It can be proved that
inf
1≤ℓ˜1−ℓ1≤R1
inf
mδ
∗
[ℓ1+1,ℓ˜1−1]
∈{ηδ,ζ1 (ℓ1+1)=η}
F˜(mδ∗
[ℓ1+1,ℓ˜1−1]|mη,m−η)− F˜(T
1−η
2 mδ
∗
β,[ℓ1+1,ℓ˜1−1]|mη,mη)
≥ F∗ − (4L0 + 2R1)(1 + θ)
(
δ∗ ∨
√
γ
δ∗
)
,
(4.89)
where F∗ is defined in (2.25) and L0 = 2α(β,θ) log δ
∗
γ with α(β, θ) as in (2.24). A similar argument can be
used for the third ratio in (4.86), and we get
Z
mη,m−η
[ℓ1+1,ℓ˜1−1](η
δ,ζ1(ℓ1 + 1) = η)
Z
mη,mη
[ℓ1+1,ℓ˜1−1](η
δ,ζ1(ℓ1 + 1) = η)
Z
m−η,m
η
[ℓ˜2+1,ℓ2−1](η
δ,ζ1(ℓ2 − 1) = η)
Z
mη,mη
[ℓ˜2+1,ℓ2−1](η
δ,ζ1(ℓ2 − 1) = η)
≤ e−βγ (2F∗−32(1+θ)(R1+L0)
√
γ
δ∗
). (4.90)
It remains to treat the second ratio in (4.86), that is
Z0,0
[ℓ˜1,ℓ˜2]
(R(−η))
Z0,0
[ℓ˜1,ℓ˜2]
(R(η)) ≡
∑
mδ
∗
I˜12
∈Mδ∗ (I˜12) 1I{R(−η)}e
−βγ
{
F̂(mδ∗
I˜12
|0)+γG(mδ∗
I˜12
)+γV (mδ
∗
I˜12
)
}
∑
mδ
∗
I˜12
∈Mδ∗ (I˜12) 1I{R(η)}e
− βγ
{
F̂(mδ∗
I˜12
|0)+γG(mδ∗
I˜12
)+γV (mδ
∗
I˜12
)
}
,
(4.91)
where F̂γ(mδ∗I˜12 |0) is as (4.24) for I = I˜12 = [ℓ˜1, ℓ˜2] but with the term E(m
δ∗
I ,m
δ∗
∂I) ≡ 0 and, recalling (2.13),
we have set TR(η) = R(−η) and 1I{R(−η)} ≡ 1I{R(−η)}(mδ∗I˜12).
Notice that if we flip hi to −hi, for all i, then λ(x) → −λ(x), B+(x) → B−(x) while |D(x)| does not
change. Therefore,
Z0,0
[ℓ˜1,ℓ˜2]
(R(−η))
Z0,0
[ℓ˜1,ℓ˜2]
(R(η)) (h) =
Z0,0
[ℓ˜1,ℓ˜2]
(R(η))
Z0,0
[ℓ˜1,ℓ˜2]
(R(−η)) (−h), (4.92)
which implies that log
Z0,0
[ℓ˜1,ℓ˜2]
(R(−η))
Z0,0
[ℓ˜1,ℓ˜2]
(R(η)) (h) is a symmetric random variable and in particular has mean zero.
Step 2: Extraction of the leading stochastic part.
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Recalling (2.29), we introduce
∆ηG(mδ∗
β,I˜12
) ≡ η
[
G(mδ∗
β,I˜12
)− G(Tmδ∗
β,I˜12
)
]
(4.93)
where mδ
∗
β,I˜12
was defined before (2.29). By definition, |mδ∗β −mβ | ≤ 8γ/δ∗ and taking d0 small enough (4.73)
implies |mδ∗β −mβ | ≤ 8γ/δ∗ ≤ ζ1. Thus, the block spin configuration constantly equal to mδ
∗
β (resp. Tm
δ∗
β )
is in Rδ,ζ4(+1), (resp Rδ,ζ4(−1)). Using the fact that the functional F̂ is left invariant by T , we write
Z0,0
[ℓ˜1,ℓ˜2]
(R(−η))
Z0,0
[ℓ˜1,ℓ˜2]
(R(η)) (h) ≡ e
β∆ηG(mδ∗
β,I˜12
)Z−η,0,δ,ζ4(I˜12)
Zη,0,δ,ζ4(I˜12)
(4.94)
where
Z−η,0,δ,ζ4(I˜12)
Zη,0,δ,ζ4(I˜12)
≡
∑
mδ
∗
I˜12
∈Mδ∗ (I˜12) 1I{Rδ,ζ4(η)}e
−βγ
{
F̂(mδ∗
I˜12
,0)+γ∆−η0 G(mδ
∗
I˜12
)+γV (Tmδ
∗
I˜12
)
}
∑
mδ
∗
I˜12
∈Mδ∗ (I˜12) 1I{Rδ,ζ4 (η)}e
− βγ
{
F̂(mδ∗
I˜12
,0)+γ∆η0G(mδ
∗
I˜12
)+γV (mδ
∗
I˜12
)
} (4.95)
with
∆η0G(mδ
∗
I˜12
) ≡
∑
x∈Cδ∗ (I˜12)
∆η0Ghx,mδ∗ (x) (4.96)
and, recalling (2.27),
∆η0Ghx,mδ∗ (x) = Gx,T 1−η2 mδ∗ (x)(λ(x)) − Gx,T 1−η2 mδ∗
β
(x)
(λ(x)) (4.97)
with T 0 equal to the identity.
Step 3: Control of the remaining stochastic part.
To estimate the last term in (4.94), we use Lemma 4.5. A control of the Lipschitz norm is needed. Since
it is rather involved to do it, we postpone the proof of the next Lemma to the end of the section.
Lemma 4.14 . Given β, θ that satisfy (2.17), there exist γ0 = γ0(β, θ) > 0, d0 = d0(β, θ) > 0, and
ζ0 = ζ0(β, θ) such that for all 0 < γ ≤ γ0, for all δ∗ > γ with γ/δ∗ ≤ d0, for all 0 < ζ4 < ζ0 that satisfy the
following condition
ζ4 ≥
(
5184(1 + c(βθ))2(
γ
δ∗
)1/2
)
∨
(
12
e3β
c(β, θ)
(δ∗)2
γ
)2
(4.98)
where c(βθ) is given in (4.57) and c(β, θ) is given in (4.105), then for all a > 0,
IP
[
max
I⊂∆Q
∗ max
I˜12⊂I
∣∣∣∣∣log Z−η,0,δ,ζ4(I˜12)Zη,0,δ,ζ4(I˜12)
∣∣∣∣∣ ≥ β 4a+ 12ζ4γ
]
≤ 2Q
ǫ
e−
u
ǫ
1− e−uǫ
(4.99)
where maxI⊂∆Q
∗ denote the maximum over the intervals I ⊆ ∆Q such that |I| = ǫγ−1 and u ≡ a
2β2
8ζ4c2(β,θ)
.
Step 4 Control of the leading stochastic part.
To estimate the first term in the right hand side of (4.94), we recall ∆ηG(mδ∗
β,I˜12
) = −η∑x∈Cδ∗ (I˜12)X(x)
where X(x) is defined in (2.32). Using Lemma 3.4, exponential Markov inequality, and the Levy inequality
we get
IP
[
max
I⊂J
∗ max
I˜12⊂I
∣∣γ ∑
x∈Cδ∗ (I)
X(x)
∣∣ ≥ 2s] ≤ 4Q
ǫ
e
− s
2
2ǫV 2
+ . (4.100)
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Then we collect (4.99), (4.100) and make the choice a = F∗/16, s = F∗/32. Using the hypothesis (4.72)
and the definition (4.69), choosing d0 small enough, we get 32(1+ θ)(R1+L0)
√
γ/δ∗+4δ∗ ≤ F∗/2. Taking
ζ0 small enough to have 28ζ4 ≤ F∗/8, we get
µβ,θ,γ
(W˜ζ1,ζ4η (ℓ1, ℓ˜1, ℓ˜2, ℓ2)) ≤ e− βγ (2F∗−32(1+θ)(R1+L0)√ γδ∗−4(ζ1+δ∗)−24ζ−4a−4s) ≤ e−βγF∗ (4.101)
with IP–probability at least
1− 3γ2 − 2Q
ǫ
e−
u
ǫ
1− e−uǫ
− 4Q
ǫ
e
− (F
∗)2
26ǫV 2+ , (4.102)
where
u ≡ (F
∗)2
211ζ4c2(β, θ)
. (4.103)
The unions in (4.76) involves at most R21ǫ
2Qγ−3 terms. This ends the proof of Proposition 4.13.
Proof of Theorem 4.3:
It is an immediate consequence of Theorem 4.11 and Proposition 4.13 assuming ζ0 small enough to have
u ≤ (F∗)2/(26V 2+).
Lemma 4.5 is the basic ingredient to prove Lemma 4.14. An estimate of Lipschitz norms is given in the
next lemma. Then an Ottaviani type inequality will be used to take care of the max in (4.99). We state
Lemma 4.15 for a general ζ since it will be used in Section 5 with a ζ different from ζ4.
Lemma 4.15 . Let β > 1, θ > 0 that satisfy (2.17). We take c(β) as in (4.57). There exist γ0 = γ0(β, θ) > 0,
d0(β, θ) > 0, and ζ0(β, θ) such that for all 0 < γ ≤ γ0, for all δ∗ > γ with γ/δ∗ < d0, and for all 0 < ζ ≤ ζ0,
that satisfy
ζ >
(
5184(1 + c(βθ))2(
γ
δ∗
)1/2
)
∨
(
12e3β
c(β, θ)
(δ∗)2
γ
)2
(4.104)
where c(βθ) is defined in (4.57) and
c(β, θ) = 257
(
1
(1− tanh(2βθ))2 +
1
1−mβ,1
)
+ e4βθ
1 + tanh(2βθ)
1− tanh(2βθ)e
257
(
1
(1−tanh(2βθ))2
+ 11−mβ,1
)
(4.105)
then ∥∥∥∥∥∂i log Z+,0,δ,ζ(I˜12)Z−,0,δ,ζ(I˜12)
∥∥∥∥∥
∞
≤
√
ζc(β, θ) + 12e3β
(δ∗)2
γ
≤ 2
√
ζc(β, θ) (4.106)
where
Z+,0,δ,ζ(I˜12)
Z−,0,δ,ζ (I˜12)
is defined as in (4.95) with ζ4 replaced by ζ
The proof of Lemma 4.15 is done similarly to the corresponding estimates in Section 4 of [13]. The main
differences is that the explicit form of ∆η0G in (4.95) is not the same, and we use the cluster expansion
method to estimate the Lipschitz factors coming from V (mδ
∗
I˜12
). Since we did not see a simple way to modify
the proof given in [13] we prefer to start from the very beginning of the computations .
Given i ∈ γ−1I˜12, let x(i) = [γi/δ∗] be the index of the block of length δ∗ that contains γi, and let
u(i) = [x(i)δ∗/δ] be the index of the block of length δ that contains x(i).
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Let us denote
Cδ/δ∗(u(i)) ≡ Cδ/δ∗(i) ≡
{
x ∈ ZZ,
[
x(i)δ∗
δ
]
δ
δ∗
< x ≤
[
x(i)δ∗
δ
]
δ
δ∗
+
δ
δ∗
}
(4.107)
i.e., the set of indices of those blocks of length δ∗ that are inside the block of length δ indexed by u(i).
Given a sample of h, let us denote h(i) the configuration h
(i)
j = hj for j 6= i, h(i)i = −hi. To simplify the
notations, we do not write explicitly the δ, ζ dependence of Z±,0,δ,ζ and we write the Lipschitz factors as
∂i log
Z+,0,δ,ζ
Z−,0,δ,ζ
= log
Z+,0(I˜12)(h)
Z+,0(I˜12)(h(i))
− log Z−,0(I˜12)(h)
Z−,0(I˜12)(h(i))
(4.108)
To continue we need a simple observation: if
∑
x∈Cδ/δ∗ (i) ‖mδ
∗
(x)−mβ‖1 ≤ δδ∗ ζ, then, given g1(ζ) decreasing
such that limζ↓0 g1(ζ) = 0 but ζg1(ζ) < 1, and if ζ ≤ 1, we have∑
x∈Cδ/δ∗(i)
1I{‖mδ∗ (x)−mβ‖1≤g1(ζ)} ≥
δ
δ∗
(1− ζ
g1(ζ)
). (4.109)
This suggests to make a partition of Cδ/δ∗(i) into two sets,
K(mδ∗) ≡
{
x ∈ Cδ/δ∗(i) : ‖mδ
∗
(x) −mβ‖1 ≤ g1(ζ)
}
. (4.110)
and B(mδ∗) = Cδ/δ∗(i) \ K(mδ∗). Let ℓ(i) = [iγ], for all mδ∗ ≡ mδ∗ℓ(i) we write
1I{ηδ,ζ(ℓ(i))=1}(m
δ∗) =
∑
X⊂Cδ/δ∗ (i)
1I{K=X}(mδ
∗
)1I{B=Xc}(mδ
∗
)1I{ηδ,ζ(ℓ(i))=1}(m
δ∗) (4.111)
where the sum is over all the subsets of Cδ/δ∗(i) and Xc ≡ Cδ/δ∗(i) \ X . It follows from (4.109) that
ηδ,ζ(ℓ(i)) = 1 and |X | ≤ δδ∗ (1 − ζg1(ζ) ) are incompatible. Therefore we can impose that |X | ≥ δδ∗ (1 −
ζ
g1(ζ)
)
in (4.111). Let
N (ζ) =
∑
X⊂Cδ/δ∗ (i)
1I{|X|≥ δ
δ∗
(1− ζ
g1(ζ)
)} =
δ
δ∗∑
k= δ
δ∗
(1− ζ
g1(ζ)
)
( δ
δ∗
k
)
, (4.112)
and notice that (4.108) is the same as
log
Z+,0(I˜12)(h)
N (ζ) 12Z+,0(I˜12)(h(i))
− log Z−,0(I˜12)(h)N (ζ) 12Z−,0(I˜12)(h(i))
. (4.113)
The two terms are estimated in the same way. We consider the first one. It is easy to see that, with
self–explanatory notation,
Z+,0(I˜12)(h)
N (ζ) 12Z+,0(I˜12)(h(i))
=
1
N (ζ) 12 Q+
[
e
β
γ
(
γ∆+0 Ghx(i)−γ∆+0 Gh
(i)
x(i)
)
e
β
γ
(
γV (I˜12,h)−γV (I˜12,h(i))
)]
, (4.114)
where Q is the probability measure
Q+[Ψ] =
∑
mδ∗ (I˜12)∈Mδ∗ (I˜12)Ψ(m
δ∗)1I{R(+)}e
−βγ
{
F̂(mδ∗
I˜12
,0)+γ∆+0 Gh
(i)
(mδ
∗
I˜12
)+γV (mδ
∗
I˜12
,h(i))
}
∑
mδ∗ (I˜12)∈Mδ∗ (I12) 1I{R(+)}e
− βγ
{
F̂(mδ∗
I˜12
,0)+γ∆+0 Gh
(i)
(mδ
∗
I˜12
)+γV (mδ
∗
I˜12
,h(i))
} . (4.115)
19/november/2018; 6:53 44
Applying Schwartz inequality to (4.114) we obtain
Z+,0(I˜12)(h)
N (ζ) 12Z+,0(I˜12)(h(i))
≤
(
1
N (ζ)Q+
[
e
β
γ 2
(
γ∆+0 Ghx(i)−γ∆+0 Gh
(i)
x(i)
)]) 1
2 (
Q+
[
e
β
γ 2(γV (I˜12,h)−γV (I˜12,h(i)))
]) 1
2
.
(4.116)
The last term on the right hand side of (4.116), can be immediately estimated through Lemma 4.7, and
we obtain ∣∣∣∣12 logQ+ [e βγ 2(γV (I˜12,h)−γV (I˜12,h(i)))]
∣∣∣∣ ≤ 6e3β (δ∗)2γ . (4.117)
The needed estimates for the first term in the right hand side of (4.116) are summarized in the next Lemma
Lemma 4.16 . Let ζ and g1(ζ) be the quantities defined before (4.109). For all β, θ that satisfy (2.17),
there exist ζ0(βθ) and d0(βθ) such that for all 0 < ζ ≤ ζ0(βθ), for all γ/δ∗ ≤ d0(β, θ), for all increasing
g0(n) such that limn↑∞ g0(n) =∞ but g0(n)/n is decreasing with limn↑∞ g0(n)/n = 0 we have that∣∣∣∣12 log 1N (ζ)Q+
[
e
β
γ 2
(
γ∆0Ghx(i)−γ∆0Gh
(i)
x(i)
)]∣∣∣∣ ≤ f1(ζ) + ζg1(ζ)e|f2−f1(ζ)| (4.118)
where
f1(ζ) ≤ ‖h− h(i)‖256g1(ζ)
(
1
(1− tanh(2βθ))2 +
1
1−mβ,1
)
+
72
g0(δ∗γ−1/2)
+
(
2γ
δ∗
)1/4
4c(βθ) (4.119)
with c(βθ) given in (4.57) and
f2 ≡ f2(β, θ) ≤ ‖h− h(i)‖
(
log
1 + tanh(2βθ)
1− tanh(2βθ) + 4βθ
)
. (4.120)
Proof: We insert (4.111) within the [.] in the left hand side of (4.118). Then, see (4.56) in [13], it can be
checked that if we have an estimate of the form∣∣∣∆+0 Ghx(i) −∆+0 Gh(i)x(i)∣∣∣ ≤ f1(ζ)1I{x(i)∈K} + f21I{x(i)∈B}. (4.121)
From (4.112) we then get∣∣∣∣log 1N (ζ)Q+
[
e
β
γ 2
(
γ∆+0 Ghx(i)−γ∆+0 Gh
(i)
x(i)
)]∣∣∣∣ ≤ f1(ζ) + ζg1(ζ)e|f2−f1(ζ)|. (4.122)
To get (4.121) with f1(ζ) that satisfies (4.119) and f2 that satisfies (4.120), we recall (4.41) and denote
Gx,mδ∗ (x)(λ(x)) ≡ −
1
β
logLδ
∗
x,mδ
∗
3+λ(x)
2
(x)
(λ(x)2βθ,D(x)), (4.123)
so that
β
(
∆+0 Ghx(i) −∆+0 Gh
(i)
x(i)
)
=− log
Lδ
∗
x(i),mδ
∗
3+λ(x(i))
2
(x(i))
(λ(x(i))2βθ,D(x(i)))
Lδ
∗
x(i),mδ
∗
3+λ(i)(x(i))
2
(x(i))
(λ(i)(x(i))2βθ,D(i)(x(i)))
+ log
Lδ
∗
x(i),mδ
∗
β,
3+λ(x(i))
2
(x(i))
(λ(x(i))2βθ,D(x(i)))
Lδ
∗
x(i),mδ
∗
β,
3+λ(i)(x(i))
2
(x(i))
(λ(i)(x(i))2βθ,D(i)(x(i)))
,
(4.124)
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where λ(i)(x(i)) and D(i)(x(i)) are the respective images of λ(x(i)) and D(x(i)) by the map h→ h(i).
The first case to consider is when λ(i)(x(i)) = −λ(x(i)), in which case |D(x(i))| = |D(i)(x(i))| = 1 and,
using (4.41), it can be checked that
β
(
∆+0 Ghx(i) −∆+0 Gh
(i)
x(i)
)
= log
1 + λ(x)mδ
∗
3+λ(x(i))
2
(x(i)) tanh(λ(x(i))2βθ)
1 + λ(x)mδ
∗
β,
3+λ(x(i))
2
(x(i)) tanh(λ(x(i))2βθ)
1− λ(x)mδ∗
β,
3−λ(x(i))
2
(x(i)) tanh(−λ(x(i))2βθ)
1− λ(x)mδ∗3−λ(x(i))
2
(x(i)) tanh(−λ(x(i))2βθ)
(4.125)
Now if ζ0 is chosen in such a way that g1(ζ) ≤ (1−tanh(2βθ))/2, noticing that (2.17) implies 0 < tanh(2βθ) <
1 when 1 < β <∞, a simple computation gives that ||mδ∗(x(i))−mδ∗β ||1 ≤ g1(ζ) implies
∣∣∣β(∆+0 Ghx(i) −∆+0 Gh(i)x(i))∣∣∣ ≤ 4||mδ∗(x(i)) −mδ∗β ||11− tanh(2βθ) ≤ 4g1(ζ)1− tanh(2βθ) (4.126)
while without condition on ||mδ∗(x(i))−mδ∗β ||1 we have∣∣∣β(∆+0 Ghx(i) −∆+0 Gh(i)x(i))∣∣∣ ≤ log 1 + tanh(2βθ)1− tanh(2βθ) (4.127)
therefore (4.119) and (4.120) are satisfied in this particular case.
The other case to study is when λ(i)(x(i)) = λ(x(i)) and therefore
∣∣|D(x(i))| − |D(i)(x(i))|∣∣ = 1.
If x(i) ∈ B, recalling (4.122), we do not need a very accurate estimate for the terms in (4.124). Recalling
(4.41), it is not difficult to see that each term in term in the right hand side of (4.124) is bounded by 2βθ,
so we get
β
∣∣∣∆+0 Ghx(i) −∆+0 Gh(i)x(i)∣∣∣ ≤ 4βθ (4.128)
therefore collecting (4.127) and (4.128), we have proven (4.120).
It remains to consider the case where x(i) ∈ K. Recalling (4.121) and (4.122) this will give us the term
f1(ζ). Here we want use the explicit form of Gx,mδ∗ given in Proposition 4.8. To check that (4.42) is satisfied,
let us first note that since g1(x) and g0(x)/x are decreasing, limx↓0 g1(x) = 0 and limn↑∞ g0(n)/n = 0, if we
choose ζ0 = ζ0(β, θ) such that
g1(ζ0) +
ζ0g0(4/ζ0)
4
∨ 16(ζ0/4)
1/4βθ
1− tanh(2βθ) ≤ 1−mβ,1 (4.129)
and then we choose d0 such that γ(δ
∗)−1 < d0 and (4.104) implies ζ > 8γ(δ∗)−1, we get
g1(ζ) +
g0(δ
∗γ−1/2)
δ∗γ−1/2
∨ 16(2γ/δ
∗)1/4βθ
1− tanh(2βθ) ≤ 1−mβ,1 (4.130)
which implies that on K(mδ∗) and on the set {supx∈Cδ∗(I)p(x) ≤ (2γ/δ∗)1/4}, we have (4.42).
Remark 4.17 . The fact that it is enough to have accurate estimates only in the Gaussian case comes from
the previous sentence together with (4.121), (4.122) and (4.128).
To estimate (4.124), we first notice that the contribution to β
∣∣∣∆+0 Ghx(i) −∆+0 Gh(i)x(i)∣∣∣ coming from the terms
that correspond to (4.45) is bounded by
72
g0(δ∗γ−1/2)
+
(
2γ
δ∗
)1/4
4c(βθ) (4.131))
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with c(βθ) the positive constant given in (4.57). The terms in (4.124) that come from
−|D(x)|
[
log cosh(2βθ) + log
(
1 + λ(x)mδ
∗
3+λ(x)
2
(x) tanh(2βθ)
)]
(4.132)
in (4.43) give a contribution that is bounded by
8g1(ζ)
1− tanh(2βθ) (4.133)
when ||mδ∗(x(i))−mδ∗β ||1 ≤ g1(ζ). It remains to estimate the contribution to (4.124) of the terms that come
from
|D|ϕˆ(mδ∗3+λ(x)
2
(x), 2λ(x)βθ, p(x)) (4.134)
in (4.43). Unfortunately the estimate (4.44) is useless and we have to consider the explicit form of ϕˆ, see
(4.53). The contribution of ϕˆ in (4.124) can be bounded by
∫ p(x(i))∨p(i)
p(x(i))∧p(i)
∫ mδ∗3+λ(x)
2
(x)∨mδ∗3+λ(x)
2
,β
(x)
mδ
∗
3+λ(x)
2
(x)∧mδ∗
3+λ(x)
2
,β
(x)
∣∣∣∣∂2 [p|B|ϕˆ(m, 2λ(x)βθ, p)]∂m∂p
∣∣∣∣ dp dm. (4.135)
It is just a long task to compute the previous partial derivative, using (4.51), (4.54) and (4.57) and to check
that the following estimates are valid if ζ is such that g1(ζ) ≤ (1 − tanh(2βθ))/2
∂ν2
∂p
≤ 2
σ2m
,
∂ν2
∂m
=
1
σ2m
,∣∣∣∣ ∂2ν2∂p∂m
∣∣∣∣ ≤ 4σ2m , 0 < 1σ2m − 11−m2 ≤ pc(βθ)σ2m .
(4.136)
It is clear that unpleasant looking terms like (1 +m tanh(ν2 − ν1))−1 appear in the computations. Using
(4.58), the fact that we can assume that ζ0 = ζ0(β, θ) is small enough to get that if ζ ≤ ζ0 then ||m−mβ||1 ≤
g1(ζ) implies 1 − |m| ≥ (1 − mβ,1)/2. Then, assuming d0(β, θ) to be small enough in order to have that
γ/δ∗ ≤ d0(β, θ) implies 4βθ(γ/δ∗)1/4/(1−mβ,1) ≤ 1/2, we get
1 +m tanh(ν2 − ν1)) > 1− 4mβ,1βθp(x)
1−mβ,1 >
1
4
(4.137)
for all m and p that occur in the integral in (4.135). So, these terms do not present any problem. We get
∣∣∣∣∂2 [p|B|ϕˆ(m, 2λ(x)βθ, p)]∂m∂p
∣∣∣∣ ≤ |B|256( 1(1− tanh(2βθ))2 + 11−mβ,1
)
. (4.138)
Notice that ∫ p(x(i))∨p(i)
p(x(i))∧p(i)
∫ mδ∗3+λ(x)
2
(x)∨mδ∗3+λ(x)
2
,β
(x)
mδ
∗
3+λ(x)
2
(x)∧mδ∗
3+λ(x)
2
,β
(x)
dp dm ≤ ||mδ∗ −mδ∗β ||1
2
B
(4.139)
Thus, inserting (4.138) in (4.135), using (4.139) and then collecting (4.131) and (4.133) we get (4.119).
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Proof of Lemma 4.15 We recall (4.108), (4.113), and (4.116) and apply Lemma 4.16 and (4.117). The
presence of ζ in (4.119) and ζ/g1(ζ) in (4.118) suggests to take g1(ζ) =
√
ζ. The presence of (g0(δ
∗γ−1/2))−1
and (2γ/δ∗)1/4 in (4.119) suggests to choose g0(n) = n1/4. Thus, calling
c1 ≡ c1(β, θ) ≡ 256
(
1
(1− tanh(2βθ))2 +
1
1−mβ,1
)
(4.140)
and
c2 ≡ c2(β, θ) = e4βθ 1 + tanh(2βθ)
1− tanh(2βθ) (4.141)
we get that the left hand side of (4.118) is bounded by
√
ζ
(
c1 + c2e
√
ζc1+72(1+c(βθ))(
2γ
δ∗
)1/4
)
+ 72(1 + c(βθ))(
2γ
δ∗
)1/4 (4.142)
from which we get the first term on the right hand side of(4.106) with the c(β, θ) given in (4.105).
Proof of Lemma 4.14
Using Lemma 4.5 and Lemma 4.15, we get after a simple computation, for all a > 0, for all intervals
I˜12 = [ℓ˜1, ℓ˜2]
IP
[∣∣∣ log Z−η,0,δ,ζ4(I˜12)
Zη,0,δ,ζ4(I˜12)
∣∣∣ ≥ a
γ
]
≤ exp
(
− a
2
8γ|ℓ˜1 − ℓ˜2|ζc2(β, θ)
)
. (4.143)
To get (4.99), we need the following modification of the Ottaviani inequality done in [13], see Lemma
(5.8) there. Given an interval I˜ ⊂ I, calling Y (I˜) ≡ log Z−η,0,δ,ζ(I˜)
Zη,0,δ,ζ (I˜)
, then for all a > 0, for all ζ > 8γ(δ∗)−1,
we have
IP
[
max
I˜1,2⊂I
∣∣∣Y (I˜12)∣∣∣ ≥ β 4a+ 12ζ
γ
]
≤
IP
[
|Y (I)| ≥ β aγ
]
inf I˜12⊂I IP
[∣∣∣Y (I˜12)∣∣∣ ≤ β aγ ] . (4.144)
Then for all a > 0, setting x˜ = 4a+ 12ζ, we obtain
IP
[
max
I⊂∆Q
∗ max
I˜12⊂I
|Y (I˜12)| ≥ β x˜
γ
]
≤ 2Q
ǫ
IP
[
max
I˜12⊂Î[0,2]
|Y (I˜12)| ≥ β x˜
γ
]
, (4.145)
where Î[0,2] = [0, 2ǫγ
−1]. This implies (4.99) after a short computation.
5 Proof of Theorems
In this section we prove Theorems 2.1, 2.2, and 2.4. They will be derived from Proposition 5.2 stated and
proved below. We will use the following strictly positive finite quantities: κ(β, θ) that satisfies (2.20), F∗
defined in (2.25), V (β, θ) in (2.35), c(β, θ) in (4.105) and c(βθ) in (4.57). We denote
α(β, θ, ζ0) ≡ − log ∂gβ
∂m
(m˜β,θ − ζ0
2
, θ) > 0 (5.1)
where ζ0 = ζ0(β, θ) is a small quantity that satisfies requirements written before (6.17). Recalling (2.24), we
have α(β, θ) ≥ α(β, θ, ζ0). The results from Sections 3,4, and 6 require relations among various parameters.
For γ0, d0, ζ0 sufficiently small depending on β, θ as stated in Theorem 2.1, 0 < γ ≤ γ0, γ/δ∗ < d0 1 > δ >
δ∗ > 0, ζ0 > ζ4 > ζ1 > ζ5 > 8γ/δ∗, Q > 1, ǫ > 0, we assume that the following constraints are satisfied:
19/november/2018; 6:53 48
The C0 constraints:
128(1 + θ)
κ(β, θ)
2(5 + F∗)
F∗
√
γ
δ∗
< δζ31 , (5.2)
32
κ(β, θ)
ζ1 ≤ δζ34 (5.3)
(
5184(1 + c(βθ))2
√
γ
δ∗
)
∨
(
12
e3β
c(β, θ)
(δ∗)2
γ
)2
≤ ζ5 (5.4)
512(1 + θ)
κ(β, θ)α(β, θ, ζ0)
√
γ
δ∗
log
δ∗
γ
< δζ35 (5.5)
√
γ logQ ≤
√
6e3β
128
(5.6)
F∗
32(1 + θ)
√
δ∗γ ≤ ǫ (5.7)
Remark. The constraints (5.2), (5.3), (5.4), and (5.6) come from Theorem 4.3, where (5.4) was written for
ζ5 replaced by a larger value ζ1 ; now we impose the stronger restriction (5.4), as it will be needed later.
Notice that (5.7) and (5.2) imply that ǫγ−1 > 2R1. (5.5) comes from (6.33) in Corollary 6.5.
Remark 5.1 . Note that in (5.2) one can take δ = δ1, in (5.3) δ = δ4 and in (5.5) δ = δ5, with δ5 = n5δ
∗,
δ1 = n1δ5, and δ4 = n4δ
∗ for some positive integers that will diverge since δ∗ ↓ 0. This would allow δ4 to be
small without imposing as in Theorem 2.1 that it goes to zero. Since this would introduce new parameters
we have decided, for simplification, not to do it.
With the choice of parameters that satisfy the C0 constraints, we apply Theorem 4.3, Corollary 6.5 with
p = 2 + [(logQ)/(log(1/γ))], Lemma 3.15, and Corollary 3.2 with k = 5, to determine measurable sets
Ω4 = Ω4(γ, δ
∗,∆Q, ǫ, δ, ζ1, ζ4), ΩRE = ΩRE(γ, δ∗, p) ≡ ΩRE(γ, δ∗, Q), Ωǫ, and respctively P(5, ǫ, Q) such
that, calling Ω51 = Ω4 ∩ ΩRE ∩ P(5, ǫ, Q)c ∩ Ωǫ, we have
IP [Ω51] ≥ 1− 10e−
Q
10C1 − 5ǫ a16(2+a) −Q2ǫ a8+2a −Qe−
1
2ǫ3/4V 2(β,θ) − 7γ2, (5.8)
when δ∗γ < ǫ ≤ ǫ0(β, θ) and a > 0.
For ω ∈ P(5, ǫ, Q)c, the origin belongs to an unique elongation [α∗j0 , α∗j0+1] where j0 = −1 or 0, see (3.11)
and (3.13), moreover on this set, recalling (3.20), we have,
[
−ρ
γ
,
ρ
γ
]
⊂
[
ǫα∗j0
γ
,
ǫα∗j0+1
γ
]
⊂
[
−Q
γ
,
Q
γ
]
. (5.9)
We write, for η ∈ {−1,+1}
Ωη(ǫ,Q) ≡
{
ω ∈ P(5, ǫ, Q)c, sgn
[
ǫα∗j0
γ
,
ǫα∗j0+1
γ
]
= η
}
, (5.10)
For concreteness, we take j0 = 0 and we assume that this elongation is positive, that is, we are on Ω51 ∩
Ω+(ǫ,Q). We have the following result:
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Proposition 5.2 . If C0 holds and
8f1 + 4f2 + 4f3 + 32ζ
1−z
2
5 + 16ζ1 ≤
ǫ1/4
2
(5.11)
where
f1 = 10(1 + θ)
1
α(β, θ, ζ0)
√
γ
δ∗
log
δ∗
γ
, (5.12)
f2 = 8V (β, θ)
√
γ log
(
1
γ
)(
1
α(β, θ, ζ0)
log
(
δ∗
γ
)
+R1
)
(5.13)
with R1 =
4(5+F∗)
κ(β,θ)δζ31
,
f3 = 16(1 + θ)R1
√
γ
δ∗
, (5.14)
and 0 < z < 1/2, there exists Ω5 such that
IP [Ω5] ≥ 1− 8γ2 −
2 exp(− β226Qζz5 c2(β,θ))
1− exp(− β226Qζz5 c2(β,θ))
(5.15)
such that on Ω5 ∩ Ω51 ∩Ωη(ǫ,Q),
µωβ,θ,γ
(
∃ℓ ∈ [α
∗
0ǫ
γ
+
ρ
γ
+R1,
α∗1ǫ
γ
− ρ
γ
−R1], ηδ,ζ4(ℓ) 6= η
)
≤
≤
(
3Q
γ2
)5
e
−βγ
{
(
κ(β,θ)
4 δζ
3
4 )∧F∗
}
+ 28R21
(
2Q
γ
)5
e−
β
γ
ǫ1/4
5 exp
{
4Q
γ
e−
β
γ
ǫ1/4
5
}
.
(5.16)
where ρ ≡ ǫ 14(2+a) .
Remark Recalling (3.19) and Proposition 3.3 the interval J = [
α∗0ǫ
γ ,
α∗1ǫ
γ ] is random, its length being a finite
and positive random variable, of order γ−1. On the other hand when choosing the parameters ρ+ γR1 will
tend to zero.
Proof. We assume that η = +1, the case η = −1 being similar. To simplify notation we denote by
N1 =
1
γα
∗
0ǫ, N2 =
1
γα
∗
1ǫ, I = [N1+R1+
ρ
γ , N2−R1− ργ ], ηδ,ζ4(ℓ) = η(ℓ) and B(ℓ) = {σ : η(ℓ) 6= 1} Recalling
(4.4), we have that
µβ,θ,γ (∃ℓ ∈ I, η(ℓ) 6= 1)) ≤ µβ,θ,γ (Mδ∗(∆Q) \ A(∆Q)) +
∑
ℓ∈I
µβ,θ,γ (B(ℓ) ∩ A(∆Q)) , (5.17)
where we denote by A(∆Q)c the complement in Mδ∗(∆Q) of A(∆Q).
According to Theorem 4.3, for ω ∈ Ω51 ⊂ Ω4 we have
µβ,θ,γ (Mδ∗(∆Q) \ A(∆Q)) ≤
(
3Q
γ2
)5
e
−βγ
{(
κ(β,θ)
4 δζ
3
4
)
∧F∗
}
. (5.18)
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To estimate the other term in (5.17) we need to restrict the infinite volume Gibbs measure to a finite volume
one. We write
µβ,θ,γ (B(ℓ) ∩ A(∆Q))
≤
∑
η¯1,η¯2∈{−1,1}2
N1+R1∑
ℓ1=N1
N2∑
ℓ2=N2−R1
µβ,θ,γ
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2, B(ℓ) ∩ A(∆Q)
)
+ µβ,θ,γ
(
ηδ,ζ1(ℓ) = 0, ∀ℓ ∈ [N1, N1 +R1]
)
+ µβ,θ,γ
(
ηδ,ζ1(ℓ) = 0, ∀ℓ ∈ [N2 −R1, N2]
)
.
(5.19)
Using Theorem 4.11, with p = 2 + [(logQ)/(log γ−1)], on ΩRE ⊃ Ω51 we have
µβ,θ,γ
(∀ℓ ∈ [N1, N1 +R1], ηδ,ζ1(ℓ) = 0)+ µβ,θ,γ (∀ℓ ∈ [N2 −R1, N2], ηδ,ζ1(ℓ) = 0)
≤ 3
4Q5
γ10
e
−βγ
{(
κ(β,θ)
4 δζ
3
4
)
∧F∗
} (5.20)
where R1 =
4(5+F∗)
κ(β,θ)δζ31
and we have used the fact that our choice of p entails Qγ−1 ≤ γ−p ≤ Qγ−2 to replace
34γ−5p in (4.68) by 34Q5γ−10 in (5.20).
Recalling (4.17) and using that ηδ,ζ1(ℓ1) = η¯1 implies that on the left of ℓ1∣∣E(mδ∗γ−1(ℓ1−2,ℓ1−1](σ),mδ∗γ−1(ℓ1−1,ℓ1](σ′))− E(mδ∗γ−1(ℓ1−2,ℓ1−1](σ),mδ∗T 1−η¯2 β,γ−1(ℓ1−1,ℓ1])∣∣ ≤ ζ1 (5.21)
for σ′ such that ηδ,ζ1(ℓ1) = ηδ,ζ1(ℓ1)(σ′γ−1(ℓ1−1,ℓ1]) = η¯1 and similarly on the right of ℓ2, we get
µβ,θ,γ
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2, B(ℓ),A(∆Q)
)
≤ e βγ (4ζ1+δ∗)
Z0,0[ℓ1,ℓ2]
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2, B(ℓ),A([ℓ1, ℓ2])
)
Z0,0[ℓ1,ℓ2] (η
δ,ζ1(ℓ1) = η¯1, ηδ,ζ1(ℓ2) = η¯2)
.
(5.22)
To get an upper bound for (5.22), we restrict the denominator to profiles that we expect to be typical
for the Gibbs measure under the constraint ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2 given that we are inside a positive
elongation. Without the constraints, taking into account only the presence of a positive elongation, the
profiles we expect to be typical are of course ηδ,ζ4 = 1 for all ℓ ∈ [ℓ1, ℓ2], this is also the case for (η¯1, η¯2) =
(+1,+1). To take into account the cases (η¯1, η¯2) 6= (+1,+1), we leave intervals [ℓ1, ℓ1+L0] and/or [ℓ2−L0, ℓ2],
where L0 is a positive integer to be chosen later to allow the profiles to change from, say η
δ,ζ1(ℓ1) = η¯1 = −1
to ηδ,ζ1(ℓ1 + L0) = +1. We actually require the profiles to satisfy η
δ,ζ5(ℓ1 + L0) = +1, with ζ5 < ζ1 for a
reason that we explain later.
To proceed on this it is convenient to define: given N1 ≤ ℓ1 < ℓ2 ≤ N2 and η¯ ∈ {−1,+1}, for i = 1 and
i = 5
R˜i(η¯, ℓ1, ℓ2) =
{
mδ
∗
[ℓ1,ℓ2]
: ηδ,ζi(ℓ1) = η¯ = η
δ,ζi(ℓ2)
}
, (5.23)
E(+1, ℓ1, ℓ2, η¯1, η¯2) ≡

R˜1(+1, ℓ1, ℓ2) ∩ {ηδ,ζ5(ℓ1 + L0) = ηδ,ζ5(ℓ2 − L0) = +1} for η¯1 = −1 = η¯2;
R˜1(+1, ℓ1, ℓ2) ∩ {ηδ,ζ5(ℓ2 − L0) = +1} for η¯1 = 1, η¯2 = −1;
R˜1(+1, ℓ1, ℓ2) ∩ {ηδ,ζ5(ℓ1 + L0) = +1} for η¯1 = −1, η¯2 = 1,
(5.24)
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where the +1 on the left hand side is associated to the sign of the elongation, chosen here to be positive.
We then estimate the expression in (5.22) as in Section 4 (see (4.86)), to obtain
µβ,θ,γ
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2, B(ℓ),A(∆Q)
)
≤ e βγ 4(ζ1+ζ5+2δ∗)
Z0,0[ℓ1,ℓ2]
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2, B(ℓ),A([ℓ1, ℓ2])
)
Z0,0[ℓ1,ℓ2]
(E(+1, ℓ1, ℓ2, η¯1, η¯2)) ×
×
Z
0,m+
[ℓ1,ℓ1+L0−1]
(
ηδ,ζ1(ℓ1) = +1
)
Z
0,m+
[ℓ1,ℓ1+L0−1](η
δ,ζ1(ℓ1) = η¯1)
Z
m+,0
[ℓ2−L0+1,ℓ2]
(
ηδ,ζ1(ℓ2) = +1
)
Z
m+,0
[ℓ2−L0+1,ℓ2](η
δ,ζ1(ℓ2) = η¯2)
.
(5.25)
To apply Lemma 6.3 to the last two terms in (5.25), we take
L0 =
1
α(β, θ, ζ0)
log
δ∗
γ
≥ 1
α(β, θ)
log
δ∗
8γ
. (5.26)
Replacing the f11 of Lemma 6.3 by f1 defined in (5.12), since here
√
γ
δ∗ ≥ δ∗, we obtain
µβ,θ,γ
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2, B(ℓ),A
) ≤ e βγ 4(ζ1+ζ5+2δ∗)e βγ (F∗+2f1)[ 12 (|η¯1−1|+|η¯2−1|)]×
×
Z0,0[ℓ1,ℓ2]
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2, B(ℓ),A([ℓ1, ℓ2])
)
Z0,0[ℓ1,ℓ2]
(E(+1, ℓ1, ℓ2, η¯1, η¯2))
(5.27)
To treat the last term in (5.27), we make a partition of the set of profiles in A([ℓ1, ℓ2]) distinguishing the
profiles according to the number and the location of the changes of phases in [ℓ1, ℓ2].
A([ℓ1, ℓ2]) = ∪N¯n=0 ∪{A:|A|=n} A([ℓ1, ℓ2], A, n) (5.28)
where N¯ is the number of the ǫγ blocks in [ℓ1, ℓ2], i.e.,
N¯ =
[
|ℓ2 − ℓ1|γ
ǫ
]
=
[(
ǫ
γ
[α∗1 − α∗0]− 2R1
)
γ
ǫ
]
=
[
[α∗1 − α∗0]− 2
γ
ǫ
R1
]
(5.29)
[x] is the integer part of x, and the first equality follows from (5.7) that entails ǫ/γ > 2R1. Moreover in
(5.28), A ⊂
{
Q1
ǫ + 1,
Q1
ǫ + 2, . . . ,
Q2
ǫ − 2, Q2ǫ − 1
}
. The integer n represents the cardinality of the set A and
therefore the number of ǫγ blocks where, in each one of them, there is one and only one interval of length
2R1 in which only one change of phases occurs. Recall that in the definition of A([ℓ1, ℓ2]) cf. (4.1) the ri,
i = 1, .., N¯ indicate that in [ri
ǫ
γ , (ri +1)
ǫ
γ ] there is qi, such that in [qi −R1, qi+R1] there is only one change
of phases and there is no change in [ri
ǫ
γ , (ri + 1)
ǫ
γ ] \ [qi − R1, qi + R1]. The notation A([ℓ1, ℓ2], A, n) is
self-explanatory. When there is no ambiguity we denote A([ℓ1, ℓ2], A, n) ≡ A(A, n). Going back to (5.17),
taking into account (5.20), (5.27) and (5.28) on Ω51, we have that
µβ,θ,γ (∃ℓ ∈ I, η(ℓ) 6= 1) ≤ 2
(
3Q
γ2
)5
e
− βγ
{
(
κ(β,θ)
4 δζ
3
4 )∧F∗
}
+ e
4β(ζ1+ζ5+2δ
∗)
γ
N¯∑
n=0
Sn, (5.30)
where
Sn = e
β
γ
1
2 (|η¯1−1|+|η¯2−1|)(F
∗+2f1)×
∑
ℓ∈I
∑
η¯1,η¯2∈{−1,1}2
N1+R1∑
ℓ1=N1
N2∑
ℓ2=N2−R1
∑
A,|A|=n
Z0,0[ℓ1,ℓ2]
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2,A(A, n), B(ℓ)
)
Z0,0[ℓ1,ℓ2]
(E(+1, ℓ1, ℓ2, η¯1, η¯2)) .
(5.31)
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We must estimate Sn for any n, taking care of the probability subspaces on which we are working. At first
sight one could have thought that the presence of n–changes of phases would simplify the analysis, at least
for n large, due to the presence of terms proportional to exp(−nβγF∗). Unfortunately this is not the right
picture since we must control the local contributions of the magnetic field. For ∆′ ⊂ [α∗0, α∗1] we only know
that
∑
α∈∆′ χ(α) ≥ −2 (F∗ − f). The analysis is therefore more delicate, being summarized in Lemmas 5.3
and 5.4 below.
To complete the estimate of the expression in (5.30) we need to sum up the upper bounds of the Sn, cf.
Lemmas 5.3 and 5.4. For this we use the following inequalities that follow from Taylor formula: for all x > 0,
(1 + x)N −
l∑
k=0
(
N
k
)
xk ≤ (xN)
l+1
(l + 1)
e(N−l−1)x ≤ (xN)l+1eNx. (5.32)
Recall that N¯ ǫγ =
ǫ
γ [(ℓ2−ℓ1)γǫ ] ≤ (ℓ2−ℓ1) ≤ 2Qγ ; |I| ≤ 2Qγ . To simplify the computations, when necessary,
we take half of negative part in the exponential to compensate the positive part. We also use ζ
1−z
2
5 > ζ5.
Denote Ω5 = Ω51 ∩ Ω53, with Ω53 as in Lemma 5.3. After some easy however lengthy computations, using
(5.11), we see that on Ω5 ∩ Ω+(ǫ,Q),
µβ,θ,γ (∃ℓ ∈ I, η(ℓ) 6= 1) ≤ 2
(
3Q
γ2
)5
e
− βγ
{
(
κ(β,θ)
4 δζ
3
4 )∧F∗
}
+ 28|R1|2
(
2Q
γ
)5
e−
β
γ
ǫ1/4
5 e
{
4Q
γ e
−
β
γ
ǫ1/4
5
}
(5.33)
which is (5.16). (5.15) follows from (5.34) since IP [ΩRE ] ≥ 1− γ2. This ends the proof of Proposition 5.2 if
we assume Lemmas 5.3 and 5.4.
Lemma 5.3 . (n=0) For f1 given by (5.12) and f2 given by (5.13), for
1
2 > z > 0, there exists Ω53 with
IP [Ω53] ≥ 1− 4γ2 − 2e
− β2
8Qζz
5
c2(β,θ)
1− e−
β2
8Qζz
5
c2(β,θ)
(5.34)
such that on Ω+(ǫ,Q) ∩ Ω53 ∩ Ω51,
S0 ≤ R21|I|e
β
γ
(
4f1+f2
)
Ge−
β
γ ǫ
1/4
(5.35)
where
G = e
β
γ (4ζ5+2f1+16ζ
1−z
2
5 )
(
1 + e−
β
γ
κ(β,θ)
4 δζ
3
5
)
. (5.36)
Proof. In this case the profiles have no change of phases, therefore we must have η¯1 = η¯2. If η¯1 = η¯2 = +1
and we take |A| = 0 in (5.28), we have{
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2,A([ℓ1, ℓ2], A, 0), B(ℓ)
}
= ∅
and there is nothing to prove. So we consider the case η¯1 = η¯2 = −1. With this choice the set to estimate
in (5.31) is{
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2,A([ℓ1, ℓ2], A, 0), B(ℓ)
}
=
{
ηδ,ζ1(ℓ1) = η
δ,ζ1(ℓ2) = −1, ∀ℓ˜ ∈ [ℓ1 + 1, ℓ2 − 1], ηδ,ζ4(ℓ˜) = −1
}
≡ R1,4(−1, [ℓ1, ℓ2])
(5.37)
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To estimate the quotient of the two partition functions in (5.31), we need to extract the contribution of the
magnetic field as we did in the proof of Proposition 4.13, see (4.94). If, however, we proceed exactly as it
was done there, we should get ζ4 instead of ζ5 on the right hand side of (5.34). Since ζ4 is fixed and Q will
be large at the end, such an estimate would be useless. Therefore an extra step is needed. For η¯ = ±1,
ℓ′1 < ℓ
′
2 such that ℓ
′
1 − ℓ′2 > 4ℓ0 + 8, ℓ0 > 0 to be chosen later, let us denote
R5(η¯, [ℓ
′
1, ℓ
′
2]) =
{
mδ
∗
[ℓ′1,ℓ
′
2]
: ηδ,ζ5(ℓ) = η¯, ∀ℓ ∈ [ℓ′1, ℓ′2]
}
(5.38)
and
R1,4,5(−1, [ℓ1, ℓ2]) ≡ R1,4,5(−1, [ℓ1, ℓ2])(ℓ0) = R1,4(−1, [ℓ1, ℓ2]) ∩R5(−1, [ℓ1 + ℓ0, ℓ2 − ℓ0]). (5.39)
Then we write, see (5.31) and (5.37)
Z0,0[ℓ1,ℓ2](R1,4(−1, [ℓ1, ℓ2]))
Z0,0[ℓ1,ℓ2]
(E(+1, ℓ1, ℓ2,−1,−1))) =
Z0,0[ℓ1,ℓ2](R1,4,5(−1, [ℓ1, ℓ2]))
Z0,0[ℓ1,ℓ2]
(E(+1, ℓ1, ℓ2,−1,−1)) ×
Z0,0[ℓ1,ℓ2](R1,4(−1, [ℓ1, ℓ2]))
Z0,0[ℓ1,ℓ2](R1,4,5(−1, [ℓ1, ℓ2]))
. (5.40)
The choice of ℓ0 is related to the needed length to go from η
δ,ζ4(0) = η to ηδ,ζ5(l0) = η knowing that we are
within a run of ηδ,ζ4 = η. It is determined estimating the last term in (5.40) from which we start. Since
R1,4,5(−1, [ℓ1, ℓ2]) ⊂ R1,4(−1, [ℓ1, ℓ2]) we have
1 ≤
Z0,0[ℓ1,ℓ2](R1,4(−1, [ℓ1, ℓ2]))
Z0,0[ℓ1,ℓ2](R1,4,5(−1, [ℓ1, ℓ2]))
≤ 1 +
Z0,0[ℓ1,ℓ2](R1,4(−1, [ℓ1, ℓ2]) ∩ (R1,4,5(−1, [ℓ1, ℓ2]))c)
Z0,0[ℓ1,ℓ2](R1,4,5(−1, [ℓ1, ℓ2]))
(5.41)
From Corollary 6.5 it follows that on ΩRE ⊃ Ω51, if
δζ35 >
512(1 + θ)
κ(β, θ)α(β, θ, ζ0)
√
γ
δ∗
log
δ∗
γ
(5.42)
where α(β, θ, ζ0) is defined in (5.1), and ℓ0 is chosen
∗ as L0 defined in (5.26), then
Z0,0[ℓ1,ℓ2](R1,4(−1, [ℓ1, ℓ2]) ∩ (R1,4,5(−1, [ℓ1, ℓ2]))c)
Z0,0[ℓ1,ℓ2](R1,4,5(−1, [ℓ1, ℓ2]))
≤ e−βγ κ(β,θ)4 δζ35 , (5.43)
uniformly with respect to [N1, N2] ⊂ [−Qγ−1, Qγ−1], ℓ1 ∈ [N1, N1 + R1], and ℓ2 ∈ [N2 − R1, N2]. To treat
the first term in the right hand side of (5.40), recalling that, see (5.24),
E(+1, ℓ1, ℓ2,−1,−1) = R˜1(+1, [ℓ1, ℓ2]) ∩ R˜5(+1, [ℓ1 + L0, ℓ2 − L0])
we first split the interval [ℓ1, ℓ2] into three intervals [ℓ1, ℓ1 + L0 − 1], [ℓ1 + L0, ℓ2 − L0] and [ℓ2 − L0 + 1, ℓ2].
On the first and the last interval, we use a block spin representation, the rough estimate Lemma 4.6 with
p = 2 + [(logQ)/(log(1/γ))], and then the symmetry m → Tm of the block spin model. Thus, on ΩRE =
ΩRE(γ, δ
∗, Q) ⊃ Ω51, we get for the first term
Z
0,m−
[ℓ1,ℓ1+L0−1](η
δ,ζ1(ℓ1) = −1, ∀ℓ ∈ [ℓ1 + 1, ℓ1 + L0 − 1], ηδ,ζ4(ℓ) = −1)
Z
0,m+
[ℓ1,ℓ1+L0−1](η
δ,ζ1(ℓ1) = 1)
≤ e
β
γ 6(1+θ)
1
α(β,θ,ζ0)
(log
δ∗
γ )δ
∗∨
√
γ
δ∗ ≤ e βγ f1
(5.44)
∗ The L0 chosen in (5.26) is obtained setting d = 2 in Corollary 6.5.
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and in the very same way for the other term. Therefore, on ΩRE ⊃ Ω51, we have
Z0,0[ℓ1,ℓ2](R1,4,5(−1, [ℓ1, ℓ2])(L0))
Z0,0[ℓ1,ℓ2]
(E(+1, ℓ1, ℓ2,−1,−1))) ≤ e βγ 4ζ5e βγ 2f1
Z0,0[ℓ1+L0,ℓ2−L0](R5(−1, [ℓ1 + L0, ℓ2 − L0]))
Z0,0[ℓ1+L0,ℓ2−L0](R5(1, [ℓ1 + L0, ℓ2 − L0]))
= e−β∆G(m
δ∗
β,[ℓ1+L0,ℓ2−L0]
) Z−1,0([ℓ1 + L0, ℓ2 − L0])
Z+1,0,([ℓ1 + L0, ℓ2 − L0])
(5.45)
where ∆G(mδ∗β,[ℓ1+L0,ℓ2−L0]) =
∑
x∈Cδ∗ ([ℓ1+L0,ℓ2−L0])X(x) and the remaining term is defined in (3.35) with
R(η) replaced by R5(+, [ℓ1 + L0, ℓ2 − L0]). The equality in (5.45) is obtained by extracting the main
contribution of the random field as we did in (4.94).
To estimate the last term in (5.45), we use Proposition 4.14 and (4.144) with ζ = ζ5, a = ζ
1−z
2
5 , for some
0 < z < 1/2. Using (5.4), this entails that on a subset Ω54, with
IP [Ω54] ≥ 1− 2e
− β2
8Qζz
5
c2(β,θ)
1− e−
β2
8Qζz
5
c2(β,θ)
(5.46)
we have
max
[ℓ1,ℓ2]⊂[−Qγ−1,Qγ−1]
Z−1,0([ℓ1 + L0, ℓ2 − L0])
Z+1,0,([ℓ1 + L0, ℓ2 − L0]) ≤ e
β
γ 16ζ
1−z
2
5 (5.47)
Some care is necessary to estimate the contribution of the first factor of the r.h.s. of (5.45). By definition,
on Ω+(ǫ,Q), we have ∆+G(mδ∗β,[α∗0,α∗1 ]) ≥ 2F
∗ + f ≡ 2F∗ + ǫ1/4. However the random contribution we
extracted in (5.45) is merely ∆+G(mδ∗β,[ℓ1+L0,ℓ2−L0]), with ℓ1 ∈ [N1, N1 +R1], ℓ2 ∈ [N2 −R1, N2]. It is easy
to check that there exists a subset Ω55, that depends on (γ, δ
∗, Q) with IP [Ω55] ≥ 1− 8γ2, such that on Ω55,
uniformly with respect to [N1, N2] ⊂ [−Qγ−1, Qγ−1], and ℓ1 ∈ [N1, N1 +R1], ℓ2 ∈ [N2 −R1, N2], we have
e−β∆G(m
δ∗
β,[ℓ1+L0,ℓ2−L0]
) ≤ e− βγ
(
2F∗+ǫ1/4−f2
)
, (5.48)
where f2 is given in (5.13). Collecting (5.44), (5.45) and (5.47), on Ω
+(Q, f) ∩ΩRE ∩ Ω54 ∩Ω55, we have
Z0,0[ℓ1,ℓ2](R1,4,5(−1, [ℓ1, ℓ2]))
Z0,0[ℓ1,ℓ2]
(E(+1, ℓ1, ℓ2, η¯1, η¯2)) ≤ e+ βγ
(
4ζ5+2f1+16ζ
1−z
2
5
)
e−
β
γ
(
2F∗+ǫ1/4−f2
)
(5.49)
Now, collecting (5.40), (5.41), (5.43) and (5.49), and calling Ω53 = Ω54 ∩ Ω55, on Ω+(Q, f) ∩ Ω53 ∩ Ω51 we
have
Z0,0[ℓ1,ℓ2]
(
ηδ,ζ1(ℓ1) = η¯1, η
δ,ζ1(ℓ2) = η¯2,A([ℓ1, ℓ2], A, 0), B(ℓ)
)
Z0,0[ℓ1,ℓ2]
(E(+1, [ℓ1, ℓ2], η¯1, η¯2)) ≤ Ge− βγ
(
2F∗+ǫ1/4−f2
)
(5.50)
from which we get easily (5.35).
Lemma 5.4 . (n ≥ 1) On Ω(54) ∩ Ω51 ∩ Ω+(ǫ,Q) ∩Ωǫ, we have
S1 ≤ R21|I|[ℓ2 − ℓ1]e
β
γ (2f1+f2+f3+4ζ1)Ge−
β
γ ǫ
1/4
(5.51)
Sn ≤ R21|I|
(
N¯
n
)(
ǫ
γ
)n
en
β
γ (f3+4ζ1)G
n
2 e−
β
γ
n
2 ǫ
1/4
n even η¯1 = η¯2 = 1 (5.52)
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Sn ≤ R21|I|e
β
γ (4f1+2f2)
(
N¯
n
)(
ǫ
γ
)n
G
n
2+1en
β
γ (f3+4ζ1)e−
β
γ (ǫ
1/4[3−n]++n−22 ǫ1/4) n ≥ 2 η¯1 = η¯2 = −1 (5.53)
Sn ≤ R21|I|e
β
γ 2f1
(
N¯
n
)(
ǫ
γ
)n
en
β
γ [f3+4ζ1]G
n+1
2 e−
β
γ (
n−1
2 ǫ
1/4) n > 1 odd (5.54)
where f1 is defined in (5.12) f2 in (5.13), f3 in (5.14) and G in (5.36).
Proof. We prove explicitly the case n = 1. The n > 1 can be done similarly following the general
strategy outlined later. When n = 1 the magnetization profiles have only one change of phases and are
therefore compatible only with boundary conditions η¯1 6= η¯2. Suppose that η¯1 = −η¯2 = 1. The reverse
case is done similarly. Denote by r1 the index of the
ǫ
γ block in which the change of phases occurs. When
[r1
ǫ
γ −R1, (r1+1) ǫγ +R1)] ⊂ [N2−R1− ργ , ℓ2] we have
{
ηδ,ζ1(ℓ1) = 1, η
δ,ζ1(ℓ2) = −1,A[ℓ1,ℓ2](A, 1), B(ℓ)
}
= ∅
since ℓ ∈ [N1 + R1 + ργ , N2 − R1 − ργ ]. Therefore we may assume that [r1 ǫγ − R1, (r1 + 1) ǫγ + R1)] ⊂
[ℓ1, N2−R1− ργ ]. We split the interval [ℓ1, ℓ2] into three adjacent intervals [ℓ1, q1−R1], [q1−R1+1, q1+R1−1]
and [q1 + R1, ℓ2], assuming that the change of phases happens in the interval [q1 − R1, q1 + R1]. Recalling
Definition 4.1 in Section 4, one has ηδ,ζ1(ℓ˜) is equal to +1 for ℓ˜ = ℓ1 and for ℓ˜ = q1 − R1 while it is equal
to −1 for ℓ˜ = q1 + R1. We associate the interactions between the intervals to the middle interval. Suitably
restricting the denominator we get
Z0,0[ℓ1,ℓ2]
(
ηδ,ζ1(ℓ1) = +1, η
δ,ζ1(ℓ2) = −1,A[ℓ1,ℓ2](A, 1), B(ℓ)
)
Z0,0[ℓ1,ℓ2]
(R˜1(+1, ℓ1, ℓ2) ∩ {ηδ,ζ5(ℓ2 − L0) = +1}) ≤ e βγ 4ζ1×
Z0,0[ℓ1,q1−R1]
(
R1,4(+1, [ℓ1, q1 −R1])
)
Z0,0[ℓ1,q1−R1]
(R˜1(+1, ℓ1, q1 −R1)) ×
Z
m+,m−
[q1−R1+1,q1+R1−1]
Z
m+,m+
[q1−R1+1,q1+R1−1]
(R˜1(+1, q1 −R1 + 1, q1 +R1 − 1))×
Z0,0[q1+R1,ℓ2]
(
R1,4(−1, [q1 +R1, ℓ2])
)
Z0,0[q1+R1,ℓ2]
(R˜1(+1, q1 +R1, ℓ2) ∩ {ηδ,ζ5(ℓ2 − L0) = +1})
(5.55)
Since R1,4(+1, [ℓ1, q1 − R1]) ⊂ R˜1(+1, ℓ1, q1 − R1), see (5.37) and (5.23), the first ratio on the right hand
side of (5.55) is smaller than 1. The second ratio in (5.55) is treated in a similar way as in the proof of
Lemma 6.3. However, since the volume we are considering is [q1−R1+1, q1+R1− 1], the error terms that
come from the block spin approximation and the rough estimates, see Lemma 4.6, are e
β
γ f3 with f3 given
in (5.14). Therefore, on ΩRE ⊃ Ω51, uniformly with respect to the position of the change of phases in the
interval [−Qγ−1, Qγ−1], we have
Z
m+,m−
[q1−R1+1,q1+R1−1]
Z
m+,m+
[q1−R1+1,q1+R1−1]
(R˜1(+1, q1 −R1 + 1, q1 +R1 − 1)) ≤ e−βγ (F∗−f3) (5.56)
It remains to treat the last ratio in (5.55). We claim that on Ω54 ∩ΩRE ⊃ Ω53, see just before (5.50), we
have
Z0,0[q1+R1,ℓ2]
(
R1,4(−1, [q1 +R1, ℓ2])
)
Z0,0[q1+R1,ℓ2]
(R˜1(+1, q1 +R1, ℓ2) ∩ {ηδ,ζ5(ℓ2 − L0) = +1})
≤ e βγ 4ζ5e βγ 2f1e βγ 16ζ
1−z
2
5 (1 + e−
β
γ
κ(β,θ)
4 δζ
3
5 )e−β∆G(m
δ∗
β,[q1+R1+L0+1,ℓ2−L0−1]
) = Ge−β∆
+G(mδ∗β,[q1+R1+L0+1,ℓ2−L0−1])
(5.57)
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where G is defined in (5.36).
Let us explain where those terms come from: We have written the ratio on the left hand side of (5.57) as
a product of two ratios in the very same way as in (5.40). The second ratio gives the term (1+ e−
β
γ
κ(β,θ)
4 δζ
3
5 )
as in (5.41) and (5.43), and this occurs on ΩRE . The first ratio was treated by first splitting the volume
[q1 +R1, ℓ2] in three intervals [q1 +R1, q1 +R1 +L0], [q1 +R1 +L0+ 1, ℓ2−L0 − 1], and [ℓ2 −L0, ℓ2]. The
first and the last intervals give us the term exp(βγ 2f1) that comes from the rough estimates, and therefore
occurs on ΩRE . There is also a term exp(
β
γ 4ζ5) that comes from the interactions between the intervals. We
remain with a term similar to the left hand side of (5.45) but in the volume [q1+R1+L0+1, ℓ2−L0− 1]. It
give us the term exp(βγ 16ζ
1−z
2
5 ) and the last term in (5.57) and this occurs on Ω54. Collecting (5.55), (5.56),
and (5.57), we have, on Ω51 ∩ Ω53
S1 ≤
N1+R1∑
ℓ1=N1
N2∑
ℓ2=N2−R1
∗∑
r1
r1+1
γ ǫ∑
q1=
r1
γ ǫ
ℓ2− ργ∑
ℓ=q1−R1
e
β
γ (F∗+2f1)e−
β
γ (F∗−f3)e
β
γ 4ζ1×
×Ge−β∆+G(mδ
∗
β,[q1+R1+L0+1,ℓ2−L0−1]
)
≤ e βγ (2f1+f3+4ζ1)G
N1+R1∑
ℓ1=N1
N2∑
ℓ2=N2−R1
∗∑
r1
r1+1
γ ǫ∑
q1=
r1
γ ǫ
e−β∆
+G(mδ∗β,[q1+R1+L0+1,ℓ2−L0−1]).
(5.58)
By
∑∗
r1
we denote the sum over blocks of length ǫγ contained in the interval [ℓ1, N2 − R1 − ργ ], so that∑∗
r1
1 ≤ [ℓ2 − ℓ1]γǫ ≤ 2Qǫ . The contribution of the magnetic field in (5.58) is estimated using Lemma 3.15
and therefore occurs on Ωǫ. By definition, for any value under consideration of q1 ∈ [ r1γ ǫ, r1+1γ ǫ] and r1, we
in fact have that
∆G(mδ∗β,[q1+R1+L0+1,ℓ2−L0−1]) =
∑
x∈Cδ∗ ([q1+R1+L0+1,ℓ2−L0−1])
X(x)
=
1
γ
α∗1∑
α=
q1+R1+L0+1
ǫ γ
χ(α) −
∑
x∈Cδ∗(ℓ2−L0,N2)
X(x).
(5.59)
The point is that α∗1 is the end of a positive elongation, that is a maximum, and by construction |α∗1 −
q1+R1+L0+1
ǫ γ| ≥ ρǫ , recall ρ = ǫ
1
4(2+a) . Therefore recalling Lemma 3.15 on Ω+(Q, f) ∩Ωǫ ∩Ω53 we have
∆G(mδ∗β,[q1+R1+1,ℓ2]) ≥
1
γ
(
ǫ1/4 − f2
)
. (5.60)
This entails that on Ω51 ∩Ω53 ∩ Ω+(Q, f), see (5.58),
S1 ≤ R21|I|[ℓ2 − ℓ1]e
β
γ (2f1+f2+f3+4ζ1)Ge−
β
γ ǫ
1/4
. (5.61)
Remark: The fact that N2 = α
∗
1ǫ/γ is a maximum is crucial here. In the case η¯1 = −1, η¯2 = +1, it would be
essential that α∗0 is a minimum.
General strategy. The estimate of the terms with n > 1 in (5.30) is a simple modification of what we did
in the cases n = 0 and n = 1. Let us summarize the general strategy:
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a) Similarly to (5.55), if n changes occur we bound the ratio of two constrained partition functions by the
product of ratios over the n intervals [qi−R1, qi+R1] where the changes occur, a factor e
β
γ 4nζ1 and a product
of ratios over the intervals with no change of phases.
b) The contribution of a ratio corresponding to a change of phases is estimated by e
β
γ [F∗−f3] where f3 is
given in (5.14), as we did in (5.56). This holds on ΩRE since a rough estimate is used and therefore on Ω51.
c) The contribution of a ratio over an interval, say J , where there is no change of phases is bounded by
1 when the profile is ζ4-near mβ , that is for a run of η
δ,ζ4 = +1. If, instead, the profile gives a run of
ηδ,ζ4 = −1, as in (5.57), then the corresponding ratio is bounded from above by
e
β
γ (4ζ5+2f1+16ζ
1−z
2
5 )(1 + e−
β
γ
κ(β,θ)
4 δζ
3
5 )e−
β
γ∆G(mδ
∗
β,J ) = Ge−
β
γ∆G(mδ
∗
β,J ), (5.62)
on Ω51 ∩ Ω53.
d) The contribution of ∆G(mδ∗β,J ) in (5.62) depends whether J is between two consecutive changes of phases
or not, with J being located at an extreme of I. In the first case we use ∑α∈∆′ χ(α) ≥ − (2F∗ − f) ≡
− (2F∗ − ǫ1/4)) which holds on Ω+(ǫ,Q). In the second case, if the length of J is larger than ρǫ ≡ ǫ− 5+4a8+4a ,
we apply Lemma 3.15 as in (5.60), on Ωǫ. This gives ∆
+G(mδ∗β ,J ) ≥ γ[ǫ1/4 − f2]. Otherwise, we use the
fact that
inf
ℓ1≤t≤ℓ2
α∗1∑
α=t
χ(α) ≥ 0 inf
ℓ1≤t≤ℓ2
t∑
α=α∗0
χ(α) ≥ 0, (5.63)
since α∗1 is the location of a maximum and α
∗
0 the location of a minimum.
e) At least there are two factors in (5.51), (5.53), and (5.54) that come from
∑
r1,...rn
1 ≤
(
N¯
n
) ∑
q1,...qn
1 ≤
(
ǫ
γ
)n
. (5.64)
Proof of Theorem 2.1 The proof of Theorem 2.1 is a consequence of Proposition 5.2 and of the next
choice of parameters. Take g(·) satisfying the hypothesis of Theorem 2.1, i.e., g(x) is increasing, g(x) ≥ 1
diverges as x ↑ ∞, x−1g38(x) ≤ 1 and
x−1g38(x) ↓ 0, (5.65)
ǫ1/4 =
5
g( δ
∗
γ )
, (5.66)
Q = exp
(
log g( δ
∗
γ )
log log g( δ
∗
γ )
)
, (5.67)
ζ5 =
1
218c6(β, θ)
1
g3( δ
∗
γ )
, z =
1
3
, (5.68)
ζ1 =
1
160g( δ
∗
γ )
and δ =
1
5(g( δ
∗
γ ))
1/2
. (5.69)
First we have to check that the C0 constraints are satisfied if the parameters are chosen as above. (5.2) is
immediate from (5.69) and (5.65). (5.3) is just (2.43) with the choice in (5.69). (5.4) is just (2.44) with
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(5.68) and (5.65). (5.5) is immediate from (5.68) and (5.65). (5.6) is immediate from (5.67), (5.65), δ∗ < 1
and γ/δ < d0, by taking d0 small enough. (5.7) follows from (5.65) by taking γ0 and d0 small enough.
It is immediate to check that (5.11) holds and also that (5.16) implies (2.48) after easy simplifications. It
remains to check (2.45). Notice that (5.68) gives 26Qζz5 c
2(β, θ) = Q/g, and taking d0 small enough we have
e−β
2/(26Qζz5 c
2(β,θ)) ≤ e−β2√g. It is then easy to check that with our choice of Q the leading term in (5.8) is
5ǫ
a
16(2+a) from which we easily get (2.45).
We then set
I(ω) =
[
ǫα∗0
γ
+
ρ
γ
+R1,
ǫα∗1
γ
− ρ
γ
−R1
]
and τ(ω) = +1 if ω ∈ Ω+(ǫ,Q) ∩ Ω5 and τ(ω) = −1 if ω ∈ Ω−(ǫ,Q) ∩ Ω5. The estimates (2.46) and (2.47)
are immediate consequences of Proposition 3.3.
Proof of Theorem 2.4 Since the proof follows from arguments similar to the ones we already used, we will
sketch it. It is enough to consider two consecutive elongations
I0 =
[
α∗0ǫ
γ
+R1 +
ρ
γ
,
α∗1ǫ
γ
−R1 − ρ
γ
]
I1 =
[
α∗1ǫ
γ
+R1 +
ρ
γ
,
α∗2ǫ
γ
−R1 − ρ
γ
] (5.70)
with sgnI0 = +1 and sgnI1 = −1. The main point is to estimate µβ,θ,γ(C0,1) where
C01 ≡ Wc1
(
[
α∗1ǫ
γ
−R1 − ρ
γ
,
α∗1ǫ
γ
+R1 +
ρ
γ
], R2, ζ4
)
∩A(∆2Q) (5.71)
where W1 is defined in Definition 2.3. Using Theorem 4.11, we get
µβ,θ,γ[C01] ≤
∑
η¯1,η¯2∈{−1,+1}
ǫα∗
1
γ∑
ℓ1=
ǫα∗
1
γ −R1
ǫα∗
1
γ +R1∑
ℓ2=
ǫα∗
1
γ
µβ,θ,γ[C01 ∩ {ηδ,ζ1(ℓ1) = η¯1, ηδ,ζ1(ℓ2) = η¯2}] +
+ 34
(
2Q
γ2
)5
e−
β
γ ((
κ
4 δζ
3
4 )∧F∗)
(5.72)
where Q is defined in (5.67). To study µβ,θ,γ [C01 ∩ {ηδ,ζ1(ℓ1) = η¯1, ηδ,ζ1(ℓ2) = η¯2}], we decompose the event
in a way similar to (5.28). Consider first the case η¯1 = +1. To be able to use (5.52) where there is a
positive elongation, we need to have another ηδ,ζ1(ℓ) = +1 for ℓ on the left of
α∗1ǫ
γ − R1 − ργ instead of the
ηδ,ζ4(ℓ) = 1 that is present by Theorem 2.1. Using Theorem 4.11, we will find such an ℓ in the interval
[
α∗1ǫ
γ − 2R1 − ργ , α
∗
1ǫ
γ − R1 − ργ ], and we apply (5.52) in the interval [ℓ, ℓ1] ⊂ [α
∗
1ǫ
γ − 2R1 − ργ , α
∗
1ǫ
γ ]. As a
consequence, on Ω51 ∩Ω53, the Gibbs–probability to have an even number of changes of phases n ≥ 2 within
[
α∗1ǫ
γ − 2R1 − ργ , α
∗
1ǫ
γ −R1] is bounded from above by
56R21(
2Q
γ
)5e−
β
γ
ǫ1/4
4 e
{
Q
γ e
−
β
γ
ǫ1/4
4
}
. (5.73)
Consider now the case η¯1 = −1. Thus, within the interval [ ǫα
∗
1
γ − R1 − ργ , ǫα
∗
1
γ ] the profile makes an odd
number of changes of phases. When n > 1, we can apply (5.54) and we get that the contribution of these
terms is also bounded from above by (5.73).
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So, on the left of α∗1, there are two cases left from the previous analysis: no change of phases when η¯1 = +1
or a single change of phases when η¯1 = −1.
The same arguments apply on the right of α∗1 and therefore we can have at most one change of phases on
the left of α∗1 and at most one change of phases on its right. Now we show that to have simultaneously one
change of phases on the right of α∗1 and one on its left has a very small Gibbs–probability. It only remains
to consider the case η¯1 = −1, η¯2 = +1. Since ηδ,ζ4(α
∗
1ǫ
γ +R1 +
ρ
γ ) = −1 the profile in C01 makes two changes
of phases on the right of ℓ1 but since we are on A(∆2Q) this means that there exists an ℓ ∈ [ℓ1, α
∗
1ǫ
γ +R1+
ρ
γ ]
with ℓ− ℓ1 ≥ ǫ/γ such that ηδ,ζ1(ℓ) = +1. That is within the negative elongation that occurs on the left of
α∗1, we have η
δ,ζ1(ℓ2) = +1, η
δ,ζ1(ℓ) = +1. By using the very same argument as in (5.52), taking care that
here with the same notations as in (5.45), we will merely use
Z0,0[ℓ2+L0,ℓ−L0](R5(+1, [ℓ2 + L0, ℓ− L0]))
Z0,0[ℓ2+L0,ℓ−L0](R5(−1, [ℓ2 + L0, ℓ− L0]))
= e+β∆G(m
δ∗
β,[ℓ2+L0,ℓ−L0]
)Z+1,0([ℓ2 + L0, ℓ− L0])
Z−1,0([ℓ2 + L0, ℓ− L0]) , (5.74)
and since we are within a negative effective elongation we have
γ∆G(mδ∗β,[ℓ2+L0,ℓ−L0]) ≤ 2F∗ − ǫ1/4. (5.75)
As in (5.52), the 2F∗ cancels with the contributions of the two changes of phases and we get a contribution
which is bounded from above by (5.73).
Therefore we are left with the three cases η¯1 = −1, η¯2 = −1, η¯1 = +1, η¯2 = +1, and η¯1 = +1, η¯2 = −1
that belong to W1
(
[
α∗1ǫ
γ −R1 − ργ α
∗
1ǫ
γ +R1 +
ρ
γ ], R2, ζ4
)
. This ends the proof of Theorem 2.4.
6 Functional
In this section we prove some estimates needed in Section 5, based on results on a finite volume version of
the excess free energy functional, F(·), see (2.21). They are adaptation to our case from results in [16] and
[9]. More care is needed here, since the profiles belong to T ⊂ L∞(IR, [−1,+1])× L∞(IR, [−1,+1]) instead
of L∞(IR, [−1,+1]) and the norm involved, see (6.2), is stronger than the L∞ norm used in [16] and [9].
• I: Minimizers in finite volume
As in Section 2, Dδ denotes the partition of IR into the intervals ((ℓ − 1)δ, ℓδ], ℓ ∈ ZZ, for δ > 0 rational.
In particular, if δ = nδ′, n ∈ IN , then Dδ is coarser than Dδ′ . For r ∈ IR, we denote by Dδ(r) the interval
of Dδ that contains r. A function f(·) is Dδ–measurable if it is constant on each interval of Dδ. In terms of
the notation of Section 2, we have Dδ(r) = A˜δ([r/δ] + 1), where [x] denotes the integer part of x. We define
for m = (m1,m2) ∈ T , see (2.11),
mδi (r) =
1
δ
∫
Dδ(r)
mi(s)ds i = 1, 2. (6.1)
By definition, the functions mδi (·), i = 1, 2, are constant on each Dδ(r). Definition (2.41) is extended to
functions in T , and, with an abuse of notation, we denote ηδ,ζ(ℓ), ℓ ∈ IN ,
ηδ,ζ(ℓ) =

+1 if ∀u∈(ℓ−1,ℓ], 1δ
∫
Dδ(u) ds‖mδ
∗
(s)−mβ‖1 ≤ ζ;
−1 if ∀u∈(ℓ−1,ℓ], 1δ
∫
Dδ(u) ds‖mδ
∗
(s)− Tmβ‖1 ≤ ζ;
0 otherwise.
(6.2)
If mδ
∗
(x) = mδ
∗
(x, σ) for x ∈ Cδ∗(I), see Section 2 before (2.10), and we identify it with an element of
T , piecewise constant on each ((x − 1)δ∗, xδ∗], and take δ = kδ∗, then (6.2) coincides with (2.41). Given
L0 ∈ IN , δ > δ∗ > 0, ζ > 0 and η ∈ {−1,+1} we set
Vδ,ζ,L0(η) =
{
m = (m1,m2): (ηm1, ηm2) ∈M∞, ηδ,ζ(0) = −η, ηδ,ζ(L0) = η
}
, (6.3)
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where M∞ was defined in (2.22).
Lemma 6.1 . Let β > 1 and θ > 0 satisfy (2.17). There exist δ0 = δ0(β, θ) > 0, ζ0 = ζ0(β, θ) > 0 such
that for all 0 < δ ≤ δ0 and 0 < ζ ≤ ζ0, for all integers L0 ≥ 2α(β,θ) log 1/ζ, with λ(β, θ) given in (2.24) we
have
inf
m∈Vδ,ζ,L0(+1)
F(m) = F∗ = inf
m∈Vδ,ζ,L0(−1)
F(m), (6.4)
where F∗ is defined in (2.25). The infimum in the first (last) term of (6.4) is a minimum, attained at a
suitable translate of m¯ (Tm¯, respectively).
Lemma 6.1 follows from the variational result proven in [14] and recalled in Section 2, once we show that the
set Vδ,ζ,L0(+1) (Vδ,ζ,L0(−1)) contains a suitable translate of m¯ (Tm¯, respectively). Due to the T -invariance
of the functional F it suffices to check the first. This is easily obtained. Namely, from the exponential
decay properties of m¯, see (2.23), ‖m¯(r) − mβ‖1 ≤ ζ for r ≥ 1α(β,θ) log c/ζ and ‖m¯(r) − Tmβ‖1 ≤ ζ for
r ≤ − 1α(β,θ) log c/ζ. Taking into account the definition (6.3) we can take L0 ≥ 2α(β,θ) log c/ζ and find a
translate of m¯ in the set Vδ,ζ,L0(+1).
For any interval I ⊂ IR and m = (m1,m2) ∈ T , we denote by mI ≡ m1II the function that coincides with
m on I and vanishes outside I. We define
F0(mI) ≡
∫
I
(fβ,θ(m(r)) − fβ,θ(mβ)) dr + 1
4
∫
I
dr
∫
I
dr′J(r − r′)[m˜(r) − m˜(r′)]2, (6.5)
where fβ,θ is defined in (2.14) and m˜ =
m1+m2
2 . For a given m ∈ T , we denote
F(mI |m∂I) ≡ F0(mI) +
1
2
∫
I
dr
∫
Ic
dr′J(r − r′)[m˜(r) − m˜(r′)]2. (6.6)
Both functionals are positive and well defined for all I ⊂ IR, however they could be infinite if I is unbounded.
Observe that whenmI ≡ mβ (ormI ≡ Tmβ) then F0(mI) reaches its minimum value F0(mβ) = F0(Tmβ) =
0 in I. The same holds for F(mI |m∂I) when m∂I ≡ mβ (or m∂I ≡ Tmβ). When the boundary conditions
m∂I are different from mβ (or Tmβ) but are suitably close to them we will prove that the minimizer exists
and it decays exponentially fast to mβ (or Tmβ) with the distance from the boundaries of I. The value of
the functional at the minimizer will be, therefore, close to the null value. For all η ∈ {−1,+1}, we denote
M(ζ, δ, η) = {m = (m1,m2) ∈ T ; ηδ,ζ(ℓ) = η, ∀ℓ ∈ ZZ} , (6.7)
A(ζ, δ, η) = {m = (m1,m2) ∈ T ; η¯δ,ζ(ℓ) = η, ∀ℓ ∈ ZZ} , (6.8)
where ηδ,ζ(·) was defined in (6.2) and
η¯δ,ζ(ℓ) =
+1 if ∀u∈(ℓ−1,ℓ] ‖m
δ(u)−mβ‖1 ≤ ζ;
−1 if ∀u∈(ℓ−1,ℓ] ‖mδ(u)− Tmβ‖1 ≤ ζ;
0 otherwise.
(6.9)
Using ‖mδ(u) − mβ‖1 ≤ δ−1
∫
Dδ(u)
ds‖mδ∗(s) − mβ‖1, it is easy to see that M(ζ, δ, η) ⊂ A(ζ, δ, η). We
denote by MI(ζ, δ, η) = {m1II for m ∈M(ζ, δ, η)} and in a similar way AI(ζ, δ, η).
Theorem 6.2 . For (β, θ) that satisfies (2.17), there exists 0 < ζ0 = ζ0(β, θ) < 1 and, for 0 < ζ ≤ ζ0,
there exists δ0 = δ0(ζ) > 0, such that for any 0 < δ ≤ δ0, given a Dδ–measurable interval I and boundary
conditions m∂I ∈M∂I(ζ, δ,+1) there exists an unique ψ = (ψ1, ψ2) in MI(ζ, δ,+1) such that
inf
mI∈MI(ζ,δ,+)
F(mI |m∂I) = F(ψ|m∂I). (6.10)
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The minimizer ψ is a continuous function with uniformly bounded first derivative in the interior of I,
limr↑∂+I ψ(r) and limr↓∂−I ψ(r) exist, with the further property that
|ψ1(r) −mβ,1|+ |ψ2(r)−mβ,2| ≤ ζ ∀r ∈ I (6.11)
|ψ1(r) −mβ,1|+ |ψ2(r) −mβ,2| ≤ ζe−α(β,θ,ζ0)[2d(r,∂I)] ∀r ∈ I such that d(r, ∂I) ≥ 1
2
, (6.12)
where d(r, ∂I) denotes the distance from r, to the closure of ∂I, [·] refers to the integer part, and α(β, θ, ζ0)
is defined in (5.1).
Remark: An analogous result, changing mβ to Tmβ, holds for η = −1.
Proof: Since MI(ζ, δ, 1) ⊂ AI(ζ, δ, 1), we first prove that the infimum of F(·|m∂I) over AI(ζ, δ, 1), a priori
smaller than the one in (6.10), is reached at a unique ψ ∈ AI(ζ, δ, 1). Then we prove that ψ can be taken
continuous and that it verifies (6.11). This implies that ψ ∈ MI(ζ, δ, 1), and therefore (6.10) holds. The
proof that the minimizer of F(·|m∂I) over AI(ζ, δ, 1) exists is obtained dynamically. We study a system of
integral differential equations for which F(·|m∂I) is decreasing along its solutions:
∂m1
∂t
= −m1 + tanh{β (J ⋆ m˜+ θ + J ⋆ m˜∂I)};
∂m2
∂t
= −m2 + tanh{β (J ⋆ m˜− θ + J ⋆ m˜∂I)}.
(6.13)
Therefore the minimizers of F(·|m∂I) correspond to stationary solutions of(6.13), i.e:
ψ1 = tanh
{
β
(
J ⋆ ψ˜ + θ + J ⋆ m˜∂I
)}
;
ψ2 = tanh
{
β
(
J ⋆ ψ˜ − θ + J ⋆ m˜∂I
)}
.
(6.14)
This method has been already applied to characterize the minimum of the infinite volume functional (2.21),
see [14] and reference therein. To show (6.11) set ψ˜ = 12 (ψ1 + ψ2) so that, from (6.14),
ψ˜ =
1
2
tanh
{
β
(
J ⋆ ψ˜ + θ + J ⋆ m˜∂I
)}
+
1
2
tanh
{
β
(
J ⋆ ψ˜ − θ + J ⋆ m˜∂I
)}
. (6.15)
Since, see (2.16), gβ(s, θ) < s when s > m˜β and gβ(s, θ) > s when 0 ≤ s < m˜β , it is easy to see that for
0 < ζ ≤ m˜β there exists δ0(ζ) such that for δ ≤ δ0(ζ), |ψ˜(r) − m˜β| ≤ ζ2 for r ∈ I. (6.11) is then easily
derived, once we observe that
|ψ1(r) −mβ,1| = | tanhβ[J ⋆ (ψ˜ + m˜∂I)(r) + θ]− tanhβ[m˜β + θ]|
=
∣∣∣∣∫ 1
0
dsβ(1 − tanh2 β[sJ ⋆ (ψ˜ + m˜∂I)(r) + (1− s)m˜β + θ]
[
J ⋆ (ψ˜ + m˜∂I)(r) − m˜β
]∣∣∣∣ . (6.16)
Replacing m˜∂I by m˜
δ
∂I(r), we obtain
|ψ1(r) −mβ,1| ≤ β
[
1− tanh2 β{m˜β − ζ
2
− δ + θ}
] ∣∣∣(J ⋆ (ψ˜ + m˜δ∂I)(r) + δ − m˜β(J ⋆ 1II∪δI)(r)∣∣∣
≤ β
[
1− tanh2 β{m˜β − ζ
2
− δ + θ}
](
ζ
2
+ δ
)
.
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Doing something similar for the other component we obtain
|ψ1(r) −mβ,1|+ |ψ2(r)−mβ,2| ≤ e−α(β,θ,ζ+2δ)[ζ + 2δ],
where we set α(β, θ, ζ) = − log ∂gβ∂m (m˜β,θ − ζ2 , θ), gβ being defined in (2.16). By the smoothness of gβ, since
(2.18), there exists ζ0 = ζ0(β, θ) so that for ζ ≤ ζ0(β, θ) and δ small enough (depending on ζ) we have
e−α(ζ+2δ)[ζ + 2δ] ≤ ζ. To get (6.12) we first show that ψ˜ solution of (6.15) has the following property
|ψ˜(r) − m˜β| ≤ ζ
2
e−α(β,θ,ζ0)[2d(r,∂I)] if d(r, Ic) ≥ 1
2
, (6.17)
where [x] is the integer part of x. Since m˜β is a solution of (2.16), we have:∣∣∣ψ˜I(r) − m˜β∣∣∣ ≤ e−α(β,θ,ζ) ∣∣∣J ⋆ ψ˜I(r) − m˜β∣∣∣+ e−α(β,θ,ζ)J ⋆ |m˜∂I |(r), ∀r ∈ I. (6.18)
Notice that (J ⋆ |m˜∂I |)(r) = 0 for r ∈ I, d(r, ∂I) ≥ 12 and, since J(r) = 1I{|r|≤1/2}, if r is such that
d(r, ∂I) > N0/2 for some N0 ∈ IN , we have (J⋆N0 ⋆ |m∂I |)(r) = 0. Therefore, iterating (6.18) N0–times, for
r such that (N0 + 1)/2 ≥ d(r, ∂I) > N0/2, we see that∣∣∣ψ˜I(r) − m˜β∣∣∣ ≤ e−N0α(β,θ,ζ) ∣∣∣J˜ ⋆ ψI(r) − m˜β∣∣∣ ≤ e−N0α(β,θ,ζ) ζ
2
. (6.19)
Since e−α(β,θ,ζ) < 1 for ζ ≤ ζ0, we obtain (6.17). Since d(r, ∂I) ≥ 12 implies that (J ⋆ m˜∂I)(r) = 0, from
(6.16) and (6.17), and doing similarly for the other component, we obtain that
|ψ1(r) −mβ,1|+ |ψ2(r) −mβ,2| ≤ e−α(β,θ,ζ)ζe−α(β,θ,ζ0)[2d(r,∂I)] ≤ ζe−α(β,θ,ζ)[2d(r,∂I)]. (6.20)
• II: Surface tension.
Lemma 6.3 . Given (β, θ) that satisfies (2.17), there exist γ0 = γ0(β, θ) > 0, d0 = d0(β, θ) > 0, 1 > ζ0 =
ζ0(β, θ) > 0 such that for all 0 < γ ≤ γ0, all δ∗ > 0 with γ/δ∗ ≤ d0, and all positive integer p satisfying
(p+ 2)δ∗ log
1
γ
≤ 1
64
(6.21)
there exists ΩRE = ΩRE(γ, δ
∗, p) with IP [ΩRE ] ≥ 1 − γ2 such that for any ω ∈ ΩRE, any 1 > δ > δ∗ > 0,
and any ζ0 > ζ1 > 8γ/δ
∗, if L0 = dα(β,θ) log(
δ∗
8γ ) for some d ≥ 2 and α(β, θ) defined in (2.24), we then we
have, uniformly with respect to the choice of [ℓ1, ℓ1 + L0 − 1] and [ℓ2 − L0 + 1, ℓ2] inside [−γ−p, γ−p]:
Z
m+,0
[ℓ2−L0+1,ℓ2]
(
ηδ,ζ1(ℓ2) = +1
)
Z
m+,0
[ℓ2−L0+1,ℓ2](η
δ,ζ1(ℓ2) = η¯2)
Z
0,m+
[ℓ1,ℓ1+L0−1]
(
ηδ,ζ1(ℓ1) = +1
)
Z
0,m+
[ℓ1,ℓ1+L0−1](η
δ,ζ1(ℓ1) = η¯1)
≤ e βγ
(
F∗+f11
)[
1
2 (|η¯1−1|+|η¯2−1|)
]
, (6.22)
where F∗ is defined in (2.25) and
f11 ≡ 10(1 + θ)(δ∗ ∨
√
γ
δ∗
)d log
δ∗
8γ
. (6.23)
Proof: We start estimating
Z
0,m+
[ℓ1,L0−1]
(ηδ,ζ1 (ℓ1)=η¯1)
Z
0,m+
[ℓ1,L0−1]
(
ηδ,ζ1 (ℓ1)=+1
) from below. When η¯1 = +1, the previous quantity is
equal to 1 and there is nothing to prove. We then suppose that η¯1 = −1 and to simplify notation we set
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ℓ1 = 0. We perform a block spin transformation as in Section 4 and use Lemma 4.4. For the random terms
we use the rough estimate, Lemma 4.6, obtaining for ω ∈ ΩRE ,
Z
0,m+
[0,L0−1](η
δ,ζ1(0) = η¯1) ≥ e
− βγL0
(
δ∗+c γ
δ∗
log γ
δ∗
+4θ
√
γ
δ∗
)
e
−βγ
[
F˜(m̂δ∗[0,L0−1]|m
δ∗
∂[0,L0−1]
)
]
×
× e+
β
γ
[
δ∗
2
∑
y∈Cδ∗ (∂[0,L0−1])
[
m˜δ
∗
(y)
]2∑
x∈Cδ∗ ([0,L0−1])
Jδ∗ (x−y)
] (6.24)
wheremδ
∗
∂[0,L0−1] is the profile associated to the chosen boundary conditions, i.e.,m
δ∗
∂−[0,L0−1] = 0,m
δ∗
∂+[0,L0−1]
= mδ
∗
β and m̂
δ∗
[0,L0−1] ∈ M− ≡ Mδ∗([0, L0 − 1]) ∩ {ηδ,ζ1(0) = −1} will be suitable chosen in the following.
In a similar way, we estimate the denominator by
Z
0,m+
[0,L0−1]
(
ηδ,ζ1(0) = 1
) ≤ e βγL0(δ∗+4θ√ γδ∗ ) × e 1γ [L0 γδ∗ log δ∗γ ] × e βγ [L0c γδ∗ log δ∗γ ]×
× e−βγ
[
inf
{mδ
∗
∈M+}
F˜(mδ∗ |mδ∗
∂[0,L0−1]
)
]
×
× e+
β
γ
[
δ∗
2
∑
y∈Cδ∗ (∂[0,L0−1])
[
m˜δ
∗
(y)
]2∑
x∈Cδ∗ ([0,L0−1])
Jδ∗ (x−y)
]
.
(6.25)
The term e
1
γ [L0
γ
δ∗
log δ
∗
γ ] comes from counting the number of configurations of mδ
∗ ∈ Mδ∗([0, L0 − 1]). The
infimum in (6.25) is over the setM+ ≡Mδ∗([0, L0−1])∩
{
ηδ,ζ1(0) = 1
}
and it is attained on the configuration
{mδ∗(x) = mδ∗β , ∀x ∈ Cδ∗([0, L0 − 1])}, since the boundary conditions are at one side zero and at the other
side already equal to mδ
∗
β . We need only that ζ1 > 8γ/δ
∗ to be sure that ‖mδ∗β −mβ‖1 ≤ ζ1 entails that the
configuration constantly equal to mδ
∗
β belongs to M+. Taking in account (6.24), (6.25) we obtain
Z
0,m+
[0,L0−1](η
δ,ζ1(0) = η¯1)
Z
0,m+
[0,L0−1]
(
ηδ,ζ1(0) = +1
) ≥ e− βγ 12 |η¯1−1|[2L0(δ∗+(1+c) γδ∗ log δ∗γ +4θ√ γδ∗ )]
× e−βγ 12 |η¯1−1|
[
F˜(m̂δ∗[0,L0−1]|m
δ∗
∂[0,L0−1]
)−F˜(mδ∗β |mδ
∗
∂[0,L0−1]
)
]
.
(6.26)
The exponent in the last line of (6.26) can be written as[
F˜(m̂δ∗[0,L0−1]|mδ
∗
∂[0,L0−1])− F˜(mδ
∗
β |mδ
∗
∂[0,L0−1])
]
= F0(m̂δ∗[0,L0−1]) + [f(mβ)− f(mδ
∗
β )][L0 − 1]+
+
δ∗
2
∑
x∈Cδ∗([0,L0−1])
∑
y∈Cδ∗(∂[0,L0−1])
Jδ∗(x− y)
[
˜̂m
δ∗
(x)− m˜δ∗∂[0,L0−1](y)
]2
− δ
∗
2
∑
x∈Cδ∗([0,L0−1])
∑
y∈Cδ∗(∂[0,L0−1])
Jδ∗(x− y)
[
m˜δ
∗
β (x)− m˜δ
∗
∂[0,L0−1](y)
]2
(6.27)
where F0 is the functional defined in (6.5). We take ζ = 8 γδ∗ in Lemma 6.1, assuming that γ/δ∗ is smaller
that the ζ0 there, L0 =
d
α(β,θ) log
δ∗
8γ with d ≥ 2, and α(β, θ) defined in (2.24). Then, Lemma 6.1 says
that a suitable translate of m¯ belongs to Vδ,ζ,L0, see (6.3), provided and 0 < δ < δ0. By an abuse of
notation we always denote such translate by m¯. Since M− ⊂ Vδ,ζ,L0, we can choose m̂δ
∗ ∈ M− such that
‖m̂δ∗(r) − m¯(r)‖1 ≤ 8γ/δ∗ for all r ∈ [0, L0 − 1], where m¯ is the previous chosen minimizer. An easy
computation gives
|f(mβ)− f(mδ∗β )]|[L0 − 1] + |F0(m̂δ
∗
[0,L0−1])−F0(m¯[0,L0−1])| ≤ 8L0(1 + θ)
√
γ
δ∗
. (6.28)
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Since m̂δ
∗ ∈ Vδ,ζ,L0 and ζ = 8 γδ∗ , the difference of the last two sums in (6.27) is bounded from above by
64 γδ∗ <
√
γ
δ∗ and
γ
δ∗ is small enough. Since F0(m¯I) ≤ F∗ we obtain
Z
0,m+
[ℓ1,ℓ1+L0−1](η
δ,ζ1(ℓ1) = −1)
Z
0,m+
[ℓ1,ℓ1+L0−1]
(
ηδ,ζ1(ℓ1) = 1
) ≥ e−βγ [F∗+10(1+θ)(δ∗∨√ γδ∗ )L0)]. (6.29)
Repeating similar arguments for the term with η¯2 we end the proof.
• III: Shrinking of the typical profiles.
Theorem 6.4 . Given (β, θ) that satisfies (2.17), there exist 0 < γ0 = γ0(β, θ) < 1, 0 < d0 = d0(β, θ) < 1
and 0 < ζ0 = ζ0(β, θ) < 1, such that for all 0 < γ ≤ γ0, γ/δ∗ ≤ d0, for all p ∈ IN verifying the condition
(p+ 2)δ∗ log
1
γ
≤ 1
64
, (6.30)
there exists ΩRE = ΩRE(γ, δ
∗, p) with IP
[
ΩRE
] ≥ 1−γ2 such that for any ω ∈ ΩRE, η¯ ∈ {−1,+1}, ℓ0 ∈ IN ,
δ, ζ4, ζ5 with 1 > δ > δ
∗ > 0, and any ζ0 ≥ ζ4 > ζ1 > ζ5 ≥ 8γ/δ∗, we have
sup
∆L⊂[−γ−p,γ−p]
µβ,θ,γ
(
R1,4(η¯, [ℓ1, ℓ2]) ∩ (R1,4,5(η¯, [ℓ1, ℓ2])(ℓ0))c
)
≤ 2
γp
e
−βγ
{
κ(β,θ)
2 δζ
3
5−2ζ4e−α(β,θ,ζ0)[2ℓ0]−12(1+θ)(4ℓ0+10)[δ∗∨
√
γ
δ∗
]
}
,
(6.31)
where R1,4,5(η¯, [ℓ1, ℓ2])(ℓ0) is defined in (5.39), and R1,4(η¯, [ℓ1, ℓ2]) in (5.37), κ(β, θ) > 0 satisfies (2.20),
α(β, θ, ζ0) is defined in (5.1) and ∆L = [ℓ1, ℓ2] is an interval of length L ≥ 4ℓ0 + 10. Moreover
sup
∆L⊂[−γ−p,γ−p]
Z0,0[ℓ1,ℓ2](R1,4(η¯, [ℓ1, ℓ2]) ∩ (R1,4,5(η¯, [ℓ1, ℓ2])(ℓ0))c)
Z0,0[ℓ1,ℓ2](R1,4,5(η¯, [ℓ1, ℓ2]))
(6.32)
satisfies the same estimates as (6.31).
Remark: Note the crucial fact that the last term in the exponent on the right hand side of (6.31) is
proportional to 4ℓ0 + 10 and not to L.
The following corollary is an immediate consequence of Theorem 6.4. Its proof consists essentially in choosing
an appropriate ℓ0 in (6.31), see (6.35), and taking in account that, under (6.34) and δ
∗ > γ, we have
δ∗ ∨√ γδ∗ =√ γδ∗ .
Corollary 6.5 . Under the same hypothesis of Theorem 6.4 with the further requirements
δζ35 >
512(1 + θ)
κ(β, θ)α(β, θ, ζ0)
√
γ
δ∗
log
δ∗
γ
, (6.33)
(δ∗)2
γ
≤ 1
6e3β
(6.34)
where κ(β, θ) > 0 satisfies (2.20) and α(β, θ, ζ0) is defined in (5.1).
ℓ0 =
d
2α(β, θ, ζ0)
log
δ∗
γ
d > 1, (6.35)
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then for ω ∈ ΩRE and η¯ ∈ {−1,+1}, we have
sup
∆L⊂[−γ−p,γ−p]
µβ,θ,γ
((
R1,4(η¯, [ℓ1, ℓ2]) ∩ (R1,4,5(η¯, [ℓ1, ℓ2])(ℓ0))c
)
≤ e−βγ κ(β,θ)4 δ5ζ35 (6.36)
where ∆L is an interval of length L ≥ 4ℓ0 + 10. Moreover (6.32) satisfies the same estimates as (6.36).
Proof of Theorem 6.4 Given an interval ∆L ≡ [ℓ1, ℓ2], with ℓ2 − ℓ1 = L > 4ℓ0 + 10 for some ℓ0 to be
chosen later, ℓ ∈ [ℓ1 + 2ℓ0, ℓ2 − 2ℓ0], η¯ = ±1, we denote
Eη¯(ℓ) ≡
{
mδ
∗
(x), x ∈ Cδ∗(∆L) : ηδ,ζ5(ℓ) = 0, ηδ,ζ4(ℓ′) = η¯ ∀ℓ′ ∈ [ℓ− 2ℓ0 − 5, ℓ+ 2ℓ0 + 5]
}
. (6.37)
Since
R1,4(η¯, [ℓ1, ℓ2]) ∩ (R1,4,5(η¯, [ℓ1, ℓ2]))c ⊂ ∪ℓ2−2ℓ0ℓ=ℓ1+2ℓ0Eη¯(ℓ) (6.38)
it is enough to estimate µβ,θ,γ
(Eη¯(ℓ)) and we assume η¯ = +1. After an easy computation, calling I =
[ℓ− 2ℓ0 − 5, ℓ+ 2ℓ0 + 5], for ω ∈ ΩRE , introduced in Lemma 4.6, for all ℓ ∈ [−γ−p, γ−p], we obtain
µβ,θ,γ
(E1(ℓ)) ≤ 1
Zβ,θ,γ,Λ∑
σΛ\γ−1I
e−βH(σΛ\γ−1I )1I{ηδ,ζ4 (ℓ−2ℓ0−5)=1}(σγ−1∂I)1I{ηδ,ζ4 (ℓ+2ℓ0+5)=1}(σγ−1∂I)Z
σγ−1∂I
β,θ,γ,γ−1I
× e
−βγ
{
infE1(ℓ) F˜
(
mδ
∗
I |mδ
∗
∂I(σ)
)
−8(1+θ)(4ℓ0+10)[δ∗∨
√
γ
δ∗ ]
}
e
−βγ
{
F˜
(
mδ
∗
I
|mδ∗
∂I
(σ)
)} ,
(6.39)
where F˜ is given in (4.26) and mδ∗I is a fixed profile. This inequality is obtained as follows: writing
µβ,θ,γ(E1(ℓ)) as a sum of the expression in (2.4) over the configurations in σΛ ∈ E1(ℓ) we multiply and divide
by Z
σΛ\γ−1I
β,θ,γ,I , inside the sum over σγ−1I , perform a block spin transformation in the volume γ
−1I and roughly
estimate the magnetic field applying Lemma 4.6. This last two steps are done in the numerator and the
denominator and they produce an error term 8(1+θ)(4ℓ0+10)[δ
∗∨√ γδ∗ ]. We get an upper bound restricting
in the denominator the sum over all profiles to the single one mδ
∗
I . Notice the important fact that the term
δ∗
2
∑
y∈Cδ∗ (∂I)
[
m˜δ
∗
(y, σ)
]2 ∑
x∈Cδ∗ (I)
Jδ∗(x− y) (6.40)
in (4.27) cancels out in the formula (6.39), since it is present both in the numerator and in the denominator.
We can subtract from the two F˜ in (6.39) the quantity f(mβ)|I| obtaining F( · |mδ∗∂I(σ)) instead of F˜( ·
|mδ∗∂I(σ)
)
. Therefore to prove Theorem 6.4, it remains to prove that we can choose mδ
∗
I in such a way that
inf
mδ
∗
I
∈E1(ℓ)
F(mδ∗I |mδ∗∂I) ≥ κ(β, θ)2 δζ35 − 2ζ4e−α(β,θ,ζ0)2ℓ0 − 4(4ℓ0 + 10)(1 + θ)
√
γ
δ∗
+ F(mδ∗I |mδ∗∂I) (6.41)
uniformly with respect to mδ
∗
∂I ∈ R1,4(+1, [ℓ1, ℓ2]). In fact the terms in the second line of (6.39) will be
bounded by Zβ,θ,γ,Λ uniformly in Λ and we get (6.31). It is rather delicate to prove (6.41).
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Using (6.5) and (6.6), and splitting I = I− ∪ (ℓ − 1, ℓ] ∪ I+ where I− ≡ (ℓ − 2ℓ0 − 5, ℓ − 1] and I+ ≡
(ℓ, ℓ+ 2ℓ0 + 5], we get that for all m
δ∗
I ∈ E1(ℓ)
F(mδ∗I |mδ
∗
∂I) ≥ inf
mδ
∗
I−
∈MI− (ζ4,δ,+1)
F(mδ∗I− |mδ
∗
∂−I ,m
δ∗
(ℓ−1,ℓ]) + F0(mδ
∗
(ℓ−1,ℓ])
+ inf
mδ
∗
I+
∈MI+ (ζ4,δ,+1)
F(mδ∗I+ |mδ
∗
(ℓ−1,ℓ],m
δ∗
∂+I),
(6.42)
where mδ
∗
(ℓ−1,ℓ] ≡ {mδ
∗
(x), x ∈ Cδ∗((ℓ − 1, ℓ])}. Since mδ∗∂±I belongs to M∂±I(ζ4, δ,+1) and mδ
∗
(ℓ−1,ℓ] to
M(ℓ−1,ℓ](ζ4, δ,+1), using Theorem 6.2, there exist unique minimizers ψ1I+ ∈ MI+(ζ4, δ,+1) and ψ2I− ∈
MI−(ζ4, δ,+1) such that
F(mδ∗I |mδ
∗
∂I) ≥ F(ψ1I− |mδ
∗
∂−I(σ),m
δ∗
(ℓ−1,ℓ]) + F0(mδ
∗
(ℓ−1,ℓ]) + F(ψ2I+ |mδ
∗
∂+I(σ),m
δ∗
(ℓ−1,ℓ]), (6.43)
for any fixed boundary condition and any mδ
∗
I ∈ E1(ℓ). By (2.20)
F0(mδ∗(ℓ−1,ℓ]) ≥
κ(β, θ)
2
ζ35δ5. (6.44)
Denote by I−1 = (ℓ− 2ℓ0 − 5, ℓ− ℓ0 − 3], I−1 ⊂ I−. By the positivity property of the functional, see (6.6),
F(ψ1I− |mδ
∗
∂−I(σ),m
δ∗
(ℓ−1,ℓ]) ≥ F(ψ1I−1 |m
δ∗
∂−I(σ), ψ
1
(ℓ−ℓ0−3,ℓ−ℓ0−2]).
Applying (6.12) of Theorem 6.2 we have that
F(ψ1
I
−
1
|mδ∗∂−I(σ), ψ1(ℓ−ℓ0−3,ℓ−ℓ0−2]) ≥ F(ψ1I−
1
|mδ∗∂−I(σ),mβ1I(ℓ−ℓ0−3,ℓ−ℓ0−2])− ζ4e−α(β,θ,ζ0)[2ℓ0].
Doing the same computations for F(ψ2I+ |mδ
∗
∂+I(σ),m
δ∗
(ℓ−1,ℓ]) and setting I
+
2 = (ℓ + ℓ0 + 3, ℓ + 2ℓ0 + 5], we
obtain
F(ψ1I− |mδ
∗
∂−I(σ),m
δ∗
(ℓ−1,ℓ]) + F(ψ2I+ |mδ
∗
∂+I(σ),m
δ∗
(ℓ−1,ℓ])
≥ F(ψ1
I
−
1
|mδ∗∂−I(σ),mβ1I(ℓ−ℓ0−3,ℓ−ℓ0−1]) + F(ψ2I+2 |mδ
∗
∂+I(σ),mβ1I(ℓ+ℓ0+1,ℓ+ℓ0+3])− 2ζ4e−α(β,θ,ζ0)[2ℓ0]
= F(ψ3I |mδ
∗
∂−I(σ),m
δ∗
∂+I(σ)) − 2ζ4e−α(β,θ,ζ0)[2ℓ0]
(6.45)
where we set ψ3I = ψ
1
I−1
+mβ1I(ℓ−ℓ0−3,ℓ+ℓ0+3] + ψ
2
I+2
. In the last equality in (6.45) we use that F0(mβ) = 0.
By Theorem 6.2, there exists an unique ψ∗I ∈MI(ζ4, δ,+1) such that
inf
ψI∈MI(ζ4,δ,+1)
F(ψI |mδ∗∂I) ≡ F(ψ∗I |mδ
∗
∂I). (6.46)
Therefore, since ψ3I ∈ MI(ζ4, δ,+1), we have
F(ψ3I |mδ
∗
∂−I(σ),m
δ∗
∂+I(σ)) ≥ F(ψ∗I |mδ
∗
∂−I(σ),m
δ∗
∂+I(σ)). (6.47)
Then, from (6.43), (6.44), (6.45), (6.47) we obtain
inf
mδ
∗
I
∈E1(ℓ)
F(mδ∗I |mδ∗∂I) ≥ F(ψ∗I |mδ∗∂−I(σ),mδ∗∂+I(σ)) + κ(β, θ)2 ζ35δ5 − 2ζ4e−α(β,θ,ζ0)[2ℓ0]. (6.48)
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Choosing for mδ
∗
I a Dδ
∗
–measurable approximation of ψ∗I with values in Mδ∗(I), see (2.10), we get
F(ψ∗I |mδ
∗
∂I) ≥ Fδ
∗(
mδ
∗
I |mδ
∗
∂I
)− 4(4ℓ0 + 10)(1 + θ)(δ∗ ∨√ γ
δ∗
)
. (6.49)
Collecting (6.48) and (6.49) we get (6.41).
7 Appendix: The cluster expansion
In this section we prove Lemma 4.7 of Section 4. We will write V (mδ
∗
I , h), defined in (4.25), as an absolute
convergent series and then estimate its Lipschitz norm.
To state the result we need some preliminary definitions. Let I ⊂ IR be a bounded, Dδ∗− measurable
interval, A(I) the set of blocks A(x), x ∈ Cδ∗(I). We denote by λ = (A,A′) a pair of different blocks
belonging to A(I) and by λ¯ = A ∪ A′ its support. We define a graph g in A(I) as any collection of pairs of
different blocks g = {λ1, λ2, .., λm}, with 0 ≤ m ≤ |A(I)|2 (|A(I)|−1), such that λs 6= λt for all s 6= t. A graph
g will be said to be connected if, for any pair B and C of disjoint subsets of A(I) such that B∪C = ∪ms=1λ¯s,
there is a λs ∈ g such that λ¯s ∩B 6= ∅ and λ¯s ∩ C 6= ∅. Given a graph g = {λ1, λ2, .., λm}, λ1, λ2, .., λm are
called links of the graph g and the blocks A(x) belonging to ∪ms=1λ¯s are called vertices of
g. We denote GA(I) the set of all connected graphs of A(I). A connected tree graph τ (or simply a tree
graph) is a connected graph with m vertices and m− 1 links. We denote by TA(I) the set of all tree graphs
in A(I). Given a tree graph τ the incidence number of the vertex A(x), denoted by dA(x), is the number
of links λs in τ such that A(x) ∩ λ¯s 6= ∅. In the following we denote by a polymer R a subset of blocks of
A(I), by Cδ∗(R) = {x ∈ Cδ∗(I) such thatA(x) ∈ R} and mδ∗R = {mδ
∗
(x);x ∈ Cδ∗(R)}. We have the following
Theorem.
Theorem 7.1 . For all β > 0, h ∈ Ω, for any bounded interval I ⊂ IR, for δ∗ > 0, (δ∗)2γ < 16e3β , V (mδ
∗
I , h)
can be written as an absolutely convergent series:
V (mδ
∗
I , h) =
1
β
∞∑
n=1
1
n!
∑
R1,R2,...,Rn,|Rℓ|≥2
ΦT (R1, R2, . . . , Rn)
n∏
ℓ=1
ρ(Rℓ), (7.1)
where ΦT (R1, R2, . . . , Rn) are the Ursell coefficients, see (7.10), and ρ(Rℓ) is given by
ρ(Rℓ) = ρ(Rℓ, h) = IEmδ∗
(Rℓ)
 ∑
g∈GRℓ
∏
(x,y)∈g,x 6=y
[
eβU(σA(x),σA(y)) − 1
] . (7.2)
GR is the set of the connected graphs in R and x is a short notation for A(x). (So (x, y) ∈ g is a short
notation for (A(x), A(y)) ∈ g.) Moreover∣∣∣V (mδ∗I , h)∣∣∣ ≤ |Cδ∗(I)| 1β S1− S , (7.3)
where
S = sup
h
sup
x∈Cδ∗ (I)
∑
R:x∈R
e|R|ρ(R) < 6e3β
(δ∗)2
γ
< 1 (7.4)
and
sup
I⊂Z
sup
i∈I
‖∂iVI‖∞ ≤ S
1− S
1
β
. (7.5)
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Proof: The proof is obtained via a standard tool of Statistical Mechanics, the so called cluster expansion,
see [11] and bibliography therein. This expansion is done in three steps:
(1) express the logV as a formal series,
(2) establish sufficient conditions for the series to converge absolutely,
(3) control that under the hypothesis of Theorem 7.1 these conditions are indeed satisfied.
We start with the following identity
IEmδ∗
I
[
∏
x 6=y
eβU(σA(x),σA(y))] = IEmδ∗
I
∏
x 6=y
[eβU(σA(x),σA(y)) − 1 + 1]
= 1 +
∞∑
n=1
1
n!
∑
R1,R2,..,Rn,|Rℓ|≥2
e−U˜(R1,..Rn)
n∏
ℓ=1
ρ(Rℓ),
(7.6)
where
U˜(R1, . . . , Rn) =
∑
1≤ℓ,s≤n
U˜(Rℓ, Rs), (7.7)
U˜(Rℓ, Rs) =
{
0 if Rℓ ∩Rs = ∅
∞ if Rℓ ∩Rs 6= ∅
(7.8)
and ρ(Rℓ) is given in (7.2). Since |A(I)| < ∞ the number of terms contributing to (7.6) is finite. We have
that the log of the right hand side of (7.6) can be written as a formal expansion
βV (mδ
∗
I ) = log
1 + ∞∑
n=1
1
n!
∑
R1,R2,...,Rn,|Rℓ|≥2
e−U˜(R1,...,Rn)
n∏
ℓ=1
ρ(Rℓ)

=
∞∑
n=1
1
n!
∑
R1,R2,...,Rn,|Rℓ|≥2
ΦT (R1, R2, . . . , Rn)
n∏
ℓ=1
ρ(Rℓ),
(7.9)
where ΦT (R1, R2, . . . , Rn) are the Ursell coefficients
ΦT (R1, R2, . . . , Rn) =

∑
g∈GR1,...,Rn
∏
(ℓ,s)∈g,ℓ 6=s
[
e−U˜(Rℓ,Rs) − 1
]
if n ≥ 2
1 if n = 1
(7.10)
Observe that ΦT (R1, R2, . . . , Rn) = 0 if g ∈ GR1,...Rn is not connected.
We must now prove that the formal series (7.9) actually converges. Fix x ∈ Cδ∗(I) and a polymer R, such
that A(x) ∈ R. Recall that ΦT (R) = 1, when n = 1. Then, (7.9) can be written as
βV (mδ
∗
I , h) =
∑
x∈Cδ∗(I)
∑
R,x∈R,|R|≥2
ρ(R)
1 +∑
n≥2
1
n!
Bn(R)
 , (7.11)
where
Bn(R) =
∑
R2,...,Rn,|Rℓ|≥2
n∏
ℓ=2
ρ(Rℓ)Φ
T (R,R2, . . . , Rn). (7.12)
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From the definition of ΦT (R,R2, . . . , Rn) we see that Bn(R) can be written as
Bn(R) =
∑
g∈GR,R2,...,Rn
∑
f⊂g
(−1)|f |
∑
R2,...,Rn,|Rℓ|≥2
n∏
ℓ=2
ρ(Rℓ), (7.13)
where f ⊂ g means that every link of f is also a link of g. Recall that, from Rota inequality, see [31],∣∣∣∣∣∣
∑
f⊂g
(−1)|f |
∣∣∣∣∣∣ ≤ N(g),
where N(g) is the number of connected tree graphs in g. Setting TR,R2,...,Rn ≡ Tn, we have that∑
g∈GR1,...,Rn
=
∑
τ∈Tn
∑
g:τ∈g
1
N(g)
and then we can express
Bn(R) =
∑
τ∈Tn
w(τ) (7.14)
where
w(τ) =
∑
R2,...,Rn,|Rℓ|≥2,τ∈g(R,R2,...,Rn)
n∏
ℓ=2
ρ(Ri) (7.15)
For any fixed set R′ we have the bound ∑
R,R∩R′ 6=∅
≤ |R′| sup
x∈R′
∑
R:x∈R
then
w(τ) ≤ |R|d1
n∏
ℓ=2
[
sup
x∈Cδ∗ (I)
∑
Rℓ:x∈Rℓ
|Rℓ|di−1 |ρ(Rℓ)|
]
, (7.16)
where dℓ is the incidence number of the vertex ℓ in the tree τ . Using Caley formula [?], we get
Bn(R) =
∑
τ∈Tn
w(τ)
≤
∑
d1,...,dn
|R|d1 (n− 2)!∏n
ℓ=1(dℓ − 1)
n∏
ℓ=2
[
sup
x∈Cδ∗ (I)
∑
Ri:x∈Rℓ
|Rℓ|dℓ−1 |ρ(Rℓ)|
]
≤ (n− 1)!
[ ∞∑
d1=1
|R|d1
d1!
]
n∏
ℓ=2
[
sup
x∈Cδ∗ (I)
∑
Rℓ:x∈Rℓ
∞∑
dℓ=1
|ρ(Rℓ)| |R|
dℓ−1
(dℓ − 1)!
]
≤ (n− 1)!
(
e|R| − 1
) n∏
ℓ=2
[
sup
x∈Cδ∗ (I)
∑
Rℓ:x∈Rℓ
|ρ(Rℓ)|e|Rℓ|
]
≤ (n− 1)!e|R|Sn−1,
(7.17)
where in the second inequality we used that n− 1 ≥ d1 to obtain the factor 1d1! and in the last inequality we
set
S = sup
h
sup
x∈Cδ∗(I)
∑
R:x∈R
e|R|ρ(R). (7.18)
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Thus, under the condition that S < 1 we obtain
∑
R,|R|≥2,x∈R
|ρ(R)|
1 +∑
n≥2
1
n!
Bn(R)
 ≤ ∑
R,|R|≥2,x∈R
|ρ(R)|
1 + e|R|∑
n≥2
1
n
Sn−1

≤
∑
R,|R|≥2,x∈R
|ρ(R)|e|R|
[
1 +
S
1− S
]
=
S
1− S .
(7.19)
Therefore, recalling (7.11), we obtain (7.3). The important remark to prove (7.5) is that to obtain the
Lipschitz norm we make the difference of two absolute convergent series having the only difference in one
site i. We then obtain
V (mδ
∗
I˜12
, h)− V (mδ∗
I˜12
, hi) =
1
β
∞∑
n=1
1
n!
∑
R1,R2,...,Rn,|Rℓ|≥2
ΦT (R1, R2, . . . , Rn)
[
n∏
ℓ=1
ρ(Rℓ, h)−
n∏
ℓ=1
ρ(Rℓ, h
i)
]
≤ 2
β
∞∑
n=1
1
n!
∑
R1,R2,...,Rn,|Rl|≥2∃l:i∈Rl
∣∣ΦT (R1, R2, . . . , Rn)∣∣ n∏
ℓ=1
sup
h
|ρ(Rℓ, h)| .
(7.20)
Following the same strategy used above we obtain (7.5). Next we show that S, see (7.18), satisfies (7.4).
Taking into account (4.29) and setting Φ(x, y) = 1I{ 12−δ∗≤δ∗|x−y|≤12+δ∗}
(
β(δ∗)2
γ
)
we obtain that if g is a
connected graph with support R, then:
sup
h
IEmδ∗
R
 ∏
(x,y)∈g,x 6=y
[
eβU(σA(x),σA(y) − 1
] ≤ ∏
(x,y)∈g,x 6=y
Φ(x, y). (7.21)
In the last estimate we used (4.28). From (7.18) we have that
S ≡ sup
h
sup
x∈Cδ∗(I)
∑
R:x∈R
|ρ(R)|e|R|
≤ sup
x∈Cδ∗(I)
∑
R:x∈R
∑
g∈GR
e|R|
∏
(z,y)∈g,z 6=y
Φ(z, y).
(7.22)
An essential fact to prove (7.4) is that Φ(z, y) 6= 0 only when 12 − δ∗ ≤ δ∗|z− y| ≤ 12 + δ∗, i.e., the block A(z)
interacts only with three blocks, the A(y) block which is at distance 12δ∗ from it and the two blocks, to the
left and to the right of A(y)∗ . Therefore for any fixed polymer R, x ∈ R, |R| = ℓ, the number of graphs
that contribute to the sum in (7.22) is at most 3(ℓ−1). Namely, ℓ − 1 is the number of links connecting the
ℓ vertices of the graph and 3 is the maximum number of links that a vertex can have with the others, since
∗ This depends on the particular choice of the potential, 1I|x|≤ 12 . For general potential, always with support {x : |x| ≤
1
2}
this will be not true. In that case Φ(z, y) 6= 0 when δ∗|z − y| ≤ 12 , therefore the block A(z) will interact with 1δ∗ blocks.
Nevertheless this will not cause problems to get (7.4). Namely in this case the function Φ, using Taylor formula to estimate
the potential, becomes Φ(x, y) = 1I{δ∗|x−y|≤ 12}
(
β(δ∗)2
γ cδ
∗
)
, where c is a positive constant depending on the potential.
Performing the sums in (7.23) we should replace 3 with 1δ∗ . The result will be similar. The only difference is given by the
presence of the constant c.
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Φ(z, y) 6= 0 only when 12 − δ∗ ≤ δ∗|z − y| ≤ 12 + δ∗. Since Φ is translational invariant we can assume x = 0.
Then from (7.22) we obtain that
S ≤
∑
R:0∈R
∑
g∈GR
e|R|
∏
(z,y)∈g,z 6=y
Φ(z, y) =
∑
ℓ≥2
∑
R,0∈R,|R|=ℓ
∑
g∈GR
e|R|
∏
(z,y)∈g,z 6=y
Φ(z, y)
≤
∑
ℓ≥2
ℓ3(ℓ−1)eℓ[
β
γ
(δ∗)2]ℓ−1 < 3
[
e3
1− 3e2 βγ (δ∗)2
]
β
γ
(δ∗)2 ≤ 6e3β
γ
(δ∗)2.
(7.23)
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