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K-théorie équivariante des variétés de drapeaux
et des variétés de Bott-Samelson.
Matthieu WILLEMS
Résumé
Le but de e texte est de donner expliitement les valeurs des restri-
tions aux points xes d'une base ψˆw (resp. µˆǫ) de la K-théorie équivari-
ante des variétés de drapeaux (resp. des variétés de Bott-Samelson). On
donne tout d'abord une démonstration ombinatoire de la formule des
ψw (théorème 1). Grae à la formule de loalisation, on alule ensuite
une base µǫ de la K-théorie équivariante des variétés de Bott-Samelson
(théorème 3) e qui nous donne une démonstration plus géométrique du
théorème 1. Cette étude nous permet également de aluler la matrie de
hangement de bases entre ψˆw et ∗[OXw ].
Abstrat
The aim of this text is to give an expliit formula for the restrition
to the xed points of a basis ψˆw (resp. µˆǫ) of the equivariant K-theory of
the ag varieties (resp. of the Bott-Samelson varieties). First of all, we
give a ombinational proof of the formula for the ψw (theorem 1). Then,
we alulate a basis µǫ of the equivariant K-theory of the Bott-Samelson
varieties using the loalization formula (theorem 3). Then we give a more
geometri proof of the theorem 1 using the theorem 3. In the nite ase,
we desribe how the basis ∗[O
Xw
] transforms with respet to the basis
ψˆw.
Après avoir rédigé ette note, j'ai eu onnaissane de résultats de William
Graham qui prouve la formule du théorème 1 de deux manières diérentes dans
le preprint [10℄. Une de ses deux démonstrations utilise des idées similaires à
elles développées dans les setions 3 et 4. Ces idées sont utilisées par Sarah
Billey dans [3℄ dans le as de la ohomologie équivariante. Pour le type A,
les algèbres de Heke sont également utilisées dans les artiles [13℄ et [7℄ dans
le adre de la K-théorie équivariante. Dans [10℄, William Graham donne des
formules expliites pour la restrition aux points xes des lasses [OXw ].
1 Préliminaires et notations
Les dénitions et les résultats qui suivent sur les algèbres de Ka-Moody
sont exposés dans [8℄. Soit A = (aij)1≤i,j≤r une matrie de Cartan généralisée
('est-à-dire telle que aii = 2, −aij ∈ N si i 6= j, et aij = 0 si et seulement
si aji = 0). On hoisit un triplet (h, π, π
∨) (unique à isomorphisme près), où h
est un C-espae vetoriel de dimension (2r − rg(A)), π = {αi}1≤i≤r ⊂ h∗, et
1
π∨ = {hi}1≤i≤r ⊂ h sont des ensembles d'éléments linéairement indépendants
vériant αj(hi) = aij . L'algèbre de Ka-Moody g = g(A) est l'algèbre de Lie sur
C engendrée par h et par les symboles ei et fi (1 ≤ i ≤ r) soumis aux relations
[h, h] = 0, [h, ei] = αi(h)ei, [h, fi] = −αi(h)fi pour tout h ∈ h et tout 1 ≤ i ≤ r,
[ei, fj ] = δijhj pour tout 1 ≤ i, j ≤ r, et :
(adei)
1−aij (ej) = 0 = (adfi)
1−aij (fj) ∀ 1 ≤ i 6= j ≤ r.
L'algèbre h s'injete anoniquement dans g. On l'appelle la sous-algèbre de
Cartan de g. On a la déomposition suivante :
g = h⊕
∑
α∈∆+
(gα ⊕ g−α),
où pour λ ∈ h∗, gλ = {x ∈ g tels que [h, x] = λ(h)x, ∀h ∈ h}, et où on dénit ∆+
par ∆+ = {α ∈
∑r
i=1 Nαi tels que α 6= 0 et gα 6= 0}. On pose ∆ = ∆+ ∪∆− où
∆− = −∆+. On appelle ∆+ (respetivement ∆−) l'ensemble des raines posi-
tives (respetivement négatives). Les raines {αi}1≤i≤r sont appelées les raines
simples. On dénit une sous-algèbre de Borel b de g par b = h⊕
∑
α∈ ∆+
gα.
Au ouple (g, h), on assoie le groupe de Weyl W ⊂ Aut(h∗), engendré par
les réexions simples {ri}1≤i≤r, où ri(λ) = λ − λ(hi)αi pour tout λ ∈ h∗. Le
groupe W étant un groupe de Coxeter, on a une notion d'ordre de Bruhat
qu'on notera u ≤ v et une notion de longueur qu'on notera l(w). On notera 1
l'élément neutre de W et dans le as ni (i.e W ni ⇔ A dénie positive ⇔ g
de dimension nie), on note w0 le plus grand élément de W . Le groupe de Weyl
préserve ∆. On pose R = Wπ et R+ = R ∩∆+. Pour β = wαi ∈ R+, on pose
rβ = wriw
−1 ∈ W (qui est indépendant du hoix du ouple (w,αi) vériant
β = wαi). Pour un élément w de W , on dénit l'ensemble ∆(w) des inversions
de w par ∆(w) = ∆+ ∩ w−1∆−.
On xe un réseau hZ ⊂ h tel que :
(i) hZ ⊗Z C = h,
(ii) hi ∈ hZ pour tout 1 ≤ i ≤ r,
(iii) hZ/
∑r
i=1 Zhi est sans torsion,
(iv) αi ∈ h∗Z = Hom(hZ,Z) (⊂ h
∗
) pour tout 1 ≤ i ≤ r.
On hoisit des poids fondamentaux ρi ∈ h∗Z (1 ≤ i ≤ r) qui vérient ρi(hj) =
δij , pour tout 1 ≤ i, j ≤ r. On pose ρ =
∑r
i=1 ρi.
On note G = G(A) le groupe de Ka-Moody assoié à g par Ka et Peterson
dans [9℄. Dans le as ni, G est un groupe de Lie semi-simple omplexe onnexe
et simplement onnexe. On note H ⊂ B ⊂ G les sous-groupes de G assoiés
respetivement à h et b. Soit K la forme unitaire standard de G et T = K ∩H
le tore maximal de K assoié à h. On pose X = G/B = K/T . On fait agir T
sur X par multipliation à gauhe.
Soit X [T ] le groupe des aratères de T , on pose R[T ] = Z[X [T ]] et on note
Q[T ] le orps des frations de R[T ]. Pour un poids entier λ, on note eλ ∈ X [T ]
le aratère orrespondant.
2
On note F (W,R[T ]) (respetivement F (W,Q[T ])) l'algèbre des fontions sur
W à valeurs dans R[T ] (respetivement Q[T ]) munie de l'addition et de la mul-
tipliation point par point. Pour tout 1 ≤ i ≤ r, on dénit un opérateur de
Demazure Di sur F (W,Q[T ]) par :
(Dif)(v) =
f(v)− f(vri)e−vαi
1− e−vαi
.
Les opérateurs de Demazure vériant les relations de tresses de W , on peut
dénir un opérateur Dw pour tout w ∈ W . On note Ψ la sous-algèbre de
F (W,R[T ]) dénie par :
Ψ = {f ∈ F (W,R[T ]), telles que ∀w ∈W, Dwf ∈ F (W,R[T ])}.
2 K-théorie équivariante des variétés de drapeaux
On dénit la K-théorie T -équivariante de X = G/B omme le groupe on-
struit à partir du semi-groupe des lasses d'isomorphisme de brés omplexes
T -équivariants au dessus de X . On munit e groupe d'une struture d'anneau
dénie à l'aide du produit tensoriel. De plus omme la K-théorie T -équivariante
du point s'identie à R[T ], on obtient une struture de R[T ]-algèbre qu'on notera
KT (X). L'ensemble X
T
des points xes de X sous l'ation de T s'identie à
W . L'injetion de XT dans X dénit une appliation i∗T : KT (X) → KT (X
T ).
De plus, l'ensemble des points xes étant disret, on peut identier KT (X
T )
ave F (W,R[T ]) et on a ainsi une appliation i∗T : KT (X) → F (W,R[T ]). On
notera ∗ l'involution de KT (X) dénie par la dualité des brés et on notera de
la même façon l'involution de R[T ] dénie sur les aratères par ∗(eλ) = e−λ,
e qui induit une involution de F (W,R[T ]). Pour tout élément τ ∈ KT (X),
∗i∗T (τ) = i
∗
T (∗τ). Le résultat suivant est prouvé dans [11℄ :
Proposition 1 L'appliation i∗T est injetive et l'image de KT (X) par ette
appliation est égale à Ψ. De plus, Ψ =
∏
w∈W R[T ]ψ
w
, où les fontions ψw
sont aratérisées par les propriétés suivantes :
(i) ψw(v) = 0 sauf si w ≤ v,
(ii) ψw(w) =
∏
β∈∆(w−1)(1− e
β),
(iii)
{
Diψ
w = ψw + ψwri si wri < w,
Diψ
w = 0 si wri > w,
(iv) ∀v ∈W,ψ1(v) = eρ−vρ.
On pose ψˆw = (i∗T )
−1(ψw).
Remarque 1 Un élément f = (aw)w∈W de
∏
w∈W R[T ]ψ
w
est bien une fon-
tion de W à valeurs dans R[T ]. En eet soit v ∈ W , d'après la propriété (i),∑
w∈W awψ
w(v) est une somme nie où les termes éventuellement non nuls
orrespondent aux éléments u de W qui vérient u ≤ v.
Dans [11℄, B. Kostant et S. Kumar omposent i∗T ave φ : F (W,Q[T ]) →
F (W,Q[T ]) dénie par φ(f)(w) = f(w−1) pour tout élement f de F (W,Q[T ])
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et tout w ∈ W . Ils trouvent alors la sous algèbre Ψ′ (notée Ψ dans [11℄) de
F (W,R[T ]) :
Ψ′ = {f ∈ F (W,R[T ]), telles que ∀w ∈W, D′wf ∈ F (W,R[T ])},
où les opérateurs D′w sont dénis à partir des opérateurs D
′
i donnés par :
(D′if)(v) =
f(v)− f(riv)e−v
−1αi
1− e−v−1αi
.
Ils onsidèrent la base ψ′w (notée ψ
w
dans [11℄) de Ψ′ reliée à la base ψw de
la proposition 1 par la relation ψ′w = φ(ψ
w−1). Pour tout ouple (w, v) ∈ W 2,
ψ′w(v) = ψ
w−1(v−1).
On dénit le monoïde W omme le monoïde engendré par les éléments
{ri}1≤i≤r soumis aux relations r
2
i = ri et aux mêmes relations de tresses que
les éléments ri de W . D'après l'étude générale des algèbres de Heke, l'ensemble
W s'identie à l'ensemble W . Pour un élément w de W , on notera w l'élément
orrespondant dans W et pour v ∈ W , on notera v l'élément assoié dans W .
Dans W , on a les relations suivantes :
{
w ri = wri si wri > w,
w ri = w si wri < w.
(1)
{
ri w = riw si riw > w,
ri w = w si riw < w.
(2)
Soit v ∈ W et soit v = ri1 · · · ril une déomposition réduite de v. Pour
1 ≤ j ≤ l, on dénit un élément βj ∈ h∗ par βj = ri1 · · · rij−1αij .
Théorème 1 Si w ∈W est tel que w ≤ v, on a la formule suivante :
ψw(v) = eρ−vρ
∑
l(w)≤m≤l(v)
∑
(e−βj1 − 1) · · · (e−βjm − 1),
où la deuxième somme porte sur l'ensemble des entiers 1 ≤ j1 < · · · < jm ≤ l
tels que rij1 . . . rijm = w.
Donnons quelques exemples de aluls pour expliiter ette formule.
Tout d'abord pour tout v ∈ W , on retrouve bien ψ1(v) = eρ−vρ, puisque la
seule façon de trouver 1 en dessous de v est de prendre la suite vide.
Plaçons nous dans le as où G = SL4(C). Calulons ψ
w(v) ave w = r3r2
et v = r2r3r2r1r2. Il y a 3 façons de trouver w en dessous de v : w = ri2 ri3 ,
w = ri2 ri5 , w = ri2 ri3 ri5 , et on trouve don :
ψw(v) = eα2+(α2+α3)+α3+(α1+α2+α3)+(α1+α2)[(e−(α2+α3) − 1)(e−α3 − 1)
+(e−(α2+α3) − 1)(e−(α1+α2) − 1) + (e−(α2+α3) − 1)(e−α3 − 1)(e−(α1+α2) − 1)]
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= e2α1+4α2+3α3 [1 + e−(α1+2α2+2α3) − e−(α2+α3) − e−(α1+α2+α3)]
= e2α1+4α2+3α3 + eα1+2α2+α3 − e2α1+3α2+2α3 − eα1+3α2+2α3 .
Nous allons maintenant montrer que l'expression du théorème 1 est in-
dépendante de la déomposition réduite de v hoisie puis que les éléments de
F (W,R[T ]) ainsi dénis vérient les propriétés de la proposition 1.
3 Indépendane par rapport au hoix d'une dé-
omposition réduite de v
Soit A un anneau ommutatif. On dénit l'algèbre H omme la A-algèbre de
Heke engendrée par {ui}1≤i≤r soumis aux relations de tresses dénissant W et
aux relations u2i = ui. Soit w ∈ W , on peut dénir uw ∈ H par uw = ui1 · · ·uil
où w = ri1 · · · ril est une déomposition réduite quelonque de w. Les éléments
{uw}w∈W forment une base du A-module H.
Soit ri1 , . . . , rik une suite de réexions simples et soit w = ri1 · · · rik ∈ W .
D'après les relations vériées par les ui, ui1 · · ·uik = uw.
Pour tout 1 ≤ i ≤ r, on dénit la fontion
hi :
A→ H
x 7→ 1 + (x − 1)ui.
On vérie que es fontions hi satisfont les relations suivantes (énonées sous
une forme diérente dans [6℄) :
Proposition 2 Soient 1 ≤ i, j ≤ r des entiers distints, deux éléments quel-
onques x et y de A vérient les équations suivantes :


hi(x)hj(y) = hj(y)hi(x) si (rirj)
2 = 1,
hi(x)hj(xy)hi(y) = hj(y)hi(xy)hj(x) si (rirj)
3 = 1,
hi(x)hj(xy)hi(xy
2)hj(y) = hj(y)hi(xy
2)hj(xy)hi(x) si (rirj)
4 = 1,
hi(x)hj(x
3y)hi(x
2y)hj(x
3y2)hi(xy)hj(y)
= hj(y)hi(xy)hj(x
3y2)hi(x
2y)hj(x
3y)hi(x) si (rirj)
6 = 1.
Dans la suite, on prendra pour A l'anneau R[T ]. Soit w ∈W et w = ri1 · · · ril
une déomposition réduite de w. On dénit un élément de H par :
Ri1,... ,il =
l∏
j=1
hij (e
−βij ).
A l'aide de la proposition 2, une démonstration analogue à elle donnée par
S. Billey dans [3℄ dans le as de l'algèbre nil-Coxeter nous donne le résultat
suivant :
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Théorème 2 Soit w ∈ W . L'élément Ri1,... ,il de H est indépendant du hoix
d'une déomposition réduite w = ri1 · · · ril de w. Il ne dépend que de w et on le
notera don Rw.
Donnons une idée de la démonstration. D'après la dénition de Ri1,... ,il et
d'après la onnexité du graphe des déompositions réduites de w, on peut se
ontenter de regarder e qui se passe pour un élément w orrespondant à une
relation de tresses. Prenons par exemple w = rirjri = rjrirj . Alors Ri,j,i =
hi(e
−αi)hj(e
−αi−αj )hi(e
−αj ) et Rj,i,j = hj(e−αj )hi(e−αi−αj )hj(e−αi), et en
utilisant la deuxième relation de la proposition 2, on obtient le résultat. Les
autres as se traitent de la même manière.
Le terme
∑
l(w)≤m≤l(v)
∑
(e−βj1 − 1) · · · (e−βjm − 1) du théorème 1 est le o-
eient de Rv sur uw dans la base {uw}w∈W de H et est don bien indépendant
de la déomposition réduite de v hoisie.
4 Démonstration du théorème
Notons ψ˜w l'élément de F (W,R[T ]) déni par la formule du théorème 1 (on
pose ψ˜w(v) = 0 si v n'est pas plus grand que w). Pour démontrer e théorème,
il sut de montrer que les fontions (ψ˜w)w∈W vérient les quatre propriétés de
la proposition 1. Les propriétés (i) et (iv) sont immédiates.
Pour démontrer la propriété (ii), rappelons tout d'abord les deux lemmes
suivants (voir [4℄) :
Lemme 1 Soit v ∈ W et v = si1 · · · sik une déomposition réduite de v, alors
∆(v−1) = {βj, 1 ≤ j ≤ k}.
Lemme 2 Soit v ∈ W et v = si1 · · · sik une déomposition réduite de v, alors
ρ− vρ =
k∑
j=1
βj .
On a don :
eρ−vρ =
l∏
j=1
eβj . (3)
De ette formule, on déduit pour tout w ∈ W :
ψ˜w(w) =
∏
β∈∆(w−1)
eβ
∏
β∈∆(w−1)
(e−β − 1) =
∏
β∈∆(w−1)
(1 − eβ) = ψw(w),
e qui nous donne la propriété (ii).
Montrons maintenant que les (ψ˜w)w∈W vérient la propriété (iii) de la
proposition 1.
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Soit w ∈ W et ri une réexion simple. Supposons tout d'abord wri > w. Il
faut alors montrer que pour tout v ∈W , on a :
ψ˜w(v) = ψ˜w(vri)e
−vαi .
On peut supposer vri > v. Si v n'est pas plus grand que w, vri non plus
ar w n'a pas de déomposition qui ommene par ri ar wri > w. On suppose
don w ≤ v < vri. Comme w n'a auune déomposition qui nit par ri, la
somme est la même à gauhe et à droite de l'égalité. Il sut don de vérier
eρ−vρ = eρ−vriρe−vαi , e qui est une onséquene immédiate de la formule 3.
Supposons maintenant wri < w. Il faut montrer que pour tout v ∈ W , on
a :
ψ˜w(v) − ψ˜w(vri)e−vαi
1− e−vαi
= ψ˜w(v) + ψ˜wri(v). (4)
Supposons tout d'abord vri > v. On se plae dans le as où w ≤ vri (sinon
le résultat est trivial). On hoisit une déomposition réduite v = ri1 · · · ril de
v. On prend pour vri la déomposition vri = ri1 · · · rilri. On trouve alors (en
utilisant la formule 3) :
ψ˜w(vri)e
−vαi = ψ˜w(v) + (e−vαi − 1)(ψ˜w(v) + ψ˜wri(v)),
le premier terme venant des sous déompositions de v égales à w, le deuxième
des mêmes sous déompositions de v auxquelles on rajoute ri à la n et qui
redonnent don w (ar wri < w), et le troisième des sous déompositions de v
égales à wri. On trouve alors bien la formule 4.
Supposons maintenant vri < v. On peut appliquer e qui préède à v
′ = vri
ar v′ri > v
′
et on trouve :
ψ˜w(vri)− ψ˜w(v)evαi
1− evαi
= ψ˜w(vri) + ψ˜
riw(vri).
De plus, on peut appliquer le as wri > w à w
′ = wri et on obtient :
ψ˜wri(vri) = e
vαi ψ˜wri(v). En substituant ainsi ψ˜wri(vri) dans l'expression préé-
dente, on obtient la formule 4.
5 K-théorie équivariante des variétés de Bott-
Samelson
Dans toute la suite, on se plae dans le as ni ; G est don un groupe de Lie
semi-simple omplexe simplement onnexe d'algèbre de Lie g, K est une forme
réelle ompate de G, H est un sous-groupe de Cartan de G et T = K ∩ H
est un tore maximal de K. On note e l'élément neutre de K. Soit N un entier
stritement positif. Considérons une suite de N raines simples µ1, . . . , µN non
néessairement distintes. Pour 1 ≤ i ≤ N , on note Gi le sous-groupe fermé
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onnexe de G d'algèbre de Lie gµi ⊕ h ⊕ g−µi et on pose Ki = Gi
⋂
K . On
dénit :
Γ(µ1, . . . , µN ) = K1 ×T K2 ×T · · · ×T KN/T,
omme l'espae des orbites de K1×K2× · · · ×KN sous l'ation à droite de TN
dénie par :
(k1, k2, . . . , kN )(t1, t2, . . . , tN ) = (k1t1, t
−1
1 k2t2, . . . , t
−1
N−1kN tN ), ti ∈ T, ki ∈ Ki.
On notera [k1, k2, . . . , kN ] la lasse de (k1, k2, . . . , kN ) dans Γ(µ1, . . . , µN ).
On notera kµi un représentant quelonque de la reexion rµi deNKi(T )/T . Dans
la suite, on notera Γ(µ1, . . . , µN ) par Γ. On munit Γ de sa struture omplexe
anonique dénie dans [5℄.
On dénit une ation à gauhe de T sur Γ par :
t[k1, . . . , kN ] = [tk1, . . . , kN ], t ∈ T, ki ∈ Ki.
On pose E = {0, 1}N . Pour ǫ ∈ E , on note Yǫ ⊂ Γ l'ensemble des lasses
[k1, k2, . . . , kN ] qui vérient pour tout entier i ompris entre 1 et N :{
ki ∈ T si ǫi = 0,
ki /∈ T si ǫi = 1.
On vérie immédiatement que ette dénition est bien ompatible ave l'a-
tion de TN . On munit E d'une struture de groupe en identiant {0, 1} ave
Z/2Z. Pour ǫ ∈ E , on note π+(ǫ) l'ensemble des entiers i tels que ǫi = 1 et
π−(ǫ) l'ensemble des entiers i tels que ǫi = 0. On pose l(ǫ) = card(π+(ǫ)).
On note (i) ∈ E l'élément de E déni par (i)j = δi,j . Pour ǫ ∈ E , on pose
vi(ǫ) =
∏
1 ≤ k ≤ i,
k ∈ π+(ǫ)
rµk , (vi(ǫ) = 1, si {1 ≤ k ≤ i, k ∈ π+(ǫ)} = ∅) , v(ǫ) = vl(ǫ)(ǫ)
et αi(ǫ) = vi(ǫ)µi. On dénit de même v(ǫ) =
∏
1 ≤ k ≤ N,
k ∈ π+(ǫ)
rµk ∈W . On dénit
un ordre sur E par :
ǫ ≤ ǫ′ <=> π+(ǫ) ⊂ π+(ǫ
′).
On démontre alors failement la proposition suivante :
Proposition 3 (i) Pour tout ǫ de E, Yǫ est un espae ane de dimension réelle
2l(ǫ).
(ii) Pour tout ǫ ∈ E, Yǫ =
∐
ǫ′≤ǫ Yǫ′
(iii) Γ =
∐
ǫ∈E Yǫ
(iv) Pour tout ǫ ∈ E, Yǫ est stable par l'ation de T .
De plus, nous allons avoir besoin du lemme suivant :
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Lemme 3 (i) L'ensemble ΓT des points xes de Γ sous l'ation de T est on-
stitué des 2N points :
[k1, k2, . . . , kN ], ou` ki ∈ {e, kµi}.
On identiera don ΓT ave E en identiant e ave 0 et kµi ave 1.
(ii) Soit (ǫ, ǫ′) ∈ E2, alors :
ǫ ∈ Yǫ′ <=> ǫ ≤ ǫ
′,
et dans e as pour tout élément h ∈ h, on a :
det(1− eh|T ǫǫ′) =
∏
i∈π+(ǫ′)
(1− eαi(ǫ)(h)),
où T ǫǫ′ désigne l'espae tangent à Yǫ′ en ǫ.
Comme la variété Γ est lisse, KT (Γ) s'identie à K0(H,Γ) (respetivement
K0(H,Γ)) le groupe onstruit à partir du semi-groupe des lasses d'isomor-
phisme de faiseaux H-équivariants ohérents (respetivement H-équivariants
loalement libres) sur Γ. Dans la suite, on identiera es trois groupes. Soit
ǫ ∈ E et soit F un faiseau H-équivariant loalement libre sur Γ, on dénit son
aratère χ(Yǫ,F) ∈ X [T ] sur Yǫ par :
∀t ∈ T, χ(Yǫ,F)(t) =
∑
k
(−1)kTr(t; Hk(Yǫ,F/Yǫ)).
La déomposition Γ =
∐
ǫ∈E Yǫ munit Γ d'une struture de CW -omplexe
T -équivariant où toutes les ellules sont lisses et de dimension paire ; de plus
l'ensemble des points xes de l'ation de T sur Γ est disret. Grae à ette
struture, on a la proposition suivante :
Proposition 4 (i) La K-théorie T -équivariante de ΓT s'identie à l'algèbre des
fontions sur E à valeurs dans R[T ], qu'on notera F (E ;R[T ]).
(ii) La restrition aux points xes i∗T : KT (Γ)→ F (E ;R[T ]) est injetive.
(iii) La K-théorie T -équivariante de Γ est un R[T ]-module libre qui admet
omme base la famille {µˆǫ}ǫ∈E aratérisée par :
χ(Yǫ′ , µˆǫ) = δǫ′,ǫ.
Dénition 1 Pour ǫ ∈ E, on dénit µǫ ∈ F (E ;R[T ]) par :


µǫ(ǫ
′) =
∏
i∈π+(ǫ′)
eαi(ǫ
′)
∏
i∈π+(ǫ)
(e−αi(ǫ
′) − 1) si ǫ ≤ ǫ′,
µǫ(ǫ
′) = 0 sinon.
On a alors le théorème suivant :
Théorème 3 Pour tout ǫ ∈ E, on a :
i∗T (µˆǫ) = µǫ.
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Démonstration :
En utilisant la formule de loalisation d'Atiyah-Bott (voir [2℄) et le lemme
3, on obtient pout tout µˆ ∈ KT (Γ) et tout ǫ ∈ E :
χ(Yǫ, µˆ) =
∑
ǫ′≤ǫ
i∗T (µˆ)(ǫ
′)∏
i∈π+(ǫ)
(1− eαi(ǫ′))
. (5)
Soit ǫ0 ∈ E , et soit µ′ǫ0 = i
∗
T (µˆǫ0). Montrons par réurrene sur la longueur de
ǫ que pour tout ǫ ∈ E , µ′ǫ0(ǫ) = µǫ0(ǫ). Grae à la formule 5 et à la aratérisation
de µˆǫ0 , on démontre failement par réurrene sur l(ǫ) que si ǫ n'est pas plus
grand que ǫ0, on a bien µ
′
ǫ0(ǫ) = 0. On peut don se limiter au as où ǫ0 ≤ ǫ.
Si ǫ = ǫ0, la formule 5 et le fait que χ(Yǫ0 , µˆǫ0) = 1 nous donne bien µ
′
ǫ0(ǫ0) =
µǫ0(ǫ0). Soit ǫ > ǫ0. On suppose le résultat vérié pour tout ǫ
′
de longueur
stritement plus petite que ǫ, on applique la formule 5 et le fait que χ(Yǫ, µˆǫ0) = 0
pour obtenir :
∑
ǫ0≤ǫ′<ǫ
∏
i∈π+(ǫ′)
eαi(ǫ
′)
∏
i∈π+(ǫ0)
(e−αi(ǫ
′) − 1)
∏
i∈π+(ǫ)
(1− eαi(ǫ
′))
+
µ′ǫ0(ǫ)∏
i∈π+(ǫ)
(1 − eαi(ǫ))
= 0,
d'où :
µ′ǫ0(ǫ)∏
i∈π+(ǫ)
(1− eαi(ǫ))
= −
∑
ǫ0≤ǫ′<ǫ
∏
i∈π+(ǫ′)\π+(ǫ0)
eαi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− eαi(ǫ
′))
.
Si on pose ǫ˜ = ǫ − (j), où j est le plus grand élément de π+(ǫ) \ π+(ǫ0), on
a alors :
µ
′
ǫ0
(ǫ)∏
i∈π+(ǫ)
(1− eαi(ǫ))
=
∏
i∈π+(ǫ)\π+(ǫ0)
e
αi(ǫ)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− eαi(ǫ))
−
∑
ǫ0 ≤ ǫ
′ < ǫ
ǫ′ 6= ǫ˜
∏
i∈π+(ǫ
′)\π+(ǫ0)
e
αi(ǫ
′)
∏
i∈π+(ǫ)\π+(ǫ0)
(1− eαi(ǫ
′))
.
En eet, omme j est le plus grand élément de π+(ǫ) \ π+(ǫ0), pour tout
i ∈ π+(ǫ) \ π+(ǫ0), αi(ǫ) = αi(ǫ˜) si i 6= j et αj(ǫ) = −αj(ǫ˜). On utilise alors
la relation
e−x
1−e−x = −
ex
1−ex . Cette même relation montre, en distinguant les
termes qui ont un 1 en jème position et eux qui ont un 0 en jème position, que
la deuxième somme est nulle et on obtient alors bien :
µ′ǫ0(ǫ) =
∏
i∈π+(ǫ)
eαi(ǫ)
∏
i∈π+(ǫ0)
(e−αi(ǫ) − 1) = µǫ0(ǫ).
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6 Une autre démonstration du théorème 1 dans
le as ni
Si on note S l'algèbre symétrique de h∗, un résultat analogue à la proposition
1 prouvé par A. Arabia dans [1℄ montre que la ohomologie équivariante de X
s'identie à une sous-algèbre Λ de F (W,S), l'algèbre des fontions de W à
valeurs dans S munie de l'addition et de la multipliation point par point. Cette
algèbre Λ est un S-module libre qui admet une base ξw indexée par W . Ces
fontions vérient ξw(v) = 0 si v n'est pas plus grand que w et la formule
suivante :
Théorème 4 Soit w ≤ v et soit v = ri1 · · · ril une déomposition réduite de v.
Si l(w) = k, alors :
ξw(v) =
∑
ij1<···<ijk
βj1 · · ·βjk ,
où la somme porte sur l'ensemble des indies 1 ≤ j1 < · · · < jk ≤ l tels que
rij1 · · · rijk = w.
Ce théorème est démontré de manière purement ombinatoire par S. Billey
dans [3℄. Dans la note [14℄, on a retrouvé e résultat en utilisant les variétés
de Bott-Samelson. Le but de la suite est d'expliquer plus géométriquement le
théorème 1 à l'aide de es variétés dans le as ni.
Soit w0 = rµ1 · · · rµN une déomposition réduite du plus grand élément w0
de W . On pose Γ = Γ(µ1, . . . , µN ) et on dénit une appliation T -équivariante
g de Γ dans X par multipliation (i.e. g([k1, . . . , kN ]) = k1 ∗ · · · ∗ kN [T ]).
La diérene fondamentale ave e qui se passe en ohomologie est due au
fait que en ohomologie les opérateurs de Demazure Ai vérient A
2
i = 0 alors
qu'en K-théorie, les opérateurs Di vérient D
2
i = Di. Une généralisation im-
médiate de la proposition 3.36 de [11℄, où le résultat n'est énoné que pour des
déompositions réduites, nous donne :
∀τ ∈ KT (X) , χ(Y ǫ, g
∗(∗τ)) = ∗(Dv(ǫ)i
∗
T (τ))(1),
où pour v ∈ W , on a posé Dv = Dv. Or d'après les propriétés (i), (ii) et (iii)
de la proposition 1 :
∀(v, w) ∈W 2, (Dv(ψ
w))(1) = δv,w.
On déduit des deux formules préédentes que pour tout ǫ ∈ E et tout élément
w ∈ W , on a
χ(Y ǫ, g
∗(∗ψˆw)) = δv(ǫ),w. (6)
D'après la aratérisation de la base {µˆǫ}ǫ∈E , on a don :
∀w ∈ W, g∗(ψˆw) =
∑
ǫ∈E,v(ǫ)=w
∗µˆǫ .
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Soit (w, v) ∈W 2. Si on hoisit un élément ǫ′ ∈ E tel que g(ǫ′) = v et tel que
l(ǫ′) = l(v) (e qui orrespond au hoix d'une déomposition réduite de v), la
formule préédente nous montre que
ψw(v) = (i∗T (ψˆ
w))(v) =
∑
ǫ∈E,v(ǫ)=w
∗µǫ(ǫ
′),
e qui nous redonne bien le théorème 1 à l'aide du théorème 3. On remarque
que l'indépendane par rapport au hoix d'une déomposition réduite de v est
ii une onséquene immédiate du fait que pour tout bré T -équivariant τ sur
X , la représentation de T dans g∗(τ)x est la même en tout point x de Γ qui
vérie g(x) = v. Cette vision géométrique montre également que la formule du
théorème 1 reste valable si on prend une déomposition non réduite de v (e
qu'on peut aussi voir de manière ombinatoire).
7 Une autre base de KT (X)
Comme X est une variété lisse, tout omme dans le as des variétés de
Bott-Samelson, KT (X) s'identie à K0(H,X) et à K
0(H,X). On sait alors
que la déomposition en ellules de Shubert X =
∐
w∈W Xw fournit une
base {[O]Xw}w∈W de K0(X,H). Les lasses [O]Xw sont dénies par le fais-
eau strutural de Xw prolongé par 0 sur X \ Xw. Pour w ∈ W , on pose
σˆw = ∗[O]Xw ∈ KT (X), et σ
w = i∗T (σˆ
w). Le résultat suivant est prouvé dans
[11℄ :
Proposition 5 Pour tout w ∈W et tout entier 1 ≤ i ≤ r,
Di(σ
w) =
{
σw si wri < w,
σwri si wri > w.
On dénit les éléments avw ∈ R[T ] par σ
w =
∑
v∈W
avwψ
v
. On va donner une
expression expliite de es oeients. Soit w ∈ W et soit ri une réexion
simple telle que wri > w. Si on applique l'opérateur Di à la déomposition
σw =
∑
v∈W
avwψ
v
, on obtient :
σwri = Di(σ
w) =
∑
v∈W
avwDiψ
v.
En utilisant les relations vériées par les fontions ψv, on trouve alors :
∑
v∈W
avwriψ
v =
∑
v∈W,vri<v
avw(ψ
v + ψvri) =
∑
v∈W,vri<v
avwψ
v +
∑
v∈W,vri>v
avriw ψ
v.
On obtient don la relation de réurrene suivante sur les oeients avw :
avwri =
{
avw si vri < v,
avriw si vri > v.
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De es relations, on déduit en utilisant les relations 1 et 2 :
∀(w, v) ∈ W 2, avw = a
v w−1
1 , (7)
où pour v ∈ W , on a posé a
v
1 = a
v
1. Il sut don de trouver la déomposition
de σ1. Pour ela, on aura besoin des valeurs de σ1 :
{
σ1(1) =
∏
α∈∆+
(1− e−α),
σ1(v) = 0 si v 6= 1.
La valeur de σ1(1) est alulée à l'aide de la formule d'auto-intersetion et les
autres valeurs sont nulles par le théorème de loalisation.
Comme on a σˆ1 =
∑
v∈W a
v
1ψˆ
v
, soit v ∈ W et ǫ ∈ E tel que u(ǫ) = v, d'après
la formule 6, le oeient av1 est donné par :
av1 = ∗χ(Y ǫ, g
∗(∗σˆ1)).
En utilisant la formule [2℄ et les valeurs de ∗σ1 = ∗i∗T σˆ
1
, on obtient alors :
av1 =
∑
ǫ′≤ǫ,u(ǫ′)=1
∏
α∈∆+
(1− e−α)∏
i∈π+(ǫ)
(1− e−αi(ǫ′))
.
On a don la proposition suivante :
Proposition 6 Soit v ∈ W et soit v = ri1 · · · ril une déomposition réduite de
v. Pour tout sous-ensemble I de {1, . . . , l} et tout entier 1 ≤ i ≤ l, on pose
βi(I) = (
∏
j∈I,j≤i
rij )αi (βi(I) = αi si I ∩ {1, . . . , i} = ∅). Alors
l∑
k=0
∑ ∏
α∈∆+
(1− e−α)∏l
i=1(1− e
−βi({j1,... ,jk}))
,
où la deuxième somme porte sur l'ensemble des indies 1 ≤ j1 < · · · < jk ≤ l
tels que rij1 · · · rijk = 1, est un élément de R[T ] qui ne dépend pas du hoix
d'une déomposition réduite de v. Si on note bv et élément, alors av1 = b
v
.
Remarque 2 La proposition préédente est enore valable si on prend une dé-
omposition non réduite de v.
Si on utilise la relation 7, et si pour v ∈W , on pose bv = bv, on obtient alors
le théorème suivant
Théorème 5 Soit w ∈W , alors :
∗[OXw ] =
∑
v∈W
bv w
−1
ψˆv.
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Soit QW le Q[T ]-module libre qui admet pour base la famille {δw}w∈W et
qu'on munit d'une struture d'anneau dénie par :
(q1δw1).(q2δw2) = q1(w1q2)δw1w2 , ∀(q1, q2) ∈ Q[T ]
2, et (w1, w2) ∈W
2,
où l'ation deW sur Q[T ] est déduite de elle deW sur T . Dans [11℄, B. Kostant
et S. Kumar introduisent des éléments {yi}1≤i≤r de Q[T ] dénis par :
yi =
1
1− e−αi
(δ1 − e
−αiδri).
Les yi vériant les relations de tresses, on peut dénir un élément yw ∈ QW
pour tout w ∈W . On dénit alors des éléments {bv,w}(v,w)∈W 2 de Q[T ] par :
yv−1 =
∑
w∈W
bv,wδw−1 .
D'après l'expression ombinatoire de bv,w donnée par le lemme 3.5 de [12℄,
bv = bv−1,1
∏
α∈∆+
(1− e−α), et de plus dans [12℄, S. Kumar montre que quand Xv
est lisse, bv,1 =
∏
γ∈S(v)
(1− e−γ)−1, où pour u ∈ W , S(u) = {α ∈ R+, rα ≤ u}.
En partiulier bw0 = 1 et don d'après le théorème 5 :
∗[OXw0
] =
∑
w∈W
ψˆw.
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