The impact of confidentiality and privacy breaches are more pronounced when dealing with multimedia contents. One of the obvious techniques to counter these threats is the use of encryption. A number of algorithms for robust image encryption, targeted for real-time applications with tight resource constraints, has been proposed in the literature. In this paper, first, we analyze two recent cipher schemes for image contents, which are based on two rounds. We show that the schemes are designed to ensure maximum avalanche effect in the whole image by employing the chaining block code mode (CBC) in forward and backward directions. However, they do not lend themselves to parallel implementation and they have a problem with error propagation, which is not desirable for wireless multimedia transmission. As such, we propose to redesign the underlying algorithm to make it practical when used with applications that either suffer from a high error percentage or from real-time constraints. The modified cipher employs the counter mode to eliminate the chaining process (forward and backward), which allows for parallel computations and minimizes the effect of error propagation. According to the security and performance results, the proposed scheme can respond better to the applications and/or system requirements and limitations by ensuring a better performance and an equally high level of security compared to both ciphers in addition to minimum error propagation. To the best of our knowledge, the proposed scheme is the first dynamic key-dependent stream cipher scheme with a pseudo-random key-stream generation for re-ordering of sub-matrices.
Introduction
The exponential growth of advanced technologies (processing, Telecom, networking, etc.) led to the emergence of new multimedia applications. Such applications rely (among others) on the widespread usage of image-capture sensors in hand-held devices (e.g., camera glasses, smart phones, tablets, etc.), giving the users the ability to capture, store and send multimedia data. This resulted in a huge and voluminous production of images that are daily exchanged/shared among billions of users through social networks (e.g., Instagram, Facebook, Twitter) or simply stored on web/cloud platforms (e.g., Apple iCloud).
Hence, there is an urgent need to secure the contents of users' images, especially after the recent celebrity photo hack, 1 where more than 100 individual iCloud celebrities accounts have been hacked, making their sensitive private pictures (mostly naked pictures taken by their smart phones) public. Also, similar situations can also occur for ordinary people when their phones are stolen or hacked. This could be very detrimental for those individuals, in particular in conservative countries.
The security requirements are not limited to general public applications; several professional applications have the same requirements such as military and medical ones, where sensitive images need to be protected [1, 6, 15, 24] . As such, image confidentiality becomes important and crucial since there is always the risk of information interception. This is achieved by using an encryption algorithm that keeps the content information protected during transmission or in storage on an insecure medium.
Image encryption algorithms are based on either block or stream cipher. Stream cipher consists of producing a key-stream based on a specific key and an initial vector. The produced key-stream is mixed with plain image to produce the cipher image at the source side, and mixed with the cipher image to produce the decrypted image at the receiver side. On the other hand, block cipher takes a block of the plain-image and the key as inputs and applies a round function for several rounds. Each block is encrypted based on a cryptographic operation mode such as CBC [16] . In addition, image encryption schemes can be realized at the pixel level or at the level of the compressed bit-stream.
Related work
One major dilemma is the trade-off between efficiency and the security level; it is essential to design an efficient cipher scheme that can strike a good balance between efficiency and robustness. Moreover, a low error propagation is as essential, especially if the cipher is to be used for multimedia wireless communication, which suffers from a high error rate compared to wired communication [36] .
The traditional symmetric block cipher algorithms such as 3DES [9] and AES [13] are used currently for encrypting multimedia data [19] . However, traditional ciphers use a static structure: the substitution and diffusion primitives are fixed and independent of the static secret key. Therefore, a higher number of round r is required to reach the desired security level. This introduces consequently an overhead in terms of latency and resources that can be high for tiny devices, for example, or for modern high data rate real-time applications. Therefore, the traditional symmetric cipher schemes are acceptable for powerful devices or for the current data rates. However, these may suffer in the case of tiny devices and/or modern real-time delivery of multimedia streams [8] . This motivated cryptography researchers to target the design of alternative lightweight cipher candidates. Moreover, the static cipher structure gives opportunities to potential attacks such as side channel attacks or fault attacks [21] , since the substitution and diffusion primitives are static and known to the attacker. Towards preventing these kinds of attacks, several countermeasures have been presented, but these are associated with major overhead.
From more than two decades, a new class of cryptography was presented, based on the Chaos theory [49] , and relying on chaotic maps that can be linear (cat map) or non-linear (logistic, skew tent and PWLCM) [26] . These chaotic maps are pseudo-random and they are extremely sensitive to initial conditions and parameters. In fact, the advantage of chaos theory, compared to traditional cryptographic algorithms, is that it offers a key-dependent structure where substitution and diffusion primitives change according to initial conditions and control parameters of these chaotic maps.
However, the majority of existing chaos-based encryption algorithms suffers from security and performance limitations [34, 35, 47, 57] such as finite computing precision that stems from the periodicity of mapping [27] , which is not high for the 1-D chaotic maps. Consequently, this renders the corresponding cryptographic algorithms vulnerable to various kinds of attacks [4, 5] . Another main performance disadvantage is due to the fact that most chaos-based encryption algorithms rely on floating-point arithmetic, which significantly increases the computational complexity (and consequently resources) of any software or hardware implementation and thus, renders practical chaos-based cryptographic solutions inefficient when compared to optimized AES implementation. Note that the standard cryptographic algorithms are based on integer operations [14] .
On the other hand, and for more than a decade, several AES optimization techniques were proposed to make it more suitable to support higher data rates, or to be implemented efficiently within tiny devices. The main objective of these optimization techniques is to reduce the required resources and latency and to render its hardware implementation a simple one [8] . Also, a set of optimized assembly AES instructions were introduced to the instruction set of Intel processors [22, 45] . However, AES may not satisfy the future requirements for lightweight cipher schemes according to NIST [37] . This motivated several initiatives targeting the design of new lightweight cryptographic algorithms by simplifying the round function and/or reducing the number of rounds [8] . Examples of such algorithms include LEA [25] , FeW [32] , Prince [10] , TWINE [51] , Lblock [54] , Piccolo [50] , and LED [23] . These ciphers, however, are also based on static substitution and diffusion primitives that require iterating a round function for a large number of rounds, r, which is mandatory to reach the desired security level. Unfortunately, these ciphers can provide the required security level, yet at the expense of high overhead in terms of latency and required computational resources.
Consequently, using such ciphers within limited systems might introduce an overhead that would hinder their proper operation by impacting the overall system performance [37] . As such, designing a new cipher scheme that achieves a high security level with low computational complexity and required resources becomes more than mandatory towards overcoming the limitations for a set of modern systems, applications and devices. In fact, the minimum required number of iterations for recent lightweight cryptographic algorithms is 4 according, which is the case of Hummingbird2 cipher. On the other hand, the recent lightweight chaotic image encryption algorithms such as [11, 20, 29, 33, 38] are also based on a multi-round structure.
The major challenge that limits the majority of chaotic cipher schemes is their use of floating-point calculations and the need to convert operations to integer, which introduces an important overhead in terms of latency and required resources.
Recently, two new lightweight cryptographic solutions were proposed, which are either based on a lightweight round function or on a small number of rounds by relying on the dynamic key approach [18, 43] , in order to reduce the required resources and latency [40] [41] [42] . These two recent dynamic key-dependent lightweight cipher schemes use a round function for two iterations (r = 2). They apply the Chaining Block Code (CBC) operation mode in the forward and backward directions. The round function of [18] consists of a dynamic substitution operation that uses a dynamic S-box followed by an integer matrix mixing for the diffusion operation. The cipher scheme of [18] is illustrated in Fig. 1 and the architecture of [43] is similar compared to [18] . On the other hand, the cipher in [43] , achieves a lower latency when compared to [18] since each round iteration applies only a single operation. In fact, the presented cipher in [43] applies the diffusion operation in the first round, the substitution operation in the second round and it uses binary diffusion operations instead of integer ones. However, by analyzing these schemes, several limitations arise such as 1) the effect of error propagation which is doubled, and 2) the inability of parallel computations.
Next, we detail the limitations of [18, 43] :
1. Error propagation overhead: using the CBC mode of operation in forward and backward directions leads to error propagation in the corresponding block in addition to the neighboring blocks (previous and next). Moreover, the contents of the corresponding and next neighbor blocks are randomized while specific error(s) occur in the previous block. Therefore, we need to define an efficient cipher scheme that limits the error propagation only to specific byte(s) and more specifically, to be constrained to the same bit-error position(s). Note that the worst error case is when errors are introduced with a uniform distribution, which destroys the whole image contents.
No Parallelism:
The use of the CBC mode in forward and backward directions limits the ability for parallelism. In order to solve this limitation, the encryption algorithm of [18] is redesigned to be realized in counter mode, which reduces the latency according to the obtained results [30] . 
Motivation & contributions
After highlighting the limitations of the current solutions for recent applications, it becomes evident that there is a need for a new efficient lightweight image cipher scheme. Such cipher has to ensure a high level of security with a low computation complexity, error propagation, simple hardware implementation and parallel computing.
In this paper, we follow the recent work of [18, 43] towards designing new efficient and secure dynamic key-dependent stream cipher, which is based on a key-stream generation algorithm and key-stream sub-matrix permutation. Consequently, the proposed stream cipher is different compared to existing stream ciphers since it uses dynamic substitution and diffusion primitives that change for each new input message. In fact, to the best of our knowledge, the proposed solution is the first dynamic key-dependent stream cipher algorithm with dynamic substitution and diffusion primitives and pseudo-order key-stream generation.
Additionally, the technical contribution of this paper compared to [18, 43] are listed in the following:
• The proposed solution is a stream cipher scheme, while the referenced works are block cipher.
• An update on the simple dynamic key generation is proposed to achieve a high level of security with low overhead. It is based on the variable session key and a message counter, which increments for each new input message.
• We use the counter mode instead of the chaining mode to enable parallel computations without reducing the cryptographic strength. Equally important, the proposed scheme reduces the effect of error propagation, which consequently ensures lower visual degradation. However, block cipher with ECB, CBC, and OFB operations modes cannot ensure low error propagation. Note that CFB has the worst error propagation effect.
• We introduce a permutation process for the encrypted sub-matrices to achieve a nonlinear (pseudo-random) order of key-stream generation. Such modifications provide better resistance against attacks with low overhead in terms of initialization.
• We use the same technique to generate the substitution table and diffusion matrix as in [43] , which is simpler compared to the one in [18] . In addition, the binary diffusion matrix defined in [43] is used in the proposed stream cipher to simplify the hardware implementation and achieve a better performance.
In addition, the proposed key stream generation algorithm is based on a simple flexible key-dependent round function that needs to be iterated for just 2 rounds. This round function consists of two operations, substitution and diffusion. The selected techniques to construct the substitution and diffusion primitives in a dynamic manner guarantee the desired cryptographic strength; the generated key-stream has a high level of randomness and periodicity according to [43] .
On the other hand, we conduct tests to assess the performance and security of the proposed solution compared to the recent works [18, 43] . We present a cryptanalysis discussion to verify the immunity of the proposed cipher solution against confidentiality attacks. Note that the existing cryptanalysis techniques target cipher schemes that are based on the use of a static key, and this clearly indicates why the proposed scheme can resist the traditional attacks. Furthermore, this work opens the door for a new kind of cryptanalysis. Even if new modern kind of attacks will be presented in the future for dynamic cipher schemes, the proposed solution is designed with the goal to resist them. The more dynamic is the cipher design, the higher is its security level, which is our main target. Simulation results for a set of security tests such as randomness, uniformity, and sensitivity are introduced in Table 3 to assess better the security of the proposed scheme compared to the recent works of [18, 43] . The obtained results are close to the one obtained in [18, 43] .
This makes the scheme a better fit for some applications, especially in wireless communications where the channels are subject to different kinds of errors [3] . On the other hand, the parallel implementation reduces the latency overhead. Moreover, the proposed scheme can be used with tiny devices such as smart phones or sensors because it is based on simple logical operations, and it is flexible (h can be changed) since it can be adapted to the available memory size.
Organization
The rest of this paper is organized as follows. In Section 2, we analyze the schemes of [18] and [43] and we highlight their limitations. Then, the proposed solution is presented in Section 3, and the description of the proposed stream cipher is presented in details in Section 4. Next, in Section 5, we assess the cryptographic performance of the proposed approach to show that it exhibits the required cryptographic strength. In Section 6, different metrics are analyzed such as latency, error propagation, space complexity and according to the obtained results, better performance is obtained as compared to [18, 43] . Finally, in Section 7, a conclusion summarizes our work and future work directions are presented.
Analysis of the [18, 43] cipher schemes
The cipher algorithms of [18, 43] operate on an entire image and consist of only two rounds of substitution-diffusion processes combined with a dynamic key changing for every input image as shown in Fig. 1 . An image is divided into a set of sub-matrices {X 1 , X 2 , . . . , X α }, where each X i has a square dimension (h × h), i = 1, 2, . . . , α and α is the number of sub-matrices of the corresponding image.
The cipher in [43] employs a binary diffusion operation instead of the arithmetic one used in [18] , which simplifies the hardware implementation of the proposed cipher and reduces the required latency, energy consumption and simplifies its hardware implementation.
Extensive security tests have demonstrated the high security and efficiency of these ciphers compared to state-of-the-art approaches. However, the authors indicated that the presented ciphers are based on Forward and Backward CBC, which prevents the parallelism process but ensures the avalanche effect in the whole image. This means that each submatrix is encrypted and must apply the round function for two iterations (r = 2 in [18, 43] ). However, ensuring the avalanche effect in the whole image has an impact in terms of error propagation. By quantifying the effect of error propagation (see Section 6.1), an erroneous sub-matrix adds an overhead to the original CBC mode for each erroneous block. This has a negative impact especially for a higher dimension value of sub-matrix h. Moreover, several applications or systems operate within erroneous channels such as the case in wireless communication channels. This limits these solutions and makes them unsuitable for such applications. Thus, an efficient cipher scheme with lower error propagation is necessary, which is the main objective of this paper.
In terms of latency, employing CBC typically limits the parallelism for encryption but allows for parallel decryption. However, by employing CBC-Forward then Backward, the parallel computation is limited in both encryption and decryption. This prevents devices that are capable of parallel computations from reducing the required execution time. For example, all current smart phones have multi-core capabilities. This is why, our proposed solution is based on the counter mode and consequently, the required latency can be reduced compared to the original schemes of [18, 43] . Moreover, theoretically, this reduction can be more pronounced depending on the number of threads. Systems with multi-threads are preferred since they require lower memory and resources.
The diffusion operation of [18] is based on arithmetic addition and multiplication operations, which requires a large number of cycles and hence, high execution time. While [43] uses another kind of diffusion operation, which is based on the binary diffusion matrix and only employs the logical Xor operation. In fact, the integer form of the diffusion matrix of [18] is mapped to a binary diffusion matrix in [43] . Therefore, the proposed cipher scheme in this paper follows [43] by using the binary diffusion matrix. As such, all these modifications are introduced to define a new lightweight image encryption algorithm that has simple hardware and software implementations, lower latency and resources in addition to lower error propagation and a high security level.
In the following section, the proposed cipher scheme and its corresponding dynamic key generation and cipher primitives construction are described in details.
The proposed dynamic key-dependent cipher approach
The proposed approach is divided into three steps:
• Dynamic Key Derivation;
• Construction of Cipher primitives;
• Encryption or Decryption algorithm.
In this following, these steps are described in details. In addition, all the notations used are given in Table 1 .
Key derivation
In order to have a lower complexity and easier implementation on devices, we consider one Secret Key (SK) shared only between both entities (transmitter and receiver). To provide better security, the symmetric secret key can be renewed after a specific periodic interval that can be chosen according to the application. The secret key can be renewed by employing any secure key establishment technique.
In addition, a new Session Secret Key (SSK) is produced from each new session. This is done by hashing the output of the "exlusive or" mixing between SK and Nonce N o , as described by the following equation:
where h is a cryptographic hash function such as SHA-512. Note that this operation ensures the sensitivity of the cipher key and nonce, simultaneously. The length of SK can be equal to 128, 256 or 512 bits, while N o has a fixed size of 512 bits, and it can be produced at the sender and receiver in a synchronized manner by using any secure Deterministic Pseudo Random Generator (DPRG) [7] . The seed of the selected DPRG can be constructed by hashing the secret key with any new public unique parameter. The produced pseudo-random sequence can be divided to form a set of dynamic Nonce values. In principle, the pseudo-random sequence of each of these DPRG α Number of sub-matrices in corresponding image
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The ith encrypted sub-matrix (without sub-matrices permutation operation)= 1 for binary Galois field and its equal to 8, 16, 32, 64 for integer Galois field ensures a high randomness level and high periodicity (internal update after each maximum "requested number of bits"). As such, each Nonce is used only once and it is different for every input image. Alternatively, the Nonce can be generated at the sender side and transmitted in an encrypted form to the receiver by employing the common secret key or by using the receiver public key. In order to achieve a high level of security, each image is encrypted using a dynamic key (DK) of size 512 bits, which is generated for every input image by hashing the output of the "exlusive or" mixing between the session key, which has a 512-bit length (SHA-512 is used) with a counter CT (flexible size) as follows:
As such, different dynamic keys can be produced for each new session leveraging the strong collision of the employed cryptographic hash function.
The proposed cipher has a key-dependent structure since each cipher primitive is related to the dynamic key as shown in Fig. 2 . Then, the dynamic key is divided into 4 dynamic sub-keys (DK = {DK 1 , DK 2 , DK 3 , DK 4 }) such that each one of them has a size of 16 bytes (128 bits). These sub-keys are used to construct 4 different cipher primitives, which are described next. 
Proposed techniques to construct key-dependent cipher primitives
• Pseudo-Random Matrix Initialization: DK 1 represents the 16 most significant bytes of DK and it is used as a dynamic seed for a stream cipher. We do not use RC4 in the context of a stream cipher, instead, RC4 is iterated with a dynamic sub-key and it is used in this paper to generate dynamic cipher primitives. Therefore, no weakness is introduced and the security level will not be degraded. In fact, any stream cipher can be selected here instead of RC4, which was selected due to its simple hardware and software implementations. RC4 should be iterated for h × h times to produce the required key-stream, which is reshaped to produce the required initial counter matrix I M.
• Substitution table (S-box S): Dk 2 represents the second set of the 16 most significant bytes and it is used to produce a dynamic substitution table (S-box). The proposed cipher can employ any key-dependent substitution generation table algorithm. In fact, the presented technique is based on the Key Setup Algorithm (KSA) of RC4 as in [43] , whereby the KSA of RC4 stream cipher is selected since it possesses the simplest hardware and software implementations. Note that the output of KSA is a substitution table that is used as a dynamic S-box in the proposed approach.
• Permutation table: DK 3 represents the second least significant 16 bytes of DK and it is used to produce a permutation table (P-box π) that is employed after encrypting all plain sub-matrices. This produced permutation table is used to permute the encrypted sub-matrices to randomize the linear order of encrypted counter matrices. This will ensure a better security level for the proposed stream cipher. In this paper, the KSA of RC4 is modified to produce flexible P-boxes, where the length of the produced output table of KSA becomes variable (α, which is the number of sub-matrices) and not 256. The input length is introduced as an input for the Modified KSA (MKSA) function. Note that the produced S-boxes have a fixed size of 256 bytes.
• Diffusion matrix G: DK 4 represents the first 16 least significant bytes. DK 4 is used to produce a dynamic diffusion matrix G that can be binary or integer. In order to reduce complexity, a binary diffusion layer is recommended in [43] compared to other diffusion techniques such as Matrix Distance Separate (MDS) as in AES or hill cipher (invertible integer square matrix). More details can be seen in [43] . Indeed, DK 4 is used as a seed for the RC4 stream cipher to produce a sequence V A with lv = n 2 × n 2 × q bits in length, where q represents the precision in bits and n is the dimension of the square diffusion matrix. q is equal to 1 in the case of a binary diffusion matrix and 8 in case of the byte integer matrix. Then, V A is reshaped to a square sub-matrix called A with size n 2 × n 2 , which is necessary to form the square diffusion matrix G as described in [18, 43] . Note that the diffusion operation in this paper is realized at the matrix level and not at the block level (n bytes in a block) as presented in [43] .
Moreover, the size of these sub-dynamic keys is large enough to produce a high number of unique cipher primitives that can reach the desired cryptographic performance. All notations are shown in Table 1 . These steps are enough to ensure a high sensitivity since any change in the dynamic key will lead to completely different parameters in the encryption process and this is proven is Section 5.3.2. Derivation of these parameters is illustrated in Fig. 2 .
Only the intended receiver that has the secret key and can produce the correct set of Nonce(s) can consequently produce the correct session keys and in consequence a set of dynamic keys for each new session. Each dynamic key is used to decrypt its corresponding encrypted image. Furthermore, the different steps of the proposed scheme at the sender and receiver sides are described below in details.
Proposed stream cipher scheme
The proposed stream cipher uses a dynamic key-dependent structure in contrast of the existing stream ciphers. The main target of this solution is to reinforce the security level of existing stream ciphers by using the dynamic key approach but with a minimal possible overhead in the initialization phase. This paper follows the enhancement of our recent previous block ciphers [18, 43] . Furthermore, the main reason to design this stream cipher is due to the advantages in terms of parallel computation, minimum error propagation and high level of security that can be reached by using the proposed enhancements.
The proposed stream cipher scheme uses four dynamic key-dependent cipher primitives, which are: The input multimedia message (audio, image, video) is divided into α square submatrices {X 1 , X 2 , . . . , X α }, where each one has a size of (n × n). It should be noted that no padding operation is required since the proposed solution is a stream cipher and not a block cipher [48] .
The proposed stream cipher structure has also a new modification compared to a traditional stream cipher, which is to randomize the order of key-stream sub-matrices, which is done via π. The attacker's task becomes very complicated because of the different non-linear order of key-stream sub-matrices in addition to having dynamic key-stream sub-matrices for each new input message (image, video, etc.).
In fact, a traditional stream cipher applies the same operation at both entities. While with this approach, the dynamic permutation process is introduced and applied after the encryption process. This means that the intended receiver should apply a modification by starting with the inverse permutation operation then, decrypting the encrypted sub-matrices. In fact, the encryption and decryption processes (without permutation) are the same. They can be realized by mixing the plain and cipher sub-matrices with the corresponding produced keystream sub-matrices, respectively. Moreover, the proposed encryption algorithm consists of applying the round function of [18] twice as shown in Fig. 3 . This round function consists of two main operations, a substitution operation using the S-box S, and a diffusion matrix G for the first round, and G t for the second iteration. In addition, G can be a binary diffusion matrix according to [43] .
Proposed key-stream generation algorithm
In this part, we describe the techniques to produce the required key-stream sub-matrices {W 1 , W 2 , . . . , W α }, which can be performed in parallel.
To generate the ith key-stream matrix W i , several operations are required; first, we apply a conversion of the numeric value i to byte data type and then, the output is reshaped to (h × h) matrix form (padding with 0 if necessary) to form a counter matrix T i . Then, the matrix I M is mixed with T i to produce the sub-matrix Q i as indicated in the following equation:
Next, and to achieve the avalanche effect on the input sub-matrix Q i , the key-stream generation algorithm is iterated for two rounds, and in between the two rounds, we apply a transpose matrix operation.
Accordingly, each resultant sub-matrix Q i follows a round function, whereby we perform the substitution operation on Q i and then, the output is diffused using the diffusion matrix G. This can be summarized in the following equation:
where Y i represents the ith substituted diffused sub-matrix of Q i . Then, the sub-matrix Y i is transposed (Z i = Y t i ); this is to increase the sensitivity to the counter value being used. In fact, the first diffusion operation propagates the difference of counter in its specific column, and the transpose propagates the difference to all rows after the second round function. Finally, the round function is applied for a second time with a slight difference, since the transpose of G is used instead of G for the diffusion operation as indicated in the following equation:
Encryption algorithm
The encryption/decryption processes are performed by mixing each produced key-stream sub-matrix W i for i = 1, 2, . . . , α with the corresponding plain (X i ) (in encryption) and cipher sub-matrix (C i ) (in decryption). Therefore, to obtain the cipher sub-matrices, the encryption process is performed according to the following equation:
After encrypting all the sub-matrices {X 1 , X 2 , . . . , X α }, a permutation process is applied using the produced permutation table π. This operation permits to randomize the order of encrypted sub-matrices, which leads to an increase in the security level and prevents any future vulnerability in the key-stream generation. Then, a reshaping operation is applied on the cipher permuted sub-matrices {C π (1) , C π (2) , . . . , C π(α) } to form the cipher image.
Decryption algorithm
Similarly to the encryption scheme, the same scheme is used to produce the key-stream sub-matrices {W 1 , W 2 , . . . , W α }. In addition, the encrypted image is divided into a set of sub-matrices similarly to the sender side. Then, the decryption process starts by applying the inverse permutation process using the inverse permutation table π −1 . Next, each output inverse permuted sub-matrix C i is mixed with its corresponding key-stream sub-matrix W i to obtain the original sub-matrix X i , which is described by the following equation:
After decrypting all the sub-matrices {C 1 , C 2 , . . . , C α }, a reshaping operation is applied on the decrypted sub-matrices {X 1 , X 2 , . . . , X α } to recover the original image.
Binary diffusion operation [43]
Noura et al. [43] analyzes the execution time of the presented cipher in [18] . The results show that the diffusion operation consumes the largest percentage of execution time and it increases with the dimension of the diffusion matrix. Hence, to reduce the required execution time of the diffusion operation, the authors recommend to perform the diffusion in the binary Galois field, which permits the use of the logical operation "exclusive or" instead of the arithmetic addition and subtraction operations. Consequently, the latency and energy consumption are reduced while the throughput is increased.
Therefore, in our proposed approach, we use the binary diffusion matrix form of [43] , which is presented by the following equation:
Where G, as indicated previously, is a square n × n binary matrix and it consists of n diffusion vectors {G 1 , G 2 , . . . , G n }. Each binary diffusion vector G j is represented by a sequence of independent random numbers from a binary Galois field, where G j,w is a binary diffusion coefficient of line j and column w and j, w = 1, 2, . . . , n and can be equal to 0 or 1. This means that if G j,w is equal to 0, its corresponding row w is not introduced into the diffusion process of the j th diffused row. The values of the different indices in each vector (G j ) equal to 1 correspond to the row introduced in the diffusion process. The diffused row is the result of m XOR-ing bytes, where the corresponding index of its diffusion vector is 1.
In addition, the advantage of the proposed form is that the transpose of G is equal to G. Consequently, the required execution time of both diffusion operations is the same.
Security analysis
The proposed encryption algorithm should be strong enough to guard against the most known types of attacks such as statistical, differential, chosen/known plain-text, and bruteforce attacks [12, 17, 44] . In this section, we perform extensive experiments, and we analyze several metrics to demonstrate the efficiency and cryptographic strength of the proposed scheme against these well-known attacks. The statistical results for the listed security metrics are shown in Table 2 . In fact, the obtained results in Table 2 are very close to the statistical results of [18, 43] (see Table 2 ).
Statistical analysis
To resist statistical attacks, a cipher must exhibit specific random properties [55] . To assess the randomness degree of the proposed cipher, we carry out the following statistical security tests: (a) Probability Density Function (PDF) analysis, (b) Entropy analysis and (c) Correlation between plain and encrypted images.
Uniformity analysis
One important randomness property to resist the common statistical attacks is the uniformity of the PDF of the encrypted image. This means that each symbol has an occurrence Fig. 4 along with their PDFs. We can see that the PDF of the encrypted images is close to a uniform distribution with a value close to 0.039 that is 1 256 . To validate this result at the sub-matrix level, an entropy test is performed next.
The information entropy of a data sequence M is a parameter that measures the level of uncertainty in a random variable [56] , and is defined using the following equation:
where p(m i ) represents the occurrence probability of the symbol m i and n is the total number of states of the source information. Note that the entropy is expressed in bits. We calculate the entropy at the sub-matrix level that has h 2 elements. Each sub-matrix can be considered a truly random source with uniform distribution if the value of entropy is close to the desired value, which is log 2 (h 2 ) for h 2 ≤ n or log 2 (n) for h 2 > n. The entropy variation for the original and encrypted images (Lenna and Fruits ) at the sub-matrix level with h = 8 and under the use of a random dynamic key is shown in Fig. 5 . The results indicate clearly that the encrypted sub-matrices have always an entropy close to 5.76, which is close to the desired value (log 2 (64) = 6) in the case of h = 8. This confirms the cipher resistance against statistical attacks.
Correlation test between original and cipher images
Removing the correlation between pixels of an image is a key factor to verify if a scheme is successful or not. Removing spacial redundancy will certainly result in an efficient cipher scheme [39, 46] . Having a correlation coefficient close to zero means that the cipher scheme ensures a high degree of randomness. The correlation test is performed by taking randomly N = 4, 096 pairs of adjacent pixels from Lenna plain image and their corresponding pixels in the cipher image. The correlation is done in horizontal, vertical and diagonal directions. The correlation coefficient r xy is calculated using the following equation:
where
The obtained results for the encrypted Lenna image are presented in Fig. 6 . The results indicate clearly the high correlation between adjacent pixels in plain image (correlation coefficient is close to 1). However, for the cipher image, the correlation coefficient is very low (close to 0), which clearly shows that the proposed scheme reduces severely the spatial redundancy. In addition, the statistical results of correlation are shown in Table 2 . Moreover, the variation of the correlation coefficient between adjacent pixels (ρ h , ρ d , ρ v ) of the encrypted Lenna image versus 1,000 random keys is shown in Fig. 7 and its corresponding statistical performance is presented in Table 1 . The results are always close to 0, which confirms that spatial redundancy is eliminated and no detectable relation can be found in the encrypted images. Similar results are obtained for the encrypted Fruits image.
In addition, the coefficient correlation between original and encrypted images (matrices) are obtained by applying the 2-D correlation coefficient. The result is shown in Fig. 7d and its statistical measure is presented in Table 1 (see value distribution of ρ2). The results indicate that the 2-D coefficient correlation varies in a small interval around 0. This means that low 2D-correlation coefficient is achieved by employing the proposed cipher approach, which confirms the statistical independence of the original and encrypted matrices.
Difference between plain and cipher images
The encrypted image must be as different as possible from the original image (at least 50%) at the bit level. The proposed scheme has achieved a high value of difference between both images. Image Lena was tested to show that at least 50% of the image has been changed by the encryption process. The results are shown in Fig. 8 and in Table 2 .
Visual degradation
This test is specific for image and video contents and quantifies the level of visual degradation achieved by employing a cipher scheme. Typically, the degradation on the original image must be done such that the visual content in the cipher image must not be recognized. Two well known parameters are studied to measure the encryption visual quality, the Peak Signal-to-Noise Ratio (PSNR) [28] and the Structural Similarity index (SSIM) [53] . The PSNR is derived from the Mean Squared Error (MSE), where MSE represents the cumulative squared error between an original and encrypted image. A low PSNR value indicates that there is a high difference between the original and the cipher images. Concerning SSIM index [34] , it is defined after the Human Visual System (HVS) and has evolved so that we can extract the structural information from the scene. SSIM lies in the interval [0, 1] . A value of 0 means that there is no structural similarity between the Fig. 7 Variation of the coefficient of correlation for adjacent pixels in ciphered Lenna and Fruits: a horizontally, b vertically, and c diagonally, respectively. In addition, the variation of ρ 2 between original and encrypted Lenna image versus 1000 random dynamic keys original and cipher images, while a value close to 1 indicates that the two images are approximately the same. In this context, PSNR and SSIM were measured between the original and the encrypted Lenna images for 1,000 random dynamic keys and the results are shown in Fig. 9a and b, respectively. We can see that the mean PSNR value is 9.23 dB. Also, the SSI M values are always close to zero, which means that a high and hard visual distortion is obtained using the proposed cipher algorithm and as such, no useful visual information or structure about the original image could be revealed from the cipher image.
Sensitivity tests
Differential attacks are based on studying the relation between two encrypted images resulting from a slight change on the plain text or secret key, usually one bit difference as compared to the original one. A sensitivity test shows by how much would a slight change Fig. 8 The variation of the difference between plain and cipher image Lenna (percentage of the Hamming distance) against 1000 random keys in the plain-image or in the key affect the resulting cipher image. In this context, the larger the change, the better the sensitivity of the encryption algorithm. Below, we assess the sensitivity with respect to plain-text and to the key.
Plain-text sensitivity
This particular test is not a necessary one for the proposed approach since different dynamic keys are employed for each input image, which leads to different substitution and diffusion primitives in addition to the initial round and counter matrices. Consequently, this leads to totally different cipher images for the same plain image. 
Key sensitivity test
This is one of the most important tests that quantifies the sensitivity against any slight change in the secret key. In fact, the proposed key derivation function is based on a secret key and a Nonce. To study the key sensitivity, two dynamic keys are used: SK 1 and SK 2 that differ by only one random bit. Two plain-images are encrypted separately and then, the Hamming distance (in bits) between the two cipher-images is calculated as follows:
Where T is the length in bits of the plain and cipher data. The computed Hamming distance of the corresponding encrypted cipher-images C 1 and C 2 is illustrated in Fig. 10a against 1 ,000 random dynamic keys.
We can see that the majority of values is close to the optimal value (50%), indicating that the proposed encryption scheme is robust and has enough strength against any little change in the dynamic key. Additionally, the obtained result of 49.9970 is sufficient and similar to the ones reported in [2, 31, 39, 52] , which have values of 49.98, 49.97, 49.99 and 49.999, respectively. On the other hand, an example of decrypted original images (Lenna and Fruits) with the correct key are shown in Fig. 11a and c, and with a modification of one random bit of the dynamic key are shown in Fig. 11b and d. 
Normalized mutual information (NMI)
MI is used to measure the similarity between two sequences S and S . MI is based on the individual entropy H (S) and the conditional entropy H (S|S ) defined as follows: 
Where p(s i ) represents the probability of occurrence of the symbol s i . ns and ns are the total number of states of information in S and S , respectively. p s i ,s j denotes the joint probability that C is in state s i and C is in state s j . The values vary between 0 and 1. In order to confirm the Independence between encrypted images (with a slight change in the dynamic key), we applied NMI [38] between the encrypted images versus 1,000 random dynamic keys and the results are shown in Fig. 10b for Lenna image and its statistical performance is presented in Table 2 . The results indicate that NMI is always close to 0 (with a mean equal to 0.0192). This indicates clearly that no meaningful information can be extracted from the encrypted images.
Note that in Tables 2 and 3 , H O and H E represent the entropy of original and encrypted sub-matrices, respectively. In addition, in Table 2 ρ h , ρ d , and ρ v represent the correlation coefficient between adjacent pixels in horizontal, vertical and diagonal directions, respectively.
Cryptanalysis
In this section, we present typical cryptanalytic use cases with a brief analysis of the proposed cipher against several cryptanalytic attacks. We assume that the cryptanalyst has knowledge of the employed technique to generate the employed substitution and diffusion primitives but no knowledge of the secret and Nonce, which means that also no knowledge about the produced dynamic key. The previous scheme of [18] is resistant to different types of attacks since a dynamic key approach is employed. The proposed work ensures immunity against statistical, chosen/known plain text attacks. The proposed scheme can ensure a good statistical performance since uniformity and independence are attained in addition to key and initial matrix sensitivity. A successful sensitivity test shows how much a slight change in the key or initial matrix will affect the resulted cipher image. Moreover, the key space of the secret key can be 2 128 , 2 196 or 2 256 , while the key space of the dynamic key is 2 512 . Therefore, the key space for secret and dynamic keys are large enough to prevent brute-force attacks. Finally, the problem of single image failure and accidental key disclosure is avoided since the dynamic key is changed for every input image. Moreover, the size of dynamic keys complicates the recovery process of the dynamic key, and differential and linear attacks are inefficient. As such, this cipher can resist the different well-known attacks and its main goal is to benefit from the dynamic approach as a lightweight secure image encryption scheme.
Performance analysis
In this section, several criteria and tests, such as space complexity and execution time, are performed to show that the proposed solution can outperform [18, 43] , and thus, it can cater for practical applications in a more efficient manner. In practice, the cipher scheme is efficient if it ensures low latency, memory and required resources during the ciphering/deciphering process whilst maintaining a high security level. The proposed cipher scheme employs the counter mode with a dynamic lightweight round function that is applied for two rounds. In addition, the proposed cipher can be implemented in parallel, where each sub-matrix can be encrypted independently from other sub-matrices.
Propagation of errors
An important criterion to guarantee is error tolerance, which means that an error in a block is not propagated to other blocks. Interference and noise within the transmission channels are the main causes of errors. We reefer to a bit error as the substitution of '0' bit by '1' bit or vice versa. Such an error may propagate and lead to the corruption of data, which is a challenge due to the trade-off between the Avalanche effect and error propagation as shown in [36] . If a bit error takes place in any byte of the encrypted sub-matrix C i , it will affect three sub-matrices {X i−1 ,X i ,X i+1 } in the decrypted image for [18, 43] . Two of them {X i ,X i+1 } have random bit errors that occur independently of the bit position with an expected probability of 1 2 and the third sub-matrixX i−1 has only one specific bit error in the same error bit position. While, for the proposed scheme, the effect of bit error introduces only a specific bit error at the same error bit position in the decrypted image. This means that the error in the proposed scheme is not propagated and will not destroy the neighboring sub-matrices compared to [18, 43] .
The difference between both decrypted images, as a function of the channel error percentage, is calculated and presented in Fig. 12 (uniform distribution) for both approaches. The results indicate that the error in the decrypted image for [18] is close to 50% for a channel error ≥2%. The decrypted image versus the channel error values is presented in Fig. 14. Fig. 12 Variation of the impact of error propagation (% of bits difference between both decrypted images) (a) and the variation of SSI M (b) and PSNR (c) compared to the percentage of errors in channel for [18] In addition, to quantify the visual degradation, the two well known parameters are used, the Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM). We measure the P SNR and SSI M between two decrypted Lenna images (where the second decrypted image corresponds to the encrypted image with a specific error percentage). The variations of SSIM and PSNR versus the percentage of errors are presented for [18] in Fig. 12b ,c. The results indicate that 0.5% of random errors in the channel (with uniform distribution) can destroy the image contents. Additionally, similar results are obtained for [43] . On the other hand, the same tests are applied for the proposed scheme and the results are shown in Fig. 13 . The proposed solution shows a linear difference. In addition, the variations of SSIM and PSNR for the proposed approach show that it can resist a high value of channel error compared to [18] . This conclusion can be justified by showing the decrypted image with high values of channel errors that are shown in Fig. 15 . Therefore, we can deduce that the approaches of [18, 43] are inefficient compared to the proposed one from an error propagation viewpoint (Fig. 14) .
Space complexity
To perform the encryption of one sub-matrix, we only need the current sub-matrix without the previously encrypted one as in [18] . Hence, the total space complexity is reduced to a [18] much lower value than 2 × O(h 2 ) where O(h 2 ) designates the space complexity for one sub-matrix of size h × h to O(h 2 ) (Fig. 15 ).
Execution time
The main motivation of this paper is to re-design the algorithm proposed in [18] in order to make it lightweight with minimum execution time to address the time limitations of real-time applications and to reduce the required resources, especially, the low energy consumption of calculation, which is critical for constrained devices using a battery. Note that the recent algorithm of [18] was compared to recent cipher schemes and it was verified that it achieved lower execution time compared to the selected schemes. The average calculation time (within 0 iterations) for encrypting a color image of size 1024 × 1024 × 3 is performed using the following software and hardware environment: MATLAB R2015a simulator, 2 Intel(R) Xeon(R) CPU E5-2623 v4 @ 2.60GHz running Debian Linux. The time analysis is applied for the recent cipher algorithm of [18] and the proposed one with the integer diffusion operation. The results are shown in Fig. 16a for different h values (4, 8, 16 and 32) and for different number of processes for our approach n = 2, 3, 4, 5, 6, 7, 8. Moreover, the ratio between the scheme of [18] and the proposed one with parallel computing for the different values of n is shown in Fig. 16b . This test is performed using the same machine with the same environmental conditions. First of all, the required execution time of the proposed scheme without parallel computing is really close to the execution time of [18] with a binary diffusion operation. Accordingly, the proposed scheme without parallel computing attains minimum execution time for a high value of h, while a lower value of h requires more execution time. However, this requires in contrast more memory storage to reduce the execution time.
Then, we perform a comparison with the proposed scheme while performing parallel computations, and obviously, the proposed approach is outperforms [18] , which cannot be parallelized. In addition, the results clearly indicate that increasing the number of threads (n) permits to reduce further the execution time. On the other hand, for a small value of h, the reduction of the execution time is significant. This means that the proposed scheme with parallel computing has the required stable low execution time for different dimensions of sub-matrix h. As such, a significant reduction in terms of execution time is ensured 16 Average of execution times between our approach and the approach of [18] in function of h and number of (n) processes for 100 iterations (a) and the corresponding speedup between the parallel implementation and the implementation of [18] by employing the binary diffusion operation and it becomes smaller by introducing parallel computing. This makes the proposed scheme more suitable for real-time applications compared to [18] .
The choice of one sub-matrix size h 2
There is often a time-space trade-off involved in each proposed scheme. Hence, a compromise must be made to exchange computing time for memory consumption or vice-versa, depending on the application requirements and the user's priority. The parameter h has a significant impact on the required memory size and no effect on the execution time when parallel processing is possible. However, increasing the value of h necessitates a larger memory storage. For this reason, the proposed approach is flexible, and h can be chosen according to the application requirements and the possibility of applying parallel computations. For example, in the cloud computing area, no memory constraints exist and parallel computing is possible. Therefore, a higher value of h can be employed (16 or 32) . However, for tiny devices, where the memory capacity is really limited, a low h value must be chosen (2 or 4).
Conclusion
In this paper, we have analyzed the cipher presented in [18, 43] . We demonstrated that these schemes suffer from two limitations, namely the effect of error propagation and the lack of inherent parallelism. These shortcomings limit the applicability of the original scheme of [18] to many real-time applications as well as its deployment in wireless communications systems. A modified scheme that mitigates these disadvantages has been proposed, which is more efficient since 1) it requires a lower latency by applying parallel processing, and 2) it is more resilient to channel errors. These results are presented in order to prove the credibility and the safe deployment of the proposed scheme. Moreover, its security level is equivalent to those of [18, 43] due to inherent key and Nonce sensitivities. Furthermore, the same technique to generate the substitution and diffusion (binary) primitives of [18, 43] is employed.
