Introduction
Let U = U q (g) be the quantum group associated to a semisimple Lie algebra g of rank n, by Drinfel'd and Jimbo (see 6] and 7]). The negative part U ? of U has a canonical basis B (see Kashiwara 8] and Lusztig 11, 14.4.6] ) with some nice properties. To explicitly calculate the elements of B is a hard problem; it is solved completely only in types A 1 and A 2 (see 10, 3.4] ). In 12], Lusztig describes a method to calculate elements of B, in terms of so-called tight monomials. A monomial in U + in this sense is a product of divided powers of the generators of U + (see section 2), and it is said to be tight (respectively, semi-tight) if it belongs to B (respectively, is a nonnegative integer linear combination of elements of B). Let (1) is tight (respectively semi-tight) provided a certain quadratic form, dependent on the reduced expression for w 0 chosen and an orientation of the Dynkin diagram, satis es a certain positivity condition (respectively, nonnegativity condition). We show that (for a certain orientation) this condition is always satis ed in type A 4 (as opposed to the claim in 12] ). We also demonstrate Lusztig's comment that things get more complicated in cases with higher rank in type A. In particular, we exhibit a reduced expression for w 0 in type A r (for any r 7) with a quadratic form that does not even satisfy the condition for semi-tightness, for any orientation of the Dynkin diagram.
Preliminaries
We use the treatment in 11, xx1 -3] . Let We de ne the quantized enveloping algebra U corresponding to the above data (as in 11, 3.1.1 & 33. 1.5] ) to be the Q(v)-algebra U with generators 1; E 1 ; E 2 ; : : : ; E n , F 1 ; F 2 ; : : : ; F n , and K for 2 Y , subject to the relations: (for each i; j 2 I and ; 0 2 Y ) K 0 = 1; We write these conditions in terms of weak positivity and weak nonnegativity. Let l be a positive integer and S Q l . A quadratic form f on Q l is said to be weakly nonnegative (respectively, weakly positive) on S if for all x = (x 1 ; x 2 ; : : : ; x l ) 2 S, with each x i 0 (respectively, each x i 0 and x 6 = 0), we have f(x) 0 (respectively, f(x) > 0). If S is the whole of Q l we say f is weakly nonnegative (respectively, weakly positive). We have: Remark: Note that Q takes only positive values on P + nf0g (i.e. is weakly positive on P) if and only if it takes only positive values on P + Z n f0g. Clearly the latter is necessary for Q to be weakly positive on P, so suppose that Q takes only positive values on P + Z nf0g, and let z 2 P + nf0g. For some positive integer t, tz 2 P + Z n f0g, so Q(tz) > 0, whence Q(z) = 1=(t 2 )Q(tz) > 0, so Q is weakly positive on P. Note that to x the orientation of the Dynkin diagram D is not a severe restriction, as we have a result independent of the orientation (i.e. the tightness of the corresponding monomial).
5 Type A 5 The same method applied to some reduced expressions for the longest word in case A 5 did not workthe quadratic form Q 1 was not weakly positive. Various other substitutions were attempted, without success. Note that such a result tells us nothing about the weak positivity of Q on P. A method is required which will give us an answer in these cases. Dr. H. von H ohne suggested using linear programming techniques to deduce from Q a quadratic form Q 0 which is weakly positive (respectively, weakly nonnegative) if and only if Q is weakly positive (respectively, weakly nonnegative) on P. These We have the corresponding quadratic form Q de ned on P 0 = Q l for some l, and the subspace P of Q l de ned by certain relations on the variables. We want to look at the values of Q on the set of points of P where all of the variables are nonnegative, so we must understand this set. Let z 2 P 0 ; then the relations can be written in the form Az = 0, where A is an integer matrix. We wish to understand the set P + = fz 2 P 0 : z 0; Az = 0g (where z 0 means each component of z is nonnegative).
Using linear programming techniques, we can nd a nite set of vectors v 1 ; v 2 ; : : : v s in P + so that
We summarize how this works.
To simplify things a bit, we x i 2 I and consider only the subspace P 0 i of P 0 given by the relations z rs j = 0 for j 6 = i. This has coordinate functions z rs i for r; s 2 Z(i); r 6 = s. We impose the relations involving the z rs i and call this subspace P i . We denote a point in P 0 i or P i by the vector z = (z rs i We now set g to be of type A 5 and x i = (1; 3; 5; 2; 4; 1; 3; 5; 2; 4; 1; 3; 5; 2; 4). Note that here jZ(i)j = 3 for all i, so we only need the case k = 3. Using the ordering of vectors given above, the 25 25-matrix of the quadratic form Q 0 was calculated (with Maple), and found to be as follows: Such a representation makes it easy to calculate Q(z) (for our xed orientation). Pairs r; s in 1; m] should be thought of as intervals; contributions to Q(z) come from certain types of intersections of these intervals (thanks are due to Dr. von H ohne for the idea of thinking in terms of intervals). For example, to calculate the contribution to Q from the rst of the four terms in the de nition, we should calculate for each i the product of the labels on edges corresponding to pairs of intervals p; q]; r; s] appearing in the ith row of the pictorial representation which intersect in such a way that we have r p < s q. This includes identical pairs of intervals (which don't appear in any of the other terms). Then we should add up the results coming from each i 2 I. The values of the other three terms can be calculated in a similar manner. Note that we always have z rs i = z sr i (we only display such z's) and that in any given term we will have variables z rs i appearing with always r < s or always s < r. In this example the picture is as in Figure 1 . So, Q is not weakly positive on P, but the question remains as to whether it is weakly nonnegative on P. We need a criterion for checking that a quadratic form is weakly nonnegative, so we can check if this condition holds for Q 0 (and thus for Q on P). We use the following: Note that copositivity as referred to in these papers is the same as weak nonnegativity.
Let M be the matrix of Q 0 ; the rank of M is 18 (using Maple). Therefore we need only check principal submatrices of order 18. Also note that the following vectors are in the kernel of M (again Therefore, since the rst vector lies in the kernel, any principal submatrix corresponding to a subset of f1; 2; : : : ; 25g which contains f1; 2; 3; 4; 5g will have determinant zero, and needn't be checked.
Similarly with the other vectors. A computer program in the C programming language (see 9]) was written to test the condition in the theorem for Q 0 , using the short cuts described here. The algorithm used cycled through all subsets of f1; 2; : : : ; 25g of size 18 and checked the corresponding submatrix if the subset didn't contain one of the subsets corresponding to the kernel vectors above. Determinants were calculated using row reduction. In the end Q 0 was found to be weakly nonnegative. If we have L a (z) > 0 for all z 2 P + then in fact condition (1) is satis ed by Q + L a and we can conclude in this case that the corresponding monomial is tight.
We consider now the sequence i = (1; 2; 1; 3; 2; 1; 4; 3; 2; 1; 5; 4; 3; 2; 1) which corresponds to a reduced expression for the longest word in the Weyl group. De ne z 2 P + using the picture in Figure   2 as we did in the previous case. So z 3;10 1 = z 10;3 1 = 1, z 2;5 2 = z 5;2 2 = 1, z 9;14 2 = z 14;9 2 = 1, z 4;13 3 = z 13;4 3 = 1 and all other coordinates are set to zero. Then a calculation as before shows Q(z) = 0, so Q is at best weakly nonnegative on P.
(Note that as above the fact that always z rs i = z sr i ensures this result is independent of orientation).
However to check if Q is weakly nonnegative or not on P using Theorem 5.3 as before would take too long because of the size of the matrix of the quadratic form involved.
Counter-examples
Finally, we note that there are cases where Q is not even weakly nonnegative on P. We set g to be of type A 6 and consider the sequence i = (1; 3; 5; 2; 4; 6; 1; 3; 5; 2; 4; 6; 1; 3; 5; 2; 4; 6; 1; 3; 5), which corresponds to a reduced expression for the longest element in the Weyl group. We look at the corresponding quadratic form Q. and de ne z using the picture in Figure 3 . = 1, z 6;18 6 = z 18;6 6 = 1, and all other coordinates are set to zero. Then we have z 2 P + and Q(z) = ?1. So Q is not weakly nonnegative on P. Now x any a 2 N m , and let L = L a (z). We have, for t 2 N, L a (tz) + Q(tz) = tL ? t 2 , which is negative for t large enough, so we see that in this case condition (2) Let y = (x a 1 ; x a 2 ; : : : ; x a k ). We know that det(M) 6 = 0 and that y is the unique vector satisfying My = (0; 0; : : : ; 0; 1) t . Now let us use Crammer's Rule to calculate y = (y 1 ; y 2 ; : : : ; y k ). To calculate y j , we take the matrix M and replace the jth column by (0; 0; : : : ; 0; 1) t . Then y j is the determinant of this new matrix, divided by the determinant of M. Because A i is totally unimodular, the new matrix has determinant in f0; 1g (as it is plus or minus the determinant of a square submatrix of A i ), whence each y j is 1=det(M) or is zero. But because x is an extreme homogeneous solution, each y j must be nonnegative and must therefore be either zero or 1=j det(M)j. We also have x t = 0 if t 6 2 fa 1 ; a 2 ; : : : ; a k g, so we have proved the rst part of the proposition. We would thus like to calculate the sets of up to k columns of A i whose sum is zero, such that no non-empty proper subset has zero sum. Note that there is a correspondence between the positive columns of A i and the intervals contained in f1; : : : ; k ? 1g, given by taking a column to the subset consisting of the numbers of the rows where 1's appear in the column. There is a similar correspondence for the negative columns. In the sequel, the identity permutation is considered not to be a cycle. The sets of columns we are interested in can be described in the following manner: Proposition 7.4 Let S k be the symmetric group on f1; 2; :::; kg, and let be a cycle in S k . Let E be the set of all positive columns of A i corresponding to the (integer) intervals i; (i) ? 1], for i 2 f1; 2; :::; kg with (i) > i. Let F be the set of all negative columns of A i corresponding to the (integer) intervals (i); i ? 1], for i 2 f1; 2; :::; kg with (i) < i. Then E F is a set of at most k columns whose sum is zero, such that no proper subset has zero sum, and in fact every such set of columns arises in this way.
Proof: Let S be a set of columns from the matrix with zero sum such that no proper subset has zero sum. Let E be the set of positive columns in S and F ? the set of negative columns in S. Let F be the set of positive columns corresponding to the negative columns in F ? . We will identify positive columns by their corresponding intervals (of 1's), and talk about sums of intervals to mean sums of the corresponding positive columns. The fact that no proper subset of S has zero sum is equivalent to:
( ) we can nd no pair of non-empty subsets E 1 E and F 1 F such that the sum of the intervals in E 1 is equal to the sum of the intervals in F 1 , unless E 1 = E and F 1 = F. Lemma 7.5 If i; j] is an interval in E (respectively, F) then no other interval in E (respectively, F) has starting point i or nishing point j. If i; j] is an interval in E (respectively, F) then no interval in F (respectively E) has starting point j + 1, or nishing point i ? 1. That is, no pair of intervals in one of the sets can have a common starting point or end point, and it is not possible for a pair of intervals, one from E and one from F, to have an empty intersection but have their union equal to an interval.
Proof: This lemma is the major step in proving the proposition. We will construct a`loop' in S. It will turn out that this graph is merely a single cycle on its vertices. Suppose rst that G contains no (directed) cycles. The rst claim is that if ( i; j]; P) (where P = E or F) is a vertex of the graph, there must be at least one vertex connected to it, with the arrow going from ( i; j]; P) to the new vertex. Suppose no such new vertex exists and, rstly, that P = E. Then by (a) and (c) there is (i) no interval j + 1; k] in E, and (ii) no interval in F of the form k; j]. We conclude that the (j + 1)th entry in the sum of the columns in E is less than the jth entry by at least 1. This is because any interval in E containing j + 1 must also contain j, by (i). We now consider what is happening in F at this point. It must be true that at least one interval nishes also at j, since the entries in the sum of the columns in F are the same as the entries in the sum of the columns in E. This is a contradiction, by (ii). The argument is entirely similar if i; j] is an interval in F. Thus we have an arrow leading from ( i; j]; P) to another vertex.
But now we can start at ( i; j]; P), nd an edge ( i; j]; P) ?! ( i 1 ; j 1 ]; P 1 ), and repeat the process. But as we have assumed that G contains no cycles, we never repeat a vertex in this chain, a contradiction as S is nite.
We conclude G contains at least one cycle. Let V 0 V be the set of vertices in a minimal cycle in G, and G 0 the corresponding full subgraph. By minimality the graph G 0 must merely be a cycle on is an edge. In both cases we get a contradiction to the structure of G 0 .
Next, the sum of the intervals in E 0 is equal to the sum of the intervals in F 0 . To see this, consider an edge ( i; j]; E) ?! ( j + 1; k]; E) in G 0 . We can replace this by a vertex ( i; k]; E) (i.e. replace the vertices ( i; j]; E) and ( j + 1; k]; E) by ( i; j]); E) and replace the edge coming into ( i; j]; E) with one going into ( i; k]; E) from the same vertex and similarly replace the edge going out of ( j + 1; k]; E) with an edge going out of ( i; k]; E) and ending at the same vertex. We do this for each edge which is between two vertices of the form (c; E). We do exactly the same thing with edges in G 0 between vertices both of the form (c; F). Overall, we have just redrawn the graph with the same rules and the new reduced set of vertices. We are left with edges of type (c) and (d) only. Call the reduced sets of vertices V 1 and V 2 . We still have a cycle. Thus if ( i; j]; E) is now a vertex in V 1 there is in fact a unique vertex ( i; s]; F) in V 2 and a unique vertex ( t; j]; F) in V 2 (for some s and t). It is possible that s = j and t = i, in the case when V 1 = f( i; j]; E)g and V 2 = f( i; j]; F)g. It is now clear that the sum of the intervals in V 1 is the sum of the intervals in V 2 : whenever an interval in V 1 starts, a unique interval in V 2 starts, and vice versa, and whenever an interval in V 1 nishes, a unique interval in V 2 nishes, and vice versa. But the sum of the intervals in V 1 is the sum of the intervals in E 0 and the sum of the intervals in V 2 is the sum of the intervals in F 0 , by construction. By ( ), we conclude that E 0 = E and F 0 = F. We have thus proved the lemma, since we know it already holds for E 0 and F 0 .
We now nish the proof of the proposition. We construct a permutation in S k as follows. If i; j] is an interval in E (= E 0 ), we de ne (i) to be j + 1. If i; j] is an interval in F (= F 0 ), we de ne (j + 1) to be i. For other i we de ne (i) = i. The lemma is exactly what is needed to ensure is a well de ned permutation. The proof of the lemma (the structure of the graph G 0 = G) shows that in fact is a cycle. It is clear by construction that E and F arise from in the same way as in the statement of the proposition.
We next show that if is any cycle in S k and E and F are the corresponding sets of intervals as de ned in the statement of the proposition, then the sum of the intervals in E is equal to the sum of the intervals in F. Let l be the order of 2 S k . Fix j 2 f1; 2; : : : ; k ? 1g. We must check that ji : i <= j (i) ? 1j = ji : (i) <= j i ? 1j:
The left hand side is the jth entry in the column sum from E, and the right hand side is the jth entry in the column sum from F. We see that the graph of passes up through the line y = 2 1 2 exactly twice, and down also exactly twice.
Thus, given a cycle in S k we have two sets of intervals with the same sum, E and F. From the construction of E and F, it is clear that the graph in the lemma for this pair must already be a cycle (since is a cycle). Suppose we had 6 = E 0 E and 6 = F 0 F satisfying ( ) such that the sum of the intervals in E was the same as the sum of the intervals in F. Then we could apply the lemma, and from its proof conclude that the corresponding graph (for E 0 and F 0 ) was a cycle. But the graph for E and F is already a cycle, so we must have E = E 0 and F = F 0 .
So, given a cycle in S k we have a pair E and F with equal sums satisfying ( ), and conversely.
It is clear by construction that these two operations are inverse to each other, so the proposition is proved. Remark: It seems reasonable to suggest that every vector corresponding to a cycle is an extreme homogeneous solution. The remarks after Lemma 5.1 show that this is true for k = 2; 3, and a calculation shows it to be true also for k = 4. Of course, if we are searching for a set of vectors whose nonnegative rational span is P + i , we can include all of the vectors corresponding to cycles in S k as in Proposition 7.4 (and possibly have some redundant vectors).
Example

