A method for calculating vectors of smallest norm in a given lattice is outlined. The norm is defined by means of a convex, compact, and symmetric subset of the given space. The main tool is the systematic use of the dual lattice. The method generalizes an algorithm presented by Coveyou and MacPherson, and improved by Knuth, for the determination of vectors of smallest Euclidean norm.
1. Formulation of the Problem. Let G be a lattice in the «-dimensional Euclidean space R", generated by n linearly independent vectors t¡: 0) G = jx = j£ z/ej zi integers V.
The norm in R" is defined by a convex, compact set B which has positive measure and is symmetric about the origin:
(2) ||x|| = min{X G R \ x G XB} . Hence, if w is the length of a shortest nonzero vector x in G, the coordinates satisfy (7) IZjKHeJFw for K/<n. This inequality helps to limit the search for a shortest vector. Since w = Min{||x|||xGG, x=£0}
is not known, when the algorithm is started, the minimum value of ||efc|| is initially taken. Hence z¡ is bounded by (8) |z,.| < ct = niefPlfia ||efc||J, i=\,...,n\ (\y] integral part of y).
If the bounds c¡ are reasonably small, a direct search through the (9) P=n(2c/ + 1) 1=1 possibilities may become feasible. Otherwise, attempts are made to change the bases e, and e? such that the bounds c¡ are decreased. The task is to find a transformation with the following properties:
The new ||ef|| are smaller than the old ones.
(M )
The new ||e*||* are not larger than the old ones.
Among the unimodular transformations of the ef and e,*, two special types are considered, It is easy to see that e^* = ôf/-also holds for the new ef and e;*.
In the transformation T¡, the integers mk are chosen in such a way that the Euclidean length e2. is minimized for k # i Consequently, mk has to be determined by (ek -(mk -l)e,.)2 > (tk -Wfce,.)2 < (efc -(mk + l)e,.)2.
This leads to
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use or -V, + (e,.efc)/e2 < mk < * + (e^/e2.
In order to determine mk uniquely, the right-hand inequality sign < is replaced by <. This suggests the choice Equating z*. to qiklqtí = efe^/e2 in (12) leads to Z zkQkj + q*j = (Z liklkj + Wif)/«* " 5«/«S = °-k=ti \ k±i II Hence Q*(z\, . . . , z*) assumes its minimal value at z* = i/fc/çw. The value mk = [0.5 + qik/qij] is the nearest integer to qiklQti. This shows that Q*(mx,. .. , mn) is near its minimal value. However, numerical examples show that the minimal value is sometimes assumed at a points* ¥= mk. In practice, this did not much influence the efficiency of the algorithm.
In the case of an actual increase in the number P of zfc-combinations, it would be better to reverse the responsible transformation T¡ and proceed with Tf_x or Ti+X. However, this was not done in the trial runs in which the method worked quite well in spite of occasional increases in P.
It should be noted that the transformations Tt and T* decrease the lengths He, || and ||e*||* only with respect to the Euclidean norm. However, since the compact, convex set B has positive measure, it contains a ball B ={x ER" \x2 + ••• + x2 < r} and it is contained in a similar ball B. Consequently, a norm defined by this set B is equivalent to the Euclidean norm. Therefore, the same transformations T¡ and T¡ were used for calculating shortest vectors of any kind. In extensive numerical experiments, the transformations T¡ and T* led always to a final basis for which the value P in (9) was small. Hence a direct search for a vector of shortest length could be carried out.
It should be mentioned that both transformations T¡ and T* were always used.
Examples were found where a mere application of transformation T* led to a large value of P in (9). A single application of transformation T¡ decreased this value considerably. Subsequently, transformations T* were applied again and the value of P was further decreased.
In another experiment, the transformations T¡ were applied more than once, each time T* got stuck. But this did not improve performance, so it was finally decided to use T¡ as little as possible.
3. The Computer Program. The complete algorithm can now be prepared. First of all, the bounds c¡ in (8) are calculated for the given basis e;. of G; and the number P = n"=1 (2c ¡ + 1) of possible choices of the zf is worked out. If P is small, a direct search becomes possible. Otherwise, the transformations T¡ are applied to the basis ef. For this the m* defined in (11) are calculated first and the corresponding transformation T¡ is applied unless all mk are zero. The process is stopped when n successive calculations of the m\* have not led to any successful transformation T*, that is to decrease P. After n failures the transformation Ti is tried instead, subject to the same limit on trials. If P is decreased during T¡, a new attempt at transformation T¡ is started immediately. Therefore final failure occurs eventually only after n unsuccessful trials on both T* and T¡. Afterwards, the smallest value of ||x|| is found through an enumeration of vectors x = S"=1 z¡e¡ for which -c¡ < z¡ < c¡. Since vectors (0, . . . , 0, z¡, . . . . , z") and (0, . . . , 0, -z¡, . . . , -zn) lead to the same ||x||, the procedure may assume that the first nonzero component is positive. It can be shown that this reduces the complete enumeration from P to (P-l)/2 steps. In the special case of the Euclidean norm in dimension 2, i.e. if |pc|| = (x\ +x\)112, no final search is necessary. For, if m, = m2 = 0 one has -0.5 < (e,e2)/e| < 0.5 and -0.5 < (e1e2)/e2 < 0.5. This is equivalent to the classical condition of Gauss and Legendre that 2|eje2| < Min(e2, e2) holds for a reduced lattice basis. Hence, ex or e2 is a vector of shortest Euclidean length, and its length is already contained in D.
Variants of this procedure are possible. Knuth suggests that one should apply the transformations T* and T¡ as long as P is greater than some given C, say C = 1000. In the examples to follow this increased the computation times considerably. In a few cases P < 1000 wa.s never reached. The above method of continuing reduction until the transformations T* and T¡ are stuck is at least theoretically finite, although in prac-License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use tice the final enumeration may still cost too much time.
The complete procedure is now stated as a formal algorithm.
Algorithm S (Vector of smallest norm ||x|| in G = {x = S"=1 ziti\zi integers}). 4. Applications. The task of determining nonzero vectors of shortest length appeared early in number theory, especially in the theory of quadratic forms started by Gauss and continued by Hermite and, notably, Minkowski. Hermite and Minkowski derived global bounds for the vector of shortest Euclidean length; these bounds were not sharp, and sharp bounds are only proved up to dimension 10. Furthermore, Minkowski obtained global bounds for the norms ||x|| = S"=1 |jcf| and ||x|| = max,=1 " \x¡\. His main tool was his famous "convex body theorem". Sharp global bounds for these norms are only known for dimensions 2 and 3. Hopefully, this note will help to establish guesses for global bounds in higher dimensions.
Set
Initially, the above algorithm was developed for investigating the lattice structure of pseudo-random numbers generated by the linear congruential method. Only the simplest case will be considered here. Construct a sequence of integers fz,} by z, = az¡_ x (mod 2e), z0 = 1 (mod 4), 0 < z,-< 2e and a = 5 (mod 8).
Since the sequence {z¡} contains all numbers of the form 4fc + 1, the fractions u¡ = Zj/2e are used as samples from the uniform distribution in [0, 1). Consider the points P" = («,-, ui+x, . . . , w1+"_i) in the «-dimensional space R". Equating u¡ and (4k + l)2_c, one obtains pn = 2~e(4k + l,a(4k + 1), . . . , a"~l(4k + 1)) (mod 1) eo+tej (modi) where ex = 2~(e-2)(l, a.,a"_1), e0 = %e1.
Here the integer k runs from 0 to 2e~2 -1. If the integer k is smaller than 0 or greater than 2e~2, the corresponding ?n = e0 + kex is congruent modulo 1 to one of the former Pn for which 0 < k < 2e~2. Consequently, if one enlarges the set {?n} to the set {Q«} = eo + i*iei + *2e2 + '" + knen \ki> k2, . . . , kn integers} where e1=2-(e-2>(l,a,...,û"-1), e2=(0,l,0,...,0),..., e" = (0,..., 0,1), the new set {Q"} is the translate of a lattice G generated by e,, e2,..., e". Its dual lattice G* generated by e* = (2e-2,0.0), ej = (-a, 1,0,... ,0),..., e* = (-a"~», 0,..., 0,1) has a simple geometric meaning: G* corresponds uniquely to the set of parallel hyperplanes x*x = 0 (mod 1), on which all points of G lie. This may be proved as follows: First, all points of G lie on the set of hyperplanes x*x = 0 (mod 1) where x* = SJLjZfe* is a fixed element of G* (which means zf integral). Conversely, if the set of hyperplanes x*x = (2"=1 z*e*)x = 0 (mod 1), zf fixed, contains all points of G, it contains especially the points ex,e2,. .. ,en. Consequently, zf has to be integral. For qualifying random number generators, the following questions can now be answered:
(i) Determine the minimal number of parallel hyperplanes on which all points P" lie. 
