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GAˆTEAUX DIFFERENTIABILITY ON NON-SEPARABLE
BANACH SPACES
ANDRE´S F. MUN˜OZ-TELLO
Dedicated to the memory of Professor Guillermo Restrepo
Abstract. This paper deals with the extension of a classical theorem by R. Phelps
on the Gaˆteaux differentiability of Lipschitz functions on separable Banach spaces
to the non-separable case. The extension of the theorem is not possible for general
non-separable Banach spaces. Therefore, we consider a norm of the non-separable
space ℓ∞(R), showing that it complies with the aforementioned theorem thesis.
We also consider other examples as L∞(R) and NBV [a, b], showing in all cases
their sets of G-differentiability and some properties of these sets. All of the above,
closely following the assumptions in Phelps Theorem, which will extend in the case
separable to functions with rank over the Asplund spaces and in the non-separable
case for projective limits and locally-Lipschitz cylindrical functions.
1. Introduction
The Phelps’s Theorem [Phe78], which will be extended in this paper, shows that
any locally-Lipschitz function of a Banach space separable to another one with Radon-
Nikody´m Property, is Gaˆteaux differentiable outside of a Gaussian null set; thus ge-
neralizing Rademacher Theorem [Rad19] of continuous functions on Rn.
The Phelps’s Theorem is not only of interest in functional analysis; in recent ar-
ticles, this theorem is applied to the study of diffusion equations, elliptic equations
in infinite dimension and stochastic control, as does Goodys [GG06], which uses the
Phelps Theorem to make the necessary construction to solve the Hamilton-Jacobi-
Bellman equation related to the optimal control of a stochastic semilinear equation
over a Hilbert space H . On the other hand, this theorem is useful in the geometry
of Banach spaces, on convex functions and So´bolev spaces in infinite dimensional
domains, as it is quoted in Chapter 5 of the book of Evans [Eva10]. In addition,
having served as a starting point and guide in the study of new variational methods
applied to the Fre´chet differentiability of functions locally Lipschitz as raised by Lin-
denstrauss et al. [LPT10].
In the case that X , Y are two Banach spaces and Ω ⊆ X an open set, a function
f : Ω→ Y isGaˆteaux differentiable (G-differentiable) in a ∈ Ω, if there is a continuous
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linear function u such that for all h ∈ X the limit
lim
t→0+
f(a+ th)− f(a)
t
= u (h)
exists, with respect to the norm defined in the topology.
On normed vector spaces, particularly on Banach spaces X , Y a function f : X →
Y is Fre´chet differentiable (F -differentiable) in a ∈ X , if there is a continuous linear
function u such that
f (a+ h)− f (a)− u (h) = r (h)
where lim
h→0
‖r(h)‖
Y
‖h‖
X
= 0.
In the case of two Banach spaces X , Y it is said that f : X → Y is Hadamard
differentiable (H-differentiable) in a ∈ X , if and only if there exists u ∈ L (X, Y )
such that
u (h) = lim
(t,k)→(0+,h)
f (a+ tk)− f (a)
t
for all h ∈ X.
In Schirotzek [Sch07], using the definition and properties of bornologies, it is
demonstrated that to be F -differentiable implies to be H-differentiable and in turn
to be H-differentiable implies to be G-differentiable, showing that in spaces of finite
dimension, the derivative of Hadamard coincides with the derivative of Fre´chet.
The following relations and properties will be very useful in the development of
this document and their proofs can be found in Proposition 2.51 and Theorem 2.28,
from Penots [Pen13] and in Coleman Theorem 2.1 [Col12].
Proposition 1.1. Let E, F and G Banach spaces, Ω ⊆ E, Ω′ ⊆ F open sets and
f : Ω→ F , g : Ω′ → Z are functions such that f (Ω) ⊆ Ω′, where b = f (a).
(1) If f is G-differentiable in a ∈ Ω, and locally Lipschitz in a ∈ Ω, then H
-differentiable and dHf (a) = dGf (a).
(2) If f is a function continuously G-differentiable, then f is H-differentiable.
(3) If f is H-differentiable in a ∈ Ω and g is H-differentiable in b ∈ Ω′, then
g ◦ f : Ω→ Z is H-differentiable in a ∈ Ω and
dH (g ◦ f) (a) := dHg (b) ◦ dHf (a) .
(4) If f is F -differentiable in a ∈ Ω and g is F -differentiable in b ∈ Ω′, then
g ◦ f : Ω→ Z is F -differentiable in a ∈ Ω and
dF (g ◦ f) (a) := dFg (b) ◦ dFf (a) .
On the other hand, for a topological space(X, τ), a set is called Gδ set if it can be
expressed as a countable intersection of open sets. This type of set is fundamental
in the definition of the spaces F and G-Asplund, since these respectively are Banach
spaces in which all convex and continuous function defined in an open and convex
subset is F -differentiable (G-differentiable) in a dense and Gδ set. The following are
some examples, taken from Phelps [Phe78] and Asplund [Asp68], of the spaces in
question.
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Examples.
(1) Rn is a F -Asplund space.
(2) All separable Banach space is a G-Asplund space.
Recall that the set of all F -Asplund spaces is strictly contained in the set of all G-
Asplund spaces. In fact, from the previous example ℓ1(R) is a G-Asplund space and of
the demonstrated in Deville [DGZ93], the usual norm of ℓ1(R) is not F -differentiable
in any point, and therefore ℓ1(R) is not a F -Asplund space.
In addition, E is an F -Asplund space if and only if E ′ has the RNP, where the RNP
refers to that E has the Radon-Nikody´m Property with respect to any finite measure-
ment space (Ω,F , µ). That is, if every σ-aditive function, of bounded variation and
µ-continuous α : F → E admits an integral representation of the form
α(A) =
∫
A
g(ω)dµ(ω),
for all A ∈ F and g ∈ L1(µ,E). The following examples, which appear in the works
of Namioka [NP75] and Stegall [Ste78], illustrate the above.
Examples.
(1) Every finite dimensional Banach space has the RNP.
(2) The Banach space c0 does not have the RNP.
(3) The Banach space ℓ1(K) has the RNP.
(4) Every dual and separable Banach space has the RNP.
(5) Every reflexive Banach space has the RNP.
Now, some results will be shown about separable Banach spaces, in particular ℓ1(R)
and C(T ) in which the Phelps Theorem is used, also demonstrating some extra pro-
perties of the sets of G-differentiability of the norms of each space. Later, we will work
on norms of ℓ∞(R), L∞(R) and NBV [a, b], demonstrating that in any non-separable
Banach space it is not possible to extend the aforementioned theorem. Finishing
with an extension of the Phelps Theorem for projective boundaries and cylindrical
functions locally Lipschitz.
2. G-differentiable in separable spaces
In the Proposition 1.1 it was shown that there was a relation between G-differen-
tiable functions and H-differentiable functions via local Lipschitz functions, moreover
that a Banach space is F -Asplund if and only if its dual has the RNP. In this sense,
first a result will be explained, which shows that the Phepls Theorem does not only
speak about G-differentiability is actually a result that ensures theH-differentiability.
The proof only relies on Proposition 1.1. Later a variation of the Phelps Theorem in
which the Asplund spaces are involved will be obtained.
Corollary 2.1. Let X be a separable Banach space and Y a Banach space satisfying
the RNP. Let Ω ⊂ X a open set and non-empty. If f : Ω → Y is locally Lipschitz
function. Then f is H-differentiable in the complement of a null Gaussian set.
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Theorem 2.2. Given X a separable Banach space, Ω ⊂ X a open set and Y ′ a dual
space with the RNP, if ψ : Y ′ → Y is H-differentiable in all Y ′ y T : Ω → Y ′ is
locally Lipschitz function. Then Y is Asplund and there exists a function τ : Ω→ Y
that is H-differentiable except in a null Gaussian set.
Proof. From the Phelps Theorem, T is G-differentiable except in a set Bc of null
Gaussian measure (µ(Bc) = 0). Since T is locally Lipschitz then T is H-differentiable
except in Bc and if τ = ψ ◦ T is defined then by the chain rule in the H-derivative,
for x ∈ B, y′ ∈ Y ′, h ∈ X and h′ ∈ Y ′ we have that:
dHτ(x, h) = dHψ(y
′, h′) · dHT (x, h).
Therefore τ is H-differentiable in B and
µ{x ∈ X : dHτ(x, h) exists}
=µ{x ∈ X : dHψ(y
′, h′) · dHT (x, h) exists}
=µ{x ∈ X : dHT (x, h) exists} = µ(B).
That is, µ{x ∈ X : dHτ(x, h) does not exists} = µ(B
c), completing the proof. 
Remark 2.3. If Y = Y ′ it is clear that this theorem coincides with Phelps Theorem.
Now, we will state a pair of examples, extracted from Deville [DGZ93], where sets
of G-differentiability of norms are shown in certain separable Banach spaces. In these
examples the application of Phelps Theorem is allowed, since the norms are Lipschitz
functions and since R has the RNP.
Examples.
(1) Let E = ℓ1(R) be the Banach space of the sequences x = (xn)n∈N such that∑
n |xn| < ∞ and endowed with the norm ϕ(x) =
∑
n |xn|. If B ⊆ ℓ
1(R) is
the set of the sequences (xn)n∈N such that xn 6= 0 for all n ∈ N. Then the set
of G-differentiability of ϕ is B and the G-derivative of ϕ in x is
dGϕ(x) = (sig(xn))n∈N and dGϕ(x, h) =
∑
n
sig(xn)hn.
(2) Let T be a Hausdorff and compact topological space. Then
(i) The norm ϕ(x) = supt∈T |x(t)| is G-differentiable at x ∈ C(T ) if and
only if ϕ(x) reaches the supremum at a single point t0 ∈ T and has
G-derivative
∂Gϕ(x)(h) = sig((x(t0)), that is ∂Gϕ(x) = sig(x(t0))δt0 .
(ii) The norm ϕ(x) = supt∈T |x(t)| is F -differentiable in x ∈ C(T ) if and only
if ϕ(x) reaches the supreme in a single isolated point t0 ∈ T and has
F -derivative
∂Fϕ(x) = sig(x(t0))δt0 .
From the previous example, it can also be shown that the set of G-differentiability
of the norm ϕ(·) defined in both spaces is dense and Gδ.
Theorem 2.4.
(1) Given the norm ϕ(x) =
∑
n ‖xn‖ on the space ℓ
1(R). The G-differentiability
set of ϕ(·), is Gδ and dense.
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(2) Given the norm ϕ(x) = supt∈T |x(t)| on the space C(T ). The set of G-
differentiability of ϕ(·), is open and dense.
Proof. (1) Since the linear form x→ xn is continuous, then the set An of the x such
that xn 6= 0, is open for all n and B = ∩nAn is Gδ. Now B is dense in ℓ
1(R), since if
you take x ∈ ℓ1(R), ǫ > 0 and define yn = xn if xn 6= 0 and yn = ǫ/2
n if xn = 0, then
ϕ(y − x) < ǫ.
(2) If x ∈ T , f ∈ B, g ∈ B(f, ǫ/2) and ǫ = |f(x0)| − |f(x)| then
|g(x)|+ ǫ = |g(x)|+ |f(x0)| − |f(x)| ≤ |g(x)− f(x)|+ |f(x0)|
<
ǫ
2
+ |f(x0)| ≤ ǫ+ |f(x0)− g(x0)|+ |g(x0)|
=
ǫ
2
+
ǫ
2
+ |g(x0)| = ǫ+ |g(x0)|
that is, |g(x)| < |g(x0)|. Therefore B(f, ǫ/2) ⊆ B for all f ∈ B, meaning that B is
open, which is also Gδ.
Let f ∈ Bc and ǫ > 0. since f is continuous over B(x1, ε/2), then f is a bounded
function and therefore there exists x1 ∈ B(x1, ε/2) such that ϕ(f) −
ǫ
4
< |f(x1)| ≤
ϕ(f). If the border points are represented as δx1 and the function g as:
g(x) =
{
f(x1)−f(δx1 )
ǫ/2
‖x‖+
‖x1‖f(δx1 )−f(x1)‖δx1‖+(ǫ/2)
2
ǫ/2
if x ∈ B(x1, ε/2)
f(x) if (B(x1, ε/2))
c.
then g ∈ B and also
ϕ(f − g) = sup
x∈B(x1,ε/2)
|g(x)− f(x)| = sup
x∈B(x1,ε/2)
|g(x)− f(x)| = ǫ/2 < ǫ,
showing that the set of G-differentiability of ϕ(x) = supt∈T |x(t)| is dense in C(T ). 
Remark 2.5. If we take all the points in which the functions x ∈ C(T ) are F -
differentiable, this is equivalent to take all the isolated points in T . But by its nature
this set of isolated points is not dense at T , so by Proposition 2.2.2 of Fabian [Fab97]
we conclude that the set of x ∈ C(T ) such that ϕ(x) is G-differentiable is not dense
in C(T ).
3. G-derivative of norms in non-separable spaces
In this section we present the main results, which show sets of G-differentiability
of norms on non-separable Banach spaces. But first we will point out that the impos-
sibility of extend Phelps theorem to any non-separable Banach space. Indeed, in the
case of space ℓ∞(R), Larman in [LP79] shows that the function ϕ(x) = lim supn∈N |xn|
is continuous and not G-differentiable at any point. This result also shows that even
the condition of being Lipschitz is not enough to guarantee the consequences of Phelps
Theorem in the non-separable case. In the following theorem the Lipschitz condition
is satisfied and the consequences of Phelps Theorem are also satisfied.
Theorem 3.1. Let E = ℓ∞(R) be the Banach space of the bounded sequences endowed
with the norm ϕ(x) = supn |xn|. If B ⊆ ℓ
∞(R) is the set of the sequences x ∈ ℓ∞(R)
for which there exist p ∈ N and ǫ > 0 such that |xk| < |xp| − ǫ for all k 6= p. Then
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(1) The G-differentiability set of ϕ is B and the G-derivative of ϕ in x ∈ B is
∂Gϕ(x, h) = sig(xp)hp
(2) B is an open set and is dense.
(3) There is a Gaussian measure µ, such that µ(Bc) = 0.
Proof. (1) If x ∈ B, ǫ > 0 and p ∈ N satisfy that |xk| < |xp| − ǫ for all k 6= p, δ = ǫ/2
and if ‖h‖ < δ, getting
ϕ(x+ h) = sup
n∈N
|xn + hh| = |xp + hp| y sig(xp + hp) = sig(xp),
with u(h) = sig(xp)hp ∈ L(E,R). Then
r(x, h) = ϕ(x+ h)− ϕ(x)− sig(xp)hp = |xp + hp| − |xp| − sig(xp)hp
= sig(xp)(xp + hp − xp − hp) = 0,
getting lim
h→0
‖r(x,h)‖
‖h‖
= 0. Then ϕ is F -differentiable, which implies that
u(h) = sig(xp)hp is G-derivated for x ∈ B.
To show that ϕ is not G-differentiable in Bc. Let x ∈ Bc and β = supn∈N |xn|.
There is a subsequence (xkn)n∈N such that xkn > 0 for all n with xkn → β or a
subsequence (xkn)n∈N such that xkn < 0 for all n with −xkn → β (in either case we
proceed in the same way). Let h = (hn)n∈N, where hj = 0 if j 6= kn, hj = 1 if j = kn,
n is even number and hj = −1 if j = kn, n is odd. Now, if xkn > 0 for all n ∈ N and
t is small enough, we have:
sup{|xj + thj | : j 6= kn} ≤ β,
sup{|xj + thj| : j = kn and n is even} = β + t,
sup{|xj + thj | : j = kn and n is odd} = β − t.
Then ϕ(x+ th) = β + t if t > 0 and ϕ(x+ th) = β − t for t < 0, hence
d+ϕ(x, h) = 1 y d−ϕ(x, h) = −1,
therefore, ϕ is not G-differentiable in Bc.
(2) If we take x ∈ B then there exists p ∈ N and ǫ > 0 such that |xk| < |xp| − ǫ for
all k 6= p. If we assume y ∈ B(x, ǫ/4) and k 6= p, we have
|yk| ≤ |yk − xk|+ |xk| ≤ ǫ/4 + |xp| − ǫ
≤ |xp − yp|+ |yp| − 3ǫ/4
≤ |yp| − ǫ/2
Therefore y ∈ B, showing that B is open. To show that B is dense in ℓ∞(R), take
x ∈ ℓ∞(R) and ǫ > 0, therefore there is an index p such that ϕ(x)−ǫ/4 < |xp| ≤ ϕ(x).
If we define y = (yn)n∈N as yp = sig(xp)(ϕ(x) + ǫ/2) and yk = xk if k 6= p. Then
|yk| ≤ ϕ(x) = |yp| − ǫ/2 if k 6= p and therefore y ∈ B. Moreover
|yp − xp| = |sig(xp)(ϕ(x) + ǫ/2)− sig(xp)|xp|)|
= |ϕ(x) + ǫ/2− |xp||
< 3ǫ/4 < ǫ
Therefore, ϕ(y − x) = |yp − xp| < ǫ.
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(3) In ℓ∞(R) there is a Gaussian measure µ, since in Section 2.4.3 of the Vakha-
nia book, it is shown that there is a Gaussian µ measure about RN which satisfies
µ(ℓ∞(R)) = 1 if and only if it satisfies that for aj = E(xj) and skk = E(xk − ak)
2
{aj} ∈ ℓ
∞(R) and
∞∑
k=1
e−r/skk <∞, for some r > 0.
On the other hand, given t ∈ N. If it is defined ft : ℓ
∞(R)→ Rt, how
ft(x) = (x1, x2, · · · , xt−1, xp), x ∈ ℓ(R),
|xk| < |xp| − ǫp, for k = 1, · · · , t− 1 and ǫp > 0. The function f is continuous since
for y ∈ B(x, δ), x, y ∈ ℓ∞(R) we have
‖ft(x)− ft(y)‖Rt = ‖(x1 − y1, · · · , xt−1 − yt−1, xp − yp)‖Rt
= |x1 − y1|+ · · ·+ |xt−1 − yt−1|+ |xp − yp|
≤ t sup
n
|xn − yn| = t‖x− y‖ℓ∞(R)
and then for all ǫ > 0 there is a δ = ǫ
t
such that ‖xy‖ℓ∞(R) < δ implies ‖ft(x) −
ft(y)‖Rt < ǫ.
From all of the above, for µt a Gaussian measure in R
t and µ the Gaussian measure
in ℓ∞(R), one obtains µ(A) = µt(ft(A)). Therefore, for g
w
t : ℓ
∞(R)→ Rt such that
gwt : ℓ
∞(R)→ Rt,with xp in the wth coordinate of R
t,
also satisfies µ(A) = µt(g
w
t (A)), for all w ≤ t ∈ N.
If we takes t = 2 and we defines B2 =
⋃2
w=1{g
w
2 (x) : |xk| < |xp|ǫp, k 6= w}, it can
be can easily proved that
B2 = R
2 − {(x1, x2) : x2 = x1, x2 = −x1},
of which, µ2(B2) = 1 and therefore B
c
2 = {(x1, x2) : x2 = x1, x2 = −x1} such that
µ2(B
c
2) = 0.
Now, if the previous result is true for t = n, that is µ(Bn) = 1 for
Bn =
n⋃
w=1
{gwn (x) : |xk| < |xp| − ǫp, k 6= w}.
Thus
Bn+1 =
n+1⋃
w=1
{gwn+1(x) : |xk| < |xp| − ǫp, k 6= w}
=
n−1⋃
w=1
{gwn+1(x) : |xk| < |xp| − ǫp, k 6= w}
∪
n+1⋃
w=n
{gwn+1(x) : |xk| < |xp| − ǫp, k 6= w}
= Bn−1 × [ǫp − |xp|, |xp| − ǫp]
2 ∪ [ǫp − |xp|, |xp| − ǫp]
n−2 ×B2
⊇ Bn × [ǫp − |xp|, |xp| − ǫp] ∪ [ǫp − |xp|, |xp| − ǫp]
n−2 × B2
⊇ Bn × [ǫp − |xp|, |xp| − ǫp],
8 ANDRE´S F. MUN˜OZ-TELLO
then of course, for all xp ∈ R, it is satisfied
µn+1(Bn+1) ≥ µn+1(Bn × [ǫp − |xp|, |xp| − ǫp])
= µn(Bn)× µ1([ǫp − |xp|, |xp| − ǫp])
= µ1([ǫp − |xp|, |xp| − ǫp]),
what implies µn+1(Bn+1) = 1 and that µn+1(B
c
n+1) = 0, of what which for all n ≥ 2
it is satisfied that µn(B
c
n) = 0.
Finally, as Bc ⊂ Bcn × ℓ
∞−{1,··· ,n}(R), where Bcn × ℓ
∞−{1,··· ,n}(R) is the set of the
sequences in ℓ∞(R) with the first n components in Bcn, it is true that
µ(Bc) ≤ µ(Bcn × ℓ
∞−{1,··· ,n}(R))
≤ µ(Bcn × ℓ
∞(R)) ≤ µn(B
c
n)× µ(ℓ
∞(R))
≤ µn(B
c
n),
concluding that µ(Bc) ≤ µn(B
c
n) for all n ≥ 2, that is µ(B
c) = 0. 
Given NBV [a, b] the Banach space of the normal real functions of bounded vari-
ation endowed with the norm ϕ(f) = |f |([a, b]). In the following theorem, a result
similar to Larman’s result in [LP79] will be shown in the case of a norm.
Theorem 3.2. ϕ = |f |([a, b]) it is not G-differentiable at any point f ∈ NBV [a, b].
Proof. Let c, d ∈ [a, b] and f ∈ NBV [a, b] not constant, if we define c as the number
such that limx→c f(x) = m ≤ f(y) for all y ∈ [a, b], a d as the one that meets
limx→d f(x) = M ≥ f(y) for all y ∈ [a, b] and define h ∈ NBV [a, b] as
h(x) =
{
0 if x ∈ [a, c+d
2
]
1 if x ∈ ( c+d
2
, b].
Then for ϕ(f+th)−ϕ(f)
t
, with c 6= d one obtains
ϕ(f+th)−ϕ(f)
t
=


1 if c < d and t > 0
−1 if c < d and t < 0
−1 if c > d and t > 0
1 if c > d and t < 0
If c = d and limx→c+ f(x) = α, limx→c− f(x) = β , then
ϕ(f+th)−ϕ(f)
t
=


1 if α > β and t > 0
−1 if α > β and t < 0
−1 if α < β and t > 0
1 if α < β and t < 0
In the case where f ∈ NBV [a, b] is constant, if one takes the function h as in the
previous cases, one obtains
ϕ(f+th)−ϕ(f)
t
=
{
1 if t > 0
−1 if t < 0
Therefore, the norm ϕ is not G-differentiable at any point f ∈ NBV [a, b]. 
GAˆTEAUX DIFFERENTIABILITY ON NON-SEPARABLE BANACH SPACES 9
Consider the Banach space L∞(R) of the actual measurable and bounded functions
with the norm ϕ(f) = inf{M : |f(x)| ≤M}, demonstrating a generalization of what
is done in ℓ∞(R).
Theorem 3.3. Let B be the set of the continuous functions f ∈ L∞(R) that have an
only point x0 ∈ R where f assumes the supremum. The G-differentiability set of ϕ is
B and if f ∈ B, then
∂Gϕ(f, h) = sig(f(x0))h(x0).
Proof. (1) Suppose that f reaches the supremum only in x0 ∈ R, then for ϕ(h) < δ,
where δ = ǫ/2, for |f(x)| < |f(x0)|−ǫ you have to ϕ(f+h) = inf{M : |f(x)+h(x)| ≤
M} = |f(x0) + h(x0)| and sig(f(x0) + h(x0)) = sig(f(x0)). Thus,
ϕ(f + h)− ϕ(f)− sig(f(x0))h(x0)
=|f(x0) + h(x0)| − |f(x0)| − sig(f(x0))h(x0)
=sig(f(x0) + h(x0))(f(x0) + h(x0))− sig(f(x0))(f(x0))− sig(f(x0))h(x0)
=sig(f(x0))(f(x0) + h(x0))− sig(f(x0))(f(x0))− sig(f(x0))h(x0)
=sig(f(x0))(f(x0) + h(x0)− f(x0)− h(x0)) = 0,
showing that ϕ is F -differentiable over B, which immediately implies the G-differen-
tiability of ϕ over B.
Now it will be shown that ϕ is not differentiable on Bc. Let f ∈ Bc such that
ϕ(f) = w and suppose that it has two maximum x0 and x1, such that f(x0) =
f(x1) = w, x1 > x2 and ǫ = |x1 − x0|. If you define h ∈ L
∞(R) as
h(x) =
{
−1 if x ∈ (−∞, x0 + ǫ/2)
1 if x ∈ [x0 + ǫ/2),∞).
Then
inf{M : |f(x) + th(x)| ≤M, x ∈ (−∞, x0 + ǫ/2)} = w − t
inf{M : |f(x) + th(x)| ≤M, x ∈ [x0 + ǫ/2,∞)} = w + t.
Therefore, ϕ(f + th) = w − t if t > 0 and ϕ(f + th) = w + t if t < 0. Consequently
ϕ(f + th)− ϕ(f) =
{
−t if t > 0
t if t < 0.
Hence limt→0+
ϕ(f+th)−ϕ(f)
t
= −t 6= t = limt→0−
ϕ(f+th)−ϕ(f)
t
, showing the desired
conclusion. 
4. G-derivative of locally Lipschitz functions
In Phelps Theorem, a locally Lipschitz function is taken in a separable Banach
space X . Now, it will be shown that this condition can also be considered for non-
separable spaces, if the Banach space is assumed to be X as a projective limit of
finite Banach spaces in which the connecting functions meet the condition of being
H-differentiable. We will begin with a preliminary proposition.
Proposition 4.1. Given a function f : Ω ⊆ X → R locally Lipschitz and not
constant over any open Ω. If f is the composition of two functions h : Y → R and
p : Ω→ Y , such that f(x) = h(p(x)). Then h is locally Lipschitz.
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Proof. Since f is locally Lipschitz on x ∈ Ω, then there exists B(x, r), k > 0 such
that for y ∈ B(x, r) is met:
|f(x)− f(y)| = |h(p(x))− h(p(y))| ≤ k‖x− y‖X,
if we assume h is not Lipschitz, then for all k0 > 0 and all y ∈ B(x, r) you have:
|h(p(x))− h(p(y))| > k0‖p(x)− p(y)‖Y ,
then using the first inequality
‖p(x)− p(y)‖Y <
k
k0
‖x− y‖X ≤
k
k0
r,
this for all k0 > 0, from which it is concluded that p(x) = p(y) and in turn that
f(x) = f(y) for all y ∈ B(x, r) ⊆ Ω, which contradicts the hypothesis in which f is
taken as a non-constant function over any open Ω. 
Now some definitions that will be required are presented.
Definition 4.2. Let (T ;4) be a directed set and s, t ∈ T
(1) The family (Xt)t∈T of topological spaces is projective if for each pair (s, t) in
T ×T with s 4 t there exists a continuous function pst : Xt → Xs (connecting
function) such that pst ◦ ptw = psw if s 4 t 4 w.
(2) The projective limit XT of a projective family (Xt)t∈T of finite dimension
topological spaces, is the set of x = (xt)t∈T ∈
∏
t∈T Xt = XT such that
there is a connecting function pst(·) that meets xs = pst(xt) for all s  t, in
particular to the connecting function ps(·) : XT → Xs is called sth projection.
(3) Given (Xt)t∈T a projective family, CT the set of all continuous functions of
XT in R and Ct the set of all continuous functions of Xt in R. A function
f ∈ CT is cylindrical if there exists a t ∈ T and h ∈ Ct such that f = h ◦ pt.
Example. If T is the set of all the subspaces of finite dimension of a topological space
X ordered by inclusion. For each F ∈ T , the projection of X over F will be denoted
by pF . If F,G ∈ T and F ⊆ G It will be denoted by pFG to the orthogonal projection
of G over F , It is immediate that if F ⊆ G then pF = pFG ◦ pG. Therefore (F )F∈T
is a projective family of topological spaces called projective family of the subspaces
of finite dimension. Now, for every F ∈ T and every µF a Borelian measure in F ,
it will be said that a family (µF )F∈T is projective if for every F ⊆ G it is satisfied
that µF = pFG(µG). In addition, every measure in bor(X) generates a projective
family (µF )F∈F of borelian measures, where µF = pF (µ) and a function f : X → R is
cylindrical if there is a finite dimension subspace F and a function fF : F → R such
that f = fF ◦ pF .
Remark 4.3.
(1) Given F ⊂ X a subspace of finite dimension. A cylindrical function f =
fF ◦ pF is a borelian function if and only if fF is a borelian function.
(2) Given t  s y f ∈ Cil(XT ) ≡ CT a cylindrical function, it is true that for
mt ∈ Cil(Xt) ≡ Ct and ms ∈ Cil(Xs) ≡ Cs such that
f = mt ◦ pt = ms ◦ ps
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(3) If f , mt, pt are H-differentiable, then for f = mt ◦ pt, the following applies:
dHf(x, h) = dH [mt(pt)(x, h)] = dHmt(pt(x, h))dHpt(x, h),
therefore, the existence of dHmt(xt, h) implies the existence of dHf(x, h).
In the following theorem, the extension of the Phepls Theorem is made in the case
of cylindrical functions and locally Lipschitz defined on a projective limit XT , which
will be assumed not separable.
Theorem 4.4. Let XT be a non-separable Banach space, which is the projective limit
of the family of finite dimensional spaces (Xt)t∈T with t-th projections pt and Ω ⊆ XT
an open. For a cylindrical function f : Ω→ R, f(x) = mt ◦ pt(x), not constant over
any open Ω, locally Lipschitz, µ and µt = pt(µ) Gaussian measures defined on each
XT and on Xt respectively, is satisfied:
µ({x ∈ Ω : dGf(x, h) does not exist} ∩ Ω) = 0.
Proof. Since f(x) = mt ◦pt(x), by Proposition 4.1 we get that mt is locally Lipschitz.
Since Xt is of finite dimension, R has the RNP and mt : Xt → R, then from Phelps
Theorem applied to each mt it is true that
µt({xt ∈ Ωt : dGmt(xt, h) does not exist}) = 0,
where pt(Ω) = Ωt, since pt(·) is continuous over Ω and therefore measurable. Hence
µ ( {x ∈ Ω : dGf(x, h) does not exist})
=µ(p−1t ({xt ∈ Ωt : dGmt(xt, h) does not exist}))
=µt({xt ∈ Ωt : dGmt(xt, h) does not exist}).
Then µ({x ∈ Ω : dGf(x, h) does not exist}) = 0. 
Remark 4.5. If we define f = mt ◦ pt(x) over CT (Z) (CT (Z) the set of continuous
functions of XT in Z), mt over Ct(Z) (Ct(Z) the set of continuous functions of Xt in
Z), for Z a Banach space with the RNP, if the demonstration of the Proposition 4.1
from R to Z is extended and if the remaining conditions of the previous theorem are
assumed. Then we can demonstrate in the same way to the above that
µ({x ∈ Ω : ∂Gf(x, h) does not exist}) = 0.
In the following example we will show a Lipschitz function defined on a Banach
space, which satisfies the hypothesis of the previous theorem.
Example. Since ℓ∞(R), with the norm ‖x‖∞ = supk∈N |xk|, can be defined as the
projective limit of finite spaces (Rn)n∈N. If we define f : ℓ
∞(R) → [0,∞), as the
convergent series
f(x) = f(x1, · · · , xn, · · · ) =
∞∑
k=1
|xk|
k2
,
this function is continuous, just show that it is Lipshitz in ℓ∞(R) and in effect, for
x, y ∈ ℓ∞(R) is satisfied that
∞∑
k=1
|xk − yk|
k2
≤
∞∑
k=1
|xk|
k2
+
∞∑
k=1
|yk|
k2
,
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thus
∑∞
k=1
|xk−yk|
k2
converge and as |xk − yk| ≤ ‖xy‖∞ for all k ∈ N, then
|f(x)− f(y)| =
∣∣∣∣∣
∞∑
k=1
|xk| − |yk|
k2
∣∣∣∣∣ ≤
∞∑
k=1
|xk − yk|
k2
≤
∞∑
k=1
‖x− y‖∞
k2
≤ ‖x− y‖∞
∞∑
k=1
1
k2
≤ ‖x− y‖∞.
Therefore, there exists a k0 = 1 such that for all x, y ∈ ℓ
∞(R), it is satisfied
|f(x)− f(y)| ≤ k0‖x− y‖∞.
On the other hand, for x ∈ ℓ∞(R) we can say that pt : ℓ
∞(R) → Rt defined as
pt(x) = (x1, · · · , xt) and mt : R
t → R defined as mt(x1, · · · , xt) =
∑t
k=1
|xk|
k2
are
continuous functions, since they are respectively satisfied:
t∑
k=1
|xk − yk| ≤ t‖x− y‖∞ y
t∑
k=1
|xk − yk|
k2
≤
t∑
k=1
|xk − yk|
that is, pt and mt are Lipschitz functions.
Also, if x = (xk)k∈N 6= 0ℓ∞(R) for t 6= 0 small enough that sig(xk + thk) = sig(xk),
we obtain:
f(x+ th)− f(x)
t
=
∞∑
k=1
(
|xk + thk| − |xk|
tk2
)
=
∞∑
k=1
sig(xk)
hk
k2
.
Hence it is clear that for all h ∈ ℓ∞(R)
dGf(x, h) =
∞∑
k=1
sig(xk)
hk
k2
.
Now, if x = 0ℓ∞(R), then
f(0 + th)− f(0)
t
=
|t|
t
∞∑
k=1
|hk|
k2
.
Then there is not dGf(0, h). Finally, if one defines mt(x) =
∑t
k=1
|xk|
k2
, one obtains
dGmt(x, h) =
t∑
k=1
sig(xk)
hk
k2
and as in the previous case dGmt(x, h) does not exist in (01, · · · , 0t).
Now, some extensions of the previous theorem are proposed, in which different
arrival spaces are established to R.
Proposition 4.6. Under the same assumptions of Theorem 4.4, adding the continuity
of f and taking g a Lipschitz function of R in Rn. Then for H = g ◦ f , f(x) =
mt ◦pt(x), H is G-differentiable except in a null Gaussian set with respect to the open
Ω in the aforementioned theorem.
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Proof. Using the Theorem 4.4, for µ a Gaussian measure on XT , it is true that
µ({x ∈ Ω : dHf(x, h) does not exist}) = 0. On the other hand, from Rademacher
Theorem it is true that dHg(t), t ∈ R, exists except in a zero Gaussian measure set,
in this case Lebesgue null of R, therefore
dHH(x, h) = dHg(f(x), h˜) · dHf(x, h), h˜ ∈ R,
which,
µ({x ∈ Ω : dHH(x, h) does not exist})
=µ({x ∈ Ω : dHg(f(x), h˜) does not exist} ∪ {x ∈ Ω : dHf(x, h) does not exist})
≤µ({x ∈ Ω : dHg(f(x), h˜) does not exist}) + µ({x ∈ Ω : dHf(x, h) does not exist})
=µ({x ∈ Ω : dHg(f(x), h˜) does not exist}) + 0
=λ({t ∈ R : dHg(t, h˜) does not exist}) = 0,
where the last equality is due to the continuity of f . 
Proposition 4.7. Under the same assumptions of Theorem 4.4, adding f continuous
and taking g a local Lipschitz function of R in a Y space with the RNP. Then, for
H = g ◦ f , f(x) = mt ◦ pt(x), H is G-differentiable except in a set of null Gaussian
measure, with respect to the open Ω of the aforementioned theorem.
Proof. Using the Theorem 4.4, Phelps Theorem and applying similar argument to
the previous proposition, the result is obtained. 
Corollary 4.8. Assuming the same hypotheses of the previous proposition, taking
Y = X ′ the dual space of a Banach space X and if ψ : X ′ → X is H-differentiable.
Then X is Asplund and τ = ψ ◦ H : Ω ⊆ XT → X is H-differentiable except for a
null Gaussian set.
Proof. Since H = g ◦ f , for f and g locally Lipschitz, then H : Ω → X ′ is locally
Lipschitz. Therefore, from what was done in the previous proposition and what is
done in the Theorem 2.2, we conclude that τ = ψ ◦ H is H-differentiable except in a
set of null Gaussian measure. 
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