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Abstract—Skin lesion segmentation is one of the first 
steps towards automatic Computer-Aided Diagnosis of skin 
cancer. Vast variety in the appearance of the skin lesion 
makes this task very challenging. The contribution of this 
paper is to apply a power foreground extraction technique 
called GrabCut for automatic skin lesion segmentation with 
minimal human interaction in HSV color space. 
Preprocessing was performed for removing the outer black 
border. Jaccard Index was measured to evaluate the 
performance of the segmentation method. On average, 0.71 
Jaccard Index was achieved on 1000 images from ISIC 
challenge 2017 Training Dataset. 
Keywords—Skin lesion, segmentation, GrabCut, HSV, color 
space, Melanoma. 
I. INTRODUCTION 
Skin Cancer is one of the most rapidly increasing cancer 
all over the world with one in every three cancer diagnosed is 
a skin cancer according to the World Health Organization 
[1]. Malignant Melanoma a type of skin cancer estimated to 
have 76,389 new cases and over 100,00 deaths in the United 
States in 2016 [2]. So, Early diagnosis is very critical, as 
study showed survival rate for Melanoma increased over 
90% if detected in the early stage [1]. Since skin cancer 
occurs at the surface of skin, visual inspection by a 
dermatologist using Dermoscopy is the common way for 
diagnosis. 
     Inspection of the dermoscopic images for 
dermatologist usually a complex and time-consuming task. 
To assist the dermatologist and improve the accuracy of the 
diagnosis computer-aided diagnosis systems have been 
developed. Skin lesion segmentation is very important part of 
the CAD systems for diagnosis. However, automatic skin 
lesion segmentation of skin lesion is very challenging due to 
large variety of appearance in color, texture, and size for 
different patients. In addition to these hair, veins medical 
gauzes and light reflections makes it more difficult task. 
Fig.1 Shown some example of the skin lesions. 
In early years many literatures tried to solve this 
segmentation problem proposed methods based on mainly 
thresholding, Active contour, clustering and supervised 
learning. Authors in [3] used image enhancing using color 
and brightness saliency maps with Otsu thresholding. 
Garnavi et al. [4] used 25 different color channels for 
segmentation using thresholding. Region splitting and 
merging algorithm used in [5]. Authors in [6, 7] used the 
active contour methods for the segmentation. Melli et al. [8] 
used mean shift clustering. However, application of these 
methods was not very effective due to large difference in 
appearance of the skin lesion and requirement for proper 
preprocessing of the dermoscopic images. 
Since last few years Convolutional Neural Networks 
(CNNs) become an obvious choice to the computer vision 
society [ 9,10]. Authors in [11,12,13,14,15] applied CNN for 
segmentation task and achieved high evaluations. 
In this paper we demonstrate a simple yet powerful 
image segmentation technique GrabCut to segmentation the 
skin lesion using HSV color spaces impact on segmentation 
performance. 
           
            
           
           
Fig.1. Sample Images from ISIC 2017 dataset. 
II. DATASET 
The dataset used for this paper were download from the 
International Skin Imaging Collaboration (ISIC) 2017 
Challenge. ISIC  2017  dataset  contains  training  set  of  
2000  images  with corresponding ground truth images. We 
have used 1000 images from the ISIC 2017 dataset in this 
paper. 
III. METHOD 
GrabCut is one of the most powerful background and 
foreground extraction techniques that uses minimum graph 
cut for segmentation. Authors in [tushar-1] presented the 
algorithm. Using the edge and regional information of the 
given image an energy function was created and this function 
is being optimized depending on the binary label {0,1} 
provided by the minimum cut on the image graph. 
In this paper an automatic modified version of GrabCut 
algorithm was used for skin lesion segmentation with 
minimal human interaction. Fig.2 represents the workflow of 
the pipeline used for segmentation. 
 
Fig.2. Overall pipeline of the segmentation. 
A. Preprocessing  
Preprocessing was performed to remove the outer dark 
border from the microscopic images. Figure.3 shown the 
preprocessing steps.  Mask was created for each image 
depending on dark pixel values. Afterward the mask was 
used to fill the dark border pixel with the neighbor pixels 
using inpainting. Pre-processed image was the input to the 
segmentation pipeline. 
 
Fig.3. Dark outer boarder removal pipeline. 
B. Color Quantization 
      Color quantization was performed applying k-means 
clustering. Then the BGR image was converted to HSV 
color space. All the channels were split, and Adaptive 
histogram equalization was performed on each channel 
separately. Afterward all the color channels were marge. 
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Figure.4 a) Original image. b) k-means clustering c) RGB to 
HSV and d) adaptive histogram equalization. 
 
C. Proposed Automated GrabCut 
To perform GrabCut two approaches were used. First 
was using mask and second was using rectangle. In HSV 
color space most of the skin lesion appears to be green. 
Green color was extracted from the image and applying 
thresholding mask was obtained. Where ever the mask has 
value 1, image graph considered it as foreground and 
wherever was 0, considered as background. Then grabcut 
segmentation was performed. 
 
Fig.5. Mask creating workflow diagram. 
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Fig.6. a) Enhance HSV image b) generated mask. 
But in some cases, masking failed where very little 
intensity different from the skin and lesion. 
 To overcome this limitation, one thresholding approach 
was introduced. Threshold was calculated based on the mask 
dimension and intensity value. If the summation of intensity 
value exceeds and rectangle was generated. Equation (1) and 
Equation (2) shown the dimension of the rectangle. 
Height of rectangle=  height of image-(0.03×height of 
image)… (1) 
Weight of rectangle=  weight of image-(0.1×weight of 
image)…(2) 
things outside the rectangle considered as background 
and GrabCut segmentation was performed. 
RESULTS 
To evaluate the performance of the proposed 
segmentation method we used the evaluation matrix called 
Jaccard Index (JC). Jaccard Index (also known as Jaccard 
coefficient index) gives the similarity and diversity of sample 
sets. 
Jaccard Index=TP/(TP+FP+FN) ……(3) 
Here TP= lesion pixel segmented as lesion pixel, FP= 
non-lesion pixel segmented as lesion pixel, and FN= lesion 
pixel segmented as non-lesion pixel. We used ISIC challenge 
2017 data applied proposed segmentation to 1000 images 
and achieved an average JC of 0.71. Some of the Segmented 
lesions by the proposed pipeline are given in Table. 1 
TABLE I.  Segmented skin lesion. 
 
DISCUSSION AND FUTURE WORK 
 
Proposed segmentation technique is robust enough to 
segment the image without hair removal as shown in 
Table.1. Proposed pipeline performs comparable if the 
contrast between the skin lesion and non-lesion pixels are 
very less. The performance can be improved by applying 
more precise mask creating strategy, Applying different 
color spaces and addition the foreground probability 
estimation functionality to the proposed modified GrabCut 
approach.  
REFERENCES 
 
[1] G. Zongyuan, S. Demyanov, R. Chakravorti, and R. Garnavi, “Skin 
dis-ease recognition using deep saliency features and multimodal 
learning ofdermoscopy and Clinical Images,” International 
Conference on MedicalImage Computing and Computer-Assisted 
Intervention, Springer, Cham,pp. 250-258, 2017 
[2] merican    Cancer    Society,    “Key    Statistics    for    Melanoma    
SkinCancer,”Available:https://www.cancer.org/cancer/melanoma-
skin-cancer/about/key-statistics.html. [Accessed: 18- Sep- 2018]. 
[3] H.Fan,  F.  Xie,  Y.  Li,  Z.  Jiang,  and  J.  Liu,  “Automatic  
Segmentationof Dermoscopy Images using Saliency Combined with 
Otsu Threshold,”Computers in Biology and Medicine, vol. in press, 
2017. 
[4] R.  Garnavi,  M.  Aldeen,  M.  E.  Celebi,  A.  Bhuiyan,  C.  
Dolianitis,  andG.  Varigos,  “Automatic  Segmentation  of  
Dermoscopy  Images  UsingHistogram  Thresholding  on  Optimal  
Color  Channels,”InternationalJournal of Medicine and Medical 
Sciences,  vol.  1,  no.  2,  pp.  126-34,2010. 
[5] M. E. Celebi, H. A. Kingravi, H. Iyatomi, Y. A. Aslandogan, R. H. 
Mos,R. H. Moss, and J. M. Malters, “Border detection in dermoscopy 
imagesusing statistical region merging,”Skin Res. Technol., vol. 14, 
no. 3, pp.347353, 2008. 
[6] M.  Mete,  and  N.  M.  Sirakov,  “Lesion  detection  in  demoscopy  
imageswith  novel  density-based  and  active  contour  
approaches,”BMC Bioin-formatics, vol. 11, no. 6, 2010. 
[7] B.  Erkol,  R.  H.  Moss,  R.  J.  Stanley,  W.  V.  Stoecker,  and  E.  
Hvatum,“Automatic  lesion  boundary  detection  in  dermoscopy  
images  usinggradient  vector  flow  snakes,  ”Skin Res. Technol.,  
vol.  11,  no.  1,  pp.1726, 2005. 
[8] R. Melli, G. Costantino, and R. Cucchiara, “Comparison of color 
clus-tering algorithms for segmentation of dermatological 
images,”MedicalImaging, vol. 6144, pp. 61443S-61443S, 2006. 
[9] Sahba,  Farhang,  Hamid  R.  Tizhoosh,  and  Magdy  MMA  Salama.  
“Ap-plication of opposition-based reinforcement learning in image 
segmen-tation,  ”  Computational  Intelligence  in  Image  and  Signal  
Processing,2007. CIISP 2007. IEEE Symposium on. IEEE, 2007. 
[10] Othman,  Ahmed,  and  Hamid  Tizhoosh.  “Segmentation  of  breast  
ul-trasound  images  using  neural  networks.”  Engineering  
Applications  ofNeural Networks (2011): 260-269. 
[11] L. Yu , H. Chen , Q. Dou , J. Qin , P.-A. Heng , Automated 
melanomarecognition  in  dermoscopy  images  via  very  deep  
residual  networks,IEEE Trans. Med. Imaging 36 (4) (2017) 9941004. 
[12] L. Bi , J. Kim , E. Ahn , A. Kumar , M. Fulham , D. Feng , 
Dermoscopicimage segmentation via multi-stage fully convolutional 
networks, IEEETrans. Biomed. Eng. 64 (9) (2017) 20652074. 
[13] .S.   Lin,   K.   Michael,   S.   Kalra   and   H.R.   Tizhoosh,   ”Skin   
lesionsegmentation: U- Nets versus clustering,” arXiv: 1710.01248 , 
2017. 
[14] M.  M.  K.  Sarker,  H.  A.  Rashwan,  F.  Akram,  S.  F.  Banu,  A.  
Saleh,  V.K. Singh, F. U. H. Chowdhury, S. Abdulwahab, S. Romani, 
P. Radeva,and  D.  Puig,  “SLSDeep:  Skin  Lesion  Segmentation  
Based  on  DilatedResidual and Pyramid Pooling Networks,” 
arXiv:1805.10241v2, 2018. 
[15] C. Rother, V. Kolmogorov, and A. Blake, GrabCut: Interactive 
foreground extraction using iterated graph cuts, ACM Trans. Graph., 
vol. 23, pp. 309–314, 2004. 
[16] Codella N, Gutman D, Celebi ME, Helba B, Marchetti MA, Dusza S, 
Kalloo A, Liopyris K, Mishra N, Kittler H, Halpern A. "Skin Lesion 
Analysis Toward Melanoma Detection: A Challenge at the 2017 
International Symposium on Biomedical Imaging (ISBI), Hosted by 
the International Skin Imaging Collaboration (ISIC)". 
arXiv:1710.05006v3,2017.
Original Image Ground Truth Segmented 
Image 
JC 
   
 
0.86 
 
  
 
 0.83 
   
 
0.73 
   
 
0.75 
   
 
0.67 
   
 
0.17 
