Introduction
A major impediment to cost-effective implementation of computerized adaptive testing (CAT) is the amount of resources needed for item pool development. One of the solutions to this problem currently pursued is the application of techniques of item cloning to generate item pools. Early pioneers of this idea were Bormuth (1970) , Hively, Patterson and Page (1968) and Osburn (1968) . Common to their approaches is a formal description of a set of "parent items" along with algorithms to derive families of clones from them. These parents are also known as "item forms," "item templates," or "item shells."
One type of parent item consists a syntactic description of a test item with one or more open places for which substitution sets are specified. For this type, item cloning becomes a "replacement set procedure" (Millman & Westman, 1989) , which can easily be implemented using a computer algorithm. Examples of replacement set procedures are algorithms that pick distractors randomly from a list of possible wrong answers or substitute random elements in a open places in the stem of the item and adjust the alternatives accordingly. Other types of parent items consist of intact items which are cloned using transformation rules. Examples of such rules are linguistic rules that transform one verbal item into others, geometric rules that present objects from a different angle in spatial ability tests, chemical rules that derive molecular structure from a given structure in tests of organic chemistry, or rules from proposition logic that transform items in analytic reasoning tests into a set of new items. Comprehensive reviews of item-cloning techniques are given in Bejar (1993) and Roid and Haladyna (1982) .
An important question is whether items in a family cloned from the same parent have comparable statistical characteristics. Empirical studies addressing this question are reported, for example, in Enright, Morley, and Sheehan (2002) , Hively, Patterson and Page (1968) , Macready (1983) , Macready and Merwin (1973) and Meisner, Luecht and Reckase (1993) . The general impression from these studies is that the variability within families of items clones from the same parent is much smaller than between families but not small enough to justify the assumption of identical parameter values for items in the same family.
The current article is based on the expectation that though item cloning techniques are still improving, some degree of within-family variability between item parameters always will remain. The best way to deal with this phenomenon is therefore not to ignore it but to model the differences between item parameters within families and allow for those differences in item-selection procedures for adaptive testing.
A procedure of item-selection for adaptive testing that fits in with this approach is a stratified or two-staged procedure in which each item is selected in the following two steps: (1) a family of items is selected from the pool that is optimal at the current estimate of the person parameter; (2) an item is randomly sampled from the family and administered. This procedure still capitalizes on the statistical efficiency involved in adapting the test to the person parameter. In addition, it allows us to model differences between item parameters within families as random.
In the first stage of the procedure, when a family is selected to be optimal at the estimate of the person parameter, we have to deal with a distribution rather than individual values for the item parameters. An obvious solution is to base the selection on a Bayesian criterion, for example, one that maximizes the expected reduction in the posterior variance of the person parameter or a posterior weighted version of Fisher's information in the items, where the expectation is taken not only over the posterior distribution of the person parameter, but also over the distribution of the item parameters in the family.
The proposed item-selection procedure leads naturally to a two-level item response theory (IRT) model, with a lower level at which items in families are represented by a three-parameter logistic (3PL) model and a higher level at which the parameters of items in the same family have a (joint) distribution that represents within-family variability.
The result of using such a model with random item parameters and an adaptive test with an additional random component in item selection is an expected reduction in the accuracy of the estimation of item and person parameters. This reduction should be evaluated against two alternative cases. One case is to maintain item cloning but calibrate the item pool and administer the adaptive tests under the regular 3PL model in (1). In this approach, the family structure in the item pool is ignored and the application of the 3PL model, though convenient, is incorrect due to dependencies between the items in the pool. The other case is to give up item cloning and calibrate the individual items in the pool and administer the adaptive tests under the regular 3PL model. In this approach the advantages of item cloning are no longer present. A simulation study in this article evaluates the reduction in estimation accuracy against these two cases.
The Model
Consider an item pool with families of items generated from parent p = 1, ..., P . Items within family p will be labeled i p = 1, ..., I p .
The first-level model is the 3PL model, which describes the probability of success on item i p as a function of the latent trait parameter θ as 
It is assumed that ξ i p has a multivariate normal distribution
where hyperparameters µ p and Σ p are the vector with the mean values of the item parameters in family p and their covariance matrix, respectively. The transformation in (2) removes the restriction of range for the a i and c i parameters in the usual metric so that the assumption of multivariate normality in (3) can hold.
In the calibration and item-selection procedures below, we will assume that θ has a standard normal prior distribution, that is,
This assumption holds if θ is from a population of exchangeable persons with a normal distribution of θ.
Discussion
The model presented in (1)-(4) has several relatives. The multilevel IRT models for testlets in Bradlow, Wainer, and Wang (1999) and Wainer, Bradlow, and Zu (2000) differ from the present model in that they do have a random component for difficulty parameter b i but have fixed parameters a i and c i . The random component was introduced to allow for dependences between responses to fixed items in the same testlet. In our approach, the items are randomly sampled from families, so all item parameters need to be random and the dependence between responses to items from the same family is captured by the covariance matrix in (3). The present model also differs from the one in Albers, Does, Imbos and Jansen (1989) , which is based on item sampling as well. Their model is a version of the one-parameter normal-ogive model with a random difficulty parameter, and the sampling procedure is simple random sampling from a pool of items and not the two-stage procedure from a pool with families of items in this article. Janssen, Tuerlinckx, Meulders, and de Boeck (2000) present a multilevel version of the two-parameter normal-ogive model in which no item sampling is assumed but the second level is introduced to describe dependencies within fixed sets of items used in a standard setting procedure.
Though in each of these models, a (multivariate) normal distribution for the parameters is assumed, we should not claim universal validity for the normal distribution as second-level model. The multivariate model in (3) is expected to capture differences in location and spread between families in an adequate way and to be robust against small deviations from normality. However, ultimately the choice of a model for the distribution of the item parameters within families is an empirical issue. The use of item-cloning techniques is a new development and practical experience still has to be cumulated. For example, it is no known yet what the impact of possible review of families of cloned items by content specialist will be. In principle, strong preferences for certain item attributes by these specialists may change the initial results from purely algorithmic item cloning.
The model in (1)-(3) has some flexibility to deal with empirical distributions of item parameters that deviate from normality. For example, if families of items appear to have distributions with too much skew, (2) could be replaced by a transformation that normalizes the distribution. The current transformation was only introduced to remove the restrictions on the range of the parameters, but in fact a large set of alternative (monotone) transformations is possible. Also, it is not necessary to use an identical transformation for all families of items. If for some reason item parameter distributions appear to be bimodal, mixtures of two multivariate normal distributions could be adopted instead of (3). The technical complexities involved in this change do not seem to be too large (though the conditions under which the model remains identifiable deserve care). These and other options have not been explored yet. The current model is only a first attempt to deal with the statistical consequences of item cloning.
Item Pool Calibration
For the adaptive testing procedure proposed in this article, item pool calibration amounts to estimation of the values of the hyperparameters µ p and Σ p in the distribution in (3) for each family in the pool. These values can be estimated by marginal maximum likelihood (MML), Bayes modal (MAP) or fully Bayesian methods. The first two methods are discussed here; for a fully Bayesian estimation procedure, see Glas and van der Linden (2001) .
It is assumed that the hyperparameters for all families are stacked in a vector η, so this vector contains the elements of the mean vectors µ p , and the diagonal and lower off-diagonal elements of Σ p for p = 1, ..., P . Besides, the response vector of person j is denoted as x j = (x i p j ) = (x i 1 j,..., x i P j ), where i p represents an item clone randomly drawn from family p. For each person j the vector x j contains the responses to one item sampled from each family. The set of response vectors across all persons constitutes the data matrix used in item pool calibration. Because for each person the responses to the other items from a family are missing at random, they can be ignored. To save unnecessary complexity, our notation will not make this incompleteness in the data set explicit.
MML Calibration
In MML estimation, a distinction in made between structural and nuisance parameters. The structural parameters are estimated from a log-likelihood marginalized with respect to the nuisance parameters. In the present case, the structural parameters are in the vector η, whereas the nuisance parameters are the ability parameters θ j and the random item parameters ξ i p . These nuisance parameters are supposed to be stacked in vectors θ and ξ, respectively.
The marginal probability of observing response pattern x j is given by
where p(x j | θ, ξ) is the probability of the response pattern, that factors into the probabilities of the item responses as p p(x i p j | θ, ξ i p ), and p(ξ i p |µ p , Σ p ) and φ(θ) are the normal densities of the item parameters and θ, respectively. Note that ξ i p is a random effect nested within persons; alternative approaches to this assumption are discussed in Glas and van der Linden (2001) . The marginal log-likelihood of η is given by
The marginal likelihood equations for η can be easily derived using Fisher's identity (Efron, 1977; Louis 1982) , which equates the first-order derivative of the marginal likelihood in (6) with respect to η to the expected first-order derivative of a so-called "complete data" log-likelihood . That is, the likelihood equations are given by
In (2), logp j (ξ, θ, x j | η) is the complete data log-likelihood for person j , which is equal to
and the expectation is with respect to the conditional posterior density for the nuisance parameters
It follows that the likelihood equations are given by
and
where indices u and v = u denote the uth and vth element in the parameter vectors and n p is the number of responses to family p. These equations can be solved using an EM or Newton-Raphson algorithm.
Computation of the standard errors of the parameters estimates is a straightforward generalization of the method for the 3PL model presented in Glas (2000) . These estimates are found upon inverting the approximate information matrix
Note that the information matrix is a sum over persons of outer products of a vector of first-order derivatives and its transpose.
Bayes Modal Calibration
For the regular 3PL model, the use of Bayes modal estimation can be motivated by the fact that the item parameters in the model are sometimes hard to estimate because the model is poorly identified. In such instances, the values of the θ-parameters are predominantly in a region of the θ -scale for which the response functions are equally well approximated by different combinations of item parameter values. As a result, the estimates are highly correlated. In such cases, adding a covariance matrix for every family of items may further deteriorate the identifiability of the model.
To obtain improved estimates for the 3PL model, Mislevy (1986) considered a number of Bayesian approaches, each of which entails a prior distribution for the item parameters. In one approach, the prior distribution is assumed to be postulated by the item calibrator and its parameters are thus known. In another, often labeled empirical Bayes, the parameters of the prior distribution are estimated along with the other parameters, for example, as the modes of their posterior distributions.
The problem of estimating the hyperparameters in the model in (1)- (4) is formally identical to the one of estimating the parameters in the prior distribution of the item parameters in an empirical Bayes approach to the regular 3PL model. The only difference is that these parameters now have to be estimated for multiple families of items simultaneously.
In Bayes modal (or maximum a posteriori; MAP) estimation of the 3PL model, the estimates are computed by maximizing the log-posterior density of η, which is proportional to
where p(η; ζ) is the prior density of η with parameters ζ which follow a density p(ζ). The approach involves a replacement of the likelihood equation in (7) by ∂ log L(η; x)/∂η+∂ log p(η; x)/∂η = 0.
If the prior distribution p(η; ζ) is not postulated, that is, in an empirical Bayes approach, equation
must be solved simultaneously. For the multilevel model in (1)-(3), Bayes modal estimation entails the introduction of a prior distribution for the hyperparameters µ p and Σ p in (1)-(4). Let p(µ p , Σ p | ω) denote the (common) prior density for these parameters which itself has a parameter vector ω.
The marginal probability of response vector x j now becomes
The complete data specification has factors
which suggest a normal model with a normal-inverse-Wishart prior with parameter ω = (µ 0 , Σ 0 ). A prior from the normal-inverse-Wishart family is attractive because it is the conjugate prior for the multivariate normal distribution (see, for instance, Box & Tiao, 1973) . Let v 0 be the degrees of freedom for the inverse-Wishart prior of Σ 0 , κ 0 the number of observations to which the normal prior for µ p can be equated, and let n p be the number of items administered from family p. The posterior distribution of η is also normal-inverse-Wishart distributed, with parameters
As can be verified from (7), the likelihood equations are the posterior expectations of the first-order derivatives of the complete data likelihood. Analogous to (8)- (10), we now have
with
Comparing the MML estimations given by (8) with the Bayes modal estimates given by (15), it becomes clear that (15) is a so-called shrinkage estimator. It is a weighted average of the mean as it can be obtained from the likelihood of the relevant observations and the mean imposed via the prior.
Discussion
The assumption of all respondents randomly drawn from one population in (4) can be replaced by the assumption of sampling from multiple populations of respondents each with a normal ability distribution indexed by a unique mean and variance parameter. Bock and Zimowski (1997) point out that this generalization, together with the possibility of analyzing incomplete item-calibration designs, provides a unified approach to such problems as differential item functioning, item parameter drift, non-equivalent groups equating, vertical equating and matrix-sampled educational assessment. Though not illustrated here, calibration under the multilevel model for multiple item families in this article can be extended to fit this framework.
Adaptive Selection of Families of Items
Our initial estimate of the ability of examinee j is the prior distribution in (4), which has a density denoted as φ(θ j ). Suppose the kth family is selected to deliver the next item for person j . The responses of j to the items from the k − 1 previously selected families are denoted by a vector x j 1 , ...., x j (k−1) ). The update of the posterior distribution of θ j after these k − 1 items is given by
The kth family is selected to be optimal at this posterior distribution. Several Bayesian criteria of optimality for adaptive testing have been proposed; for studies of several old and new criteria, see van der Linden (1998) and van der Linden and Pashley (2000). The one used in the simulation study below is a version of the criterion of minimum expected posterior variance adapted for use with the two-stage item-selection procedure. The criterion requires the family selected to have minimum expected posterior variance, where the expectation is taken over the posterior predictive distribution of the responses to a random item from the family.
Suppose we select family p as the kth family in the test. The posterior predictive distribution of the responses of examinee j to a random item from this family has the following probability function
Note that we first average the response probability over the distribution of the item parameters for family p k and then over the posterior distribution of the ability of the examinee. The two possible responses for which this function provides the predictive probabilities are X jp k = 0 and X jp k = 1. Either response would lead to an update of the posterior variance of θ j , which we denote as Var(θ j |x
, X jp k = 1), respectively. The first proposed criterion for the selection of the kth parent is the expected value of this update. That is,
where R k is the set of families in the pool from which the kth family is chosen.
If the interest is in a criterion based on Fisher's information measure, an alternative to (19) can be derived from the posterior weighted information criterion (van der Linden & Pashley, 2000, Eq. 25). Fisher's information on θ j in a random item from family p is defined as
and the posterior weighted information criterion selects as the kth family
Simulation Studies
Three different cases were studied, namely,
(1) families of cloned items calibrated and administered under the multilevel IRT model in (1)-(3); (2) families of cloned items calibrated and administered under the regular 3PL model in (1); and (3) individual items calibrated and administered under the regular 3PL model in (1).
Two different studies were conducted. The first study was to assess the accuracy of item pool calibration in these three cases; the second study to assess the accuracy of adaptive testing in these cases. The comparison between Case 1 and 2 is made to identify the consequences of ignoring the dependencies due to the family structure in the item pool; the regular 3PL model does not allow for such dependences, whereas the multilevel IRT does. The comparison between Case 1 and Case 3 is made to identify the potential loss in statistical accuracy due to the random nature of the item parameters in the multilevel IRT model and item sampling in the second stage of item selection.
Item Pools
The family structure of the item pools used in these studies were all derived from a pool from the Law School Admission Test (LSAT). The pool had 753 items that fitted the model in (1). The parameters of these items were transformed using (2) and these transformed parameters had mean vector 
Item parameters for four different pools were derived from these LSAT data. All parent item parameter values µ p were sampled from the multivariate normal distribution with a mean and covariance structure as in (22)- (23). Then, given the sampled means µ p , parameters for the clones within family p were sampled from a multivariate normal distribution with mean µ p and a covariance matrix Σ p with entries proportional to the entries of Σ 0 . That is, all true values for the item clones were sampled subject to a fixed ratio of within-family and between-family covariances. For Pool 1, the sizes of the within-covariances and between-family covariances the same. For Pool 2, 3, and 4, the sizes of the within-covariances were 50%, 25% and 12.5% of the between-covariances, respectively.
Item Pool Calibration
In this study, the following additional variables were manipulated:
(1) test length: n=20 and 40 items; and (2) sample size: N=100, 400 and 1,000 examinees.
For each condition, 100 replications were made. For every replication, N examinees were simulated with θ values randomly drawn from the standard normal distribution, as in (4). For each examinee, one item per family was sampled and responses to the items were generated. These response data were then used to calibrate the item pool. The parameter estimation method was the empirical Bayes modal method. For Case 1, the prior distribution for the hyperparameters was a (low-informative) normal-inverse-Wishart distribution with υ 0 = 5 and κ 0 = 5. For Case 2 and 3, the prior distributions of the (transformed) item parameters in (2) were taken to be normal with the means and variances in (22)- (23), but the covariances were set equal to zero because in these two cases the regular 3PL model was used.
The mean absolute errors in the parameter estimates for Case 1 (data of cloned items analyzed in the multilevel model) and Case 2 (data of cloned item analyzed with the regular 3PL model) are compared in Table 1 . As expected, the table shows a decrease in the errors with an increasing sample size (N ) and test length (n). The decrease is strongest for the a parameter and negligible for the c parameter. Also, the decrease with the sample size appears to be stronger for the pools with the smallest ratio of within-family to between-family variability. The differences between the mean errors for Case 2 and 1, though nearly all in favor of Case 1, are negligibly small. For the current item pools, misspecifying the model in the sense of ignoring dependences due to a family structure of the items did hardly yield any consequences for item pool calibration. We will return to this conclusion below. In Table 2 , the same comparison is made for the mean absolute error in the estimates for Case 1 (data of cloned items analyzed in the multilevel model) and Case 3 (no family structure and item parameters in the regular 3PL model). This table shows the same trends of decreasing errors with increasing sample sizes and test lengths for Case 3. Besides, the differences in mean errors between Case 3 and 1 are negligibly small again, in fact, they were even smaller than in the previous case. The mean absolute estimation errors in the estimates of the (co)variances of the item parameters for the families of items for Case 1 are given in Table 3 . The general impression from this table is that these hyperparameters can be estimated reasonably well. The errors in the estimates of loga and logitc are relatively large for the pools with the larger variability ratios. This effect is due to the large variances for these parameters in the original LSAT pool; see the covariance matrix in (23). As a consequence, a larger ratio implied larger within-family variability. 
Adaptive Testing
In this study, comparisons were made between the errors in the estimators of θ in the adaptive tests for the same three cases. The simulations were repeated for test lengths n = 20 and 40 items. For each θ value equal to −2.0, −1.0, 0.0, 1.0, and 2.0, 1,000 examinees were simulated. In addition, to get estimates of the errors for a typical population of examinees, 1,000 examinees were randomly sampled from N(0, 1).
The item pools for Case 1 and 2 consisted of 400 families of items. If a family was selected in the adaptive test, only one item was randomly sampled from it. The item pool for Case 3 consisted of 400 individual items.
In Case 1, the items were selected according to the criterion of minimum expected posterior variance adapted for use with two-stage item-selection in (19). The final ability estimate was the expected value of the posterior distribution (EAP estimate) in the multilevel IRT model in (17). In Case 2 and 3 the items were selected according to the original version of the criterion of minimum expected posterior variance, whereas the final ability estimator was the EAP estimate under the regular 3PL model. In all three cases, ability estimation started with the normal prior in (4). The mean absolute errors in the ability estimates are shown in Table 4 . Note that for all conditions in the setup, the parameters are estimated more poorly for lower values of θ. That is, there is a clear lack of symmetry in the mean absolute errors of the low values (θ = −2.0 and θ = −1.0) and the high values (θ = 1.0 and θ = 2.0). The explanation is the loss of information at low θ -levels due to guessing. That is, a guessed response contains little information about the latent trait level. As expected, the errors showed a tendency to decrease with the length of the test. Also, adaptive testing in Case 3 was superior to Case 1 and 2 in all conditions. The differences were larger both for the extreme θ-values in the study and the larger variability ratios. Improved estimation of extreme values of θ is a result typical of CAT, whereas a smaller variability ratio implies a smaller effect of second-stage sampling of items from the families selected in the test. Also, note that the results for Case 2 were generally worst. Ignoring the family structure in the model did result in loss of accuracy in ability estimation.
Discussion
The results of the study of item pool calibration accuracy confirmed that it pays to model the family structure in data from cloned items by a two-level IRT model with different parameter distributions for each family. Essentially the same results were obtained in Bradlow, Wainer, and Wang (1999 , Table 1 ) for their Bayesian treatment of the 2PL model with a random component for the b parameter. It is a statistical fact that ignoring the family structure of the items in the pool is a case of model misspecification, which generally leads to bias in parameter estimation and hence to an increase in the mean absolute estimation error. In the simulation studies, the multilevel IRT model did suffer from this type of bias, but the effects were very small. On the other hand, the addition of a random component to the test as such did reduce the statistical accuracy of item calibration even less. The effects of item cloning on CAT were more pronounced. So the precision of estimation on the individual level is clearly affected by item cloning and ignoring item cloning in the statistical model makes the effect even worse.
It is instructive to see how extreme relations between within-family and between-family variability in the item parameters the two-stage item-selection introduced in this article leads to the cases of (1) regular CAT from a pool of individual items and (2) classical domain-referenced testing (Lord & Novick, 1968, chap. 23) . The procedure shares its first-stage selection of a family of items optimal at the θ -estimates with the former but its second-stage of random selection of an item from the family with the latter. If all variability in the pool is within the families, the procedure is domain-referenced testing, whereas if all variability is between families, it is CAT from a pool of individually calibrated items. The more efficient the item-cloning techniques are, the smaller the amount of within-family item variability is and the better the test adapts to the examinee's ability level.
