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INTRODUCTION 
In this paper we study the global existence, boundedness, and asymp-
totic behavior of solutions of the scalar Volterra equation 
x'(t) = - r g(x(t)) a(t- t) dt + f(t) (x(O) = Xo; 0 ~ t < oo), (1) 
0 
and some closely related equations (see ( 1.12), ( l.l3), ( l.l7) below), by 
frequency-domain methods. Equation ( l) and its variants have been 
studied by several authors; our main theorem unifies and extends this 
work. We also correct an error which has persisted in the literature. 
Frequency domain methods of the type considered here were intro-
duced by Popov [21, 22] to study the stability of nonlinear feedback 
systems. A recent bibliography of subsequent work is given in [23]. 
l. DISCUSSION OF RESULTS 
In (1) we assume 
a(t) rot E£1(0, oo) for all a > 0, 
f(t) E£1(0, oo), g(x) E C(-oo, oo). (1.1) 
Let II = {sEC: Res > 0} and define 
G(x) = r g(u) du, a(s) = f"' e-ata(t) dt (s E II), 
0 0 
U(iT) = lim i.nf Re ti(s) 
s-+tT 
sen 
(-oo ~ T ~ oo); 
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by U(i-r), -r = + ro, we mean 
lim inf Rea( a + iTJ), 
a-tO+ ,?l_... +oo 
and similarly at -r = - ro. Also define 
U0(ir) = lim inf Rea( a + ir). 
o-+0+ 
We prove 
THEOREM 1. (i) Assume (1.1), 
U(ir) ~ 0 (-oo ~ r ~co), 
and lim inf G(x) > -oo 
x-+±co 
I g(x)l ~ M[l + I G(x)l) 
279 
(1.2) 
(1.3) 
for some M > 0. Then (1) has at least one solution x(t) on 0 ~ t < ro, 
and for any solution x(t) the function g(x(t)) is bounded. If also 
lim sup G(x) = +oo, 
x--+±oo 
then all solutions of ( 1) are bounded. 
(ii) Let x(t) be a bounded solution of (1) where, in addition to (1.1), 
( 1.2), we assume 
U0(ir) ~ -1 7J 2 for some TJ > 0, a.e. on -oo < T < co, (1.4) +r 
a(t)EBV[l, oo). 
Then 
limg(x(t)) = 0, 
Hoo 
lim [x'(t)- f(t)) = 0. 
f-+00 
If also g(x) vanishes on no interval or ifta(t) E£1(0, ro), then 
x =lim x(t) 
Hoo 
exists. 
(1.5) 
(1.6) 
(1.7) 
(1.8) 
Observe that the hypotheses for part (ii) do not preclude the existence 
of unbounded solutions of ( 1 ); but the theorem provides an analysis 
for any bounded solution that does exist. 
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Theorem 1 unifies and contains several earlier results. Concerning 
g(x), the inf G(x) > - oo condition in (1.3), introduced by MacCamy 
and Wong [19], relaxes the xg(x) ~ 0 hypothesis used by Levin [12] 
and Levin and Nohel [14]. Landen's condition in [16, p. 323], which 
does not preclude inf G(x) = - oo, could also be used. 
It is the hypotheses concerning a(t) which are primarily of interest 
here. One readily verifies that a(t) = t-~e-81 cos yt (0 ~ a < 1, f3 ~ 0, 
y real), or a linear combination of such functions with positive coefficients, 
satisfies (1.2); if a + f3 > 0, such a(t) satisfy (1.4). In order to discuss 
other admissible a(t), we define the following notion of positivity (com-
pare [7, 19, 27]). 
DEFINITION 1. A real function a(t) E Lloc(O, oo) is of positive type if 
JT Jt v(t) v(t) a(t- t) dg dt ? 0 (1.9) 0 0 
for every v E C[O, oo) and for every T > 0. 
We always assume below that a(t) satisfies (1.1 ), so that a(t) E Lloc(O, oo) 
and a(s) exists in II. 
The definition ( 1.9) is rarely easy to check directly; for this reason 
the following characterization is useful. 
THEOREM 2. The following statements are equivalent. 
(i) a(t) is of positive type; 
(ii) Re a(s) ~ 0 (s E II); 
(iii) U(ir) ~ 0 ( -oo ~ T ~ oo). 
In (iii) U(ir) = + oo is permitted. 
It is condition (i) which is useful in proving boundedness while (iii) 
is easiest to check directly. Besides the examples already mentioned, 
other examples of a(t) of positive type are real positive-definite functions 
in Bochner's sense [5], and positive, decreasing, convex a(t) [9, Lemma 5]. 
Positivity is not by itself sufficient for asymptotic stability (see [9]); 
a stronger condition, introduced by Halanay, gives one criterion for 
convergence at oo. 
DEFINITION. A real function a(t) is said to be strongly positive if there 
exists a constant TJ > 0 such that b(t) = a(t) - 7Jr1 is of positive type. 
Theorem 2 yields easily 
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CoROLLARY 2.1. The kernel a(t) is strongly positive if and only if a(t) is 
of positive type and there exists TJ > 0 such that 
a.e. (-oo < T < oo) . (1.10) 
We apply Corollary 2.1 to prove 
COROLLARY 2.2. Let a(t) ELloc(O, oo) be o¥= constant, ;? 0, non-
increasing, convex and such that da'(t) is not a purely singular measure. 
Then a(t) is strongly positive. 
In particular, twice-differentiable a(t) satisfying 
(0 < t < oo, k = 0, I, 2; a' o¥= 0) (1.11) 
are strongly positive. Thus Theorem 1 contains the boundedness and 
asymptotic stability results for Eq. (1) established in [12, 14, 16] (also 
cf. Hannsgen [10], who discusses the behavior of solutions in the case 
when da'(t) has no absolutely continuous component). 
Halanay [7] first studied (1) by frequency-domain techniques for 
kernels positive-definite in the sense of Bochner; the relation between 
such a(t) and those satisfying (1.9) is considered in Section 5. Halanay 
[7, p. 323] asserted, but proved incorrectly, that a(t) satisfying (1.11) 
are strongly positive. In [19], MacCamy and Wong extend Halanay's 
method to equations of type (1) on Hilbert space, and claim to prove 
Halanay's assertion in a stronger form [19, Theorem 4.3]; this claim 
persists in [27, p. 680]. In Section 4 we give a counterexample to their 
theorem which also explains the hypothesis on da'(t) in Corollary 2.2. 
A striking improvement of the growth condition (1.4) has recently 
been discovered by Staffans [26], who relaxes the strong positivity 
hypothesis in Theorem 1 (ii) to strict positivity: There exists b( t) E V(O, w) 
with Re b(iT) > 0 for - w < T < w such that a - b is of positive type. 
His applications of this condition to (1) and related problems are still 
in progress. (See Note added in proof and [32, 33].) 
Concerning assertion ( 1.8), we note that if our hypothesis f E V is 
changed to f (t) ~ 0 (t ~ w ), then (1.8) need no longer hold and, unless 
more is assumed on g, all one can expect of x(t) is x'(t) ~ 0 as t ~ w. 
(Example: Let g(x) E C(- w, w) vanish on I x - x0 I ::::;:; S, let a(t) be 
arbitrary, x(t) = x0 + S cos t112, f(t) = x'(t).) Compare [30, Theorem 
2.5; 31, Theorem 3]. 
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The methods used for Theorem 1 apply also to 
x'(t) = - r g(x(t - m dA(g) + f(t) 
0 
(0 ~ t < oo) (1.12) 
with initial condition x(O) = x0 , and thus to delay equations 
x'(t) = - r g(x(t - g)) dA(g) + f(t) 
0 
(0 ~ t < oo), (1.13) 
where x( t) = prescribed initial function on - oo < t ~ 0 (compare 
[8, 16]). As an example, in Section 2 we sketch the proof of 
THEOREM 3. (i) Let f and g satisfy the hypotheses of Theorem 1(i). If 
A(t) E BV[O, oo), 
f' cos Tt dA(t) ? 0 
0 
(1.14) 
(-oo < -r < oo), 
then (1.12) gas at least one solution x(t) on 0 ~ t < oo, and any solution 
satisfies the boundedness assertions of Theorem 1(i). 
(ii) Let x( t) be a bounded solution of ( 1.12) on [0, oo) and let f, g 
satisfy (1.1). If A satisfies (1.14) and 
Joo 7] 0 cos -rt dA(t) ? I + -r2 (-oo < -r < oo) (1.15) 
for some 1J > 0, then x(t) satisfies (1.6), (1.7) and, zf f~ t I dA(t)l < oo, 
also (1.8). 
To apply Theorem 3 to (1.13) one needs to assume eg: f~ t I dA(t)l < oo 
and the prescribed function 0 bounded and continuous on (- oo, 0] 
(compare [16, p. 323]). 
Note that for the special case 
t . 
x'(t) = -mg(x(t))- J g(:~:(t- g)) a( g) dg + f(t) (1.16) 
0 
of ( 1.12), where m > 0 and a E £1(0, oo ), hypothesis ( 1.15) is equivalent to 
m + f' cos rta(t) dt > 0 
0 
(-oo < r < oo). 
FREQUENCY DOMAIN METHODS 283 
Our discussion of ( 1.12) leads to a result for the undifferentiated 
equation 
x(t) = -f g(x(~)) a(t- ~) d~ + f(t) (0 ~ t < oo). (1.17) 
0 
We assume 
a E B V[O, oo), g E C( -oo, oo), 
f E BV[O, oo) n C[O, oo) 
and also 
xg(x) ~ 0 (-oo < x < oo), 
I g(x)l ~ M[l + G(x)], lim G(x) = oo. 
x-+ ±oo 
We put 
a0(t) = a(t)- a(oo) (0 ~ t < oo) 
and consider the frequency-domain criterion 
(1.18) 
(1.19) 
(1.20) 
(1.21) 
qa(oo) + Re(l + iTq) ao(iT) ~ 0 (0 ~ T < oo). (1.22) 
Here ao(iT) is defined for T =P 0 by 
tlo(iT) = Jim Uo(a +iT) 
a->0+ 
and at T = 0, (1.22) is to be interpreted as 
qa(o:>) + liminfRea0(s) ~ 0. 
s->0 
serr 
For example, (1.22) is satisfied (for any q ~ 0) by a(t) which are {1) 
of positive type, and (2) monotone decreasing, e.g., a(t) = exp( -t2), 
t ~ 0. 
THEOREM 4. Let (1.18)-{1.20) hold. 
(i) If {1.22) is satisfied for some q ~ 0 and 
a(oo)>O, 
then { 1.17) has a solution for all t ~ 0, every solution is bounded and 
!img(x(t)) = 0. 
l->00 
(1.23) 
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If also g'(O) exists and is > 0, and g(x) -=!= 0 for x -=!= 0, then 
x(t) E V(O, ro ). 
(ii) If a( 00) = 0 but (1.22) holds for some q > 0 and 
f(t) EV(O, ro), 
then the conclusions of part (i) still hold. 
Kernels satisfying the limiting case "q = oo" of (1.22), i.e., 
(1.24) 
( 1.25) 
a( co)+ Re(iT) ii(iT) = a(ro) + T r sin Ttao(t) dt ~ 0 (0 < T <co), (1.26) 
0 
are often of interest; e.g., positive decreasing a(t) always satisfy (1.26). 
To (i), (ii) above we add 
(iii) Let (1.18), (1.20), and (1.26) hold. Then (1.17) has a solution 
on 0 ~ t < oo, and every solution is bounded. 
Here the existence of x( co) cannot be expected without more hypo-
thesis (see [13, p. 460]). 
Theorem 4(i), (ii) is closely related to well-known work of Corduneanu 
[2, 3], who applied Popov's methods to (1.17). Besides (1.18), Corduneanu 
requires 
a0(t) E £1(0, co), 
a0 as in (1.21 ). His methods permit dropping (1.20) when a( oo) > 0, 
provided (1.18) is strengthened by requiring/',/" e£1(0, oo) (for other 
variants see [4, Chap. 3; 20, Chap. 6]; concerning Theorem 4(iii), com-
pare [13, 17, 18]). 
2. PROOF OF THEOREMS 1 AND 3 
Let x(t) be a local solution of (1) existing on some interval 0 ~ t ~ T. 
Multiply (1) by g(x(t)) and integrate: 
r ( r~ rr r g(x(t)) x'(t) dt +), g(x(t))), g(x(m a(t- ~) d~ dt =), g(x(t))f(t) dt. (2.1) 
Jo o o o 
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Define 
r rt Qa[v; T] = J v(t) J, v(~) a(t- ~) d~ dt, 
0 0 
v(t) = g(x(t)), 
vr(t) = v(t) 
=0 
aa(t) = a(t) e-a[t[ 
Then 
(0 ~ t ~ T), 
(t < 0, t > T), a(t) = a(-t) (t < 0), 
(a> 0), Vr * a(t) = r vrW a(t - ~) dg. 
-oo 
Qa[v; T] = l r v(t) r v(~) a(t- ~) d~ dt 
0 0 
= 1 r vr(t)[vr * a(t)] dt 
-00 
= lim } Joo Vy(t)[vr * aa(t)] dt, 
o---..0+ _
00 
285 
where the last equality uses Lebesgue's dominated convergence theorem. 
Introduce the Fourier transforms 
iir(r) = Jro Vr(t) e-itT dt, 
-00 
Since aa E V(- oo, oo) for a > 0 and Vr has compact support, Parseval's 
theorem yields 
Qa[v; T] = -41 lim Joo I iir(r)l 2 aa(r) dr 
1T U-)0+ -OO 
= -2
1 lim Joo I iir(T)I 2 U(a + ir) dr, 
1T 0-)0+ -00 
(2.2) 
where U(a + ir) = Rea( a + ir). From (1.2) and the fact that U is 
harmonic in II, one has by the maximum principle for harmonic functions 
that U(a + ir) ~ 0 (a > 0). Thus Fatou's lemma applied to (2.2) 
yields 
(2.3) 
where U0(ir) is defined in Section I. Since U0(ir) ~ U(ir) ~ 0, 
Qa[v; T] ~ 0. (2.4) 
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To prove Theorem l(i), usc (2.1}, (2.4), and the definition of G(x) to 
obtain 
G(x(T)) < G(x0 ) + r g(x(t))j(t) dt. 
0 
Let M 1 = inf G(x); using (1.3), 
M 1 :( G(.-.:(1')) '~ G(x0) + M r {I + I G(:•:(t))l} lf(t)l dt. 
0 
Thus there exists a constant K, depending only on x0 , G, andf, such that 
I G(x(T))I ";; K + M r I G(-"(t))l ! j(t)l dt, 
0 
and the Gronwall inequality yields 
(2.5) 
Since the right side of (2.5) is independent of T, a standard continuation 
argument [20, Chap. 2] implies the existence of a solution x(t) on 0 ~ 
t < oo as well as the boundedness of G(x(t)). The remaining assertions 
of Theorem l(i) are obvious from (1.3) and (2.5). 
We remark that Theorem l(i) could be proved using the energy 
functions 
E(t) = G(x(t)) + l r r g(-'·(s)) g(x(g) a(s- g) dg ds, (2.6) 
0 0 
V(t) = (I + E(t)] cxp ( -M r j(s) ds) (2.7) 
0 
(a(t) = a( - t) for t < 0), and the technique of [14]; there instead of 
E(t) the energy function 
E1(t) = G(x(t)) + -~a(t) [f g(x(O) dg] 2 
() 
-~-r a'(t- s) [f g(x(g)) dg] 2 ds 
0 • 
= G(x(t)) + r r g(x(s)) g(x(O) a(t - g) dg ds 
0 0 
is used. An application of (2.6), (2. 7) is given in [28]. 
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Proof of Theorem l(ii). We use the following lemma, whose proof is 
deferred to the end of this section. 
LEMMA 2.1. Let a(t) = C\:(t) + {J(t), where a: EV(O, co) and {3 E 
B V[O, co). Let x( t) be a bounded solution of (I}, where f and g satisfy ( 1.1 ). 
Then 
(i) J~g(x(O) a(t- ~) d~ = 0(1) (t--+ co). 
(ii) If also g(x(t)) ->- 0 (t--+ co), then 
r g(x(O) a(t- g) dg-+ 0 (t-+ oo). 
0 
Let v and Vr have the same meaning as in part (i). From (2.3} and ( 1.4), 
Qa[v; T] ~ 2~ L: I iir(T)J2 l ~ T2 dT = Qb[v; T] (0 < T < oo) , (2.8) 
where b(t) = ?Je-ltl. From (2.1}, (2.4), x EL00(0, co) and fEV(O, co) 
we deduce 
0 ~ Qb[v; T] ~ K (0 < T < oo), 
where K is independent of T. 
With Halanay [7, p. 321], observe that 
T(t) = '7] r v(O e-(H) dg 
0 
satisfies 
Qb[v; T] = r v(t) T(t) dt 
0 
and 
T'(t) = ?JV(t) - T(t) (T(O) = 0). 
By (2.9) and integration of FT, 
T 
}T(T)2 + J T(t)2 dt = ?JQb[v; T] ~ K (0 < T < oo). 
0 
(2.9) 
(2.10) 
Thus FEL 00 r.V(O, oo), and since v(t) = g(x(t)) EL 00(0, oo}, (2.10) 
gives T' E L ro(o, 00); hence 
T(t)-+ 0 (t-+ oo). (2.11) 
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Our assumptions (l.l), (1.5) show that the hypothesis of Lemma 2.1(i) 
is satisfied; thus 
I x'(t)- f(t)l ~ K (0 ~~ t < oo) 
for some constant K. We deduce that x(t) and v(t) are uniformly con-
tinuous on [0, co). By Wiener's tauberian theorem, (2.11) implies 
v(t)->- 0 (t _,. oo). (2.12) 
(Because of the simple nature of the kernel e(t) = e- 1 (t ~ 0), = 0 
(t < 0) used in the definition of r, an elementary argument suffices in 
place of the appeal to Wiener's theorem: From (2.10), (2.12) is equivalent 
to T'(t) -»- 0 and, since T' is uniformly continuous, this follows from 
(2.11) and the mean value theorem.) Now assertion ( 1. 7) follows directly 
from Lemma 2.l(ii). 
Finally, ( 1.8) is a consequence of ( 1.6) and 
LEMI\IA 2.2. Let x( t) be a bounded solution of ( 1 ), with a, f, g satisfying 
( 1.1 ). 
If x(t) satisfies (1.6) and 
ta(t) E£1(0, oo), 
then ( 1.8) holds. 
Proof. Let 
x1 = lim inf x(t), 
1->CD 
and assume x 1 =I= x2 • By (1.6), 
g(x) ~ 0 
and 
x2 = lim sup x(t) 
t~oo 
lim (x'(t)- f(t)] = 0, 
t -+"1'J 
(2.13) 
(2.14) 
(2.15) 
since a(t) E D(O, co). L et tn-+ co be any sequence such that t
11 
> 0, 
x(t11)-+ x 2 and inf{x(t): t,. ~ t ~ t11+1}-+ x1 as n-+ co. For each n, 
choose Tn ~ t,.' un > Tn' and Tn' E (Tn' Un) such that 
g(x(t)) = 0 (Tn < t ~ Un), (2.16) 
x(Tn')->- X2 , x(Un)->- ·'\ (n->- oo), (2.17) 
(Tn'- Tn)->- 00, (Un- Tn')->- 00 (n-+ oo). (2.18) 
To sec that such sequences exist, choose T, = inf{t ?': tn: g(x(t)) = 0}, 
U = infflt > T11: x(t) = sup[x1 , inf1 <E<t x(g)]}. Then x(T11) ..- x.,, n ,, "+t ... 
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x(Un)-. x1 , and (2.16) holds. Since x'(t) = f(t) + o(l) as t _. oo, 
limn ... oo ( U n - T n) = 00 and there exists T n' E ( T n , U n) satisfying (2.17), 
(2.18). 
Integrating (I) over [Tn'• UnJ yields 
x(Un)- x(Tn') = -Ju,. Jr .. g(x(~) a(t- ~) d~ dt + Ju,. j(t) dt, 
Tn' 0 T,/ 
where we have used (2.16). Thus 
(n ~ oo), (2.19) 
where M = sup I g(x{g))l and 
Jr .. JU,.-f In = 0 r;- ! I a(t)l dt d~. (2.20) 
If 
(2.21) 
In= Ju,.-r,.l a(t)i(Tn- Tn' + t) dt 
T,./-Tn 
+ ("' I a(t)I(Un- Tn') dt + fu~ I a(t)i(Un- t) dt. 
U.,..-T,. T" 
In the first integral use Tn' > Tn, in the second t > Un - Tn > Un -
Tn', and in the third t > Tn' > T,. > Un - t; this yields 
f u,. In ~, tia(t)idt = o(l) Tn -Tn 
which with (2.13), (2.18), and (2.19) contradicts x1 # x2 • 
Similarly, if (2.21) is not satisfied then 
r, 
In = f n I a(t)i(Tn- Tn' + t) dt 
r,.·-r,. 
.. 
and again (2.22) holds, proving the lemma. 
(2.22) 
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Proof of Lemma 2.1. Define 
A(t) = f v(O a(t- ~) d~, 
0 
so that (1) is equivalent to 
x'(t) = -A(t)- B(t) + f(t). (2.23) 
Put 
B 1(t) = {3(0) v(t) + r v(t- ~) df3(0, 
0 
(2.24) 
and observe from Fubini's theorem that 
f B1(s) ds = {3(0) f v(s) ds + f I JH v(T) d) df3(t} = B(t). 
o o o I o I 
Thus B(t) is locally absolutely continuous, with 
B'(t) = B1(t) a.e. (0 <; t < oo ), (2.25) 
and by (2.24) 
I B'(t)l ~ M )1 {3(0)1 + f' I df3(~)1: = M, < oo a.e. on [0, oo). (2.26) 
We assert that 
I B(t)l ~ M2 (0 ~ t < oo). (2.27) 
If not, by (2.26) there exists a sequence tn --+ ro with 
I B(tn)l ---+ 00 (n ->- 00 ), I B(t)l > "}I B(tn)l (I t- tn I < I) 
for n sufficiently large. Integrating (2.23) and using the fact that B(t) 
is of one sign on I t - tn I < 1, 
I Jtn+l I I x(tn + 1) - x(tn)l > -ll B(tn)l - K- f(t) dt ' In 
where K =sup I A(t)l :<S; Mf~ I a:(t)l dt. This contradicts x EL''O, and 
(2.27) is proved. Thus 
I x'(t)- f(t)l ~ M 3 (0 ~ t < oo), (2.28) 
and part (i) of Lemma 2.1 is proved. 
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To prove part (ii), observe that v(t) ---+ 0 (t ---+ oo) implies 
A(t)--+ 0 (t--+ oo) (2.29) 
since ex E £1(0, oo ), and it remains to prove 
B(t) --+ 0 (t --+ 00 ). (2.30) 
From (2.24), (2.25), and v(t)---+ 0 we have 
lim (ess sup I B'(~)\) = 0. (2.31) 
t->ro t.;;;e<oo 
If (2.30) were false, there would exist tn ---+ oo and € > 0 such that 
I B(tn)l > 2€. By (2.31), 
I B(t)l > E (It- tn I< N) (2.32) 
holds for arbitrarily large N and n sufficiently large. Integrating (2.23) 
as in part (i) and using (2.29) with (2.32), we obtain 
(n--+ oo ). 
Since x E L"' and N is arbitrarily large, we have a contradiction, proving 
(2.30). This completes the proof of Lemma 2.1 and Theorem 1. 
We remark that f E £1(0, oo) is far from a necessary condition in 
Lemma 2.1. It would have been enough to assume 
Jl+l t f(~) d~ = 0(1), Jl+l JW d~ = o(1) t (t--+ oo), 
in parts (i), (ii), respectively. 
Proof of Theorem 3. If A E B V[O, T] for 0 < T < oo, define 
JT t RA[v; T] = v(t) J v(t- ~) dA(~) dt 0 0 (2.33) 
for v E C[O, oo ), where we understand 
b J h(~) dA(~) = f. h(~) dA(~). 
a [a,b] 
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LEMMA 2.3. Let A(t) satisfy the assumptions of Theorem 3(i). Then 
RA[v; T] = L L: I ilr(r)j 2 !('cos rt dA(t)! dt (2.34) 
for every v E C[O, oo ). 
Here Vr = von [0, T] and = 0 otherwise, and - denotes Fourier trans-
form, as above. A generalization for A(t) satisfying J: rot I dA(t)i < oo 
(a > 0) could also be given, following the method of Theorem 1. 
Once the lemma is proved, Theorem 3 is established by the method of 
Theorem 1; some simplifications occur because A E BV[O, oo). 
Proof of Lemma 2.3. For definiteness we assume A(t) is normalized by 
A(O) =, 0, A(t) = A(t-) (t > 0) (2.35) 
and we extend A to (- oo, 0) by 
A(t) = -A( -t) (-oo < t < 0); (2.36) 
thus A is right-continuous on (- oo, 0). If we denote 
v * A(t) = f' v(t - g) dA(g), 
-00 
(2.37) 
then 
r vr(t)[vr * A(t)] dt 
-oo 
= r v(t) r v(t- g) dA(g) dt 
0 t-T 
= RA[v; T] + r v(t) r v(t - t) dA(t) dt- A(O+) iT v(t)2 dt. (2.38) 
0 t-T 0 
Here the last iterated integral is 
0 TH J J v(t) v(t - t) dt dA(g) 
-T 0 
JT JT-s = - v(t) v(t + s) dt dA( -s) 0 0 
= r r v('1 - s) v('7) d'1 dA(s) 
0 s 
= r v('7) r v('1 - s) dA(s) d'1 = RA[v; T]. 
0 0 
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Thus (2.38) is the same as 
2RA[v; T] = A(O+) r vr(t)2 dt 
_., 
+ f ' vr(t)[vr * A(t)] dt. 
-00 
(2.39) 
Let 
A*('r) = r e-i•1 dA(t) = 2 r cos rt dA(t)- A(O+). (2.40) 
-00 0 
Since Vr *A EL1(-oo, oo) n£00(-oo, oo), Parseval's theorem giVes 
Joo 1 f"' - oo vr(t)[vr * A(t)] dt = 27T -%> I vr(r)l2 A*(r) dr (2.41) 
and (2.34) is a consequence of (2.39)-(2.41) and Plancherel's theorem. 
3. PROOF OF THEOREM 4 
We suppose in (1.17) that a(t) is left-continuous on (0, oo) with 
a(O) = 0, and extend a(t) to be odd on (- oo, oo) ( cf. (2.35) and (2.36)). 
By (1.18) and (2.24)-(2.25), 
x(t) - f(t) = - ( g(x(g)) a(t - t) dg 
0 
is absolutely continuous on intervals [0, T] for 0 < T < T1 , where 
[0, T1) is the maximal interval of existence for x(t), and a.e. 
[x(t) - f(t)]' = - ( v(t- g) da(g), 
0 
where v(t) = g(x(t)). Since x(t) E BV n C[O, T], 
r v(t) dx(t) = r dG(x(t)) 
0 0 
= G(x(T))- G(x(O)) = r v(t) df(t)- R.[v; T], 
0 
where Ra was defined in (2.33). 
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Using ( 1.17) again, 
T f.T Jo v(t) x(t) dt + Q.[v; T] = ·o v(t)f(t) dt 
and thus 
p r v(t) x(t) dt + qG(x(T)) + PQa[v; T) + qRa[v; T] 
0 
= p r v(t)f(t) dt + q r v(t) df(t) + qC(x(O)). (3.1) 
We have already shown in Section 2 that 
Qa[v; T] = -~a(ro) V(T)2 
+ }_i,~ L L: I ilr(T)J2{Re a0(a +iT)} dT, (3.2) 
where 
V(T) = r v(t) dt 
0 
and a0(t) is defined in (1.21). By Lemma 2.3, 
Ra[v; T] =-~ i7T L: I ilr(T)I2 ja(co) + T f" sinTfa0(t)dtl dT (3.3) 
since, by (1.21), a0(0) = -a(oo). Thus by (3.2)-(3.3), 
PQa + qRa = -~pa(co) V(T)2 
(3.4) 
+ lim 2
1 J"' lvr(T)J2{qa(oo)+Re[p+(a+iT)q]i10(a+iT)}dT. a~O+ 7T -co 
Let 
H(s) = qa(ro) + Re(p + sq) ii0(s) (sEll). 
Since a0 E BV[O, oo) and a0( oo) = 0, H(s) is harmonic in II and con-
tinuous in fl-{0} [9, p. 542], 
and 
H(iT) ~ li111 H(s) = qa(oo) + Re(p + iTq) i10(iT) 
s-+tT 
sEII 
(T =fo 0) 
H(O) d~ lim inf H(s) = qa( ro) + p lim inf Re l10(s). s-+0 s-1oO 
sEII sEII 
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We can unite hypotheses (1.22) and (1.26) into the single condition 
H(iT) ~ 0 (0 ~ -r < oo); (3.5) 
note that (3.5) implies 
lim inf H(a +iT) = q lim inf f"' cos -rt da0(t) ~ 0. 
a-)0+ 'T---)±00 Jo 
'T-)±00 
Thus (1.22) is the same as (3.5) with p = 1 and q ~ 0, and (1.26) 
implies (3.5) with p = 0 and q = 1. Clearly, we may assume below 
that (3.5) holds for some pair p, q such that 
0 ~p ~ 1, 0 .:::;; q ~ 1, p + q > 0. 
Since H(s) is harmonic, (3.5) implies 
H(s) ~ 0 (s E II) 
and we can apply Fatou's lemma to see that the right side of (3.4) is 
bounded below by 
4pa(oo) V(T) 2 + L L: I i'r(-r)l2 H(i-r) dT. (3.6) 
Combining (3.1)-(3.4) with (3.5)-(3.6), we deduce 
p r v(t) x(t) dt + qG(x(T)) + tpa(ro) V(T) 2 
0 
<( p r v(t)f(t) dt + q r v(t) df(t) + qG(x(O)) (3.7) 
0 0 
forO< T < T1 • 
Proof of Theorem 4(i). We have (3.7) with p = I and a( oo) > 0; 
using (1.20) in (3.7), 
r v(t) x(t) dt + qG(x(T)) +~a( ro) V(T)2 
0 
rr rr < J. f(t) dV(t) + qM J, G(x(t)) I df(t)l + M 0 
0 0 
<( FW(T) + · r W(t) dF(t) + qM r G(x(t)) dF(t) + M 0 , (3.8) 
0 0 
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where 
W(t) = I V(t)\, F(t) = f I df(OI, F = F(co) 
0 
and M 0 is an a priori constant. 
If q > 0 and TJ = min(q, !a(oo)), 
G(x(T)) + W(T)2 ~ 'Y/-1FW(T) 
+ 'Y/-1(1 + qM) r {W(t) + G(x(t))} dF(t) + 'Y/-1M0 , 
0 
where we have used (1.19). Put 
Then 
If 
,P(t) = W(t) + G(x(t)), 
K = l + max('IJ-1F, 'Y/-1(1 + qM), 'Y/-IM0), 
h(t) = - W(t)2 + K(W(t) + 1). 
,P(T) ~ h(T) + K r op(t) dF(t) (0 < T < TI)· (3.9) 
0 
cp(u) = r ,P(t) dF(t), 
0 
(3.9) implies 
r op(u) e-KF(u) dF(u) < r h(u) e-KF(ul dF(u) 
0 0 
+ K ( cp(u) e-KF(ul dF(u). (3.10) 
·o 
The left side of (3.1 0) is 
r e-KF(u) dcp(u) = e-KF(T)cp(T) + K r cp(u) e-KF(u) dF(u), 
0 0 
and (3.9)-(3.1 0) implies 
,P(T) ~ h(T) + KeKF(T) r h(u) e-KF(u) dF(u). 
0 
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Since ,P(T):;?: 0 and h(u) ~ K(W(u) + 1), 
W(T)2 ~ K(W(T) + 1) + K 2eKF r (W(u) + 1) dF(u) 
0 
~ K 1 sup W(u) + K 2 , 
O<u < T 
W(T) = I r g(x(t)) dt I ~ K3 (0 < T < Tl), (3.11) 
where K 3 is an a priori constant. 
By (1.17), 
x(t) = - f a(t - g) dVW + f(t) 
0 
= - r V(t- g) da(g} + f(t), 
0 
(3.12) 
I x(t)l ~ K 3 r I da(g)l +F = K4 (0 < T < T1). (3.13) 
0 
Thus x(t) exists on [0, oo), i.e., T1 = oo, and by (3.13), V(t) is uniformly 
continuous on [0, oo). From (3.12), x(t) is uniformly continuous and 
by (3.8), (3.11 ), and (3.13), 
J"' g(x(t)) x(t) dt < oo. 
0 
(3.14) 
Using the uniform continuity of g(x(t)), (1.23) follows easily from (3.14), 
as does (1.24) when I g(x)l :;?: TJ I xI for x near 0 and some TJ > 0. 
If q = 0, a direct use of (3.8) again yields (3.11 ), (3.13), and (3.14). 
Proof of Theorem 4(ii). In this case (3.7) holds with p = 1, q > 0, 
a(oo) = 0 andfE£1(0, oo). Thus on 0 ~ T < T1 , 
G(x(T)) ~ q-1M r G(x(t)) lf(t)l dt 
0 
+ M r G(x(t)dF(t) + M 0 • 
0 
By Gronwall's inequality, 
(3.15) 
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where K 1 is a priori, and by (1.20) 
I v(t)l ~ K 2 , I x(t)l ~ K2 f I a(OI dg + I f(t)l 
0 
and so T1 = oo. Appealing again to (3.7), we have (3.14). Also, x(t) is 
uniformly continuous: 
I x(t + 8)- x(t)l ~ K 2 f I a( g) - a(g + 8)1 dg 
0 
.a 
+ K2 j I a(OI dg + lf(t + 8)- j(t)l 
0 
if 0 < t < oo and 8 > 0, and clearly 
f ro f"' ff+6 f"' I a(O- a(g + 8)1 dg ~ I da(u)l dg ~ 8 I da(u)l. 
0 0 f 0 
Since 
I x(t)l ~ K 3 (0 ~ t < oo) 
by (3.15) and the second part of ( 1.20), the conclusions of part (i) remain 
valid. 
Observe from (3.7) that in the omitted case q = 0, the hypotheses for 
part (ii) still imply (1.23)-(1.24) for any solution known to exist bound-
edly on [0, oo). 
Proof of Theorem 4(iii). By (3.7) with q = 1 and p = 0, 
G(x(T)) ~ r v(t) df(t) + G(x(O)), 
0 
and the proof follows from (1.20) and Gronwall's inequality. 
4. PRoOF oF THEOREM 2 AND CoROLLARY 2.2; A CouNTEREXAMPLE 
We prove Theorem 2 by showing (i) ~ (ii) ~ (iii) ~ (i). 
Let a, T > 0 be given; determine A E (0, 1) by (1 - A 2)/2A = ajT; 
let v(t) = rat( cos Tt + A sin Tt). Then by (i) 
Qa[v; T] = r r a(t- g) v(O v(t) dg dt ;? 0 (0 < T < oo). (4.1) 
0 0 
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Interchanging the order of integration and making a simple change of 
variable yields 
JT JT-1 Qa[v; T] = a(s) v(t) v(t + s) dg ds. 0 0 
Defining w(g) = cos Tg + A sin Tg this may be written as 
JT JT-s Qa[v; T] = a(s)e-"' e-2"<w(t)w(s+t)dtds. 0 0 
By Lebesgue's theorem and ( 4.1) one obtains, letting T---+ oo and calling 
the limit Q(a, T), 
Q(a, T) = r a(s) e-as f'' e-2"fw(t) W(S + t) dg ds ): 0. (4.2) 
0 0 
Since 
w(t) w(s + t) = cos Tsw(t)2 +sin Tsw(t)[A cos Tt - sin Tt], 
( 4.2) may be rewritten as 
Q(a, T) = Cl(a, T) Re a(a +iT)- Cz(a, T) Im a(a +iT), (4.3) 
where 
Cl(a, T) = f' e-2afw(t)2 dg > 0, 
0 
C2(a, T) =A{'' e-2"< [cos 2Tt + A22~ 1 sin 2Tt] dt. 
We now observe that C2(a, T) = 0 by our choice of A: Define 
so that 
and thus 
Bl = f' e-Zaf cos 2Tt dt, 
0 
B2 = f'' e-2af sin 2Tt dt 
0 
B - iB = J"' e-2f<a+iT) dl:. = a - iT 
1 2 0 ~ 2( a2 + T2) ' 
[ A2- 1 ] C2(a, T) = A B1 + lA B2 = 0. 
Returning to (4.3), we have by (4.2) that 
Rea( a± iT) ? 0 (a> 0, T > 0) 
and by continuity a(a) ? 0 (a > 0). This proves (i) => (ii). 
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That (ii) ~ (iii) is trivial, and (iii) ~ (i) has already been proved in 
Section 2, in establishing inequality (2.3) which implies (i). 
To prove Corollary 2.2 we first note that since a( t) has been assumed 
monotone, we can define a(s) on Res = 0, s #- 0, by 
a(iT) = lim a( a+ iT) = lim \ rT ao(t) e-iTt dt + a(.ro) I' 
a- ,0+ T-+ rJJ ~JO ZT i 
where a0(t) is defined by (1.21) (cf. [9, p. 542]). Then the representation 
Re a(iT) = T-2 r (1 - cos Tt) da'(t) 
0 
(T =/= 0) (4.4) 
holds with da' = drx + da, where drx is the absolutely continuous part 
of da' and da is the singular part; each of these is positive and of finite 
total mass on [7J, co), 7J arbitrary. Thus 
T2 Re d(iT) ~ r (1 - cos Tt) dcx(t) 
n 
(T =/= 0) 
and by the Riemann- Lebesgue lemma lim infT-->±00 T 2 Rea( iT) ~ s: drx(t). 
Since rx((7J, co)) > 0 for 7J > 0 small enough, Re a(iT) > (CjT2){1 -r 1 >To) 
for some C, T 0 > 0. 
Consider now the function U0{iT) = Re a(iT) (-r #- 0). It is even and 
continuous on (0, co), and from ( 4.4) 
lim inf U0(iT) ~ ! f"' t2 da'(t) > 0, 1->0 ) 0 
and thus U0(iT) ~ C' on 0 < IT I ~To for some C' > 0. Thus we have 
shown that there exists a constant C" > 0 such that 
(-co < T < oo;-r =!= 0). 
According to Corollary 2.1, this implies a(t) is strongly positive. This 
completes the proof of Corollary 2.2. 
An example showing the necessity of our condition on da'(t) in 
Corollary 2.2 is not difficult to construct. It also provides a counter-
example to (19, Theorem 4.3] and to a stronger claim made in [27, 
p. 680]. 
Let 11- be a positive, continuous measure having total mass I which is 
purely singular and concentrated on a compact set P C {0, co). Put 
a(t) = r p(g) dg. 
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Clearly f!J(!) is continuous and nonincreasing, a'(t) = -qJ(t), so that 
a( t) E C1[0, oo ), 
a(t) ~ 0, a'(t) ~ 0, 
a(t) is convex and =!=- constant, 
but da'(t) = dfL(l) is purely singular. Now choose P to be a Kronecker 
set [24, pp. 97-1 00], so that 
lim sup Joo cos -rt da'(t) = 1 
T_.OCI 0 
[24, Theorem 5.5.2(b)]. By (4.4) and J~ da'(t) = 1, 
lim inf -r2 Re a(i-r) = 0, 
~-+00 
and thus a(t) fails to be strongly positive. 
5. PROPERTIES oF FuNcTioNs oF PosiTIVE TYPE 
A useful representation formula for functions of positive type, due 
to Cooper [1], is 
a(t) = lim JT (1 - (~/T)) cos~~ dfL(~), 
T -+oo O 
(5.1) 
valid a.e. on (0, oo) for some nondecreasing function fL normalized by 
f.L(O) = 0, fLH = -HIL(r+) + f.L(T- )] for T > 0, and satisfying 
and even lim f.L(-r) = 0. (5.2) 
T-)00 T 
If we extend fL to be odd on (- oo, oo ), then (5.1) is equivalent to 
a(t) = l- f' e-m dfLW 
-00 
(C, 1) a.e., (5.3) 
showing that Bochner's theorem [5, p. 184] still holds, but only in a 
summability sense, for the (more general than positive-definite) functions 
of positive type. Formula (5.1) provides also a link between functions 
of positive type and positive-definite functions, namely, a function of 
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posztwe type is positive-definite in the sense of Bochner-Schoenberg-
Verblunsky if and only tf ( 5.1) holds with p( t) bounded. 
The equivalent of (5.1) in terms of Abel summability is 
a(t) = lim J'" e-"E cos tt drt(t) 
a--.0+ 0 
a.e. (5.4) 
The inversion formula 
J.t(T) - tth) = lim 2 r Rea( a + iYJ) d7] 
a --~"0+ 7T To 
(-oo < To < T < +oo) (5.5) 
also holds. 
If one assumes a growth condition on a(s), such as a(s) E Hl(fl): 
sup r I a(a + iT)I dT < oo, 
o> O - oo 
(5.6) 
then 
Uo(iT) = lim Rea( a+ iT) 
a -tO+ 
a. e., (5.7) 
U0(iT) E £1(- oo, oo ), the measure p is absolutely continuous and 
(see (5.5)) 
tt'(T) = 2 U0(iT) = lim 2 J"' e-ut cos Tta(t) dt (5.8) 7T a-+0+ 7T 0 
holds a.e. Thus when a E H 1(Il), 
2 Joo J.t(T) :S;; - U0(i7]) d7] < 00, 
7T 0 
and a(t) is positive-definite in the Bochner sense. 
The example a(t) = t-" (0 < o: < l), which is of positive type but 
is not positive- definite in the classical sense, has 
(C(o:) > 0). 
For these a(t), (5.1)-(5.5) hold but (5.6) does not. 
The proofs of the above statements concerning summability and 
boundedness properties of functions of positive type (not necessarily 
restricted to even, real a(t)) can be found in [l] (see also [5, p. 217; 6, 
Chap. ll; ll, 29]; also relevant are the deep methods of Levinson [15, 
p. 85]). The results (5.1)- (5.5) are essentially due to Cooper [l]; simpler 
proofs can be obtained if one starts with Schwartz's generalization of 
Bochner's theorem [5, p. 207; 25]. 
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Note added in proof. For a generalization of the techniques of this paper to equations 
in Hilbert space see Theorems 3 and 4 of M.G. Crandall, S. 0. London, and}. A. Nohel, 
An abstract nonlinear Volterra integro-differential equation, Math. Research Center 
Technical Summary Report No. 1684, University of Wisconsin, September 1976; 
]. Analyse Math. (to appear); also V. Barbu, "Nonlinear Semigroups and Difrerential 
Equations in Banach Spaces," Nordhoff International Publishing, 1976, Chap. IV, 
Theorems 4.6, 4.7 wheref(t) == 0; and 0. Staffans, On the asymptotic behavior of finite 
energy solutions of an abstract integral equation, Siam ]. Math. Anal. (to appear). 
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