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 要  旨 
1. 背景と目的 
 計算や言語理解といった情報処理を脳が行う際, 短いスパンで情報を保持する機能であるワー
キングメモリは, 1960 年代認知心理学の分野で提唱され, 今日の脳神経科学においても主要な研究
課題となっている.  
















図 1 モデルの概要 
3. 結果 
 本モデルで提示カテゴリーの一致不一致を識別す








図 2 各層で観測された 
そこで学習後のリカレント層を用いて, カテゴリー一致不一致タスクとは異なるタスクである
N バック課題をリカレント層を学習せずに, 判断層のみを学習させることで課した. 
すると, 90%以上の正答率で課題を実行することが可能であった.  
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もので, 以前からワーキングメモリの神経機構として研究がなされてきた[6].  
 
一方で, 遅延発火は存在せず short-term synaptic plasticity（STSP）[7]といったシナプスが
持つ可塑性を利用することで, 数秒の間シナプス前ニューロンの出力をコントロールし , 
情報を保持するというモデルも提案されている. この考え方は遅延発火を数秒間持続させ










能力のことである. 入力された情報が 1 つだけである場合は, 単にその出力を情報として利
用する際に再現すればよい. しかし, 人が保持する情報が 1 つだけというのはまれで, 多く










限界値と学習による増加に関する研究に注目した. これは George Miller（1967）[1]や Nelson 
Cowan（2005）[12]らが発表した研究結果で, 人のワーキングメモリが保持可能なチャンク
数は限度があり, さらに学習によって増加させることができるというものである. 一般的











学習アルゴリズム（BPTT）が発明されると, RNN の時系列認識能力は飛躍的に向上した. 現
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図 1 数値計算におけるワーキングメモリの役割 
 
 





ことになる. この時, ワーキングメモリに保持された情報は一の位の計算後から, 十の位を

















































例えば, 「George Miller was an American famous phycologist.」という英文は 7 文字であり, 
英語を日常的に使用しない日本人でも, 「ジョージ・ミラーはアメリカの有名の心理学者」
という文意は一度に理解することができる . しかし「He also contributed to the birth of  
psycholinguistics and cognitive science in general. 」と 13 文字になると, 一度に文意を取るこ

















後述の先行研究でマカクザルを対象に行われた, Delayed match to category task（DMC：カ













































覚野と比較すると, より大きな受容野で俯瞰的な処理を行っていると考えられている.  
 
第四次視覚野は, 色に反応する細胞や, 線分の方位に反応する細胞, 縞模様に反応する細
胞などが多数存在する. これらの細胞の多くは, 線分の長さや幅が特定の値の時のみ選択
的に反応するなど, 情報に対し, 選択的な応答をする細胞が多い. また, その最適な長さや
幅は, 細胞ごとに異なっている. この第四次視覚野の受容野に関しては, 第一次視覚野のも
のよりも直径が 4～7 倍程度の大きさとなっている. ただ, 最適刺激の大きさは第一次視覚
野の細胞とあまり違わないほど小さいものもある. そのため, 細かいものを見分ける能力












IT の領域は大きく分けて, 前半部の anterior IT（AIT）と後半部の posterior IT（PIT）に分










運動前野から額にかけて存在する前頭前野は認知, 記憶, 判断, 情動などあらゆる知的活
動に関係しており, 人体で最も複雑な機構を持つ領域であるといえる. 脳内に占める前頭
前野の割合は, 哺乳類以外の生物は 1%以下であり, 猫が 3%, 犬 7%, テナガザル 10%, チン












したがって PFC は具体的な感覚刺激を抽象的な概念に変換していると考えられる. さら






野に障害を持った患者にはしばしば, 言葉が文章にならない, もしくは語順が誤っている, 


















ているか, 不一致なのかを判断させ, 判断までの過程でみられる神経活動を視覚野, 下側頭










図 5 Freedman らが行った実験の概略図 
 
 
図 5 は実験中のモニターとマカクザルの配置を表したものである. モニターに表示され
る画像は, 3 種類の犬と猫の特徴を 20%, 40%, 60%, 80%. 100%の比率で混合することで生成









図 6 実際に実験で使用された画像[8] 
 
 
図 6 は Freedman らがマカクザルに提示した画像をまとめたものである. a は混合される
前の画像であり, b は前述した比率で特徴を混合された画像となる. b の 60% C1 の画像は a











図 7 カテゴリー認知の正解率[8] 
 
Freedman らの実験ではこの CG 画像を Sample 画像と Test 画像として 2 枚画像を 1 秒間の





また不一致と判断した場合, 実験は終了せず, 再び１秒の間隔を空けて 3 枚目の画像が提
示される. この画像は必ず 2 枚目の画像とカテゴリーが一致しており, マカクザルはレバー
を引くことでジュースを得られるように実験が行われた. これはマカクザルの学習のため
に必ず報酬が出る一致パターンで実験が終了するように訓練時から実験手順が決められて






















図 9 IT と PFC の発火確率の遷移[8] 
 
 






PFC も同様に, 画像が提示されている期間神経細胞の活動が活発になるが, タスク実行前
の発火率と比較すると, 下層である IT の発火が減少するのに, インターバル時でもある程








図 10 判断時に不一致パターンに対して特異的に反応するニューロン[8] 
 
また, 図 10 の点線で示されるニューロンのように判断時に不一致のパターンのみに特異






















図 11 では, Sample 画像として示された画像は 2 枚, そして Test 画像として提示された画







本実験では一致不一致タスクのほかに, ワーキングメモリを必要とする課題として N バ
ック課題をモデルに課した.  
 
この N バック課題はワーキングメモリの課題としては一般的なものであるが, 課題の難









図 12 N バック問題で提示される画像例 
 
 
図 12 のように, リス, イカ, カタツムリ, カメと画像が提示されたのちに, 3 つ前の提示
画像のカテゴリーを何であったのか尋ねられた場合は, 2 チャンク目に提示されたイカが正
解となる. 一致不一致タスクでは, 提示された画像がすべて同じかそうでないのかの 2 つの
選択肢の中から正しいものを選べばよい. したがって, 犬-猫-犬と猫-犬-犬のような両方と














アルゴリズムなど, 機械学習に関する要素も多い. これは, 機械学習のネットワークと脳神
経回路の類似性についての議論であるが, そもそも, 我々が用いるニューラルネットワー





とができるという点において非常に PFC 内で観測されるワーキングメモリと似ている.  
19 
 
そこで, 本研究では機械学習で用いられる知見から着想を得て, PFC 内のワーキングメモ



















進んでいく. 例えば, 前述した視覚情報のカテゴリー分けに関わる脳領域も眼球（網膜）, 外




























図 14 第２層が RNN になっているネットワーク 
 
 
図 14 のように第 2 層がリカレント結合をもつリカレント層になっている場合, 現時刻の
リカレント層は現時刻の入力層からの入力のほかに過去時刻の自身からの入力も受けるこ



































2.5.2 Backpropagation Through Time（BPTT）法 
 
過去の情報を保持することが可能な RNNs であるが, その層内結合を学習するのは非常
に困難であるとされており, 通常の神経細胞に見られるようなヘブ則や STDP 学習による





そこで, 今回は RNNs の学習則として最も単純なものとされる 2.5.2 Backpropagation 
Through Time（BPTT）法を用いることとした.  
 
BPTT 法は過去の層内から出力を, あたかも入力層からの情報として扱うことで, 教師デ
ータからの出力誤差を層内で逆伝播させていく方法である. こうすることで通常の誤差逆





図 16 時系列によって並べられた中間層[16] 
 
 
図 16 に示されるように, 入力層の出力を x, 層内結合をもつ中間層の出力を y, 出力層の
23 
 
出力を z と置き, 入力層から中間層までの重みを数列W𝑖𝑛中間層間の重みを数列 W, 中間層
から出力層の重みを数列W𝑜𝑢𝑡で表す. このとき, 時刻 t における中間層の j 番目のニューロ
ンへの入力𝑢𝑗
















𝑡を出力関数 f に代入して得た値が最終的なこのニューロンの出力である.  
通常の逆伝搬では, まず誤差関数 E は出力 u の関数であるので, 連鎖律𝜕𝐸 𝜕𝑤⁄ = 𝜕𝐸 𝜕𝑢⁄ ∙
𝜕𝑢 𝜕𝑤⁄ より誤差関数 E の重み w 微分𝜕𝐸 𝜕𝑤⁄ を計算するために, 各層のデルタ𝛿 ≡ 𝜕𝐸 𝜕𝑢⁄ を



























𝑡） (3)  
 
 
が得られる. これで出力層のデルタと時刻 t-1 の中間層のデルタによって時刻 t のデルタ





































図 17 リザーバーネットワークの一例[11] 
 
 
図 17 はリザーバーネットワークの代表的なモデルである. このモデルでは学習はリザー






















図 18 主成分解析前のグラフ 
 
 







２ついかなために, ２次元的なグラフの上にすべてのデータをプロットできるためである.  
 
主成分解析は視覚的な分析が不可能な 4 つ以上の要素を持ったデータを 3 つ以下の要素
で構成される特徴を失わせずに圧縮することで, 視覚化するという手法である.  
 
具体的な手順としてはまず, 二次元のデータの上に一次元の棒（成分軸）を引く. この


















図 20 分散が少ない軸への射影 
 
 
図 20 のように分散が少ない軸に射影してしまうと, 射影後のデータの分布は一つの領域





2.7 Leaky-integrator neuron model（LIモデル） 
 






したがって, LI モデルの出力は発火ではなく, 発火率という形で表現され, 一ニューロン
の膜電位ではなく, グループ内のニューロンが持つ電気的エネルギーをポテンシャルとし
て微分方程式で計算し, その値を活性化関数に代入することで算出される.  
 
本研究では先行研究にならい, 一つの数式が表現するニューロンの個数は 100 個程度で
28 
 
あると想定している. また, 活性化関数にはシグモイド関数を使用した. 活性化関数にシグ















経回路が持つ層内結合は学習せずとも, ある程度の情報保持能力は持っている. しかし, ワ
































図 21 モデルの全体図 
 
 
本モデルは, IT 層, 反回層（Loop layer）, リカレント層（Recurrent layer）, 判断層（Decision 
layer）の４層で構成されている. IT は本モデルの入力層にあたり, 提示画像の持つ各カテゴ
リーに対応する特徴量に合わせて恣意的に定められた発火を PFCに向けて出力する. PFCは
反回層とリカレント層, 判断層の 3 層からなり, 反回層は IT の出力をインターバル時に一





層は同一カテゴリーの IT からは興奮性の出力を受け, 他カテゴリー方は抑制性の結合を受










には, 犬に関する特徴が 60%, 猫に対応する特徴が 40%だった場合, その図形に反応する IT
ニューロンの発火は, 犬に対応する IT 層のニューロンが 6 割の発火, 猫に対応するニュー
ロンが 4 割の発火率というようにそれぞれのカテゴリーに対応するニューロンが, 特徴の
混合比によって発火するように設定した.  
 
この IT 層のニューロンの発火は, 本研究室でこれまでになされてきた IT に関する研究に
よって得た知見と Freedman らが行った実験で実際に得られたデータから PFC に入力する












する（図 22）.  
 
なお, 本研究ではタスクの実行に関して Freedman らの実験での実行時間よりも短く設定


















IT から PFC への入力は, まずそれぞれのカテゴリーに対応した反回層のユニットに送ら




混合比 100% 80% 60% 40% 20% 0%
出力 0.2 0.16 0.12 0.08 0.04 0
33 
 

































ここで, 𝐼𝐼𝑇 は IT からの入力, 𝜉1, 𝜉2はノイズ入力である. W21 は副ニューロンから主ニュ
ーロンにつながる結合であり, W12 は主ニューロンから副ニューロンに向けた結合である. 
それぞれのユニットはカテゴリーが異なる IT 層のニューロンとは抑制性の結合でつながっ
ているため, 異なるカテゴリーが提示された場合はそのユニットの活動は抑制される. ま










































𝑟𝑒𝑐  , 
 𝑆𝑘 =
1

















図 21 に示されたモデル図には, 一致と不一致を判断する二つのニューロンしか存在しな
いが, 判断層のニューロンはタスクに依存して変化する. N バック問題ではカテゴリーごと
に対応して発火するニューロンが存在する. また, 同じカテゴリーの発火に対しても 2 チャ
ンク前に提示された場合と, 3 チャンク前に提示された場合で区別する必要があるため, そ

















きるとする（図 25）.  
  




図 25 カテゴリーの追加 
 
 
図 25 には便宜的に 3 つ目の画像のカテゴリーを Rat としたが, ネットワークに画像を提示



























て前述した BPTT 法を用いた.  
 
学習毎に LI モデルで実時間に即した学習を行うのは非常に時間を必要とする. IT 層から, 
判断層までタスクの実行時間である 1000ms のシミュレーションを行うには, 本プログラム
を実行した環境では約 2 秒の時間を要した.  
 
BPTT 法での学習では, 結合の学習が安定するまでに 1000 回から 100000 回の学習を必要
とするため, LI モデルを使用したまま学習を行うのは現実的ではない[30]. さらに, 機械学




そこで, 本モデルの学習では, 学習時のみニューロンの挙動をより簡略し, 実時間に即し
た膜電位の計算を行うものに変更した. 事前に行ったシミュレーションで変更後のニュー
ロンによる学習で得られたデータに関するパラメータを調整したのちに, LI モデルのニュ
ーロンに適応しても, 学習効果は失われないことがわかっている.  
 
そもそも, ニューロンのモデルは Hodgkin Huxley モデルや izhikevich モデル, 今回用いた
Leaky-integrator （LI）モデルなど様々なモデルが存在するが, いずれも神経細胞が実際に見
せる挙動を計算のために近似することで考案されたものであり, 機械学習で用いられる正





学習前にモデルに与える結合強度の初期値であるが, 式 8 のように乱数で決定した. 学習
によって結合強度を変化させたとしても学習前の結合が適切でないと学習が進まないため, 
結合強度の大きさである W_size は非常に重要なパラメータである. 特に, 結合が小さすぎ
て上層に情報が伝わらない, もしくは大きすぎて情報が潰れてしまう場合適切に誤差が計
算できなくなるため, 学習は全く進まなくなってしまう.  
 
 






本研究では作成したニューラルネットワークに対して, Freedman の実験の再現, 多チャン






0.01ms 毎に算出されるが, ここでは得られたデータをテスクの実行時間である 0ms から





それぞれの入力パターンに対応する反回層の出力結果を IT からの出力を含めて, 提示す





図 26 100Dog/0Cat-100Dog/0Cat match の反回層の出力 
 
 
図 26 は混合されていない犬の画像が Sample 画像として提示され, その後に同じく 100%
犬の特徴を持った画像が Test 画像として提示された場合の結果である. グラフの線が複数
41 
 
存在するのは 5 回の結果を同時にプロットしているためである.  
 












図 27 60Dog/40Cat-60Dog/40Cat match の反回層の出力 
 
 







ため, 犬に対応する IT からのニューロンからの興奮性の入力がかなり減少してしまう. し
かし, ノイズや反回層の副ニューロンの主ニューロンの発火を強める作用で, ある程度の






図 28 100Dog/0Cat-0Dog/100Cat non-match の反回層の出力 
 
 
図 28 に示す Sample 画像のカテゴリーが犬, Test 画像のカテゴリーが猫の場合はインター
バル期間から Test 期間に移行する際に反回層の出力が逆転する. インターバル時までは高
い比率で発火していた犬に対応するユニットであるが, Test 時には画像の猫に関する特徴を




図 29 60Dog/40Cat-60Dog/40Cat match の反回層の出力 
 
 
図 29 で示すように, 優勢なカテゴリーの特徴が 60%, それ以外のカテゴリーの特徴が
40%混合された不一致パターンでも, 混合されていない場合の結果とほぼ変わらない結果
















図 31 に, リカレント層の BPTT 法による学習による誤差の推移を示す. なお, グラフの縦軸
は算出された 2 乗誤差であり, 横軸は学習回数である. 今回は 2000 回が学習回数の最大値
と設定した.  
 
また, 各結合強度の学習前の初期値の大きさである W_size であるが, W𝑙𝑟_size（反回層か
ら RNN への結合）は 2 から 6, W𝑟𝑟_size（RNN 層内の結合）は 2 から 8, W𝑟𝑑_size（RNN か
ら判断層への結合）は 2 から 8 の間で 2 ずつ増やしていくこととした. なお, 学習率の初期

















図 30BPTT による学習のためのサンプリング 
 
 
また, BPTT の学習スパンは 50ms とし, IT 層の出力の 700ms から 900ms までの出力を
50ms ごとの周期でサンプリングして（図 30）, リカレント層の学習用の入力データとする. 


























W𝑙𝑟_size が 4 の場合も同様の傾向が見てとれる. 反回層からリカレント層の結合も強くな
















図 34 出力関数のグラフ 
 
 




 の特性を示した. これによると, ニュー
ロンの内部ポテンシャルが 0~1 の場合は勾配が高く, ポテンシャルの強弱がセンシティブ











この結果から, ３つの結合強度の初期値の大きさは, （W_lr_size, W_rr_size, W_rd_size） =












図 35 にリカレント層の出力を示す. 前述したようにリカレント層のシミュレーションは
テスト画像提示前後 300ms のみ出るため, グラフには実験過程の 700ms から 1000ms の間の
結果がプロットされている. 犬-犬の入力パターンに対する学習後のリカレント層の 100 個



































図 37 は犬-猫の不一致パターンの結果であるが, 図 35，36 と比較すると, Test 画像提示前













図 39 では最終的なリカレント層の 100 個のニューロンの出力を 10×10 のヒートマップ
















































図 41 多チャンク・他カテゴリーに伴う近似の方法 
  
  
 反回層の出力は, Sample 画像提示で増加し, インターバル時で減少し, 異なるカテゴリー
の Test 画像が提示された時点でなくなる.  
 




提示されるまでの時間を 100ms とし, BPTT の１ステップの学習スパンを 100ms とした.  
 









5 チャンク, 10 カテゴリーまでをモデルに課した. リカレント層のニューロン数を増加さ
せれば, 認識能力は向上するが, ここではリカレント層のニューロン数は 100 個に固定する. 
3 チャンク, 3 カテゴリーの結果 27 パターンから 3 パターン抜粋して図 42~44 に示す. なお, 






























2 チャンクでは 10 カテゴリー以上認識することに成功した. 3 チャンクでは 7 カテゴリー
まで, ４チャンクでは 4カテゴリーまで認識することができた. 5チャンクでも試したが, 今







を調べた. 前述したように RNN はリカレント結合を学習しないリザーバーネットワークで
も多少時系列情報を保持する能力を持つ. LI の神経活動に即したニューロンモデルではそ














チャンク数 2 3 4
カテゴリー数 10以上 7まで 4以上
チャンク数 2 3 4








図 46, 47 に, 学習前後のリカレント層の結合パターンを示す. ここでは, 20 個のニューロ











図 46 学習後の層内結合 
 
 














































また, 2 チャンク, 4 カテゴリーの結果ですべての一致パターンを比較してみると, 共通し















図 52 4 チャンク・3 チャンク課題でのリカレント層の出力の比較 
 
 
図 52 では, ABAA と入力パターンが酷似した ACAA, AABA を比較した図である. ABAA





異なるものであった. 同様に, ABAA と AABA も下層から提示されたカテゴリーの種類とチ
ャンク数は共に同じで, 提示されるタイミングのみ異なる. この場合も, リカレント層のネ














以下, 図 53~55 に示される主成分解析の結果はすべてモデルに３チャンク課題を課した
際のリカレント層の出力である. なお, 横軸の PC1 が主成分解析による第一成分, 縦軸の
PC2 が第二成分を表す. リカレント層で一位不一致の判断が行われている場合, match に対
応するニューロンは一か所にまとまるはずである. しかし, 結果はすべてのニュー力パタ

































図 56 は学習に失敗した際の主成分解析の結果であるが, match に対応する点二つと周辺
の点が重なっている箇所があることがわかる. これでは判断層がこれらの出力から一致不
一致を判断することができない. おそらく, 学習が失敗した原因は乱数により結合の初期
値を定めた際に, 偶然に２つの match パターンに対するリカレント層の出力が近い値をと



































機械学習的な観点から考えればこのような結果が出るのは説明がつく. 3 チャンク・3 カ
テゴリー一致不一致タスクにおいて, 一番識別が難しいものは, AAA と BAA といった一致
パターンと最初に提示されたカテゴリーのみが異なっている不一致パターンの識別であり, 
主成分解析の結果ではそれらの点は隣り合っている. BPTT 法を用いた学習では, この二つ
の点を分離することができるまで, 層内結合に誤差が逆伝搬され, リカレント層内の結合
























そこで, 先ほど一致不一致タスクを学習させたリカレント層に新しく N バック課題を実
行するための判断層を追加し, 判断層のみ学習することで N バック課題に対応できるかを
確かめる.  
 
また, 判断層の学習方法出るが, 学習用の教師データは２チャンク目と 3 チャンク目が同
時発火することした. 具体的には A, B, C という 3 つのカテゴリーが存在する場合. 判断層
には 2 バック A, 2 バック B, 2 バック C, 3 バック A, 3 バック B, 3 バック C と６つのニュー
ロンが存在する. ここで, 1 バックに対応するニューロンがないのは Test 時に 1 チャンク前
のカテゴリーを聞く質問をしないからである.  
 
そして, 提示された画像のカテゴリーは順に１チャンク目が A, 2 チャンク目が B, 3 チャ
ンク目が C だった場合, 教師データは 2 バック B, そして 3 バックがすれば正解とする. こ
れはつまり訓練の段階では連続した画像を見せたのち, 2 チャンク前と 3 チャンク前の糧語




図 61 N バック課題のためのリカレント層のまでの結合を固定したモデル 
 
 



















入力パターンは CBA のため, 発火すべき判断層のニューロンは 2 バック B と 3 バック C
である. しかし, 2 バック B は 0.918 とかなり高い発火を示しているが, 3 バック C は 0.376
と 2 バック B と比較すると出力が少ない.  
 
これは 2chunk 前のカテゴリーよりも 3chunk 前のカテゴリーの方が識別困難であること
が理由だと考えられる. それでも, 3 バック C はそのほかのニューロンの出力が高い. そこ
で, 発火が 2 番目までに高いニューロンが判断層の判断結果であるとして, タスクに対する
正答率を算出した. その結果 3 チャンク 4 カテゴリーに対する 2 バック問題の正答率は











入力パターン C B A
ニューロン 2バックA 2バックB 2バックC 3バックA 3バックB 3バックC
出力 0.03386108 0.91824603 0.01904636 0.06284536 0.00788579 0.37592083
教師データ 0 1 0 0 0 1















ず PFC の一般的な情報処理表現であると考える.  
 
Freedman らの実験において図 10 に示された不一致パターンに特異的に反応するニュー
ロンであるが, 2 チャンク 2 カテゴリータスクにおいて, リカレント層にたまたま不一致の
パターンに対して共通に発火するニューロンが存在したと考えてもおかしくはない. した








































































1. IT から連続的に入力してくる情報は PFC のワーキングメモリの保持機能によって
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研究を通して挑戦したいことに対し, 的確なアドバイスをくださいました.  
  
同研究室の谷氏に, 博士課程の先輩としてプログラミングに関する技術的な指導や, 研
究を進める上でのノウハウをご教授いただきました. 厚く御礼申し上げます.  
 
同じく, 博士課程のアンタケ氏に, 学会や中間発表での資料作りや発表方法について指
導していただきました. 厚く御礼申し上げます.  
 










とであり, そのことに私は感謝したい. しがない一修士の学生の研究であるが, 役立てると
ころがあれば使っていただきたい.  
