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Growing crystals form a cavity when placed against a wall. The birth of the cavity is observed both
by optical microscopy of sodium chlorate crystals (NaClO3) growing in the vicinity of a glass surface,
and in simulations with a thin film model. The cavity appears when growth cannot be maintained in
the center of the contact region due to an insufficient supply of growth units through the liquid film
between the crystal and the wall. We obtain a non-equilibrium morphology diagram characterizing
the conditions under which a cavity appears. Cavity formation is a generic phenomenon at the origin
of the formation of growth rims observed in many experiments, and is a source of complexity for
the morphology of growing crystals in natural environments. Our results also provide restrictions
for the conditions under which compact crystals can grow in confinement.
In natural environments, confinement commonly con-
strains the growth of crystals [1]. Constrained growth
may cause large forces such as in salt weathering [2–
4], in the opening of veins in the Earth’s crust [5, 6],
or in frost heave [7, 8]. In biomineralization –the pro-
cess by which living organisms grow minerals, confine-
ment also plays a key role to control the shape and phase
of nano-crystals [9, 10], and combines with the chemical
environment [11] to govern microstructure formation in,
e.g., bones or dentine. Beyond its relevance for natural
environments, motion produced by confined growth can
be used in technological applications such as nanomo-
tors [12]. However, while the morphology of freely grow-
ing crystals has been investigated for decades [13, 14],
much less is known about crystal morphological evolu-
tion in confinement. Here, we show that the simplest
confinement, i.e., the vicinity of a flat impermeable sub-
strate, leads to the formation of a cavity in the growing
crystal. The cavity forms due to insufficient material
supply in the center of the contact. After their forma-
tion, cavities can expand up to the edge of the contact,
leading to growth rims that have been observed in force
of crystallization experiments since the beginning of the
20th century [15–18].
Cavity formation is observed both using optical mi-
croscopy of sodium chlorate crystals (NaClO3) growing
in the vicinity of a glass surface, and in simulations based
on a thin film model. The birth of the cavity is character-
ized by a non-equilibrium morphology diagram describ-
ing the balance between growth rate and mass supply.
This diagram found to be robust with respect to vari-
ations in the properties of the growth mechanism such
as anisotropy or kinetics, and therefore provides generic
conditions for growing compact crystals without cavities
in micro and nano confinement conditions such as those
encountered in the Earth’s crust, in biomineralization, or
in technological applications.
Experimental methods and observation of the
cavity. In our experiments, we control the solution su-
persaturation while measuring the confined crystal to-
FIG. 1. A: Experimental setup and observations. A growing
crystal is placed against a glass substrate. The crystal surface
profile is determined with nm accuracy by RICM using the in-
terference between the light reflected by the crystal interface
(shown in red) with the light reflected by the glass-solution
interface (shown in blue). B: RICM images showing the for-
mation of a cavity as growth proceeds. Snapshots just before
the start of cavity formation, 15min later, and 35min later.
Crystal size: 188µm x 192µm, supersaturation: σb = 0.093,
distance to the glass substrate: h = 51nm.
pography. A NaClO3 seed crystal with a volume of
∼ 1 mm3 is placed in a 60 µl chamber filled with a satu-
rated NaClO3 solution. The solubility c0(T ) of NaClO3
is strongly temperature dependent [19–21]. The temper-
ature of the sample chamber and oil immersion objec-
tive is controlled with a long term precision of 1 mK. By
adjusting the temperature T below or above the equilib-
rium temperature Teq, to obtain growth or dissolution,
the relative saturation σb =
(
cb − c0(T )
)
/c0(T ) can be
controlled with an accuracy of 0.1%. The equilibrium
point, cb = c0(Teq), is identified when the crystal exhibits
roundish edges and neither grows nor dissolves. The high
nucleation barrier of NaClO3 prevents the appearance of
other seed crystals in the chamber that could affect the
concentration of the bulk solution [22].
The confined crystal interface is observed from be-
low using reflection interference contrast microscopy
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2(RICM), which is based on the interference between re-
flections from the glass interface and the confined crys-
tal interface (see fig.1). Using a specialized objective,
a high power LED light source and a 16bit camera this
method allows us to determine the distance ζ(r) between
the crystal and the glass with nm precision [23]. Due
to the presence of dust grains on the substrate, the dis-
tance ζ(r) cannot be decreased below a minimum value,
which ranges from 10nm to 80nm. In order to gain more
control on the gap between the substrate and the crystal
we have also performed experiments with glass beads de-
posited on the substrate prior to the seed crystal, which
act as calibrated spacers (see SM [24] for details). In all
measurements, the lateral extent 2L of the crystal facet
facing the substrate is determined by tracking the edges
with a precision of 15nm.
Our main observation is that during growth when the
size 2L exceeds a critical value, which depends on the av-
erage film width h and on the supersaturation σb, a cavity
forms within the contact region. Snapshots of the tem-
poral evolution slightly above the threshold are shown
in fig. 1. The corresponding surface plots are shown in
fig. 2A. See also the corresponding movie in Supplemen-
tal Material (SM) [25]. The appearance of the cavity can
be interpreted as a consequence of a lower growth rate
in the central part of the facet as compared to the parts
closer to the facet edges. Intuitively, this lower growth
rate is due to confinement limiting the diffusive mass sup-
ply from the bulk liquid. In order to assess the influence
of material properties and physical conditions on cavity
formation, we have performed numerical simulations of a
thin film model describing the dynamics within the con-
tact region.
Simulation model and observation of the cav-
ity. The model, based on that of Ref.[26], accounts for
the dynamics of growth and dissolution of a crystal, con-
sidered as a rigid body without elastic deformation, cou-
pled to diffusion and hydrodynamics in the liquid film.
We used some additional simplifying assumptions. First,
attachment-detachment kinetics of ions are fast at the
surface of salts such as NaClO3. Since in addition, dif-
fusion limited mass transport along the thin liquid film
is decreased by confinement, we can safely assume that
kinetics are limited by diffusion in the liquid. Moreover,
whereas the bulk solution surrounding the crystal is influ-
enced by solutal buoyancy convection, which originates
from temperature and concentration gradients, such ef-
fects can be excluded in the confined solution below the
crystal. Furthermore, we neglect the hydrodynamic flow
induced by the density difference between the crystal and
the solution during growth [27], though, we keep the den-
sity difference as the origin of the gravitational force Fz
maintaining the crystal on the substrate. The model is
axisymmetric about the z axis defined in fig. 1.
Using the small slope limit and the dilute limit [26], we
then obtain two equations accounting for the evolution
of the local thickness ζ(r, t) of the liquid film where r
is the radial coordinate, and for the growth rate uz(t),
which is the velocity of the crystal along z. The first
equation accounts for local mass balance, the second for
global force balance
∂tζ = −B 1
r
∂r
[
rζ∂r(γ˜∂rrζ +
γ˜
r
∂rζ − U ′(ζ))
]
− uz ,
(1a)
uz 2pi
∫ R
0
dr r
∫ R
r
dr′
6ηr′
ζ(r′)3
= Fz + 2pi
∫ R
0
dr r U ′(ζ) . (1b)
Here, U(ζ) is the interaction potential between the sub-
strate and the crystal, η is the liquid viscosity, and
B = Ω2Dc0/(kBT ) is an effective mobility, which com-
bines the diffusion constant D, molecular volume Ω, nu-
merical solubility c0, Boltzmann constant kB , and tem-
perature T . In addition, we have defined the surface
stiffness γ˜ = γ(0) + γ′′(0), where γ(θ) is the surface
free energy and the angle θ is defined in fig. 1. In order
to mimic the experimental conditions where thicknesses
smaller than h are forbidden by dust grains, we consider
the repulsive potential
U(ζ) = A f
(ζ − h
λ¯h
)
, (2)
where A and λ¯ are constants, and f(x) = e−x/x is a
Yukawa-like term.
In experiments, the crystal surface facing the substrate
is a facet, and surface stiffness is expected to diverge
for faceted orientations [13], leading to a singular crystal
shape. Such singularities cannot be handled by our con-
tinuum model where the crystal shape always exhibits a
smooth profile. However, we approach the facet behav-
ior by artificially increasing the stiffness to γ˜ = 102J/m2,
i.e., roughly 103 times larger than the expected surface
tension γ(0) ∼ 0.1J/m2. Choosing the other model pa-
rameters in a way which is consistent with the literature
and with experiments (see SM [24]), this ad hoc assump-
tion on the stiffness allows one to obtain growth rates and
supersaturations comparable to those observed in exper-
iments.
We numerically solved eq. (1)(a,b) in a circular sim-
ulation box of fixed radius R, with fixed film width
ζ(R) = ζBC and supersaturation σ(R) = σBC at the
boundary of the integration domain. All simulations were
started with a flat contact region.
Steady-state profiles are reached at long simulation
times. They are reported in fig. 2B for increasing sizes R
of the simulation box. A movie of the related time evolu-
tion is reported in Supplemental Material (SM) [28]. As
in the experiments, we find that a cavity forms when the
size of the crystal exceeds a critical value. As shown in
fig. 2B, the effective radius L of the contact is smaller
than the total radius R of the simulation box. Despite
the absence of growth-induced expansion of the contact
3FIG. 2. 3D view of cavity formation at the confined crystal interface. A: Surface plot of the distance ζ(r) between crystal
interface and glass substrate from the RICM images reported in fig. 1B. B: Simulation result showing axisymmetric steady
states with film width h = 50nm, supersaturation σBC ≈ 0.004 and thickness ζBC = 1040nm at the edge of the simulation box
of radius R. The surface plots represent only the contact region of radius L < R with supersaturation σb = σ(L) < σBC at
their edge. From left to right : R = 60µm, L ≈ 20µm, and σb ≈ 0.0011; R = 65µm, L ≈ 28µm, and σb ≈ 0.0014; R = 70µm,
L ≈ 37µm, and σb ≈ 0.0019.
size L in simulations, good qualitative agreement is ob-
tained with the experiments. This agreement suggests a
quasistatic behavior, where the evolution of the lateral
crystal size is slow enough to have a negligible influence
on the diffusion field in the contact region.
Criterion for cavity formation. Based on this hy-
pothesis of quasistatic dynamics, the threshold for cavity
formation can be deduced from global mass conservation.
Within the thin film approximation, the concentration
does not depend on the z coordinate, and mass balance
for a disc of radius r and constant thickness h of liquid
film centered in the contact region reads
pir2Jk = −2pirhJd(r), (3)
where Jk = uz/Ω is the mass flux entering the crystal
per unit facet area, and Jd(r) = −D(dc/dr) denotes the
diffusion flux entering into the liquid volume. The con-
centration is integrated as
c(r) = cb − Jk
4hD
(
L2 − r2) , (4)
where cb is the concentration at the edge of the contact
region. The local supersaturation σ(r) = c(r)/c0 − 1 de-
creases toward the center of the facet. We expect that
growth can be maintained in the central region only if the
supersaturation is positive at r = 0. This is confirmed
by the numerical solution of eq. (1) showing that a cavity
starts forming approximately when the supersaturation
vanishes in the center of the contact. We therefore ob-
tain a condition for cavity formation from the condition
σ(0) ≤ 0, which can be rewritten as
uz ≥ 4Ωc0σbD h
L2
= βD, (5)
where β = 4Ωc0σbh/L
2, and σb = σ(L) = cb/c0 − 1.
Simulation morphology diagram. Simulation re-
sults reported in the (uz/D, β) plane in fig. 3B, indeed
reveal a linear behavior of the transition line between the
flat regime and the cavity regime, as predicted by eq. (5).
However, the slope Dβ/uz ≈ 0.61 is slightly lower than
the expected value Dβ/uz = 1. Details on the methods
to determine the transition point, the contact size L, and
supersaturation σb = σ(L) at the edge of the contact re-
gion are reported in SM [24]. We have checked that these
conclusions are not affected by the boundary conditions
imposed for numerical integration. Since the quantity β
depends on h, the dimensionless range λ¯ of the repulsion
potential is kept very small ∼ 10−2 so that the liquid film
thickness in the stable regime is approximately equal to
h in all simulations.
One striking property of the transition line is its ro-
bustness with respect to the variation of the physical pa-
rameters that do not enter into eq. (5). Indeed, as shown
in fig. 3B, large variations in gravitational force Fz, and
normalized interaction amplitude A, lead to negligible
changes in the transition line position. Furthermore, in-
creasing or decreasing one of the kinetic constants D or
η by a factor of 10 also does not affect the transition line.
Experimental morphology diagram. In order to
explore the transition in experiments, we have performed
growth cycles. This procedure allowed us to explore a
range of supersaturations with a single sample. For each
cycle, we monitored the surface profile ζ(r) during growth
at fixed supersaturation, and recorded the critical size at
which the cavity forms. As soon as the depth of the cavity
exceeded 15nm, the temperature was increased to attain
a saturation value at which the cavity closes again. Once
we obtained a flat interface, the entire procedure was
automatically repeated with a different growth supersat-
uration. The vertical growth rate uz can be obtained
from the increase of the depth of the cavity just after its
formation. This method assumes that the growth rate at
4A
B
FIG. 3. Non-equilibrium morphology diagram for cavity for-
mation. A Transition line in experiments for different crys-
tals. Results plotted assumingD = 0.0935×10−9m2s−1 which
allows for a perfect correspondence with eq. (5). B Transi-
tion line obtained from simulations. Colored filled dots were
obtained using different values of the repulsion strength a¯,
viscosity η or diffusion D and external force Fz, with respect
to the main set of simulations.
the bottom of the cavity is negligible leading to a deep-
ening which is only due to the growth rate uz of the con-
tact region outside the cavity. Moreover, since the lateral
growth rate ux is easier to determine than uz from the
growth of the cavity, we measure ux, and determine uz
from a linear interpolation of the relation between the
two velocities based on a large number of measurements.
The ratio ux/uz is roughly independent of L, h, and σb,
as shown in SM [24]. In addition, geometrical corrections
described in SM [24] are used to evaluate β for elongated
and inclined crystals.
Our measurements reported in fig. 3A agree with a
linear behavior of the transition line in the (uz/D, β)
plane. Diffusion constants D = 0.093 · 10−9m2s−1 or
D = 0.057 · 10−9m2s−1 respectively provide quantitative
agreement with the slopes predicted by eq. (5) or by sim-
ulations in fig. 3B. These constants are consistent with
values reported in the literature [29].
Discussion. Interestingly, the dependence of uz on
physical parameters is different in simulations and exper-
iments. For example, while uz is roughly independent of
h in experiments, we observe that uz is proportional to h
is simulations. Despite this difference, both simulations
and experiments indicate that the transition line is linear
in the (uz/D, β) plane.
Additional differences between experiments and simu-
lations have been observed. First, the shape of the cavity
is less rounded in experiments, and emerges from a flat
surrounding facet, as seen in Fig.2A. This could be re-
lated to the limited description of anisotropy of the model
within the small slope approximation. Second, close to
the threshold, random opening and closure of the cav-
ity are observed in experiments. The results reported
above correspond to the lower boundary of the stochastic
transition regime. Such fluctuations could be attributed
to a nucleation-like process associated to the competi-
tion between thermal fluctuations, and surface tension
driven decay of the cavity. Again, despite these differ-
ences, both experiments and simulations collapse on a
linear transition line in the (uz/D, β) plane. The robust-
ness of this linearity can be traced back to the fact that
it depends only on two ingredients: mass conservation,
and diffusion-limited mass transport, as discussed above
in the derivation of eq. (5).
In conclusion, we have shown that when a growing
crystal is placed in the vicinity of a flat wall, a cavity
forms in the surface of the crystal facing the wall. The
presence of a cavity can be predicted from the crossing
of a linear transition line in the (uz/D, β) plane. Cav-
ity formation in confinement appears as an alternative
path toward the formation of concave crystals, beyond
well known free growth instabilities leading, e.g., to den-
drites [30] or hopper crystals[31].
In later stages of growth the cavity can expand up to
the edges of the contact area, ultimately leading to a
growth rim, as observed in force of crystallization exper-
iments [15, 16]. Since the birth of the cavity affects the
shape and area of the contact, cavity formation should
also influence the force and interactions between the crys-
tal and its environment.
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