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Working in the out of equilibrium regime and using state-of-the-art techniques we have computed
the dynamic critical exponent of the three dimensional Heisenberg model. We have run very large
lattices (L ≤ 250) in CPUs and GPUs obtaining z = 2.041(16) from the growth of the correlation
length and z = 2.034(22) for the decay of the energy. We compare our values with that previously
computed at equilibrium with relatively small lattices (L ≤ 24), with that provided by means a
three-loops calculation using perturbation theory and with experiments. Finally we have checked
previous estimates of the static critical exponents, η and ν, in this out of equilibrium regime.
PACS numbers: 05.10.Ln, 64.60.F-, 75.10.Hk
I. INTRODUCTION
The study of the dynamics in and out of equilibrium
in a critical phase is of paramount importance since it
permits to extract the critical exponents of the system,
hence, to characterize its universality class. In the last
decades a great amount of work, analytical, numerical
and experimental, has been devoted to study these issues.
One of the studied systems has been the three dimen-
sional (isotropic) classical Heisenberg model.
The dynamic critical exponent, z, has been computed
using field theory by studying its Model A dynamics
(pure relaxational dynamics)[1–3]. A three-loop compu-
tation reported in Ref. [4] provided z = 2.02 [35].
Numerically the equilibrium dynamics of this model
was studied in Ref. [5]. The authors obtained z =
1.96(6). The authors were aware that this exponent was
slightly below the analytical computation of Ref. [4] and
discuss in the paper different systematic bias. For ex-
ample, a relatively narrow range of the lattice sizes and
despite the accuracy of their values for the correlation
times, a more precise determination of these times were
needed to study the corrections to the finite size scaling
analysis.
From the experimental side, the situation is compli-
cated due to the crossover from the Heisenberg universal-
ity class to the dipolar one which induces a change from
z ∼ 2.5 (Heisenberg with conserved magnetization and
reversible forces, model J [1–3]) to z ∼ 2 (dipolar) [6, 7].
In particular using PAC [36] Hohenemser et al. found
z = 2.06(4) [7] for Ni and z ' 2 for Fe; Dunlap et
al. [8] using ESR [37] found z = 2.04(7) for EuO; and
z = 2.09(6) was found by Bohn et al for EuS [9] using
inelastic neutron scattering. It seems that the interplay
of spin dipoles with orbital angular momentum or dipo-
lar interactions break the conservation of the magnetiza-
tion on these materials, producing a crossover between
Heisenberg model J (z ∼ 2.5) and Heisenberg model A
(z ∼ 2) [6, 7].
Recently, Pelissetto and Vicari [10] have used the
value provided by field theory in the scaling analysis of
their numerical data to study the off-equilibrium behav-
ior of three-dimensional O(N) models driven by time-
dependent external fields and assigned it an error of 0.01,
so z = 2.02(1), to take into account the uncertainty on
the extrapolation to  = 1 of the three-loop-expansion
result.
Hence, it is of paramount importance to obtain an ac-
curate value for this dynamic critical exponent, in order
to be used in future numerical analysis and experiments,
and to check the accuracy of the three-loops analytical
computation.
The main goal of our study is to improve the value of
z using numerical simulations by monitoring the behav-
ior of the correlation length, the susceptibility and the
energy with the time. Our choice has been to work out-
of-equilibrium, the principal motivation of this has been
to be near the experimental protocols and to avoid finite
size scaling corrections by simulating very large lattices.
Nowadays, a great amount of work has been devoted
to study numerically the dynamics of disordered sys-
tems, see for example Refs. [11–17]. In general a sudden
quenched is performed to work in the off-equilibrium, yet,
in other studies the models have been simulated at equi-
librium. For example in the three dimensional diluted
Ising model both approaches gave the same dynamic ex-
ponent [12].
In this work we will focus on the study of the cor-
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2relation length in the out-of-equilibrium regime. It is
important to notice the main role played, in the last two
decades, by the correlation length both in numerical sim-
ulations [13, 14] and experiments out of equilibrium [18]
in spin glasses. Due to this, powerful numerical tech-
niques has been developed to compute this observable
with high accuracy which has allowed a precise determi-
nation of the dynamic critical exponent just at the critical
point as well as inside the critical spin glass phase. [16]
In this paper we will borrow techniques developed in fi-
nite dimensional spin glass to the three dimensional (non
disordered) Heisenberg model. In addition to the compu-
tation of the dynamic critical exponent, we have checked
the consistency of previous and very accurate determi-
nations of the static critical exponents (ν and η) in the
out-of-equilibrium regime. Our starting point will be the
(very precise) critical temperature computed in Ref. [19]
and the static critical exponents reported in Refs. [20, 21].
We have also measured the dynamic critical exponents
from the decay of the energy at criticality. This decay
has also been study in the past in finite dimensional spin
glass [13] and recently has played a central role together
with the behavior of the correlation length in the analysis
of the Mpemba effect, a striking memory effect [17].
The structure of the paper is the following. In the
next section we will introduce the model and the observ-
ables. In section II we will describe our numerical results:
in subsection A the correlation length, in subsection B,
the correlation function and finally the energy. Section
IV will be devoted to the conclusions. Two appendices
will close the paper, one to describe our implementation
of GPU and the last one to describe how we have com-
puted the statistical error of the exponents with highly
correlated data.
II. THE MODEL AND OBSERVABLES
The Hamiltonian of the three-dimensional Heisenberg
model is
H = −
∑
<r ,r ′>
Sr · Sr ′ . (1)
Sr is a classical three component spin on the site r of a
three dimensional cubic lattice with volume V = L3 and
periodic boundary conditions. Without loss of general-
ity we will assume that the spins are unit vectors. The
sum runs over all pairs of nearest neighbors spins. We
have simulated this model with the standard Metropolis
algorithm and we have run in CPU (smaller time simu-
lations) and GPU (for larger time simulations). Details
on the simulations can be found in the appendix A.
We have focused on only one local observable, the en-
ergy, defined as
e(t) =
〈H〉t
V
. (2)
We denote the average over different initial conditions at
the Monte Carlo time t by 〈(· · · )〉t. The Renormalization
Group predicts [3, 22], at the critical point, the following
behavior for this observable:
e(t) = e∞ + Ct(d−1/ν)/z
(
1 +At−ω/z
)
, (3)
where d is the dimensionality of the space (three in this
study), z is the dynamic critical exponent, ν is the criti-
cal exponent which controls the divergence of the equilib-
rium correlation length and ω is the leading correction-
to-scaling exponent (the leading irrelevant eigenvalue of
the theory).
The main observable on this paper is the correlation
function defined as:
C(r, t) =
1
V
∑
x
〈SxSr+x 〉t . (4)
C(r, t) satisfies, at criticality, the following scaling law [3]
C(r, t) =
1
ra
f
(
r
ξ(t)
)
(5)
which defines the dynamic correlation length, ξ(t). As
we approach the equilibrium regime, ξ(t) will approach
its equilibrium value.
At the d = 3 critical point and in equilibrium one
should expect
C(r, t) ∼ 1
rd−2+η
=
1
r1+η
, (6)
η being the anomalous dimension of the field.
ξ(t) can be estimated by computing [13, 14]
Ik(t) =
∫ L/2
0
dr rkC(r, t) , (7)
by means of
ξk,k+1(t) ≡ Ik+1(t)
Ik(t)
. (8)
We will focus in this work on ξ2,3. Previously on spin
glasses studies was measured mainly ξ1,2 with a correla-
tion function decaying like 1/r0.5 [13, 14]. In our case,
to decrease the weight of the smallest distances we have
resorted to compute higher values of Ik. In the appendix
B we will describe the detailed procedure we have used to
compute the integrals and how we have estimate the sta-
tistical error associated with ξk,k+1(t). The dependence
of the dynamic correlation length with time is
ξk,k+1(t) ∼ t1/z
(
1 +Akt
−ω/z
)
. (9)
One can define the magnetization as
M =
∑
x
Sx (10)
3and the magnetic susceptibility is given by
χ(t) =
1
V
〈M 2〉t , (11)
or equivalently by
χ(t) =
∫
d3x C(|x |, t) . (12)
In the regime of large ξ(t) we recover rotational invari-
ance and we obtain
χ(t) = 4piI2(t) . (13)
The temporal dependence of χ(t) is
χ(t) ∼ t(2−η)/z
(
1 +At−ω/z
)
, (14)
which can be rewritten as
χ(t) ∼ ξk,k+1(t)2−η
(
1 + Ckξ(t)
−ω) . (15)
III. NUMERICAL RESULTS
In this section we will report our results for the corre-
lation length (short time behavior) and for the long time
behavior of the correlation function and that of the en-
ergy. All the numerical simulations were performed at
βc = 0.693001 [19].
The data are obtained after a sudden quench from T =
∞ to T = 1/βc. Hence, for relatively shorter times the
systems will remain off-equilibrium.
A. Correlation length: Shorter times
In Fig. 1 we show the behavior of ξ23 for the largest
lattice sizes simulated in this time regime: L = 128 and
L = 200. We have simulated 4000 random initial condi-
tions for each lattice size and t < 10240.
Notice that for t ∼ 7000 both curves diverge, mark-
ing the onset of the starting of the equilibrium regime
for L = 128. Hence, we have discarded in the fit the
largest times (in order to be safe in the out-of-equilibrium
regime) and the short time region in order to avoid the
scaling corrections (in dynamics this regime corresponds
with the smaller times).
By fitting L = 200 data in the interval t ∈ [610, 5000)
we have obtained z = 2.041(16) with χ2/d.o.f. =
431.3/437.
We have computed the statistical error on the z ex-
ponents by means of the jackknife method [23, 24]. As
described in the appendix B, we compute the χ2 using
a diagonal covariance matrix (hence neglecting the cor-
relations of the data), but we use a jackknife procedure
to take into account the (important) different correla-
tions among the data. Hence, in the following all χ2 are
computed assuming a diagonal covariance matrix; we re-
fer the reader to the appendix B for a discussion of the
interpretation of this diagonal χ2 and for more details
on the procedure we have followed to take into account
the correlation among the data (in time or in distance,
see below) and the way we have computed the statistical
errors on the values of the critical exponents. [38]
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FIG. 1: (color online) Behavior of the dynamic correlation
length for L = 128 and L = 200.
We can analyze the effect of the correction-to-scaling
on the numerical data by trying to include in the fits
smaller times. We have found that the data shows an
effective scaling correction exponent ωeff ' 1.5, just the
double of the equilibrium one ω ' 0.78 [25, 26]. Hence
we have fixed ω = 2×0.78 = 1.56 in Eq. (9). Notice that
this behavior for the corrections to scaling was found in
Ref. [27] for the magnetization and susceptibility (in the
vector channel) at equilibrium for this model.
By fixing ωeff = 1.56 we have computed the dy-
namic critical exponent obtaining z = 2.096(13) with
χ2/d.o.f. = 437.5/491 for L = 200 and using the interval
t ∈ [50, 5000).
Having computed ξ23 and I2 ∝ ξ2−η23 we can, as a
check, estimate the η exponent. Fig. (2) shown I2 as
a function of ξ23. We can compute η using the time
interval t ∈ [530, 5000) obtaining η = 0.035(6) with
χ2/d.o.f. = 447.7/445. Our value compares very well
(but with 20 times more error) with that computed at
equilibrium: η = 0.0378(3) [20, 21]. Taking into account
sub-leading terms in the analysis as in the computation
of z we obtain η = 0.019(9) for L = 200 and using the
interval t ∈ [160, 5000) (χ2/d.o.f = 482.4/480).
B. Correlation function for larger times
In Fig. 3 we plot C(r, t) for different times using
L = 128 data (200 initial conditions) and very long
times. One can see the crossover of the dynamic cor-
relation function between the off-equilibrium regime and
41
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FIG. 2: (color online) Behavior of I2(ξ23) ∝ χ for L = 128
and L = 200.
the equilibrium one. In appendix B we will provide more
details about the functional form of C(r, t) in the out of
equilibrium regime.
We can also check that we have reached the equilib-
rium regime by plotting the behavior of ξ23(t) (see Fig.
4). This non-local observable has clearly reached its equi-
librium (plateau) value. We can safely assume that for
t > 4 × 105 we have thermalized the L = 128 lattice
and we can try to extract the value of the the anomalous
dimensions by averaging the correlation function above
this time.
The analytical behavior at the critical point in this
regime (large L) is given by Eq. (6). Having in mind
that we are using periodic boundary conditions, we can
write the following improved equation to fit our numerical
data
C(r, L) =
A
r1+η
+
A
(L− r)1+η . (16)
By fitting the data of Fig. 5 to this functional form, we
obtain η = 0.026(4) (by using only t > 4×105, r ≥ 16 and
χ2/d.o.f = 44.1/48) in a good statistical agreement with
the value drawn from equilibrium studies η = 0.0378(3)
. We have followed the method described in appendix B
in order to obtain the error in the η exponent.[39]
C. Energy for larger times
We have analyzed the behavior of the energy at crit-
icality in order to compute the ratio of critical expo-
nents (d − 1/ν)/z. To analyze this behavior, we have
run L = 128 (153 initial conditions, i.c. in the follow-
ing), L = 160 (600 i.c.), L = 200 (684 i.c.) and L = 250
(684 i.c.) for longer times t < 102400.
Firstly in Fig. 6, we study the effect of a finite size
lattice on the values of energy as a function of time. From
this figure one can see that it is safe to take fits only in
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FIG. 3: (color online) Correlation function at criticality for
a L = 128 lattice. We have drawn different times in order
to show the crossover between the out of equilibrium region
and the equilibrium one. Notice the bad signal-noise ratio in
the tail of C(r, t) for large r and shorter times t, and how
this ratio improves with time, generating a plateau (due the
periodic boundary conditions) with small error.
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FIG. 4: (color online) Behavior of ξ23(t) for L = 128 and
larger times.
the range t < 48000 in order to avoid finite size effects
(at least in the precision of our simulation).
In Fig. 7 we show the results for the largest lattice
L = 250. We have fitted the L = 250 data to a power
law, in the time interval t ∈ [1000, 48000) obtaining
z = 2.034(22) and e∞ = −0.989505(17), with a diago-
nal χ2/d.o.f. = 985/939. We have fixed in the fit the
value ν = 0.7117(5). [20, 21]. The really small error bar
of the ν exponent has not a measurable effect in the final
error bar of z.
To finish the analysis of the energy, we have also
checked corrections to scaling for this observable and we
have found that the exponent ωeff = 2 × 0.78 describes
very well the numerical data obtaining z = 2.13(7) and
e∞ = −0.989525(22) with χ2/d.o.f = 980/947.
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FIG. 5: (color online) Equilibrium correlation function at crit-
icality for a L = 128 lattice. The continuous line is a fit to
Eq. (16) with η = 0.026.
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FIG. 6: (color online) We show the difference of energies,
∆e(t) for three pairs of lattice sizes as a function of time:
eL=250 − eL=200, eL=250 − eL=160 and eL=250 − eL=128. The
zero value has been marked with a horizontal line. Notice
that the L = 250 data are asymptotic (as compared with
those of L = 200) for t < 48000 (the data are at one standard
deviation of 0).
IV. CONCLUSIONS
We have computed the dynamic critical exponent of
the three-dimensional Heisenberg model by studying the
scaling properties of the dynamic correlation length com-
puted via the correlation function in the off-equilibrium
regime. We have obtained z = 2.041(16). In addition we
have computed z = 2.034(22) by analyzing the energy as
a function of time, finding a very good agreement with
the value computed using ξ(t).
Moreover, we have checked the consistency of the com-
puted critical exponents at equilibrium with the out of
equilibrium data. We have found a very good agreement
for the η exponent. And the (equilibrium) value of ν
−1
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FIG. 7: (color online) Behavior of the energy e(t) at the crit-
ical point for the L = 250 run. We draw also the fit in order
to extract the ratio (d − 1/ν)/z with d = 3, ν = 0.7117(5)
fixed getting z = 2.034(22).
provides us, by monitoring the energy, with a compatible
dynamic exponent (z = 2.034(22)) with that computed
with the correlation length (z = 2.041(16)).
Furthermore, our value of z has improved the statis-
tical precision of that computed in numerical simula-
tions performed at equilibrium in relatively small lattices
(L ≤ 24). [5] Our computed value matches very well with
that obtained in experiments and with the exponent com-
puted using field theoretical techniques [4], although in
this framework it is very difficult to assign an uncertainty
to the computed value.
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Appendix A: Details of the numerical simulations
and GPU parallel implementation
We have simulated the Heisenberg model using the
Metropolis Algorithm on CPUs and GPUs (see Table I).
We have simulated L = 128, 160, 200 and 250 for more
than 10000 random initial conditions. The GPU code
has been programmed in CUDA C [28]. The original
C code which simulates the Heisenberg model has been
parallelized in three parts:
6TABLE I: Hardware features of the CPUs and GPUs.
CPU/GPU CPU Intel GPU Geforce GPU Tesla
model Core i7 GTX 1080 G1 K80
Cores 20 2560 4992
Core clock 2.26 GHz 1.86 GHz 0.88 GHz
Total memory 24 GB 8 GB 24 GB
Memory - - 480 GB/s
bandwidth
1. Computation of the nearest neighbors of each spin:
the C code has a loop which goes sequentially
through all the spins one by one. However, in the
GPU code each spin has associated an execution
thread and all the nearest neighbors of every spin
are computed at once.
2. Metropolis Algorithm: in the sequential C code we
can find several loops in the Metropolis part. So,
the parallel GPU code reduces meaningfully the ex-
ecution time especially in large systems (L ∼ 200).
Moreover, the lattice has been divided using a
checkboard scheme (Fig. 8) [29]. In this way, the
Metropolis algorithm has been executed first of all
in the “white” spins and after that in the “black”
ones.
3. Random numbers: to have high quality random
numbers is mandatory in Computational Physics.
Initially, we have used the CURAND random num-
bers which are part of the CUDA C distribution
[28]. The problems with the CURAND random
numbers have appeared when we have performed
long simulations using a huge quantity of random
numbers. To avoid these problems we have used
Congruential Random Numbers [33].
Making use of the GPU Tesla K80 we have achieved a
speedup of 22 which represents an important reduction
of the execution time.
Appendix B: Details of the analysis of the
computation of the correlation length
We will describe the different steps we have followed
in order to compute ξ(t) and its associated exponent
z [13, 14, 30, 31]. The important point of this approach
is to avoid the use of the full covariance matrix since this
matrix is frequently singular (see for example [30, 32]).
Thus, the used procedure is the following:
1. We compute using the jackknife method over the
set of the initial conditions, the statistical error of
C(r, t), denoted as σ[C(Λ, t)].
2. To compute Ik we introduce a cutoff to have a good
control of the signal to noise ratio of C(r, t) for large
values of r (see also Fig. 3).
FIG. 8: (color online) Division of the three dimensional lattice
using a checkboard scheme.
• We compute the cutoff Λ using the condition
σ[C(Λ, t)] = 4C(Λ, t).
• For a fixed t and rmin < r < Λ we fit the cor-
relation function to the functional form given
by
C(r, t) =
a1
ra2
exp(−a3ra4) . (B1)
with rmin is the minimum value of r which pro-
vided, for C(r, t), a good fit (e.g. χ2/d.o.f. ∼
1) to Eq.(B1). In Fig. 9 we report the de-
pendence of the exponents a2 and a4 with the
Monte Carlo time. Notice that a2 converges
to the equilibrium value (see Eq. (6)) given
by 1 + η = 1.0378 and a4 ' 1.8.
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FIG. 9: (color online) Behavior of the exponents a2 and a4
as a function of time for L = 200. The horizontal line is the
equilibrium theoretical expectation for a2, namely 1 + η =
1.0378.
7• We compute the integral in Eq. (7) using the
numerical values of the correlation C(r, t) for
r < Λ and using the values provides by the fit
(Eq. (B1)) for Λ < r < L/2.
• Using the previous procedure, we compute the
statistical error of ξ(t) using again the jack-
knife method over the set of the initial condi-
tions. The time interval for the fit is decided
by imposing a diagonal χ2/d.o.f ∼ 1.
• The jackknifed ξ’s are used to compute the
jackknifed values of z and this allows us to
compute the statistical error of the dynamic
critical exponent using the standard devia-
tion in the jackknife method. Notice that for
extracting z on each jackknife block, we use
the diagonal covariance matrix. However, the
jackknife procedure reproduces with high ac-
curacy the effect of the correlations among the
different times.
Notice that the diagonal χ2/d.o.f. has not a rigor-
ous interpretation as that of the full (non diagonal)
one. One can show (see the detailed analysis of
this procedure carried out in section B.3.3.1 of Ref.
[30]) that the diagonal χ2/d.o.f. behaves as if there
were a small number of degrees of freedom, hence,
one can not compute confident limits as usual.
Finally, in Ref. [15] was shown that the error bars
are essentially equal (using this jackknife proce-
dure, neglecting the correlations among the data)
to those obtained taking into account all the sta-
tistical correlations among the data.
[1] P. C. Hohenberg and B. I. Halperin, Rev. Mod. Phys. 49,
435 (1977).
[2] R. Folk and G. Moser, J. Phys. A 39, R207 (2006).
[3] U. Tau¨ber, Critical Dynamics: A Field Theory Approach
to Equilibrium and Non-Equilibrium Scaling Behavior,
Cambridge University Press, 2017.
[4] N. V. Antonov and A. N. Vasilev, Theor. Math. Phys.
60, 671 (1984).
[5] P. Peczak and D. P. Landau, Phys. Rev. B47, 14260
(1993).
[6] L. Chow, C. Hohenemser and R. M. Sutter. Phys. Rev.
Lett. 45, 908 (1980).
[7] C. Hohenemser, L. Chow and R. M. Sutter. Phys. Rev.
B 26, 5056 (1983).
[8] R. A. Dunlap, A. M. Gotlieb, Phys. Rev. B 22, 3422
(1980).
[9] H. G. Bohn, A. Kollmar and W. Zinn, Phys. Rev. B 30,
6404 (1984).
[10] A. Pelissetto and E. Vicari, Phys. Rev. E 93, 032141
(2016).
[11] G. Parisi, F. Ricci-Tersenghi and J. J. Ruiz-Lorenzo,
Phys. Rev. E 60, 5198 (1999).
[12] M. Hasenbusch, A. Pelissetto and E. Vicari, J. Stat.
Mech.: Theory and Experiment, P11009 (2007).
[13] F. Belletti, M. Cotallo, A. Cruz, L. A. Fernandez, A.
Gordillo-Guerrero, M. Guidetti, A. Maiorano, F. Manto-
vani, E. Marinari, V. Martn-Mayor, A. M. Sudupe, D.
Navarro, G. Parisi, S. Perez-Gaviro, J. J. Ruiz-Lorenzo,
S. F. Schifano, D. Sciretti, A. Tarancon, R. Tripiccione, J.
L. Velasco, and D. Yllanes (Janus Collaboration), Phys.
Rev. Lett. 101, 157201 (2008), arXiv:0804.1471.
[14] F. Belletti, A. Cruz, L. A. Fernandez, A. Gordillo-
Guerrero, M. Guidetti, A. Maiorano, F. Mantovani,
E. Marinari, V. Martn-Mayor, J. Monforte, A. Muoz
Sudupe, D. Navarro, G. Parisi, S. Perez-Gaviro, J. J.
Ruiz-Lorenzo, S. F. Schifano, D. Sciretti, A. Tarancon,
R. Tripiccione, and D. Yllanes (Janus Collaboration), J.
Stat. Phys. 135, 1121 (2009), arXiv:0811.2864.
[15] M. Lulli, G. Parisi and A. Pelissetto, Phys. Rev. E 93,
032126 (2016).
[16] M. Baity-Jesi, E. Calore, A. Cruz, L.A. Fernandez, J.M.
Gil-Narvion, A. Gordillo-Guerrero, D. In˜iguez, A. Maio-
rano, E. Marinari, V. Martin-Mayor, J. Moreno-Gordo,
A. Mun˜oz-Sudupe, D. Navarro, G. Parisi, S. Perez-
Gaviro, F. Ricci-Tersenghi, J.J. Ruiz-Lorenzo, S.F. Schi-
fano, B. Seoane, A. Tarancon, R. Tripiccione and D. Yl-
lanes (Janus Collaboration), Phys. Rev. Lett. 120, 267203
(2018), arXiv:1803.02264.
[17] M. Baity-Jesi, E. Calore, A. Cruz, L.A. Fernandez, J.M.
Gil-Narvion, A. Gordillo-Guerrero, D. In˜iguez, A. Maio-
rano, E. Marinari, V. Martin-Mayor, J. Moreno-Gordo,
A. Mun˜oz-Sudupe, D. Navarro, G. Parisi, S. Perez-
Gaviro, F. Ricci-Tersenghi, J.J. Ruiz-Lorenzo, S.F. Schi-
fano, B. Seoane, A. Tarancon, R. Tripiccione and D. Yl-
lanes (Janus Collaboration), arXiv:1804.0756.
[18] S. Guchhait and R. Orbach, Phys. Rev. Lett., 126401
(2014).
[19] H. Garcia-Ballesteros, L. A. Fernandez, V. Martin-Mayor
and A. M. Sudupe, Phys. Lett. B 387, 125 (1996).
[20] M. Campostrini, M. Hasenbusch, A. Pelissetto, P. Rossi
and E. Vicari, Phys. Rev. B 65, 144520 (2002).
[21] M. Hasenbusch and E. Vicari, Phys. Rev. B 84,
125136(2011).
[22] D. J. Amit and V. Mart´ın Mayor, Field Theory, The
Renormalization Group and Critical Phenomena, World
Scientific Publishing, 2005.
[23] B. Efron, The jackknife, the bootstrap, and other resam-
pling plans, Society for Industrial and Applied Mathe-
matics, 1982.
[24] A. P. Young, Everything you wanted to know about
Data Analysis and Fitting but were afraid to ask,
arXiv:1210.3781.
[25] R. Guida and J. Zinn-Justin, J. Phys. A 31, 8103 (1998).
[26] M. Hasenbusch, J. Phys. A 34, 8221 (2001).
[27] A. Gordillo-Guerrero and J. J. Ruiz-Lorenzo, J. Stat.
Mech.: Theory and Experiment, P06014 (2007).
[28] NVIDIA, NVIDIA CUDA C Programming Guide,
NVIDIA, 2018.
[29] M. Lulli, M. Bernaschi and G. Parisi, Comp. Phys.
Comm. 196, 290 (2015).
8[30] D. Yllanes, Rugged Free-Energy Landscapes in Disordered
Spin Systems, Ph.D. thesis, Universidad Complutense de
Madrid (2011), arXiv:1111.0266.
[31] C. Michael, Phys. Rev. D 49, 2616 (1994).
[32] D. Seibert, Phys. Rev. D 49, 6240 (1994).
[33] D. Knuth, The art of computing programming: seminu-
merical algorithms, Volume 2, Addison Wesley, 1998.
[34] http://www.gnuplot.info/
[35] z = 2 + cη , c = 0.726 − 0.137 + O(2) , where η is
the anomalous dimension of the field (from static) and
 = 4− d, d being the dimensionality of the model.
[36] Perturbed Angular Correlations of γ ray spectroscopy.
[37] Electron Spin Resonance.
[38] The same fit performed with the help of Gnuplot [34]
(with a diagonal covariance matrix) provides a z = 2.041
with an asymptotic error of 0.001941. In order to obtain
the right statistical error, we need to divide this asymp-
totic error by
√
χ2/d.o.f. [24], obtaining the final value of
z = 2.040(2). Notice that the computed error discarding
correlations among the different times is 8 times smaller.
[39] The same fit, assuming no correlation among the different
values of the correlation function, provides an error of
0.0013, three times smaller than that obtained in our
procedure.
