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Markov Chain and Quantum-Inspired Optimization Algorithm

The transportation sector is responsible for almost one-third of energy consumption
and greenhouse gas emissions. To mitigate the above-mentioned issues, plug-in electric
vehicles (PEV) are being encouraged by governments and environmentalists to replace
internal combustion engine (ICE) vehicles, since PEVs can be charged by renewable
energy sources. Based on the predictions performed by the research organizations, the PEV
sales will surpass the ICE car sales in the next two decades. Thus, the PEV drivers will
consume a considerable portion of electricity soon.
However, the uncontrolled and simultaneous charging of PEVs can put the power
system under stress. Therefore, the charging time of PEVs needs to be optimally managed
by the system operator by introducing a variety of incentives to the drivers.
In this thesis, to consider the cooperation likelihood of drivers with the power
system operator, the drivers’ responsiveness probability is modelled with respect to the
value of incentive, the drivers’ social class (low-income, moderate income, and highincome), and the real driving routes in San Francisco, CA. Moreover, different PEV
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penetration levels (low, moderate, and high) and various PEV types (Tesla Model S, BMW
i3, and Volkswagen e-up) are considered and studied in the problem.
In this thesis, Monte Carlo Markov Chain (MCMC) is applied to estimate the hourly
probability distribution function (corresponding to the mean value and confidence band)
of state of charge (SOC) of PEV fleet.
The main goal of the thesis is to optimally manage the charging time of PEVs in
San Francisco, CA to minimize the operation cost of electrical distribution network
penetrated by the renewable energy sources. Herein, a stochastic model predictive control
(SMPC) is used in the optimization process of problem to address the variability and
uncertainty issues of PEVs’ SOC and renewables’ power. In addition, quantum-inspired
simulated annealing (QISA) algorithm is applied to solve the optimization problem.
Several sensitivity analyses are performed to study the effects of input parameters
on the output parameters of MCMC as well as the problem results.
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Chapter 1 INTRODUCTION

Plug-in electric vehicles (PEV) are publicized by the environmentalists and
governments to replace internal combustion engine (ICE) vehicles to mitigate the energy
security and environmental issues, since PEVs can be charged by the electricity generated
by the renewable energy sources. Based on the statistics, about 30% of total energy
consumption and greenhouse gas emissions in the world are concerned with the
transportation sector [1].
Governments across the world are implementing tax cut policies and many other
incentives to speed up the transition from the oil-fueled vehicles to the electric ones. Fig.
1.1 shows the map of fuel cost savings per year for a vehicle in each state of US, when
driving on the electricity instead of gas, according to PEV trade organizations [3]. As can
be seen, there is a considerable potential to minimize fuel consumption costs, though there
are considerable charge associated with charging PEVs. Reference [4] states that the
Washington D.C. residents can get a tax credit of $19,000 per vehicle, gained by taxing the
public, if they convert their vehicles’ fuel to the alternative sources including electricity.
On the other hand, because of the advancements in the battery technology, battery
prices are decreasing and PEV utilization is rapidly growing [5-6]. Fig. 1.2 illustrates the
historical and forecasted manufacturing prices of electric vehicles’ battery for the period
of 2010-2030 [6]. As is seen, the trend line is a descending curve.
The US government has installed various types of charging stations across the
country, as are shown in Fig. 1.3 [7]. Fig. 1.4. illustrates a Tesla Supercharger station in
Atlanta, GA, US [8]. Level 1 and Level 2 charging stations are the least and the most
1

available charging infrastructure in the US, respectively, and Tesla DC fast charging
stations are almost equally distributed across the country [7].

Fig. 1.1. The map of fuel cost savings per vehicle in the US ($/year) when driving on electricity
instead of gas [3]. Note: This does not include the costs due to subsidies and higher electricity
rates.

Fig. 1.2. The related forecasted trend line as well as the historical and forecasted manufacturing
prices of electric vehicles’ battery [6].
2

Fig. 1.3. The location and distribution pattern of charging stations in the US [7].

Fig. 1.4. A Tesla Supercharger station in Atlanta, GA, US [8].

Fig. 1.5 illustrates a prediction about the world sales of ICE and electric, vehicles
in the future [9]. As is seen, they have descending and ascending trends, respectively, and
it is predicted that PEV sales will surpass the ICE car sales by 2039 [9]. In addition, Fig.
1.6 shows the past and current sales of oil-fueled and electric vehicles as well as a
prediction about their future sales [5]. As is forecasted by this reference, the electric
3

vehicles sales will surpass the gasoline and diesel cars by 2038. Therefore, the PEV drivers,
as the new electricity customers, will consume a considerable portion of electricity in the
near future.

Fig. 1.5. The world PEV and ICE vehicles sales [9].

Fig. 1.6. The past, current, and a prediction about the oil-fuelled and electric vehicles sales [5].

Nonetheless, this opportunity might be changed to a risk for the electric power
systems and put them under stress if charging time of PEVs is not optimally managed by
the system operator. In other words, if the drivers decide to simultaneously charge or
discharge their vehicles, the electrical feeders and generation system may not be able to
4

carry such a high power and supply the required electrical energy, respectively. Therefore,
the system operators need to optimally manage the PEV fleet, by introducing a variety of
incentives to the drivers, and make profit for themselves and even for the drivers. In this
regard, modelling the drivers’ behaviour is necessary. In other words, predicting the
reaction and the responsiveness probability of drivers can help the system operator
minimize the uncertainty of problem results and mitigate the investment risk.
In this thesis, the drivers’ responsiveness probability, to cooperate with the system
operator, is modelled with respect to the value of incentive, the drivers’ social class (lowincome, moderate income, and high-income), and the driving routes in San Francisco.
Herein, different PEV penetration levels (low, moderate, and high) are considered and the
performance of several popular PEVs namely Tesla Model S, BMW i3, and Volkswagen
e-up are investigated in the problem.
The state of charge (SOC) of PEVs is a key factor that can affect the drivers'
behavior in terms of their charging time. In previous studies, that is, references [10-18], the
SOC of PEV fleet has been considered as the given data or directly calculated using some
deterministic parameters. In this thesis, Monte Carlo Markov Chain (MCMC) is applied to
estimate the probability distribution function (corresponding to the mean value and
confidence band) of SOC of PEV fleet at each hour of the day.
The primary dataset used in this thesis includes the real temporal longitude and
latitude of driving routes in San Francisco that have been recorded in every four-minute
interval of the day. Herein, the vehicles’ position dataset is converted to the hourly
distances travelled by the drivers. After that, the hourly SOC of each PEV is determined
considering its technical characteristics including initial SOC, electricity consumption
index, and battery’s capacity. Next, the hourly SOC of PEVs are applied as the main dataset
5

in the MCMC to estimate the probability distribution function of hourly SOC of PEV fleet
in the day.
Planning and operation problems of PEVs have been investigated in several studies
[10-18]. In [10], the optimal operation of PEVs in an electrical distribution system have
been studied. The planning and operation problems of PEV parking lots have been
investigated from the electric generation company’s (GENCO) and electric distribution
company’s (DISCO) viewpoints in reference [11]. In [12], the optimal value of power
factor of solar parking lots has been investigated after optimally allocating and sizing them
in an electrical distribution grid. In [13], the optimal value of incentive for the PEV drivers
has been studied to minimize the operation cost of a generation system. In [14], the profit
maximization of a charging station has been studied. In [15], the PEVs’ load management
problem has been solved to provide some ancillary services. The energy management
problem of PEVs has been investigated in [16]. In [17-18], the charging management
problem of PEVs in a day-ahead energy market has been solved.
However, in the above-mentioned studies, the real vehicles’ mobility, driving
routes, and geographical features of area of San Francisco, CA have not been studied.
Moreover, in [14-18], the social and geographical aspects of drivers’ behavior have not
been modelled. In addition, this thesis is the first study that estimates the hourly probability
distribution function of SOC of PEV fleet considering the real dataset.
In this thesis, the optimal fleet management of PEVs of San Francisco, CA is
studied from the local electric distribution company’s point of view to minimize the
operation cost of electrical distribution system penetrated by the renewable energy sources.
Herein, stochastic model predictive control (SMPC) is applied in the optimization process
of problem to address the variability and uncertainty issues of SOC of PEV fleet and power
6

of renewables. Herein, quantum-inspired simulated annealing (QISA) algorithm is applied
as the optimization technique. Moreover, the effects of PEVs’ type, PEV penetration level,
and drivers’ social class on the problem outputs are studied and analyzed.

7

Chapter 2 THE DATASET

Due to the lack of dataset about the mobility of PEVs, it is assumed that the PEV
drivers commute on the same driving routes of conventional vehicles’ owners. It is
reasonable that this assumption does not affect the generality of problem.
The real longitude and latitude of vehicles in San Francisco, recorded at each fourminute interval of the day [19], are the primary dataset of study. This dataset is used to
calculate the hourly distances travelled by the drivers (𝐷𝑃𝐸𝑉 ) applying the Pythagorean
𝑃𝐸𝑉 𝑃𝐸𝑉
formula, as is seen in eqn. (2.1). Herein, (𝑥𝑡𝑃𝐸𝑉 , 𝑦𝑡𝑃𝐸𝑉 ) and (𝑥𝑡−1
, 𝑦𝑡−1 ) indicate the

current and previous positions of PEV. Moreover, 𝑡 and 𝑇 are the index of time and the set
of hours of the day, respectively. In addition, 𝑒, 𝑃𝐸𝑉𝑠, and 𝑁 𝑃𝐸𝑉𝑠 are the index, set, and
total number of PEVs in the area, respectively.
Herein, to convert the longitude-latitude-based travelling distance of a vehicle to
the regular travelling distance (i.e. kilometer), one longitude degree and one latitude degree
travels are multiplied by 85.39 km and 111.03 km, respectively [20].

2

2

𝑃𝐸𝑉
𝑃𝐸𝑉
𝑃𝐸𝑉
𝑃𝐸𝑉
𝑃𝐸𝑉
𝐷𝑒,𝑡
= √((𝑥𝑒,𝑡
− 𝑥𝑒,𝑡−1
) × 85.39) + ((𝑦𝑒,𝑡
− 𝑦𝑒,𝑡−1
) × 111.03) , ∀𝑡 ∈ 𝑇, 𝑒

∈ 𝑃𝐸𝑉𝑠, 𝑇 = {1, … ,24}, 𝑃𝐸𝑉𝑠 = {1, … , 𝑁 𝑃𝐸𝑉𝑠 }

(2.1)

To calculate the hourly SOC of a PEV, its technical specifications including the
initial SOC, the electricity consumption index, and the capacity of battery are considered,
as is seen in eqn. (2.2). The hourly SOC of PEVs are applied as the main dataset in MCMC
to estimate the probability distribution function of SOC of PEV fleet at each hour of the
8

day. Herein, 𝑘𝑊ℎ𝑘𝑚 , as the electricity consumption index, is the amount of energy (kWh)
that the PEV consumes to travel about 1 km. In addition, 𝐶 𝑃𝐸𝑉 and 𝑆𝑂𝐶0𝑃𝐸𝑉 are the
capacity of battery of PEV and the initial SOC of PEV before starting its travel in the day,
respectively.

𝑡

𝑃𝐸𝑉
𝑆𝑂𝐶𝑒,𝑡

𝑘𝑊ℎ𝑘𝑚,𝑒
𝑃𝐸𝑉
𝑃𝐸𝑉
= 𝑆𝑂𝐶𝑒,0
− 100 ×
× ∑ 𝐷𝑒,𝑡
′ , ∀𝑡 ∈ 𝑇, 𝑒 ∈ 𝑃𝐸𝑉𝑠
𝐶𝑒𝑃𝐸𝑉
′

(2.2)

𝑡 =1

Figs. 2.1 and 2.2 show the hourly driving routes of PEV 1 and PEV 100 around a
parking lot and electrical distribution system during the day in San Francisco, CA. As can
be seen, the vehicles travel different distances at each hour of the day and have different
hourly distances from the parking lot. Moreover, Fig. 2.3 geographically illustrates the
temporal location of 100 PEVs in San Francisco, CA at 13:00.

Fig. 2.1. The hourly route of PEV 1 during the day in San Francisco, CA around the system. The
black circle indicates the location of parking lot.
9

Fig. 2.2. The hourly route of PEV 100 during the day in San Francisco, CA around the system.
The black circle indicates the location of parking lot.

10

Fig. 2.3. The geographical location of 100 PEVs at 13:00 in San Francisco, CA around the
electrical distribution system under study.

11

The hourly distances (km) travelled by the 100 PEVs during the day are calculated
using (2.1) and shown in Fig. 2.4. Fig. 2.5 exhibits the technical specifications of some
popular PEV brands [21]. Fig. 2.6 illustrates the hourly SOC of PEVs (in percent) during
the day calculated using (2.2) and considering 𝑆𝑂𝐶0𝑃𝐸𝑉 = 100%. As can be seen, each
PEV has a unique hourly SOC pattern. Herein, each SOC has a descending trend, since the
PEVs move and consume energy. Moreover, the SOC level of some PEVs remains constant
at some periods of the day, due to their stationary status.

Fig. 2.4. The hourly distances (km) travelled by the 100 PEVs during the day in San Francisco,
CA.

12

Fig. 2.5. The technical specifications of some popular PEV brands [21].

Fig. 2.6. The hourly SOC pattern (%) of 100 PEVs during the day.
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Chapter 3 MONTE CARLO MARKOV CHAIN AS THE METHOD OF
ANALYSIS

3.1 Introduction
MCMC, as the specific type of stochastic process, is a powerful method to analyze
the scientific dataset and determine the probability distribution function of model
parameters, by repeatedly applying the dataset.
MCMC

methods

are

approximations of multi-dimensional

primarily
integrals

used

for

in Bayesian

calculating numerical
statistics, computational

physics, computational biology, and computational linguistics. In Bayesian statistics, the
recent development of MCMC methods has been a key step in making it possible to
compute large hierarchical models that require integrations over hundreds or even
thousands of unknown parameters.
MCMC

methods

create

samples

from

a

possibly

multi-dimensional

continuous random variable, with probability density proportional to a known function.
These samples can be used to evaluate an integral over that variable, as its expected
value or variance. Practically, an ensemble of chains is generally developed, starting from
a set of points arbitrarily chosen and sufficiently distant from each other. These chains
are stochastic processes of "walkers" that randomly move around according to an
algorithm.
MCMC uses a model with some adjustable model parameters (𝜃1 , … , 𝜃𝑚 ) as well
as a proposal distribution function to evaluate the likelihood (ℒ(𝜃)) of set of model
parameters to determine the probability distribution function of each model parameter
14

(posterior distribution function). Herein, 𝑚 indicates the total number of model
parameters.
The most common proposal distribution function is a uniform distribution function
with a fixed width around the current value of model parameter. More information about
Markov Chain, MCMC, and stochastic process have been presented in [22-23]. In this
study, MCMC is applied to analyze the mobility of vehicles in San Francisco.

3.2 The mathematical formulation and description of MCMC
0
In the beginning, the initial value of set of model parameters ( 𝜃10 , … , 𝜃𝑚
) is
𝑛
randomly chosen. Next, the likelihood of current set of model parameters (ℒ(𝜃1𝑛 , … , 𝜃𝑚
))

is determined using (3.1), where 𝑛 is the index of iteration of MCMC. In eqn. (3.1), 𝑖, 𝑁,
𝑛)
𝑥, 𝑦, 𝜎 2 , 𝑌 𝑛 (𝑥 , 𝜃1𝑛 , … , 𝜃𝑚
indicate the index of dataset, the size of dataset (total number

of sample data), the independent variable of dataset, the dependent variable of dataset, the
variance of dependent variable of dataset, and the current value of dependent variable of
model, respectively.
The likelihood of a current set of model parameters can be simplified, as is shown
in eqn. (3.2). Herein, the Chi-squared variable (𝒳 2 ) is defined as (3.3), thus the likelihood
is simplified as (3.4). More information about Chi-squared variable can be found in [2425].

𝑁
𝑛)
ℒ(𝜃1𝑛 , … , 𝜃𝑚
=∏
𝑖=1

1

𝑒

−

𝑛 ))
(𝑦𝑖 −𝑌𝑖𝑛 (𝑥𝑖 ,𝜃1𝑛 ,…,𝜃𝑚

2𝜎𝑖2

√2𝜋𝜎𝑖2
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2

(3.1)

𝑁
𝑛)
ℒ(𝜃1𝑛 , … , 𝜃𝑚
=

∏

1

𝑒

− ∑𝑁
𝑖=1

𝑛 ))
(𝑦𝑖 −𝑌𝑖𝑛 (𝑥𝑖 ,𝜃1𝑛 ,…,𝜃𝑚

2

2𝜎𝑖2

(3.2)

𝑖=1 √2𝜋𝜎 2
𝑖 )
(

𝑁

𝑛)
𝒳 2 (𝜃1𝑛 , … , 𝜃𝑚

2

𝑛)
𝑦𝑖 − 𝑌𝑖𝑛 (𝑥𝑖 , 𝜃1𝑛 , … , 𝜃𝑚
= ∑(
)
𝜎𝑖

(3.3)

𝑖=1

𝑁
𝑛
ℒ(𝜃1𝑛 , … , 𝜃𝑚
)

=

∏
(

𝑖=1

1

𝑒

−

𝑛)
𝒳 2 (𝜃1𝑛 ,…,𝜃𝑚
2

(3.4)

√2𝜋𝜎𝑖2
)

𝑛+1
𝑛+1
Then, a candidate set for the model parameters (𝜃̃
, … , 𝜃̃
𝑚 ), as the next link, is
1

randomly chosen using the proposal distribution function, and its likelihood
𝑛+1
𝑛+1
(ℒ(𝜃̃
, … , 𝜃̃
𝑚 )) is determined.
1

Afterward, the acceptance or rejection of candidate set of model parameters is
specified using (3.5)-(3.6). As can be seen, if the ratio of likelihood of candidate set to the
̃
𝑛+1

̃
𝑛+1

ℒ(𝜃1 ,…,𝜃𝑚 )
𝑛
𝑛+1
𝑛+1
𝑛
likelihood of current set, that is, 𝛼(𝜃̃
, … , 𝜃̃
𝑚 ; 𝜃1 , … , 𝜃𝑚 ) = ℒ(𝜃𝑛 ,…,𝜃𝑛 ) , is larger
1
1

𝑚

𝑛+1
𝑛+1
than one, the candidate set (𝜃̃
, … , 𝜃̃
𝑚 ) is accepted as the new link. Moreover, the
1

candidate set of model parameters has a chance to be accepted as the new link if
𝑛
𝑛+1
𝑛+1
𝑛
𝛼(𝜃̃
, … , 𝜃̃
𝑚 ; 𝜃1 , … , 𝜃𝑚 ) is smaller than one, but larger than a random number between
1

zero and one (𝑟𝑎𝑛𝑑[0,1)). Otherwise, the candidate set of model parameters is rejected,
the MCMC does not move from its current set to the new one, and just the same set is
repeated for the next link of MCMC. This procedure is repeated for a large number of
iterations until the satisfactory results are achieved.
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𝐴𝑐𝑐𝑒𝑝𝑡𝑎𝑛𝑐𝑒
Decsion = 𝐴𝑐𝑐𝑒𝑝𝑡𝑎𝑛𝑐𝑒
{

𝑅𝑒𝑗𝑒𝑐𝑡𝑖𝑜𝑛

𝑛
𝑛+1
𝑛+1
𝑛
𝛼(𝜃̃
, … , 𝜃̃
𝑚 ; 𝜃1 , … , 𝜃𝑚 ) > 1
1
𝑛+1
𝑛+1
𝑟𝑎𝑛𝑑[0,1) < 𝛼(𝜃̃
, … , 𝜃̃
; 𝜃𝑛, … , 𝜃𝑛 ) < 1
1

𝑚

1

𝑚

(3.5)

𝑛
𝑛+1
𝑛+1
𝑛
𝛼(𝜃̃
, … , 𝜃̃
𝑚 ; 𝜃1 , … , 𝜃𝑚 ) < 𝑟𝑎𝑛𝑑[0,1)
1

𝑛
𝑛+1
𝑛+1
𝑛
𝛼(𝜃̃
, … , 𝜃̃
𝑚 ; 𝜃1 , … , 𝜃𝑚 ) = 𝑒
1

𝑛+1 ,…,𝜃̃
𝑛+1
𝑛
2 𝑛
𝒳 2 (𝜃̃
𝑚 )−𝒳 (𝜃1 ,…,𝜃𝑚 )
1
)
−(
2

(3.6)

3.3 Base case simulation
Table 3.1 presents the value of problem parameters. As can be seen, the total
number of iterations of MCMC (𝑁 𝐼𝑡𝑒𝑟 ), the number of model parameters (𝑚), the initial
value of model parameter (𝜃 0 ) as the mean value, the maximum variation of model
parameter (𝐷𝑒𝑙𝑡𝑎_𝜃), the initial SOC of PEVs (𝑆𝑂𝐶0𝑃𝐸𝑉 ), the type of PEVs, the capacity of
battery of PEVs (𝐶 𝑃𝐸𝑉 ), and the electricity consumption index of PEVs (𝑘𝑊ℎ𝑘𝑚 ) are
4,000, 1, 78, 10, 100%, BMW i3, 30 kWh, 0.2308 kWh/km, respectively.
Table 3.1. The value of problem parameters.
Parameter Value Parameter
Value
𝑃𝐸𝑉
𝐼𝑡𝑒𝑟
4,000 𝑆𝑂𝐶0
100%
𝑁
1
PEV type
BMW i3
𝑚
0
𝑃𝐸𝑉
78
30 kWh
𝜃
𝐶
𝐷𝑒𝑙𝑡𝑎_𝜃
10
𝑘𝑊ℎ𝑘𝑚
0.2308 kWh/km

Figs. 3.1-3.4 illustrate the MCMC simulation outcomes. Fig. 3.1 shows the
histogram of dataset (SOC of PEVs), the value of model parameter in each iteration of
MCMC, the histogram of model parameter and its estimated posterior distribution function,
and the acceptance rate of MCMC (%) calculated up to each iteration for the 17th hour of
the day considering 𝑁 𝐼𝑡𝑒𝑟 = 4000, 𝜃 0 = 78, and 𝐷𝑒𝑙𝑡𝑎_𝜃 = 10.
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As can be seen in Fig. 3.1 (b), the value of model parameter fluctuates in a specific
range. The histogram of model parameter and its posterior distribution function, which is
assigned by MATLAB, is displayed in Fig. 3.1 (c). As can be seen, the distribution function
is approximately fitted with a Gaussian distribution function with the mean and standard
deviation of 77.4 and 4.4, respectively.
Fig. 3.1 (d) exhibits the acceptance rate (%) of new link of MCMC, which is
calculated up to each iteration. To plot this graph, at each iteration of MCMC, the total
number of accepted links are divided by the number of iterations and multiplied with 100
to present it in percent. Furthermore, the acceptance rate has been magnified in Fig. 3.2 to
demonstrate more details. As can be noticed, there are several instant oscillations in the
acceptance rate for the first 100 iterations; however, it approaches 85% after that and
remains almost constant until the end of MCMC simulation.
Fig. 3.3 shows the mean and one-sigma confidence band of SOC of PEV fleet (%)
at each hour of the day, extracted from the hourly estimated posterior distribution function
of model parameter. The graph indicates that the mean and standard deviation of SOC of
PEV fleet are decreasing and increasing, respectively. This plot can be applied in the
drivers’ behavioral modeling, since the SOC of PEVs is a factor that can affect the
responsiveness probability of drivers, regarding their cooperation with the power system
operators or PEV aggregators. On the other hand, this plot presents an estimate about the
hourly SOC of PEV fleet with a confidence band that can be applied for the power load
forecasting.
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Fig. 3.1. Applying MCMC for the 17th hour considering 𝑁 𝐼𝑡𝑒𝑟 = 4000, 𝜃 0 = 78, and
𝐷𝑒𝑙𝑡𝑎_𝜃 = 10. (a) The histogram of dataset. (b) The value of model parameter in each iteration
of MCMC. (c) The histogram of model parameter and its estimated posterior distribution
function. (d) The acceptance rate (%) of new link of MCMC calculated up to each iteration.
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Fig. 3.2. The acceptance rate graph of MCMC (%) magnified to show more details.

Fig. 3.3. The mean and one-sigma confidence band of hourly SOC of PEV fleet (%) without and
with application of MCMC.
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3.4 Studying the effect of MCMC parameters on its outputs
3.4.1 Initial value of model parameter
The original initial amount of model parameter (𝜃 0 ) was about 78 (See Section
IV.A). In this part, the MCMC is executed considering 20 as its value. As can be seen in
Figs. 3.4 (b), because of initiating the MCMC with the above-mentioned value, a burn-in
process is made, which is not desirable. As can be seen in Fig. 3.4 (c), the burn-in process
negatively affects and misshape the histogram and the estimated posterior distribution
function of model parameter. Moreover, as can be seen in Fig. 3.4 (d), it reduces the
acceptance rate of new link of MCMC. Therefore, the links created during the burn-in
process, needs to be removed.

3.4.2 Total number of iterations of MCMC
In this part, the MCMC is run for a small and large number of iterations of MCMC
(𝑁 𝐼𝑡𝑒𝑟 = 400 𝑎𝑛𝑑 40000), illustrated in Figs. 3.5 and 3.6, respectively. The original value
for the number of iterations of MCMC was 4,000. As can be seen in Fig. 3.5, due to the
lack of iterations for the MCMC, it is sparse (See Fig. 3.5 (b)) and does not have enough
links to build the histogram and posterior distribution function of model parameter (See
Fig. 3.5 (c)).
However, as can be seen in Fig. 3.6 (b), the MCMC with the large number of
iterations generates an exact histogram and posterior distribution function for the model
parameter. Nonetheless, considering a large number of iterations for the MCMC causes a
delay. Table 3.2 presents the MCMC execution time (in second) for the small, original, and
large number of iterations using a personal computer with 12-GB RAM.
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Table 3.2. The MCMC execution time (second) for the small, original, and large number of
iterations.
The total number of iterations of MCMC (𝑁 𝐼𝑡𝑒𝑟 )
Small (400) Base case (4,000) Large (40,000)
MCMC execution
0.05
0.14
0.79
time (second)

3.4.3 Maximum variation of model parameter
Figs. 3.7 and 3.8 show the MCMC simulation results for the small and large
variation of model parameter, that is, 2 and 50, respectively. As can be seen in Section
IV.A, the original value of maximum variation of model parameter was about 10.
As can be seen in Fig. 3.7 (c), the MCMC with the small variation of model
parameter ( 𝐷𝑒𝑙𝑡𝑎_𝜃 = 2 ) does not result in the appropriate histogram and posterior
distribution function of model parameter. In addition, in this case, the acceptance rate of
new links of MCMC increases.
The MCMC simulation results for the large variation of model parameter
(𝐷𝑒𝑙𝑡𝑎_𝜃 = 50) are displayed in Fig. 3.8. As is observed in Fig. 3.8 (b), the graph is sparse,
since the model parameter with a larger variation has less likelihood and less probability
to be accepted. This reality is approved by Fig. 3.8 (d), where the average acceptance rate
of MCMC drops to about 30%. As can be seen in Fig. 3.8 (c), the MCMC simulation results
for the large variation of model parameter are not satisfactory, since the MCMC does not
generate a favourable histogram and posterior distribution function for the model
parameter.
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Fig. 3.4. Applying MCMC for the 17th hour considering 𝑁 𝐼𝑡𝑒𝑟 = 4000, 𝜃 0 = 20, and
𝐷𝑒𝑙𝑡𝑎_𝜃 = 10. (a) The histogram of dataset. (b) The value of model parameter in each iteration
of MCMC. (c) The histogram of model parameter and its estimated posterior distribution
function. (d) The acceptance rate (%) of new link of MCMC calculated up to each iteration.
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Fig. 3.5. Applying MCMC for the 17th hour considering 𝑁 𝐼𝑡𝑒𝑟 = 400, 𝜃 0 = 78, and 𝐷𝑒𝑙𝑡𝑎_𝜃 =
10. (a) The histogram of dataset. (b) The value of model parameter in each iteration of MCMC.
(c) The histogram of model parameter and its estimated posterior distribution function. (d) The
acceptance rate (%) of new link of MCMC calculated up to each iteration.
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Fig. 3.6. Applying MCMC for the 17th hour considering 𝑁 𝐼𝑡𝑒𝑟 = 40000, 𝜃 0 = 78, and
𝐷𝑒𝑙𝑡𝑎_𝜃 = 10. (a) The histogram of dataset. (b) The value of model parameter in each iteration
of MCMC. (c) The histogram of model parameter and its estimated posterior distribution
function. (d) The acceptance rate (%) of new link of MCMC calculated up to each iteration.
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Fig. 3.7. Applying MCMC for the 17th hour considering 𝑁 𝐼𝑡𝑒𝑟 = 4000, 𝜃 0 = 78, and
𝐷𝑒𝑙𝑡𝑎_𝜃 = 2. (a) The histogram of dataset. (b) The value of model parameter in each iteration
of MCMC. (c) The histogram of model parameter and its estimated posterior distribution
function. (d) The acceptance rate (%) of new link of MCMC calculated up to each iteration.
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Fig. 3.8. Applying MCMC for the 17th hour considering 𝑁 𝐼𝑡𝑒𝑟 = 4000, 𝜃 0 = 78, and
𝐷𝑒𝑙𝑡𝑎_𝜃 = 50. (a) The histogram of dataset. (b) The value of model parameter in each iteration
of MCMC. (c) The histogram of model parameter and its estimated posterior distribution
function. (d) The acceptance rate (%) of new link of MCMC calculated up to each iteration.
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Chapter 4 MODELING THE GEOGRAPHICAL AND SOCIAL ASPECTS
OF PROBLEM

To provide the V2G service at the parking lot, the drivers’ responsiveness
probability is modelled with respect to the value of incentive, his/her distance from the
parking lot, and his/her social class (low-income, moderate-income, and high-income). The
detailed description about the geographical and social aspects modeling can be found in
[10-11]. Fig. 4.1 graphically shows the responsiveness probability of a driver, belonging
to the above-mentioned social classes, for the incentive and distance ranges of 0%-100%
and 0-3 km, respectively.

Fig. 4.1. The responsiveness probability of a low-income driver with respect to the value of
incentive and his/her distance from the parking lot for the incentive range of 0%-100% and
distance range of 0-3 km.
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Fig. 4.2. The responsiveness probability of a moderate-income driver with respect to the value of
incentive and his/her distance from the parking lot for the incentive range of 0%-100% and
distance range of 0-3 km.

29

Fig. 4.3. The responsiveness probability of a high-income driver with respect to the value of
incentive and his/her distance from the parking lot for the incentive range of 0%-100% and
distance range of 0-3 km.
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Chapter 5 QUANTUM-INSPIRED OPTIMIZATION ALGORITHM

5.1 Introduction
In this study, quantum computation concept is applied in the simulated annealing
(SA) algorithm to design the quantum-inspired SA (QISA) algorithm and solve the
optimization problem [12], [26]. In other words, the uncertainty of quantum states that
causes quantum parallelism and entanglement are considered in the binary variables of
optimization problem.
SA is a probabilistic and metaheuristic optimization technique that can find the
nearly global optimal solution even when the problem is a nonconvex problem and includes
many local optimal solutions. “Annealing” refers to an analogy with thermodynamics,
specifically with the way that a metal cools and anneals. The name and inspiration are
concerned with the annealing in metallurgy, a technique involving heating and controlled
cooling of a metal to increase the size of its crystals and reduce their defects. The way that
a metal is cooled and heated can affect its thermodynamic free energy (internal energy of
molten metal).
The simulation of annealing is generally used by the mathematicians to find an
approximation of a global optimal solution of a problem with a large number of discrete
and continues variables. The notion of gradually cooling of a metal is interpreted as a slow
decrease in the probability of accepting worse solutions as the solution space is explored.
Accepting worse solutions is a fundamental property of metaheuristic optimization
algorithms, since it allows for a more extensive search of global optimal solution.
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In general, SA algorithm works as follows: At each step (at each temperature of
molten metal), the algorithm randomly moves to a neighborhood solution (to a vicinity
status of molten metal) and calculates the value of objective function (measures the value
of internal energy of molten metal). If the value of objective function improves (the value
of internal energy of molten metal decreases), the new solution (the new status of molten
metal) is accepted; otherwise, it is accepted only with a probability proportional to the
amount of improvement of objective function and the temperature of molten metal. During
the optimization procedure (annealing the molten metal), as the temperature is
progressively decreased from an initially high amount to zero and the molten metal is
cooled, the acceptance probability of worse cases decreases.

5.2 Quantum-inspired simulated annealing algorithm
A classical bit can be either “0” or “1”, while in quantum computation, a quantum
bit (q-bit) is applied which is a linear superposition of both states [27], as can be seen in
eqn. (5.1). However, when a q-bit is observed, it collapses to one determined state with a
certain probability. Herein, |0⟩ and |1⟩ represent the states of “0” and “1”, respectively.
Moreover, 𝛼 and 𝛽 represent the square root of probability amplitudes that the q-bit will
be observed in “0” and “1” states, respectively, with respect to (5.2).

|𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩

(5.1)

(𝛼)2 + (𝛽)2 = 1

(5.2)
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In this study, the problem variables include the value of incentive at each time step
(hour) of optimization time horizon, that is, 𝑡 + 1, ⋯ , 𝑡 + 𝑁 𝜏 . Herein, four q-bits are
applied to change the decimal value of incentive to the binary one, since the decimal value
of incentive is altered from 0% to 100% with a 10%-step change. In other words, since the
decimal value of incentive will take 11 different values, it can be modelled using four
binary digits because of 23 < 11 < 24 .
Eq. (5.3) presents the problem variables that are indicated by the q-bits vector
(𝑉 𝑞−𝑏𝑖𝑡𝑠 ). This vector includes just the square root of probability amplitude that the q-bit
will be observed in “0” state. However, in each stage of optimization process, the value of
𝛽, as the square root of probability amplitude that the q-bit will be observed in “1” state,
can be determined using (5.2). As can be seen, every four q-bits indicates the value of
incentive at each time step (hour) of optimization time horizon, and 4𝑁 𝜏 q-bits are totally
needed to model the problem variables.

𝑉 𝑞−𝑏𝑖𝑡𝑠
𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 ℎ𝑜𝑟𝑖𝑧𝑜𝑛

⏞ 𝐵𝑖𝑛𝑎𝑟𝑦 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓
= [ 𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒 𝑎𝑡 𝑡=1
⏞
𝛼1 𝛼2 𝛼3 𝛼4

𝐵𝑖𝑛𝑎𝑟𝑦 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓
𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒 𝑎𝑡 𝑡=𝑁 𝜏

𝐵𝑖𝑛𝑎𝑟𝑦 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓
𝑖𝑛𝑐𝑒𝑛𝑡𝑖𝑣𝑒 𝑎𝑡 𝑡=2

⏞
𝛼5

𝛼6

𝛼7

𝛼8

⋯

⏞
𝛼4𝑁𝜏−3

𝛼4𝑁𝜏−2

𝛼4𝑁𝜏−1

𝛼4𝑁𝜏

] (5.3)

The value of total cost of problem during the optimization time horizon is defined
as the value of internal energy of molten metal (𝜀), and then the QISA algorithm tries to
minimize the internal energy.
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5.3 Applying QISA algorithm in the problem
In the following, the steps to apply QISA algorithm in the problem are presented
and described.

Step 1: Obtaining the primary data
The controlling parameters of QISA algorithm: These parameters include the initial
temperature of molten metal (𝜃0 ), the cooling coefficient of molten metal (𝛾), the number
of iterations in each temperature (𝑁 𝐾 ), and the nonnegative parameters of heating function,
that is, 𝜔1, 𝜔2 , 𝜔3 , and 𝜔4 . More information about these parameters can be found in [12],
[26].
The parameters of system and problem: These parameters have been indicated in
Section 7.1.
Quantifying the q-bits vector: The initial value of q-bits vector is quantified as
follows:

𝛼𝑞 =

√2
, ∀𝑞 ∈ 𝑄, 𝑄 = {1, … ,4𝑁 𝜏 }
2

(5.4)

As can be seen, at the initial stage of optimization process, an equal probability
(50%) is considered for the observation of q-bits in “0” or “1” state. Herein, 𝑞, 𝑄, and 4𝑁 𝜏
are the index, set, and total number of q-bits of problem, respectively.

Step 2: Generating an acceptable solution
Applying the interim heating process [12], [26]: When the current q-bit stays in the
determined state, its observation will not change its state. Thus, an interim heating process
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is applied to make a disturbance on each q-bit before its observation [26], as is seen in eqn.
(5.5). Herein, 𝛼́ , 𝜉 , 𝜃 are the disturbed q-bit, heating function, and temperature,
respectively. In addition, 𝑘, 𝐾, and 𝑁 𝐾 are the index, set, and total number of iterations in
the given temperature, respectively.

2

2

𝛼́ 𝑞,𝑘 = √(𝛼𝑞,𝑘 ) + (0.5 − (𝛼𝑞,𝑘 ) ) × 𝜉(𝜃𝑘 ), ∀𝑞 ∈ 𝑄, ∀𝑘 ∈ 𝐾, 𝐾 = {1, … , 𝑁 𝐾 }

(5.5)

Herein, a sigmoid heating function is applied [26], as can be seen in eqn. (5.6). The
sigmoid heating function minimizes and maximizes the relationship between the observed
q-bit and the current one at the initial stages (in the high temperature) and in the final stages
(in the low temperature) to cause global and local searching, respectively. Herein, 𝜔1, 𝜔2 ,
𝜔3 , and 𝜔4 are the parameters of sigmoid heating function.
As can be noticed from eqns. (5.5) and (5.6), at the initial stages that the temperature
is high, by appropriately determining the value of 𝜔1, 𝜔2 , 𝜔3 , and 𝜔4 , the heating function
can be set to be equal to unity (the largest value) to have equal probability amplitude (50%)
for the observation of q-bits in “0” and “1” states (global searching). Moreover, in the final
stages that the temperature is low, those parameters can be adjusted to set the heating
function at almost zero (the least value) to stabilize and fix the observation probability of
q-bits in the specific states (local searching).

𝜔3

𝜉(𝜃𝑘 ) =
1+

𝜃
−𝜔 ×( 𝑘 −𝜔 )
𝑒 1 𝜃0 2

+ 𝜔4 , ∀𝑘 ∈ 𝐾
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(5.6)

Observing the q-bits: The q-bits are separately observed by comparing the
probability amplitude of each disturbed q-bit with a random number, as is shown in eqn.
(5.7). Herein, 𝑂 and 𝑅𝑎𝑛𝑑[0,1) indicate the observed q-bit and the random number
between zero and one, respectively.

𝑂𝑞,𝑘

0
={
1

2

(𝛼́ 𝑞,𝑘 ) ≥ 𝑅𝑎𝑛𝑑[0,1)
2

(𝛼́ 𝑞,𝑘 ) < 𝑅𝑎𝑛𝑑[0,1)

, ∀𝑞 ∈ 𝑄, ∀𝑘 ∈ 𝐾

(5.7)

Checking the problem constraints: All the problem constraints, presented in
Section 6.2, are checked and if they are correct, the algorithm continues; otherwise, it is
repeated form Step 2.
Determining the value of internal energy of molten metal: Herein, the value of
internal energy of molten metal of observed q-bits (𝜀 𝑂 ) is measured. As is previously
mentioned, the inverse value of total cost of problem during the optimization time horizon
is considered as the value of internal energy of molten metal.
As can be seen in eqn. (5.8), the value of internal energy of observed q-bits will be
updated if it decreases compared to the previous one; otherwise, it will be computed using
𝛺 [26], defined in eqn. (5.9). Herein, 𝑓 𝐵 is the Boltzmann function which is presented in
eqn. (5.10).

𝜀𝑂
𝜀𝑘+1 = { 𝑘
𝛺𝑘

𝜀𝑘𝑂 ≤ 𝜀𝑘
, ∀𝑘 ∈ 𝐾
𝜀𝑘𝑂 > 𝜀𝑘

(5.8)

𝜋 2
𝜋 2
𝛺𝑘 = 𝜀𝑘 × (cos (𝑓𝑘𝐵 × )) + 𝜀𝑘𝑂 × (sin (𝑓𝑘𝐵 × )) , ∀𝑘 ∈ 𝐾
2
2
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(5.9)

𝑓𝑘𝐵 =

𝜀𝑘 −𝜀𝑘𝑂
𝑒 𝜃𝑘 , ∀𝑘

∈𝐾

(5.10)

Generating the q-bits: In SA algorithm, every bit has an equal probability to change
to “0” or “1” state, while in QISA algorithm, each q-bit has a different probability of being
observed in “0” or “1” state that causes different activity levels for the q-bits.
Herein, the new q-bits are updated using (5.11), where the current q-bits rotates
onto the observed q-bits whenever 𝜀 𝑂 ≤ 𝜀 . In addition, if 𝜀 𝑂 > 𝜀 , the new q-bits are
updated by the rotation of current q-bits towards the observed ones about ∆𝜑 degree.
Herein, 𝑅𝑜𝑡 is the rotation gate which is defined in eqn. (5.12). Moreover, ∆𝜑 and 𝜑 are
presented in eqns. (5.13) and (5.14), respectively. The updating mechanism of q-bits is
graphically illustrated in Fig. 5.1.

1 − 𝑂𝑞,𝑘
]
𝑂𝑞,𝑘
𝛼́ 𝑞,𝑘+1
[́
]=
𝛼́ 𝑞,𝑘
𝛽𝑞,𝑘+1
𝑅𝑜𝑡𝑞,𝑘 × [ ́ ]
𝛽𝑞,𝑘
{
[

𝑅𝑜𝑡𝑞,𝑘 = [

𝜀𝑘𝑂 ≤ 𝜀𝑘
, ∀𝑞 ∈ 𝑄, ∀𝑘 ∈ 𝐾
𝜀𝑘𝑂

> 𝜀𝑘

cos(∆𝜑𝑞,𝑘 ) − sin(∆𝜑𝑞,𝑘 )
sin(∆𝜑𝑞,𝑘 )

(5.11)

cos(∆𝜑𝑞,𝑘 )

] , ∀𝑞 ∈ 𝑄, ∀𝑘 ∈ 𝐾

(5.12)

𝜋
∆𝜑𝑞,𝑘 = 𝑓𝑘𝐵 × ( × 𝑂𝑞,𝑘 − 𝜑𝑞,𝑘 ) , ∀𝑞 ∈ 𝑄, ∀𝑘 ∈ 𝐾
2

(5.13)

𝛽́𝑞,𝑘
𝜑𝑞,𝑘 = Arctan (
) , ∀𝑞 ∈ 𝑄, ∀𝑘 ∈ 𝐾
𝛼́ 𝑞,𝑘

(5.14)
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Step 3: Checking the number of iterations for the current temperature
If the number of iterations of algorithm at current temperature is not equal to the
predefined value (𝑁 𝐾 ), the process is repeated form Step 2; otherwise, the temperature of
molten metal is decreased using (5.15).

𝜃𝑘+1 = 𝛾 × 𝜃𝑘 , ∀𝑘 ∈ 𝐾

(5.15)

Step 4: Concluding
Checking the temperature of molten metal: The temperature of the molten metal is
checked, and if the molten metal is frozen (𝜃𝑘 ≈ 0), the optimization process is finalized;
otherwise, the process is repeated form Step 2.
Introducing the outcomes: The consequences include the optimal value of q-bits
vector, as the optimal value of problem variables (hourly value of incentive).
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Fig. 5.1. The updating scheme of q-bits. (a): Rotating towards |1⟩, (b): Rotating onto |1⟩, (c):
Rotating towards |0⟩, (d): Rotating onto |0⟩.
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Chapter 6 PROBLEM FORMULATION

6.1 Introduction
In this thesis, the problem of optimal fleet management of PEVs in San Francisco
is studied from a local electric distribution company. Minimizing total operation cost of
electrical distribution system is the goal of local distribution company. The sum of power
loss cost, energy not supplied cost, and incentive cost make up the total operation cost of
electrical distribution system. In the following, the objective function and the constraints
of problem are formulated and presented.

6.2 Objective function
The objective function is presented in eqn. (6.1). As is seen, it minimizes the
stochastic forward-looking function at the given time step (𝐹 𝑆𝐹𝐿 ). Herein, due to the
application of SMPC (to address the variability and uncertainty issues of problem
parameters), the objective function needs to include a stochastic forward-looking function,
instead of a simple utility function. More information regarding SMPC can be found in
[10] and [28].

𝑂𝐹𝑡 = 𝑚𝑖𝑛{𝐹𝑡𝑆𝐹𝐿 }, ∀𝑡 ∈ 𝑇

(6.1)

As can be seen in eqns. (6.2) and (6.3), the stochastic forward-looking function is
the expected value of forward-looking function ( 𝐹 𝐹𝐿 ). During the optimization time
horizon ( 𝑡 + 1, ⋯ , 𝑡 + 𝑁 𝜏 ), 100 scenarios ( 𝑠 ∈ {𝑆 𝑆𝑂𝐶 , 𝑆 𝑊1 , 𝑆 𝑊2 , 𝑆 𝑃𝑉1 , 𝑆 𝑃𝑉2 } ) are
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randomly chosen using Roulette Wheel Mechanism to have the most probable and diverse
scenarios [10].

𝐹𝑡𝑆𝐹𝐿 =

𝐹𝐿
𝜑𝑡,𝑠 × 𝐹𝑡,𝑠
, ∀𝑡 ∈ 𝑇

∑

(6.2)

𝑆 𝑆𝑂𝐶
𝑆 𝑊1
𝑠∈ 𝑆 𝑊2
𝑆 𝑃𝑉1
{𝑆 𝑃𝑉2 }
𝑆𝑂𝐶
𝑊1
𝑊2
𝑃𝑉1
𝑃𝑉2
𝑆𝑂𝐶
𝜑𝑡,𝑠 = 𝜑𝑡,𝑠
∈ 𝑆 𝑆𝑂𝐶 , 𝑠 𝑊1 ∈ 𝑆 𝑊1 , 𝑠 𝑊2
𝑆𝑂𝐶 × 𝜑𝑡,𝑆 𝑊1 × 𝜑𝑡,𝑆 𝑊2 × 𝜑𝑡,𝑆 𝑃𝑉1 × 𝜑𝑡,𝑆 𝑃𝑉2 , 𝑠

∈ 𝑆 𝑊2 , 𝑠 𝑃𝑉1 ∈ 𝑆 𝑃𝑉1 , 𝑠 𝑃𝑉2 ∈ 𝑆 𝑃𝑉2

(6.3)

Herein, 𝑠, 𝜑; 𝑠 𝑆𝑂𝐶 , 𝑆 𝑆𝑂𝐶 , 𝜑 𝑆𝑂𝐶 ; 𝑠 𝑊1 , 𝑆 𝑊1 , 𝜑 𝑊1 ; 𝑠 𝑊2 , 𝑆 𝑊2 , 𝜑 𝑊2 ; 𝑠 𝑃𝑉1 , 𝑆 𝑃𝑉1 ,
𝜑 𝑃𝑉1 ; 𝑠 𝑃𝑉2 , 𝑆 𝑃𝑉2 , and 𝜑 𝑃𝑉2 are the index and occurrence probability of composite
scenario; the index, set, and occurrence probability of scenarios of SOC of PEV fleet; the
index, set, and occurrence probability of scenarios of power of first wind turbine; the index,
set, and occurrence probability of scenarios of power of second wind turbine; the index,
set, and occurrence probability of scenarios of power of first PV panels; and the index, set,
and occurrence probability of scenarios of power of second PV panels.
In a scenario, at each time step of optimization time horizon, an uncertain parameter
can take one of the three values of 𝜇 − 𝜎, 𝜇, and 𝜇 + 𝜎 (concerning with the related hourly
Gaussian distribution function). These values have the occurrence probabilities of 15.9%,
34.1%, 34.1%, and 15.9%, respectively.
As is shown in eqn. (6.4), the forward-looking function is sum of the hourly value
of utility function (𝑈) during the optimization time horizon. Moreover, as is seen in eqn.
(6.5), the utility function includes the incentives paid to the drivers to motivate them to
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provide the V2G service at the parking lot (𝐶𝑜𝑠𝑡𝐼𝑁𝐶 ), the ENS cost of system (𝐶𝑜𝑠𝑡𝐸𝑁𝑆 ),
and the energy loss cost of feeder (𝐶𝑜𝑠𝑡𝐿𝑂𝑆𝑆 ).

𝑁𝜏

𝐹𝑡𝐹𝐿 = ∑ 𝑈𝑡+𝜏 , ∀𝑡 ∈ 𝑇

(6.4)

𝜏=1

𝑈𝑡 = 𝐶𝑜𝑠𝑡𝑡𝐼𝑁𝐶 + 𝐶𝑜𝑠𝑡𝑡𝐸𝑁𝑆 + 𝐶𝑜𝑠𝑡𝑡𝐿𝑂𝑆𝑆 , ∀𝑡 ∈ 𝑇

(6.5)

As can be seen in eqn. (6.6), the incentive cost depends on the amount of incentive
(percent) paid to the responsive drivers (𝛽) to provide the V2G service, the electricity price
𝑉2𝐺 ) in MW. Herein, 𝑒, 𝑃𝐸𝑉𝑠,
(𝜋 𝐸 ) in $/MWh, and the expected V2G power of a PEV (𝑃̃

and 𝑁 𝑃𝐸𝑉𝑠 are the index, set, and total number of PEVs in the area, respectively.

𝐶𝑜𝑠𝑡𝑡𝐼𝑁𝐶 = ∑
𝑒∈𝑃𝐸𝑉𝑠

𝛽𝑡
𝑉2𝐺
× 𝜋 𝐸 × 𝑃̃
𝑒,𝑡 , ∀𝑡 ∈ 𝑇, 0 ≤ 𝛽 ≤ 100
100

(6.6)

As can be seen in eqn. (6.7), the expected V2G power of a PEV is the function of
responsiveness probability of driver (𝜉 𝑆𝐶 in percent), the driver’s social class (𝑆𝐶), the
value of incentive (𝛽) in percent, the driver’s distance from the parking lot (𝛼) in km, the
rated power of PEV’s battery (𝑃𝑃𝐸𝑉 ) in kW, the efficiency of PEV’s battery for V2G power
provision (𝜂𝑃𝐸𝑉 ) in percent, the SOC of PEV (percent), and the defined depth of discharge
(DOD) in percent. Herein, 𝐿𝐼 , 𝑀𝐼 , and 𝐻𝐼 are the indices of low-income, moderateincome, and high-income drivers, respectively.
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𝑆𝐶
𝑃𝐸𝑉
𝜉𝑒,𝛼,𝛽
𝑃𝑒𝑃𝐸𝑉 𝜂𝑒𝑃𝐸𝑉
𝑆𝑂𝐶𝑒,𝑡
− 𝐷𝑂𝐷 𝑃𝐸𝑉
𝑉2𝐺
𝑃̃
=
×
×
×
(
) , ∀𝑡 ∈ 𝑇, ∀𝑒 ∈ 𝑃𝐸𝑉𝑠, 𝑆𝐶
𝑒,𝑡
100 1000 100
100

= {𝐿𝐼, 𝑀𝐼, 𝐻𝐼}, 0 ≤ 𝛽 ≤ 100, 0 ≤ 𝛼 ≤ 3 km

(6.7)

Eq. (6.8) presents the hourly amount of ENS (MWh) due to the failures occurred in
the feeder’s branches. In addition, (6.9) presents the hourly value of ENS cost of system
($). Herein, 𝜆, 𝑇 𝐹𝐿 , 𝐿𝑁𝑆 𝐹𝐿 , 𝜋 𝐶𝐷 , 𝑇 𝐹𝑅 , and 𝐿𝑁𝑆 𝐹𝑅 are the failure rate of a branch of feeder
(f/y), the failure locating duration (hour), the load not supplied during the failure locating
process (MW), the customer’s damage due to the power outage ($/MWh), the failure
repairing duration (hour), and the load not supplied during the failure repairing process
(MW), respectively.
Moreover, 𝑗 , 𝐽 , and 𝑁 𝐽 are index, set, and total number of buses of electrical
distribution system, respectively. Furthermore, 𝑐, 𝐶, 𝑅𝑒𝑠, 𝐶𝑜𝑚, and 𝐼𝑛𝑑 are the index of
an electricity consumer type, the set of electricity consumer types, and the indices of
residential, commercial, and industrial consumers, respectively.

𝐹𝐿
𝐹𝑅
𝐸𝑁𝑆𝑡 = ∑ 𝜆𝑏 × (𝑇 𝐹𝐿 ∑ 𝐿𝑁𝑆𝑗,𝑡
+ 𝑇 𝐹𝑅 ∑ 𝐿𝑁𝑆𝑗,𝑡
) , ∀𝑡 ∈ 𝑇, 𝑗 ∈ 𝐽, 𝐽
𝑏∈𝐵

𝑗∈𝐽

𝑗∈𝐽

= {1, … , 𝑁 𝐽 }

(6.8)

𝐹𝐿
𝐹𝑅
𝐶𝐷
𝐶𝐷
𝐶𝑜𝑠𝑡𝑡𝐸𝑁𝑆 = ∑ ∑ 𝜆𝑏 × [𝑇 𝐹𝐿 ∑ ∑ 𝐿𝑁𝑆𝑗,𝑐,𝑡
× 𝜋𝑐,𝑡
+ 𝑇 𝐹𝑅 ∑ ∑ 𝐿𝑁𝑆𝑗,𝑐,𝑡
× 𝜋𝑐,𝑡
] , ∀𝑡
𝑡∈𝑇 𝑏∈𝐵

𝑗∈𝐽 𝑐∈𝐶

𝑗∈𝐽 𝑐∈𝐶

∈ 𝑇, 𝐶 = {𝑅𝑒𝑠, 𝐶𝑜𝑚, 𝐼𝑛𝑑}
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(6.9)

The hourly amounts of energy loss of feeder’s branches (MWh) and energy loss
cost ($) are presented in eqns. (6.10) and (6.11), respectively. Herein, 𝑅 and |𝐼| are the
resistance of a branch (Ohm) and the magnitude of current flowing through the branch
(Ampere), respectively. Additionally, 𝑏, 𝐵, and 𝑁 𝐵 are the index, set, and total number of
branches of feeder, respectively.

2

𝐸𝑡𝐿𝑂𝑆𝑆 = 10−6 ∑ 𝑅𝑏 × |𝐼𝑏,𝑡 | , 𝐵 = {1, … , 𝑁 𝐵 }

(6.10)

𝑏∈𝐵

𝐶𝑜𝑠𝑡𝑡𝐿𝑂𝑆𝑆 = 𝐸𝑡𝐿𝑂𝑆𝑆 × 𝜋 𝐸

(6.11)

6.3 Problem constraints
The magnitude of apparent power (|𝑀𝑉𝐴 |) flowing through each branch of feeder
must be less than its thermal capacity (𝑇𝐶), as is presented in eqn. (6.12).

|𝑀𝑉𝐴𝑏 | ≤ 𝑇𝐶𝑏 , ∀𝑏 ∈ 𝐵

(6.12)

Moreover, the voltage profile of each bus (|𝑉|) of system must be within the lower
(𝑚𝑖𝑛|𝑉|) and upper bands (𝑚𝑎𝑥|𝑉|), as can be seen in eqn. (6.13).

𝑚𝑖𝑛|𝑉| ≤ |𝑉𝑗 | ≤ 𝑚𝑎𝑥|𝑉|, ∀𝑗 ∈ 𝐽

(6.13)
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Chapter 7 NUMERICAL RESULTS

7.1 The primary data of system and problem
The configuration of electrical distribution system is shown in Fig. 2.3 [28]. The
value of resistance (p.u.) and reactance (p.u.) of each branch of distribution feeder, the
value of active and reactive power demands (in MW and MVAr, respectively) of each bus
of distribution feeder at the 21st hour of the day (peak demand), and the hourly demand
profile of system (p.u.) can be found in reference [28].
Figs. 7.1-7.2 illustrate the hourly mean and one-sigma uncertainty band of power
(MW) of PV panels and wind turbines connected to buses 17, 33, 4, and 28, respectively
[28]. Table 7.1 categorizes the PEV penetration levels based on the driving routes in San
Francisco, CA and number of PEVs in the area.
Table 7.2 presents the value of other parameters of operation problem that include
the electricity price (𝜋 𝐸 ) in $/MWh, the value of DOD of PEVs (𝐷𝑂𝐷 𝑃𝐸𝑉 ) in percent, the
efficiency of V2G service (𝜂𝑃𝐸𝑉 ) in percent, the thermal capacity of each branch of feeder
(𝑇𝐶) in MW, the lower (𝑚𝑖𝑛|𝑉|) and upper bands (𝑚𝑎𝑥|𝑉|) of voltage profile of buses in
percent, the failure rate of each branch of feeder (𝜆) in fault per year (f/y), fault locating
duration (𝑇 𝐹𝐿 ) in hour, and fault repairing duration (𝑇 𝐹𝑅 ) in hour. In addition, Table 7.2
𝐶𝐷
presents the electricity consumer’s damage due to the power outage for residential (𝜋𝑅𝑒𝑠
),
𝐶𝐷
𝐶𝐷
commercial (𝜋𝐶𝑜𝑚
), and industrial (𝜋𝐼𝑛𝑑
) consumers in $/MWh. In this study, the value of

rated power of each PEV is considered the same as its capacity, shown in Fig. 2.5.
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Fig. 7.1. The hourly mean and standard deviation of power (MW) of PV panels connected to
buses 17 and 33, respectively [28].

Fig. 7.2. The hourly mean and standard deviation of power (MW) of wind turbines connected to
buses 4 and 28, respectively [28].
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Table 7.1. Classification of PEV penetration levels based on the number of PEVs in the area and
driving routes.
PEV penetration level
Low Moderate High
Driving route 1
2
5
10
Number of PEVs
⋮
⋮
⋮
⋮
Driving route 100
2
5
10
𝑃𝐸𝑉𝑠
500
1000
Total number of PEVs in the area (𝑁
) 200

Table 7.2. The value of other parameters of problem.
Parameter
Value
Parameter
Value
12.73 $/MWh [29]
1 f/y
𝜋𝐸
𝜆
𝑃𝐸𝑉
𝐹𝐿
20%
1 hour
𝐷𝑂𝐷
𝑇
𝑃𝐸𝑉
𝐹𝑅
95%
1 hour
𝜂
𝑇
𝐶𝐷
24 MVA
𝑇𝐶
3 × 𝜋𝐸
𝜋𝑅𝑒𝑠
𝐶𝐷
0.9 p.u.
𝑚𝑖𝑛|𝑉|
5 × 𝜋𝐸
𝜋𝐶𝑜𝑚
𝐶𝐷
1.1 p.u.
𝑚𝑎𝑥|𝑉|
10 × 𝜋 𝐸
𝜋𝐼𝑛𝑑

7.2 Problem simulation
7.2.1 Base case
In this part, the type of PEVs, the social class of drivers, and the PEV penetration
level are assumed to be BMW i3, moderate-income, and moderate, respectively. The
problem simulation results are shown in Figs. 7.3-7.8 and Table 7.3. Fig. 7.3 illustrates the
optimal hourly value of incentive (%) offered to the drivers. As can be seen, different
values of incentive are offered to the drivers during the day, and the value of incentive is
higher during the peak period.
The hourly number of responsive drivers and their V2G power (MW) at the parking
lot are exhibited in Figs. 7.4-7.5, respectively. As can be noticed from Fig. 7.4, the number
of responsive drivers change from one hour to another, even for an equal amount of
incentive. This reality is concerned with the mobility of PEVs during the day that has been
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modelled in Section IV, as the geographical aspect of behavioral modelling. Moreover, the
hourly V2G power is affected by the hourly SOC of PEVs, in addition to the geographical
factor, as can be seen in Fig. 7.5. Furthermore, the hourly value of cost terms of problem
is illustrated in Fig. 7.6.
The daily results of problem simulation before and after optimal fleet management
of PEVs are presented in Table 7.3. As can be seen, although the optimal fleet management
of PEVs imposes the incentive cost of $338.2/day, daily cost of problem decreases about
57%.
Fig. 7.7 displays the apparent power flowing through the branches of feeder (MW)
at 21st hour of the day (peak demand). As is noticed, the 6th and 9th branches are carrying
extra power; however, after optimal fleet management of PEVs, their power are moderated
and settled in the allowable region. Moreover, the voltage profile of buses (p.u.) at 21st
hour of the day (peak demand) is shown in Fig. 7.8. As can be seen, the voltage level of
buses 23-33 are violating. Nonetheless, the optimal fleet management of PEVs regulate
them and put them in the acceptable range.

Fig. 7.3. The optimal hourly value of incentive (%) offered to the drivers considering BMW i3
PEVs, moderate PEV penetration, and moderate-income (MI) drivers.
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Fig. 7.4. The hourly number of responsive drivers considering BMW i3 PEVs, moderate PEV
penetration, and moderate-income (MI) drivers.

Fig. 7.5. The hourly V2G power (MW) of responsive PEVs at the parking lot considering BMW
i3 PEVs, moderate PEV penetration, and moderate-income (MI) drivers.
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Fig. 7.6. The hourly value of cost terms ($) of problem considering BMW i3 PEVs, moderate
PEV penetration, and moderate-income (MI) drivers.

Table 7.3. The daily results of problem simulation before and after optimal fleet management
(FM) considering BMW i3 PEVs, moderate PEV penetration, and moderate-income drivers.
Before optimal
After optimal
Reduction
FM
FM
(%)
Daily ENS (MWh)
102.5
42.4
58
Daily energy loss (MWh)
22.8
15.0
34
Daily ENS cost ($)
2188.5
522.1
76
Daily energy loss cost ($)
290.5
191.7
34
Daily incentive cost ($)
0
338.2
Total cost of problem ($)
2479.0
1051.0
57
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Fig. 7.7. The apparent power flowing through the branches of feeder at 21st hour of the day
(peak demand) considering BMW i3 PEVs, moderate PEV penetration, and moderate-income
(MI) drivers.

Fig. 7.8. The voltage profile of buses (p.u.) at 21st hour of the day (peak demand) considering
BMW i3 PEVs, moderate PEV penetration, and moderate-income (MI) drivers.

7.2.2 Studying the effects of social class of drivers
In this part, the effects of social class of drivers on the problem simulation outputs
are investigated. Figs. 7.9-7.11 show the optimal hourly value of incentive, the optimal
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hourly number of responsive drivers, and the optimal hourly V2G power of responsive
PEVs for each social class of drivers including low-income, moderate-income, and highincome. Herein, the type of PEVs and the PEV penetration level are assumed BMW i3 and
moderate, respectively.
As can be noticed from Fig. 7.9, lower and higher incentives must be offered to the
low-income and high-income drivers to provide the V2G service at the parking lot.
However, as can be seen in Figs. 7.10 and 7.11, even the higher values of incentive do not
effectively motivate the high-income drivers, while the low-income drivers provide
considerable V2G power for the relatively low incentive.
Table 7.4 presents the total cost of problem before and after optimal fleet
management of PEVs for each social class of drivers. As can be seen, the low-income and
high-income drivers have the most and the least contributions to minimize the system
operation cost.

Fig. 7.9. The optimal hourly value of incentive (%) offered to different drivers (low-income (LI),
moderate-income (MI), and high-income (HI)) considering BMW i3 PEVs and moderate PEV
penetration.
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Fig. 7.10. The optimal hourly number of different responsive drivers (low-income (LI),
moderate-income (MI), and high-income (HI)) considering BMW i3 PEVs and moderate PEV
penetration.

Fig. 7.11. The optimal hourly V2G power (MW) of responsive PEVs (concerning with lowincome (LI), moderate-income (MI), and high-income (HI) drivers) considering BMW i3 PEVs
and moderate PEV penetration.

53

Table 7.4. The total cost of problem before and after optimal fleet management (FM) of drivers
with different social classes (low-income (LI), moderate-income (MI), and high-income (HI))
considering BMW i3 PEVs and moderate PEV penetration.
After optimal FM
Before FM
LI drivers MI drivers HI drivers
Total cost of problem ($)
2479.0
827.2
1051.0
1848.5
Reduction (%)
66
57
25

7.2.3 Studying the effects of PEV penetration level
As Figs. 7.12-7.14 show, in this part, the problem is studied for different PEV
penetration levels including low, moderate, and high. Herein, the drivers’ social class and
the PEVs’ type are moderate and BMW i3, respectively. As can be seen in Fig. 7.12, the
PEV penetration level positively affects the optimal value of incentive. In other words, the
more PEV penetration level, the less incentive is required.
The total cost of problem before and after optimal fleet management of drivers for
each PEV penetration level are presented in Table 7.5. As can be seen, the fleet
management of high level of PEV penetration results in the best result with the 63% cost
reduction.
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Fig. 7.12. The optimal hourly value of incentive (%) offered to the drivers for different PEV
penetration levels (low, moderate, and high) considering BMW i3 PEVs and moderate-income
(MI) drivers.

Fig. 7.13. The optimal hourly number of responsive drivers for different PEV penetration levels
(low, moderate, and high) considering BMW i3 PEVs and moderate-income (MI) drivers.
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Fig. 7.14. The optimal hourly V2G power (MW) of responsive PEVs at the parking lot for
different PEV penetration levels (low, moderate, and high) considering BMW i3 PEVs and
moderate-income (MI) drivers.

Table 7.5. The total cost of problem before and after optimal fleet management (FM) of drivers
with different PEV penetration levels (low, moderate, and high) considering BMW i3 PEVs and
moderate-income drivers.
After optimal FM
Before FM
Low pen. Moderate pen. High pen.
Total cost of problem ($)
2479.0
1706.9
1051.0
896.7
Reduction (%)
31
57
63
7.2.4 Studying the effects of PEV type
Herein, the effects of type of PEV on the simulation results are investigated. As can
be noticed from Figs. 7.15-7.17, the drivers of Tesla Model S need less incentive, while
provide more V2G power at the parking lot. This reality is concerned with the higher rated
power and capacity of battery of Tesla Model S PEV compared to the other brands. In
addition, as can be seen in Table 7.6, the optimal fleet management of drivers owning Tesla
Model S and Volkswagen e-up PEVs result in the most and the least cost reduction, that is,
64% and 55%, respectively.
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Fig. 7.15. The optimal hourly value of incentive (%) offered to the drivers owning different PEV
types (Tesla Model S, BMW i3, and Volkswagen e-up) considering moderate PEV penetration
and moderate-income (MI) drivers.

Fig. 7.16. The optimal hourly number of responsive drivers owning different PEV types (Tesla
Model S, BMW i3, and Volkswagen e-up) considering moderate PEV penetration and moderateincome (MI) drivers.
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Fig. 7.17. The optimal hourly V2G power (MW) of responsive PEVs at the parking lot with
different PEV types (Tesla Model S, BMW i3, and Volkswagen e-up) considering moderate PEV
penetration and moderate-income (MI) drivers.

Table 7.6. The total cost of problem before and after optimal fleet management (FM) of drivers
with different PEV types (Tesla Model S, BMW i3, and Volkswagen e-up) considering moderate
PEV penetration and moderate-income drivers.
After optimal FM
Before FM
Tesla Model S
BMW i3
Volkswagen e-up
Total cost of problem ($)
2479.0
884.1
1051.0
1116.6
Reduction (%)
64
57
55

58

Chapter 8
CONCLUSION

The problem of optimal fleet management of plug-in electric vehicles (PEV) in San
Francisco, CA was studied in this thesis. Herein, the main goal of local distribution
company was to minimize the operation cost of electrical distribution system that included
the power loss cost, energy not supplied cost, and incentive cost.
The electrical distribution system included renewable energy sources. Herein, to
manage the variability and uncertainty issues of state of charge (SOC) of PEV fleet and
power of renewables, stochastic model predictive control (SMPC) was applied. In addition,
to optimize the problem, quantum-inspired simulated annealing (QISA) algorithm was
used.
In this study, the drivers’ behaviour, in terms of their willingness probability to
provide the vehicle-to-grid (V2G) power at the parking lot, was modelled with respect to
the value of incentive, their social class, and the driving routes in San Francisco.
Additionally, Monte Carlo Markov Chain (MCMC) was applied to estimate the hourly
probability distribution function of SOC of PEV fleet in the day, using the real longitude
and latitude of 100 driving routes in San Francisco.
It was observed that, to achieve the desirable results in an acceptable time, the
MCMC parameters including the initial value of model parameter, the total number of
iterations of MCMC, and the maximum variation of model parameter must be appropriately
chosen. The results are summarized as follow:

59

❖ An unsuitable value for the initial value of model parameter causes an undesirable
burn-in process and distorts the estimated posterior distribution function.
❖ A small number of iterations of MCMC does not create enough chains to build
the posterior distribution function of model parameter.
❖ A large number of iterations of MCMC causes a delay to build the posterior
distribution function of model parameter.
❖ A small value for the maximum variation of model parameter does not let the
MCMC search vast domain, and consequently results in an unfitting posterior
distribution function of model parameter.
❖ A large value of maximum variation of model parameter produces sparse chains
and misshapes the posterior distribution function.
Furthermore, it was seen that the PEV type, the PEV penetration level, and the
social class of drivers can affect the problem outputs. In addition, several important results
were achieved that are presented in the following:
❖ The optimal hourly value of incentive needs to change during the day, since the
load demand and power of renewables vary.
❖ Due to the mobility of PEVs during the day and their variable SOC, the hourly
number of responsive drivers and their corresponding V2G power change.
❖ The high-income drivers request the most value of incentive, while provide the
least V2G power.
❖ The low-income drivers are the most beneficial drivers for the electrical system,
since they have the most responsiveness and contribution.
❖ The more PEV penetration level, the less incentive is required, and the better
results are achieved.
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❖ The larger power and capacity of PEVs’ battery, the less incentive is needed, the
more V2G power is provided at the parking lot, and the better result is attained.
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