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Abstract
Granular operator spaces and variants had been introduced and used
in theoretical investigations on the foundations of general rough sets by
the present author over the last few years. In this research, higher or-
der versions of these are presented uniformly as partial algebraic systems.
They are also adapted for practical applications when the data is repre-
sentable by data table-like structures according to a minimalist schema for
avoiding contamination. Issues relating to valuations used in information
systems or tables are also addressed. The concept of contamination intro-
duced and studied by the present author across a number of her papers,
concerns mixing up of information across semantic domains (or domains
of discourse). Rough inclusion functions (RIFs), variants, and numeric
functions often have a direct or indirect role in contaminating algorithms.
Some solutions that seek to replace or avoid them have been proposed and
investigated by the present author in some of her earlier papers. Because
multiple kinds of solution are of interest to the contamination problem,
granular generalizations of RIFs are proposed, and investigated. Inter-
esting representation results are proved and a core algebraic strategy for
generalizing Skowron-Polkowski style of rough mereology (though for a
very different purpose) is formulated. A number of examples have been
added to illustrate key parts of the proposal in higher order variants of
granular operator spaces. Further algorithms grounded in mereological
nearness, suited for decision making in human-machine interaction con-
texts, are proposed by the present author. Applications of granular RIFs
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to partial/soft solutions of the inverse problem are also invented in this
paper.
Keywords: High Granular operator Spaces, Contamination Problem,
Rough Objects, Granular Rough Inclusion Functions, Rough Mereology,
T-Norms, Pilot’s Algorithm, HGOS, GGS, Apparent Parthoods
1. Introduction
From a theoretical perspective, this research is about improvements in
the foundations of granular operator spaces, granular generalizations of
general rough inclusion functions, their properties and role in algorithms
from a contamination-avoidance perspective. This means that a number
of questionable assumptions [33] are not used in related derivations and
definitions are strictly granular relative to the axiomatic approach.
From an application perspective, this paper relates to generalized nu-
meric measures (relating to descriptive nearness, rough mereology, prox-
imity, quality of classification and others) for data from human reasoning
that can only be partly captured by data tables, and mixed data sets in
which the attribute set is not known in a proper way in the first place.
An application to decision-making in human-machine interaction contexts
(that can also be used for robot navigation in environments exhibiting di-
verse transient features) is also proposed by the present author.
If A,B ∈ S ⊆ ℘(S), with S being closed under intersection, S being a
finite set and if #() is the cardinality function, then the quantity
ν(A,B) =


#(A ∩ B)
#(A)
if A 6= ∅
1 if A = ∅
(K0)
can be interpreted in multiple ways including as rough inclusion function,
conditional subjective probability, relative degree of misclassification, ma-
jority inclusion function and inclusion degree. In this it is possible to re-
place intersections with commonality operations that need not be idempo-
tent, commutative or even associative. Many generalizations of this func-
tion are known in the rough set, belief theory, subjective probability, fuzzy
set and ML literature. It leads to ideas of concepts being close or similar to
each other in the contexts of rough sets – but subject to a number of hidden
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conditions. At the same time this is at conflict with concepts of association
reducts in rough sets [63, 1]. A major problem with such functions is that
they are not a function of granules (in multiple perspectives) [33, 42].
Generalized versions of rough inclusion functions have also been used
as primitives for defining concepts of general approximation spaces in
[61]. These are particularly significant for one of the rough mereological
approaches [55, 53]. This is improved in a sense and generalized in an-
other direction in this research. An overview of generalizations of rough
inclusion functions can be found in [16, 17]. Theoretical studies on such
functions in the context of rough sets is limited. Some connections with
other numeric functions of rough sets can be found in [26].
Data analysis maybe intrusive (invasive) or non-intrusive relative to
the assumptions made on the dataset used in question [14]. Non-invasive
data analysis was defined in a vague way in [14] as one that
• Is based on the idea of data speaking for themselves,
• Uses minimal model assumptions by drawing all parameters from
the observed data, and
• Admits ignorance when no conclusion can be drawn from the data
at hand.
Key procedures deemed to be non-invasive are data discretization (or hor-
izontal compression),
randomization procedures, reducts of various kinds within rough set data
analysis, and rule discovery with the aid of maximum entropy principles.
In general approaches to rough sets, some types of objects like those
that are roughly equivalent, or those predicated with approximations or
more complex objects may be studied [33, 37]. These in turn with asso-
ciated meta operations and rules correspond to semantic domains (or do-
mains of discourse). As mentioned in [37] by the present author: In clas-
sical rough sets [50], an approximation space is a pair of the form 〈S, R〉,
with R being an equivalence on the set S. On the power set ℘(S), lower and
upper approximation operators, apart from the usual Boolean operations,
are definable. The resulting structure constitutes a semantics for rough sets
(though not satisfactory) from a classical perspective. This continues to be
true even when R is some other type of binary relation. More generally it
is possible to replace ℘(S) by some set with a parthood relation and some
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approximation operators defined on it. The associated semantic domain
in the sense of a collection of restrictions on possible objects, predicates,
constants, functions and low level operations on those will be referred to
as the classical semantic domain (meta-C) for general rough sets. In con-
trast, the semantics associated with sets of roughly equivalent or relatively
indiscernible objects with respect to this domain is a rough semantic do-
main (meta-R). Many other domains, including hybrid semantic domains,
can be generated. These have been used in [32, 31, 29] for different types of
rough semantics. In [31], the reasoning is within the power set of the col-
lection of possible order-compatible partitions of the set of roughly equiv-
alent elements. The concept of semantic domain is therefore similar to the
sense in which it is used in general abstract model theory [47] (though one
can object to formalization on different philosophical grounds).
The concept of contamination was introduced in [32] and explored in
[33, 42, 41] by the present author. It is associated with a distinct mini-
malist approach that takes the semantic domains involved into account
and has the potential to encompasses the three principles of non-intrusive
analysis. Some sources of contamination are those arising from assump-
tions about distribution of attributes, introduction of assumptions valid
in one semantic domain into another by oversight [34], numeric functions
used in rough sets (and soft computing in general) and fuzzy represen-
tation of linguistic hedges. The contamination problem in simplified terms is
that of reducing artificial constructs in general rough sets towards capturing es-
sential rough reasoning at that level. Reduction of contamination is relevant
in all model/algorithm building contexts of formal approaches to vague-
ness. In particular, it includes the problem of minimizing or eliminating
the contamination of models of meta-R or other rough semantic domain
fragments by meta-C aspects. The concept is essential for modeling rela-
tion between attributes [36, 35]. A Bayesian approach to modeling causal-
ity between attributes is proposed in [73] – the approach tries to avoid
contamination to an extent.
Granules or information granules are often the minimal discernible
concepts that can be used to construct all relatively crisp complex con-
cepts in a vague reasoning context. Such constructions typically depend
on substantial assumptions made by the framework employed in question
[33, 42, 38, 27]. Major granular computing approaches can be classified
into
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• Primitive Granular Computing Paradigm: PGCP (see [42])
• Classical Granular Computing Paradigm: CGCP including
GrC model approach [27], and definite object approach [76, 45].
• Axiomatic Granular Computing Paradigm: AGCPdue to the present
author
In the present author’s axiomatic approach to granularity
[33, 41, 38, 42, 35, 34], fundamental ideas of non-intrusive data analysis
have been critically examined and methods for reducing contamination
of data (through external assumptions) have been proposed. The need
to avoid over-simplistic constructs like rough membership and inclusion
functions have been stressed in the approach by her. New granular mea-
sures that are compatible with rough domains of reasoning, and granular
correspondences that avoid measures have also been invented in the pa-
pers. These granular measures can be improved further with the following
goals in mind:
• to improve the basic frameworks of general rough sets so that non-Boolean
combinations of valuations of attributes can be accommodated.
• to improve the measures so that they can integrate seamlessly with
rough and hybrid semantic domains,
• to provide a less-contaminated or contamination free measure that
goes beyond the limited heuristics of dominance based rough sets,
• to provide a reasonable basis for translating reasoning across differ-
ent approaches to vagueness, mereology and uncertainty, and
• to improve solution strategies of the inverse problem.
In this research, higher order variants of granular operator spaces are
reformulated as partial algebraic systems, and variants of granular oper-
ator spaces suited for applications are introduced – these have additional
facilities for handling labeling, imposing meta level constraints and han-
dling non-Boolean combinations of attribute valuations. The inverse problem,
considered in earlier papers by the present author, is reformulated in the
improved formulation as a representation (or possibly a duality) problem.
Granular RIFs are also used in possible solution strategies for the same.
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Various examples have been constructed to demonstrate aspects of the for-
malism.
A new class of less contaminated matrix measures of rough
inclusion (termed granular rough inclusion functions GRIFs) is also in-
troduced, studied and applied to a new model for decision making in
human-machine interface contexts. The measure and algorithm can be
read as a radical generalization of parts of Skowron-Polkowski style mere-
ology based on a distinct minimalist perspective, and also as apparent part-
hood [43]. The exact scope of the proposed measure is also explored from
a mathematical perspective and further extensions are motivated. The
proposal provides for a direct comparison between GRIFs and the orig-
inal parthood within the same system under additional meta level con-
straints. Other possible applications to local rough sets, big data, sociolog-
ical datasets and linguistics are also discussed in brief. The nature of con-
nections with granular and general RIFs in the context of relation based,
neighborhood based and cover based rough sets are also demonstrated.
In the next section, relevant background and notation is presented in
brief. Higher order variants of granular operator spaces are reformulated
as partial algebraic systems in the third section. Many examples are pro-
vided in the section. Concrete versions of higher order variants of granular
operator spaces are presented as tabular variants that generalize informa-
tion systems from a higher order perspective in the following section, and
key assumptions about however information tables (or systems) are ques-
tioned. In the fifth section, aspects of general rough inclusion functions are
adapted for set HGOS and new operations are proposed over them. Gran-
ular rough inclusion functions are defined, operations over them studied,
results proved on their representation, and new mereologies outlined in
the sixth section. These functions are extended to more general abstract
high granular operator spaces and variants in the following section. In
the same section, these are applied to inverse problems. Applications
to human-machine interfaces including the Pilot’s algorithm is proposed,
and applications to other linguistic contexts are part of the next section. Fi-
nally, open problems are proposed, and concluding remarks made in the
following section.
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2. Background and Notation
For basics of rough sets, the reader is referred to [49, 53]. The granular
approach due to the present author can be found in [42, 33, 41]. The reader
is also expected to have a reasonable understanding of reducts and related
computation [46, 66]. In the set-theoretic formalisms of the present paper, a
granulation is a subset of a powerset that satisfies some conditions. In [27],
a model of granulation (GrC model) is defined as a collection of objects
of a category along with a set of n-ary relations (subobject of a product
object). The present usage is obviously distinct (though related).
Throughout the paper, quantification is enclosed in braces for easier reading;
(∀a1, . . . ,an) is the same as ∀a1, . . . ,an.
2.1. Information Tables
The concept of information can also be defined in many different and
non-equivalent ways. In the present author’s view anything that alters or
has the potential to alter a given context in a significant positive way is informa-
tion. In the contexts of general rough sets, the concept of information must
have the following properties:
• information must have the potential to alter supervenience relations
in the contexts (A set of properties Q supervene on another set of
properties T if there exists no two objects that differ on Q without
differing on T ),
• information must be formalizable and
• information must generate concepts of roughly similar collections of
properties or objects.
Because rough inclusion functions and variants may be interpreted as
conditional subjective probabilities, the nature of information in related
contexts are relevant. In the present author’s opinion, information in the
contexts of subjective probability should:
• have the potential to alter uncertainty relations in the context,
• be formalizable,
• be bounded,
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• have associated methods for handling temporality,
• be granular, and
• be relativizable.
The above can be read as a minimal set of desirable properties. In prac-
tice, additional assumptions are common in all approaches and the above
is about a minimalism. This has been indicated to suggest that compar-
isons may work well when ontologies are justified.
The concept of an information system or table is not essential for ob-
taining a granular operator space or higher order variants thereof. But it
often happens that they arise from such tables. The inverse problem is
essentially the problem of finding conditions that ensures this.
Information systems or more correctly, information storage and
retrieval systems (also referred to as information tables, descriptive sys-
tems, knowledge representation system) are basically representations of
structured data tables. In the paper [10], a critical reflection on the termi-
nology used in rough sets and allied fields can be found with a suggestion
to avoid plural meanings for the same term. When columns for decision
are also included, then they are referred to as decision tables. Often rough
sets arise from information tables and decision tables. In the literature on ar-
tificial intelligence, database theory and machine learning, the term infor-
mation system refers to an integrated heterogeneous system that has com-
ponents for collecting, storing and processing data. From a mathematical
point of view, this can be described using heterogeneous partial algebraic
systems. In rough set contexts, this generality has not been exploited as of
this writing.
An information table I, is a relational system of the form
I = 〈O, A, {Va : a ∈ A}, {fa : a ∈ A}〉
with O, A and Va being respectively sets of Objects, Attributes and Values
respectively. fa : O 7−→ ℘(Va) being the valuation map associated with
attribute a ∈ A. Values may also be denoted by the binary function ν :
A×O 7−→ ℘(V) defined by for any a ∈ A and x ∈ O, ν(a, x) = fa(x).
An information table is deterministic (or complete) if
(∀a ∈ At)(∀x ∈ O)fa(x) is a singleton.
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It is said to be indeterministic (or incomplete) if it is not deterministic that
is
(∃a ∈ At)(∃x ∈ O)fa(x) is not a singleton.
Relationsmay be derived from information tables byway of conditions
of the following form: For x, w ∈ O and B ⊆ A, (x, w) ∈ σ if and
only if (Qa,b ∈ B)Φ(ν(a, x), ν(b, w), ) for some quantifierQ and formula
Φ. The relational system S = 〈S,σ〉 (with S = A) is said to be a general
approximation space.
In particular if σ is defined by the condition Equation..2.1, then σ is an
equivalence relation and S is referred to as an approximation space.
(x,w) ∈ σ if and only if (∀a ∈ B)ν(a, x) = ν(a, w)
In classical rough sets, on the power set ℘(S), lower and upper approx-
imations of a subset A ∈ ℘(S) operators, apart from the usual Boolean
operations, are defined as per:
Al =
⋃
[x]⊆A
[x] ; Au =
⋃
[x]∩A 6=∅
[x],
with [x] being the equivalence class generated by x ∈ S. If A,B ∈ ℘(S),
thenA is said to be roughly included in B (A ⊑ B) if and only ifAl ⊆ Bl and
Au ⊆ Bu. A is roughly equal to B (A ≈ B) if and only if A ⊑ B and B ⊑ A.
The positive, negative and boundary region determined by a subset A are
respectively Al, Auc and Au \Al respectively.
Given a fixed A ∈ ℘(S), a Rough membership function is a map fA : S 7−→
[0, 1] that are defined via
(∀x) fA(x) =
card([x] ∩A)
card([x])
.
Rough membership functions can be generalized to other general rough
structures but lose many of the better properties valid in the classical con-
text.
A cover C on a set S is any sub-collection of ℘(S). It is said to be proper
just in case
⋃
C = S. The tuple C = 〈S, C〉 is said to be a covering approxima-
tion space. In this paper all covering approximation spaces will be assumed
to be proper unless stated otherwise.
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A neighborhood operator n on a set S is any map of the form n : S 7−→ ℘S.
It is said to be Reflexive if
(∀x ∈ S) x ∈ n(x) (Nbd:Refl)
The collection of all neighborhoods N = {n(x) : x ∈ S} of S will form
a cover if and only if (∀x)(∃y)x ∈ n(y) (anti-seriality). So in particular
a reflexive relation on S is sufficient to generate a proper cover on it. Of
course, the converse association does not necessarily happen in a unique
way.
If S is a cover of the set S, then the neighborhood of x ∈ S is defined via,
nbd(x) =
⋂
{K : x ∈ K ∈ S} (Cover:Nbd)
The maximal description of an element x ∈ S is defined to be the collec-
tion:
MD(x) = {A : x ∈ A ∈ S, (∀B ∈ S)(x ∈ B→∼ (A ⊂ B))} (Cover:MD)
The indiscernibility (or friends) of an element x ∈ S is defined to be
Fr(x) =
⋃
{K : x ∈ K ∈ S} (Cover:FR)
An element K ∈ S is said to be reducible if and only if
(∀x ∈ K)K 6= MD(x) (Cover:Red)
The collection {nbd(x) : x ∈ S} will be denoted by N. The cover obtained
by the removal of all reducible elements is called a covering reduct.
Boolean algebra with approximation operators constitutes a semantics
for classical rough sets (though not satisfactory). This continues to be true
even when R in the approximation space is replaced by any binary re-
lation. More generally it is possible to replace ℘(S) by some set with a
part-hood relation and some approximation operators defined on it [33].
The associated semantic domain in the sense of a collection of restrictions
on possible objects, predicates, constants, functions and low level oper-
ations on those is referred to as the classical semantic domain for gen-
eral rough sets. In contrast, the semantic domain associated with sets of
roughly equivalent or relatively indiscernible objects with respect to this
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domain is a rough semantic domain. Actuallymany other semantic domains,
including hybrid semantic domains, can be generated and have been used
for example in choice-inclusive semantics [32], but these two broad do-
mains will always be - though not necessarily with a nice correspondence
between the two.
2.2. Algebraic Concepts
A semiring is an algebra of the form A = 〈A, +, ·, 0〉 with A being a
set, + being a commutative monoidal operation with unit element 0, and
· being an associative operation that satisfies the following distributivity
conditions:
(∀a,b, c)a · (b+ c) = (a · b) + (a · c) (l-distributivity)
(∀a,b, c)(b+ c) · a = (b · a) + (c · a) (r-distributivity)
If A = (aij)n×m and B = (bij)n×m are two n × m matrices over a
semiring F, then the H-product of the two is defined by
A⊛ B = (aij · bij)n×m
⊛ is a commutative monoidal operation that distributes over matrix addi-
tion.
For basics of partial algebras, the reader is referred to [4, 28].
Definition 1. A partial algebra P is a tuple of the form
〈P, f1, f2, . . . , fn, (r1, . . . , rn)〉
with P being a set, fi’s being partial function symbols of arity ri. The
interpretation of fi on the set P should be denoted by f
P
i , but the super-
script will be dropped in this paper as the application contexts are simple
enough. If predicate symbols enter into the signature, then P is termed a
partial algebraic system.
In this paragraph the terms are not interpreted. For two terms s, t,
s
ω
= t shall mean, if both sides are defined then the two terms are equal
(the quantification is implicit).
ω
= is the same as the existence equality (also
written as
e
=) in the present paper. s
ω∗
= t shall mean if either side is
defined, then the other is and the two sides are equal (the quantification
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is implicit). Note that the latter equality can be defined in terms of the
former as
(s
ω
= s −→ s
ω
= t) & (t
ω
= t −→ s
ω
= t)
Various kinds of morphisms can be defined between two partial alge-
bras or partial algebraic systems of the same or even different types. If
X = 〈X, f1, f2, . . . , fn〉 and W = 〈W, g1, g2, . . . , gn〉 are two partial al-
gebras of the same type, then a map ϕ : X 7−→ W is said to be a
• morphism if for each i, (∀(x1, . . . xk) ∈ dom(fi)) ϕ(fi(x1, . . . , xk)) =
gi(ϕ(x1), . . . , ϕ(xk))
• closed morphism, if it is a morphism and the existence of
gi(ϕ(x1), . . . , ϕ(xk)) implies the existence of fi(x1, . . . , xk).
Usually it is more convenient to work with closed morphisms.
2.3. T-Norms, S-Norms
Triangular norms (t-norms) and s-norms (or triangular conorms) are
well-known in the literature on fuzzy logic and multi criteria decision
making [2]. They are respectively used for expressing conjunctions and
disjunctions in suitable logics.
Definition 2. A t-norm is an operation ⊗ : [0, 1]2 7→ [0, 1] that satisfies all
of the following four conditions:
(∀a)a⊗ 1 = a (T0)
(∀a,b)a⊗ b = b⊗ a (Commutativity)
(∀a,b, c)(b 6 c −→ a⊗ b 6 a⊗ c) (Monotonicity)
a⊗ (b⊗ c)) = (a⊗ b)⊗ c (Associativity)
Definition 3. If n : [0, 1] 7−→ [0, 1] is a function, consider the conditions:
n(0) = 1 & n(1) = 0 (I)
(∀a,b)(a 6 b −→ n(b) 6 n(a)) (Anti-mo)
(∀x)x 6 n(n(x)) (Weak)
(∀x)x = n(n(x)) (Strong)
n is negation if it satisfies the first three conditions. A negation n is weak if
it satisfies the condition Weak. It is strong or involutive if it satisfies Strong
in addition.
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Definition 4. An s-norm ⊕ : [0, 1]2 7→ [0, 1] is a function that satisfies asso-
ciativity, monotonicity, commutativity and
(∀x)x⊕ 0 = x (S0)
In other words, t-norms are commutative monoidal order compatible
operations with unit 1 on the unit interval [0, 1]. s-norms are also com-
mutative monoidal order compatible operations on [0, 1], but with unit 0.
t-norms and s-norms of a finite sequence of numbers (ak) will be denoted
by
⊗
ak and
⊕
ak respectively.
The following are popular pairs of t- and s-norms:
• a ⊗M b) = min(a,b) (Min t-norm); a ⊕M b = Max(a,b) (Max s-
norm)
• a⊗P b) = a · b (Product t-norm) ; a⊕P b = a+ b− a · b (Probabilist
s-norm)
• a⊗Lb) = max(a+b−1, 0) (Łukasiwicz t-norm); a⊕Lb = min(a+b, 1)
(Łukasiwicz s-norm)
For every s-norm⊕, there exists a t-norm ⊗ and an strong negation n such
that:
(∀a,b)a⊕ b = n(n(a)⊗ n(b)).
In this situation, (⊗, s) is said to be a t-norm – s-norm pair.
A t-norm ⊗ is said to be left continuous at a point (a,b) if and only if
(∀ǫ > 0)(∃δ > 0)(∀(x, z))((a− δ,b− δ) 6 (x, z) 6 (a,b) −→
|(x⊗ z) − (a⊗ b)| < ǫ)
Any left continuous t-norm ⊗ can be used to define unique residual
implications: a =⇒ ⊗b = Sup{c : c⊗ a 6 b}
2.4. Meta Explanation of Terms
This list is to help with reading about general rough sets, granular op-
erator spaces and RYS (and especially about the present author’s usage).
• Crisp Object: That which has been designated as crisp or is an ap-
proximation of some other object.
14
• Vague Object: That whose approximations do not coincide with the
object or that which has been designated as a vague object.
• Discernible Object: That which is available for computations in a
rough semantic domain (in a contamination avoidance perspective).
• Rough Object: Many definitions and representations are possible rel-
ative to the context. From the representation point of view these are
usually functions of definite or crisp objects.
• Definite Object: An object that is invariant relative to an approxima-
tion process. In actual semantics a number of concepts of definite-
ness is possible. In some approaches, as in [76, 45], these are taken
as granules. Related theory has a direct connection with closure al-
gebras and operators as indicated in [42].
3. Variants of Granular Operator Spaces
Granular operator spaces and related variants can be constructed from
records of human reasoning, databases or from partial semantics of gen-
eral rough sets. They are mathematically accessible powerful abstractions
for handling semantic questions, formulation of semantics and the inverse
problem. As many as six variants of such spaces have been defined by the
present author – these can be viewed as special cases of a set theoretic and
a relation theoretic abstraction with abstract operations from a category
theory perspective. Some mix-ups in terminology between higher order
granular operator spaces and lower order versions have happened across
earlier papers due to the present author in [38]. Strictly speaking, higher
order versions are partial algebraic systems, the space in the terminology
is because of mathematical usage conventions. In fact, in a forthcoming
paper, it is shown by the present author that they are equivalent to certain
single sorted partial algebras with nice interpretation.
Rough Y-systems and granular operator spaces, introduced and stud-
ied extensively by the first author [42, 43, 38, 33], are essentially higher
order abstract approaches in general rough sets in which the primitives
are ideas of approximations, parthood, and granularity. Motivations for
the present approach relate to issues of simplifying rough Y-systems (RYS)
[33, 37] to purely set theoretic contexts which in turn were motivated by
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the need to accommodate granulations and simultaneously generalize ab-
stract approaches to rough sets [23, 9, 5] without superfluous assumptions.
But over time, the level of abstraction has evolved to cover more ground
beyond general rough and fuzzy set theories. In the literature on mere-
ology [70, 71, 69, 20, 35, 57], it is argued that most ideas of binary part of
relations in human reasoning are at least antisymmetric and reflexive. A
major reason for not requiring transitivity of the parthood relation is because of
the functional reasons that lead to its failure (see [57]), and to accommodate
apparent parthood [43]. In the context of approximate reasoning interjected
with subjective or pseudo-quantitative degrees, transitivity is again not
common. The role of such parthoods in higher order approaches are dis-
tinctly different from theirs in lower order approaches – specifically, gen-
eral approximation spaces of the form S mentioned above with R being a
parthood relation are also of interest.
In a high general granular operator space (GGS), introduced below, aggre-
gation and co-aggregation operations (∨, ∧) are conceptually separated
from the binary parthood P), and a basic partial order relation (6). Part-
hood is assumed to be reflexive and antisymmetric. It may satisfy addi-
tional generalized transitivity conditions in many contexts. Real-life in-
formation processing often involves many non-evaluated instances of ag-
gregations (disjunctions), co-aggregation (conjunctions) and implications
because of laziness or supporting meta data or for other reasons – this jus-
tifies the use of partial operations. Specific versions of aGGS and granular
operator spaces have been studied in [42] by the present author for han-
dling a very large spectrum of rough set contexts. GGS has the ability to
handle adaptive situations as in [59, 60] through special morphisms – this
is again harder to express without partial operations.
The underlying set S can be a set of set of attributes, but this interpre-
tation is not compulsory. In actual practice, the set of all attributes in a
context need not be known exactly to the reasoning agent constructing the
approximations. The element ⊤ may be omitted in these situations or the
issue can be managed through restrictions on the granulation.
In real life situations, it often happens that certain objects cannot be ap-
proximated in an acceptable way. Therefore, it can be argued that the ap-
proximations operations used should be partial. The state of affairs need
not change when additional approximation operators are used. Further,
the ontological commitment to totality can be huge – for these reasons the
concept of a Pre-GGS is also introduced below.
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Definition 5. A High General Granular Operator Space (GGS) S shall be a
partial algebraic system of the form S = 〈S,γ, l,u, P,6,∨,∧,⊥,⊤〉with S
being a set, γ being a unary predicate that determines G (by the condition
γx if and only if x ∈ G) an admissible granulation(defined below) for S and
l,u being operators : S 7−→ S satisfying the following (S is replaced with
S if clear from the context. ∨ and ∧ are idempotent partial operations
and P is a binary predicate. Further γx will be replaced by x ∈ G for
convenience.):
(∀x)Pxx (PT1)
(∀x,b)(Pxb & Pbx −→ x = b) (PT2)
(∀a,b)a∨ b
ω
= b∨ a ; (∀a,b)a∧ b
ω
= b∧ a (G1)
(∀a,b)(a∨ b)∧ a
ω
= a ; (∀a,b)(a∧ b)∨ a
ω
= a (G2)
(∀a,b, c)(a∧ b)∨ c
ω
= (a∨ c)∧ (b∨ c) (G3)
(∀a,b, c)(a∨ b)∧ c
ω
= (a∧ c)∨ (b∧ c) (G4)
(∀a,b)(a 6 b↔ a∨ b = b ↔ a∧ b = a) (G5)
(∀a ∈ S)Pala & all = al & Pauauu (UL1)
(∀a,b ∈ S)(Pab −→ Palbl & Paubu) (UL2)
⊥l = ⊥ & ⊥u = ⊥ & P⊤l⊤ & P⊤u⊤ (UL3)
(∀a ∈ S)P⊥a & Pa⊤ (TB)
Let P stand for proper parthood, defined via Pab if and only if Pab &
¬Pba). A granulation is said to be admissible if there exists a term op-
eration t formed from the weak lattice operations such that the following
three conditions hold:
(∀x∃x1, . . . xr ∈ G) t(x1, x2, . . . xr) = x
l
and (∀x) (∃x1, . . . xr ∈ G) t(x1, x2, . . . xr) = x
u, (Weak RA, WRA)
(∀a ∈ G)(∀x ∈ S)) (Pax −→ Paxl), (Lower Stability, LS)
(∀x, a ∈ G)(∃z ∈ S))Pxz, &Paz & zl = zu = z, (Full Underlap, FU)
The conditions defining admissible granulations mean that every approximation
is somehow representable by granules in a algebraic way, that every granule coin-
cides with its lower approximation (granules are lower definite), and that all pairs
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of distinct granules are part of definite objects (those that coincide with their own
lower and upper approximations). Special cases of the above are defined next.
Definition 6. • In aGGS, if the parthood is defined by Pab if and only
if a 6 b then the GGS is said to be a high granular operator space GS.
• A higher granular operator space (HGOS) S is a GS in which the lattice
operations are total.
• In a higher granular operator space, if the lattice operations are set
theoretic union and intersection, then the HGOS will be said to be a
set HGOS.
Definition 7. In the context of Def. 5 if additional lower and upper ap-
proximation operations are present in the signature, then the system will
be referred to as an enhanced GGS (EGGS.
Definition 8. In the context of Def. 5 if l and u are partial operations that
satisfy PL0, PUL0, PL1, PUL2,, and UL3 instead of UL1, UL2 and UL3
respectively, then the system will be referred to as a Pre-GGS . (universal
quantifiers are omitted)
al
ω
= al −→ Pala (PL0)
au
ω
= au −→ Pauauu (PU0)
all
ω
= al (PL1)
⊥l = ⊥ & ⊥u = ⊥ & P⊤l⊤ & P⊤u⊤ (UL3)
(∀a ∈ S)P⊥a & Pa⊤ (TB)
Pab & al
ω
= al & bl
ω
= bl & au
ω
= au & bu
ω
= bu
−→ Palbl & Paubu (PUL2)
Analogously concepts of Pre-GS, Pre-HGOS and Set Pre-HGOS are de-
finable.
Definition 9. By the lu-one point partial completion of a π-GGS S will be
meant the partial algebraic system S∗ on the set S ∪ {o} (with o /∈ S) ob-
tained after setting
xu =
{
xu if xu is defined
o if xu is not defined
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xl =
{
xl if xl is defined
o if xl is not defined
In general, S∗ need not be a GGS. Even over a lu-one point partial
completion of a Pre-GS, it is possible to define an equivalence relative to
which, the quotient is a GS.
Proposition 1. On the lu-one point partial completion S∗ of a finite Pre-GS S,
it is possible to define an equivalence σ such that the quotient S∗|σ with induced
operations and predicates is a GS.
PROOF. The partial operations l and u are required to be monotonic with
respect to 6 (that coincides with the parthood predicate P ).
For the completion of l and u to satisfy the conditions UL1, UL2 and
UL3, it is necessary that
If Pab & bl = o & bu = o and ¬al = o, then identifying bwith o (that
is require that σbo) is necessary for induced operations and predicates to
be compatible with monotonicity. If e is another element such that Pbe &
¬el = o & ¬eu = o, then Pblel. For monotonicity of l, u to hold, it would
be necessary to identify e, b, o.
This means σ and operations on the quotient should be defined as per
the following:
• Find the set of minimal elements H for which the lower or upper
approximation is o (finiteness ensures the existence of H).
• Define σxz if and only Pxz & x ∈ H or x, z ∈ H.
• On S∗|σ, define [o]l = [o]u = [o]
• On S∗|σ, define Px[o] for all x
• On S∗|σ, if 6= x = [o] and ¬z = [o], then define its lower and upper
approximations as in S∗. Define Pxz in S∗|σ if and only if Pxz in S∗.
✷
Remark 1. Clearly this affords a strategy for redefining operations on a partial
lu-completion of a pre GS so that it becomes a GS.
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Example 1. A set HGOS is intended to capture contexts where all objects are
described by sets of attributes with related valuations (that is their properties). So
objects can be associated with sets of properties (including labels possibly). Amore
explicit terminology for the concept, may be power set derived HGOS(that cap-
tures the intent that subsets of the set of all properties are under consideration
here). Admittedly, the construction or specification of such a power set is not nec-
essary. In a HGOS, such set of sets of properties need not be the starting point.
The difference between a HGOS and a set HGOS at the practical level can be
interpreted at different levels of complexity. Suppose that the properties associated
with a familiar object like a cast iron frying pan are known to a person X, then
it is possible to associate a set of properties with valuations that are sufficient to
define it. If all objects in the context are definable to a sufficient level, then it
would be possible for X to associate a set HGOS (provided the required aspects of
approximation and order are specifiable).
It may not be possible to associate a set of properties with the same frying
pan in a number of scenarios. For example, another person may simply be able
to assign a label to it, and be unsure about its composition or purpose. Still the
person may be able to indicate that another frying pan is an approximation of the
original frying pan. In this situation, it is more appropriate to regard the labeled
frying pan as an element of a HGOS.
A nominalist position together with a collectivization property can also lead
to HGOS that is not a set HGOS.
Definition 10. An element x ∈ S is said to be lower definite (resp. upper
definite) if and only if xl = x (resp. xu = x) and definite, when it is both
lower and upper definite. x ∈ S is also said to be weakly upper definite (resp
weakly definite) if and only if xu = xuu (resp xu = xuu & xl = x ).
Any one of these five concepts may be chosen as a concept of crispness.
Additional concepts of crispness can be defined through formulas – it is
not necessary that
In granular operator spaces and generalizations thereof, it is possibly
easier to express singletons and the concept of rough membership func-
tions can be generalized to these from a granular perspective. For details
see [42, 41]. Every granular operator space can be transformed to a higher
granular operator space, but to speak of this in a rigorous way, it is neces-
sary to define related morphisms and categories[42].
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Theorem 1. Every set HGOS is a HGOS, every HGOS is a GS, and every GS
is a GGS. Further if XX stand for one of GGS, GS, HGOS or set HGOS, then
every XX is a Pre XX.
PROOF. The proof follows from the definition.
3.1. Rough Objects
A rough object cannot be known exactly in a rough semantic domain,
but can be represented in a number of ways typically through relatively
crisp objects. The following representations of rough objects have been ei-
ther considered in the literature (see [33, 39, 42]) or are reasonable concepts
that work in the absence of a negation-like operation or relation:
RL x ∈ S is a lower rough object if and only if ¬(xl = x).
RU x ∈ S is a upper rough object if and only if ¬(x = xu).
RW x ∈ S is a weakly upper rough object if and only if ¬(xu = xuu).
RB x ∈ S is a rough object if and only if ¬(xl = xu). The condition is
equivalent to the boundary being nonempty.
RD Any pair of definite elements of the form (a,b) satisfying a < b
RP Any distinct pair of elements of the form (xl, xu).
RIA Elements in an interval of the form (xl, xu).
RI Elements in an interval of the form (a,b) satisfying a 6 bwith a,b being
definite elements.
ET In esoteric rough sets [30], triples of the form (xl, xlu, xu) can be taken
as rough objects.
RND A non crisp element in a RYS(see [33]), that is an x satisfying ¬Pxuxl.
This becomes more complicated when multiple approximations are
available.
If a weak negation or complementation c is available, then orthopairs
of the form (xl, xuc) can also be taken as representations of rough objects.
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3.2. Examples of GGS
In general, GGS cannot be used to formalize approaches to rough sets
that are based on non granular approximations. In fact, this is directly
related to the algebraic approach in [42], wherein a variant of GGS is used
for the granular approach by the present author. Every rough set approach
that relies on granular approximations can be rewritten in terms of GGS.
A general definition of point-wise approximations can be proposed in Sec-
ond Order Predicate Logic(SOPL) (or alternatively, in a fixed language)
based on the following loose SOPL version : If S is an algebraic system of
type τ and ν : S 7−→ ℘(S) is a neighborhood map on the universe S, then
a point-wise approximation ∗ of a subset X ⊆ S is a self-map on ℘(S) that is
definable in the form:
X∗ = {x : x ∈ H ⊆ S & Φ(ν(x),X)} (1)
for some formula Φ(A,B) with A,B ∈ ℘(S). In classical rough sets point-
wise approximations lead to a granular semantics, but in other cases they
do not in general.
The full generality implicit in a GGS is not usually required for ex-
pressing most granular rough set approaches. So in the following example
- this aspect is targeted.
Example 2. Suppose the problem at hand is to represent the knowledge of a spe-
cialist in automobile engineering and production lines in relation to a database of
cars, car parts, calibrated motion videos of cars and performance statistics. The
database is known to include a number of experimental car models and some sets
of cars have model names, or engines or other crucial characteristics associated.
Let S be the set of cars, some subsets of cars, sets of internal parts and compo-
nents of many cars. G be the set of internal parts and components of many cars.
Further let
• Pab express the relation that a is a possible component of b or that a be-
longs to the set of cars indicated by b or that
• a 6 b indicate that b is a better car than a relative to a certain fixed set of
features,
• al indicate the closest standard car model whose features are all included in
a or set of components that are included in a,
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• au indicate the closest standard car model whose features are all included
by a or fusion of set of components that include a
• ∨,∧ can be defined as partial operations, while⊥ and ⊤ can be specified in
terms of attributes.
Under the conditions,
S = 〈S,G, l,u, P,6,∨,∧,⊥,⊤〉
forms a GGS.
Suppose that the specialist has updated her knowledge over time, then this
transformation can be expressed with the help of morphisms (see definition 7)
from a GGS to itself.
3.3. Extended Example, Fusion
The difference between fusion (F ⊆ S × ℘(S)) and sum (Σ ⊆ S × ℘(S))
predicates is relevant in RMCA. Avoiding issues relating to existence, the
predicates can be defined as
ΣaB
△
↔ B ⊆ P(a) ⊆
⋃
{O(x) : x ∈ B} (msum)
FaB
△
↔ O(a) =
⋃
{O(x) : x ∈ B} (fusion)
For a set S endowed with a binary parthood relation P, the set of upper
and lower bounds of a subset X are defined by
UB(X) = {a : (∀x ∈ X)Pxa} (Upper Bounds)
LB(X) = {a : (∀x ∈ X)Pax} (Lower Bounds)
S is said to be separative if and only if SSP (strong supplementation) holds.
(∀ab)(¬Pab −→ (∃z)(Pza & ¬Pzb & ¬Pbz)) (SSP)
Theorem 2 ([19]). All of the following hold:
• If P is reflexive, then a fusion of B is a mereological sum if it is an upper
bound of B:
(∀a ∈ S)(∀B ∈ ℘(S))(B ⊆ P(a) & FaB −→ ΣaB)
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• If P is transitive and separative then every sum is a fusion and conversely.
• If P is transitive and separative then every binary fusion is a binary sum
Example 3. Fusion and Decisions Let S = {a, b, c, e, f} be a set with parthood
P defined as the reflexive completion of
{(a, c) (b, c), (a, e), (b, e)}.
If K = {a, b, c, e}, then FcK and FeK hold. But, UB(K) = ∅.
Suppose S represents the respective diagnosis of five doctor teams X,W, Z, E,
and F, on the basis of diagnostic information indicated in the decision table below.
Consider columns 1, 4 and 6 alone first. The sixth column indicates the team
type (based on the best performing doctor in the team) involved in the diagnosis.
Assume that the doctors are essentially lower approximating an ideal diagnosis
and that Pβα means ’α is a better diagnosis than β’.
Doctors Att:1–3 Att:4–6 Att: 7–9 Diagnosis Remark l u
X smm www nnw a General X Z
W mww swm nnn b General W E
Z smm mwm wmw c Specialist Z Z
E msw swm mms e Specialist W E
F mss mwm mws f Specialist F F
Table 1: Doctors and Diagnosis
Mereological fusion in the context corresponds to combining expert informa-
tion. It cannot be used in the context to arrive at any all encompassing ideal
diagnosis.
The attributes used for the diagnosis are encoded as per: s- severe, m-moderate,
w-weak, n-not available. Thus the string smm in the second cell is intended to
mean that the valuation for attribute 1 is s, attribute 2 is m and attribute 3 is
m. Further suppose that the attributes are potentially causally related, and that
the valuations assigned by the doctors are dependent on their own perspectives.
The lower and upper approximations of the teams relative to their potential in the
context is indicated in the last two columns.
It is not hard to obtain a granulation based on a simple ordering of the attribute
valuation. In practice, the situation is usually more complex. A partial order
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on S can be specified based on the training of doctor teams and a GGS can be
defined on the basis of this information on S. It should also be easy to see that
the rough inclusion function perspective in the context does not correspond to the
approximations.
4. Concrete Granular Operator Spaces and Variants
A GGS need not correspond to a data table (or information system) in
general, and from an algebraic perspective it is inconvenient to work with
the latter. Concrete variants of a GGS, introduced below, include explicit
references to objects, and correspond to severe extensions of the idea of
data tables. The concepts of concrete and abstract representation, as used
in algebra, are relative in nature and therefore the terminology is justified.
The reference to objects is added for the purpose of handling basic con-
cepts used in computations and algorithms.
In data tables, the valuation of object-attribute pairs is in an external
relational system. Formulas constructed over resulting triples often deter-
mine granulations or approximations. This means that set of pairs of the
form (object, attributes) may be taken as universe (or base) of a partial
algebraic system under the assumption that attributes are maps from the
set of objects to powerset of possible valuations. Only in some cases can
external valuations and derived relations or correspondences be replaced
by formulas that do not refer to the external valuations. It is also a fact
that valuations are assumed to be context dependent with few universal
features in practice. The same strategy extends to concrete GGS without
too many complications.
One of the standard readings of data tables or information systems can
be found in detail in [52] for example. In [13, 15], issues with ordering
and morphisms between information systems may be noted from an alge-
braic perspective. The assumption that the power set of valuations should
be a Boolean algebra is often implicit in the considerations. This is signifi-
cant in the computation and identification of many kinds of reducts whose
numbers can be huge (see [66, 51, 63]).
Definition 11. A concrete high general granular operator space (CGGS) X
shall be a two sorted partial algebraic system of the form
X =
〈
O, S,γ, η, l,u, P, ξ,6,∨,∧,⊥,⊤
〉
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with O, S being sets,
〈S,γ, l,u, P,6,∨,∧,⊥,⊤〉
being a GGS, ξ ⊆ O× S and η being a valuation function
η : O× S 7−→ V,
with V being a partial algebra of the form
V = 〈V ,∪,∩, ∼, 0, 1〉 (Val-Algebra)
with V =
⋃
a{η(x,a) : x ∈ O} and ∪,∩, ∼ being partial operations satisfying
(universal quantifiers are implicit)
a ∩ (b ∩ c)
ω
= (a ∩ b) ∩ c) & a ∪ (b ∪ c)
ω
= (a ∪ b) ∪ c) (WA)
a ∪ (b ∩ c)
ω
= (a ∪ b) ∩ (a ∪ c) & a ∩ (b ∪ c)
ω
= (a ∩ b) ∪ (a ∩ c) (WD)
a ∩ b
ω
= b ∩ a & a ∪ b
ω
= b ∪ a (WC)
(a ∩ b) ∪ a
ω
= a & (a ∪ b) ∩ a
ω
= a (WAb)
(∀a)a ∩ 0 = a& a ∪ 0 = 0 & a ∩ 1 = a & a ∪ 1 = 1 (Bo)
a∩ ∼ a
ω
= 0 & a∪ ∼ a
ω
= 1 (WCp)
∼∼∼ a
ω
=∼ a (WNeg)
Further it will be necessary that approximations have been constructed
from the valuations through some process Φ.
WA, WD, WC, WAb, WNeg, WCp respectively are abbreviations for
weak associativity, distributivity, commutativity, absorptivity, negation,
and complementation respectively in the above. It should be clear that
this amounts to presuming a possibly non-Boolean structure on the set of
valuations. These may help in avoiding wasting time on useless compu-
tations or confusing attribute combinations in practice. Note that the last
line in the definition refers to some process that can be expected to be exactified
in specific contexts. This was omitted in an earlier draft of this paper because the
context would determine it anyways.
Definition 12. • In the definition of a CGGS, if the GGS is replaced
by Pre-GGS, then the resulting system would be referred to as a Pre
CGGS.
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• In a CGGS, if the parthood is defined by Pab if and only if a 6 b
then the CGGS is said to be a concrete high granular operator space
CGS.
• A concrete higher granular operator space (CHGOS) S is aCGS in which
the lattice operations are total.
• In a concrete higher granular operator space, if the lattice operations
are set theoretic union and intersection, then theCHGOSwill be said
to be a set CHGOS.
Example 4. In handling datasets relating to structure of humans and cars, an
example of a useless conjunction of attributes can be has liver and has doors.
Similar conjunctions may be avoided in the analysis of data tables (with pre-
defined columns) derived from essays that has comparisons and analogies between
humans and cars for fear of confusing readers.
Example 5. Diversity Application Datasets
Suppose datasets have been generated by reviewers from grants/scholarships
applications for an event or course from women belonging to diverse backgrounds
with diversity and level of systemic discrimination faced being key components of
the criteria for recommendation.
Typically, such applications have subjective components (that may not figure
in the columns of the datasets), and recommendations involve additional subjec-
tive reasons. Columns in the dataset may concern level of isolation, recent efforts
at improvement, academic qualifications, age group, goals and reviewers recom-
mendations. In addition, it may be required of reviewers to avoid comparing ap-
plicants
The operations of combining valuations under distinct columns are bound to
depend on the applicant - therefore the universality of some conjunctions, dis-
junctions and negations may not make sense. The ones that can make sense can
be determined through additional analysis by multiple correspondence analysis
(MCA) or generalizations thereof. MCA [22] can be viewed as an adaptation of
principal component analysis to factor data in which categories are looked for by
both columns and rows simultaneously. A detailed analysis of such datasets, due
to the present author, will appear separately.
Example 5 suggests that additional procedures should be used for
identifying operations on valuations.
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Theorem 3. Let XX stand for one of GGS, GS, HGOS or set HGOS, then
every concrete XX has XX as a projection. Also every concrete set HGOS is
transformable into an information system.
PROOF. For the second part, note that the set of objects and attributes are
respectively constructible from a set HGOS. The valuation function can
also be extracted. Information about approximations and granulations
cannot be transformed in any obvious manner.
✷
4.1. Improved Inverse Problem
The inverse problem is a partly broken representation problem in the
context of general rough sets due to the present author. An overview can
be found in [44]. The basic problem is to find an information table (sys-
tem) or a set of approximation spaces that fits the available information in
the form of a set of approximations, similarities, and some relations about
objects in accordance with a rough procedure. In the presented form, it
can be very difficult to solve. In [44], it is mentioned by the present author
granular operator spaces and higher order variants can be used for its for-
mulation. This formulation can be severely improved using the concepts
of CGGS, Pre-CGGS and special morphisms. Note that even CHGOS need
not correspond to information systems.
Definition 13. Let X =
〈
O, H,γ, η, l,u, P,6,∨,∧,⊥,⊤
〉
be a Pre-CGGS.
By a projective closed morphism of a Pre-GGS S into a Pre-CGGS X will be
meant a map ϕ : S 7−→ H that satisfies all of the following:
• ϕ is a closed morphism and
• is injective
.
Problem 1. The inverse problem(improved) for a Pre-GGS is then the problem of
construction of a projective, closed morphism into a Pre-CGGS. Analogously, the
problem can be specialized to Pre-GS, Pre-HGOS and Set Pre-HGOS.
Possible solutions of the problem depend on granulations and approxi-
mations used, and some solutions are known [42, 3] in the following sense.
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Theorem 4. For every pre-rough algebra S, there exists an approximation space
X such that the pre-rough algebra generated by X is isomorphic to S.
Theorem 5. For every super rough algebra S, there exists an approximation
space X such that the super rough set algebra generated by X is isomorphic to
S.
But the above representation results are about approximation spaces
and not information tables. A number of information tables (and therefore
Pre-GGS) can give rise to the same approximation space.
In the context of this paper, solutions of the inverse problem can directly
help in defining appropriate granular rough inclusion functions on GGS from
among the many that would be possible in general – this aspect is transformed
into a strategy for partially solving the problem in the seventh section.
4.2. Less-Contaminated Numeric Measures
The concept of a careful measure introduced below is intended to express
a numeric measure that depends on definite or crisp objects alone. The
numeric part can still be a source of contamination and noise unless such objects
are essentially made of granules of the same weight.
Definition 14. Let S be a Pre-GGS. A partial function f : Sn 7−→ ℜ will be
said to be a careful measure if and only if dom(f) ⊆ (R(S))n for a positive
integer n, where R(S is a set of definite or crisp objects of S.
To accommodate Pre-CGGS, an additional map like the one defined
next may be used.
Definition 15. Let S be a Pre-CGGS. A function ϕ : Sr 7−→ R(S)n will be
said to be an approximator if r,n are positive integers and R(S)n is a set of
definite or crisp objects of S.
In this research paper, allowance will be made for composition of these
two classes of functions alone.
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4.3. Reducts
Explicit reference to objects in a CGGS and variants permits one to eas-
ily speak of indiscernibilities and reducts of various types.
LetΦρ(a,b, x) be some formula that says that attribute set x can discern
object a from b in the sense ρ.
Definition 16. Given a CGGS X of the form〈
O, S,γ, η, l,u, P,6,∨,∧,⊥,⊤
〉
,
and discernibility formula of the form Φρ(a,b, x), a skewed discernibility
matrix will be a square matrix ∆ of order #(O) with its entries defined by
(ai being the ith object in O)
δij = {x; x ∈ S & Φδ(ai,aj, x)}
The entries in a skewed discernibility matrix are most likely to con-
tain superfluous elements. In all cases, each entry should be replaced by
a P-minimal subset (even if P is not even transitive). These P-minimal
matrices will be referred to as P-minimal skewed discernibility matrices.
Proposition 2. In the context of set CHGOS, P-minimal skewed discernibility
matrices are proper generalizations of the classical concept of a discernibility ma-
trix.
PROOF. Since P is the same as set inclusion in the context, P-minimal ele-
ments in the (ij)’th position are minimal subsets of attributes that distin-
guish between the ith and jth objects. In the classical way of computing
discernibility matrices, if the ij th entry of the matrix is {1, 2, 3}, then the
corresponding entry in the P-minimal skewed discernibility matrix would
be {{1}, {2}, {3}}. So P-minimal skewed discernibility matrices are proper
generalizations. ✷
The reader may refer to [40, 12] for more on the following definition.
Definition 17. Let the principal up-set generated by a,b ∈ S be the set
U(a,b) = {x : Pax & Pbx}.
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K ⊂ S is a P-ideal if and only if
(∀x ∈ S)(∀a ∈ K)(Pxa −→ x ∈ K) (2)
(∀a,b ∈ K)U(a,b) ∩ K 6= ∅ (3)
If a P-ideal K is representable as the intersection of all ideals containing
a single element a ∈ S, then it is said to be principal.
Concepts of skewed information reducts can be directly defined rela-
tive to a P-minimal skewed discernibility matrix as principal P- ideals of
S that preserve the P-minimal skewed discernibility matrix.
Because reducts are not used in this paper, these will be taken up sep-
arately.
5. General Rough Inclusion Functions
Intuitively, generalizations of rough inclusion functions are likely to
work perfectly when
A1 the contribution of attributes to approximations have uniform weigh-
tage across approximations,
A2 the contributions of attributes in the construction of approximation
can be assigned weights,
A3 the functions are robust (that is the value of the function does not
change much with small deviations of its arguments [60]) and sta-
ble relative to the context,
A4 Every aggregate of attributes is meaningful, and
A5 Attributes are independent.
The ideas of robustness and stability are always relative to a finite number
of purposes or use cases in application contexts.
In this section, the different known rough inclusion functions are gen-
eralized to GS of the form S = 〈S,G, l,u, P,∨,∧,⊥,⊤〉. If κ : S2 7−→ [0, 1]
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is a map, consider the conditions,
(∀a) κ(a,a) = 1 (U1)
(∀a,b)(κ(a,b) = 1 ↔ Pab) (R1)
(∀a,b, c)(κ(b, c) = 1 −→ κ(a,b) 6 κ(a, c)) (R2)
(∀a,b, c)(Pbc −→ κ(a,b) 6 κ(a, c)) (R3)
(∀a,b)(Pab −→ κ(a,b) = 1) (R0)
(∀a,b)(κ(a,b) = 1 −→ Pab) (IR0)
(∀a)(P⊥a −→ κ(a,⊥) = 0) (RB)
(∀a,b)(κ(a,b) = 0 −→ a∧ b = ⊥) (R4)
(∀a,b)(a∧ b = ⊥ & P⊥a −→ κ(a,b) = 0) (IR4)
(∀a,b)(κ(a,b) = 0 & P⊥a↔ a∧ b = ⊥) (R5)
(∀a,b, c)(P⊥a & b∨ c = ⊤ −→ κ(a,b) + κ(a, c) = 1) (R6)
These mostly correspond to the definition in [17, 16]. rif3 is RB, and
rif2∗ is R2 under the conditions mentioned. Proofs of the next proposition
can be found in the [17]. These carry over to HGOS directly, while the
proofs in a GS are not hard.
Theorem 6. The following implications between the properties are easy to verify.
prif1 If a GS S satisfies R1, then R3 and R2 are equivalent.
prif2 R1 if and only if R0 and IR0 are satisfied.
prif3 R0 and R2 imply R3.
prif4 IR0 and R3 imply R2.
prif5 IR4 implies RB.
prif6 IR4 and R4 if and only if R5.
prif7 When complementation is well defined then R0 and R6 imply IR4.
prif8 When complementation is well defined then IR0 and R6 imply R4.
prif9 When complementation is well defined then R1 and R6 imply R5.
Further both R1 and R0 imply U1.
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PROOF. Aspects of the proof are illustrated below
prif1 Suppose Pbc for some b, c ∈ S, then by R1 κ(b, c) = 1 and con-
versely. In R2 and R3 the premise can be interchanged in the condi-
tional implication when R1 holds.
prif2 Obvious.
prif3 Suppose R0 and R2 hold. If Pbc for some b, c ∈ S then by R0
κ(b, c) = 1. So for any a κ(a,b) 6 κ(a, c). That is R3 follows from R0
and R2
prif5 Substituting ⊥ for b in IR4 yields RB.
pref6 Is obvious.
Definition 18. By a general rough inclusion function (RIF) on a GS S shall
be a map κ : (S)2 7−→ [0, 1] that satisfies R1 and R2. A general quasi rough
inclusion function (qRIF) will be a map κ : (S)2 7−→ [0, 1] that satisfies R0
and R2. While a general weak quasi rough inclusion function (wqRIF) will be
a map κ : (S)2 7−→ [0, 1] that satisfies R0 and R3.
Proposition 3. In a GS S, every RIF is a qRIF and every qRIF is a wqRIF.
5.1. Specific Weak Quasi-RIFs
RIFs and variants thereof are defined over power sets in [61, 17]. For
rewriting them in the high granular operator space way, it is necessary to
assume that S = ℘(⊤), ⊤ being a finite set, ⊥ = ∅, P =6=⊆, ∨ = ∪ and
∧ = ∩. Specifically, the following functions have been studied in [17] and
have been used to define concepts of approximation spaces.
ν1(A,B) =


#(B)
#(A ∪ B)
if A ∪ B 6= ∅
1 otherwise
(K1)
ν2(A,B) =
#(Ac ∪ B)
#(⊤)
(K2)
If 0 6 s < t 6 1, and ν : S2 7−→ [0, 1] is a RIF, then let ννs,t : S
2 7−→ [0, 1]
be a function defined by
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ννs,t(A,B) =


0 if ν(A,B) 6 s
ν(A.B) − s
t− s
if s < ν(A,B) < t,
1 if ν(A,B) > t
(Kst)
Proposition 4. [17] In general, ννs,t is a weak quasi RIF and ν
ν
s,1 is a quasi RIF.
5.2. Operations on Generalized RIFs
Operations on these generalized RIFs (including RIFs) have not been
studied in the literature on rough sets to date - though there are interesting
results on the set of all roughmembership functions [6] and on generalized
rough membership functions in granular operator spaces [41](that can be
read as a generalized rough inclusion partial functions). The operations on
the set of membership function are based on point-wise ordering in [6] and
on two modal operators that essentially transform the rough membership
function in a set A by the rough membership function in the set Al and Au
respectively. The modal operators reduce contamination to an extent (the
author does not say asmuch in the paper). This also suggests thatRIFs and
generalizations thereof should be handled from the perspective of order,
and generalized disjunctions and conjunctions. This motivates the use of t-
norms and s-norms – it should be noted that the result of operations may
not have a concrete interpretation associated in the rough set theoretical
scheme of things. For example, for four elements A,B,C,E of a GS S,
ν1(A,B)⊗ν1(C,E)may be computable given the choice of the definition of
⊗, but the result may not make sense. If granularity is somehow involved,
then it may be possible to be more sure of the outcome.
At the same time it is possible to assign some meaning to addition and
product (in the field of real numbers) of generalized RIFs, though its prac-
tical value is limited.
5.3. Connections of Generalized RIFs with Other Measures
RIFs have been related to a number of numeric measures such as qual-
ity of classification[50] , variable precision rough sets [77, 62, 68], accuracy
degree of approximation [50], degrees of closeness [53], dependence de-
gree of a set of attributes on another [50], dependency degree of a deci-
sion set with respect to an attribute set and others. Rough membership
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functions are usually not related to rough inclusion functions in the lit-
erature. In most of these cases, the RIFs involve possibly non-crisp and
non-definite objects. Some of the connections are mentioned in [26].
Variants of RIFs have also been used in reduct computation for contexts
involving non granular rough approximations (see [7, 72, 58]). Limitations
of mass and plausibility functions are also mentioned in the context.
Theorem 7. If S is a set HGOS, then
• The accuracy degree of approximation of an element x is
α(x) =
#(xl)
#(xu)
= ν(xu, xl).
• The classical rough inclusion degree ν(a,b) defined by Equation. K0 is
not a function of crisp objects. The degree of misclassification is µ(a,b) =
1− ν(a,b). It coincides with ν(a,bc) whenever S is closed under comple-
ments.
• Relative to a partition S satisfying
⋃
S =
⋃
S, or even relative to the gran-
ulation G, it is possible to define generalized VPRS approximations of any
X ∈ S for a pair of parameters 0 < α 6 β < 1 as follows:
Xlv =
⋃
{h : h ∈ G & ν(h,X) > β}
Xuv =
⋃
{h : h ∈ G & ν(h,X) > α}
These approximations clearly depend on granules and the original set.
The latter definition is fixed next:
Definition 19. Relative to the granulation G, it is possible to define fixed
generalized VPRS approximations of any X ∈ S for a pair of parameters 0 <
α 6 β < 1 as follows:
Xlv =
⋃
{h : h ∈ G & ν(h,Xl) > β}
Xuv =
⋃
{h : h ∈ G & ν(h,Xl) > α}
These approximations clearly depend on granules or approximations.
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In the context of set HGOS, if GRIFs are used then they can be shown
to generate few generalized or very different relationships. While it is
possible to define a number of generalizations on the theme, the most in-
teresting ones are those of relative comparison between different pairs of
approximations.
6. Granular Rough Inclusion Functions
To capture rough reasoning, it is important to avoid using objects and
operations that are actually accessible only in an exact perspective of the
context. Every concept of a weak quasi rough inclusion function considered in
the previous section is flawed relative to this perspective.
The concept of contamination relates to the contexts under considera-
tion and many levels of contamination reduction can be of interest in prac-
tice. If all objects permitted in a domain are approximations of objects in
the classical semantic domain, then the domain in question would be re-
ferred to as a weak rough domain. One way of reducing contamination can
be through the use of approximations or representations of rough objects
instead of sets that are not perceived as such in a weaker rough or rough
semantic domain respectively. But this can be done in a number of ways
because an object of the classical domain can be expressed by a number of
approximations in rough domains. Therefore, it is reasonable to assume that
measures include all or most important possibilities.
It is also of interest to use weights corresponding to different attributes or
at least granules guided by additional rules. The behavior of aggregations and
commonality operations used can be useful in constructing algorithms for the
same.
Over a set HGOS, the following conceptual variants of rough inclusion
functions can be defined.
Definition 20. If S is a set HGOS, A,B ∈ S, σ,π ∈ {l,u} and the denomi-
nators in the expression is non zero, then let
νσpi(A,B) =
#(Aσ ∩ Bpi)
#(Aσ)
(σπ-grif1)
If #(Aσ) = 0, then set the value of νσpi(A,B) to 1. νσpi will be said to be a
basic granular rough inclusion function.
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Variants of this definition are also of interest:
Definition 21. If S is a set HGOS, A,B ∈ S, σ,π ∈ {l,u} and the denomi-
nators in the expression is non zero, then let
νσpi(A,B) =
#(Aσ ∩ Bpi)
#(Api)
(σπ-grif2)
If #(Api) = 0, then set the value of νσpi(A,B) to 1. νσpi will be said to be a
cobasic granular rough inclusion function.
Proposition 5. In the context of Definition 20,
(∀A,B ∈ S) 0 6 νσpi(A,B) 6 1
This proposition does not hold for cobasic granular rough inclusion functions in
general.
Theorem 8. In a set HGOS S with ⊥ = ∅, all of the following hold (α being
any one of ll, lu,ul or uu):
(∀A,B)νul(A,B) 6 νuu(A,B) (ulu2)
(∀A,B)νll(A,B) 6 νlu(A,B) (llu2)
(∀A,B,E) (B ⊂ E −→ να(A,B) 6 να(A,E)) (mo)
(∀A)νlu(A,A) 6 νll(A,A) = 1 = νuu(A,A) (refl)
(∀A)να(⊥,A) = 1 (bot)
(∀A) (⊤ = ⊤l = ⊤u −→ να(A,⊤) = 1) (top)
PROOF. • ulu2 follows from (∀B ∈ S)Bl ⊆ Bu.
• Proof of llu2 is similar.
• Since both l and u are monotonic and the denominator is invariant
in
να(A,B) 6 να(E,B), mo follows.
• Proof of refl is direct.
• Only in the condition ⊥, is the assumption ⊥ = ∅ used.
✷
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All this leads to
Definition 22. In a set HGOS S, by the granular rough inclusion function of
type-1 (GRIF-1) ζν will be meant a function : S2 7−→MQ (MQ being the set
of 2 × 2 matrices over the set Q+ ∩ [0, 1], of positive rationals less than or
equal to 1) defined for any (A,B) ∈ S2 as below:
ζν(A,B) =
(
νll(A,B) νlu(A,B)
νul(A,B) νuu(A,B)
)
In the context of Definition 22, if Q+ ∩ [0, 1] is replaced by the real unit
interval [0, 1], andMQ byMI (set of 2×2matrices over the real unit interval
[0, 1]), then the function will be called a granular rough inclusion function of
type-0 (GRIF-0).
Remark 2. The most appropriate domain for generalized RIFs depends on the
application context and the philosophical assumptions made. Therefore finite sub-
sets of Q+ ∩ [0, 1],Q+ ∩ [0, 1], and [0, 1] can all be relevant.
Because general RIFs do not have any ontological commitment to the cardi-
nality of sets, GRIF-1 is not the only possibility.
The set of 2× 2 matrices over the field of rationals forms a noncommu-
tative ring, but a direct interpretation of the ring operations is not possible
in the context. Denoting an arbitrary t-norm by⊗ on the setQ+∩ [0, 1] and
another arbitrary s-norm by⊕, the following operations can be defined for
any (aij), (bij) ∈MQ:
(aij) 6 (bij) := (aij ⊕ bij) (disjunction)
(aij) 7 (bij) := (
⊕
k
aik ⊗ bkj) (conjunction)
More generally,
Definition 23. In a high granular operator space S, if τ is a wqRIF, then
the granular weak quasi rough inclusion function ζτ (GwqRIF) induced by τ
will be a meant a function : S2 7−→ MQ defined for any (A,B) ∈ S2 as
below:
ζτ(A,B) =
(
τ(Al,Bl) τ(Al,Bu)
τ(Au,Bl) τ(Au,Bu)
)
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In general, these definitions do not necessarily involve definite objects.
Theorem 9. • In a high granular operator space S if τ is a weak quasi RIF
and A is a definite element then
ζτ(A,B) =
(
τ(A,Bl) τ(A,Bu)
τ(A,Bl) τ(A,Bu)
)
(4)
• If Al = A = Au and Bl = B = Bu, then
ζτ(A,B) =
(
τ(A,B) τ(A,B)
τ(A,B) τ(A,B)
)
(5)
• If Bl = B = Bu, then
ζτ(A,B) =
(
τ(Al,B) τ(Al,B)
τ(Au,B) τ(Au,B)
)
(6)
The above theorem motivates the following definition:
Definition 24. In a high granular operator space S if τ is a weak quasi RIF
and
• ifA is a definite element, then let ξτ(A,B) = (τ(A,Bl), τ(A,Bu)) and
• if B is a definite element, then letωτ(A,B) = (τ(Al,B), τ(Au,B))
ξ and ω will respectively be referred to as the 1-certain GRIF (1GwqRIF)
and 2-certain GRIF (2GwqRIF) induced by the weak quasi RIF τ.
This suggests that GwqRIFs may be viewed as semilinear transformations of
2GwqRIFs and 1GwqRIFs. Clearly there is much to be fixed for this view
that pairs of inclusion measures of objects in crisp objects correspond to inclusion
measures of objects in other not necessarily crisp objects or that pairs of inclusion
measures of crisp objects in not necessarily crisp objects correspond to inclusion
measures of objects in other objects.
Theorem 10. MQ along with the operations 7, 6 and neutral elements, 0 and
1 forms a semiring with unity when ⊕ is the Min t-norm operation.
Dually, MQ along with the operations 7, 6 and neutral elements, 0 and 1
forms a dual semiring with unity when ⊗ is the Max s-norm operation.
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PROOF. • ⊗ distributes over ⊕ if and only if ⊕ is the Max s-norm (see
Theorem 3.5.1 in [2].
• For any three elements (aij), ((bij) and (cij)) inMQ,
(aij) 7 ((bij) 6 (cij)) = (aij) 7 (bij ⊕ cij) =
(
⊕
k
[aik ⊗ (bkj ⊕ ckj)]) = (
⊕
k
(aik ⊗ bkj)⊕ (aik ⊗ ckj))
the last step holds whenever distribution of ⊗ over ⊕ holds.
The dual version of this holds because ⊕ distributes over ⊗ if and only
if ⊗ is the Min t-norm. ✷
Discussion. Clearly this shows that sets of GRIFs have a nice algebraic
structure associated in a number of situations. Distributivity is not really
essential for the purpose of this paper. In the absence of the property, it is
possible to use the H-product instead mentioned in the Sec. 2 to ensure it.
But it is a fact that it is not the best of operations from the point of view of
related morphisms.
The theorem provides yet another way of deciding on when a fuzzy
strategy can possiblymimic a granular rough set approach in a transparent
way because
• representation ofGwqRIFs through 2GwqRIFs need not hold in gen-
eral,
• but such representation can possibly be approximated through
choice of t-norms and s-norms,
• choice of t-norms and s-norms correspond to a fuzzy reasoning strat-
egy, and
• all this is reasonable from a general inclusion function perspective.
6.1. Results on Form of Matrix
Theorem 11. In a set HGOS S, if τ(A,B) is the standard rough inclusion func-
tion defined by Equation..K0, and Al 6= ∅, then
ζτ(A,B) =
(
1 1
r 1
)
(7)
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for a r 6 1 if and only if
Al ⊂ Bl ⊂ Au ⊂ Bu or A ⊂ B or A = B
PROOF. If A = B, then
ζτ(A,A) =

 1 1#(Al)
#(Au)
1

 (8)
and r =
#(Al)
#(Au)
6 1
If A ⊂ B, then Al ⊆ Bl and Au ⊆ Bu. So
ζτ(A,B) =

 1 1#(Au ∩ Bl)
#(Au)
1

 (9)
and r =
#(Au ∩ Bl)
#(Au)
6 1
If Al ⊂ Bl ⊂ Au ⊂ Bu, then it is not necessary that A ⊆ B and
ζτ(A,B) =

 1 1#(Au ∩ Bl)
#(Au)
1

 (10)
and r =
#(Au ∩ Bl)
#(Au)
< 1
For the converse, suppose that
ζτ(A,B) =
(
1 1
r 1
)
(11)
for a r 6 1, then it is necessary that
#(Al ∩ Bl) = #(Al) or Al = ∅ (llc)
#(Al ∩ Bu) = #(Al) or Al = ∅ (luc)
#(Au ∩ Bl) 6 #(Au) or Au = ∅ (ulc)
#(Au ∩ Bu) = #(Au) or Au = ∅ (uuc)
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Because, the sets are finite, it follows that
Al ⊆ Bl (ll1)
Al ⊆ Bu (lu1)
Au * Bl (ul1)
Au ⊆ Bu (uu1)
These four conditions are equivalent to ll1, ul1, uu1, which is possible
only when
Al ⊂ Bl ⊂ Au ⊂ Bu or A ⊂ B or A = B
✷
Theorem 12. In a set HGOS S, if τ(A,B) is the standard rough inclusion func-
tion defined by Equation..K0, then
ζτ(A,B) =
(
0 1
1 1
)
(12)
is not possible
PROOF. Suppose,
ζτ(A,B) =
(
0 1
1 1
)
(13)
Then it is necessary that
Al ∩ Bl = ∅ & Al 6= ∅ (ll0)
Al ⊆ Bu (lu0)
Au ⊆ Bl (ul0)
Au ⊆ Bu (uu0)
But this is impossible. ✷
Theorem 13. In a set HGOS S, if τ(A,B) is the rough inclusion function de-
fined by equation K1,
τ(A,B) =


#(B)
#(A ∪ B)
if A ∪ B 6= ∅
1 otherwise
(K1)
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then
ζτ(A,B) =
(
1 1
1 1
)
(14)
if and only if one of the following three conditions holds
Au ∪ Bu = ∅ (1)
Au ∪ Bl = ∅ & Bu 6= ∅ (2)
Al ⊆ Au ⊆ Bl ⊆ Bu (3)
PROOF. If Au ∪ Bu = ∅, then the form of ζτ(A,B) is obvious.
If Au ∪ Bl = ∅ & Bu 6= ∅, then Al ∪ Bl = ∅, Al = ∅, and Au = ∅. So the
value of ζτ(A,B) follows.
If Al ⊆ Au ⊆ Bl ⊆ Bu, then the denominator in elements of the first
and second column respectively of ζτ(A,B) are #(B
l) and #(Bu) respec-
tively.
For the converse, suppose that
ζτ(A,B) =
(
1 1
1 1
)
(15)
Then it is necessary that
#(Bl) = #(Al ∪ Bl) or Al ∪ Bl = ∅ (b1)
#(Bu) = #(Al ∪ Bu) or Al ∪ Bu = ∅ (b2)
#(Bl) = #(Au ∪ Bl) or Au ∪ Bl = ∅ (b3)
#(Bu) = #(Au ∪ Bu) or Au ∪ Bu = ∅ (b4)
Since the sets are finite, the possibilities reduce to
Al ⊆ Bl or Al = Bl = ∅ (b1+)
Al ⊆ Bu or Al = Bu = ∅ (b2+)
Au ⊆ Bl or Au = Bl = ∅ (b3+)
Au ⊆ Bu or Au = Bu = ∅ (b4+)
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which again reduces to the three possibilities
Au ∪ Bu = ∅ (1)
Au ∪ Bl = ∅ & Bu 6= ∅ (2)
Al ⊆ Au ⊆ Bl ⊆ Bu (3)
✷
These results provide for another level of abstraction from a numeric perspec-
tive that can actually help in deciding on solvability of the inverse problem in the
set HGOS perspective.
Theorem 14. If a collection of matrices U with entries in the interval [0, 1] con-
tains a matrix of the form (
rll rlu
rul ruu
)
(16)
not satisfying
rll 6 rlu & rul 6 ruu (17)
or if it contains a matrix of the form(
0 1
1 1
)
(18)
then the approximations cannot fit in a set HGOS scheme.
6.2. Connections with Parameterized Approximation Spaces
At face value, it is not possible to relate the approach of GRIF enhanced
GGS variants with the approach used in parameterized approximation
spaces because the latter is committed to pointwise approximations, and
basic ideas of granularity used are different. Apart from philosophical
correspondence of ideas, some interesting variations are shown to be pos-
sible in this subsection. These are relevant for comparison with the pilots
algorithm proposed in section 8.
The setting of [60] is a parameterized approximation space of the form
〈S, ξ,h〉 ,
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with
ξ : S 7−→ ℘(S) being an uncertainty function (S being interpreted as a
set of objects) and h : (℘(S))2 7−→ [0, 1] a RIF. ξ(x) is the set of things that
are similar to x. Further, it is assumed that a set is definable if and only if
it is a union of uncertain values. The authors however suggest the use of
additional numeric functions to define ξ - this aspect will be omitted in the
proposed variants because it amounts to permitting more contamination.
ξ(x) can also be read as a neighborhood of x.
Pointwise approximations defined as below are used in the considera-
tions
(∀X ∈ ℘(S))Xlow = {x : h(ξ(x),X) = 1} (low)
(∀X ∈ ℘(S))Xup = {x : 0 < h(ξ(x),X)} (up)
Parametric granular approximations can be defined via (these are not
used in [66]):
(∀X ∈ ℘(S))Xlow = {ξ(x) : h(ξ(x),X) = 1} (glow)
(∀X ∈ ℘(S))Xup = {ξ(x) : 0 < h(ξ(x),X)} (gup)
If R ⊆ S2 is a tolerance, then approximations are defined in [65] as
(∀X ∈ ℘(S))XlowR = {x : (∀a)(Rxa −→ h(ξ(x),X) = 1)}
(∀X ∈ ℘(S))XupR = {x : (∀a)(Rxa −→ x : 0 < h(ξ(x),X))}
The set {ξ(x) : x ∈ S} in the context of a parametric approximation
spaces may be read as an anti granulation from the perspective of the
present author’s axiomatic approach and also from the GDO (granules are
definite objects) approach.
If approximations are defined instead as
(∀X ∈ ℘(S))XlowRg =
⋃
{ξ(x) : (∀a)(Rxa −→ h(ξ(x),X) = 1)}
(∀X ∈ ℘(S))XupRg =
⋃
{ξ(x) : (∀a)(Rxa −→ x : 0 < h(ξ(x),X))}
then again the approximations are in general not granular.
In [60], the authors expect two main conditions to be satisfied by a
calculus of information granules (understood as per CGCP):
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• Granules or rather granulations should provide for compressed rep-
resentation of complex nested clumps of objects like soft patterns,
and
• Concepts represented by granules should be robust with respect to
their component deviations. This is intended to mean that inclusion
or closeness under a given construction is preserved by small devia-
tions in components.
For these conditions, it is necessary that more complex
information granules involved should be constructible from simpler ones
together with relevant extensions of inclusion and closeness relations. For
the latter condition satisfiability relations under rough mereology need to
be invoked to define robustness in concrete terms. In the present author’s
view, the above mentioned idea of robustness of granules and granulations is sug-
gestive of methods that ensure similarity of the semantic type of the granules. It
can also be a weak principle of reducing contamination.
The necessity of identifying proper uncertainty functions that can be
read as a mechanism of rough object identification is central to the approach
of [65, 60]
6.2.1. Granular Parametric Approximation Spaces
Given a set CHGOS, and an additional mechanism of identification of
uncertain objects it is possible to define additional approximations using
GRIFs. This provides for granular generalization of the parametric ap-
proximation approach.
Let
X =
〈
O, S,γ, η, l,u, P, ξ,∪,∩,⊥,⊤
〉
be a set CHGOS and  h : O 7−→ ℘(O) be a uncertainty map (defined by
a formula possibly). For any corresponding element X ∈ S parametric
lower and upper approximations can be defined (relative to a GRIF ζτ and
suitable bounds 1o and 0o) as follows:
XL+ = { h(x) : ζτ( h(x),X) = 1o} (19)
XU+ = { h(x) : 0o ≺ ζτ( h(x),X)} (20)
It should be noted that the value of 1o and 0o depend on τ as has been
demonstrated before.
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6.3. Extended Set-Theoretic Mereology
Definition 25. By the natural partial order on the setMQ will be meant the
relation  defined by
(aij)  (bij) if and only if (∀i, j)aij 6 bij
Definition 26. In a set HGOS S, an element A will be r-included in B
(A ⊆r B) if and only if r  ζ
τ(A,B) for a GwqRIF ζ.
Theorem 15. In a set HGOS S with τ being a RIF, all of the following hold:
(∀A,B,C)(A ⊆r B & B ⊆q C −→ (∃h)h  r & h  q & A ⊆h C)
(∀A,B)(A ⊆h B 6= ⊥ & 0 ≺ h −→ (∃q)B ⊆q A & 0 ≺ q)
(∀A,B)(PAB & C ⊆h A −→ (∃r)h  r & C ⊆r B)
PROOF. • The first property is a consequence of the definition of ζτ
and the properties of the approximations assumed. It includes the
case with h = ⊥. So the property holds always and even when τ is a
wqRIF and not a RIF.
• 0 ≺ h yields at least one of the entries in the matrix is non zero. This
means some nonempty granules are part of the upper approxima-
tions of A and B. This in turn yields the existence of a q satisfying
0 ≺ q and B ⊆q A. Condition R1 is assumed in this.
• The third property holds if condition R0 is satisfied by τ. This hap-
pens because it restricts the possible values of ζτ(A,B).
✷
Clearly ⊆r is more general than the parthood predicate of RIF based
rough mereology and its fuzzy variants [53]. The associated logics that
differ substantially from [54] will appear separately for reasons of space.
7. Extending GRIFs to GGS
The natural question of extending RIFs and GRIFs to GS are explored
in this section. Cardinality of elements of a GS are not defined by default,
but measures similar to that can be obtained through correspondences that
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model analogy with set HGOS. Such correspondences may be regarded as
a realization of second order rough set perspective because they involves
assigning abstract collections of attributes to sets of attributes.
Let S andW be two GGS of the following forms:
S = 〈S,G, l,u, P,6,∨,∧,⊥,⊤〉 (1)
W = 〈W,F, l,u, P,6,∨,∧,⊥,⊤〉 (2)
then a map ϕ : S 7−→ W is a morphism if it satisfies (it is assumed that the
reader can figure out the intended interpretation of operations):
(∀a ∈ S)ϕ(al) = (ϕ(a))l & ϕ(au) = (ϕ(a))u (lu-morphism)
(∀a,b ∈ S) (Pab −→ Pϕ(a)ϕ(b)) (P-morphism)
(∀a,b ∈ S) (a 6 b −→ ϕ(a) 6 ϕ(b)) (6-morphism)
ϕ(a∨ b)
ω
= ϕ(a)∨ϕ(b) (weak ∨-morphism)
ϕ(a∧ b)
ω
= ϕ(a)∧ϕ(b) (weak ∧-morphism)
ϕ(⊥) = ⊥ &ϕ(⊤) = ⊤ (0)
Proposition 6. In the above context, ifW is a set HGOS (expressed with a su-
perfluous signature), then the conditionP-morphism coincides with6-morphism.
Note that ϕ need not be a closed morphism. This is intended to permit
relatively loose interpretations of GGS in set HGOS for the purpose of
defining weaker concepts of cardinalities.
The following measures and generalized cardinalities are motivated by relative
values that can potentially evaluate the strength of sets of attributes. This can
again be relative to approximations.
Definition 27. If there exists a morphism ϕ from a GGS S to a set HGOS
W, then the ϕ-cardinality (#ϕ)of an element a ∈ S will be taken to be
#(ϕ(a)), and in addition the GGSwill be said to be have numeracy (GGSN
for short). If ϕ is a closed morphism, then #ϕ(a) will be said to be closed,
and in addition the GGS will be said to have closed numeracy (GGSCN for
short). By analogy, a GGSN that is also a GSwill be termed a GSN.
Problem 2. In the context of definition 27, the problem of existence of closed
morphisms can be involved. What simple conditions ensure the existence of such
morphisms?
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All definitions of section 6 can be extended to a GGSN along the fol-
lowing lines:
Definition 28. If S is a GGSN, A,B ∈ S, σ,π ∈ {l,u}, ϕ : S 7−→ and the
denominator in the expression is non zero, then let
νσpi(A,B) =
#(ϕ(Aσ) ∩ϕ(Bpi))
#(ϕ(Aσ))
(σπ-grif1)
If #(ϕ(Aσ)) = 0, then set the value of νσpi(A,B) to 1. The function νσpi
will be referred to as a ϕ-hasty GRIF.
The adjective hasty is relative to the following definition in a GSN
Definition 29. If S is a GSN, A,B ∈ S, σ,π ∈ {l,u}, ϕ : S 7−→ and the
denominator in the expression is non zero, then let
νσpi(A,B) =
#(ϕ(Aσ ∧ Bpi))
#(ϕ(Aσ))
(σπ-grif2)
If #(ϕ(Api)) = 0, then set the value of νσpi(A,B) to 1. The function νσpi
will be referred to as a ϕ-GRIF.
Clearly ϕ-GRIFs may not be definable in a GGSN.
Proposition 7. In a GGSN S, if νσpi is a hasty ϕ-GRIF and ϕ is a closed mor-
phism, then νσpi is also a ϕ- GRIF.
PROOF. Let ϕ : S 7−→ W be the closed morphism from the GGSN S into
the set HGOSW.
For any two elementsA,B ∈ S,if ϕ(A)∩ϕ(B) is defined, thenϕ(A∧B)
must also be defined and for any σ,π ∈ {l,u}, if #(ϕ(A)) 6= 0,
νσpi(A,B) =
#(ϕ(Aσ) ∩ϕ(Bpi))
#(ϕ(Aσ))
=
#(ϕ(Aσ ∧ Bpi))
#(ϕ(Aσ))
.
So the proposition holds. ✷
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7.1. Inverse Problem: Partial Solutions
In this section a method for checking whether a proposed solution to
an inverse problem is admissible or not is proposed through granular RIFs
and variants. This is important because the possible solution space is
bound to appear too wide in a number of cases, and even when the target
is restricted at a theoretical level (through axioms/conditions) too many
models may satisfy or become difficult to construct in the first place. It is
worthwhile to distinguish between the two situations because they require
distinct solution strategies.
Case-1: The cardinalities of the objects approximated and the universe
are not known. In this case, the following steps are appropriate.
• Using some strategy, compute GRIfs.
• Estimate an universe on the basis of the computed GRIfs and possi-
ble order.
• Construct possible models on the basis of this and eliminate those
that are incompatible with the order suggested by the GRIF.
Thus from a dataset consisting of general lower and upper approxima-
tions and some order relations, it may be possible to arrive at a smaller
collection of possible models that represents the actual situation through
GRIFs.
Case-2: The universe is known, but the cardinalities of the objects ap-
proximated are not fully known.
In this case, the following steps are appropriate.
• Using some strategy, compute GRIfs.
• Construct possible models on the basis of this and eliminate those
that are incompatible with the order suggested by the GRIF.
Again from a dataset consisting of general lower and upper approxi-
mations and some order relations, it may be possible to arrive at a smaller
collection of models that represents the actual situation through GRIFs.
Part of the complexity of proposed strategies is partly illustrated in the
following example (based on the example in [41]) for relation based rough
sets.
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Example 6. Let S = {a,b, c, e, f} and let R be a binary relation on it defined via
R = {(a, a), (b, b), (c, c), (a, b),
(c, e), (e, f), (e, c), (f, e), (e, b)}
R is not reflexive, transitive, symmetric or anti-symmetric.
The table for granules (successor neighborhoods) is
Table 2: Successor Neighborhoods
Objects E a b c e f
Neighborhoods [E] {a} {a,b, e} {c, e} {c, f} {e}
The approximations and rough objects are computed in Table 3 (strings of
letters of the form abe are intended as abbreviation for the subset {a,b, e} and y
is for , among subsets)
Under the rough inclusion order, the bounded lattice of rough objects can be
found in [38]. Now suppose that inform relating to the rough objects (and subsets
included) 3, 30, 45 and sets efyaeyacfyabefyac, and related GRIFs generated
over the standard rough inclusion is available. The first problem is of finding the
extent to which Table 3 can be reconstructed. As many as 132 GRIF matrices
would be generated by the sets under consideration
ecybceybcybfyaybyabyefyaeyacfyabefyac
For example, with τ being the usual rough inclusion function,
ζτ(ab,acf) =
(
1 1
1
3
1
)
(21)
In the considerations ζτ(ab,be) is not known among things. Estimating such
unknowns can be done with suitable aggregation and commonality operations
described in the previous sections. Obviously this requires additional justification.
The above example clearly motivates the following subproblem that is
also potentially relevant in cryptography or in hiding information.
Problem 3. Given a subset of rough objects, and approximations in a known
universe, and associated GRIFs, when and how can a set HGOS that fits the
information be constructed?
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Remark 3. In student-centered learning students are put at the center of the
learning process, and are encouraged to learn through active methods. Arguably,
students become more responsible for their learning in such environments. In
traditional teacher-centered classrooms, teachers have the role of instructors and
are intended to function as the only source of knowledge. By contrast, teachers
are typically intended to perform the role of facilitators in student-centered learn-
ing contexts. A number of best practices for teaching in such contexts [24] have
evolved over time. It may be noted that the impact of AI on enhancing class-
room learning and learning in general has been very limited (see [8] and related
references).
The inverse problem in practical contexts as in student-centered learning (ex-
plored by the present author in a forthcoming paper) typically has additional in-
formation available. This motivates hybrid strategies in the situation and justifies
the use of t-norms and s-norms to an extent.
8. Pilots Algorithm and Other Applications
This new algorithm is closely related to how pilots fly modern air-
planes under several constraints, therefore it has been named as pilots have
limited will algorithm or pilots algorithm. It involves use of GRIFs. Even
when GRIFs are replaced by RIFs, the algorithm schema is not known. The
purpose of the algorithm is to prevent pilots from taking bad decisions in
abnormal situations. In special cases, it can even be used for handling con-
cepts of closeness, and betweenness to a degree in robot navigation [48].
Modern airplanes are largely driven by safety-critical software, and
pilots essentially manage a limited abstraction. The software is almost
always tied to the hardware (specific model of the plane), and has high
complexity. Even when autopilots are switched off, pilots are permitted
limited control, and erroneous manual inputs may be altered by the un-
derlying software - in other words, this is about active control technology
(ACT) in modern aviation. Further pilots, first officers, and flight engi-
neers are provided with detailed guide books for handling different ad-
verse situations. Pilots learn on simulators, on flights and by studying
failures - this may be insufficient for handling planes with ACT (see [21]).
In the present author’s opinion it is very important to model the whole
system including the pilots, first officers and flight engineers for achieving
perfect safety criticality – this can also be related to job safety analysis in the
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context of safety management systems used in aviation (see [67]). Cur-
rent tools used in such systems do not focus on rigorous models of vague
aspects of training and other behavior of human participants. Further,
competition between flight operators has led to a number of hazardous
operational strategies that bypass standard operational procedures. It is
also a fact that a majority of plane crashes have happened due to technical
faults/failures in hardware and software, and standard violations.
Failure of hardware components can cause sensors to report intractable
wrong values or not reporting anything at all. In these conditions, even
standard manoeuvres may cause the airplane to crash.
The proposed algorithm is restricted to snapshots of in-flight actions
to enable a relatively static understanding of the process. Essentially the
pilots notice errors, fail to rectify them at first attempt andmanage to do so
in a second. This scenario means that something is wrong with the plane.
A goal of the algorithm is to provide optimal suggestions for improving
the quality of decisions taken during an event. Functions τ and ζτ are
assumed to be definable. The evaluated GRIFs used are expected to be
computed by a dedicated software that has access to more information
about technical problems faced by the plane than the pilots have access
to. The schematics of the context relative to the software is illustrated in
Figure 1 – the lines may be read from top to bottom as is aware of.
Proposed S/W
Pilot’s View-0
Hardware
Abstraction
Pilot’s View-1
Apparent
State
Dangerous
Moves
Real Error
State
Decisions
GRIF
Computations
Figure 1: Schematics of the Pilot’s Algorithm Context
1. State: Plane is in flight at some altitude X m with speed Z knots
2. Pilots notice error indication Err and alarm Al
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3. Pilots constructs approximations Erl and Eru approximating relevant
state Erp (defined by the plane) - these approximations are abstract
4. Pilots understanding of closeness to real situation is the evaluated
GRIF ζτ(Er,Erp)
5. Pilots propose approximations Sokl and Soku that correspond to er-
ror resolved state Sokp (defined by the plane) - these approximations
are abstract
6. Pilots understanding of closeness to real situation is the evaluated
GRIF ζτ(Sok, Sokp)
7. Possible actions dictated by granularity are A1, . . . , An
8. Pilots perform action A1
9. Pilots notice error indication Err and alarm Al
10. Pilots propose revised approximations Sokl1 and Sok
u
1 that corre-
spond to revised error resolved state Sokp1 - these approximations
are abstract
11. Pilots understanding of closeness to real situation is the evaluated
GRIF ζτ(Sok1, Sokp1) that is better than ζτ(Sok, Sokp).
12. Possible actions dictated by granularity are C1, . . . , Cn
13. Pilots perform action C1
14. Flight becomes stable
In the above, actions Ci and Ai can also be quasi ordered for decision
making in steps 9 and 14. The quality of approximations constructed by
pilots depends on the error condition, and pilot’s experience (in the third
step).
Decision making would suffer if RIFs are used instead in the algorithm.
While this claim has been justified theoretically, empirical comparison is
hindered by nonavailability of crash related datasets at the level desired.
Internal hardware designs and software are specific to the plane model
and are proprietary. For this reason an abstract minimalist dataset is sug-
gested in the following subsection for comparison.
8.1. Data Set Construction
The dataset should consist of objects S with associated labels, subsets
of a powerset of attributes S, and related valuations, subject to the further
condition that S is a union of two subsets A and B. Assume that G ⊆ B.
Elements of A are required to have their approximations in B. Further let
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• C := {ci : i ∈ 1, . . . ,n} is intended as the set of elements that can be
written in the form xl or xu.
• A := {ai : i ∈ 1, . . . , r}
• {bi : i ∈ 1, . . . ,q} ∪ C = B
• the granulation G := {gi : i ∈ 1, . . . l} ⊆ S
• A ∩ B = ∅
• #(C) = n, #(A) = r, #(B) = q + n and #(G) = l =< n
Every element of C is assumed to be related to a data table, while ap-
proximations of elements of A are alone known. It is easy to satisfy the
requirement that S along with objects, and additional operations form a
CGGS.
8.2. Remarks on Other Application Contexts
Two other distinct application contexts that show that granular RIFs
can be way better than RIFs perceived in the Skowron-Polkowski style
mereological approach.
For broad overviews of computational linguistics, the reader is referred
to [56, 11]. Natural languages expressed in a written script can be viewed
as a set of strings in alphabets that are classifiable into words, sentences,
clauses, phrases and other linguistic categories with the help of a rule set
based on occurrence of particular distinguished symbols like white space
and punctuation marks. In probabilist approaches these are represented
through linear ngrams subject to units being characters, words, or through
syntactic ngrams. For example, a linear 5-gram of words would be a se-
quence of five words. Syntactic ngrams, include those based on depen-
dency relations among parts and part of speech ngrams (that are defined
as subsequences of contiguous overlapping part-of-speech sequences with
text size n).
Many problems of computational linguistics involve some method of
identifying similar expressions in the form of
ngrams in the context in question. For example, the problem of referring
expression generation (REG)[25] concerns the production of a description of
an entity (from a dynamic dataset) that enables the hearer to identify that
entity in a given context. The first step towards solving such problems
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concern the selection of a suitable form of referring expression. Often it is
about descriptions like the white four wheeler or a big cat or the walking bovine
divinity.
RIFs can be used to reduce statements of the form A is similar to B to A
is roughly included to the degree r in B, or to the form the inclusion degree of A
in B is r. A far better idea would be to use GRIFs in the scenario because it
is easier to reason with relatively definite approximations of A and B.
Functional approximations of the predicate includes the meaning of
and those having the form all meanings of A are included in B are also of
interest. These can be handled through choice inclusive lower and upper
approximations [32]. Given a set of potential synonyms of a word, it is
easy to see that even the condition All = Al can fail.
8.2.1. Weights and Orders
The act of regarding all attributes as having equal value in the con-
structive description of objects is known to be problematic. In dominance
based rough sets [18], this is addressed partially through orders and or-
der based ranking of attributes. The approach is also related to theory
of pairwise comparison. When specific covers of the attribute set are of
interest, multiple weights may be assigned to attributes based on the ele-
ment of the cover they belong to. For example, if attribute x belongs to A
and B that are in the cover S, then it can be reasonable to assign distinct
numeric weights w(x,A) and w(x,B) to the attribute x. In these scenar-
ios, the weights corresponding to each element of the cover form a chain.
GwqRIFs can be easily extended to handle such weighted chain decompo-
sition of the attribute set.
The present author is also involved in the analysis of a dataset on health
care access of women in Kolkata urban conglomerate. A few health care
indices (at different stages of integration) that rely on two levels of weight-
ing and chain decomposition of the attribute set have been proposed by
her in a forthcoming paper.
8.2.2. Connection with Generalized Probability Theories
While the function mentioned in the introduction can be read as some-
thing analogous to conditional probability and Bayesian methods using
RIFs justified (see for example [64], it is known that many theoretical con-
cepts cannot be translated between general rough set and subjective prob-
ability theories [38, 36]. In all approaches to probabilities, the concept of
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an exact object is subjective. If they are fixed in advance, then concepts of
upper approximation are actualizable. If the generalized probability takes
real values (or in a suitable ordered structure), then it is possible to de-
fine upper, lower and other approximations through constraints based on
cut-off values [74]. As no proper granularity is admissible in a probability
theory, a reasonable analogy remains elusive.
9. Further Directions and Open Problems
In this research, the concept of high granular operator spaces and vari-
ants are improved substantially. As a result of this, these can be studied
from a purely partial algebraic system perspective. These are illustrated
with many examples, and connections with information systems (tables)
are also explored. The inverse problem of general rough sets is provided
with a clean partial algebraic system formalism.
To possibly relate GGS and variants with rough mereology based on
inclusion degrees, reduce contamination in practical situations, general-
ized variants of RIFs, and granular versions of rough inclusion functions
are proposed and characterized in some detail by the present author. Rep-
resentation theorems on the form of matrices are also proved by her. Ag-
gregation and commonality operations are shown to be possible in the
settings. The ideal representation proposed motivates a number of ex-
istential and mathematical problems. In particular, the best t-norm and
s-norm that attain the ideal representation can be interpreted as a fuzzy
perspective that ensures the representation. These and connection of the
approach with subjective probability and belief theory will be part of a
forthcoming paper by the present author. Further studies on related logics
are also motivated by this research.
The granular rough inclusion functions are used in a new algorithm
for approximate decision making in human - machine interaction contexts
(safety critical). It is assumed that the humans involved have substantial
knowledge gaps about internal workings (especially about failure states)
of the machine. It will be useful to have publicly available real datasets
for the problem class. GRIFs are also shown to be applicable in solving
inverse problems.
It is not clear as to how theoretical approaches may be connected with
practical algorithms (an issue mentioned in [75]). Aspects of this are ad-
dressed in this research.
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In a forthcoming paper, it is shown by the present author that even
Pre GGS are equivalent to certain single sorted partial algebras. The alge-
bras are obviously general enough to cover generalized versions of rough
and fuzzy sets, but the exact scope of applications in computational intel-
ligence remains to be explored. From the perspective of formal logics, this
is a ground breaking result.
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Table 3: Approximations and Rough Objects
Rough Object x zl zu RO Identifier
{aybyab} {a} {abe} {3}
{aeyabe} {a} {abce} {6}
{eybe} {e} {abec} {9}
{c} {∅} {cef} {15}
{f} {∅} {cf} {24}
{cf} {cf} {cef} {27}
{bcybf} {∅} {S} {30}
{acyafyabcyabf} {a} {S} {33}
{aef} {ae} {S} {36}
{efybef} {e} {S} {42}
{ecybce} {ec} {S} {45}
{bcf} {fc} {S} {51}
{abef} {abe} {S} {54}
{ace} {ace} {S} {60}
{acf} {acf} {S} {63}
{ecfybcef} {cef} {S} {69}
{abcf} {abcf} {S} {72}
{abce} {abcf} {S} {78}
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