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Introduction
Telegraphic equation describes an electrical signal travelling along a transmission cable. Besides, it has many applications in various other fields of sciences. It is being encountered in the field of mathematical modeling of random walk of animals [1] . Problem of solving telegraphic equation continually arises in the study and development of Magnetic Resonance Imaging (MRI) technique which is used in clinical diagnosis [2] . Hence, solving telegraphic equation is of major interest. In recent past, several techniques [3] - [16] are discovered to solve telegraphic equation in one, two and three dimensions. Dehghan and Mohebbi in [3] proposed an implicit collocation method for the solution of two-dimensional linear hyperbolic equation with Dirichlet boundary conditions. In [4] , authors use variational multiscale element-free Galerkin method for solving various partial differential equations. Dehghan et al in [5] - [7] , respectively discuss methods based on dual reciprocity integral equation method, Chebyshev tau method and He's variational iteration method for solving telegraph equation. Authors in [8] , [12] discussed algorithms based on B-spline differential quadrature method to solve two dimensional hyperbolic telegraph equation. In [9] , a combination of meshless local weak and strong (MLWS) forms is applied to solve two dimensional telegraphic equation. In [13] , the author obtained unconditionally stable alternating direction implicit (ADI) methods for the solution of multi-dimensional telegraphic equations. It must be noted that major emphasis is given to the solution of problems with Dirichlet boundary conditions and hence Von Neumann stability analysis is usually carried out to verify the stability of the methods which does not bring into account the effect of boundary conditions. Very recently, Singh et al [16] proposed stable schemes of ( + ℎ + ℎ ) and ( + ℎ ) for the solution of one dimensional telegraphic equation subject to Neumann boundary conditions and employed matrix stability method to test the stability of the proposed schemes. Matrix stability method analysis is more general stability analysis and can be applied to variable coefficient problem also while Von Neumann stability can usually be applied only to constant coefficient case. We, in this paper discuss methods of ( + ℎ + ℎ ) for solving telegraphic equation in two and three dimensions subject to appropriate initial and Robin boundary conditions. The proposed methods are three level implicit difference methods which are based on Numerov type approximations proposed in [14] and [15] . We discuss in detail the stability of the proposed methods by matrix stability method for solving telegraphic equation with Neumann boundary conditions. The methods are shown to be solvable by reducing each of them to two level problem. We further convert these methods into ADI methods suitable to facilitate the computation. The organization of the paper is as follows:
Section 2 is divided into three subsections. First subsection contains details of approximation for two dimensional problem and high order approximations for boundary conditions. Next two subsections carry details of stability analysis of the proposed method and corresponding ADI method. Likewise, section 3 also comprises of three subsections carrying details of approximation for three dimensional problem and high order approximations for boundary conditions; stability analysis of the proposed method; and ADI method. In section 4, we present numerical experiments to demonstrate the efficiency and accuracy of the modified methods. Finally, concluding remarks are given in section 5.
Two dimensional telegraphic equation 2.1. Numerical Method
In this section, we consider the following two-dimensional telegraphic equation
subject to the initial conditions
and the Robin boundary conditions
where > 0, ≥ 0 are constants and the functions ℎ , ℎ , ℎ , ℎ and the forcing function ( , , ) are assumed to be sufficiently smooth to maintain the order of accuracy of the difference method discussed. In boundary conditions (2.1.3)-(2.1.6) ′ and ′ are scalars. Consider the domain {( , , )|0 ≤ , ≤ 1, > 0} which is discretized uniformly into subintervals along and directions with spacing of ℎ > 0 such that ℎ = 1 and subintervals in time direction with spacing of > 0, where and are positive integers. Then, the discretized domain is Ω = {( , , )|0 ≤ , ≤ , 0 < ≤ }. The grid point , , = ( ℎ, ℎ, ) is denoted by ( , , ) and the approximate solution of (2.1.1) at the grid point ( , , ) is denoted by , . Let = > 0 be the grid ratio parameter.
A Numerov type approximation [14] with accuracy of ( + ℎ + ℎ ) for the solution of (2. In case, where all ′ = 0, we obtain Dirichlet boundary conditions and so the given problem can be easily solved by using approximation (2.1.7) whereas in case where not all ′ = 0, we introduce ghost points. We will discuss in detail the case when none of ′ are equal to zero. We extend the spatial domain by introducing two ghost points outside both and domains at each time level and assume that the method (2.1.7) holds on the extended domain Ω′ = {( , , )| − 1 ≤ , ≤ + 1, 0 < ≤ }. We derive approximations at ghost points in such a way that accuracy of the method is not degraded. Similarly, approximations at other ghost points ( + 1, + 1, ), (−1, + 1, ) and ( + 1, −1, ) are obtained. Finally, eliminating approximations at all the ghost points from above obtained approximations and (2.1.7) on extended domain Ω′, we obtain a method of ( + ℎ + ℎ ) for the telegraphic equation (2.1.1) with Robin boundary conditions, which maintains the block tri-diagonal structure of the coefficient matrices.
Stability Analysis
In this section we discuss the matrix stability analysis of the proposed method subject to Neumann boundary conditions, that is, the case when all ′ are zero and none of ′ are zero. Without loss of generality, we may take each = 1, such that
High order approximations for Neumann boundary conditions are obtained from the previous section. In order to obtain an unconditionally stable method, suitable for obtaining ADI method, we follow the ideas given by Chawla [17] and rewrite the method (2.1.7) in the modified form for , = 0(1) as where,
where and are free parameters to be determined. The additional terms are of high order and do not affect the accuracy of the method. Now, when the scheme (2.2.3) is expanded for , = 0(1) , we get ghost points which are being eliminated by using the derived high order approximations we obtained in Section 2.1. For stability, we consider the homogeneous part of the thus obtained equation, which in matrix form together with Neumann boundary conditions can be written as
where,
is the column vector corresponding to the boundary conditions,
The matrix is strictly diagonally dominant real-symmetric matrix with all main diagonal entries positive, so all the eigen values of are real and positive. Also the eigenvalues of the matrices , = 2(1) 6 are real and non-negative. Thus it can be seen that all the eigen values of the matrix are positive and hence the matrix is invertible. Now, the equation (2.2.4) can be rewritten as
Hence, the three-time level problem has now reduced to two time level problem. Thus, the proposed method is solvable. The necessary and sufficient condition for | | < 1 is that for ≥ , ≥ . Hence, | | < 1 for ≥ , ≥ and we conclude that for all choices of ℎ, the proposed method is unconditionally stable. In the similar manner, stability can be achieved in Robin boundary case.
Alternating Direction Implicit Method
The structure of the matrices in equation (2. In this section, we consider the following three-dimensional telegraphic equation ( , , , ) . The grid spacing along , and directions are chosen to be equal.
A Numerov type approximation [15] with accuracy of ( + ℎ + ℎ ) for the solution of (3.1.1) for , , = 1(1) − 1, 0 < ≤ may be written as As discussed in section 2.1, in this section also we will give details of the case when none of ′ are zero. Since, if any of the ′ are zero, then in that case we have Dirichlet boundary condition to deal with and no extra effort is required. So, for the derivation of approximations for boundary conditions when all ≠ 0, we extend the spatial domain by introducing two ghost points outside each of , and domains at each time level and assume that the method (3.1.9) holds on the extended domain Φ = {( , , , )| − 1 ≤ , , ≤ + 1, 0 < ≤ }. We derive approximations at ghost points in such a way that accuracy of the method is not degraded. For deriving an explicit approximation for , , , we make use of Taylor's expansion about the grid point (0, , , ), which provides us 
Ignoring the fourth order truncation error term, we obtain a fourth order approximation for , , as
1.11)
Similarly, the approximations at ( + 1, , , ), ( , −1, , ), ( , + 1, , ), ( , , −1, ), ( , , + 1, ) for , , = 0(1) are obtained. 
Similarly, approximations at all other such points with ghost points along any two directions and interior point along third direction are obtained. Finally, approximations at points with ghost points occurring simultaneously along all three , and directions are obtained. For example, , ,
, , − , , (3.1.14)
Finally, eliminating all the approximations at ghost points and (3.1.9) which is assumed to hold on extended domain Φ , we obtain a method of ( + ℎ + ℎ ) for the telegraphic equation (3.1.1) with Robin boundary conditions.
Stability Analysis
In this section, we discuss the stability of the proposed method when applied to (3.1.1) subject to Neumann boundary conditions, i.e., when all ′ are zero and all = 1.
In order to obtain an unconditionally stable method, we rewrite (3.1.9) in modified form for , , = 0(1) as The necessary and sufficient condition for | | < 1 is that
Now, as in two dimensional case by rearranging the terms it can be shown that for ≥ , ≥ and we conclude that for all choices of ℎ, the proposed method is unconditionally stable. In the similar manner, stability can be achieved in Robin boundary case. Each of the system involved in these equations has tri-diagonal structure and hence can be easily solved using tri-diagonal solver.
Alternating Direction Implicit Method

Numerical Experiments
In this section we will apply the proposed methods to various test problems. In each of the example, we compute root mean square ( ) error, ∞ error or Relative (Rel.) error by using the formulae The analytical solution of this example is ( , , ) = . and ∞ errors are computed with = 0.01, ℎ = 0.1 in Table 1 . Comparison is done with the ∞ errors obtained in [8] . Clearly, results obtained with the proposed method are much better than the results obtained in [8] . We also compute errors with and = 0.001, ℎ = 0.05 and register our results in Table 2 . ∞ and relative errors are compared with the errors obtained in [8] and [9] . It can be seen that the proposed method produces much better results. 
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The analytical solution of this example is ( , , ) = sin( ) sin( ). We compute and ∞ errors with = 0.01, ℎ = 0.1, = .5, = 1 at various time levels in Table 3 . Our results are found to be better when compared with the results obtained by Mittal and Bhatia in [8] . Graphs of analytical and numerical solution with = 0.01, ℎ = 0.05, = .5, = 1 at = 5 are given in Figure 1 . Moreover, we compute and ∞ errors at = 1 for = 3.2 and = 1, = 0.5 in Table 4 and show that the proposed method is fourth order convergent. The analytical solution of this example is ( , , ) = log(1 + + + ). We tabulate errors for this example in Table 5 for = 0.001, ℎ = 0.05, = .1, = 1/3 at various time levels and compare our results with results obtained in [8] and [9] . The results obtained by the proposed method are found to be much better. Moreover, we compute and ∞ errors at = 1 for = 3.2 and = .1, = 1/3 in Table 6 and show that the proposed method is fourth order convergent. It is evident from the tables that whether the chosen grid sizes are big or small, the proposed methods produce accurate results. The analytical solution of this example is ( , , ) = cosh( ) sinh( ). In Table 7 , and ∞ errors are obtained at = 1 for = 1, = 0.5 It can be seen that the method behaves as fourth order method for a fixed ratio = 3.2. Graphs of analytical as well as numerical solution at = 1 for ℎ = 1/16 are shown in Figure 2 . It is evident from the graphs that the numerical solution agrees with the analytical solution. The analytical solution of this example is ( , , ) = cosh( ) sinh( ) cosh( ). , ∞ errors and CPU time are shown in Table 8 for ∝ ℎ , = 1/3, = 1/3 at = 1. Order of convergence has also been calculated in the table. It is observed from the table that the order of convergence of the method is four. 
Concluding Remarks
In this paper, we started with methods of ( + ℎ + ℎ ) proposed in [14] and [15] for the solution of telegraphic equation with Dirichlet boundary conditions. We modified the methods appropriately for the solution of telegraphic equation subject to Robin boundary conditions by obtaining fourth order approximations at the Robin boundaries and obtained respective ADI methods. For both two and three dimensional problems subject to Neumann boundary conditions, the proposed ADI methods are shown to be unconditionally stable by using matrix stability method. The parameters introduced in the process of proving the stability are obtained to be independent of the grid sizes whereas parameters introduced in methods discussed in [13] , [14] and [15] depend upon the grid sizes. Various numerical experiments are carried out in order to show the efficiency and accuracy of the proposed methods. It is seen that the proposed methods behave well with both small and large grid sizes. Moreover, the methods behave as fourth order methods for ∝ ℎ .
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