Abstract: Increasingly, there is a focus on utilising renewable energy resources in a bid to fulfil increasing energy requirements and mitigate the climate change impacts of fossil fuels. While most renewable resources are free, the technology used to usefully convert such resources is not and there is an increasing focus on improving the conversion economy and efficiency. To this end, advanced control technologies can have a significant impact and is already a relatively mature technology for wind turbines. Though hydroelectric plants can use simple regulation systems, significant benefits have been shown to accrue from the appropriate use of the same control methods designed for wind turbine plants. This represents the key point of the paper. In fact, to date, the application communities connected with wind and hydraulic energies have had little communication, resulting in little cross fertilisation of control ideas and experience, particularly from the more mature wind area to hydrodynamic systems. Therefore, this paper examines the models and the application of control technology across both domains, both from a comparative and contrasting point of view, with the aim of identifying commonalities in models and control objectives, as well as potential solutions. Key comparative reference points include the articulation of the exployed models, specification of control objectives, development of high-fidelity simulators, and development of solution concepts. Not least, in terms of realistic system requirements are the set of physical and constraints under which such renewable energy systems must operate, and the need to provide reliable and robust control solutions, which respect the often remote and relatively inaccessible location of many onshore and offshore deployments.
Introduction
With the continuing decrease in the stock of global fossil fuels, issues of security of supply, and pressure to honour greenhouse gas emission limits (e.g., the Kyoto protocol), much attention has turned to renewable energy sources to fulfil future increasing energy needs. Wind energy, now a mature technology, has had considerable proliferation, with other sources, such as biomass, solar, and hydraulic, enjoying somewhat less deployment. Hydraulic power provides previously untapped energy potential, and hydroelectric systems can show some variability properties (a perennial issue with many renewable, especially wind), especially when combined with wind energy.
One common misconception, in effective renewable energy converter design, is that converters must be optimally efficient. However, since the resource itself (wind and hydraulic power) is free, the main objective is to minimise the converted cost of the renewable energy i.e. the cost per kWh, taking into account the lifetime costs (capital, operational and commissioning/decommissioning costs) as well as energy receipts (value of energy sold). Nevertheless, for a given capital cost, maximising the energy receipts (assuming relative insensitivity of operational costs) is an important economic objective and control system technology has an important role to play in this regard. In an ideal world, one should consider the design of a complete system from the top down. However, convention has it that physical systems are usually designed by the discipline-specific experts and the control problem is then addressed in a subsequent step by control engineers, working in collaboration with the discipline-specific experts. Such an approach, though prevalent in the bulk of industrial applications of control, is non-optimal, even if there are some notable exceptions.
Some preliminary studies do suggest a strong interaction between the fundamental design of renewable energy conversion machines and the algorithms and systems used to control them [1, 2] . In any case, given the relatively low cost of control systems technology (sensors, actuators, computer, software) compared to the cost of the renewable energy converters [3] ), it will be assumed in this paper that the focus is on increasing the energy conversion capacity of a given wind turbine or hydroelectric system device. However, this relatively simple implementation modality masks both the capability of control systems and the high level of engineering underpinning the development of a suitable control algorithm. For example, many high-performance model-based control design methods require an accurate mathematical model of the system to be controlled and a significant number of man-hours can be absorbed in modelling. Nevertheless, there is usually a good case to be made for the incorporation of control technology to improve the performance (both technical and economic), reliability and safety of a system [4] . By taking into account commonalities and contrasts in particular for wind turbines and hydroelectric systems, this work will consider the role that modelling and control engineering can play in making energy conversion systems more competitive and effective.
There are a number of economic issues associated with the introduction of control systems for renewable energy devices which need to be considered. One important factor is that many wind turbine and hydroelectric devices are situated in relatively remote and/or inaccessible areas, with consequent implications for maintenance. As a result, the implemented control systems should be reliable and there is a need for fault-tolerant control [5] . In addition, any increases in duty cycle, velocities or forces associated with energy converter components need to be considered and these may impact operational cost via additional maintenance requirements.
Both wind turbines and hydroelectric systems exhibit nonlinear behaviour and are required to operate over a wide range of excitations. These energy conversion systems also have particular physical constraints (displacements, velocities, accelerations and forces) which must be strictly observed if such systems are to operate effectively and have economically attractive useful operational lifetimes. The motivation for this paper comes from a real need to have an overview on the modelling and control challenges for wind turbines and hydroelectric systems, which present common and different requirements related to renewable source power conversion efficiency into electric energy. In general, in the fields considered in this paper, power conversion is converting renewable sources to electric energy, regulating also the voltage and frequency. Therefore, a power converter is an electro-mechanical device for converting wind/hydraulic energy to electrical energy. The power converter includes an electrical machinery that is used to convert and control both frequency and voltage.
With this view, the work will focus on commonalities and contrasts for wind and hydraulic energy systems. Wind turbine systems seem relatively mature from the modelling point of view, whilst hydraulic energy devices present unique, interesting and challenging aspects. Therefore, the final aim is to see what modelling and control aspects might be common with a view to utilising some ideas, born in one domain, within the other. These issues have begun to stimulate research and development in the wider control community in each domain, and the main results will be summarised in this work. In particular, a proper mathematical description of these energy conversion systems should be able to capture the complete behaviour of the process under monitoring, thus providing an important impact on the control design itself.
Therefore, the analysis of the commonalities and the contrasts between these two fields will be performed according the following items, which describe also the structure of the paper:
• Requirements of the generic control problem: unique aspects to wind turbine and hydroelectric systems; • Control strategy development: objectives and available tools for wind turbines and hydroelectric systems; • Conclusions: are these two domains really comparable? On what basis -modelling and/or control, and/or the intermittent resource that drive them? Are there some fundamental issues, from a control perspective?
Overview of Energy Conversion Models and Baseline Controllers
This section summarises the models and the traditional control schemes commonly used for the description of the wind turbines, recalled in Section 2.1, and the hydroelectric system devices, addressed in Section 2.2.
Wind Turbine Systems
Wind energy can be considered as a fast-developing multidisciplinary field consisting of several branches of engineering sciences. The National Renewable Energy Laboratory (NREL) estimated a growth rate of the wind energy installed capacity of about 30% from 2001 to 2006, [6] , and even with a faster rate up to 2016 [7] . From 2009, 83 countries around the world are exploiting wind energy on a commercial basis, as wind power is considered as a renewable, sustainable and green solution for energy harvesting. Note however that, even if the U.S. now achieves less than 2% of its required electrical energy from wind, the most recent NREL's report states that the U.S. will increase it up to 30% by the year 2030 [7] . Note also that, even if the fast growth of the wind turbine installed capacity of wind turbines in recent years, multidisciplinary engineering and science challenges still exist [8] . Moreover, wind turbine installations must guarantee both power capture and economical advantages, thus motivating the wind turbine dramatic growth [7] .
Industrial wind turbines have large rotors and flexible load-carrying structures that operate in uncertain and noisy environments, thus motivating challenging cases for advanced control solutions, which this paper will consider for comparison purposes. Advanced controllers can be able to achieve the required goal of decreasing the wind energy cost by increasing the capture efficacy; at the same time they should reduce the structural loads, thus increasing the lifetimes of the components and turbine structures [9] . This paper aims also at sketching the main challenges and the most recent research topics in this area, when considering both wind turbines and hydroelectric systems. Although wind turbines can be developed in both vertical-axis and horizontal-axis configurations, this paper is focussed on horizontal-axis wind turbines, which represent the most common solutions today in large-scale installations.
The three-bladed horizontal axis turbine considered in this paper works according to the principle that the wind is acting on the blades, and thereby moving the rotor shaft. In order to up-scale the rotational speed to the needed one at the generator, a gear box is introduced. A more accurate description of the benchmark can be found e.g. in [10, 11] . A schematic diagram of the wind turbine system and its main variables is depicted in Figure 1 .
The rotational speed, and consequently the generated power, is regulated by means of the two control inputs: the converter torque τ g (t) and the pitch angle β(t) of the turbine blades. From the wind turbine system, a number of measurements can be acquired: ω r (t) is the rotor speed, ω g (t) is the generator speed, τ g (t) the torque of the generator controlled by the converter, which is provided with the torque reference, τ r (t). The estimated aerodynamic torque is defined as τ aero (t). This estimate clearly depends on the wind speed v(t), which unfortunately is very difficult to measure with good accuracy. In fact, the wind speed is not uniform across the rotor plane. When instantaneous wind fields are analysed near the rotor plane, the wind input may vary in space and time over the rotor plane itself. The deviations of the wind speed from the nominal wind speed across the rotor plane can be considered disturbances for control design. Moreover, the aerodynamic torque depends on another uncertain term, C p , representing the power coefficient, as shown by Eq. (1):
where ρ is the density of the air, A is the area covered by the turbine blades in its rotation, whilst λ(t) is the tip-speed ratio of the blade, defined as:
with R the rotor radius. C p represents the power coefficient, which the wind turbine benchmark implements by means of a two-dimensional map (look-up table) [10] . Equation (1) is used to estimate τ aero (t) based on an assumed estimated v(t), and the signals β(t) and ω r (t). Due to the uncertainty of the wind speed v(t), the term τ aero (t) is considered affected by an unknown error. Moreover, the nonlinearity represented by Eqs. (1) and (2) is sketched in Figure 2 for different values of λ(t) (i.e. v(t)) and β(t). If a simple one-body model is used to represent the drive train [11] , the complete continuous-time description of the wind turbine model has the form of Eq. (3): where
T are the control inputs and the monitored output measurements, respectively. f c (·) represents the continuous-time nonlinear function that will be used for acquiring the N sampled data u(k) and y(k), with k = 1, 2, . . . N. Finally, the model parameters, and the map C p (β, λ) are chosen in order to represent a realistic turbine benchmark [10] . The controller for a wind turbine operates in principle in different zones. Since the focus of the benchmark model is on the normal operation, only 2 regions are considered, as described e.g. in [10] . In region 1 the turbine is controlled to obtain optimal power production, obtained if the blade pitch angle β is equal 0 degrees, and if the tip-speed ratio is constant at its optimal value K opt . It is determined as the maximal value point in the power coefficient mapping of the wind turbine. This optimal value is achieve by setting the reference torque to the converter, τ g = τ r , i.e.:
In this way, the power reference is achieved, and the controller can be switched to control region 2. In this zone the control objective consists of following the power reference, P r , which is obtained by controlling β, such that the C p is decreased. In an traditional industrial control scheme, the controller maintains the rotor speed ω r at the prescribed value by changing β.
For the control in region 2, the following strategy is exploited [10] :
with k = 1, 2, . . . , N, and ω nom the reference generator speed. The parameters for this PI speed controller are k i = 0.5 and k p = 3, with sampling time T s = 0.01 s., as described in [11] .
Regarding the control of the input τ g , a second PI regulator is implemented, as the one of Eq. (5):
The parameters for this second PI power controller are k i = 0.014 and k p = 447 × 10 −6 , according to [11] . Finally, the wind turbine benchmark controller considered in this study was implemented with a sample frequency of 100 Hz, i.e. T s = 0.01 s. Section 4 will analyse and compare the performance of th standard PID regulators proposed for this wind turbine model e.g. in [10] with respect to the alternative control strategy proposed in this paper and described in Section 3.
Hydroelectric Systems
Hydroelectric plants convert hydraulic energy into useful energy (mainly electric and mechanical energy). Hydropower is, in fact, the most widely adopted form of renewable energy in the world today, accounting for approximately 16% of global energy production, i.e. 3673.1 TWh of energy are consumed from hydropower in various countries [12] . Hydroelectric power plants need to be operated accounting for different load conditions. More in general, in the operation of hydropower systems the occurrence of variations in the flow is frequently experienced, being true both in routine operation and in accidental or exceptional unforeseen events. The turbine operations such as start-up, load acceptance, load rejection and shutdown may result in hydraulic transients, which can cause large pressure and sub-pressure oscillations in turbine hydraulic systems and must be evaluated to avoid mechanical failures. Matlab and Simulink represent interactive tools for modelling, simulating, and analysing dynamic systems that have been successfully applied also for nonlinear dynamics investigations in hydroelectric processes [13] . Furthermore, power plants are usually equipped with particular control systems to ensure stable operation. The design of proper control systems for hydraulic turbines remains a challenging and important problem. This issue will be considered in Section 3. This paper considers the simulation and the analysis of different control solutions mainly for comparison purposes when applied to a typical hydroelectric power plant, which has a high water head and a long penstock with upstream and downstream surge tanks, and is equipped with a Francis turbine [14] . In the proposed control systems, an electric servomotor is used as a governor. The nonlinear characteristics of hydraulic turbine and the inelastic water hammer effect were considered to calculate and simulate hydraulic transients. The hydraulic system is described by a nonlinear model, therefore, most of compensation schemes use conventional controllers like on-off strategies, including standard PID regulators for their relative simplicity. However, these controllers do not always produce fast response and suffer the problem of high overshoot and large settling time. Moreover, the tuning of the conventional controllers can be difficult [13] . To this aim, advanced control strategies will be analysed when applied to nonlinear systems with unknown or partially known dynamics. As shown in Section 4, the considered solutions will be compared to those applied to wind turbine systems, thus representing one of the key issues addressed in this work.
A general diagram of a hydroelectric power plant with two surge tanks is shown in Fig. 3 [13] . It consists of a reservoir with water level H R , an upstream water tunnel with cross-section area A 1 , length L 1 , an upstream surge tank with cross-section area A 2 , and water level H 2 with appropriate dimensions. This is followed by a downstream surge tank with cross-section area A 4 and water level H 4 , and a downstream tail water tunnel with cross-section area A 5 and length L 5 . Moreover, the penstock between hydraulic turbine and two surge tanks has a cross-section area A 3 and length L 3 . Finally, a tail water lake with water level H T can be seen at the far right in Fig. 3 . Reservoir water level H R and tail water lake water level H T are considered as constants.
According to [13] , with reference to a pressure water supply system, the Newton's second law for a fluid element inside a tube and the conservation mass law for a control volume, which accounts for water compressibility and tube elasticity, can be written. Under the assumption that the penstock is short or medium in length, water and pipeline can be considered as incompressible. Therefore, only the inelastic water hammer effect can be taken into account. As shown in [13] , the general expression can be simplified as:
Equation (7) represents the flow rate deviation and the water pressure deviation transfer functions for a simple penstock, where h is the water pressure relative deviation, q the flow rate relative deviation, H f the hydraulic loss, s represents the Laplace operator, and T w is the water inertia time given in Eq. (8):
The parameters that define the water inertia time T w in Eq. (8) are the penstock length L, the rated flow rate Q r , the gravity acceleration g, the cross-section area A, and the rated water pressure H r . The 7 of 22 typical hydroelectric power plant sketched in Fig. 3 can be divided into three sections: the upstream water tunnel, the penstock and the downstream tail water tunnel. The flow rate deviation and water pressure deviation transfer functions of the three sections are recalled in the following. The upstream water tunnel joins the reservoir and the upstream surge tank together. Since the inlet of upstream water tunnel is in reservoir and the water pressure deviation of the inlet is constant during hydraulic transients, the transfer function of the flow rate deviation and the water pressure deviation of the outlet of the upstream water tunnel can be expressed in the form:
With reference to the downstream tail water tunnel, it connects the downstream surge tank with the tail water lake. It is assumed that the outlet of the downstream tail water tunnel is in tailwater lake and the water pressure deviation of the outlet is constant. Therefore, the transfer function of flow rate deviation and the water pressure deviation of the inlet of downstream tail water tunnel has the form:
Usually, the water inertia in the draft tube is considered within the penstock. Thus, the transfer function of flow rate deviation and the water pressure deviation of the penstock can be written as:
where:
With reference to the surge tanks, their equations are derived from the continuity of flow at the two junctions, and where the hydraulic losses at orifices of surge tanks are neglected:
The surge tank filling time can be expressed as:
On the other hand, the mathematical model and the performance curves of the Francis turbine considered in this paper were tuned in order to be compatible with the characteristics of the hydraulic system considered in [15] . The values of the main parameters of the hydraulic system and the Francis turbine at rated conditions are reported below:
• Reservoir water level H r : 400 m;
• Water flow rate Q r : 36.13 m 3 /s; • Turbine power P r : 127.6 MW;
• Turbine rotational speed n r : 500 rpm.
Under these assumptions, the rated value of the efficiency η r is equal to 90%, while the turbine-rated torque is 2437 kNm. The steps for deriving the non-dimensional performance curves adopted in this paper are outlined in the following.
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A second order polynomial curve, reported in Eq. (15) , is used to relate the non-dimensional water flow rate Q/Q r to the non-dimensional rotational speed n/n r . The non-dimensional parameter G, which varies in the range 0 ÷ 100%, represents the wicked gate opening.
The curve at G = 100% (i.e. fully open wicked gate) is reported in Fig. 4 , together with the curve at η = 0%, so that the operating region allowed for the Francis turbine is defined. The water flow rate Q can be calculated by means of Eq. (15) for any operating point, as a function of the current rotational speed n and wicked gate opening G. For the sake of simplicity, the turbine efficiency is assumed constant and equal to the rated value η r (i.e. 90%). To account for the efficiency variation with the electric load, the turbine efficiency may be expressed as a function of non-dimensional rotational speed (not considered in this paper). The non-dimensional turbine torque M is given by Eq. (16), as a function of the water flow rate Q, the water level H and the rotational speed n. According to the dependencies shown in Eq. (15), the turbine torque M is a function of the water flow rate Q, the rotational speed n and wicked gate opening G.
Finally, as in [15] , the relations of Eqs. (17) - (20) express all the non-dimensional parameters in terms of the corresponding relative deviations. Note that, from the definition provided in Eq. (20), only negative values are allowed for y.
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where q t represents the turbine flow rate relative deviation, h t the turbine water pressure relative deviation, x the turbine speed relative deviation, and y the wicket gate servomotor stroke relative deviation. With reference to the generator unit and its network, if the generator unit supplies for an isolated load, then the dynamic process of the generator unit considering the load characteristic is represented as:
where m g0 is the load torque, T a the generator unit mechanical time, and e g the load self-regulation factor.
In classic hydroelectric plants, conventional PID control laws are applied to control the hydraulic turbine speed, where the control signal u is the sum of three elements of proportional, integral, and differential gain of hydraulic turbine speed deviation (error) x, which can be thus expressed as:
where K p represents the proportional gain, K i the integral gain, K d the derivative gain, T n the derivative filter time constant. Section 4 will analyse and compare the performance of this standard PID regulators designed e.g. in [13] with respect to the alternative control strategy proposed in this paper and described in Section 3. Finally, with reference to the servomechanism of the process, by neglecting small time constants, the relationship between the control signal u and the wicket gate servomotor stroke y can be expressed with a first-order equation:
where T y is the wicket gate servomotor response time. These expressions describe the nonlinear models of a typical hydroelectric power plant with two surge tanks and a Francis turbine, as shown in Fig. 3. 
Wind and hydraulic model comparisons
There is a stark contrast in the modelling focus within the wind and hydraulic communities. For wind turbines, the static relationship between the optimal rotation speed, pitch angle and incident wind speed is well understood and is enumerated for each wind turbine. In the hydraulic case, there is a complex dynamic relationship between the free surface elevation and the device motion. As a result, models for wind turbines focus more on the turbine mechanics, rather than the aerodynamics. In the hydraulic case, considerable effort is expended on accurately modelling the hydrodynamics of the system and, in contrast, there are a relatively small amount of studies with modelling the control section, which forms part of the lower control loop in Fig. 5 . No doubt, one of the reasons for such a lack of generic hydraulic models is the lack of convergence or standardisation of control systems for hydroelectric devices. In addition, few devices have reached the stage of full scale prototype and, in many of those cases, most attention is focussed on the physical system design, with the control aspects receiving secondary attention.
On notable comparative feature, but contrasting in specific number, is the overall theoretical maximum percentage of energy which can be usefully converted from wind and hydraulic systems. The well-known Betz limit [16] for wind turbines, which limits the converted power to 60%, contrasts with the 90% (for newer, well maintained plants) obtained under optimal control conditions for hydroplants.
Control Strategies for Energy Conversion Systems
Since Sections 2.2 and 2.1 have already recalled the basic and most common control solutions for wind turbines and hydroelectric systems, Section 3.1 focusses mainly on general control issues and preliminaries.
Background to Control Strategy Development
In general, control science attempts to devise algorithms that force a system to follow a desired path, objective, or behaviour modality. Traditionally, the control problem is defined by a tracking problem, where the objective is for the system output to follow the reference input [17] . While problems of this type do occur in energy conversion applications, for example speed control of both wind and tidal turbines, it is useful to broaden the set of problem descriptions and potential solutions a little, in order to assess the potential of control engineering in the general energy conversion context.
In general, the control problem definition requires the maximisation or the minimisation of a prescribed performance objective (such as the max. energy, min. error) subject to proper system constraints (see e.g. amplitudes, rates, forces, etc) i.e. a constrained optimisation problem. The definition considered here is not inconsistent with the purpose of a classic controlled system with a feedback loop, where the objective function is usually some measure (e.g. a quadratic measure) of the difference between the controlled output and its desired value, i.e. the tracking error, with respect to the reference or the set-point. In this way, the desired performance of the tracking system in closed-loop can be specified in a variety of ways [17] :
1. Desired transient response; 2. Desired steady-state response; 3. Desired closed-loop poles (roots of the closed-loop transfer function); 4. Trade-off between control energy and tracking error; 5. Minimisation of the sensitivity of the closed-loop system to variations in the system description; 6. Minimisation of the sensitivity of the closed-loop system to external disturbances.
Items 5 and 6 in the list above relate to the system robustness and specific control methodologies to address these objectives have been developed since the late 1970's. In most cases, control design methods provide an explicit solution for the feedback controllers, while some methods solve the more general optimisation problem defined at each time step. In the following, specific or general solutions, which can be useful in the control of wind turbines and hydroelectric systems, will be recalled and analysed.
The general control problem framework is considered here, as shown in Fig. 5 , consisting of an upper (optimal) setpoint generation stage and a lower control loop to ensure tracking of the setpoint. Both sets of control calculations must be mindful of physical constraints in the system. In the wind energy case, for variable speed turbines, an optimal rotational speed is first calculated (for Regions 2-3 of the power curve in Fig. 2) , and torque and/or blade pitch control used to achieve the required rotational speed. In the hydroelectric system case, an optimal velocity reference is calculated for a plant, and the regulation system allows to follow the desired velocity setpoint.
Note, finally, that many control methods require a mathematical model of the system, in order to determine the control algorithm and such methods are termed model-based. The requirement for an accurate mathematical system model often involves considerably more work than the calculation of the controller itself, though system identification techniques [18] can be employed to determine a black-box model, i.e. a model which has no structural relationship to the physical system. The combination of system identification techniques with a mathematical procedure for controller determination can be used to develop adaptive controllers, which have the capability to adapt to unknown (in 'self-tuning mode') or time-varying systems. Adaptive control schemes based on linear system models also have the capability to track variations in a linear model due to the presence of nonlinearity, though nonlinear systems are best controlled with a dedicated fixed-parameter nonlinear controller. Significant care and attention must also be paid to adaptive schemes to ensure stability and convergence over all operating regimes [19] .
Advanced Control Methodologies
This section recalls different control strategies including the standard PID controller, as well as Artificial Intelligence (AI) techniques, such as fuzzy logic, adaptive, and model predictive controllers, which are used for the regulation of the considered energy conversion systems. These methodologies are briefly outlined in the following, and compared in Section 4.
The general description of the controlled system can be represented by the nonlinear dynamic function F :
where x is the process output, u represents the control input, and t is the time. The control strategy applied to the system should determine the control input u(t) such that the controlled process output x(t) is able to track a given reference or set-point r(t). It can be shown that a continuous-time linearised state-space description of the controlled system can be described by the general model of Eq. (25):
where x s ∈ n with a suitable order n represents the state-space vector for the models described in Section 2. The matrices A s , B s and C s of the state-space model have appropriate dimensions. With reference to the model of Eq. (25), the vector x(t) represents the controlled outputs, whilst the vector u(t) is the controlled inputs. The remainder of this section recalls different advanced control strategies including the standard PID controller, as well as AI techniques, such as fuzzy logic, adaptive, model predictive controllers, which are used for the regulation of the systems described in Section 2.
Standard PID regulators are the most commonly used feedback controllers for industrial processes. The control logic is based on the computation of the error e(t) between the desired and the measured values of the output, i.e. e(t) = r(t) − x(t), which is fed back to the system after proportional, integral and derivative operations. In this way, the continuous-time control law of the PID regulator is described by Eq. (26):
where K p , K i , K d are the PID proportional, integral, and derivative gains. The optimal selection of this gains is performed by using the automatic tuning algorithm in the Simulink environment that balances the performance (response time) and the robustness (stability margins) of the controlled system [20] . The PID automatic tuning Simulink toolbox uses the linearised model of Eq. (25) of the energy conversion systems considered in this work.
Fuzzy Logic Controllers (FLCs) are extensively used in processes where the system dynamics are either very complex or exhibit highly nonlinear characteristics. The controller design approach relies on the identification of transparent rule-based Takagi-Sugeno (TS) fuzzy models using an Adaptive Neuro-Fuzzy Inference System (ANFIS) tool implemented in the Simulink toolbox. The same authors have already proposed the use of fuzzy regulators for the problem of the fault tolerant control design as shown in [21] .
The TS fuzzy model consists of a set of rules R i , where the consequents are deterministic functions f i :
with i = 1, 2, . . . , K and K is the number of clusters or rules of the rule-based system, x represents the input vector of the antecedent variables, and u i describes the consequent output. A i represents the antecedent fuzzy set of the i-th rule, defined by its (multivariable) membership function
The function f i is represented by suitable parametric models, whose structure remains equal in all rules, whilst the parameters can vary. A parametrisation in affine form is usually exploited, and described by Eq. (28):
where the vector a i and the scalar b i are the i-th submodel parameters. The vector x contains a suitable number n of delayed samples of the model inputs and output. In this way, the product a i x represents an Auto-Regressive eXogenous (ARX) parametric dynamic model of order n. The final output u of the TS fuzzy model is the weighted average of all rule outputs, computed as:
The modelling approach used by ANFIS is similar to many system identification techniques. First, the TS fuzzy model structure described by the its order n, the form of the membership functions µ A i and the number of clusters K are hypothesised. Next, the input-output data are used by ANFIS for training the TS model according to a chosen error criterion, thus determining the optimal values of the controller parameters a i and b i [22] . The paper considers also an alternative approach to ANFIS for the derivation of the controller fuzzy model, which is represented by the Fuzzy Modelling and Identification (FMID) toolbox developed in the Matlab environment [22] . Also in this case, the estimation of the controller prototype relies on the identification of rule-based fuzzy models and using the input-output data acquired from the controlled process. This method exploits Takagi-Sugeno fuzzy models and employs the Gustafson-Kessel clustering method to divide the data into subsets with a common local linear (affine) behaviour [22] .
The identified fuzzy controller is thus obtained by selecting an proper model structure n and a number of clusters K. The FMID toolbox provides the parameters a i , b i and the estimation of the membership functions µ A i of the optimal controller minimising the tracking error e(t).
Note finally that the fuzzy controller in the form of Eq. (29) is described by a discrete-time input-output model, which is connected to the controlled continuous-time nonlinear system of Eq. (24) using Digital-to-Analog (D/A) and Analog-to-Digital (A/D) converters.
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The adaptive control method exploited in this paper is based on the on-line identification of a second order discrete-time transfer function of an ARX time-varying model in the form:
whose parameters are recursively estimated at each sampling time t k = k T, with k = 1, 2, . . . , N, N the number of samples, and T the sampling interval. z represents the unit advance operator. The parameters in Eq. (30) are estimated using the Recursive Least-Square Method (RLSM) with directional forgetting factor [20] . The same authors have proposed similar approaches but for fault tolerant control applications, as shown in [23] . The synthesis of the adaptive control law is derived using a modified Ziegler-Nichols criterion, in the form of Eq. (31):
where e k is the tracking error e(t) at the sampling time t k , u k the control signal u(t) at the sampling time t k , whilst q 0 , q 1 , q 2 , and γ are the time-varying controller parameters, which are calculated by solving a Diophantine equation that leads to the following relations [20] :
where
. It is assumed that the final closed loop model has a behaviour similar to a second-order continuous time system with characteristic polynomial s 2 + 2 δ ω s + ω 2 , where δ and ω represent its damping factor and natural frequency, respectively. In this case, if δ ≤ 1,
Both the on-line identification procedure and the adaptive controller parameter computation are implemented in the self-tuning controller Simulink library [20] . In this way, the sampled output y k of the time-varying ARX model of Eq. (30) should follow the sampled reference signal r k when regulated by the control law of Eq. (31).
Note finally that, also in this case, the adaptive controller of Eq. (31) is connected to the continuous-time nonlinear system of Eq. (24) using the D/A and A/D converters.
Model Predictive Control (MPC) relies on dynamic models of the process, most often linear models obtained by system identification or linearisation of a nonlinear plant. The main advantage of MPC is the fact that it allows the current sampling time to be optimised, while keeping future sampling times in account. This is achieved by optimising a finite time-horizon, but only implementing the current sampling time. MPC has the ability to anticipate future events and can take control actions accordingly. PID controllers do not have this predictive ability. MPC is nearly universally implemented as a digital control.
MPC is based on iterative, finite-horizon optimisation of the plant model. At the sample k (k = 1, 2, . . . , N) the current plant output is sampled and a cost minimising control strategy is computed (via a numerical minimisation algorithm) for a relatively short time horizon in the future: k, k + N p . Specifically, an online calculation is used to explore state trajectories that emanate from the current state and find (via the solution of Euler-Lagrange equations) a cost-minimising control strategy until time k + N p . Only the first step of the control strategy is implemented, then the plant state is sampled again and the calculations are repeated starting from the new current state, yielding a new control and new predicted state path. The prediction horizon keeps being shifted forward and for this reason MPC is also called receding horizon control. The same authors have recently proposed a similar approach, but for the fault tolerant control problem, as shown in [24] .
An example of a cost function J for optimisation is given by:
where w x k the weighting coefficient reflecting the relative importance of the monitored output x k , and w u k the weighting coefficient penalising relative big changes in u k , with ∆u k = u k − u k−1 . N p represents the prediction horizon, whilst N c the control horizon. Note finally that the discrete-time MPC design is performed by using the MPC toolbox in the Simulink environment, which computes a linearisation of the hydroelectric nonlinear model of Eq. (25) . The discrete-time MPC is thus connected to the continuous-time nonlinear system under investigation using the D/A and the A/D converters. The MPC Simulink toolbox uses the linearised model of the considered energy conversion systems.
Comparisons and Contrasts of Wind and Hydraulic Control Systems
Given the mature development of models of wind turbines and hydroplants, more attention has been focussed on the control problem, resulting in refined control systems which can undertake a variety of functions, including:
• Optimal set-point generation;
• Turbine speed and torque control (setpoint following);
• Supervisory control of the turbine, considering the different operation requirements under the various scenarios in Fig. 2 .
In addition, two advanced control strategies, such as data-driven and adaptive control, have also been considered for comparison purposes, as articulated in Section 3.2.
It is clear that various 'levels' of control are required in both hydraulic energy and wind turbine applications. There is a top level of supervisory control which assesses the incident energy resource and may curtail the operation of the device in the face of extreme conditions. Such curtailment may be requirement in order to preserve the device integrity, ensure safe operation, or be required by legislation, as in the case of wind turbines. This is the case when wind turbines work in full load conditions, i.e. above the rated wind speed. On the other hand, they are designed to operate in the energy capture mode, i.e. below the rated wind speed. This working condition is similar to the hydroelectric systems, where maximum-energy transfer is required. However, hydraulic devices will frequently encounter states which are outside their normal operational envelope and some supervisory strategy may be necessary to ensure that device integrity is retained. Such supervisory control is important, and it can represent an important issue also for the safety of wind turbines, as discussed e.g. in [21] , but it will not be addressed in this work.
Modelling and control systems, despite often being 'invisibly' incorporated within devices, are ubiquitous. They are prevalent within energy conversion systems and form part of the vanguard of technologies in increasing performance, improving energy conversion and increasing safety. One of the most appealing aspects of incorporating control technology in many systems is that the addition of extra control functionality can usually be achieved merely through the addition of extra software code though, in many cases, additional sensors and actuators may be required. This relatively simple implementation modality can mask both the capability of control systems and the high level of engineering underpinning the development of a suitable mathematical description. For example, with reference to wind turbines, many high-performance model-based control design methods can require an accurate mathematical model of the system to be controlled. Nevertheless, there is usually a good case to be made for the incorporation of control technology to improve the performance (both technical and economic), reliability and safety of a system. On the other hand, for example for hydroplants, the design of a simple control strategy can be based on a simplified system description.
In an ideal world, one should consider the design of a complete system from the top down. However, convention has it that physical systems are usually designed by the discipline-specific experts and the control problem is then addressed in a subsequent step by control engineers, working in collaboration with the discipline-specific experts. Such an approach, though prevalent in the bulk of industrial applications of control, is non-optimal.
With reference to hydroelectric systems, the interaction between the optimal design of the hydroplant and the accompanying control system can represent the key point. The results suggest a strong interaction between the type of control system used and the optimal hydraulic device configuration, with optimal energy capture as an objective. For large-scale hydroelectric applications, control systems can offer performance benefits. Assuming that the prime energy converter is designed first, the addition of control can offer significant energy capture enhancement. There are close similarities with wind turbine control, one notable difference being that the density of the medium is about 1000 times greater in the case of hydroelectric systems. Wind turbine control highlighted that a variable-speed turbine is more efficient than the fixed-speed counterpart, but it requires proper torque and speed control, thus absorbing more energy. In the case of hydraulic energy, the numbers are more dramatic. It was shown that simple PID control has a relatively simple implementation of the more complex adaptive control, thus suggesting that energy capture can increase by as much as a factor of 4 with control in time-varying hydraulic systems, as highlighted in Section 4.
Simulation Results and Comparisons
This paper considers the different control methods described in the previous sections to regulate the outputs of both the wind turbine and hydroelectric nonlinear systems recalled in Section 2. The simulations are performed in the Simulink environment and using the toolboxes described above. The achieved results are compared in terms of percent Normalised Sum of Squared Errors (NSSE%), defined as:
where r k and x k represent the samples of the continuous-time signals r(t) and x(t), respectively. The simulation models of the wind turbine plant and the hydraulic system with two surge tanks and a Francis turbine described in Section 2 allow the simulation of the behaviour of both the processes in the presence of variable wind speed v(t) and large hydraulic transients after full load rejection m g0 , respectively. Usually, the most challenging working conditions for wind turbines occur in partial load, even if the full load case is also reported for comparison purpose. On the other hand, severe hydraulic transients happen after full load rejection. As remarked in Section 2, the baseline control schemes for both the wind turbine and the hydroelectric systems use standard PID regulators, whose complete structure has been recalled in Section 3.2. The optimal proportional and integral gains are determined using the automatic PID tuning procedure and settled to K p = 0.6567, K i = 0.4468, K d = 1.6567 for the hydroelectric system. On the other hand, the optimal PID parameters for the wind turbine model are fixed to K p = 4.0234,
The turbine speed governor plays a very important role in hydraulic transients caused by load changes. As already remarked, the classic PID controller proposed earlier in [13] and recalled in Section 2 required an optimal tuning of its gains, and in this way only the dynamic performance of the generator unit can be improved. Moreover, in order to get the best dynamic performance, it is necessary to set different optimal PID gains on different operating conditions for turbine speed governor. The same considerations hold for the wind turbine, where a wind speed varying from 3 m/s to 12 m/s was considered. With reference to the hydroelectric process, the controller capabilities have been assessed in simulation by considering different load torque m g0 values. In particular, for the Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 9 August 2017 doi:10.20944/preprints201708.0034.v1
hydraulic turbine, the start-up phase is assumed to last 300 s (due to the large size of the considered Francis turbine), while the shutdown maneuver takes just 30 s, to simulate an unplanned emergency shutdown.
As an example, with reference to the hydroelectric system, the results reported in Fig. 6 show that the PID governor of Eq. (26), whose parameters were optimised according to the PID autotuning Simulink toolbox, is able to keep the relative deviation of the rotational speed null (r(t) = 0, i.e. the rotational speed constant) in steady-state conditions. Its performances are better than the standard PID regulator designed in [13] . Fig. 6 shows the turbine speed relative deviations x when the load torque m g0 changes in start-up and shutdown conditions. The hydroelectric system output is controlled by the continuous-time PID regulator, as shown in Fig. 6 with a simulation time of 900s. Table 1 summarises the achieved results in terms of NSSE% for the most severe conditions of load torque m g0 (i.e. start-up and shutdown). According to these simulation results, good properties of the proposed autotuning PID controller are highlighted, and they are better than the PID governor [13] . In fact, the autotuning design is able to limit the effect of high-gains for the proportional and the integral contributions of the PID control. The same remark holds also for the wind turbine system, when the baseline PID controllers recalled in Section 2 are compared with the PID regulators with autotuning [10, 11] .
Some further comments can be drawn in general regarding the capability of these autotuning solutions. The NSSE% values are lower in case of significant transient maneuvers (i.e. start-up and shutdown). On the other hand, with reference to the wind turbine system, good results are obtained also in this case. Note that standard industrial controllers, such the PID recalled in Section 2, are quite simple and have the benefit of quite straightforward implementation. However, when applied to the control of nonlinear systems, the control laws cannot be very efficient. Therefore, the use of more advanced controller solutions can be motivated, as highlighted in the following.
With reference to the strategies described in Section 3.2, fuzzy identification is used to derive the models of the controllers by exploiting the so-called model reference control approach [25] . For this purpose, the PID regulators designed for both the wind turbine and the hydraulic systems represent the reference controllers for the generation of the data used by the identification strategy described in Section 3.2. In this way, the fuzzy controller parameters are identified such that the performances in terms of tracking error e(t) are optimised.
In particular, with reference to the TS fuzzy controller derived with the tools recalled in Section 3.2, a sampling interval T = 0.01s. is exploited and applied to the wind turbine system. Moreover, the fuzzy controller of Eq. (29) uses a number K = 3 of Gaussian membership functions, with a number of delayed inputs and output n = 2. The antecedent vector is thus x = [e k , e k−1 , e k−2 , u k−1 , u k−2 ]. The achieved performances of the controller when applied to the wind turbine system in partial and full load conditions are shown in Fig. 7 . The fuzzy tools also provide the optimal estimate of the shapes of the membership functions µ A i . The achieved results are represented in Fig. 7 .
In particular, Figure 7 shows the comparison between the reference outputs P g (t) and ω g (t), and the controlled ones in partial and full working conditions. Also in this case, the NSSE% values are reported in Table 1 , which are computed for the fuzzy controllers. The simulation results also highlight better properties of the proposed fuzzy controllers with respect to the standard PID with autotuning. This is motivated by the better capability and flexibility of the fuzzy tool, and in particular the FMID toolbox proposed in [22] .
On the other hand, by considering the on-line procedure recalled in Section 3.2, Fig. 8 shows the tracking capabilities of the adaptive controller of Eq. Also in this case, Table 1 summarises the achieved results of the adaptive controller in terms of NSSE% considering a simulation time of 4400s and a sampling time T = 0.01s. According to these simulation results, good properties of the proposed adaptive controller are highlighted, and they are better than both the autotuning PID regulators and the fuzzy controllers.
Finally, with reference to the MPC strategy recalled in Section 3.2, the example of the reference and the monitored output signals are depicted in Fig. 9 for the hydroelectric system over a simulation interval of 900s. The control design uses a linearised state-space model of order n = 6. On the other hand, the state-space model for the wind turbine system has order n = 5.
The results shown in Fig. 9 have been achieved by using a prediction horizon N p = 10 and a control horizon N c = 2. The weighting parameters have been settled to w y k = 0.1 and w u k = 1, in order to reduce abrupt changes of the control input. Also in this case, the MPC strategy performances for both the wind turbine and the hydroelectric systems are summarised in Table 1 .
Therefore, in order to provide a comparison of the performances obtained by the considered control solutions, Table 1 summarises the achieved results in terms of NSSE% when the different regulators are applied to both the wind turbine and the hydraulic systems in different working conditions. Note that the MPC regulator can lead to quite good results, as its parameters are automatically tuned in the Simulink environment in order to optimise the MPC cost function of Eq. (33), as recalled in Section 3.2.
The remainder of this section analyses the robustness features of the considered controllers with respect to parameter variations of the system models. This analysis exploits the Monte-Carlo tool, as the control performance depends on the model-reality mismatch, as well as on the input-output measurement errors. Therefore, the analysis has been performed by describing both the wind turbine and hydraulic system model parameters as Gaussian stochastic processes with mean values corresponding to the nominal ones and and standard deviations corresponding to realistic minimal and maximal error values of Table 2 for the wind turbine model. 
Moreover, it is assumed that the input-output signals u and y of the wind turbine model and the power coefficient map C p of Eq. (1) was affected by errors, expressed as per-cent standard deviations of the corresponding nominal values u 0 , y 0 , and C p 0 also reported in Table 2 .
Also the hydroelectric simulator developed in the Simulink was able to statistically change the parameters of the model in order to introduce possible parameter variations. Under this assumption, Table 3 summarises the hydraulic system variables with their nominal values [26] . These nominal values of hydraulic system parameters have been varied by ±30% to perform the Monte-Carlo analysis.
The average NSSE% index values have been thus computed with 1000 Monte-Carlo runs by simulating the model uncertainties of Tables 2 and 3 , and they are summarised in Table 4 . It is worth noting that, with reference to the values summarised in Table 4 achieved via the Monte-Carlo analysis, they can serve to compare the overall behaviour of the considered controllers. Moreover, the values in Table 4 suggest that when the modelling of the dynamic systems can be taken into account, the MPC scheme is preferred, even if an optimisation procedure is required. However, in the case of a system with modelling errors, after a certain amount of off-line learning, the fuzzy-based estimation error can fall below the value of the model-based schemes, as shown for the controllers derived via the automatic tuning procedure. On the other hand, fuzzy controllers achieve good control capabilities. The adaptive approach takes advantage of its improved features, as it is able to track possible variations of the controlled systems, but with quite complicated and not straightforward design procedures. The fuzzy-based schemes rely on the learning accumulated from off-line simulations, but the training stage can be computationally heavy. Regarding the standard PID control strategy, it is rather simple and straightforward, even if the achievable performances are quite limited.
Final Considerations
While control systems are ostensibly added in order to maximise power capture, care must be taken that such control systems have no adverse effect on the system. Though raw wind and hydraulic energy are essentially free, the systems to convert this raw energy are not and, ultimately, the receipts from energy sales are balanced to some extent by significant capital and operational costs. In the offshore environment, it is estimated that capital and operational costs are in roughly equal proportion. One important aspect in this economic perspective is to consider if the addition of a control system may drive the system more aggressively in an attempt to increase energy capture, perhaps leading to shortened device lifetimes. While the addition of control to a wind turbine is likely to be relatively benign, the use of motion-exaggerating control for a hydroelectric system can have a dramatic effect on the device lifetime. Consequently, the balance between increased energy capture (income) and increased device wear (cost) needs to be carefully considered.
While potentially effecting more aggressive actuation, there are some redeeming features of control which may help the designer in practical applications. For example, physical constraints can be explicitly included in many control formulations, resulting in a control action that respects (and is optimal within) the physical system constraints. In addition, for both wind turbines and hydroelectric systems, most optimal control formulations allow some explicit trade-off between control action and the main objective (e.g. setpoint tracking, energy maximisation, etc), which provides a design handle on the level of aggressiveness of the control law. Control science also provides a body of knowledge Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 9 August 2017 doi:10.20944/preprints201708.0034.v1
relating to the design of control systems which are tolerant (in some respect, but sometime with reduced performance) to disturbance, model uncertainty, and measurement errors. It has also been shown that there is often significant interaction between the optimal (uncontrolled) device design and the control system used to optimise its behaviour. For example in the hydrodynamic context, where controllers are effectively used to extend the bandwidth of the systems, so they can operate effectively across a wide variety of dynamic conditions, the uncontrolled system should be carefully designed, so that the controller can take maximum advantage. In both cases, significant advances in turbine control have led to a situation where turbine developers are providing progressively less control power, so that control energy consumption is minimised. However, this reaction, in turn, leads to highly nonlinear control action, since the control signals are regularly saturating, increasing the control challenge still further [27] . Moreover, the main challenges of modelling and control for wind turbines and hydroelectric systems have been highlighted. In order to present common and different requirements over power conversion efficiency (i.e. the renewable source power that can be converted into electric energy, the work exploited commonalities and contrasts for these two fields, that was mainly performed according the items below:
• System models description;
• Baseline controllers design;
• Advanced control strategies development.
On the basis of these items, the following considerations have been finally outlined. On one hand, wind turbine systems seem relatively mature from the modelling point of view, whilst hydroelectric systems still present challenging control issues. This remark is valid for medium size wind turbines: large rotor installations can drive challenging and complex modelling and control issues.
Both wind turbine and hydroelectric systems can share a common structure. In addition to these components, a further level of supervisory control is required to correctly select the control strategy appropriate to the model of operation, usually dictated by the prevalent resource measure. For the wind turbine case, such operational modes are well defined, as articulated in terms of the various sections of the power curve. However, though the overall number of operational modes may be lower, hydroelectric systems also have a cut-in power level below which energy conversion is not economic/possible, a main power production region where energy conversion should be maximised, a region where energy conversion must be curtailed due to the capacity of (for example) electrical components and, finally, a survival mode where energy production is abandoned and system motion configured to avoid potential structural damage. The means by which survivability is managed in the hydraulic case is not as straightforward as in wind, due to the wide variety of hydraulic devices and the difficulty of finding an orientation or configuration which avoids the destructive influence of hydraulic energy fluxes.
Despite the differences in relative maturity of wind and hydraulic energy, both share many fundamental principles, including the fact that only a fraction of the raw wind and hydraulic resources can be usefully converted, at best. These limitations relate to basic aerodynamic (wind) and hydrodynamic (hydraulic) considerations.
In general, both hydraulic and wind energy conversion systems require a high degree of availability, as it significantly affects the final energy cost. Moreover, these systems have highly nonlinear dynamics, with stochastic inputs, in the form of driving forces. Suitable control methods should provide the optimisation of the energy conversion efficiency over wider than normally expected working conditions. Moreover, it was shown that proper mathematical descriptions were necessary to capture the complete behaviour of the systems under consideration, thus providing an important impact on the control design itself.
On the basis of these considerations, it seems that the considered two domains can be only partially compared. The modelling of these systems is quite different, but the control principle is similar. Also the intermittent resources that drive them are, in many cases, uncorrelated, leading to the advantageous combination of both technologies. However, the technological challenge, from a modelling and control perspective, coupled with the high cost of offshore deployment and maintenance, helps to explain why medium-size wind turbines and micro-or pico-hydroelectric systems can be now commonplace, whilst very large devices are not.
Conclusion
The paper was motivated by the focus on utilising renewable energy resources in a bid to fulfil increasing energy requirements and mitigate the climate change impacts of fossil fuels. While most renewable resources are free, the technology used to usefully convert such resources is not and there is an increasing focus on improving the conversion economy and efficiency. To this end, the paper highlighted that advanced control technology can have a significant impact and is already a relatively mature technology for wind turbines. Though hydroelectric plants can use simple regulation systems, significant benefits have been shown to accrue from the appropriate use of the the same advanced control strategies proposed for wind turbine processes. This represented one of the key issues of the paper. In fact, to date, the application communities connected with wind and hydraulic energies highlighted little communication, resulting in little cross fertilisation of control ideas and experience, particularly from the more mature wind area to hydraulic systems. Therefore, taking into account differences between wind turbine and hydroelectric systems, this paper analysed the application of advanced control methodologies across both domains, both from a comparative and contrasting point of view, with the aim of identifying commonalities in control objectives and potential solutions. Key comparative reference points include the articulation of the models, specification of control objectives, development of realistic device models, and development of solution concepts. Not least, in terms of realistic system requirements are the set of physical and legislative constraints under which such renewable energy systems must operate, and the need to provide reliable and robust control solutions, which respect the often remote and relatively inaccessible location of many onshore and offshore deployments.
