A new incremental support vector machine (SVM) algorithm is proposed which is based on multiple kernel learning. Through introducing multiple kernel learning into the SVM incremental learning, large scale data set learning problem can be solved effectively. Furthermore, different punishments are adopted in allusion to the training subset and the acquired support vectors, which may help to improve the performance of SVM. Simulation results indicate that the proposed algorithm can not only solve the model selection problem in SVM incremental learning, but also improve the classification or prediction precision.
Introduction
Support vector machines (SVMs), proposed by Vapnik [1] , are able to translate the nonlinear problem into linear problem and obtain the global optimal solution by following the structure risk minimization and integrating manifold techniques such as maximal margin hyper-plane, Mercer kernel and slack variables. In recent years, SVMs are extensively applied to pattern recognition, system modeling, time series prediction and other fields [2, 3] .
Unfortunately, SVMs do not scale well with respect to the size of training data. Given n training instances, the computational cost is O(n 3 ) and the memory usage is O(n 2 ), which makes SVMs impractical for large-scale applications. Decomposition method and sequential minimal optimization (SMO) are able to solve such problem effectively. On the other hand, incremental techniques have been also developed to facilitate batch SVM learning over very large data sets, and have been found widespread use in the SVM community [4] . But the kernel and its parameters Manuscript received November 9, 2009. *Corresponding author. This work was supported by the National Natural Science Key Foundation of China (69974021).
are preselected in incremental SVMs learning.
It is well-known that the performance of SVMs depends on the kernel and its parameters. In batch learning, cross validation [5] is the main and effective method to determine kernel and its parameters.
However, there has not seen any literature about the determination of kernel and its parameters in incremental SVMs learning. In this paper, a new incremental SVMs algorithm is proposed to deal with the above mentioned problem based on multiple kernel learning (MKL) [6−8] . The MKL is able to achieve SVMs training and model selection simultaneously by transforming the linearly constrained quadratic program of standard SVMs into the quadratically constrained quadratic program or semi-definite programming.
Support vector machines

Support vector classification
Given a training set
support vector classification tries to find a hyper-plane with minimal norm that separates the data mapped into a feature space via a nonlinear map Φ : R n → R N . To construct such a hyper-plane, one must solve the following quadratic problem:
where w ∈ R N , b ∈ R, ξ i is a slack variable.
By considering the corresponding dual problem, the solution of (1) can be transformed into the following linearly constrained quadratic program problem:
where e = (1, 1, . . . , 1) T ∈ R l , K is a kernel matrix and y = (y 1 , y 2 , . . . , y l ) T . An unlabeled data item x new can subsequently be classified by computing the linear function:
where |sv| denotes the number of support vectors. If f (x new ) is positive, then x new can be classified into class +1; otherwise, x new belongs class −1.
Support vector regression
Suppose given training
In ε-support vector regression (SVR), the goal is to find a function g(x) that has at most ε deviation from the actually obtained targets z i for all the training data, and at the same time is as flat as possible.
Define
where p = 1 or 2, corresponds to linear or quadratic ε-insensitive loss function. When the linear situation is considered, the regression function is obtained by solving an optimization problem:
0. The optimization criterion penalizes data points whose y-values differ from g(x i ) by more than ε. The slack variables, ξ and ξ * , correspond to the size of this excess deviation for positive and negative deviations respectively. The above optimization problem can be transformed into the following optimization problem by Dual theory:
where
Then the regression function can be written as
MKL SVMs
MKL support vector classification
In [9] , for a fixed trace of K, the classification performance is bounded by a function of the optimum achieved in (2): the smaller of the value, the better the guaranteed performance. Thus, whereas in the standard SVM formulation K is a given kernel matrix, while in this paper parameterized combinations of kernels is considered. In particular, given a set of kernels, the linear combination can be formed as
where the weights μ j are constrained to be nonnegative. Plugging this into (2) and minimizing with respect to μ j gives
Again considering the Lagrangian dual problem, the problem of finding optimal μ j and α i is reduced to a convex optimization problem known as semi-definite program (SDP) problem: min
SDP can be viewed as a generalization of linear programming, where scalar linear inequality constraints are replaced by more general linear matrix inequalities (LMIs). Solving such an SDP problem is able to realize model selection for SVMs via efficient interior-point algorithms, but it will intensify the complexity [9] , which makes such method difficult to promote.
In this paper, the weights μ j are constrained to be nonnegative and the kernel matrices K j (j = 1, . . . , m) are positive semi-definite and normalized as
In that case, the SDP problem mentioned above can be reduced to a quadratically constrained quadratic program (QCQP): max
α which is a special case of SDP that can be solved more efficiently [10] . Such a QCQP problem is able to realize model selection for SVMs and construct the SVM classifier at the same time. Here, the MKL-SVM classifier has the following form:
MKL support vector regression
Suppose kernel matrix K in problem (5) belongs to kernel space Ω , which satisfies:
Then, problem (5) can be transformed into the following QCQP problem [11] :
which can be solved efficiently via interior-point algorithms. Here, the MKL-SVM regression function has the following form:
MKL incremental SVMs
Incremental learning strategy can not only solve the SVMs training problem of large scale data set, but also achieve the SVMs online learning. As the number of support vectors typically is very small compared with the number of training examples, the SVMs promise to be an effective tool for incremental learning by compressing the data of the previous batches to their support vectors. This approach to incremental learning with SVMs has been investigated in [2] , where it has been shown that incrementally trained SVMs compare very well to their nonincrementally trained equivalent. The incremental SVMs can be summarized as the following optimization problem with respect to the corresponding restriction:
where k = 1, 2, . . . , N, Sb k denotes the kth training subset, SV k−1 denotes the set of existent support vectors (SV 0 = φ), and symbol ( * ) is used to consider classification and regression synchronously. However, such incremental algorithm suffers from the problem, that the support vectors do not describe the whole set of data but only the decision function induced by it. To make up for this problem in the incremental learning algorithm, one needs to make an error on the old support vectors (which represent the old learning set) more costly than an error on a new example.
Fortunately, this can easily be accomplished. The modification of the SVMs problem can be viewed as training the SVMs with respect to a new loss function:
The performance of SVMs is different in allusion to diverse kernels or their parameters, which indicates that it is not advisable to prior-determine the kernel. But such problem can be settled by introducing MKL into incremental SVMs. Then a new incremental SVMs algorithm based on MKL, called MKL-ISVM, can be described as MKL-ISVM algorithm:
Step 1 Given the training set T r and the testing set T s, which is divided into N training subsets Sb k (k =  1, 2, . . . , N) , and the size of Sb k is |Sb k |. Let k = 1;
Step 2 Construct the optimization problem (14) as for training set Sb k ∪ SV k−1 ;
Step 3 Solve the corresponding QCQP problem of optimization problem (14), and get α ( * ) , μ, t;
Step 4 Set k ← k+1. And if k N , return to Step 2;
Step 5 Using classification function (10) or regression function (12) to predict for testing set T s.
Experiments and results
Experimental setup
Experiments are conducted on real world data sets from the University of California irvine (UCI) benchmark repositories for classification, which can be downloaded from www.ics.uci.edu/mlearn/MLReposit-ory.html. All the information of such data sets is shown in Table 1 . As for regression, Lorenz chaotic time series prediction is concerned. The quadratic program (QP) and QCQP optimization problem in SVMs learning are solved via efficient interior-point algorithms using Mosek optimization software which can be downloaded from http://www.mosek.com. (1) 8 58 166 #Data (2) 768 4 601 6 598 #T r (3) 600 4 000 6 000 #T s (4) 168 601 598 #Class ( 
MKL-ISVM for classification
Three kernels are used in MKL-ISVM, i.e., 3 . Afterwards, all K j are normalized, and the parameters are varied due to the number of features and the size of data set: p = 1, C = 1 for Pima; p = 1, C = 10 for SPAM; p = 5, C = 10 for Clean2. The results of MKL-ISVM and ISVM are shown in Table 2 , where C-f corresponds to optimization problem (13) and C-v to (14). And L is equal to 2 in this experiment. Table 2 Classification performance comparison It is obvious that the classification performance of the MKL-ISVM algorithm is better than the ISVM algorithm with single kernel. Furthermore, the classification precision can be increased by making an error on the old support vectors more costly. From the average of results, when adopting fixed punishment to support vectors, we can see that the classification precision by MKL-ISVM method are 6.21%, 2.33% and 0.86% higher than the ISVM lin, ISVM poly and ISVM rbf method, respectively. As for the C-v and C-f methods, the classification precision of the former is 0.72% higher than the latter.
MKL-ISVM for regression
Lorenz time series, which is shown as (15), is chosen as the example to do research for MKL-ISVM for regression. Three Gaussian kernels, with the kernel parameters p = 0.25, 0.5, 1, are used in MKL-ISVM.
Set s = 16, r = 45.92, b = 4 in this paper, and use Runge-Kutta method to get discrete series with integral step 0.01 and initial value [1 0 −1]. And we choose 3 000 samples, where the former 2 000 samples as the training set and the latter 1 000 as the testing set. Moreover, the training set is averagely divided into 10 subsets. And the embedding dimension is 8 in time series prediction. The final prediction results are shown in Fig. 1 , where only 250 testing samples are presented as far as performance comparison concerned.
Fig. 1 Lorenz time series prediction
From Fig. 1 , it is obvious that the prediction precision of MKL-ISVM is better than ISVM and the C-v method can further improve the prediction effect. Taking variable x as an example, the best prediction results of ISVM with single kernel are mean absolute error (MAE) = 0.051, root mean sqnare error (RMSE) = 0.060. The best prediction results of MKL-ISVM in C-f method are MAE = 0.011, RMSE = 0.005 and in C-v method are MAE = 0.005, RMSE = 0.001.
Conclusions
A new incremental SVMs algorithm, called MKL-ISVM, is proposed in this paper, which is based on MKL. Such algorithm can not only solve the model selection problem but also deal with the large scale data set SVM learning problem without increasing the complexity. Moreover, a new method of making a punishment on the old support vectors more costly than on a new example is adopted to further improve the classification and regression performance of SVM. But more attention should be paid to how to determine the value of L in (15) according to the number of support vectors and the corresponding α ( * ) i value for the future research.
