In this paper we study the bilateral filter proposed by Tomasi and Manduchi and show that it can be viewed as a spectral domain transform defined on a weighted graph. The nodes of this graph represent the pixels in the image and a graph signal defined on the nodes represents the intensity values. Edge weights in the graph correspond to the bilateral filter coefficients and hence are data adaptive. The graph spectrum is defined in terms of the eigenvalues and eigenvectors of the graph Laplacian matrix. We use this spectral interpretation to generalize the bilateral filter and propose new spectral designs of "bilateral-like" filters. We show that these spectral filters can be implemented with k-iterative bilateral filtering operations and do not require expensive diagonalization of the Laplacian matrix.
INTRODUCTION
The bilateral filter (BF) proposed by Tomasi and Manduchi [1] has emerged as a powerful tool for image processing. Bilateral filtering smooths images while preserving edges, by taking the weighted average of the nearby pixels. The weights depend on both the spatial distance and photometric distance which provides local adaptivity to the given data. The bilateral filter and its variants are widely used in different applications such as denoising, edge preserving multiscale decomposition, detail enhancement or reduction and segmentation etc. [2] [3] [4] [5] [6] . Bilateral filtering was initially developed as an intuitive tool without theoretical justification. Since then, connections between the BF and other well known filtering frameworks such as anisotropic diffusion, weighted least squares, Bayesian methods, kernel regression and non-local means have been explored [7] [8] [9] [10] [11] .
BF coefficients depend on original pixel values, so that BF is data dependent, leading to a non-linear and non-shift invariant filter. Thus, it is not possible to provide a frequency domain interpretation of BF using traditional image-domain Fourier techniques. Note that a spectral interpretation would be desirable, as it may lead to improved designs by taking into account known spectral characteristics of the input signal. To overcome this difficulty, we view BF as a vertex domain transform on a graph with pixels as vertices, intensity values of each node as the graph signal and filter coefficients as link weights that capture the similarity between nodes. While this graph-based perspective of the BF has been adopted by several authors [6, 9, [12] [13] [14] , to the best of our knowledge graph spectral domain filter design extensions of the BF have not been studied to date.
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We can define spectral filters on these graphs, where the spectral response is calculated in terms of eigenvectors and eigenvalues of the graph Laplacian matrix [15] [16] [17] [18] . This spectral interpretation captures the oscillatory behavior of the graph signal [19] and thus allows us to extend of the concept of frequency to irregular domains. This has led to the design of frequency selective filtering operations on graphs, similar to those in traditional signal processing. These graph spectral filters also have a vertex-domain implementation, i.e., they do not necessarily require to first transform the input signal into the spectral domain.
In this paper, we interpret the BF as a 1-hop localized transform on the aforementioned graph. Under this framework, we show that the BF is a lowpass transform that can be characterized by a spectral response corresponding to a linear spectral decay. We also calculate the spectral response of iterated BF. We extend this novel insight to build more general bilateral-like filters using the machinery to design graph based transforms with a desired spectral response. Our design allows the flexibility to choose the spectral response of the filter depending on the application. We also give a theoretical justification for the design using a framework of regularization on graphs. We show that these spectral filters do not require computationally expensive diagonalization of the graph Laplacian matrix and then provide an efficient algorithm for implementing these filters using the BF as a building block. We examine the performance of the proposed filters in two example applications.
BILATERAL FILTER AS A GRAPH BASED TRANSFORM
We first explain BF as originally proposed in [1] . Consider an input image xin to the BF. The value at each position in the output image xout is given by the weighted average of the pixels in xin:
The weights wij depend on both the euclidean and photometric distance between the pixels xin[i] and xin[j] 1 . Let pi denote the position of the pixel i. The weights are then given by
where σ d and σr are the filter parameters. Spatial Gaussian weighting decreases the influence of distant pixels and intensity Gaussian weighting decreases the influence of pixels with different intensities. The intuition is that only similar nearby pixels should get averaged so that blurring of edges is avoided. Note that (1) shows that the averaging is done over all pixels. However in practice, one assumes nonzero weights only for the pixels which have pi − pj ≤ 2σs [2] . Now, consider an undirected graph G = (V, E) where the nodes V = {1, 2, . . . , n} are the pixels of the input image and the edges E = {(i, j, wij)} capture the similarity between two pixels as given by the BF weights ( Figure 1 ). Image xin can be considered as a signal defined on this graph xin : V → R where the signal value at each node equals the corresponding pixel intensity. Adjacency matrix W of this graph is given by W = [wij]n×n. Let D be the diagonal degree matrix where each diagonal element Djj = i wij. With this notation the filtering operation in (1) can be written as [9] xout = D −1 Wxin
It can be seen from (1) that the output at each node in the graph depends only on the nodes in its 1-hop neighborhood. Thus, the BF is a 1-hop localized graph based transform. Also, note that the BF includes the current pixel in the weighted average. Thus, the graph corresponding to the BF has a self loop, i.e., an edge connecting each node to itself with weight 1. One can consider BF operation on a graph without self loops, in which the center pixel intensity is not included in the weighted average. Other filtering techniques such as Gaussian smoothing and non-local means can also be described using similar graph-based models [9, 12] .
Spectrum of a Graph
The spectrum of a graph is defined in terms of the eigenvalues and eigenvectors of its Laplacian matrix. The combinatorial Laplacian matrix for the graph G is defined as L = D − W. We use the normalized form of the Laplacian matrix given as
L is a non-negative definite matrix [20] . As a result L has an orthogonal set of eigenvectors U = {u1, . . . , u2} with corresponding eigenvalues σ(G) = {λ1, . . . , λn} and can be diagonalized as
where Λ = diag{λ1, . . . , λn}. Similar to classical Fourier transform, the eigenvectors and eigenvalues of the Laplacian matrix L provide a spectral interpretation of the graph signals. The eigenvalues {λ1, . . . , λn} can be treated as graph frequencies, and are always situated in the interval [0, 2] on the real line. The eigenvectors of the Laplacian matrix demonstrate increasing oscillatory behavior as the magnitude of the graph frequency increases [19] . The Graph Fourier Transform (GFT) of a signal x is defined as its projection onto the eigenvectors of the graph, i.e.,x(λi) = x, ui , or in matrix formx = U t x. The inverse GFT is given by x = Ux.
SPECTRAL INTERPRETATION OF THE BILATERAL FILTER
Similar to conventional signal processing, graph spectral filtering is defined asx
h(λi) is the spectral response of the filter according to which spectral components of an input signal are modulated. Using the definition of GFT and the diagonalized form of L, we can write graph spectral filtering in matrix notation as [17] 
To exploit this framework of graph spectral filtering we rewrite the BF in (3) as:
From this equation, we can see that the BF is a graph transform, similar to the one in (6), operating on the normalized input signalxin = D 1/2 xin producing the normalized outputxout = D 1/2 xout. This normalization allows us to define the BF in terms of the non-negative definite matrix L and thus have a spectral interpretation. It also ensures that a constant signal, when normalized, is an eigenvector of L associated with zero eigenvalue [21] . Following (6) we have,
This shows that the BF is a frequency selective graph transform with a spectral response hBF (λi) = 1 − λi which corresponds to linear decay (See Figure 2) . The BF tries to preserve the low frequency components and attenuate the high frequency components.
The BF is used iteratively in many applications. There are two ways to iterate the BF: (1) by changing the weights at each iteration using the result of previous iteration, or (2) by using fixed weights at each iteration as calculated from the initial image. In the first method the BF graph changes in every iteration and thus we only have separate spectral interpretations for each stage. In the second method the graph remains fixed at every iteration and it is possible to provide a spectral interpretation of the cascaded operation. The second method is also faster to compute since the BF weights are only computed once in the beginning. Here we consider the second method. Iterating preserves strong edges while removing weaker details. This type of effect is desirable for applications such as stylization [2] . The BF iterated k-times can be written in matrix notation as
where Lr = D −1 L is called the random walk Laplacian matrix. It can be shown that any graph transform h(Lr) can be written in terms of L as h(Lr) = D −1/2 h(L)D 1/2 [21, Proposition 2] . Using this fact, we can rewrite (9) aŝ
The spectral responses corresponding k = 2, 3, 4 are shown in Figure 2 . The figure suggests that iterative application of the BF suppresses more of the high frequency component which is consistent with the observation. Equations (8) and (10) give a different perspective to look at the bilateral filter. They hint at filter designs with better spectral responses that can be tailored to particular applications.
APPLICATION SPECIFIC SPECTRAL DESIGNS
The BF and iterated BF have fixed spectral responses. But these responses may not be suitable for all applications. Below we discuss two applications (1) image denoising and (2) segmentation to illustrate possible alternative spectral filter designs.
Denoising. We consider the problem of image denoising with additive zero-mean white noise.
where x is the original image that we want to estimate, y is the observed noisy image and e is zero-mean white noise with variance σ 2 . As explained above, we can represent the image as a graph with links weights between pixels computed as in (2) . Bilateral filtering on the image amounts to lowpass filtering with a linear decay on the corresponding BF graph. Since energy in the high frequency spectrum of BF graph mostly corresponds to noise, attenuating high graph frequency components of the noisy image leads to improved SNR. However, the BF has a fixed spectral decay profile, because of which attenuation of different frequencies can not be controlled. Using the proposed spectral interpretation, we can design better frequency selective alternatives. For this, we use a regularization framework where the problem of denoising is equivalent to minimizing a penalty functional [7] . This penalty functional can be formulated as in (12) , which is composed of two terms: the first term is a fit measure and the second term is a data dependent smoothness constraint as captured by a regularization operator H on the BF graph [22, 23] .
Note that we normalize x and y as in (7) . In order to formulate this regularization framework in the spectral domain, we choose H = hp(L), which has a spectral response hp(λ). Thus, smoothness constraint in (12) can be rewritten as:
The response hp(λ) is chosen to be a non-negative, non-decreasing function in λ, so that it strongly penalizes the high frequency components. Setting ∂C(x)/∂x = 0 in (12), and using (13) we get the optimalx asx
Thus, for a chosen regularization functional hp(λ), the spectral response of the denoising filter is given by
which can be translated in vertex domain as :
Since hp(L) is designed as a highpass filter, the denoising filters hopt(L) in (16), is essentially a lowpass filter on the BF graph.
Image Segmentation. Shi and Malik [24] formulated the problem of image segmentation as a graph partitioning problem on a graph similar to the BF graph. To obtain an m-way partition of the graph, we find the projection of the graph signal on the first few eigenvectors with the smallest eigenvalues. This projection gives a very coarse version of the signal which then can be used to perform image segmentation. Iterative application of the BF also gives a coarse version of the image, but it favors the eigenvector with the smallest eigenvalue [6] , which corresponds to the DC component, and attenuates the contributions of other eigenvectors. The projection of the graph signal onto the first few eigenvectors can be interpreted as applying a low pass filter in the graph spectral domain with a small cut off frequency and sharp transition band. In Section 6, we compare the iterated BF with such a lowpass filter on the BF graph, and show that the latter preserves the edge structure of the image better than the former. To summarize, different applications require filters having different spectral responses h(λ). So, we would like to design more general bilateral-like filters of the form of (6) with desired spectral response. A direct implementation of these filters requires diagonalization of L which is of the order O(N 3 ). For large graphs such as the one considered here, this is computationally very expensive. However, we show that filters with a polynomial representation in the spectral domain have an easy and efficient implementation scheme in terms of cascaded BFs, as explained in the next section.
POLYNOMIAL APPROXIMATION AND FAST IMPLEMENTATION
The spectral response of the iterative bilateral filter (Figure 3 (a)) given in (10) is a degree k polynomial. This is a special case of a general class of real polynomials of degree k given as
where the roots ri can be either real or complex conjugate pairs. This generalization allows k + 1 degrees of freedom in choosing the spectral response of the filter. Further, the corresponding transform H in pixel domain is a matrix polynomial of Lr with the same roots as in (17) i.e.,
This leads to following result:
Theorem 5.1. Any graph filter on an image having a polynomial spectral response of degree k can be implemented in the pixel domain as an iterative k step bilateral filter operation. The output in this case is given in (19) . Thus, filter H can be interpreted as a generalized linear BF with intercept (1 − r1), and slope r1 in the graph spectrum.
For k > 1, the transform H is a cascaded form of k such bilateral filtering operations (See Figure 3(b) ).
Further, if h(λ) is not a polynomial of λ, it can be approximated with a polynomial kernel which can then be implemented as a generalized iterative bilateral filtering operation. It has been shown in [15] that minimax polynomial approximation of any kernel h(λ) not only minimizes the Chebychev norm (worst-case norm) of the error between kernel and its approximation, it also minimizes the upper-bound on the error ||H exact − H approx || between exact and approximated filters. In our experiments, we approximate any nonpolynomial h(λ) with the truncated Chebychev polynomials (which are a good approximation of minimax polynomials).
EXAMPLES
We examine the performance of the proposed spectral design of bilateral-like filters in two applications. First, we consider the image denoising problem, and use denoising filter obtained by the regularization framework in Section 4. We take the regularization functional hp(λ) = λ in (15) , which results in a denoising filter hopt(L) with response hopt(λ) = 1/(1 + λ 2 ). Since, hopt(λ) is not a polynomial, we approximate it with a 5 degree polynomial using Chebychev approximation, which can be implemented as 5 iterations of cascaded generalized linear BFs, using (18) . Figure 4 shows the denoising results using this filter and the BF 2 . It can be seen that the BF preserves edges, but it blurs the texture in the denoising process while the proposed denoising filter does a better job of preserving texture. This is also reflected in the SNR values. Next, we consider an iterative application of the BF. Iterated BF removes minor details from the image while preserving prominent edges. This can be used as an effective preprocessing step in edgedetection and segmentation etc. As stated before, iterated BF favors the DC component which is not useful for segmentation. We use a low pass spectral kernel with small cut-off and sharp transition band so that the second (and a few higher) spectral components get at least as much weight as the DC component. We use a 20 degree polynomial approximation of this kernel and compare it with 20 iterations of the BF. Figure 5 shows that weak edges are blurred more with iterated BF (as expected from the spectral response) compared to the proposed filter.
CONCLUSION
In this paper we interpreted the bilateral filter as a graph spectral filtering operation. With this novel perspective, we proposed a family of more general bilateral-like filters with desired spectral responses. We gave an easy implementation scheme for these filters. Their utility was motivated through few examples. An immediate interesting extension to this work would be to explore different spectral filters suitable for particular applications. Another topic of interest is the design of filter banks using these bilateral-like filters.
