This paper describes the algorithm underlying the ESA DUE globAlbedo product. The purpose of the project is to produce a global 8-day land surface albedo product with associated uncertainty on a 1 km grid with continuous spatial coverage using data from European sensors. The product covers the period 1999-2011.
INTRODUCTION
An overview of the globAlbedo project is provided in [1] . It is funded by ESA DUE to provide a global 1 km albedo product in three wavebands: visible, near infrared, and total shortwave from European sensors. In the current version of globAlbedo, this involves the use of MERIS and SPOT VEGETATION data. (A)ATSR(-2) can be considered to extend the time series but is not currently used because of geolocation issues. See [1] and the ATBD [2] for more details on the final product. In this paper, we will introduce the core elements of the algorithm underlying the albedo product.
Albedo, the ratio of total upwelling to total downwelling radiation over some waveband is not an intrinsic surface property as it depends on the atmospheric conditions [3] . We can define albedo as:
where is the albedo over waveband at solar zenith angle , is the surface BRF for viewing geometry and illumination geometry , is the downwelling radiance at wavelength , and is the cosine of the zenith angle for geometry . The downwelling radiance can be written:
where is the directional sky radiance (at the surface) for an absorbing lower boundary that gives the diffuse component or downwelling radiance, is the direct component irradiance, and is the direct transmission in the solar direction. By defining the integral of sky radiance :
we can relate this diffuse term, the solar irradiance, and the diffuse downwards transmission . We can then define a normalized sky radiance term :
Defining the following integrals of reflectance:
where the first two are sometimes known as 'black sky' albedo and 'white sky albedo' respectively and the third is an -weighted 'white sky albedo', we can arrive at an expression for albedo of:
where is the proportion of diffuse illumination (for an absorbing lower boundary) and is the atmospheric albedo (bihemispherical reflectance). This expression takes account of multiple scattering between the surface and atmosphere, but we note that the denominator depends only on the difference between the white sky albedo and its -weighted equivalent, which is often ignored.
BRDF AND ATMOSPHERIC MODELLING
In globAlbedo, as in many other albedo products (e.g. [4] ), we use linear kernel-driven BRDF models due to [5] . They are of the form:
The standard method of solution to obtaining estimates of the model parameters is to perform a least squares inversion against a set of observations over some time period (e.g. 16 days) from:
where are the (reflectance) observations and is the uncertainty in the observations. The linearity of these models has many attractive properties. In such products, it is typical (and convenient) to use linear mappings between narrow band albedo and broadband quantities, mimicking the wavelength integration in the definition of albedo [6] . When data from a single sensor is used, this can simply be done once samples of narrowband reflectance have been fitted to the BRDF model. However, where heterogeneous sensors are concerned, such as here, it is preferable to first convert all input reflectance data to estimates of broadband reflectance to provide a common spectral basis for combining the observations. This is permissible due to the linear nature of all of the models concerned (with some minor approximations regarding the constancy of properties over waveband). Thus, the globAlbedo algorithm can make direct use of observations from any satellite sensor (at an appropriate spatial resolution).
The first stage of globAlbedo processing involves cloud clearing and snow identification. The second stage involves atmospheric correction and gridding. The uncertainty in the narrow to broadband conversion is calculated and the error with atmospheric correction uncertainty to provide at surface Lambertian equivalent reflectance and associated uncertainty in the required three broad wavebands, . This is not the same as the surface BRF because it does not account for directional impacts on the coupling between the surface and atmosphere. However, it can be shown that to a good approximation is related to BRF by:
where etc.
where is the downward atmospheric diffuse proportion, is the upward proportion (both for an absorbing lower boundary). In effect, the term accounts for non-Lambertian multiple scattering effects between the surface and the atmosphere. This will only be significant for highly anisotropic surface and high atmospheric reflectance (high aerosol content or cloud).
accounts for the linear effects. The linear effects concern the four direct/diffuse mechanisms for scattering in the atmosphere and so involve weighting by the appropriate proportions for upward and downward paths. The terms with subscript + are the residual angular terms after a constant component has been removed from the reflectance.
From the above, and the linear form of the kernel models we can write reflectance angular integrals such as:
where is the directional-hemispherical integral of and similarly for weighted and bihemispherical integrals.
so that the Lambertian-equivalent reflectance can be written: with This means that by first calculating Lambertian-equivalent reflectance (which is convenient as the directional effects at that point are unknown), we can accommodate the effects of the coupling between the surface BRF and the atmosphere by applying the new sets of kernels that involve the atmospheric terms in place of .
TEMPORAL CONSTRAINT
In products such as [4] , a fixed temporal window is used to gather observations (e.g. 16 days). This is based on the assumption that the surface state does not change much over this time period, but in practice can severely limit the number of observations available, and in some cases make the solution of the model parameters unstable or in many cases no solution can be obtained. This leads to data gaps, and/or the need for more approximate approaches that can supply estimates of the model parameters from a small number of observations (e.g. the MODIS BRDF/albedo 'backup' algorithm). To better condition the solution whilst applying the same principles of relative constancy over a 16 day time period, we can apply regularization approaches [7] but there is further work to be done to do this operationally. Instead, in globAlbedo, we apply a similar concept by weighting the uncertainty in the observations by a function of time. A Laplacian filter is applied (akin to that obtained when applying a first-order regularization constraint) with the value at the target time set to 1.0 and that at +/-8 days set to 0.5. This allows observations from a longer time period to have an influence on the model parameters, whilst down-weighting their influence if they are far from the target time period. Then, if there are too few samples (e.g. 3) to solve the linear system in a 16 day period (which would preclude application of the main algorithm in [4] ) these observations can still be used in a manner consistent with all other observations. The result of this is that a gap-free product can be produced. Where samples are sparse, the uncertainty will simply be increased.
PRIOR CONSTRAINT
When algorithms such as [4] were developed, only a small number of test datasets were available to learn about the application of these BRDF models. Now, we have more than a decade of highquality observations from MODIS that we can use to provide an expectation of the surface reflectance at any location and time (a climatology). This can be applied (in a Bayesian context) as an a priori estimate of the parameters. We do not wish to over-constrain the solution however, as this could possibly stop the algorithm responding to real changes outside of the time period for which the climatology is developed. The prior estimate in globAlbedo is therefore weakened by modulating the prior uncertainty matrix (by a factor of 30, but discounting off-diagonal elements).The climatology is estimated in two stages. First, for each 8 day time period, for each pixel, the mean and standard error (taking into account a small sample correction) over all samples (up to 10 as the prior is developed only from the first 10 years of data as this was done early in the project) in the MODIS BRDF/albedo product [4] are calculated. All non-fill observations are used, but a weighting is applied to the QA flag with the golden ratio (minus unity, i.e. M = 0.61803) to the power of QA is used to weight the data of different quality in providing a weighted mean (and standard error). So, the weighting for QA0 is 1.0, for QA1, M, for QA2, M 2 etc. Because of the large impact of snow on albedo, separate priors are developed for snow and snow-free conditions. Because some pixels may have no (or very few) samples over the time period, a second stage of prior processing is performed by temporal averaging using the temporal filter described above. This results in a gap-free prior (compare figures 1 and 2) . Figure 3 shows an example of the climatology product for 3 different 8-day periods. It can be noticed that in areas of permanent snow (e.g. the Alps) the data are clearly not 'snow free' but this is an artefact arising from the labelling of 'snow' in the MODIS product (it refers to an apparent majority of 'snow' or 'snow free' observations). The 'uncertainty' associated with the prior obviously includes both uncertainty in the driving MODIS data as well as temporal variation over the time period, but this is appropriate to the way in which we want to use a prior here. The processing is performed on MODIS 500m resolution data and the results aggregated to 1 km.
THE GLOBALBEDO PRODUCT
Two processing chains are set up, one for (MERIS/VEGETATION) pixels identified as snow free and one for snow. For each processing chain, the input (Lambertian equivalent) reflectance data are first converted to broadband equivalents and appropriate 'coupled' kernels calculated for the relevant atmospheric conditions and solar and view angular configurations. To find the model parameter estimate at a particular day, samples from a long temporal window are weighted by the temporal function and summed into the matrix as in the standard solution (with similar processing for the uncertainty). A prior constraint is then included to arrive at the resultant parameter and uncertainty estimate. The two processing streams are then merged, based on the weighted number of snow or snow-free observations at the target time period. Since all models are linear, all stages of processing are straightforward matrix operations. Albedo (and associated uncertainty) can then be calculated from the kernel parameters using the equations above. To keep track of the influence of the climatology on the resultant product, a relative entropy metric is calculated. In the final product, a 'simplified' version of this is output which is equivalent to a uni-dimensional reduction in standard deviation over that in the prior, though we still keep the term 'relative entropy'. It is believed that this will be more straightforward for non-expert users to decipher. Uncertainty data are available for every pixel here. If there happen to be no observations, then the climatology will 'bleed ' through, and the uncertainty will be that of the prior. Otherwise, the uncertainty will be reduced. It can be seen that the core aims of the product have been met, in producing a gap-free 1 km resolution albedo product. Validation of the product is discussed in [1] . 
