














 図 1 単語の出現頻度分布








そこで、比較的重要と思われる単語を抽出し、システム更新時（2012 年 1 月〜 3 月）と平常時（2011































列数 378、機能数 153 であり、10 分割交差検定を行った。
ここで、比較手法として Baseline を定義する。この方法では、学習データにおける機能の出現頻
度のみを用いたものであり、国際的なタンパク質機能予測コンテストでも比較用に持ちられた方法
である。性能の指標としては ROC 曲線 (Receiver Operating Characteristic) を用いて比較する。こ
の方法では、縦軸に True Positive Rate（真陽性）と横軸に False Positive Rate（偽陽性）として
ノンパラメトリックベイズモデルによる無限要素を持つ情報処理システム研究
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プロットしたものである。ROC 曲線下の面積（Area under the curve，AUC）はアルゴリズムの
性能の良さを表す。0 から 1 までの値をとり，完全な分類が可能なときの面積は 1 で，ランダムな
分類の場合は 0.5 になる。






latent Dirichlet allocation などの手法を用いてトピック推定への拡張を行いたい。
 ・生命情報について、本研究では HMM の隠れ状態数を固定で行ったが、状態数を無限に拡張した
モデルも提案されている。今後は無限状態 HMM での実装を目指したい。
