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Abstract Khovanov defined graded homology groups for links L ⊂ R3
and showed that their polynomial Euler characteristic is the Jones polyno-
mial of L . Khovanov’s construction does not extend in a straightforward
way to links in I -bundles M over surfaces F 6= D2 (except for the homol-
ogy with Z/2 coefficients only). Hence, the goal of this paper is to provide
a nontrivial generalization of his method leading to homology invariants of
links in M with arbitrary rings of coefficients.
After proving the invariance of our homology groups under Reidemeister
moves, we show that the polynomial Euler characteristics of our homology
groups of L determine the coefficients of L in the standard basis of the
skein module of M. Therefore, our homology groups provide a “categorifi-
cation” of the Kauffman bracket skein module of M. Additionally, we prove
a generalization of Viro’s exact sequence for our homology groups. Finally,
we show a duality theorem relating cohomology groups of any link L to the
homology groups of the mirror image of L.
AMS Classification 57M27; 57M25, 57R56
Keywords Khovanov homology, categorification, skein module, Kauffman
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1 Introduction
In his seminal work [K1], Khovanov constructed graded homology groups for
links L ⊂ R3 and proved that their polynomial Euler characteristic is the Jones
polynomial of L. (Throughout this paper we use Viro’s (framed) normalization
of Khovanov homology groups.) The crucial element in Khovanov’s construction
is the representation of a link by its diagram in D2 unique up to Reidemeister
moves. Despite the fact that links in all I -bundles over surfaces allow analogous
diagrammatic representations, Khovanov’s construction does not extend in a
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straightforward way to such links. In this paper we overcome this difficulty and
define homology invariants of links in all orientable I -bundles M over surfaces
F 6= RP2.
We say that a simple closed loop γ ⊂ F is bounding if it bounds either a disk or
a Mo¨bius band in F. Let C(F ) be the set of all unoriented, unbounding, simple
closed curves in F considered up to homotopy. In Sections 3-5, we construct
homology groups, Hijs(L), of links L ⊂M for any i, j ∈ Z, and s ∈ ZC(F ), and
we prove (Section 6) that these homology groups are invariant under isotopies
of L in M.
In Section 7, we construct a generalization of Viro’s exact sequence, [V, Section
3.3], which associates with any skein triple of link diagrams in F a long exact
sequence of their homology groups.
In Section 8, we prove that if F is orientable then the polynomial Euler charac-
teristics of our homology groups Hijs(L) determine the coefficients of L in the
standard basis of the Kauffman bracket skein module. Additionally, we prove
an analogous result for links in twisted I -bundles over unorientable surfaces.
In Section 9, we introduce cohomology groups of links and prove a duality
theorem relating them to homology groups of the mirror image of L. Finally,
we discuss the dependence of our homology groups of links on the I -bundle
structure of the ambient 3-manifold in Section 10.
The methods of this paper are applied in [APS] to define a new homology theory
for tangles.
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2 Skein modules of band links
Let M be an orientable I -bundle over a surface F. Consequently, M is either
F × I for an orientable F, or M is the twisted I -bundle over an unorientable
surface F. In the latter case we assume that F 6= RP2. A band knot K in M
is either
• an embedding of an annulus into M such that the projection of its core
into F is a preserving orientation loop in F ; or
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• an embedding of a Mo¨bius band into M such that the projection of its
core into F is a reversing orientation curve in F.
A disjoint union of band knots is called a band link. Each band link in M is
represented by a diagram in F. (All link diagrams are considered with their
blackboard framing. Hence, an orientation reversing loop in F represents a
Mo¨bius band in M.) From now on, all links considered in this paper are band
links, unless stated otherwise.
Denote the set of all band links in an orientable I -bundle M over F, by Lb(M).
For a given ring R with a distinguished element A±1, the skein module of band
links in M , Sb(M ;R), is the quotient of RLb(M) by the standard Kauffman
bracket skein relations:
= A +A−1 , L ∪© = −(A2 +A−2)L.
Although the definition of a band link L ⊂M depends on the I -bundle struc-
ture of M, the theorem below shows the skein module Sb(M ;R) (considered up
to an isomorphism of R-modules) does not. Let B(F ) (respectively: Bnb(F ))
be the set of all link diagrams in F with no crossings and with no trivial (respec-
tively: no bounding) components. Both B(F ) and Bnb(F ) contain the empty
link, ∅. Following the proof of [Pr, Theorem 3.1], one shows:
Theorem 2.1 Sb(M ;R) is a free R-module with a basis composed by (band)
links represented by diagrams in B(F ).
Consequently, Sb(M ;Z[A±1]) = S(M ;Z[A±1]) as R-modules despite the fact
that there is no obvious explicit isomorphism between these modules for unori-
entable F. On the other hand, there is a natural isomorphism between Sb(M ;R)
and S(M ;R) for any ring R containing √−A. For such R, we have an iso-
morphism λ : Sb(M ;Z[A±1]) → S(M ;Z[A±1]) sending L = K1 ∪ ... ∪ Kn to
(−A)3k(L)/2K ′1∪ ...∪K ′n, where K ′i = Ki if Ki is an annulus and, otherwise, K ′i
is obtained from Ki by adding a negative half-twist to Ki . Here k(L) denotes
the number of Mo¨bius bands among the components, Ki, of L.
3 Chain groups
Let D be a link diagram in F . Following [V], a Kauffman state of D is an
assignment of +1 or −1 marker to each of the crossings of D.1 An enhanced
1 J.B.Listing in 1847 [Li] was the first to consider two types of markers of a crossing:
dexiotropic and laeotropic.
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(Kauffman) state of D is a Kauffman state with an additional assignment of
+ or − sign to each closed loop obtained by smoothing the crossings of D
according to the following convention:
−1 marker +1 marker
Such closed loops will be called by us “circles”.
Denote the set of enhanced states of D by S(D). The following notation is used
throughout the paper for any S ∈ S(D) :
I(S) = ♯{positive markers} − ♯{negative markers}.
J(S) = I(S) + 2τ(S),where
τ(S) = ♯{positive trivial circles} − ♯{negative trivial circles}.
A circle is trivial if it bounds a disk in F . Furthermore, we say that a circle
is bounding if it bounds either a disk or a Mo¨bius band in F. Let C(F ) be the
set of all unoriented, unbounding, simple closed curves in F considered up to
homotopy. If the unbounding components of an enhanced state S are γ1, ..., γn
(some of which may be parallel to each other, and hence equal in C(F )) and if
these closed curves are marked by ε1, ..., εn ∈ {+1,−1}, then let
Ψ(S) =
∑
i
εiγi ∈ ZC(F ).
Let Sijs(D) be the set of enhanced states S of D with i(S) = i, j(S) = j,
and Ψ(S) = s, and let Cijs(D) be the free abelian group spanned by enhanced
states in Sijs(D). Note that C∗∗s(D) = 0 if s =
∑n
i=1 εiγi and the curves
γi, i = 1, ..., n, cannot be placed disjointly in F. On the other hand, if the
curves γi, i = 1, ..., n, can be placed disjointly in F, then s represents a unique
element of B(F ). Therefore, alternatively, the index s ∈ ZC(F ) can be replaced
by b ∈ B(F ).
4 Differentials
The definitions of the Khovanov chain groups of a link in R3 given in [K1, BN,
V] depend only on the choice of its diagram D. However, the definitions of
differentials require an ordering of crossings of D. The same feature appears in
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our construction. Therefore, assume that the crossings of a link diagram D in
F are ordered. Let the differential
dijs : Cijs(D) −→ Ci−2,j,s(D),
be defined for enhanced states S ∈ Cijs(D) as follows
dijs(S) =
∑
v
(−1)t(S,v)dv(S),
where the sum is over all crossings v in D and the “partial derivative” in the
“direction” of v is
dv(S) =
∑
S′∈S(D)
[S : S′]v S
′.
The incidence number, [S : S′]v , is 1 if the following four conditions are satis-
fied:
(a) the crossing v is marked by + in S and by − in S′ ,
(b) S and S′ assign the same markers to all the other crossings,
(c) the labels of the common circles in S and S′ are unchanged,
(d) J(S) = J(S′), Ψ(S) = Ψ(S′).
Otherwise [S : S′]v is equal to 0.
The symbol t(S, v) denotes the number of negative markers assigned to cross-
ings in S bigger than v.
For fixed D, i, j, s, we write
dˆv(S) = (−1)t(S,v)dv(S).
Hence
dijs(S) =
∑
crossings v in D
dˆv(S)
for any S ∈ Sijs(D).
If [S : S′]v = 1 then τ(S) = τ(S
′) + 1, and, therefore, S and S′ in a neighbor-
hood of the crossing v have one of the following forms, where ε = + or −.
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S ⇒ S′
+ ++
−
−εε
ε0
+ε0
−
−ε0ε0
−
ε0
S ⇒ S′
−
−
−
−ε
ε +
0
−
ε ε 0
−ε0
ε0 +
ε0
+
Table 2.1: Neighborhood of v
Our convention is to label the trivial circles by + or − and the non-trivial
circles by +0 or −0, to emphasize that the signs of the non-trivial circles do
not count towards the j -grading. Notice that the states in last row labeled by
ε0 bound a Mo¨bius band and, therefore, they may exist in unorientable surfaces
only. The table has the following symmetry: it does not change by reversing
all signs and markers together with flipping S with S′.
Note also that the degree of d is −2 and that Ci,∗,∗(D) = 0 either for all odd
or all even i, depending on the number of crossings of D.
Finally, notice also that for any link diagram D in D2, Cijs(D) = 0 for s 6= 0
and that Ci,j,0(D) and d coincide with Viro’s Ci,j(D) and d, [V], for framed
links.
5 Khovanov homology
Theorem 5.1 (Proof in Section 11.2)
(1) If F 6= RP2 and D is an unoriented link diagram in F with ordered
crossings, then d2 = 0. Hence (C∗js(D), d∗js) is a chain complex for any j ∈ Z,
s ∈ ZC(F ).
Algebraic & Geometric Topology, Volume 4 (2004)
Categorification of the Kauffman bracket skein module 1183
(2) For any unoriented link diagram in RP2 with ordered crossings, d2 = 0 mod
2. Hence (C∗js(D)⊗ Z/2, d∗js) is a chain complex for any j ∈ Z, s ∈ ZC(F ).
Theorem 5.1(1) does not hold for RP2 .
Example 5.2 For the knot diagram D in RP2 shown below, C2,0,0(D) is
generated by the single enhanced state S given by “+” markers at v and w
and the single circle of S labeled by “−”,
RP
2 =
vw
∪S1 D2.
Since dwdv(S) = 0 and dvdw(S) 6= 0, d2(S) 6= 0.
From now on we assume that F 6= RP2. For any group G we call the homology
groups of (C∗js(D)⊗G, d∗js),
Hijs(D;G) = Ker dijs/Im di+2,j,s,
the Khovanov homology groups of D with coefficients in G.
For G = Z we simplify this notation to Hijs(D).
6 Change of crossing order and Reidemeister moves
Theorem 6.1 (Proof in Section 11.1) Given any two orderings of crossings
of D and the corresponding differentials d1, d2 on C(D) there exists a natural
chain isomorphism f12 : (C(D), d1) → (C(D), d2). The term “natural” means
that for any three orderings of crossings of D, f12f23 = f13.
Theorem 6.2 (Proof in Sections 11.3, 11.4 and 11.5) Let D be a link diagram
in F.
(1) For any i, j ∈ Z, s ∈ ZC(F ), Hijs(D) is preserved (up to an isomorphism)
by the Reidemeister moves II and III.
(2) For a diagram obtained from by adding a negative twist, the
map
ε → ε − for ε = ±,±0, induces a chain map ρI : Cijs( ) →
Ci−1,j−3,s( ) which yields an isomorphism of homology groups,
ρI∗ : Hijs( )→ Hi−1,j−3,s( ).
Consequently, if M is an orientable I -bundle over F , then Hijs(D) is an in-
variant of (band) links in M under ambient isotopy.
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7 Viro’s exact sequence
For any skein triple
0DD 8 Dp
of link diagrams in a (possibly non-orientable) surface F consider the map
α0 : Cijs(D∞)→ Ci−1,j−1,s(Dp) given by the embedding shown in Figure 7.1(a)
and the map β : Cijs(Dp) → Ci−1,j−1,s(D0) which is the projection shown in
Figure 7.1(b).
0 β
,
β 0
(b)(a)
α
Figure 7.1
The following is a generalization of the exact sequence of [V, Section 3.3].
Theorem 7.1 Let F be any surface (including RP2) and let D∞, Dp, D0
be a skein triple of any link diagrams in F as above. Let the orderings of the
crossings in D∞ and in D0 be inherited from the ordering of crossings in Dp ,
and let α(S) = (−1)t′(S)α0(S) where t′(S) is the number of negatively labeled
crossings in S before p. Then
(1) the maps α : Cijs(D∞)→ Ci−1,j−1,s(Dp), β : Cijs(Dp)→ Ci−1,j−1,s(D0)
are chain maps, and
(2) the sequence
0→ C(D∞) α→ C(Dp) β→ C(D0)→ 0 (1)
is exact.
Proof (1) Note that dˆp(α(S)) = 0. (The partial derivative dˆp was defined in
Section 4.) Since [S : S′]q = [α0(S) : α0(S
′)]q for any q 6= p, α and dˆq commute
up to sign. Furthermore,
t′(S) + t(α0(S), q) = t
′(Si) + t(S, q) mod 2,
for any summand Si of dˆq(S) and, therefore, dˆq(α(S)) = α(dˆq(S)). Hence,
d(α(S)) =
∑
q 6=p
dˆq(α(S)) = α(
∑
q
dˆq(S)) = α(d(S)).
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We have β(dp(S)) = 0 and dq(β(S)) = β(dq(S)) for S ∈ C(Dp) and any
crossing q of Dp. Since t(β(S), q) = t(S, q) for any q 6= p, dˆq(β(S)) = β(dˆq(S)),
and, hence, β is a chain map as well.
(2) is obvious.
The short exact sequence (1) leads to the following long exact sequence of
homology groups:
...→ Hijs(D∞) α∗→ Hi−1,j−1,s(Dp) β∗→ Hi−2,j−2,s(D0) ∂→ Hi−2,j,s(D∞)→ ... (2)
Let α¯0 : Cijs(Dp)→ Ci+1,j+1,s(D∞) and β¯ : Cijs(D0)→ Ci+1,j+1,s(Dp) be the
following homomorphisms of abelian groups:
β¯( ) = ( ) and α¯0( ) = 0, α¯0( ) = ( ).
Finally, let α¯(S) = (−1)t′(S)α¯0(S) and let γ, γˆ : Cijs(D0) → Ci,j+2,s(D∞) be
defined as
γ = α¯0dpβ¯ and γˆ(S) = α¯dˆpβ¯ = (−1)m(S)γ(S), (3)
where m(S) denotes the number of negative crossing markers in S.
The following properties of γ and γˆ will be needed later:
Proposition 7.2 Let F 6= RP2.
(1) γˆ restricted to Ker d ⊂ Cijs(D0) defines the connecting homomorphism
∂ : Hijs(D0)→ Hi,j+2,s(D∞).
(2) dγˆ = −γˆd.
(3) dγ = γd. Consequently, γ : Cijs(D0) → Ci,j+2,s(D∞) is a chain map.
(Note, however, that neither α¯0 nor β¯ is a chain map.)
(4) For any enhanced state S ∈ Sijs(D0), γ(S) =
∑
S′, where the sum is over
all enhanced states S′ ∈ Si,j+2,s(D∞) obtained from S by changing the
-smoothing at p to -smoothing in such way that the circles which
do not pass through the smoothings of p in S and S′ have identical labels.
Proof (1) Since α¯dˆqβ¯ = 0 for q 6= p, γˆ = α¯dˆpβ¯ = α¯dβ¯.
Since α¯ and β¯ split the exact sequence of groups (1), γˆ restricted to Ker d
defines the connecting differential ∂.
(2) Notice that
dˆq(β¯(S)) = β¯(dˆq(S)) and dˆq(α¯(S)) = α¯(dˆq(S)) for q 6= p. (4)
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The second equality follows from
t′(Sq) + t(S, q) = t
′(S) + t(α¯0(S), q) mod 2,
where Sq is any state such that [S : Sq]q = 1. By equation (12) in Section 11.2,
dp and dq commute and, therefore, dˆpdˆq = −dˆqdˆp. Since α¯dˆqβ¯ = 0 for q 6= p,
dγˆ(S) = d(α¯dˆpβ¯(S)) =
∑
q
dˆqα¯dˆpβ¯(S) = −
∑
q
α¯dˆpβ¯(dˆqS) = −γˆd(S).
(3) follows from (2) by assuming that p is the highest (i.e. the last) of the
vertices of Dp.
(4) is left to the reader.
Note that the definitions of γ, γˆ do not depend on the position of p in the
ordering of vertices of Dp. In fact, by Proposition 7.2(4), these maps can be
defined without referring to Dp at all.
8 Categorification of the skein modules of I -bundles
over surfaces
Khovanov homology groups, Hij(L), for L ⊂ R3, normalized according to [V]
(for unoriented, framed links), satisfy the following equation
χA(H∗∗(L)) = [L], (5)
where [·] is the Kauffman bracket normalized by [∅] = 1, and χA(H∗∗) is a
version of the polynomial Euler characteristic defined for the purpose of this
paper as
χA(H∗∗) =
∑
i,j
Aj(−1) j−i2 rkHij. (6)
Before formulating a version of identity (5) for links in an I -bundle M over
a surface F , one must realize that the natural generalization of the Kauffman
bracket for band links L ⊂ M is their representation in the skein module of
M, [L] ∈ Sb(M ;Z[A±1]). The bracket [L] can be identified with a polynomial
only if Sb(M ;Z[A±1]) = Z[A±1], for example for L ⊂ D2 × I and L ⊂ S2 × I.
Nonetheless, by Theorem 2.1, [L] presents uniquely as
[L] =
∑
b∈B(F )
pb(L)b
Algebraic & Geometric Topology, Volume 4 (2004)
Categorification of the Kauffman bracket skein module 1187
and, therefore, the “Kauffman bracket” of L can be thought as the set of
polynomials pb(L) ∈ Z[A±1] determined by the above equation. We are going
to show that polynomial Euler characteristics of our homology groups Hijs(L)
determine pb(L) for all b ∈ B(F ), if F is orientable. In other words, our
homology groups “categorify” the coefficients of links expressed in the natural
bases of the skein modules of F × I for orientable surfaces F. A slightly weaker
statement holds also for twisted I -bundles over unorientable surfaces.
Note that the group G =
∏
C(F ){±1} acts on ZC(F ), by
(εγ) ·
∑
γ∈C(F )
cγγ →
∑
γ∈C(F )
εγcγγ.
Furthermore, it is not difficult to prove that
Hi,j,gs(D) = Hi,j,s(D), for any g ∈ G, s ∈ ZC(F ), and i, j ∈ Z. (7)
Hence it is enough to consider s =
∑
cγγ, with cγ ≥ 0. Such elements form the
semigroup NC(F ), where N = {0, 1, ...}. Since Bnb(F ) embeds into NC(F ) in
a natural way, one might expect that pb(L), for b ∈ Bnb(F ), is the polynomial
Euler characteristic of H∗∗b(L), but that is not the case. In order to explicate
the relationship between these polynomials we need to consider the ring of
Laurent polynomials whose set of formal variables xγ is in 1−1 correspondence
with elements of C(F ). Consider a map
φ : {non-trivial simple closed curves in F } → Z[x±1γ : γ ∈ C(F )],
sending each γ ∈ C(F ) to xγ + x−1γ , and sending every curve γ bounding a
Mo¨bius band to φ(γ) = 2. This map extends multiplicatively to
φ : B(F )→ Z[x±1γ : γ ∈ C(F )],
if b =
⋃d
i=1 γi, where γi are (possibly parallel) non-trivial simple closed curves
in F, then φ(b) =
∏d
i=1 φ(γi). Finally, by Theorem 2.1, φ extends to
φ : S(M ;Z[A±1]) = Z[A±1]B(F )→ Z[A±1, x±1γ : γ ∈ C(F )],
in an obvious way.
Hence we have φ([L]) =
∑
qm(L)m, where the sum is over all monomials
2 m
in variables x±1γ , for γ ∈ C(F ), and qm(L) ∈ Z[A±1]. Note that the set of such
monomials can be identified with ZC(F ).
Theorem 8.1 For any L in an orientable I -bundle over F and for any s ∈
ZC(F ), χA(H∗∗s(L)) = qs(L).
2By a monomial we mean here a product of variables with leading coefficient 1.
Algebraic & Geometric Topology, Volume 4 (2004)
1188 Asaeda, Przytycki and Sikora
Proof By the Kauffman bracket skein relations,
φ
([ ])
= Aφ
([ ])
+A−1φ
([ ])
,
φ([L ∪©]) = −(A2 +A−2)φ([L]),
and, consequently,
qs
( )
= Aqs
( )
+A−1qs
( )
, qs(L ∪©) = −(A2 +A−2)qs(L).
Additionally, if L is a link diagram in F and M ⊂ F is curve disjoint from
L bounding a Mo¨bius band then φ([L ∪ M ]) = 2φ([L]), and consequently,
qs(L ∪M) = 2qs(L).
On the other hand, (6) and (2) imply
χA
(
H∗∗s
( ))
= AχA
(
H∗∗s
( ))
+A−1χA
(
H∗∗s
( ))
.
Additionally, since
Hijs(L ∪©) = Hi,j+2,s(L)⊕Hi,j−2,s(L),
we have
χA(H∗∗s(L ∪©)) = −(A2 +A−2)χA(H∗∗s(L)).
Finally, if L is a link diagram in F and M ⊂ F is curve disjoint from L
bounding a Mo¨bius band then
Hijs(L ∪M) = Hijs(L)⊕Hijs(L)
and
χA(H∗∗s(L ∪M)) = 2χA(H∗∗s(L)).
By above equations, it is enough to prove the statement for links in Bnb(F ).
Assume hence that L has a diagram composed of ni > 0 curves γi (not parallel
to each other) for i = 1, ..., d. Since the diagram of L has no crossings, we have
Hijs(L) = Cijs(L) and Hijs(L) = 0 for (i, j) 6= (0, 0). Consequently,
χA(H∗,∗,s(L)) = rankC0,0,s(L). (8)
If s =
∑d
i=1 kiγi then (8) is the number of labelings of components of L by
signs ± such that the sum of signs of ni parallel components γi is ki. This is
precisely the number of monomials xk1γ1 ...x
kd
γd
appearing in the total expansion
of
d∏
1
(xγi + x
−1
γi )
ni .
Since the groups Hijs(L) determine the polynomials qs(L) and φ is an embed-
ding for an orientable F, we get
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Corollary 8.2 If F is orientable then the homology groups Hijs(L), taken
over all s ∈ ZC(F ), i, j ∈ Z, determine the polynomials pb(L) for b ∈ B(F ).
More specifically, for any s =
∑d
i=1 kiγi let λ(s) =
∏d
i=1
(
yi+
√
y2i−4
2
)ki
.
Then ps(L) is the coefficient of the monomial y
k1
1 ...y
kd
d in the expansion of∑
s qs(L)λ(s).
If F is unorientable, then φ is not an embedding and the statement of Corollary
8.2 does not hold. In this case, for any b ∈ Bnb(F ), let B(F ; b) denote the set of
all basis elements of F obtained by adding to b disjoint closed curves bounding
Mo¨bius bands. We have
B(F ) = ∐b∈Bnb(F )B(F ; b)
and the following generalization of Corollary 8.2 holds:
Corollary 8.3 For any orientable I -bundle over F the homology groups
Hijs(L), taken over all s ∈ ZC(F ), i, j ∈ Z, determine the sums∑
b′∈B(F ;b)
2|b
′|−|b|pb′(L)
for any b ∈ Bnb(F ). Here, |b| denotes the number of components of b.
9 Cohomology
For a link diagram D in F, the Khovanov cohomology groups Hijs(D) are
the cohomology groups of the cochain complex (C∗∗∗(D), d∗), for C∗∗∗(D) =
Hom(C∗∗∗(D),Z). Here is another way of defining the cochain complex of D :
Proposition 9.1 The following diagram commutes:
Cijs(D)
d˜−→ Ci+2,j,s(D)
↓ ψ ↓ ψ
Cijs(D)
d∗−→ Ci+2,j,s(D),
where d˜ is defined by
d˜(S) =
∑
all states S′
all crossings v in D
(−1)t(S,v)[S′ : S]vS′,
and ψ is the isomorphism given by the identification of the basis composed of
enhanced states with its dual.
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Proof Denote the dual of x ∈ C(D) by x∗ ∈ C∗(D). We need to prove that
(d˜(S))∗ = d∗(S∗), for any S ∈ C(D). Equivalently, that for any S0 ∈ C(D),
(d˜(S))∗(S0) = d
∗(S∗)(S0).
The left side of this equation expands to∑
all states S′
all crossings v in D
(−1)t(S,v)[S′ : S]v(S′)∗(S0) = (−1)t(S,v0)[S0 : S]v0 ,
where v0 is the crossing of D at which the markers of S0 and S differ. If
[S0 : S]v = 1 for some v then such crossing v is unique and v0 = v. On the
other hand, we have
d∗(S∗)(S0) = S
∗(d(S0)) = (−1)t(S0,v0)[S0 : S]v0 .
Since the markers of S and S0 differ at v0 only, t(S0, v0) = t(S, v0) and the
proof is complete.
For a link diagram D we denote its mirror image, i.e. the diagram obtained
by switching all crossings of D , by D¯. In order to relate the cohomology of D
to homology of D¯, consider d+(S) =
∑
v(−1)t
+(S,v)dijs;v(S), where t
+(S, v) is
the number of positive markers assigned to crossings in S bigger than v. We
can show that d+d+(S) = 0 in the same way as d2(S) = 0 – both statements
follow from equation (12) in Section 11.2. Therefore either of the differentials
d, d+ could be used for the definition of the Khovanov chain complex of links.
The following lemma shows that these chain complexes are isomorphic.
Proposition 9.2 Let D be a link diagram with n crossings and let for any
enhanced state S of D, g(S) = (−1)u(S)S, where u(S) is the number of posi-
tively marked crossings vi in S such that i = n+ 1 mod 2. This map induces
an isomorphism of chain complexes g : (C(D), d)→ (C(D), d+).
Proof Both d(S) and d+(S) are linear combinations of states S′ obtained
from S by changing one positive marker to a negative one. Therefore it is
enough to prove that if S, S′ differ by a marker at an ith vertex vi then the
following morphisms form a commutative diagram:
S → (−1)t(S,vi)S
S S
↓ ↓
(−1)u(S)S (−1)u(S)S
S → (−1)t+(S,vi)S
Since t+(S, vi) = n − i − t(S, vi) and u(S) − u(S′) = n − i mod 2 the above
diagram commutes.
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For a crossing v in D, we denote by v¯ the corresponding crossing in D¯. We
order the crossings of D and of D¯ in a consistent manner, i.e. if v is the ith
crossing in D then v¯ is the ith crossing in D¯. Now, consider the map
ϕ : Cijs(D)→ C−i,−j,−s(D¯)
such that for any enhanced state S of D, ϕ(S) is an enhanced state of D¯
whose every crossing v¯ is labeled by the marker opposite to the marker of v in
S. Under these assumptions the loops of S and ϕ(S) are naturally identified.
We assume that ϕ(S) reverses the signs of all loops in S.
Proposition 9.3 The following diagram commutes
Cijs(D)
d˜−→ Ci+2,j,s(D)
↓ ϕ ↓ ϕ
C−i,−j,−s(D¯)
d+−→ C−i−2,−j,−s(D¯).
Proof We need to prove that
ϕ(d˜(S)) = d+(ϕ(S)), for any S ∈ C(D). (9)
The left hand side equals ∑
all S′∈S(D)
all crossings v in D
(−1)t(S,v)[S′ : S]vϕ(S′)
and the right hand of (9) is∑
all S¯∈S(D¯)
all crossings v¯ in D¯
(−1)t+(ϕ(S),v¯)[ϕ(S) : S¯]v¯S¯.
Since the states S¯ of D¯ are in 1-1 correspondence with states of D via the map
ϕ, this expression takes the form∑
all S′∈S(D)
all crossings v in D
(−1)t+(ϕ(S),v¯)[ϕ(S) : ϕ(S′)]v¯ϕ(S′).
Now the statement follows from the following two identities:
t(S, v) = t+(ϕ(S), v¯) (10)
[S : T ]v = [ϕ(T ) : ϕ(S)]v¯ for any S, T ∈ S(D). (11)
The first one follows from the fact that ϕ reverses the signs of markers, and
the second one follows directly from the definition of the incidence number.
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By combining the statements of Propositions 9.1, 9.2, and 9.3, we conclude
Corollary 9.4 For any diagram D and i, j ∈ Z, s ∈ ZC(F ),
g∗ϕ∗ψ
−1
∗ : H
ijs(D)→ H−i,−j,−s(D¯)
is an isomorphism.
By Universal Coefficient Theorem (cf. [H, Corollary 3.5]),
H−i,−j,−s(D¯) = H
ijs(D) = Hijs(D)/Tijs(D)⊕ Ti−2,j,s(D),
where Tijs(D) is the torsion part of Hijs(D). Consequently, the torsions of ho-
mology groups of D and D¯ coincide (up to a shift of indices). This observation
is used in [AP].
10 Khovanov homology for different I -bundle struc-
tures
Any handlebody H is an I -bundle over a surface, although the I -bundle struc-
ture of H is not unique. For example, if
F1 = and F2 = ,
then F1 × I ≃ F2 × I are both handlebodies of genus 2. Hence, it is natural to
ask whether there exist homology groups of links L ⊂ H which do not depend
on the I -bundle structure of H and on the choice of s ∈ ZC(F ) for the base
surface F. One obvious choice to consider is
Hij(L) =
⊕
s∈ZC(F )
Hijs(L).
We are going to give two examples showing that unfortunately Hij(L) does
depend on the choice of I -bundle structure of H.
Example 1 The spaces F2 × I and F1 × I are homeomorphic by a homeo-
morphism mapping the curve γ in F2 × {0} to the curve γ′ in ∂(F1 × I).
γ ’γ
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Therefore, the knot K represented by the diagram D = γ in F2 is given by the
following diagram D′ in F1,
The calculations of homology groups of D and D′ yield
Hij(D) =
{
Z
2 for (i, j) = (0, 0)
0 otherwise
Hij(D′) =


Z
7 for (i, j) = (0,−2)
Z
8 for (i, j) = (−2,−4)
Z
3 for (i, j) = (−4,−6)
0 otherwise.
Example 2 The homeomorphism of H2 = F1× I given by the following Dehn
twist
D’D
Dehn
twist
maps D to D′.
We have
Hij(D) =
{
Z
4 for (i, j) = (0, 0)
0 otherwise
and
Hij(D′) =


Z
4 for (i, j) = (3, 5)
Z
2 for (i, j) = (1, 3) and (−1,−1)
0 otherwise.
11 The proofs
11.1 Invariance of homology under crossing order changes
Consider two different orderings of the vertices of a link diagram D. Let S be
an enhanced state of D. Each of the orderings induces an ordering on the set of
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negatively marked crossings in S. These two orderings (restricted to negative
crossings) differ by a permutation σS . We define f12(S) = sgn(σS)S and extend
it to f12 : C(D)→ C(D).
For any three orderings of crossings of D, f12f23 = f13 and therefore for the
remainder of the proof we assume that the orderings of crossings of D differ by
a transposition (i, i + 1). We need to prove that f12(d1(S)) = d2(f12(S)), and
for that it is enough to show that if [S : S′]v = 1 then
(−1)t1(v,S)−t2(v,S) = sgn(σ)sgn(σ′),
where t1(v, S), t2(v, S) denote the numbers of negative markers assigned to
vertices above v in S, with respect to the two orderings. Since [S : S′]v = 1,
v has the + marker in S. To complete the proof note that each of the sides of
this equation is equal −1 if and only if either
• v is the ith crossing in D (with respect to the first ordering) and S
assigns − to the (i+ 1)st crossing; or
• v is the (i+ 1)th crossing in D and S assigns − to the ith crossing.
11.2 Proof of d2 = 0 (Theorem 5.1)
For any link diagram D in F, any i, j ∈ Z, s ∈ ZC(F ), and any enhanced
state S ∈ Ci,j,s(D), we are going to prove that d2∗js(S) = 0, if F 6= RP2, and
d2∗js(S) = 0 mod 2 for any F. The signs of partial derivatives in dijs are defined
in such a way that it is sufficient to show the following two equations
dv ◦ dw(S) = dw ◦ dv(S) if F 6= RP2 (12)
dv ◦ dw(S) = dw ◦ dv(S) mod 2 (for any F ) (13)
for any crossings v and w of D .
Let D′ be a diagram obtained from D by smoothing all the crossings of D
according to S , except for v and w . Since S can be considered as a state of
D′ , it is sufficient to show equation (12) for D′ . Therefore, from now on we
assume that D has 2 crossings only: v and w.
Lemma 11.1 If (12),(13) hold for all states of D then they hold for all states
of D¯ as well.
Proof If d2(S) = 0 for all S ∈ C2,∗,∗(D), then (d∗)2(S∗) = 0 for all S∗ ∈
C−2,∗,∗(D). Hence, by Theorems 9.1 and 9.3, d2(S) = 0 for all S ∈ C2,∗,∗(D¯).
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We denote the trivial circles in any state by T and the nontrivial circles by N.
Hence NT denotes two circles, one trivial and one nontrivial. Our proof of (12)
and (13) does not use the fact that D lies in a surface and it relies entirely
on the following principle: If F 6= RP2 then the change of smoothing of any
crossing of D results in one of the following transformations:
T → N, TT or NN, N → T, N, NT or NN
TT → T, NN → T or N, TN → N.
Additionally, if F = RP2 then another possible transformation is
T → T. (14)
(This transformation may not happen in F 6= RP2. Proof: A trivial circle
bounds a disk, which after the change of smoothing becomes a Mo¨bius band.
If the boundary of Mo¨bius band in F is trivial then F is a union of a Mo¨bius
band and a disk.)
Since our proof does not use any information about the position of D in F, we
can think of any 2 crossing link diagram in F as an abstract 4-valent graph
with 2 rigid vertices. Any such graph is obtained by connecting the 1-valent
vertices in the picture below:
3
v0 wv1
v v
0 w
w w
1
3 22
Hence we consider all possible pairings of the following eight points v0, v1, v2,
v3, w0, w1, w2, w3. Since obviously (12), (13) hold for diagrams D in which v
and w belong to different connected components, without loss of generality we
assume that v0, w0 are connected by an arc. The following operations identify
isomorphic graphs:
(1) exchanging v with w;
(2) cyclic permutation vi → vi−k mod 4 and wi → wi−k mod 4 for all i; Since
v0 and w0 are always assumed to be connected, this operation is allowed
only if vk and wk are connected.
(3) flip: vi is exchanged with vi+2 for some i ∈ {0, 1, 2, 3} while wi+1 mod 4
and wi+3 mod 4 are fixed. An analogous flip is allowed for vertex w as
well.
Algebraic & Geometric Topology, Volume 4 (2004)
1196 Asaeda, Przytycki and Sikora
The last relation follows from the fact that if link diagrams D1,D2 are repre-
sented by graphs Γ1,Γ2 related by a flip, then there is a natural 1−1 correspon-
dence between the states of D1 and the states of D2. This correspondence is
preserved by changing of smoothing, incidence numbers, and partial derivatives.
The proof of the following lemma is left to the reader:
Lemma 11.2 Up to the above relations, there are precisely 5 different abstract
connected 4-valent graphs with 2 rigid vertices:
5
v
w
2 31 4
We prove (12) and (13) for the above graphs on a case by case basis. In the
proofs we will frequently refer to the following arguments for S :
(NZ) We assume that either dvdw(S) or dwdv(S) is non-zero. (Otherwise,
clearly (12),(13) holds.)
(τ ) If dv(S) =
∑
i Si, dw(Si) =
∑
j Sij then τ(Si) = τ(S)+1, τ(Sij) = τ(S)+2
for all i, j. (Analogous statement for v and w exchanged).
(S) Argument by the symmetry of the picture.
Notation In the proof we use T...T︸ ︷︷ ︸
k
N...N︸ ︷︷ ︸
l
to denote any state composed of
k trivial and l nontrivial circles. When labels of circles are of importance we
use the symbols ❦+ , ❦- , ❦ε to denote trivial components labeled by +,−, and
ε, respectively; ε denotes + or −. The symbols☛✡
✟
✠+0 ,
☛
✡
✟
✠-0 are used to denote the
nontrivial circles, labeled by + and −, respectively. By abuse of notation, we
sometimes write S=TN or S= ❦-
☛
✡
✟
✠+0despite the fact that neither TN and ❦-
☛
✡
✟
✠+0
denotes a unique state. In particular, they do not specify which of the circles
of S is trivial. If the order of circles of S is important and if the circles of S are
positioned one above another, then we use
❦-☛
✡
✟
✠+0
to specify that the circle above
is trivial and labeled by − and the bottom one is non-trivial and labeled by +.
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w
w
v
v
1A
1B
1C
1Dw
v
We are going to prove (12,13) for states of the above four types, case by case.
In each of these cases, the edges with appropriate orientation will represent the
partial derivatives. For example, if S if of type 1A then the edges are oriented
outwards 1A. Notice that dv(S) is a sum of states of type 1B, etc.
(1A) By (NZ,τ ), 1A= ❦- ,1D= ❦+ . Hence 1A is a trivial loop, and therefore
each of the states 1B and 1C is either composed of two trivial circles or
two nontrivial circles. In either case dvdw( ❦- ) = dwdv( ❦- ) = 2 ❦+ .
(1B) If 1A and 1B are either both trivial or both nontrivial then by (S), (12)
holds. Hence, again by (S), we assume that 1A is T and 1D is N, and
therefore 1B and 1C are NN. Now by (τ ), both sides of (12) are 0.
(1C) and (1D) The proof follows from (1A) and (1B) by Lemma 11.1. (Alter-
natively, the proof follows here from symmetry of the above diagram.)
2B
v
v
w
w
2A
2C
2D
(2A) If 2D is TTT then 2B,2C are TT and the statement follows by (S).
Hence assume that 2D is not TTT. Furthermore, by (τ ) and (NZ) we
assume that if 2A is N then 2D is TTN. Therefore, we have the following
possibilities:
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T
Tր ց
T
T
N
Nց ր
N
N
By (τ ), dvdw(S) = dwdv(S) = 0, unless S = ❦- .
On the other hand, dvdw( ❦- ) = dwdv( ❦- ) =
❦+☛
✡
✟
✠+0☛
✡
✟
✠-0
+
❦+☛
✡
✟
✠-0☛
✡
✟
✠+0
.
For
T
Nր ց
T
T
T
Nց ր
T
N
, dvdw(
☛
✡
✟
✠ε0 ) = dwdv(
☛
✡
✟
✠ε0 ) =
❦+
❦+☛
✡
✟
✠ε0
.
The remaining cases
follow by symmetry:
N
Nր ց
T
N
T orN
Nց ր
N
N
,
T
Nր ց
N
T
N
Tց ր
N
T
(2B) By (τ , NZ) we exclude the cases (2A, 2C) = (NN,NN), (NN,TN),
(TN,NN). The remaining cases are:
T
Nւ ց
N
T
T
Nց ւ
T
N
,
T
Nւ ց
N
T
N
Tց ւ
N
T
,
N
Tւ ց
N
N
N
Nց ւ
T
N
.
By (τ ), in each of these cases, dvdw(S) = dwdv(S) = 0, unless S = ❦-
☛
✡
✟
✠ε0 .
For S = ❦-
☛
✡
✟
✠ε0 , we get dvdw(S) = dwdv(S) =
❦+☛
✡
✟
✠ε0
.
T
Tւ ց
T
T
N
Nց ւ
N
N
By (τ ), dvdw(S) = dwdv(S) = 0, unless S =
❦-
❦- .
For S =
❦-
❦- , dvdw(S) = dwdv(S) =
☛
✡
✟
✠+0☛
✡
✟
✠-0
+
☛
✡
✟
✠-0☛
✡
✟
✠+0
.
(2C) and (2D) follows from (2A), (2B) and Lemma 11.1
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w
3A
3B
3C
3D
v
w v
(3A) If 3D is NN, then both sides of eq. (12) vanish by (τ ). If 3D ∈ TT then
3B, 3C are T and (12) follows by (S). Analogously, if 3D is TN then 3B,
3C are N and (12) follows by (S).
(3B) By (NZ,τ ) we assume that both 3B and 3C are trivial and S = ❦- .
Hence 3D is either in TT or NN. If 3A is nontrivial then dvdw( ❦- ) =
dwdv( ❦- ) = 2 ❦+ . Assume now that 3A is trivial. Since 3B, 3C are trivial
as well, F = RP2. Since dwdv( ❦- ) = 0, dvdw( ❦- ) = 2 ❦+ , (13) holds.
(3C) and (3D) follows from (3A), (3B) and Lemma 11.1.
4A
v w
w
v
4B
4C
4D
(4A) By (τ , NZ), (4A,4D)=(T,NT) or (N,TT). If 4A=T, then 4B=TT or NN.
The following cases need to be considered:
T
Tր ց
T
T
Nց ր
N
In this case, dvdw(S) = dwdv(S) is either
❦+☛
✡
✟
✠+0
+
❦+☛
✡
✟
✠-0
or 0 depending on whether S = ❦- or ❦+ .
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N
Nր ց
T
N
Tց ր
N
In this case, dvdw(S) = dwdv(S) is either
☛
✡
✟
✠+0
❦+ +
☛
✡
✟
✠-0
❦+
or 0 depending on whether S = ❦- or ❦+ .
T
Nր ց
N
T
Tց ր
T
In this case, dvdw(S) = dwdv(S) =
❦+
❦+ for S =
☛
✡
✟
✠ε0 .
(4B) By (τ ,NZ), (4B,4C) is either (TT,N) and S= ❦- ❦- or (TN,T) and S= ❦-
☛
✡
✟
✠ε0 .
In the first case, 4A=T and 4D= TN . Hence dvdw(
❦- ❦- ) = dwdv( ❦- ❦- ) =☛
✡
✟
✠+0+
☛
✡
✟
✠-0 . Assume now that 4B=TN, 4C=T. If the top circle in 4B is T then
the top circle in 4D is also T and since 4C is T, also the bottom circle of
4D is T. Hence we have
T
Nր ց
N
T
Tց ր
T
and in this case dvdw(S) = dwdv(S)
is ❦+ for S= ❦- , and 0 otherwise.
If the top circle in 4B is N then the top circle in 4D is also N and since
4C is T, the bottom circle of 4D is N. Hence we have
N
Tր ց
N
N
Nց ր
T
and
in this case dvdw(S) = dwdv(S) is ❦+ for S= ❦- , and 0 otherwise.
(4C) and (4D) follows from (4A), (4B) and Lemma 11.1.
5Bv w
5C
w
v
5D5A
(5A) By (τ , NZ), we assume that both 5A and 5D are trivial. Since for
(5B,5C)=(T,T) or (N,N), (12) holds by (S), assume that (5B,5C)=(T,N).
Since (5A,5B)=(T,T), F = RP2. In this case, dwdv = 0, and dvdw(S) = 0
mod 2 for all S.
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(5B),(5C),(5D) The proof is identical.
This completes the proof of Theorem 5.1.
11.3 Reidemeister move I
Let the link diagrams D,D′ differ by a negative kink only, D = ,D′ =
and let the map ρI : Cijs( )→ Ci−1,j−3,s( ) be given by ε → ε − ,
where ǫ = ±,±0. One easily verifies that ρI is a chain map. We are going to
prove ρI that induces an isomorphism on homology groups by induction on the
number of crossings of D.
Assume first that D has no crossings. It this situation one may assume that D
is a single loop. Let s = D ∈ C(F ) if D is non-bounding in F, and let s = 0
otherwise. Since C∗∗s′(D) = C∗∗s′(D
′) = 0, for s′ 6= s, it is enough to consider
chain groups C∗∗s(D), C∗∗s(D
′) only. Let Hi(D) = ⊕jHijs(D).
By direct calculation, Hi(D) = 0 for i 6= 0, Hi(D′) = 0 for i 6= −1, and H0(D)
and H−1(D
′) have bases {☛✡
✟
✠+ε ,
☛
✡
✟
✠-ε } and {
☛
✡
✟
✠+ε ❦- ,
☛
✡
✟
✠-ε ❦- } respectively, where ǫ
is either 1 or 0 depending on whether D is contractible or not. Since ρ(
☛
✡
✟
✠+ε ) =☛
✡
✟
✠+ε ❦- , ρ(
☛
✡
✟
✠-ε ) =
☛
✡
✟
✠-ε ❦- , ρI induces an isomorphism ρI∗ : H0(D) → H−1(D′),
preserving the grading with respect to j and s.
Now assume that D is a link diagram with c > 0 crossings and that ρI∗ is an
isomorphism on homology groups for all diagrams with at most c−1 crossings.
Let D′ be obtained from D by adding a negative kink, as before. By inductive
assumption, the long exact sequence of homology groups of D for any crossing
p and the long exact sequence of homology groups of D′ for the same p are
related by the maps ρI∗ which, except for the central one, are isomorphisms by
the inductive assumption:
Hi+2,j+2(D0)
∂→ Hi+2,j+4(D∞) α∗→ Hi+1,j+3(D) β∗→ Hi,j+2(D0) ∂→ Hi,j+4(D∞)
↓ ρI ↓ ρI ↓ ρI ↓ ρI ↓ ρI
Hi+2,j+2(D
′
0)
∂→ Hi+2,j+4(D′∞) α∗→Hi+1,j+3(D′)
β∗→Hi,j+2(D′0) ∂→ Hi,j+4(D′∞).
(For brevity, we skip the index “s”.)
Since for any state S of D, ρI(S) differs from S by an additional ❦- only, and
that ❦- does not pass trough any crossings of D, the above diagram commutes.
Therefore, by Five lemma, ρI : H∗∗∗(D) → H∗∗∗(D′) is an isomorphism and
the proof of Theorem 6.2(2) is completed.
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11.4 Invariance under Reidemeister move II
Consider two link diagrams , related to each other by the second
Reidemeister move and denoted by D and D′ respectively. These two diagrams
differ by two vertices which will be denoted by v and w,
v w
. We assume
that the vertices of D′ are ordered such that v is the first and that w is the
second vertex and that the vertices of D are ordered by an ordering inherited
from the ordering of vertices of D′.
Let f : Cijs( ) → Cijs( ) and g : Cijs( ) → Ci,j−2,s( ) be defined
as follows:
δ
ε f→ ε
δ
, δε
g→ ε δ− .
Let ρII : Cijs( )→ Cijs( ) be given by
ρII(S) = f(S) + g(γ(S)).
(Recall that γ : Cijs( )→ Ci,j+2,s( ) was defined by (3) in Section 7.)
Theorem 11.3 (1) ρII is a chain map.
(2) ρII∗ : Hijs( )→ Hijs( ) is an isomorphism.
We start the proof with the following lemma whose proof is left to the reader.
Lemma 11.4 (1) For any enhanced state S ∈ Ci,j+2,s( ), dg(S) = gd(S)+
(−1)m(S)+1ı(S), where ı(S) ∈ Ci−2,j,s( ) is the enhanced state of the form
obtained by “deforming” the diagram of S. In other words, the labels of S
and ı(S) coincide under the obvious 1 − 1 correspondence of circles of S and
ı(S).
(2) For any enhanced state S ∈ Cijs( ), df(S) = fd(S) + (−1)m(S)
∑
S′,
where the sum is taken over all enhanced states S′ ∈ Ci−2,j,s( ) of the
form and such that the labels of all circles of S and of S′ coincide, except
possibly the circles which pass through in S and through in S’.
By Proposition 7.2(4), the sum of all states S′ defined above equals to ı(γ(S)).
Hence
df(S) = fd(S) + (−1)m(S)ıγ(S). (15)
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If γ(S) =
∑
i Si then m(Si) = m(S) for all i, and therefore by Lemma 11.4(1)
dgγ(S) = gdγ(S) + (−1)m(S)+1ıγ(S)
and, by Proposition 7.2(3),
dgγ(S) = gγd(S) + (−1)m(S)+1ıγ(S). (16)
By adding (15) and (16) we get the statement of Theorem 11.3(1).
The remaining part of this section is devoted to the proof of Theorem 11.3(2).
For any enhanced state S, let m(S) denote the number of negative crossing
markers in S and let η(S) = (−1)m(S)S.
Lemma 11.5 dη = −ηd
Proof It is enough to prove that dˆpη(S) = −ηdˆp(S) for each crossing p in
every state S. If the marker at p is negative then both sides of the above
equation vanish. Otherwise, dp(S) =
∑
S′ and m(S′) = m(S) + 1 for every
summand S′ in dp(S).
Lemma 11.6 The following diagram commutes:
Cijs( )
α→ Ci−1,j−1,s( )
↓ ρI ↓ η
Ci−1,j−3,s( )
γˆ→ Ci−1,j−1,s( )
Proof By definition of α given in Section 7, α(S) = α0(S) for any enhanced
state S ∈ Cijs( ). Furthermore ρI(
ε
δ) = ε δ
−
and γ( ε δ
−
) =
ε
δ,
by Proposition 7.2(4). Hence γρI = α, and
γˆρI(S) = (−1)m(S)+1γρI(S) = (−1)m(S)+1α(S) = ηα(S).
Lemma 11.7 The following diagram commutes:
Hi+1,j+1,s( )
β∗→ Hijs( )
ց α∗ ↓ ρII∗
Hijs( )
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Proof Any x ∈ Ci+1,j+1,s( ) decomposes into x+ + x− where x+ (re-
spectively: x−) is a linear combination of states with positive (respectively:
negative) marker at the crossing w. Assume that x ∈ Zi+1,j+1,s( ). Since
β(x−) = 0, we need to show that
(ρIIβ − α)(x+ + x−) = fβ(x+) + gγβ(x+)− α(x+)− α(x−) (17)
is a boundary cycle. Since the diagram
Ci+1,j+1,s( )
β→ Cijs( )
ց α0 = α ↓ f
Cijs( )
commutes for x+ , the right hand side of (17) equals gγβ(x+)− α(x−). Since
γβ = γˆηβ = α¯dˆwβ¯ηβ = −α¯ηdˆwβ¯β = −α¯ηdˆw,
(ρIIβ − α)(x) = −gα¯ηdˆw(x+)− α(x−). (18)
Since x = x+ + x− ∈ Ker d,∑
c
dˆc(x
+) +
∑
c
dˆc(x
−) = 0,
and by taking the states with the negative marker at w into account only, we
get dˆw(x
+) +
∑
c dˆc(x
−) = 0. By substituting −∑c dˆc(x−) for dw(x+) in (18)
we get
(ρIIβ − α)(x) = gα¯η
(∑
c
dˆc(x
−)
)
− α(x−),
and, since g and α¯ commute with dˆc for c 6= v,w, (cf. (4)), and ηdˆc = −dˆcη,
(ρIIβ − α)(x) = −
∑
c 6=v,w
dˆc(gα¯η(x
−))− α(x−).
If x− =
∑
i aiSi and Si =
δε then
gα¯η(Si) = ε δ
− · (−1)m(Si) ∈ Cijs( ).
Therefore
d(gα¯η(Si)) =
∑
c 6=v,w
dˆc(gα¯η(Si)) +
ε
δ · (−1)m(Si)(−1)m(Si).
Hence
(ρIIβ − α)(x) = −d(gα¯η(x−)).
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Corollary 11.8 The following diagram commutes:
Hi+1,j+1,s( )
β∗→ Hijs( )
↓ η∗ ↓ ρII∗η∗
Hi+1,j+1,s( )
α∗→ Hijs( )
Proof Since η skew-commutes with α, f, and gγ, we have
α∗η∗ = −η∗α∗ = −η∗ρII∗β∗ = ρII∗η∗β∗,
by the previous lemma.
Lemma 11.9 The following diagram commutes:
Cijs( )
γˆ→ Ci,j+2,s( )
↓ ρIIη ↓ ρI
Cijs( )
β→ Ci−1,j−1,s( )
Proof Since βf(S) = 0 for S ∈ Cijs( ), βρIIη(S) = (−1)m(S)βgγ(S).
Hence we need to prove that
(−1)m(S)βgγ(S) = (−1)m(S)ρIγ(S).
Now the statement follows from the following commutative diagram:
Ci,j+2,s( )
ւ g ↓ ρI
Cijs( )
β→ Ci−1,j−1,s( )
Consider the following two Viro’s exact sequences
Hi+2,j+2( )
α∗→Hi+1,j+1( ) β∗→Hij(D) ∂→ Hi,j+2( ) α∗→ Hi−1,j+1( )
↓ ρI∗ ↓ η∗ ↓ ρII∗η∗ ↓ ρI∗ ↓ η∗
Hi+1,j−1( )
∂→Hi+1,j+1( ) α∗→Hij(D′) β∗→Hi−1,j−1( ) ∂→Hi−1,j+1( )
(The third index, s, is suppressed to shorten notation.)
By Lemma 11.6, Corollary 11.8, and Lemma 11.9, the above diagram commutes.
Hence, by Five Lemma, ρII∗η∗ is an isomorphism. Since ηη = id, η∗ is an
isomorphism, and hence ρII∗ is an isomorphism as well. This completes the
proof of Theorem 11.3(2).
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11.5 Invariance under Reidemeister move III
In this section we prove the invariance of Khovanov homology under third
Reidemeister moves. The proof is identical for homologies based on trivial and
separating circles. Let D,D′ be link diagrams related to each other by a third
Reidemeister move shown below:
v
p
w
⊂ D and
w’
p’v’ ⊂ D′.
Assume that the vertices of D and D′ are ordered such that p, v, w (respec-
tively: p′, v′, w′ ) are the first, the second, and the third among vertices of D
(respectively: of D′) and that the orderings of the remaining vertices of D and
D′ coincide. We denote by D± (respectively: by D
′
± ) the diagrams obtained
from D (respectively: D′ ) by smoothing the crossing p (respectively: p′ ) with
± marker.
D− ∼= D′−
∪ ∪
w
v ∼= w’
v’
D+
R2⇐⇒ D++− ∼= D′++− R2⇐⇒ D′+
∪ ∪ ∪ ∪
v
w
R2⇐⇒ ∼= R2⇐⇒
w’
v’
,
Let ρII : C∗∗∗(D++−)→ C∗∗∗(D+), and ρ′II : C∗∗∗(D′++−)→ C∗∗∗(D′+) be the
isomorphisms defined in Section 11.4.
Since the diagrams D− and D
′
− are identical, except the crossing ordering
change between vertices v and w, their homology groups are isomorphic via
the isomorphism f : Hijs(D−)→ Hijs(D′−) defined in the Section 11.1.
Consider Viro’s exact sequence:
0→ Ci+1,j+1,s(D−) α→ Cijs(D) β→ Ci−1,j−1,s(D+)→ 0.
Let C ′ijs(D+) = ρII(Cijs(D++−)) and let C
′
ijs(D) = β
−1(C ′ijs(D+)).
Proposition 11.10 The embeddings
Algebraic & Geometric Topology, Volume 4 (2004)
Categorification of the Kauffman bracket skein module 1207
(1) C ′∗∗∗(D+) →֒ C∗∗∗(D+)
(2) C ′∗∗∗(D) →֒ C∗∗∗(D)
induce isomorphisms on homology groups.
Proof (1) follows from Theorem 11.3(2).
(2) Since α(Ci+1,j+1,s(D−)) ⊂ C ′ijs(D), Viro’s exact sequence restricts to
0→ Ci+1,j+1,s(D−) α→ C ′ijs(D)
β→ C ′i−1,j−1,s(D+)→ 0.
Therefore we have the following commuting diagram in which the vertical maps
are induced by the natural embeddings:
H ′i+1,j−1(D+)
∂→Hi+1,j+1(D−) α∗→H ′ij(D)
β∗→H ′i−1,j−1(D+) ∂→Hi−1,j+1(D−)
↓ ↓ ↓ ↓ ↓
Hi+1,j−1(D+)
∂→Hi+1,j+1(D−) α∗→Hij(D) β
′
∗→Hi−1,j−1(D+) ∂→Hi−1,j+1(D−).
Since the vertical morphisms H∗∗∗(D−) → H∗∗∗(D−) are identity maps, the
statement follows by Five Lemma.
Similarly, we define C ′∗∗∗(D
′
+) ⊂ C∗∗∗(D′+) and C ′∗∗∗(D′) ⊂ C∗∗∗(D′) and prove
that these embeddings induce isomorphisms on homology groups.
Since ρII : Cijs(D++−) → C ′ijs(D+) is an isomorphism, the map ρ = ρ′IIρ−1II ,
ρ : C ′∗∗∗(D+)→ C ′∗∗∗(D′+), is well defined.
Proposition 11.11 The following diagram commutes:
0→ Ci+1,j+1,s(D−) α→ C ′ijs(D)
β→ C ′i−1,j−1,s(D+)→ 0
↓ f ↓ ρIII ↓ ρ
0→ Ci+1,j+1,s(D′−) α→ C ′ijs(D′)
β→ C ′i−1,j−1,s(D′+)→ 0,
where ρIII = β¯ρβ + αfα¯ and α¯, β¯ are the maps defined in Section 7.
Proof We have ρIIIα = (β¯ρβ + αfα¯)α = αf and βρIII = β(β¯ρβ − αfα¯) =
ρβ.
Lemma 11.12 The following diagram commutes:
C ′i+1,j−1,s(D+)
γˆ→ Ci+1,j+1,s(D−)
↓ ρ ↓ f
C ′i+1,j−1,s(D
′
+)
γˆ→ Ci+1,j+1,s(D′−)
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Proof Since ρ = ρ′IIρ
−1
II , we need to show that
f γˆρII(S) = γˆρ
′
II(S) (19)
for S ∈ C∗∗∗(D++−). If S =
b
a
c ∈ Cijs(D++−) then
ρII(S) =
c
a
b
+
∑
−
a e
d
,
where the sum is over all possible labels d, e for which the above states are in
Cijs(D+). Therefore, by (3) and Proposition 7.2(4),
γˆρII(S) = (−1)m(S)+1
∑
f
g
c
+ (−1)m(S)+1
∑
ea
d
, (20)
where m(S) is the number of negative crossing markers of S, the second sum
is as before, and the first sum is over all f, g such that f
g
c ∈ Ci,j+2,s(D).
Since the states in the first sum have − and + markers at v and w, respectively,
and the states in the second sum have + and − markers at v and w,
f γˆρII(S) = γˆρII(S), (21)
by the definition of f.
Similarly considering S as a state in D′++−, we get
γˆρ′II(S) = (−1)m(S)+1
∑
e
d
a + (−1)m(S)+1
∑ c
g
f , (22)
by (3) and Proposition 7.2(4).
Now (20),(21), and (22) imply (19).
Proposition 11.13 The map ρIII : C
′
ijs(D) → C ′ijs(D′) defined in Proposi-
tion 11.11 is a chain map.
Proof If S ∈ C ′ijs(D) then
ρIIId(S) = β¯ρβd(S) + αfα¯d(S). (23)
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Since β and ρ are chain maps and β¯d =
∑
q 6=p dˆqβ¯, the first term on the right
equals
β¯ρβd(S) = β¯dρβ(S) = dβ¯ρβ(S)− dˆpβ¯ρβ(S). (24)
We can write S as S+ + S−, where S± is composed of states of D with ±
marker at the crossing p. Since α¯ commutes with dˆq for q 6= p,
α¯d(S) =
∑
q 6=p
dˆqα¯(S) + α¯dˆp(S) = dα¯(S) + α¯dˆp(S+).
Hence, for the second term on the right side of (23) we have
αfα¯d(S) = dαfα¯(S) + αfα¯dˆp(S+). (25)
Therefore, by (23),(24), and (25),
ρIIId(S) =
(
dβ¯ρβ(S+)− dˆpβ¯ρβ(S)
)
−
(
dαfα¯(S) + αfα¯dˆp(S+)
)
= dρIII(S)−X,
where
X = dˆpβ¯ρβ(S)− αfα¯dˆp(S+).
We are going to show that X vanishes. Denote β(S+) by S˜+. Since γˆ = α¯dˆpβ¯,
X = αα¯dˆpβ¯ρ(S˜+)− αfα¯dˆpβ¯(S˜+) = αγˆρ(S˜+)− αfγˆ(S˜+).
Hence, X vanishes by Lemma 11.12.
Propositions 11.10, 11.11 and 11.13 imply that the following diagram is exact
and commutes:
Hi+1,j−1,s(D+)
∂∗→Hi+1,j+1,s(D−) α∗→Hijs(D) β∗→Hi−1,j−1,s(D+) ∂∗→Hi−1,j+1,s(D−)
↓ ρ∗ ↓ f∗ ↓ ρIII∗ ↓ ρ∗ ↓ f∗
Hi+1,j−1,s(D
′
+)
∂∗→Hi+1,j+1,s(D′−) α∗→Hij(D′)
β∗→Hi−1,j−1,s(D′+) ∂∗→Hi−1,j+1,s(D′−).
By Five Lemma ρIII∗ : Hijs(D) → Hijs(D′) is an isomorphism. Hence the
proof of of Theorem 6.2(1) is completed.
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