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Abstract. Prediction of financial and economic markets is very chal- 
lenging but valuable for economists, business owners, and traders. Fore- 
casting stock market prices depends on many factors, such as other mar- 
kets’ performance, economic state of a country, and others. In behavioral 
finance, people’s emotions and opinions influence their transactional deci- 
sions and therefore the financial markets. The focus of this research is   to 
predict the Saudi Stock Market Index by utilizing its previous values and 
the impact of people’s sentiments on their financial decisions. Human 
emotions and opinions are directly influenced by media and news, which 
we incorporated by utilizing the Global Data on Events, Location, and 
Tone (GDELT) dataset by Google. GDELT is a collection of news from  all 
over the world from different types of media such as  TV,  broad- casts, 
radio, newspapers, and websites. We extracted two time series from 
GDELT, filtered for Saudi Arabian news. The two time series rep- resent 
daily values of tone and social media attention. We studied the 
characteristics of the generated multivariate time series, then deployed 
and compared multiple multivariate models to predict the daily index of 
the Saudi stock market. 
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People care a lot about the future: the future of their countries, families, finances, 
and relations. Predicting the future is considered a valuable skill nowadays. In the 
past, people dreamt of having this power. Ancient Greeks consulted the Oracle of 
Delphi, one of the most famous oracles of the Greek God Apollo. They consulted 
her knowing she was not infallible, and while they did not consider her revelations 
to be the objective truth, they still valued her visions. Interestingly, nowadays we 
take consultations from different experts and consultants with the 
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same mentality of the ancient Greeks; we value their knowledge, but we do not 
believe in them blindly. 
Experts use different types of metrics and data to predict a variety of mea- 
sures. In the stock market, for example, economists use other markets to predict a 
single country’s stock market movements. Other metrics used to predict stock 
markets are GDP, oil, financial freedom of a country, and many others. All pre- 
vious predictors are based on reasoning and assume that people are logical crea- 
tures, which is not the case. People are emotional, and their emotions affect their 
decisions. Conventional economics assumes hard facts and rational decisions of 
people. This view has changed since the emergence of behavioural economics  [1]. 
In behavioural economics, people’s moods, emotions, and opinions have an impact 
on their transactional decisions and therefore on the financial markets. Nowadays, 
people are informed by different types of media such as news sites, news channels, 
forums, blogs, and even podcasts. Such vast amounts of infor- mation makes it very 
challenging to study the impact of news and information  on financial markets. 
This leads us to the Global Data on Events, Location, and Tone (GDELT) dataset by 
Google. GDELT is a collection of news from all over    the world from different types 
of media such as TV, broadcasts, radio, newspa- pers, and websites. Studying 
GDELT will provide a huge advantage to financial markets forecasters. 
This research focuses on such effects on the Saudi Stock Market by studying 
the Tadawul All Share Index (TASI), which tracks the performance of all com- 
panies listed on the Saudi Stock Exchange. The research will use a time series 
analysis to predict the Saudi Stock Market Index by incorporating the GDELT 
dataset with the TASI. 
 
2 Literature Review 
The prediction of stock market trends is very important for the development of 
effective trading strategies [2]. Both statistical and machine-learning approaches 
are used to solve this type of problem and can provide traders with a reliable 
technique for predicting future prices [3,4]. In general, the prediction of the 
movement of stock prices is considered a difficult and important task for finan- 
cial time series analysis. The accurate forecasting of stock prices is essential in 
assisting investors and traders to increase their stock returns. The natural noise 
and volatility in daily stock price fluctuation is the main reason for the high com- 
plexity in stock trends forecasting [5]. People opinions and emotions in media    is 
showing promise for predicting financial markets. However, the true value of such 
data and which parameters can it predict is not agreed upon in the scien- tific 
society [1,6]. Modern financial theory is based on two main concepts: the efficient 
market hypothesis (EMH) and the capital asset pricing model (CAPM). Both 
concepts hold that investors can make rational responses to the market and that 
the stock market is unpredictable, ignoring the analysis of investors’ actual 
decision-making behavior [1,6]. Since the development of behavioral finance, 
however, existing research shows that in the case of incomplete information, peo- 
ple’s behavior, attitudes and preferences are not completely rational, that stock 




prices do not randomly fluctuate and, in some ways, the price is predictable. Not 
only will the news have an impact on the stock price, but so will the investors’ 
mood [6]. Time series analysis and prediction are part of the wider field of data 
mining and analysis. A group of a large number of values within unified time 
interval is labelled as time series data. The time can be represented by year, 
month, week, day, etc. In time series analysis, the behavior and characteristics   of 
a time series are studied and analyzed to predict future values and behavior, 
foreseeing the future data using the historical data in a timely structure [7,8]. 
 
2.1 Multivariate  Time  Series 
Multivariate time series models are very valuable and popular in economics but 
much less so in other forecasting applications. Multivariate time series models, 
which are extensions to univariate ones, are given only a marginal position in 
standard textbooks on time series analysis. Outside economics, empirical exam- 
ples are uncommon. In comparison, the multivariate perspective is fundamental 
in economics, where single factors are traditionally studied in the context of their 
relationships to other factors. Contrary to other fields of knowledge, economists 
may discard the use of univariate time series forecasting based on the interde- 
pendence theory, which appears to be an extravagant point of view [9]. 
Multivariate time series models are not necessarily better than univariate ones 
in forecasting, even in economics. While multivariate models are convenient in 
modeling fascinating interrelationships and achieving a better fit within a given 
sample, univariate methods are often found to outperform multivariate ones out 
of sample. And there are many possible reasons: 
– There are more parameters for multivariate models than univariate ones. Each 
additional parameter is an unknown and has to be estimated. This estimate 
leads to an additional source of error due to variation in sampling. 
– The number of potential multivariate model candidates exceeds their uni- 
variate counterpart. Therefore, model selection is more complex, takes longer 
time and more prone to errors, which affect prediction afterwards. 
– Generalizing nonlinear algorithms to the multivariate models is difficult. In 
general, multivariate models need to be simple and to have basic structure 
compared to univariate models. This simplification is necessary to overcome 




This section discusses the methodologies used in this study to predict the Saudi 
Stock Market Index using a multivariate time series analysis. Integrating multi- 
variate stochastic processes to be analyzed and modelled is a lengthy process that 
involves studying the time series characteristics and their integration and coin- 
tegration. We will use both statistical and machine learning approaches in the time 





will be integrated to the model, which are Tone and Social Media Attention on 
Saudi Arabia. The Tone time series will represent a daily scale of the negativity 
and positivity of the news. While the Social Media Attention time series will 
represent how many news piece has been published daily concerning Saudi Ara- 
bia. The models chosen in this study are VAR, ARIMAX, multivariate GARCH,    and 
LSTM, which have all proven successful in multivariate time series analyses and 
econometrics. Below is a generalized formula of the proposed models: 
Yt  = aY(t−1) + bZ(t−n) + cX(t−m) + et (1) 
where 
Yt = “stock market close price” at time t, 
Z(t−n) = “Tone” at a previous lag n of time t, 
X(t−m) = “Social Media Attention” at a previous lag m of time t, 
et = error term at time  t. 
Figure 1 shows the methodology used in this study. Moreover, how the data  is 
extracted from GDELT and Tadawul The  Saudi  Stock  Exchange  Company.  We 
extracted both Tone and Social Media Attention time series from GDELT using 
Google’s BigQuery language in Google Cloud Platform, and TASI  time  series from 
Tadawul’s online portal. Finally, Fig. 1 represent the next phases of analysis, 




Fig. 1.  Methodology graph. 




3.1 Multivariate  Time  Series  and  Their  Properties 
Before explaining the methodology, we need to establish an understanding of 
multivariate time series and their special properties. Such understanding will give 
us a huge benefit in comprehending the data first and to examine any 
interrelationships. The following characteristics of multivariate time series are 
not all considered in the individual papers in the literature. Each research tries  to 
cover one or two of them based on their choice of methodology. In this research, we 
try to cover all these characteristics to be able to apply it to the wide range   of 
models used in the research. 
 
Cross Correlation. One of the main objectives in multivariate time series 
analysis is to find relationships between the examined stochastic processes [12]. 
The study of cross correlation between time series help researchers to find any 
hidden relationships and connections. In the relationship between two time series 
Xt and Yt, the series Yt might be correlated to past lags of Xt. The Cross 
Correlation Function (CCF) is beneficial for detecting lags of Xt that might be 
usefull predictor of Yt [10]. 
CCF is an important examining and assessment tool for modeling multivari- ate 
time series. The CCF generalizes the Autocorrelation Function (ACF) which   is the 
autocorrelation function used on univariate time series to be used on the 
multivariate approach. Therefore, its main objective is to find linear dynamic 
correlations and interactions in time series data that have been produced from 
stationary processes [13]. Let Xt and Yt represent a couple of stochastic processes 
that are stationary. Then the CCF is given as follows [13]. 
KXY (T ) = E[Xt−T Yt] (2) 
Integration and Cointegration. In multivariate time series forecasting, coin- 
tegration is another important feature that need to be studied but usually 
neglected by beginners in statistics and econometrics. Cointegration examine non-
stationary time series, which have variances, and means that differ over time. 
Therefore, cointegration allow researchers to identify the long-run rela- tionships 
or equilibrium in systems. 
Integration. In statistics and econometrics, the order of integration I(d) of a time 
series is a statistical summary that state the minimum number of differences 
needed to convert the time series to a stationary one. 
Cointegration. Cointegration is a statistical characteristic of multivariate time 
series or a collection of time series variables, which identify the degree to which 
these variables are sensitive to the same average over time. Therefore, confirm 
whether the distance between them remains constant over time. In the contrary, 
correlation return if the variables move to the same or opposite direction, which 
makes them positively or negatively correlated. 
Two stochastic processes (time series) Xt and Yt are called cointegrated if  the 





1. Xt  and Yt  are both integrated processes of order one, i.e. Xt  I(1) and Yt  I(1). 
2. There exists a constant β /= 0 such that Yt − βXt is a stationary process, i.e. 
Yt − βXt I(0). 
The issue whether two integrated processes are cointegrated can be decided on 
the basis of a unit root test [3,13]. 
 
Endogenous Variables and Exogenous Variables. Endogenous and exoge- 
nous variables are widely used in econometrics and sometimes in statistics. 
Endogenous variables are similar to (but not the same as) dependent variables. 
Endogenous variables’ values are influenced by other variables in the model. 
Meanwhile exogenous variable is not determined or influenced by any other vari- 
ables in the model, although it could be affected by factors outside the model [3]. 
For example, a model trying to predict electricity consumption with the  
following available variables; electricity consumption, weather, financial situation 
of a country. The endogenous variables are electricity consumption, while the 
weather is considered an exogenous variable as it is not influenced by any other 
variable in the system. Financial situation is harder to classify as an exogenous 
variable, as we can argue that it could be influenced by weather and electricity 
consumption even in a subtle way. In this case, a variable can be considered 
partially exogenous and partially endogenous. 
These characteristics of the variables are important in multivariate time series 
modeling, as some models are more appropriate to endogenous types such as VAR 
and some models are more appropriate to exogenous types such as ARI- MAX 
[3,10,15]. 
 
3.2 Vector Autoregressive and Vector Error Correction Models 
In its basic form, a VAR consists of a set of K endogenous variables yt = (y1t,..., 
ykt,..., yKt). 
One important characteristic of a VAR(p)-process is its stability. This means 
that it generates stationary time series with time-invariant means, variances, and 
covariance structure, given sufficient starting values. One of the basic assump- 
tions of VAR model is stationarity of all series, nonetheless differencing non- 
stationary time series individually considered a bad practice, as this might demol- 
ish important dynamic information. The critical issue is cointegration. In short, 
when there is cointegration, cointegrated models such as VEC (Vector Error Cor- 
rection) should be used for forecasting. When there is no cointegration, series with 
an integrated appearance should be differenced [10,11]. 
The vector error correction (VEC) model is a special form of the VAR model 
which is used for variables that are stationary in their differences. VEC model     is 
able to handle any cointegrating relationships between the variables and take it 
into consideration. VEC model is built with cointegration relations to restrict the 
long run effect of the endogenous variables to model their cointegrating 
relationship. The cointegration term is known in VEC as the error correction 




term as the deviation from long run equilibrium is corrected steadily through a 
series of short run amendments [10]. 
 
3.3 ARIMAX Model 
Autoregressive Integrated Moving Average (ARIMA) models provide another 
approach to time series forecasting. ARIMA model is consider one of the widely 
used approaches in time series forecasting. ARIMA models aim to describe the 
autocorrelations in the data. ARIMA (p, d, q) is a combination of Autoregressive 
model AR(p) and a Moving Average model MA(q) for non-stationary time series 
where I(d) indicate the integration order. 
Autoregressive Integrated Moving Average with Exogenous Variable (ARI- 
MAX) model extend ARIMA models through the inclusion of exogenous vari- 
ables X. ARIMA is also an extension to another model, which is the Autoregres- 
sive Moving Average (ARMA) model. ARIMA model is used in some scenarios 
where data are non-stationarity, a preliminary differencing step can be imple- 
mented once or more to remove the non-stationarity [15,16]. 
 
3.4 Multivariate  GARCH Model 
The autoregressive conditional heteroscedasticity model (ARCH) is a statistical 
model for stochastic process that explain the variance of the current error term. 
Various problems in finance have motivated the study of the volatility or variabil- 
ity, of a time series. ARMA models were used to model the conditional mean of a 
process when the conditional variance was constant. However, the assumption of 
a constant conditional variance will be violated. Models such as the autoregres- 
sive conditionally heteroscedastic or ARCH model, first introduced by Engle [17] 
were developed to model changes in volatility. These models were later extended 
to generalized ARCH or  GARCH  models  by  Bollerslev  [16].  The  ARCH  model is 
used traditionally when the error variance follows an autoregressive (AR) model. 
Therefore, the generalized autoregressive conditional heteroscedasticity 
(GARCH) model will be used if an autoregressive moving average  (ARMA)  model 
is assumed for the error variance, GARCH is a statistical model usually used in 
analyzing financial time series data [17]. 
Heteroscedasticity explain the irregular pattern of variation of a variable,      or 
an error term in a statistical model. Essentially, when heteroscedasticity is 
assumed, values do not follow a linear pattern. In the contrary, they tend to cluster. 
Therefore, the results and predictive value one can extract from the model will not 
be reliable hence the necessity for using ARCH/GARCH models [18]. 
Although modelling volatility of the prices and returns was the main objec- 
tive, understanding the co-movements of financial metrics is greatly important  in 
practical cases. therefore, it is substantial  to  extend  the  GARCH  model  to the 





3.5 LSTM  Model 
Long Short Term Memory networks (LSTM) are a special kind of Recurrent Neural 
Network with the ability to learn long term relationships. They were introduced 
by Hochreiter & Schmidhuber [20], and were polished and distributed by many 
people in preceding work. They work very well on a many types of problems, and 
are now extensively used. All recurrent neural networks have the form of a looping 
chain of neural network. In  traditional  RNNs,  this  looping unit will have a very 
simple structure, for example; an individual tanh layer [21]. LSTMs are designed 
explicitly to avoid the problem of long-term dependency. Their default behavior is 
to remember information for long periods of time. LSTM is used in the deep 
learning field, contrary to standard forward neural networks. LSTM has feedback 
functionality that enable it to be a general purpose model. LSTM special properties 
enable it to be successful in many applications such as speech recognition, video 
processing, time series, and medical predictions [20]. LSTM model is well suited to 
forecast, process, and analyze time series  data, as the duration between important 
events can be unknown, because of the different lags [6,22]. 
A common LSTM unit is composed of a cell, an input gate,  an  output  gate and 
a forget gate. cell remembers values over arbitrary time intervals and the three 
gates regulate the flow of information into and out of the cell [20]. 
 
4 Implementation 
The dataset used in this study is GDELT developed by Google and  TASI  (Tadawul 
All Share Index), which is the Saudi stock market index. GDELT contains two main 
datasets; GDELT Event Database and GDELT Global Knowl- edge Graph (GKG). 
GDELT’s entire quarter-billion-record database can be extracted using Google’s 
BigQuery and Google Cloud Platform. The database is updated every 15 min and 
we can query, export, and analyze using SQL language [23]. 
Before forecasting, the data has been analyzed and pre-processed. The TASI 
data set represents the daily closing price of the Saudi market index. Media 
Attention represents the number of articles and new pieces across all media about 
Saudi Arabia, which is extracted from GDELT. Finally, Tone represents    the tone 
of each of these news pieces from different media types, which is also extracted 
from GDELT. There was no missing values  in  the  data.  The  Tone  data has been 
smoothed to represent only one value per day; this aggregation has been 
completed using the mean Tone values for each day. 
To analyze the time series, first we studied the cross correlation function 
to find any linear relationship between Tone, Media Attention, and TASI. The 
CCF shows that there is a strong negative relationship between TASI and SMA 
at lag 1 (as our data is daily, the lag is one day), and there is also a strong 
negative relationship between TASI and Tone at lag 1. These findings indicate 
that both Tone and Media Attention could have a predictive power over TASI 
[13,14] (Fig. 2). 






Fig. 2. Multivariate time series graph of GDELT and TASI. 
 
 
Stationarity has been tested on all three time series using stationarity tests. 
Kwiatkowski-Phillips-Schmidt-Shin (KPSS), Augmented Dickey–Fuller (ADF), and 
Autocorrelation Function (ACF) stationarity tests  have  been  conducted  and 
showed that  the  TASI,  Tone,  and  SMA  are  non-stationary  and  need  to  be 
differenced (first order) [10]. As all time series are non-stationary, we cannot 
model the data in the simplest form of VAR. In this case we also cannot difference 
the data before studying the cointegration of these time series, because if they are 
cointegrated some interrelation regressors might be lost in the process [10]. 
Johansen’s test for cointegrating has been implemented and shows that there     is 
cointegration between the series. Therefore we cannot use the simple form of 
VAR. The vector error correction (VEC) model has been used instead, which     can 
handle the cointegration and non-stationarity. 
After fitting the ARIMAX model, we studied the model residuals to ensure   the 
good fit of the data. A residual analysis shows that the residuals have a con- stant 
mean, normally distributed, and goes gradually to zero in the ACF graph, which 
are all good indicators of a proper fit [15,16]. MGARCH was implemented using 
GO-MGARCH, which is one of the dynamic conditional correlation mod-    els (DCC)  
in  GARCH  modelling.  Multivariate  GO-GARCH  is  able  to  explain  and model the 
fluctuating volatility that is mostly present in stock market data and financial data 
[17]. In LSTM modelling, we split the data to train and test sets. After that, the 
input variables were reshaped into 3D format as restricted  by LSTM (samples, 
time, and features) [22]. 
 
5 Evaluation 
It is essential to evaluate forecast accuracy using actual forecasts. Therefore,    







forecast errors. The forecast’s accuracy can only be considered and therefore 
measured when the model is performed on new data that was not used in fit- ting 
the forecasting model. Traditionally, before modelling, researchers start by 
dividing the data into two parts, training data and testing data. Training data       is 
used to estimate and generate the parameters of the  model and the  test data is 
used to calculate its accuracy. Because the test data is not used to estimate    the 
model, it should be a reliable indicator of the model’s predictive power on new 
data [11,24]. 
To evaluate the different models implemented for forecasting, we used error 
measures and scale-dependent measures. The two most commonly used scale- 
dependent measures are based on the absolute errors or squared errors [24]: 
Meanabsoluteerro : M AE = mean(|et|) (3) 
 
Rootmeansquarederror : RMSE = (mean(e2)) (4) 
In forecasting time series, error measures are the most commonly used accu- 
racy measures. A study forecasting crude oil prices based on internet concern used 
MAE, RMSE, and MAPE as error measures for the prediction [24]. Another study 
used MAE and RMSE to evaluate the prediction of crude oil prices based  on deep 
learning modelling using text [4]. 
MAE is more popular than RMSE, as it is easier to implement and under- stand. 
The table below shows the results of each model. We can conclude that LSTM is 
the most accurate model, scoring 0.59 MAE, and that VAR and mul- tivariate 
GARCH are the lowest performing models (Table 1). 
 
Table  1. Forecasting results. 
 
Model\error  measure RMSE MAE 
VAR\VEC 8080.49 8074.12 
ARIMAX 325.06 284.75 
Multivariate GARCH 8038.9 8032.5 
LSTM 0.61 0.59 
 
 
The LSTM loss function demonstrate that the training performance and the 
test performance were almost the same after the thirtieth iteration, which proves 
that the model is not overfitting. 
The results shows that the VAR model performance is low compared to  LSTM 
and ARIMAX, which can be explained by the endogenous/exogenous 
characteristics of the variables. The VAR model assumes all variables are endoge- 
nous. In our model, the TASI variable, which is the stock market index closing 
price, is endogenous, as it depends on the other two variables, Media Attention 
and Tone. Meanwhile, Media Attention and Tone can be partially endogenous and 
partially exogenous, as we are not certain. We can argue that the stock 




market index could affect Media Attention and Tone but not strongly, which makes 
them more exogenous, hence the success of ARIMAX compared to VAR  [3]. 
A disadvantage of the multivariate GARCH model is that the number of 
parameters to be estimated in the equation increases rapidly, which consequently 
leads to a higher degree of errors, hence the high error measure of the multivariate 




Predicting stock market movements is critical for the development of effective 
trading tactics. Both statistical and machine learning approaches are used to solve 
this problem and can provide traders a reliable technique for predicting future 
prices. Forecasting stock market prices is a challenging task, as stock markets 
depend on multiple factors that vary in type and extraction complexity. Financial 
markets can be influenced by economic factors and non-economic fac- tors, which 
are harder to figure and to analyse. Human behaviours, emotions, and sentiments 
are an example of non-economic factors that are difficult to track and extract. In 
this study, we try to solve this issue by introducing GDELT as a global media 
dataset that has different useful features. We extracted two time series from 
GDELT, filtered for Saudi Arabian news. The two time series  represent daily 
values of tone and social media attention. We studied the characteristics    of the 
generated multivariate time series, then deployed and compared multiple 
multivariate models to predict the daily index of the Saudi stock market. The 
results show that the model with the highest performance is LSTM, with 0.59 MAE. 
This concludes that LSTM can give very accurate forecasts,  as  it  has  a very low 
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