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Face recognition is a research hotspot in the fields of computer vision and deep learning.
Over the past decade, impressive progress has been made, but there are still challenges in
face recognition, as the facial portion of an image can easily be affected by various factors
like occlusion, age, illumination and pose. A typical face recognition system includes face
detection, face image representation and final classification, where the key process is face
image representation, namely, face image-based feature extraction. This thesis focuses on
learning highly discriminative facial features with traditional machine learning techniques
and deep learning techniques to improve face recognition performance.
With traditional machine learning techniques, we firstly propose a feature fusion method
called Multi-descriptor Fusion (MDF) in Chapter III to generate hyper-high dimensional
descriptor features and highly discriminative features. The performance of MDF is com-
petitive even compared with some deep learning-based methods. In a deep neural network,
a loss function plays an extremely important role, which supervises the whole training pro-
cess and offers feedback information to optimise the parameters of the neural network.
Better loss functions can lead to more effective features. Therefore, we propose four loss
functions in deep learning-based face recognition, where Minkowski Distance-based Cen-
tre Loss (MC Loss) and Minimum Margin Loss (MML) are presented in Chapter IV, and
Precise Adjacent Margin Loss (PAM Loss) and Global Information-based Cosine Optimal
Loss (GICO Loss) are presented in Chapter V. MC Loss extends the Centre Loss from the
Euclidean distance to the Minkowski distance. MML enhances the discriminative ability
of features by setting a minimum distance between all pairs of the class centres. PAM Loss
penalises the margin and gives ‘margin’ a meaning that represents the real edge-to-edge
xvi
margin between different classes in the training set. GICO Loss uses global information
as the feedback information to optimise the intra-class and inter-class variance. To enable
the calculation of GICO Loss, an algorithm is proposed to learn the cosine similarity be-
tween the class centre and the class edge. We conduct extensive experiments to evaluate
these loss functions. Experimental results demonstrate their state-of-the-art performance.
Furthermore, a complete face search framework for image/video has been proposed and




1.1 Overview of Face Recognition
Biometric recognition (or biometrics) refers to the automatic recognition of individu-
als based on their physiological or behavioural characteristics [63]. Examples of biomet-
ric recognition include, but are not limited to, palm vein recognition, palmprint recogni-
tion, face recognition, DNA recognition, iris recognition, fingerprint recognition and retina
recognition. As a type of biometric recognition, face recognition is the process of iden-
tifying or verifying individuals based on their facial features. Face recognition has some
special advantages compared with other biometric recognition [62]. These advantages in-
clude: 1) contactless and passive capture; 2) strong tracking ability; and 3) cheap data
acquisition devices. These advantages mean that the faces of individuals can be recognised
and tracked without their conscious cooperation, and facial features can be captured with
commonly used simple webcams [62].
Because of the advantages of face recognition, it has drawn a great deal of attention
since its emergence, which also leads to a wide range of applications, such as smart surveil-
lance, transaction payments and human-computer interaction:
(1) Smart surveillance. Traditional surveillance systems require security personnel to
observe multiple monitoring screens simultaneously. With this approach, problems
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emerge: a) vast human resource consumption; b) the security personnel’s status may
affect the accuracy of monitoring; c) when an emergent event happens, observers tend
to neglect other events. By contrast, smart surveillance embodies computer-assisted
recognition, which automatically processes and analyses a sea of video data.
(2) Transaction payments. According to the face verification results on LFW dataset
[58], the accuracy of state-of-the-art methods has reached 99.77% [85]. This makes
it possible to pay reliably for transactions by verifying facial features instead of using
traditional methods like cash and card payment. In this way, payment efficiency will
be significantly improved. Customers will not have to worry about forgetting their
password, losing cash or losing bank cards.
(3) Human-computer interaction. Traditional human-computer interaction works by
mouse, keyboard and monitor. A face recognition system can provide a smarter
human-computer interface by recognising and analysing facial details, for example,
assigning different permissions to different subjects by identity authentication; op-
erating computers by detecting users’ eye movements; perceiving users’ feelings by
expression recognition.
Commercially successful face recognition solutions include the solutions from Intel-
liVision [2], ontotext [3] and Panasonic [4]. All of their solutions can detect faces, log
faces and recognise the faces that are enrolled in the database or present in a preloaded
watch list in real-time. Moreover, all of them support anti-spoofing (liveness test) and can
search for faces across multiple cameras. Differently, IntelliVision claims that their face
recogniser has achieved an accuracy as high as 99.6% on public databases, comparable to
Google and Facebook. The solution from ontotext has the ability to review the video mate-
rial and locate persons unknown to the surveillance system, and can maintain a centralized
database with known offenders and apply it in all chain store locations. Panasonic’s so-
lution – FacePRO, can identify faces under some difficult situations include reading faces
2
Figure 1.1: The basic framework of a face recognition system.
at an angle of up to 45 degrees to the left or right or 30 degrees up or down, with a 90%
accuracy rate when detecting faces partially hidden by sunglasses or face masks.
To apply face recognition techniques to different fields, a face recognition system should
be built. A typical face recognition system can recognise a face from a static image or from
some video frames. These face images come from some image acquisition devices, like
digital cameras and thermal imaging sensors. Fig. 1.1 illustrates the basic framework of a
face recognition system which consists of three major parts.
a) Preprocessing. During image acquisition, image quality can be influenced by a va-
riety of factors, such as illumination, noise and pose, which may seriously affect the
recognition accuracy. Therefore, it is necessary to preprocess the images in order to
eliminate the negative effects of these factors. In the raw images, faces occupy only
part of the whole image, which makes face detection a necessary step before further
processing. At the stage of face detection, different types of features (like histogram
features, colour features, template features, structure features and Harr features) may
be used to locate the accurate position of a face [53, 54, 126]. The most classic and
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commonly used face detector was proposed by Viola and Jones [156], which takes
advantage of Harr features and an intermediate representation for images to accel-
erate feature computing. Nevertheless, the detected facial areas always have some
differences in pose and scale. To remove the influence of these differences, face
alignment is an indispensable step in this case. A typical face alignment algorithm
is based on some landmarks (e.g., the centre of the eyes, the tip of the nose and the
centre of the mouth), and operates by adjusting a deformable model until the cor-
responding landmarks from different faces are well aligned. Active Shape Model
(ASM) [27] and Active Appearance Model (AAM) [26] are two commonly used
face alignment algorithms. Image normalisation aims at processing each image area
to weaken the effects introduced by different illumination conditions and imaging
conditions, thereby achieving some uniformity for further utilisation [152, 45].
b) Training. At this stage, training samples are first be preprocessed by face detec-
tion, face alignment and image normalisation. The preprocessed training images are
then processed through a specific image representation method. With image repre-
sentation, the original face image space is transformed to a facial feature space. In
other words, discriminant features should be extracted from the images to describe
different faces. Ideal features should be robust to various variations, like noise, illu-
mination variance and expression. Classic hand-crafted image representation meth-
ods include Principal Component Analysis (PCA) [154, 33, 64], Linear Discriminant
Analysis (LDA) [16, 95, 102], Scale-invariant Feature Transform (SIFT) [94], Local
Binary Patterns (LBP) [9, 192, 82] and Gabor filters [107, 117, 93]. After image
representation, the features obtained from the training samples are applied to build a
classification model. As a certain type of data structure, this classification model con-
tains the pattern information for calculating the similarities between different sam-
ples. Typical classification models include Support Vector Machine (SVM) [163],
Sparse Representation [155], Neural Networks [125] and Bayesian Networks [87].
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c) Testing. In the testing process, the face images may come from different sources,
for example, real-time video frames and the test images from the test set. The raw
test images also need to be preprocessed first. Then the features of the test images
are extracted by a specific image representation method. The resulting features are
then inputted into a trained classification model for further classification to get the
final recognition results. For the large-scale testing images from the test set, the
resulting recognition results can be analysed to evaluate and improve the recognition
algorithm; for real-time video frames, the testing process is essential for verifying
the validity and practicability of the whole system.
Face recognition tasks have two aspects — face identification and face verification.
Face identification is to identify the ID of a face, answering with the exact ID, which is
a multi-classification problem. Face verification aims at verifying whether two faces are
from the same person, answering ‘Yes’ or ‘No’, which is a binary classification problem.
The ultimate goal of face recognition research is to construct a face recognition system that
is able to identify or verify a human face accurately and reliably even under uncontrolled
and harsh conditions.
1.2 Research Motivation and Contributions
People are fascinated by face recognition, but the effectiveness of face recognition can
be easily influenced by intrinsic and extrinsic factors such as illumination, pose, occlu-
sion and low resolution, which makes it a challenging task to achieve a high recognition
accuracy.
The existing face recognition methods are still less accurate when they are compared
with some other biometric recognition methods, like iris recognition, palm vein recogni-
tion, palmprint recognition and fingerprint recognition. For example, the Equal Error Rate
(EER) of a palmprint recognition method – DOC [40], can be as low as 0.009% on PolyU
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3-D palmprint dataset [39] for palmprint verification task, while the lowest EER reported
on IJB-C face dataset for face verification task is 1% reported by ArcFace [29]. More-
over, ArcFace needs 5.8 million images for training while DOC, as a hand-crafted method,
does not need any data for training. As a result, face recognition is unable to replace other
biometric recognition methods in many application scenarios and unable to perform tasks
that are critically dependent on accuracy. Therefore, it is necessary to further improve the
accuracy of face recognition.
Face representation plays a vital role in a face recognition system, which directly deter-
mines the recognition performance of a system. A bad face representation method will lead
to the lack of discriminative ability of features. In this case, even with the best classifier, it
cannot fundamentally improve the performance of face recognition. One way to improve
face recognition is by face representation. The existing face representation methods can
be divided into two categories: traditional face representation and deep learning-based face
representation. Traditional face representation includes traditional hand-crafted representa-
tion and shallow learning-based representation, which are discussed in detail in Chapter II.
Traditional face representation does not require a massive amount of training data and can
be enhanced by feature fusion techniques. Deep learning-based face representation requires
much more training data, but much evidence has shown that deep learning-based methods
have a significant advantage on performance. The progress of deep learning on face recog-
nition is mainly due to three important aspects — stronger network structure, larger face
datasets and better loss functions. A loss function evaluates how well an algorithm models
dataset and gives a loss value based on the inaccurate extent of predictions. The goal of
a deep neural network is to minimize the expected loss. In a deep neural network, a loss
function supervises the entire training process and provides feedback information to opti-
mize the parameters of the neural network. Better loss functions can bring better network
models and higher training speed.
Based on the consideration above, a number of original contributions have been made
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in the fields of face recognition and deep learning. With our contributions, the performance
of face recognition is improved, which will help enrich the application of face recognition
in various fields and allow people to have a better experience in life. Detailed contributions
are outlined below:
– To generate hyper-high dimensional descriptor features and highly discriminative
features, a feature fusion method called Multi-descriptor Fusion (MDF) is proposed.
The face identification performance of MDF is competitive compared with the state-
of-the-art methods. To reduce the memory and computational costs of MDF, a novel
optimisation method called Discriminant Ability-based Multi-descriptor Selection
(DAMS) is proposed, which aims to find a specific number of descriptors from the
entire descriptor set while maximising the discriminant ability.
– A new supervision signal is designed to improve the Centre Loss [173] and the
Softmax Loss. The new supervision signal is called Minkowski Distance-based
Centre Loss (MC Loss), which replaces the Euclidean distance measurement by
the Minkowski distance. In this study, evaluation is conducted on two benchmark
datasets – Labeled Faces in the Wild (LFW) [58] and YouTube Faces (YTF) [178].
Results show that the proposed method achieves higher verification accuracy than
the Softmax Loss and the Softmax Loss + Centre Loss, and also achieves competi-
tive results compared with the state-of-the-art methods.
– The existing loss functions, including Softmax Loss, Centre Loss and MC Loss,
do not take the margin bias problem into account. To rectify this margin bias, we
propose to set a minimum margin for all pairs of classes, and then design a loss
function called Minimum Margin Loss (MML) based on the minimum margin. To
prove the effectiveness of the proposed method, experiments are conducted on seven
public datasets. Results show that MML achieved better performance than Softmax
Loss, Centre Loss [173], Range Loss [196] and Marginal Loss [30], with almost no
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increase in computing cost. It also achieved competitive performance compared with
the state-of-the-art methods.
– MC Loss and MML are both Euclidean distance-based losses. However, in the past
two years, Cosine similarity-based losses have gradually shown better performance
and greater potential than Euclidean distance-based losses. Therefore, we conducted
research on Cosine similarity-based losses and propose the Precise Adjacent Mar-
gin Loss (PAM Loss) to improve the discriminative ability of the deep features. To
the best of our knowledge, PAM Loss is the first loss that gives ‘margin’ a meaning
that represents the real margin between different classes in the training set. To make
PAM Loss possible, we propose a learning algorithm to obtain the range of each
class (namely, the cosine similarity between the class centre and the class edge). We
propose and implement two versions of PAM Loss and analyse their performance
variation on multiple datasets. Experimental results verified the state-of-the-art per-
formance of PAM Loss.
– To further merge the advantages of different types of loss functions, a novel loss func-
tion (GICO Loss) is proposed. To the best of our knowledge, it is the first attempt
to use global information as the feedback information. To enable the calculation of
GICO Loss, we propose an algorithm to learn the cosine similarity between the class
centre and the class edge. We conduct extensive experiments on five public bench-
mark datasets which demonstrate the state-of-the-art performance of GICO Loss.
– To make up for the shortcomings of the existing face search frameworks and apply
the completed research results to practice, a new face search framework is developed
for image and video retrieval. We carefully design the structure of this framework
and integrate the latest face detection and face representation techniques into this
framework. The evaluation of the framework shows that it can meet the needs of
users.
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1.3 Outline of the Thesis
The thesis is organised into seven chapters, as follows:
• Chapter I is the introduction. In this chapter, we have briefly introduced the chal-
lenges in face recognition, the advantages of face recognition, the typical structure
of a face recognition system, our research motivation, our contribution in this study
and the outline of the thesis.
• Chapter II provides a review of the image representation methods commonly used in
face recognition including hand-crafted face representation, shallow learning-based
representation and deep learning-based representation. For the first two types of
representation, their representative methods are introduced. For deep learning-based
representation, we introduce it by three parts — overview of deep neural networks,
network architectures and loss functions.
• Chapter III proposes a multi-descriptor fusion method for face identification, which
consists of two parts — initial feature extraction and descriptor selection. The ex-
perimental results on two public datasets are presented. Also, stability and runtime
evaluations are provided.
• Chapter IV proposes two Euclidean distance-based loss functions for deep face recog-
nition. The first loss function extends the Centre Loss to a Minkowki Distance-based
variant, while the second loss functions aims at maximising the margin between
classes. Extensive experiments are conducted and discussed.
• Chapter V proposes two Cosine similarity-based loss functions for deep face recog-
nition. The chapter firstly introduces the proposed Precise Adjacent Margin Loss
(PAM Loss), then introduces the proposed Global Information-based Cosine Opti-
mal Loss (GICO Loss). This chapter presents how PAM Loss learns the real margin
between the different classes and how the GICO Loss improves the discriminative
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ability of features. Finally, the proposed methods are compared with related methods
and state-of-the-art methods.
• Chapter VI presents a complete face search framework for image and video retrieval.
The chapter explains the structure of this framework and the detailed techniques used
in each module. An evaluation of the presented framework is also provided.
• Chapter VII summarises the key points of the main chapters, draws the overall con-





Face image representation is the process of extracting features from facial images for
face-based machine learning tasks. In a face recognition system, face image representa-
tion is the key component. Without an excellent representation method, even the best face
matching algorithm cannot recognise accurately. In the real world, face images from the
same person can be quite different due to various factors including image noise, illumi-
nation variance, facial expression, facial occlusion and age. Good image representation
should be robust to these variations, but it is still an unsolved and challenging task.
This section reviews some classic and widely used face image representation methods.
These methods are divided into three categories: hand-crafted face representation, shal-
low learning-based representation and deep learning-based representation. Hand-crafted
face representation is presented in Section 2.2, which refers to feature extraction based on
fixed rules, where the rules are designed by researchers based on their practice, summary,
observation, analysis and intuition. Section 2.3 and Section 2.4 focus on shallow learning-
based representation and deep learning-based representation, respectively. Without human
intervention, learning-based representation utilises automatic learning algorithms to learn
a definite representation method. Compared with shallow learning, deep learning has more
complicated learning targets and has many more parameters to learn. Therefore, the model
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learned by deep learning usually has stronger representation ability and requires a longer
time for training.
2.2 Hand-crafted Face Representation
At the early stage of face image representation, researchers proposed various hand-
crafted representation methods, such as Local Binary Patterns (LBP) [108], Scale Invari-
ant Feature Transform (SIFT) [94], Histogram of Oriented Gradient (HOG) [28], Gabor
Wavelets [77] and Hidden Markov Model (HMM)[19]. This section introduces LBP, HOG
and HMM, which are commonly used in face recognition.
2.2.1 Local Binary Patterns and Its Variants
LBP is an image descriptor that is originally used to describe the local texture feature
of an image [109]. For each pixel of an image, the original LBP compares the base value
of the pixel with the values of 8 pixels around it. The result of the comparison is an LBP
value (or LBP pattern) for the pixel, which is a binary vector of length 8. The method for




f(gi − gc)2i (2.1)
f(x) =

1, if x > 0
0, if x < 0
(2.2)
where i is the index of one of the 8 surrounding pixels, gi denotes the value of the ith pixel,
gc represents the value of the centre pixel. Therefore an LBP pattern is obtained for each
pixel. All LBP patterns are counted within the entire image, resulting in a histogram over
the LBP patterns. This histogram is transformed into a vector, the LBP vector, representing
the image under consideration.
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The original LBP has some drawbacks: considering only 8 surrounding pixels of a
centre pixel, and being sensitive to image rotation and image scaling. Therefore Ojala
et al. [109] proposed Circular LBP, a variant that allows for a different radius (R) and
a different number of neighbours (P). This, however, introduced another problem: as the
number of neighbours increases, the number of LBP patterns increases exponentially. So,
there may be too many LBP patterns if more neighbours are considered. Then the LBP
feature space will become too sparse to express the image texture well. Uniform LBP
[109] is proposed to solve this problem. In Uniform LBP all binary strings of each pattern
are seen as linked with the head to the tail. Moreover, those patterns that have no more
than two 0/1 transitions, called uniform patterns, are treated separately and are put into
different bins for histogram statistics. However, all those patterns that have more than two
0/1 transitions, called non-uniform patterns, are put into one bin for histogram statistics.
2.2.2 Histogram of Oriented Gradients
The original HOG is a descriptor introduced by Dalal et al. [28] for human detection.
Moreover, as one of the most successful and popular vector-form features, HOG is inspired
by SIFT [94] but different from SIFT. HOG can be regarded as a dense version of SIFT
[113]. Briefly, HOG takes five steps to extract the features (See Figure 2.1):
(1) compute the gradients;
(2) divide an image into cells and blocks;
(3) build a histogram of orientation, (the number of orientations is decided by the pa-
rameter number of bins);
(4) normalise histograms in every block;
(5) create the HOG feature vector.
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Figure 2.1: Overview of HOG. [169]
Compared with other descriptors, HOG is excellent at representing local appearance
and structural objects. Nevertheless, HOG can result in high dimensional feature vectors,
which leads to high storage cost and computing cost. And HOG will perform poorly if the
object to be described exhibits substantial structural variation, namely the direction of the
object is consistently different.
2.2.3 Hidden Markov Model
Hidden Markov Model (HMM) [19] is a prevalent statistical model, in which the system
being modelled is assumed to be a Markov process. In the early days, HMM was used to
process contiguous one-dimensional signals, like speech and natural language. Later on,
HMM was extended to process multi-dimensional signals, including 2D images and 3D
images. For a 2D image, like a face image, an image-wide rectangular window is used to
sample the face image from top to bottom. As a cross-cut on some key parts (like eyes
and nose) will destroy the contextual information of feature vectors, the adjacent sampling
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Figure 2.2: Five-state HMM for face recognition.
matrices are set to be overlapped. In general, the larger the overlapped area set, the longer
the feature vector extracted, and the higher the recognition rate obtained. As shown in Fig.
2.2, the whole face image is divided into five nonoverlapped portions (i.e. jaw, mouth,
nose, eyes and forehead) to achieve a Five-state HMM.
To accurately describe the image features in the rectangular windows, different methods
are presented. Samaria et al. [129] use the grey value of each pixel directly to build the
feature vector. By contrast, Nefian et al. [104] employ 2-dimensional Discrete Cosine
Transformation (DCT), which dramatically decreases the computational complexity and
the sensitivity to noise, illumination and pose.
HMM-based methods have two advantages: 1) invariance to expression and head rota-
tion; 2) when new samples are added in, we only need to process the new samples instead
of retraining using the whole training set. However, the effectiveness of this type of meth-
ods still depends on the feature extraction quality within the range of rectangular windows.
Thus, how to conduct feature extraction and control the computational complexity is the
key issue for HMM-based methods.
2.3 Shallow Learning-based Representation
In this section, three kinds of shallow learning-based representation methods are intro-
duced. They are Subspace Learning, Sparse Coding and Shallow Neural network.
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2.3.1 Subspace Learning
Subspace-based methods have an important assumption, namely, a face image con-
tains much redundant information, which is negative for classification and enhances the
computational cost. Based on this assumption, subspace-based methods try to look for
a low dimensional subspace. The original images are projected to this subspace by lin-
ear or non-linear transforms as compact representations of the originals. Consequently,
the computational cost for face recognition in this subspace is significantly reduced. Lin-
ear subspace-based methods include Principal Component Analysis (PCA) [137], Linear
Discriminant Analysis (LDA) [24], and Independent Component Analysis (ICA) [13]; non-
linear subspace-based methods include Kernel Principal Component Analysis (KPCA) [70]
and Kernel Discriminant Analysis (KDA) [88]. Two common linear subspace-based meth-
ods – PCA and LDA are briefly introduced below.
The basic idea of PCA comes from K-L transform. To reserve the maximum informa-
tion entropy, PCA processes the training samples and extracts a group of values of linearly
uncorrelated variables by orthogonal transformation. These linearly uncorrelated variables
are called principal components, and their number is smaller than the dimensionality of
the original samples. The original samples can be approximately represented by the linear
combination of the principal components. Therefore, the purpose of dimensionality reduc-
tion is achieved. PCA has three main disadvantages: 1) the effectiveness of this method
depends on the correlation between training samples and testing samples; 2) some pre-
processing must be done in advance, such as normalisation; 3) lack of expansibility, as all
the training samples are used for retraining when new samples are added in.
LDA (Linear Discriminant Analysis) attempts to seek a projection that can transform
the original data into another feature subspace, maximising the between-class distance and
minimising the within-class distance. Therefore, the overlapped areas between different
classes can be minimised, which is essentially helpful for classification. Compared with
PCA, LDA also has some similar disadvantages: 1) some pre-processing must be done in
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advance; 2) lack of expansibility.
2.3.2 Sparse Coding
Sparse Coding has a profound theoretical basis in both biology and mathematics. In
1959, Hubel et al. [61] conducted a study on the simple cells of visual streak cortex of cats
and found that the receptive field of neurons in the V1 region of the primary visual cortex
can generate a sparse representation of visual perception information. In 1996, Olshausen
et al. [111] published their founding in Nature that the basis functions obtained by sparse
coding on the natural images have the response characteristics similar to the simple cell
receptive fields in the V1 region. In 2006, Tao et al. [20] mathematically proved that under
the condition of satisfying the Restricted Isometry Property (RIP), the sparse optimisation
problems have the same solutions under the `0-norm and the `1-norm constraints. Since
then, the sparse coding theory had been guaranteed in both biological and mathematical
theories.
Sparse coding performs a sparse linear representation x =
∑k
i=1 αiφi of the input data
x by learning a set of overcomplete bases, where k is the number of base vectors, αi is the
ith coding vector of x over the ith base vector φi. The sparseness of the vector means that
αi only has a few elements are non-zero, and the other elements that are close to zero. The





















subject to ‖φi‖2 ≤ C, ∀i = 1, 2, 3, ..., k
(2.3)
where
∥∥∥x(j) −∑ki=1 α(j)i φi∥∥∥2 is the reconstruction error, S(.) is the penalty to ensure spar-
sity, N is the number of data samples, λ controls the trade-off between the sparsity and the
reconstruction error and constant C (default value is 1) is used to constrain φi so that its
atoms would not reach arbitrarily high values allowing for arbitrarily low (but non-zero)
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values of α(j)i . S(.) can be the `1-norm of α
(j)
i or other forms in different applications.
2.3.3 BoW Model
The Bag-of-Words (BoW) model is initially applied in text classification. However,
in evaluations of combining the BoW model and Sparse Coding [72, 71], Sparse Cod-
ing was found empirically to outperform other coding methods on the object recognition
tasks. Thereafter, the combination of the Bag-of-Words model and Sparse Coding was
widely applied to face recognition. The BoW-based classification methods have five basic
components: base descriptor, dictionary training, feature coding, feature pooling and final
classification.
Wright et al. [179] propose Sparse Representation Classifier (SRC). SRC directly uses
the training images to form a dictionary, represents each probe image (i.e. an image that
is to be classified) as a linear combination of the training images, and optimises this linear
combination to minimise the residual. SRC is useful for dealing with local facial occlusion,
but it is mediocre at handling continuous occlusion. Therefore, numerous extensions have
been proposed, for example, Structured Sparse Error Coding (SSEC) [84], Regularised Ro-
bust Coding (RRC) [188] and Robust Kernel Representation with Statistical Local Features
(SLF-RKR) [187]. These extensions significantly enhanced the performance of SRC on
face occlusion, but they also decreased the recognition accuracy of SRC on non-occluded
data. So Huang et al. [59] proposed Kernel Extended Dictionary (KED), which combines
Kernel Discriminant Analysis (KDA) and SRC. It was shown that KED achieved impres-
sive results on both occluded data and non-occluded data while using fewer dictionary
atoms compared with other similar methods, like Extended Sparse Representation-based
Classifier (ESRC) and Superposed Sparse Representation Classifier (SSRC) [32].
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Figure 2.3: The basic structure of SNN-based representation.
2.3.4 Shallow Neural Networks
Shallow Neural network (SNN) is an important branch in face recognition, which can
be used in face representation as well as classification. Meng et al. [38] utilise PCA for
feature extraction, then employ SNN to classify the extracted feature vectors; Dong et al.
[193] use SNN directly to extract features from the original images, and then use SNN to
recognise the features obtained. The basic unit of an SNN is a ‘neurone’. SNN consists
of some interconnected nodes (or ‘neurones’) and only one or two hidden layers. A node
can affect another node if there is a connection between them, while the influence efficacy
is subject to the connection weight. The basic structure of SNN-based methods is shown
in Fig. 2.3. According to different network structures and connection weights, neural
networks can be divided into many types, such as Principal Component Neural Network
(PCNN) [67], Radial Basis Function Network (RBFN) [193] and others [96, 101, 197].
Shallow Neural network has some merits, like self-organised learning, self-adaptivity,
large scale distributed processing, fault-tolerance and non-linear classification. However,
the feature expression ability of SNN is very limited due to insufficient middle layers,
and the performance of SNN depends on a large sample size for adjusting the connection
weights, which sometimes is unavailable in the real world.
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Figure 2.4: A simple deep neural network.
2.4 Deep Learning-based Representation
In this section, we firstly introduce the origin of deep neural networks in 2.4.1, then
review the evolution of network architectures in 2.4.2 and finally discuss the widely used
loss functions in 2.4.3.
2.4.1 Deep Neural Networks
Due to the limitation of feature expression ability, shallow learning-based representa-
tion is not ideal in complex face recognition tasks. Inspired by the visual cognition sys-
tems of mammalian brains, researchers build deeper learning frameworks for representation
learning. In the 1980s, multi-layer perceptrons have been proposed. Hinton et al. [128]
proposed the Back Propagation (BP) algorithm in 1986, which greatly reduced the training
difficulties of multi-layer perceptrons. However, due to the gradient dispersion problem
of BP algorithms and the lack of computing capability and training data, the research on
multi-layer perceptrons had not made much progress. Until 2006, Hinton et al. [52] pro-
posed the concept of deep learning and the layer-wise pre-training method, which solved
the problem of gradient dispersion of deep neural networks.
Different from the shallow neural network, a deep neural network has multiple hid-
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den layers of units between the input and output layers [176]. A simple deep neural net-
work is shown in Fig. 2.4. Additional layers support the ability to compose features from
lower layers to upper layers, making the potential for modelling more complex data [176].
The most common deep network architectures include stacked networks and Convolutional
Neural Networks (CNNs) [81], where CNN-based architectures are the mainstream in face
recognition. Stacked networks are mainly divided into stacked self-encoding networks
(Stacked Autoencoder) [17] and Deep Belief Network (DBN) [52]. The main difference
between them is the deep structure, where Stacked Autoencoder uses a self-encoding net-
work and DBN uses a restricted Boltzmann machine. Deep Learning or Deep neural net-
works (DNNs) have been successfully used in many fields, especially in computer vision
[55]. A complete DNN has two essential components — network architecture and loss
function. Besides the datasets, the progress on face recognition is particularly remarkable
due largely to these two important aspects.
2.4.2 Network Architectures
Compared with other network architectures, the CNNs-based architectures showed the
best performance in face recognition over the past decade. Categorized by structure, these
architectures include backbone networks and assembled networks. A backbone network is
usually used as a whole, while an assembled network adopts backbone networks as basic
blocks to meet some specific requirements such as multiple inputs or multiple tasks.
The past decade has seen some influential backbone networks including AlexNet [74],
VGGNet [136], GoogLeNet [146], ResNet [50], SENet [56] and SKNet [83]. In 2012,
Alex, Hinton et al. [74] proposed AlexNet, which achieved the best performance in the
ImageNet Large Scale Visual Recognition Challenge 2012 (ILSVRC2012). AlexNet con-
tains five convolutional layers and three fully connected layers (FC layers). Some of the
convolutional layers are followed by max-pooling layers. AlexNet also integrates various
techniques, such as dropout, ReLU active function and data augmentation. Two years later,
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Simonyan et al. [136] proposed VGGNet. Like AlexNet, VGGNet also uses convolutional
layer, max-pooling layer, FC layers and ReLU active function to build the network. Differ-
ent from AlexNet, VGGNet has a deeper architecture (16 to 19 weight layers), which can
learn progressive non-linear mappings. In 2015, Szegedy et al. proposed GoogLeNet [146]
which introduced ’inception module’ as the basic reusable building block. The inception
module has a very sparse structure (namely, fewer connections) and is based on several
small convolutions. Hence, the inception module has far fewer parameters, allowing it to
be used to build a deeper architecture without causing over-fitting and a dramatic increase
of computational resources. With the inception module, GoogLeNet consisted of 22 lay-
ers but reduced the number of parameters from 138 million (VGGNet) to 4 million and
achieved better classification performance than VGGNet.
As the number of network layers increased, the problem of vanishing gradients became
more and more serious. To solve this problem, Kaiming et al. [50] proposed Residual Neu-
ral Network (ResNet) in 2016, which utilises skip connections (or short-cuts) to jump over
some layers, namely allowing the connections between those non-adjacent layers. Com-
pared with VGGNet, ResNet increased the depth to 152 layers and showed a lower error
rate in the ILSVRC competition. SENet [56] and SKNet [83] are presented in 2018 and
2019, respectively, which represent the current state-of-the-art. SENet proposed Squeeze
and Excitation block (SE block) while SKNet proposed Selective Kernel unit (SK unit).
Both of them can be conveniently embedded into the existing network architectures, such
as ResNet, to improve their recognition accuracy. The existing CNNs only consider extract-
ing the spacial information of images, based on which SE block also extracts the channel-
wise information by explicitly modelling interdependencies between channels. SE block
imposes a very limited increase in model complexity but produces significant performance
improvements. The neurons in the visual cortex have self-adaptive receptive field sizes.
Inspired by this, SKNet [83] allows multiple kernels to have different kernel size based
on input information. Selective Kernel (SK) unit is designed to achieve this target, where
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any given feature map is followed by multiple branches with different kernel sizes. These
branches are then fused by the softmax-attention manner which is guided by the informa-
tion in these branches. Compared with SENet, SKNet can be regarded as an enhanced
version of SENet.
Assembled networks include multi-input networks and multi-task learning networks.
The multi-input networks proposed in [85, 36, 199] take multiple cropped face patches as
the inputs and each network branch is in charge of learning the representation of a specific
facial area. The multi-input networks proposed in [167, 98, 65] take the face images of
different poses as the input, where each network branch just handles a specific pose. Multi-
task learning networks [121, 115] usually take identity recognition as the main task but
also execute other tasks, like gender recognition, expression estimation and age estimation.
The different tasks in the multi-task learning networks usually share the lower layers of
the networks to learn the basic features, then split to multiple branches to achieve different
tasks. For example, Ranjan et al. [121] propose a CNN which can simultaneously locate
landmarks, detect faces, estimate pose angles, estimate age, determine smile expression
and estimate gender. These tasks share the lower part of the network but are then assigned
to different branches to generate the task-specific outputs.
The above-mentioned network architectures are all designed by hand. Nevertheless,
designing an appropriate network architecture is a difficult and time-consuming task. In
most cases, researchers have to test all kinds of architectures to search for the proper one.
In the past few years, a lot of works have been done to automate the architecture search
process, which makes Neural Architecture Search (NAS) be one of the hot spots in the
field of Automatic Machine Learning (Auto-ML). The reinforcement learning algorithms
proposed by Zoph et al. [201] and Baker et al. [12] show that good architectures can be
found automatically, which marks the beginning of this new area. Soon after, Real et al.
[123] demonstrated that well-studied methods in neuroevolution [42] can also find good
architectures. However, all these NAS methods require massive calculation time in their
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respective calculations. Therefore, many subsequent works [122, 165] have focused on
simultaneously reducing the computational cost of the NAS method and searching for a
network structure with high classification accuracy.
2.4.3 Loss Functions
In a classification problem, a loss function represents the price paid for inaccurate pre-
diction. As a result, the goal of the learning problem is to minimise the expected loss.
In deep neural networks, a loss function plays an extremely important role. It supervises
the entire training process and provides feedback information to optimise the parameters
of the neural network. A better loss function can bring better network model and higher
training speed. With the rapid development of deep learning techniques, a number of loss
functions are proposed to improve the performance of deep neural networks on different
computer vision tasks. These loss functions fall into two categories according to their dis-
tance (or similarity) measurements: (a). Euclidean distance-based losses, and (b). Cosine
similarity-based losses.
Euclidean distance-based losses. These losses include Contrastive Loss [139], Triplet
Loss [131], Centre Loss [173] and Range Loss [196]. The main target of these methods
is offering effective supervision signals for learning discriminative features. By inputting
the positive sample pairs and negative sample pairs, Contrastive Loss tries to minimise the
Euclidean distance of the positive pairs and conversely penalise the negative pairs which
own small distances. The input of the Triplet Loss consists of a positive sample, a negative
sample and an anchor1. Triplet Loss aims at pulling together the positive-anchor pairs while
pushing apart the negative-anchor pairs. Nevertheless, how to generate the sample pairs is
quite tricky for both Contrastive Loss and Triplet Loss. Centre Loss and Range Loss added
another penalty to Softmax Loss so as to achieve joint supervision. Specifically, Centre
Loss simultaneously learns the class centres and adds a penalty based on the distances be-
1Anchor is also a positive sample, which may be initially closer to some negative samples than it is to
some positive samples.
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tween the within-class samples and the corresponding class centres. Range Loss calculates
the distance of the samples in each class and selects two samples with the maximum dis-
tance as the internal constraints. At the same time, Range Loss compares the distances of
all class centre pairs and penalises the pair with minimum distance smaller than the speci-
fied threshold. However, it is not comprehensive to only penalise one centre pair each time,
since more central pairs may have distances smaller than the specified threshold.
Cosine similarity-based losses. These losses include L-Softmax Loss [90], A-Softmax
Loss [89] and AM-Softmax Loss [160]. To transform a Euclidean distance-based loss
function to a Cosine similarity-based one, L-Softmax changes the formulation of the fi-
nal fully-connected layer (FC layer) from W Tyifi + byi to ‖Wyi‖‖fi‖cosθyi by setting the
bias byi to 0, where fi ∈ Rd is the feature vector of the ith sample belonging to the yith
class, Wyi ∈ Rd is the yith column of the weight matrix W in the final fully-connected
layer, byi is the bias term of the yith class and θyi is the angle between Wyi and fi. To
enlarge the angular margins between different classes, L-Softmax also adds multiplicative
angular constraints to cosθyi , transforming cosθyi to cos(mθyi), where m is a parameter
called angular margin. Based on L-Softmax Loss, A-Softmax applies L2 weight normal-
isation, so ‖Wyi‖‖fi‖cosθyi is simplified as ‖fi‖cosθyi . With L2 weight normalisation,
A-Softmax helps CNNs to learn features with geometrically interpretable angular margin.
The experiments in [89] demonstrate that L2 weight normalisation improves the perfor-
mance, though the improvement is very limited. AM-Softmax replaces the multiplicative
angular constraints with the additive angular constraints, namely, transforming cos(mθyi)
to cosθyi −m. AM-Softmax also applies feature normalisation and introduces the global
scaling factor s = 30, which makes ‖fi‖ = s. Hence, the training target ‖fi‖cos(mθyi) is
again simplified to s · (cosθyi −m). It is worthy to note that feature normalisation brings
advantages, including better performance and better geometrical interpretation, which are
demonstrated in [162, 120, 91, 92].
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2.5 Summary
Chapter II provided a review of the image representation methods commonly used in
face recognition in the order of method evolution. These methods include hand-crafted face
representation, shallow learning-based representation and deep learning-based representa-
tion. We have introduced the basic principle of these methods. Also, we have introduced
the characteristics of these methods. We introduced deep learning-based representation
from two aspects: the network architectures and the loss functions, as deep learning-based
representation represents the current state-of-the-art.
Traditional face representation does not require a massive amount of training data and
does not have high computing cost, which is now appropriate only for face identification
tasks targeting a limited number of individuals. With large number of individuals, deep
learning-based methods perform much better on both face identification and face verifi-
cation tasks. Traditional face representation can be further enhanced by feature fusion
techniques. The progress of deep learning-based representation is mainly due to stronger
network structure, larger face datasets and better loss functions. With consideration to
the reviewed literature, this thesis presents our contribution to traditional face representa-
tion by enhancing the performance with feature fusion, and our contribution to the deep
learning-based face representation by improving the performance with new loss functions.
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CHAPTER III
Selective Multi-descriptor Fusion for Face Identification
3.1 Introduction
Over the last two decades, face recognition has been an active field of research in com-
puter vision and pattern recognition. Face verification, one form of face recognition that is
to verify whether two images are of the same person, has achieved excellent performance
in recent years that is better than achieved by humans. According to the latest experimen-
tal results on the benchmark LFW dataset [58], the state-of-the-art methods have achieved
over 99.50% in accuracy (e.g. DeepID3 – 99.53% [140], FaceNet – 99.63% [132] and
Baidu – 99.77% [86]), which are above human performance – 97.53% [76].
Face identification, another form of face recognition, is to identify the ID of a person,
which is however still an unsolved problem. For the same methods, face identification is
usually less accurate than face verification [80]. In the case of close-set face identification
on LFW, the accuracy of DeepID3 [140] and Baidu [86] drop to 98.03% and 96.00%,
respectively. Moreover, the accuracy of Baidu drops further to 92.09% if it is an open-set
identification task on LFW [86]. Therefore, as an important branch of face recognition,
face identification is still a challenging task.
Similarly to face verification, face identification has two critical components – face
representation and face classification. The state-of-the-art methods for face representa-
tion mainly include fused descriptors [180, 170, 22] and deep learning-based methods
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[148, 141, 37]. In recent years, deep learning-based methods have shown excellent perfor-
mance; however, they usually need a large amount of data for training. By contrast, fused
descriptors are also competitive [60, 35], especially when there is limited data available.
The remainder of this chapter is organised as follows. In Section 3.2, some related
works are reviewed from three aspects – image descriptor, feature fusion method and clas-
sification method. In Section 3.3, firstly we introduce the proposed initial face represen-
tation method – MDF; then the optimisation method – DAMS is presented in detail. The
experimental results on two commonly used datasets are given in Section 3.4. Finally, we
summarise our method and the results in Section 3.5.
3.2 Related Work
In the field of computer vision, an image descriptor is the description of the visual
features in an image or video [175]. These visual features can be shape, colour, texture,
movement or other abstract features. Among a variety of image descriptors, Local Bi-
nary Patterns (LBP) [9, 118, 69] is a popular choice and has been studied extensively in
the face recognition literature. LBP represents images on the basis of the grey-value dif-
ferences between neighbouring pixels, which is quite effective in face identification and
robust to illumination variance. Some further image descriptors have been proposed in re-
cent years, including Chain Code-based Local Descriptor (CCBLD) [66], Discriminative
Embedding Method based on the Image-to-Class Distance (I2CDDE) [198], Quaternionic
Local Ranking Binary Pattern (QLRBP) [78] and Feature Descriptor using Entropy Rate
(FDER) [185]. Different from LBP, which is created based on fixed sampling points in a
rectangular or circular region, CCBLD builds a chain by repeatedly searching the maxi-
mum or the minimum neighbour around the current position. As a fully supervised local
descriptor learning algorithm, I2CDDE tries to learn compact but highly discriminative
local feature descriptors based on the image-to-class distances. QLRBP combines Quater-
nionic Ranking and LBP, and proposes a new quaternionic ranking function to determine
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the order of two colour pixels. Different from the above-mentioned descriptors, FDER uses
a graph structure to describe the image patches generated by the nonsubsampled Contourlet
transform, and applies the entropy rate of random walks on the graph to build the final de-
scriptor. In summary, different descriptors manifest in various forms, but all of them are
targeted at obtaining highly-discriminative features and invariant features.
In addition, as an assistive technique, feature fusion can alleviate the unreliability
brought about by using a single set of features and can introduce additional discriminant
information. Feature fusion for image representation can be done at different levels by fus-
ing either the same type of descriptors or different types of descriptors [97]. When image
descriptors are combined with a feature fusion technique, they form the so-called fused
descriptors. In [106], Nikan et al. proposed a method using feature fusion at the decision
level. It divides each facial image into M ∗N blocks, then uses Local Phase Quantisation
(LPQ) and Multiscale LBP for feature extraction. In [44], Gao et al. fused local features
and global features extracted by Gabor Wavelet Transforms (GWT) and Discrete Cosine
Transforms (DCT). These features are fused through a weighted sum at the feature level.
Instead of fusing features from different image descriptors, Wei et al. [170] fused features
from the same LBP image descriptors obtained with different parameters. The base value
in computing an LBP pattern is changed from the intensity of a pixel to the mean intensity
of a neighbourhood of the pixel, thus the resulting LBP pattern is less sensitive to noise.
Multiple LBP feature vectors are constructed at different spatial scales and combined into
a weighted distance function. However, the identification accuracies using such represen-
tation methods are usually not the state-of-the-art, due possibly to the lack of sufficient dis-
criminant information in those descriptors. To enhance the discriminative ability of fused
descriptors, Dual-Cross Patterns (DCP) [35] is applied as the basic encoder which aims
to maximise the joint Shannon entropy; moreover, we proposed a method called Multi-
descriptor Fusion (MDF) to generate the hyper-high dimensional descriptor features. After
that, we try to find a strong and robust classifier for fully utilising the power of MDF.
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In face classification, classification methods include C4.5 [127], Sparse Representation
Classifier (SRC) [179], k-Nearest Neighbour classifier (kNN) [171], Support Vector Ma-
chine (SVM) [51], Neural Network (NN) [79], and Naive Bayes [133], among which SRC
is a popular choice. SRC works by representing each probe image (i.e. an image that is to
be classified) as a linear combination of gallery image samples and optimising the linear
combination to minimise the residual. SRC is good for dealing with local facial occlusion
(such as random pixel corruption), but it is poor at handling continuous occlusion (due to
artefacts such as a hat and sunglasses). Therefore, numerous extensions have been pro-
posed, for example, structured sparse error coding (SSEC) [84], regularised robust coding
(RRC) [188], and robust kernel representation with statistical local features (SLF-RKR)
[187]. These extensions significantly enhance the robustness of SRC to face occlusion, but
they may overfit the occluded training images and decrease the recognition accuracy of
SRC on non-occluded data [59]. So Huang et al. [59] proposed Kernel Extended Dictio-
nary (KED), which combines Kernel Discriminant Analysis (KDA) and SRC. It has been
shown that KED achieves impressive results on both occluded data and non-occluded data,
while using fewer dictionary atoms compared with similar methods like Extended Sparse
Representation-based Classifier (ESRC) [31] and Superposed Sparse Representation Clas-
sifier (SSRC) [32]. Due to the excellent performance of KED, if not specified, we take
KED as the default classifier for the proposed MDF.
To reduce the memory and computational costs of MDF, we also propose a novel op-
timisation method called Discriminant Ability-based Multi-descriptor Selection (DAMS),
which aims to find a specific number of descriptors from the entire descriptor set while
maximising the discriminant ability. The new face representation, which is refined by
DAMS, is called Selective Multi-descriptor Fusion (SMDF).
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3.3 Selective Multi-descriptor Fusion
3.3.1 Initial Feature Extraction
In this section, the implementation details of MDF are described. As illustrated in
Fig. 3.1, MDF consists of four parts. In part one, the Supervised Descent Method (SDM)
proposed by Xiong at el. [183] is introduced for landmark location. Xiong at el. trained
their landmark detector with 66 landmarks on MPIE [47] and LFW-a&c [130] datasets, but
only evaluated their landmark detector with 49 of the 66 landmarks on RU-FACS dataset
[14], as RU-FACS dataset only provides the ground truths of 49 landmarks. To have a
reliable operation, we only use these 49 landmarks. Alternatively, it may also be possible to
use a subset of the 49 landmarks. However, at the first stage of our method – initial feature
extraction, the control of dimensionality is not our concern. Our top priority at this stage
is to generate enough features that contain as much discriminative information as possible.
Feature selection will be done at the next stage to reduce the dimensionality. Besides,
these 49 landmarks lie in the areas of the eyes, nose, mouth, and eyebrows. These areas
contain very rich features. From our experience, the locations of all these 49 landmarks are
important in a facial portion. Neglecting any of these 49 landmarks may lead to a decrease
in recognition accuracy. Considering the reasons above, we use all the 49 landmarks. For
each face image, the 49 landmarks are located as shown in Fig. 3.2(a). Being a state-of-the-
art method, SDM has very reliable performance on landmark location, which lays a good
foundation for subsequent feature extraction.
In part two, DCP [35] is applied to extract the global features for all face images. For
each pixel O, Dual-cross encoder is used to obtain the value of each sampling point around
it, as illustrated in Fig. 3.3. Dual-cross encoder [35] includes two types of patterns, namely,
DCP1 and DCP2. Around each pixel, there are a total of 8 sampling points distributed
on two circles. The radii of these two circles are denoted by rin and rex, respectively.
Before the global feature extraction, each image is divided into multiple blocks (see P2
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Figure 3.1: The pipeline of the proposed methods, which can be divided into three stages:
initial feature extraction, descriptor selection and classification. It is worth not-
ing that MDF includes P1, P2, P3 and P5, DAMS refers only to P4, while
SMDF consists of P1 to P5.
of Fig. 3.1), which introduces two parameters – block number of each row (BNR) and
block number of each column (BNC). In order to obtain sufficient global DCP features, we
adjust the four variables BNR, BNC, rin and rex. Then the corresponding DCP histogram
is calculated for each block; the DCP histograms under the same variable combination
are concatenated to form one large feature histogram. In this way, we generate 16 large
feature histograms1 as the global features for each face image. Here, choosing 16 global
descriptors is mainly due to two aspects. Firstly, the combination of the global descriptors
and the local descriptors requires that their total dimensionalities should be of the same
order of magnitude. Ample evidence shows that only in this way can the combination be
effective [150, 35, 41, 135]. Secondly, the server we use to run the experiments has a
memory of 24GB, and the maximum memory usage of MDF is 22GB after applying 16
1Here the DCP histogram under a certain variable combination is denoted by
DCP (BNR,BNC, rin, rex). In our method, we extract the following DCP histograms for each face
image: DCP(6, 5, 2, 3), DCP(6, 5, 3, 4), DCP(6, 5, 4, 5), DCP(6, 5, 5, 6), DCP(5, 4, 2, 3), DCP(5, 4, 3, 4),
DCP(5, 4, 4, 5), DCP(5, 4, 5, 6), DCP(4, 4, 2, 3), DCP(4, 4, 3, 4), DCP(4, 4, 4, 5), DCP(4, 4, 5, 6), DCP(3,
2, 2, 3), DCP(3, 2, 3, 4), DCP(3, 2, 4, 5) and DCP(3, 2, 5, 6). So we get 16 DCP histograms in all for each
face image. Please note that we did not carefully tune these four parameters. According to our experience,
the setting of these four parameters will not significantly influence performance.
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Figure 3.2: (a) Landmarks located by SDM. (b) Landmark-based local features.
global descriptors. We choose to maximise the usage of memory and generate as many
global descriptors as possible so as to obtain more discriminative features. For the two
reasons above, we finally choose to use 16 global descriptors.
In part three, the extraction process of the landmark-based local features is described.
As illustrated in Fig. 3.2(a), 49 landmarks are located for each face image. Centred on each
landmark, we define a square patch which is divided into N ∗ N non-overlapping blocks
as shown in Fig. 3.2(b), where N = 2 in Fig. 3.2(b). One DCP histogram is calculated
for each block. Hence, N ∗ N DCP histograms are calculated for each landmark. All
these N ∗N DCP histograms are concatenated to build a large histogram as the local DCP
features corresponding to this landmark point. From landmark 1 to landmark 49, a total of
49 large DCP histograms are extracted for one face image. Benefiting from the maturity of
facial landmark location techniques in recent years, the local features extracted in this part
are robust to pose variance, expression variance and distance variance.
In part four, which is P5 in Fig. 3.1 (here, we skip P4 in Fig. 3.1, as P4 is an optional
module and will be described in the next subsection), all the DCP histograms extracted in
part two and part three are fused together by concatenation, and then input into classifiers
for further processing. If KED is chosen, the whole dataset will be grouped into three sets,
namely, training set, gallery set and testing set. Firstly, the training set is used to obtain
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Figure 3.3: Dual-cross encoder [35] has two types of patterns – DCP1 and DCP2. Each
pattern has eight sampling points distributed on two circles, where rin and rex
are the radii of the inner and exterior circles, respectively.
the s − 1 projections by Kernel Discriminant Analysis (KDA), where s is the number of
subjects (namely the number of classes). After that, the normal frontal face images and the
occluded face images in the training set are applied to learn p kernel principal components
which are called the occlusion model in KED. Here, p is set with the default value ten in the
code exposed by the authors of KED. Please note that the subjects in the training set cannot
exist in the gallery set, as the training set is used only for learning the KDA projections
and the occlusion model. Then all gallery samples and occlusion model are projected by
KDA projections to get the basic dictionary and extended dictionary, respectively. Finally,
we use the sparse representation classifier to classify each probe image in the testing set by
minimising the reconstruction residual. For more details of KED, please refer to [59].
3.3.2 Descriptor Selection
The excellent performance of MFD will be demonstrated in Section 3.4. However, it has
a noticeable problem – high dimensionality, which consequently leads to high memory cost
and high computational cost. Therefore, in this section, we propose a novel optimisation
method called Discriminant Ability-based Multi-descriptor Selection (DAMS) to reduce
the dimensionality of the feature set. The first issue that needs to be addressed is the
manner of evaluating the discriminant ability. As we use Kernel Discriminant Analysis
in post-processing, keeping the descriptors that can maximise the discriminant ability is a
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reasonable choice. In Discriminant Analysis-based methods, the Fisher objective function
is commonly used [15, 190, 25]. Thus the following Fisher objective function is initially





where Sw and Sb are the within-class scatter matrix and the between-class scatter matrix,
respectively.
By maximising J(W ), a projective matrix W ∗ can be found, that is:
W ∗ = arg max
W
J(W ). (3.2)
It can be demonstrated that [143]:
J(W ∗) = |eigV | , (3.3)
where eigV denotes the eigenvalue matrix of S−1w Sb(n), which has the form:
eigV =

λ1 0 · · · 0
0 λ2 · · · 0
...
... . . .
...
0 0 · · · λn

, (3.4)
where λ1, λ2, ..., λn denote the eigenvalues of S−1w Sb(n).
Based on the settings above, DAMS (Algorithm 1) is designed to select n descriptors
from the initial 65 descriptors (16 global descriptors and 49 local descriptors) according
to the discriminant ability of each descriptor subset. In DAMS, we formulate an objec-
tive function called DA (Discriminant Ability) according to the specific situation in the
experiments. As shown by Eq.3.5, DA is a variant of J(W ∗), where CFD is the Current
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Algorithm 1 Select n (n < 65) descriptors from the whole 65 descriptors according to the
discriminative ability of each descriptor subset.
Input: Feature matrix M, where M is a i ∗ j matrix, which includes i samples and each
sample has j features generated by 65 descriptors. Class label vector L, a i dimen-
sional vector, which consists of the class labels of the i samples.
Output: Index of the selected n descriptors.
1: Compute matrix Sw(65) and matrix Sb(65) based on all 65 descriptors.
2: Randomly select n descriptors from 65 descriptors, D = (d1, d2, ..., dn).
3: Generate Sw(n) and Sb(n) from Sw(65) and Sb(65).
4: Compute DA based on Sw(n) and Sb(n).
5: for k = 1 to 30 do
6: %Iterate for 30 times.
7: for m = 1 to n do
8: %Process d1, d2, . . . , dn in sequence.
9: for 1 to (65-n) do
10: %Traverse all the other (65-n) descriptors.
11: Replace dm with the next one of the other (65-n) descriptors.
12: Generate Sw(n) and Sb(n) from Sw(65) and Sb(65).
13: Compute DA′ based on Sw(n) and Sb(n).
14: if DA′ > DA then
15: DA = DA′
16: Update the index of selected descriptors.
17: else
18: if random(0, 1) < (10−(DA−DA′)∗k1.5 − 0.5) then
19: %Accept a worse DA at a certain probability.
20: DA = DA′





26: if k > 20 and DA doesn’t change then
27: return The index of selected descriptors.
28: end if
29: end for
30: return The index of selected descriptors.
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Feature Dimension, n is the number of descriptors in the objective subset, and 150 is the










(|CFD − 150 ∗ n| /100)2 + 1
. (3.6)
For the numerator of DA, we extract the cube roots of all the diagonal elements of eigV as
the range of |eigV | is wide and mostly beyond the range of the double-precision data type.
Then the lg of
∣∣ 3√eigV ∣∣ is calculated to make the numerator and denominator have the same
order of magnitude. For the denominator, (|CFD − 150 ∗ n| /100)2 is the penalty factor
to balance the selection bias, as the sizes of different descriptor features are different from
each other. Without this penalty factor, DA will tend to choose the descriptors that gener-
ate high-dimensional features because high-dimensional features usually have the stronger
discriminant ability, which goes against our original intention – dimensionality reduction.
To accelerate the penalty growth and make the numerator and denominator have the same
order of magnitude, |CFD − 150 ∗ n| is divided by 100 and squared. From this penalty
factor, it can be seen that the farther CFD deviates from 150 ∗ n the greater the denomina-
tor and the smaller DA. When CFD equals 150 ∗ n, the denominator degenerates to 1 and
the penalty factor loses its efficacy.
Similar to the simulated annealing algorithm, DAMS also chooses a worse DA with
a certain probability, which can help DAMS to escape from a local optimum. The escape
probability used in DAMS is computed as:
P (DA, k) = 10−(DA−DA
′)∗k1.5 − 0.5, (3.7)
where DA and DA′ denote the discriminant abilities obtained at different stages, and k is
the current number of iterations. As k increases, P (DA, k) becomes smaller. When DA =
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DA′, P (DA, k) equals 0.5, which indicates that DA and DA′ have the same probability of
being accepted.
To accelerate the running of DAMS, two measures are taken. Firstly, the features ex-
tracted by each descriptor are processed by PCA to keep 60% of the principal component
variances. Secondly, a novel method is presented for accelerating the computing of Sw(n)
and Sb(n), where Sw(n) and Sb(n) are the within-class scatter matrix and between-class
scatter matrix based on the selected n descriptors, respectively. In DAMS, most of the time
is spent on computing |eigV |, where the majority of work is calculating Sw(n) and Sb(n)
repeatedly. The new idea is to calculate Sw(65) and Sb(65) just for one time. After that, all
the Sw(n) and Sb(n) (1 ≤ n ≤ 65) are generated directly from Sw(65) and Sb(65).










(x− µj)(x− µj)T , (3.9)
where s is the class number, Nj(j = 1, 2, · · · , s) is the instance number of the jth class,
µj(j = 1, 2, · · · , s) is the mean vector of the jth class, and Xj(j = 1, 2, · · · , s) is the
instance set of the jth class.




2 · · · aT65
]T
, where µ is the mean vector of all instances and a1, a2,
· · · , a65 are the feature segments that correspond to the descriptor 1 to 65, respectively.
We note that a1, a2, · · · , a65 are all column vectors and that they may have different sizes.
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2 · · · A65AT65

(3.12)
It can be seen from (3.12) that any Sb(n) can be generated from Sb(65) by simply
deleting the columns and rows that contain the corresponding descriptors in Sb(65) but
out of Sb(n). For example, Sb(6) involves descriptor 3 to descriptor 8, and so it can be
generated by deleting the columns and rows that contain the descriptors 1, 2, 9, 10, ..., 65.












4 · · · A4AT8
...






4 · · · A8AT8

(3.13)
It is worth mentioning that by experiment we found that DAMS spent 92.8% of the time
(n = 10) in calculating Sw(n) and Sb(n) before we use the trick of block matrix operation.
Thus this trick is essential in making DAMS feasible.
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Figure 3.4: Examples from the CAS-PEAL-R1 dataset.
3.4 Experiments
3.4.1 Results on the CAS-PEAL-R1 Dataset
In this section, the performance of MDF and SMDF is evaluated on the CAS-PEAL-
R1 dataset [43]. The CAS-PEAL-R1 dataset is constructed by the Chinese Academy of
Sciences and contains 99,594 images from 1040 subjects (including 595 males and 445 fe-
males). In our experiments, we use the following subsets: ‘Normal’, ‘Expression’, ‘Light-
ing’, ‘Accessory’, ‘Background’, ‘Distance’ and ‘Aging’, which contain face images from
1040 subjects in total. Some examples from the CAS-PEAL-R1 dataset are shown in Fig.
3.4.
Following the standard experimental protocol [43], we use the whole ‘Normal’ subset
as the gallery set; it consists of 1040 images from 1040 subjects (one sample per person).
For the training set, we randomly select 400 images (100 subjects, four samples per person)
from the ‘Expression’ subset, 800 images (200 subjects, four samples per person) from the
‘Lighting’ subset, 80 images (20 subjects, four samples per person) from the ‘Accessory’
subset; and for those subjects who appear in the above-mentioned images, we also add their
images in the ‘Normal’ subset into the training set. Excluding the face images used in the
training set, the rest of the ‘Expression’, ‘Lighting’, ‘Accessory’, ‘Background’, ‘Distance’
and ‘Aging’ subsets are used to create six probe sets respectively. The face portion of each
image is cropped out and normalised to the size of 120*100 pixels. In order to ensure the
veracity and reliability of our experimental results, each experiment is repeated ten times.
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Here the parameter – number of descriptors is set to six in SMDF, as six descriptors are
already sufficient to achieve a good result.
Comparison with SRC-based Methods. KED is an SRC-based method. To demon-
strate the effectiveness of combining MDF/SMDF(6) with KED, we compare MDF/S-
MDF(6)+KED with other SRC-based methods, including SRC [179], ESRC [31], KDA+SRC,
KDA+ESRC and KED [59]. For initial features, we use the same Multiscale LBP (MLBP)
features as in [59] so as to maximise the performance of these baseline methods. Table 3.1
shows the results of different methods on three subsets. According to the results, we can
observe the following:
1) All methods perform well on the Expression probe set. This is because SRC-based
methods are robust to local variances such as expression and local occlusion [59].
2) MDF+KED and SMDF+KED significantly outperform other methods on the Ac-
cessory probe set; KED performs better than other methods, but it is inferior to
MDF+KED and SMDF+KED. The Accessory probe set contains a large number
of cases of contiguous occlusion. SRC, ESRC, KDA+SRC and KDA+ESRC fail to
handle these contiguous occlusions, so they perform poorly on this probe set.
3) All methods perform relatively poorly on the Lighting probe set, but MDF+KED
and SMDF+KED are still better than other SRC-based methods by at least 2.4% and
1.7%, respectively. In this case, even though the standard deviation of MDF+KED
reaches 1.6, it is still acceptable.
Comparison with Other Descriptors. We also compare the proposed method with other
descriptor-based methods. They are LBP [9], LTP [151], LPQ [10], POEM [157], Local
Gabor XOR Patterns (LGXP) [180], Multiscale LBP [110], Multiscale tLBP (MsTLBP)
[153], Multiscale dLBP (MsDLBP) [153] and DCP [35]. To maximise the performance of
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Table 3.1: Comparison with SRC-based methods on Accessory, Lighting and Expression
subsets of the CAS-PEAL-R1 dataset.
Method
Mean Accuracy (%) ± std. dev.
Accessory Lighting Expression
MLBP+SRC 72.9±0.6 17.3±0.7 98.2±0.4
MLBP+ESRC 87.1±1.0 82.1±0.4 99.7±0.1
MLBP+KDA+SRC 80.8±1.9 82.7±0.6 99.7±0.1
MLBP+KDA+ESRC 80.9±1.9 83.0±0.6 99.7±0.1
MLBP+KED 91.0±0.6 83.1±0.5 99.7±0.1
MDF+KED* 97.5±0.3 85.5±1.6 99.7±0.1
SMDF(6)+KED* 95.2±0.5 85.0±1.3 99.4±0.2
these baseline descriptors, we carefully choose the parameters and the distance functions
(chi-squared or histogram intersection) for each of them. The final results are reported
in Table 3.2 with the parameters and distance functions that can maximise the average
accuracy on all subsets. According to the results, we can observe the following:
1) MDF+KED has the best identification rates on all six probe sets, which demonstrates
the superiority of the proposed method.
2) MDF+KED and SMDF+KED perform much better than DCP, which demonstrates
the effectiveness of the fused descriptor features extracted by MDF and SMDF.
3) The results on the Lighting and Distance probe sets indicate that the baseline meth-
ods misclassify a large proportion of the probe images on these two probe sets. An
explanation is that the images from these two probe sets are significantly overlapped
in the feature space, and the baseline methods have insufficient features that have
strong discriminant ability.
Comparison with the State-of-the-art Methods. Finally, we compare the proposed
MDF+KED and SMDF+KED with the state-of-the-art methods, including SSEC [84],
RRC [188], SLF-RKR [187], MOST [124], KED and DCP. For the parameters of SSEC,
they are set as in [84]: λE = 2, λV = 0, κ = 0.3, and T = 5. For the parameters of RRC,
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Table 3.2: Comparison with other descriptors on six subsets of the CAS-PEAL-R1 dataset.
Method
Mean Recognition Accuracy (%)
Accessory Lighting Expression Time Background Distance
LBP [9] 91.82 46.90 94.27 100.00 99.46 44.60
LTP [151] 91.77 47.17 94.39 100.00 99.46 44.68
LPQ [10] 92.39 57.16 93.95 100.00 99.28 44.76
POEM [157] 92.39 54.66 95.54 100.00 99.46 42.52
LGXP [180] 91.33 63.26 94.97 100.00 99.28 22.91
MsLBP [110] 92.04 47.75 95.16 100.00 99.46 44.88
MsTLBP[153] 92.74 48.06 95.41 100.00 99.46 45.48
MsDLBP [153] 90.63 48.11 92.42 100.00 99.28 37.03
DCP [35] 92.82 50.25 96.11 100.00 99.10 51.30
MDF+KED* 97.47 85.49 99.67 100.00 99.94 100.00
SMDF(6)+KED* 95.66 85.09 99.73 100.00 99.39 100.00
Table 3.3: Comparison with state-of-the-art methods on six subsets of the CAS-PEAL-R1
dataset.
Method Source
Mean Recognition Accuracy (%)
Accessory Lighting Expression Time Background Distance
SSEC [84] TIP13’ 66.6 17.4 74.5 51.9 66.8 84.2
RRC [188] TIP13’ 84.2 29.3 94.0 96.7 95.6 97.9
SLF-RKR [187] TNNLS13’ 90.9 28.8 99.6 98.5 99.9 99.7
MOST [124] TIP14’ 80.4 82.4 98.2 97.9 99.0 99.8
KED [59] TNNLS16’ 91.0 83.1 99.7 99.7 99.9 99.9
DCP [35] TPAMI16’ 92.8 50.3 96.1 100.0 99.1 51.3
MDF+KED* N/A 97.5 85.5 99.7 100.0 99.9 100.0
SMDF(6)+KED* N/A 95.7 85.1 99.7 100.0 99.4 100.0
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Figure 3.5: Examples from the LFW dataset.
we followed the settings of [188]: µ = (ς/δ), ς = 8, and τ = 0.8. For SLF-RKR, we set
S = 0, P0 = 5, and Q0 = 4 as presented in [187]. For the settings of KED and DCP, we
followed [59] and [35], respectively. The comparative results are shown in Table 3.3, from
which we can observe the following:
1) Compared with the state-of-the-art methods, MDF+KED and SMDF+KED still have
the best identification rates on all six probe sets, which again demonstrates the good
performance of the proposed methods.
2) Most methods perform well on Expression, Time and Background probe sets. How-
ever, they perform poorly on the Accessory probe set. MDF+KED achieves a better
result on the Accessory probe set than other methods.
3) DCP has good performance on Accessory, Expression, Time and Background probe
sets, but cannot cope well with the Lighting and Distance probe sets. KED has
excellent results on all six probe sets except the Accessory probe set.
3.4.2 Results on the LFW Dataset
The LFW dataset [58] consists of more than 13,000 facial images of 5,749 subjects
downloaded from the web, and has been created for research on unconstrained face recog-
nition. The facial images in the LFW dataset have dramatic variations of illumination,
occlusion, pose and expression; the only constraint is that all these faces were captured by
the Viola-Jones face detector. Currently, there are four different versions of LFW, includ-
ing the original version and three different types of ”aligned” versions. In the following
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WST Fusion[149] CVPR15’ 82.5
DeepID2+[142] CVPR15’ 95.0
experiment we use the version called “LFW-a”. Some original facial images from the LWF
dataset are shown in Fig. 3.5. As preprocessing, all the images in LFW-a are normalised to
120*100 pixels and processed by affine transform based on three fiducial marks (left eye
centre, right eye centre and mouth centre) obtained by the SDM algorithm. We use the
mean value of landmarks 20 to 25 to get the position of the left eye centre, use the mean
value of landmarks 26 to 31 to get the position of the right eye centre, and use the mean
value of landmarks 32, 38 and 44 to 49 to get the position of the mouth centre (see Fig 3.2).
With the affine transform, all the face images are aligned with the left eye centre, right eye
centre and mouth centre mapped to (29, 42), (75, 42) and (53, 96), respectively.
To demonstrate the effectiveness of MDF and SMDF, we compare the proposed meth-
ods with PCA600 (reduce to 600 dimensions by PCA), KDA+1NN, KDA+SRC and KED.
Different from the settings used on the CAS-PEAL-R1 dataset, the Cosine KNN classifier
is used for the proposed MDF and SMDF in this section. We explored a number of classi-
fiers and Cosine KNN shows the best performance in this case. Following the experimental
protocol in [59] and [187], a subset of LFW is used in the experiments, which contains
5425 images of 311 subjects with no fewer than six samples per subject. The parameters of
these methods are the same as the settings in Subsection 3.4.1. To avoid overfitting, 5-fold
cross-validation is applied to all of the above methods.
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Additionally, we also include comparable results on the same data by deep learning-
based methods – COTS-s1 [18], COTS-s1+s4 [18], WST Fusion [149], DeepFace [148],
and DeepID2+ [142]. Worthy of noting is that DeepFace and DeepID2+ are two repre-
sentative deep learning-based methods for face recognition. The experimental results of
different methods are presented in Table 3.4, arranged into two categories, according to
the experimental routine of LFW, namely the methods with outside training data2 and the
methods without outside training data.
1) Most methods do not achieve good results on the LFW dataset because of its uncon-
strained and dramatic variations.
2) MDF and SMDF significantly outperform the other methods without outside data,
while the identification accuracy of MDF is slightly higher than SMDF.
3) Compared with deep learning-based methods, MDF and SMDF are still competitive.
From the perspective of identification accuracy, MDF and SMDF are better than
DeepFace and WST Fusion, but a little worse than DeepID2+.
3.4.3 Stability and Runtime Evaluation
In this section, the stability of DAMS and the runtimes of the proposed methods are dis-
cussed. Firstly, we explore the relationship between identification accuracy and the number
of descriptors. The number of descriptors is an important parameter in DAMS, which de-
termines the number of target descriptors, leading to different initial feature dimension and
different identification accuracy. Therefore, the following experiments were conducted on
the CAS-PEAL-R1 and LFW datasets based on the same experimental settings in Section
3.4.1 and Section 3.4.2. In this process, we run DAMS for five times based on different
numbers of descriptors and select the descriptor subsets that can maximise the objective
2In LFW dataset, “outside training data” is defined as the data that is not part of LFW [57]. As the outside
training data can have a significant impact on experiments, researchers are asked to be specific about whether
or what type of outside training data was used to ensure a fair comparison of different methods on LFW [57].
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function. As shown in Fig. 3.6, the identification accuracies on LFW and most subsets of
CAS-PEAL-R1 vary little as the number of descriptors changes from 6 to 14. However, the
accuracies on Accessory and Lighting subsets show a slow downward trend. A reasonable
explanation is that the proposed objective function – DA specifies the number of descrip-
tors, but it does not specify the target dimension (it only uses a penalty factor to balance
the selection bias). Whereas global descriptors have higher dimensions than the local de-
scriptors, they are more helpful in enhancing the value of DA. So DAMS tends to choose
more global descriptors rather than local descriptors as the number of descriptors increases.
However, local features can cope better with the Accessory and Lighting subsets, which in-
clude different types of occlusion and illumination variations. In summary, the number of
descriptors is not a sensitive parameter, but it is worth selecting a value carefully when
handling some specific situations like occlusion and illumination variations.
(a) Acc. VS number of descriptors on CAS-PEAL-R1 (b) Acc. VS number of descriptors on LFW
Figure 3.6: The relationship between identification accuracy and the number of descriptors
on CAS-PEAL-R1 and LFW dataset.
Using a single thread with 3.47GHz CPU (Intel Xeon X5690), we conducted exper-
iments on the LFW dataset and recorded the runtime and relevant details of the pro-
posed methods and some other methods we implemented. Results are shown in Table 3.5.
PCA600, KDA+1NN, KDA+SRC and KED have lower requirement on memory usage
and runtime on training and classification, but they have much lower recognition accura-
cies. For example their recognition accuracies are all lower than 90%, while the proposed
MDF and SMDF have accuracies of 94.3% and 91.6%, respectively. Compared with MDF,
47












PCA600 17,110 0.7h 8ms 2.6GB 56.9%
KDA+1NN 17,110 0.9h 21ms 2.3GB 40.0%
KDA+SRC 17,110 0.9h 20ms 2.3GB 89.2%
KED 17,110 1h 20ms 2.4GB 89.2%
MDF 247,808 11.1 h 187ms 22.0GB 94.3%
SMDF(14) 51,200 2.7 h 40ms 6.0GB 91.6%
SMDF(8) 52,224 2.7 h 41 ms 6.2GB 91.5%
SMDF(6) 53,248 2.7 h 41ms 6.3GB 91.2%
SMDF has a much smaller feature set, which is only approximately one-fifth of the fea-
ture set of MDF. The reduction in feature dimension leads to lower computational cost and
memory cost. The training time decreases from 11.1 hours to 2.7 hours, while the classi-
fication time drops from 187 milliseconds to 40 milliseconds. Another important change
is in the maximum memory cost, which is reduced to only approximately 6 GB in SMDF
from the 22 GB in MDF. This enables a typical modern computer with 8 GB memory to run
the proposed face identification algorithm. As a compromise, we lose 2.9%±0.2% accu-
racy, but even so, the performance of SMDF is still better than many of the state-of-the-art
methods, as illustrated in Table 3.4.
3.5 Summary
To fully utilise the discriminant information and improve the discriminative ability of
features, in this chapter we proposed a high-performance face image representation method
– MDF, by which we achieved higher identification accuracy than the state-of-the-art meth-
ods. Further still, we propose a novel optimisation method, DAMS, which reduces the com-
putational cost and the memory cost of MDF. Compared with MDF, the DAMS-optimised
face representation, SMDF, has a much smaller feature dimension, resulting in a much
lower configuration requirement. However, SMDF still achieves excellent performance
compared with other state-of-the-art methods.
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CHAPTER IV
Euclidean Distance-based Losses in Deep Face Recognition
This chapter describes our research on Euclidean distance-based loss functions for deep
face recognition. Firstly, we introduce our research motivation about this chapter. Then,
we propose two Euclidean distance-based loss functions for deep face recognition. The
next chapter focuses on Cosine similarity-based loss.
4.1 Motivation
The quantity and quality of the face datasets used for training directly influence the
performance of a deep neural network in face recognition. Currently, there are a few large-
scale face datasets that are publicly available, for example, MS-Celeb-1M [48], VGGFace2
[21], MegaFace [68] and CASIA WebFace [191]. As shown in Table 4.1, CASIA WebFace
consists of 0.5M face images; VGGFace2 contains 3M face images in total but only from
9K identities; MS-Celeb-1M and MegaFace both contain more images and more identities,
and thus should have greater potential for training a better DNN model. However, both
MS-Celeb-1M and MegaFace have the problem of long-tailed distribution [196], which
means that a minority of people own a majority of the face images and a large number of
people have very few face images. Using datasets with long-tailed distribution, the trained
model tends to overfit the classes with rich samples, thus weakening the generalisation
ability on the long-tailed portion [196]. Specifically, the classes with rich samples tend
49
Table 4.1: Statistics for recent public available large-scale face datasets.
MS-Celeb-1M VGGFace2 MegaFace CASIA
#Identities 100K 9K 672K 11K
#Images 10M 3M 5M 0.5M
Avg per Person 105 323 7 47
to have a relatively large margin between their class centres; conversely, the classes with
limited samples tend to have a relatively small margin between their class centres as they
occupy only a small region in space and are thus easily compressed. This margin bias
problem is due to the long-tailed class distribution, which leads to a performance drop for
face recognition [196].
Besides the training set and its class distribution, another important factor affecting per-
formance is the loss function, which directs the network to optimise its weights during the
training process. The current best-performing loss functions can be divided into two types:
the loss functions based on Euclidean distance and the loss functions based on Cosine
similarity. This chapter focuses on Euclidean distance-based loss and presents Minkowski
Distance-based Centre Loss (MC Loss) and Minimum Margin Loss (MML).
4.2 A Minkowski Distance-based Method for Deep Face Recognition
In this section, a new supervision signal is proposed to improve the Centre Loss. The
new supervision signal is called Minkowski Distance-based Centre Loss (MC Loss), which
replaces the distance measurement: the Squared Euclidean distance is replaced by the
Minkowski distance. In this way, we strengthen the impact of the samples on the class
edge while weakening the impact of the samples around the centre. With the joint supervi-
sion of Softmax Loss and MC Loss, we can obtain deep features with high discriminative
power. Experiments are conducted on two benchmark datasets – Labeled Faces in the Wild
(LFW) [58] and YouTube Faces (YTF) [178]. Experimental results show that the proposed
method achieves higher verification accuracy than the Softmax Loss and the Softmax Loss
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+ Centre Loss, and also achieves competitive results compared with the state-of-the-art
methods.
4.2.1 Softmax Loss and Centre Loss
As the proposed MC Loss is used along with Softmax Loss and is based on Centre Loss,
this section briefly introduces Softmax Loss and Centre Loss. Softmax Loss is the most















where N is the batch size, K is the class number of a batch, fi ∈ Rd denotes the feature of
the ith sample belonging to the yith class, Wj ∈ Rd denotes the jth column of the weight
matrix W in the final fully connected layer and bj is the bias term of the jth class. In
information theory, the cross entropy between two discrete probability distributions p and
q with the same support X is defined as follows:
H(p, q) = −
∑
x∈X
p(x) log q(x) (4.2)
where q is the estimated probability distribution and p is the true distribution. In the case








Eq(4.1) and Eq(4.2), we can see that Softmax Loss is essentially the average cross-entropy
between the predicted label and the true label. Cross entropy quantifies the difference
between two probability distributions which means Softmax Loss aims at minimising the
difference between the predicted label and the true label, namely, Softmax Loss focuses
only on the correctness of classification. In other words, Softmax Loss aims at separating
the samples of different classes instead of learning discriminative features and enlarging
the margin between neighbour classes. Such an aim is appropriate for the closed-set tasks,
like most application scenarios of object recognition and behaviour recognition. But the
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application scenarios of face recognition are open-set tasks in most cases, and therefore the
discriminative power of the features is extremely important for a face recognition system.
To enhance the discriminative power of the features learned by Softmax Loss, Wen et al.







||fi − cyi ||22 (4.3)
where cyi denotes the class centre of the yith class. Centre Loss penalises all the Squared
Euclidean distances between the class centres and within-class samples, and supervises the
training process together with the Softmax Loss:

















||fi − cyi ||22 (4.5)
where λ is the hyper-parameter for balancing the two loss functions. With this joint su-
pervision, the samples of each class are more compact and the learned deep features have
strong discriminative power.
4.2.2 The Proposed Minkowski Distance-based Centre Loss
Centre Loss penalises all the Squared Euclidean distances between the class centres and
within-class samples. These within-class samples include the samples close to the centre
as well as the samples on the edge of the class. However, the discriminative power of the
deep features is mainly determined by the samples on the class edge. Thus it is reasonable
to consider improving the Centre Loss by strengthening the penalty on the samples around
the edge while weakening the penalty on the samples around the centre. To achieve this
target, we generalise the Squared Euclidean distance to the nth power of the Minkowski
distance of order n. The Minkowski distance of order n between two points is formulated
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as below:







where X = (x1, x2, . . . , xk) and Y = (y1, y2, . . . , yk) ∈ Rk. Therefore the nth power of
the Minkowski distance of order n is:
D (X, Y ) =
k∑
i=1
|xi − yi|n (4.7)
It can be seen from Equation 4.7 that the Squared Euclidean distance is actually a spe-
cial case (n = 2) of the nth power of the Minkowski distance of order n. By replacing the







||fi − cyi ||nn (4.8)






, where ck is the kth element of the features of a class centre, fik is
the kth element of the features of a marginal sample, fjk is the kth element of the features of





indicates the relative impact
of the marginal samples versus the near-centre samples. When n = 2, MC Loss simplifies





is larger than it was in the Centre Loss, which
means the impact of the marginal samples is relatively strengthened while the impact of






increase faster and faster, indicating the disparity between these two types of samples will
get wider and wider.
Similar to Centre Loss, MC Loss takes the same approach to gradually learn the class
centre positions. The details of the learning procedure of the class centres can be found in
[173]. MC Loss also supervises the training process together with the Softmax Loss. The
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total loss is shown below:

















||fi − cyi ||nn (4.10)
where λ is the hyper-parameters for adjusting the impact of MC Loss. The gradients of LM
with respect to fi can be computed by Equation 4.11, which are similar to the Centre Loss,




= (fi − cyi)n−1 (4.11)
Algorithm 2 shows the basic learning steps in the CNNs with the proposed Softmax + MC
Loss.
Algorithm 2 Learning algorithm in the CNNs with the proposed Softmax + MC Loss.
Input: Training samples {fi}, initialised parameters θC in convolution layers, parameters
W in the final fully connected layer, and initialised class centres {cj|j = 1, 2, ..., n}.
Learning rate µt, hyperparameter λ, learning rate of the class centres α and the num-
ber of iteration t← 1.
Output: The parameters θC .
1: while t ≤ max number of iterations do
2: Calculate the total loss by Lt = LtS + L
t
M .
3: Calculate the backpropagation error ∂L
t
∂f ti















5: Update cj for each centre j by ct+1j = c
t
j − α∆ctj .















• Training data and data preprocessing. VGGFace2 [21] is chosen as our training
set, as it has almost no noisy samples. To guarantee the accuracy of the results, we
filtered the whole training set and removed all the face images that could be over-
lapped with the LFW and the YTF datasets. The filtered training set consists of 3M
facial images. For the convenience of the implementation, the widely used MTCNN
[194] is applied to all the training data and the testing data for face alignment and
face detection, with a cropping size of 160*160. For data augmentation, random
horizontal flipping is performed on the training data. To improve the verification ac-
curacy, we concatenate the features of the original testing image and its horizontally
flipped counterpart.
• Network settings and test settings. Based on Inception-ResNet-v1 [144], we im-
plemented the proposed method by Tensorflow [8] and trained three relevant models
according to different losses: 1. Softmax Loss, 2. Softmax Loss + Centre Loss, and
3. Softmax Loss + MC Loss. These three models are trained on one GPU (GTX
1080 Ti), and we set the network parameters as follows: batch size 90, embedding
size 512, weight decay 5e-4 and keep probability 0.4. The λ in Equation 4.9 is set to
be 4e-5. We set the total number of iteration to be 275K, and it costs approximately
30 hours for training. The initial learning rate is 0.05 and is then divided by ten every
100K iterations. All three models use the same parameter settings except that the
model 3 loads the model 2 as the pre-trained model before the training starts, as we
found this approach enables the model 3 to achieve better performance.
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Figure 4.1: Examples from the LFW dataset (left) and the YTF dataset (right).
4.2.3.2 Experimental Results on LFW and YTF
In this section, we evaluate the proposed method on two public benchmark datasets –
LFW and YTF datasets according to the settings in Section 4.2.3.1. Some preprocessed
examples from these two datasets are shown in Fig.4.1.
To compare with other deep learning-based methods on LFW, we adopt the standard
experimental protocol of unrestricted with labelled outside data [57] and do the test on 6K
face image pairs according to the given pair list. YTF dataset [178] includes 3,425 YouTube
videos, coming from 1,595 subjects. The number of frame of these videos ranges from 48
to 6,070, with an average of 181.3 frames. Also, we adopted the standard experimental
protocol of unrestricted with labelled outside data to evaluate the proposed methods on
the given 5K video pairs. Table 4.2 shows the results of the proposed method and the
state-of-the-art methods on the LFW and the YTF datasets, from which we can observe the
following:
• With the same framework, the proposed Softmax Loss + MC Loss outperforms Soft-
max Loss and Softmax Loss + Centre Loss on both two datasets. On the LFW image
dataset, the verification accuracy increases from 99.43% and 99.50% to 99.57%. On
the YTF video dataset, the verification accuracy increases from 94.9% and 95.1% to
95.3%. This demonstrates that the proposed MC Loss is effective on both image-
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Table 4.2: Verification performance of state-of-the-art methods on LFW and YTF datasets.
Methods Source Images LFW(%) YTF(%)
Deep Face [148] CVPR14’ 4M 97.35 91.4
DeepID2+ [142] CVPR15’ N/A 99.47 93.2
Fusion [149] CVPR15’ 500M 98.37 N/A
FaceNet [131] CVPR15’ 200M 99.63 95.1
Baidu [86] arXiv15’ 1.3M 99.13 N/A
Centre Loss [173] ECCV16’ 0.7M 99.28 94.9
Multibatch [147] NIPS16’ 2.6M 98.20 N/A
Aug [99] ECCV16’ 0.5M 98.06 N/A
SphereFace [89] CVPR17’ 0.5M 99.42 95.0
Range Loss [196] ICCV17’ 1.5M 99.52 93.7
Softmax Loss N/A 3M 99.43 94.9
Softmax Loss + Centre Loss N/A 3M 99.50 95.1
Softmax Loss + MC Loss (Proposed) N/A 3M 99.57 95.3
based and video-based recognition.
• As shown in Table 4.2, we also compared the proposed method with the state-of-the-
art methods including DeepID2+ [142], FaceNet [131] and SphereFace [89]. The
results on LFW show that the proposed method is highly competitive and has an
accuracy higher than all the other methods except FaceNet [131]. However, FaceNet
utilises 200M face images for training while the proposed method only uses 3M face
images during training.
• For the experiments on the YTF video dataset, we compare only the first 100 frames
between two videos. However, comparing the results on YTF, we find that the pro-
posed method is still highly competitive. It outperforms all the methods in Table 4.2,
which shows the advantage of the proposed method.
4.3 Minimum Margin Loss for Deep Face Recognition
The existing loss functions including the MC Loss do not take the margin bias problem
into account. To rectify this margin bias, we propose to set a minimum margin for all pairs
57
of classes, and then design a loss function based on the minimum margin. Inspired by
Softmax Loss, Centre Loss and Marginal Loss, we propose a new loss function, Minimum
Margin Loss (MML), which aims at forcing all the class centre pairs to have a distance
larger than the specified minimum margin. Different from Range Loss, MML penalises
all the ‘unqualified’ class centre pairs instead of only penalising the centre pair that has the
smallest distance. MML reuses the centre positions constantly updated by Centre Loss, and
directs the training process by joint supervision with Softmax Loss and Centre Loss. To the
best of our knowledge, there is no loss function which considers setting a minimum margin
between the class centres. However, it is necessary to have such a constraint to rectify the
margin bias introduced by class imbalance in training data. To prove the effectiveness of the
proposed method, experiments are conducted on seven public datasets – Labeled Faces in
the Wild (LFW) [58], Similar-looking LFW (SLLFW) [34], YouTube Faces (YTF) [178],
Megaface [68], FaceScrub [105], IJB-B [174] and IJB-C [100]. Results show that MML
achieved better performance than Softmax Loss, Centre Loss, Range Loss and Marginal
Loss with almost no increase in computing cost. It also achieved competitive performance
compared with the state-of-the-art methods.
4.3.1 Marginal Loss and Range Loss
After combining the Softmax Loss with the Centre Loss, the within-class compactness
is significantly enhanced. But it is not enough to only use Softmax Loss as the inter-class
constraint, as it only encourages the separability of features. So Deng et al. [30] proposed
Marginal Loss, which also takes the approach of joint supervision with the Softmax Loss:

















where fi and fj are the features of the ith and jth samples in a batch, respectively; yij ∈
{±1} indicates whether fi and fj belong to the same class, (u)+ is defined as max(u, 0),
θ is the threshold to separate the positive pairs and the negative pairs, and ξ is the error
margin beside the classification hyperplane.
Marginal Loss considers all the possible combinations of the sample pairs in a batch
and specifies a threshold θ to constrain all these sample pairs including the positive pairs
and the negative pairs. Marginal Loss forces the distances of the positive pairs to be close
to the threshold θ while forcing the distances of the negative pairs to be greater than the
threshold θ. But utilising the same threshold θ to constrain both the positive and negative
pairs is not appropriate, as it is often the case that the two farthest samples in a class
have a distance larger than the two nearest samples of the two different but closest classes.
Forcibly changing this situation will make the training procedure hard to converge.
Similar to the aforementioned methods, the Range Loss proposed by Zhang et al. [196]
also works with Softmax Loss as the supervisory signals:
L = LS + λLR (4.14)
Different from Marginal Loss, Range Loss consists of two independent losses, namely
LRintra and LRinter to calculate the intra-class loss and inter-class loss, respectively (see
Eq.(4.15)).
LR = αLRintra + βLRinter (4.15)
where α and β are two weights for adjusting the influence of LRintra and LRinter . Mathe-












LRinter = max(M −DCentre, 0) (4.17)
= max(M − ||xQ − xR||22, 0) (4.18)
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where K is the class number in current batch, Dij is the jth largest distance of the sample
pairs in class i, DCentre is the central distance of two nearest classes in current batch, xQ
and xR denote the class centres of class xQ and xR which have the shortest central distance,
and M is the margin threshold. LRintra measures all the sample pairs in a class and selects
n sample pairs that have large distances to build the loss for controlling the within-class
compactness. As described in [30], experiments show that n = 2 is the best choice. LRinter
aims at forcing the class centre pair that has the smallest distance to have a larger margin
up to the designated threshold. But there are more centre pairs that may have distances
larger than the designated threshold. It is not comprehensive enough to consider only one
centre pair each time, which leads the training procedure to take a long time to completely
converge because of the low learning speed.
4.3.2 The Proposed Minimum Margin Loss
Inspired by Softmax Loss, Centre Loss and Marginal Loss, we propose the Minimum
Margin Loss (MML) in this chapter. MML is used in conjunction with Softmax Loss
and Centre Loss, where Centre Loss is utilised to enhance the within-class compactness,
Softmax and MML are applied for improving the between-class separability. Specifically,
Softmax is in charge of guaranteeing the correctness of classification while MML aims at
optimising the between-class margins. The total loss is shown below:
L = LS + αLC + βLM (4.19)
where α and β are the hyper-parameters for adjusting the impact of Centre Loss and MML.
MML specifies a threshold called Minimum Margin. By reusing the class centre posi-
tions updated by Centre Loss, MML filters all the class centre pairs based on the specified
Minimum Margin. For those pairs which have distances smaller than the threshold, corre-
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max(||ci − cj ||22 −M, 0) (4.20)
where K is the class number of a batch, ci and cj denote the class centres of the ith and jth
classes respectively, andM represents the designated minimum margin. In each training
batch, the class centres are updated by Centre Loss with the following two equations:
ct+1j = c
t
j − γ∆ctj (4.21)
∆ctj =
∑m
i=1 δ(yi = j)(̇cj − fi)
1 +
∑m
i=1 δ(yi = j)
(4.22)
where γ is the learning rate of the class centres, t is and the iteration number and δ(condition)
is a conditional function. If the condition is satisfied, δ(condition) equals 1, otherwise
δ(condition) equals 0. Note that, in Range Loss, the centre of a class is computed by
averaging the samples of this class in a batch. However, the size of a batch is limited,
and the sample size of a particular class may be more limited. Therefore, the class centres
generated in this way are not precise compared with the real class centres. Compared with
Range Loss, the learned class centres of MML are closer to the real class centres.
Algorithm 3 shows the basic learning steps in the CNNs with the proposed LS +LC +
LM .
4.3.3 Discussion
Can MML enlarge distances of the closest class centre pairs that are smaller than
the specified minimum margin? To verify this point, we use the deep models trained
by Scheme I (Softmax Loss + Centre Loss) and Scheme II (Softmax Loss + Centre Loss
+ MML) to extract the features of all the images from a cleaned version of VGGFace2
dataset [21]. The details of the cleaned dataset and the training process of these two mod-
els are presented in Section 4.3.4.1. The difference between Scheme I and Scheme II is
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Algorithm 3 Learning algorithm in the CNNs with the proposed LS + LC + LM .
Input: Training samples {fi}, initialised parameters θC in convolution layers, parame-
ters W in the final fully connected layer, and initialised n class centres {cj|j =
1, 2, ..., n}. Learning rate µt, hyperparameters α and β, learning rate of the class
centres γ and the number of iteration t← 1.
Output: The parameters θC .
1: while not converge do
2: Calculate the total loss by Lt = LtS + αLtC + βLtM .
3: Calculate the backpropagation error ∂L
t
∂f ti














4: Update W by W t+1 = W t − µt ∂Lt
∂W t





5: Update cj for each centre j by ct+1j = c
t
j − γ∆ctj .










7: t← t+ 1.
8: end while
(a) Without using MML (b) After using MML (c) Comparison between S2
and S3
Figure 4.2: For each class in VGGFace2, its corresponding nearest neighbour class can
be found by comparing the positions of different class centres. (a), (b) and
(c) show the distributions of the distances between every class centre and its
corresponding nearest class centre. Specifically, (a) shows the distribution in
the case of using the features generated by Scheme I (without using MML). (b)
shows the distribution in the case of using the features generated by Scheme II
(using MML). (c) shows the comparison results of (a) and (b), where S1 and
S2 represent Scheme I and Scheme II, respectively.
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that Scheme II employs MML as a part of the supervision signal but Scheme I does not.
With the extracted features, we calculate the centre position for each class and then calcu-
late the distance between each class centre and its corresponding closest neighbour class
centre. The distributions of the distances of these class centres are shown in Figure 4.2.
Figure 4.2(a) and Figure 4.2(b) show the distance distributions of Scheme I and Scheme
II, respectively. Figure 4.2(c) makes a comparison between Scheme I and Scheme II, from
which we can see that Scheme II has smaller values in the first five bins but larger values
in the rest of the bins. This indicates that MML enlarges the distance of some neighbour
centre pairs, and therefore increases the quantity of the centre pairs having a large margin.
Can MML truly improve the performance of the model on face recognition? To an-
swer this question, we conduct extensive experiments on different benchmark datasets as
illustrated in Section 4.3.4. The experimental types include face verification, face iden-
tification, image-based recognition and video-based recognition. Results show that the
proposed method can beat the baseline methods as well as some state-of-the-art methods.
4.3.4 Experiments
In this section, we describe the implementation details of the experiments, investigate
the influence of the parameters β and M, and evaluate the performance of the proposed
method. The evaluations are conducted on MegaFace [68], FaceScrub [105], LFW [58],
SLLFW [34], YTF [178], IJB-B [174] and IJB-C [100] datasets with face identification
and face verification tasks. Face identification and face verification are two main tasks of
face recognition. Face verification aims at verifying whether two faces are from the person,
answering ‘Yes’ or ‘No’, which is a binary classification problem. Face identification is to
identifying the ID of a face, answering the exact ID, which is a multi-classification problem.
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4.3.4.1 Experiment Details
Training data. In all experiments, we use VGGFace2 [21] as our training data. To
ensure the reliability and the accuracy of the experimental results, we removed all the face
images that might overlap with the benchmark datasets. As the label noise in the VG-
GFace2 is very low, no data cleaning has been applied. The final training dataset contains
3.05M face images from 8K identities.
Data preprocessing. MTCNN [194] is applied to all the face images for landmark
location, face alignment and face detection. If face detection fails on a training image, we
simply discard it; if it fails on a testing image, the provided landmarks are used instead.
All the training and testing images are cropped to 160*160 RGB images. To augment
the training data, we also perform random horizontal flipping on the training images. To
improve the recognition accuracy, we concatenate the features of the original testing image
and its horizontally flipped counterpart. Note that we did not do any data cleaning on all
the testing sets involved in the experiments including Megaface dataset. Doing cleaning
on MegaFace may be controversial, as some researchers consider it unfair for the methods
previously tested on the non-cleaned dataset1. According to the results published by the
MegaFace team, the best methods using cleaned data can have an accuracy higher than
99% while the best method (BingMMLab-v1) using non-cleaned data has an accuracy of
only 83.758%2.
Network settings. Based on Inception-ResNet-v1 [144], we implemented and trained
five models by Tensorflow [8] according to five supervision schemes: Softmax Loss, Soft-
max Loss + Centre Loss, Softmax Loss + Marginal Loss, Softmax Loss + Range Loss and
Softmax Loss + Centre Loss + MML. For convenience, we use “Softmax Loss”, “Cen-
tre Loss”, “Marginal Loss”, “Range Loss” and “MML” to represent these five schemes,
respectively, in presenting the experimental results. We train these three models on one
1For example, the discussion on GitHub: https://github.com/deepinsight/insightface/issues/49
2Results published by MegaFace team: http://megaface.cs.washington.edu/results/facescrub.html
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GPU (GTX 1080 Ti), and we set 90 as the batch size, 512 as the embedding size, 5e-4 as
the weight decay and 0.4 as the keep probability of the fully connected layer. The total
number of iterations is 275K, costing about 30 hours of computation. The learning rate
is initiated as 0.05 and is divided by ten every 100K iterations. All schemes use the same
parameter settings except that Softmax Loss + Centre Loss + MML loads the trained model
of Softmax Loss + Centre Loss as the pre-trained model before training starts, as this ap-
proach enables the former to achieve better recognition performance. Since the training
of Softmax Loss + Centre Loss finishes when it converges completely, just reloading the
model and resuming training without changing any parameters will not improve the model.
In training, the model needs to learn two abilities: the ability to separate different classes
(making different classes have no overlap) at the first stage and the ability to enlarge the
margin between different classes at the second stage. MML focuses only on the target of
the second stage. In addition, MML uses the learned class centres for computing; however,
the learned class centres cannot reflect the real centres at the early stage as it requires some
time for learning. Applying MML at the first stage will cause interference to the training
at this stage. Actually, this two-stage training mode can also be regarded as a one-time
training by initialising the factor – β to 0 and then setting it to 5e-8 after a certain number
of epochs. These two modes are equivalent.
Test settings. During the testing, we try our best to find the parameter settings that lead
to highest performance. The α and β in Eq.(4.19) are set to be 5e-5 and 5e-8, respectively.
The minimum margin of MML is set to be 280. The deep feature of each image is obtained
from the output of the fully connected layer, and we concatenate the features of the original
testing image and its horizontally flipped counterpart, and therefore the resulting feature
size of each image is 2 ∗ 512. The final verification results are achieved by comparing the
threshold with the Euclidean distance of two features
65
4.3.4.2 Influence Analysis of Parameters β andM
β is the hyper-parameter for adjusting the impact of MML in the combination. M is
the designated minimum margin. These two parameters influence the performance of the
proposed method. Therefore, how to set these two parameters is a question worthy of study.
Total loss only reflects the performance of the model on the training set. We conduct
two experiments on VGGFace2 dataset and evaluate the influence of these two parameters
on total loss. In the first experiment, we fixed β to 5e-8, and observe the influence ofM
on total loss as shown in Figure 4.3(a). In the second experiment, we fixedM to 280, and
evaluate the relationship between β and total loss as shown in Figure 4.3(b). From Figure
4.3(a), we see that setting M to 0, namely without using MML, is not appropriate, as it
leads to a high total loss. The lowest total loss occurs whenM is 280. From Figure 4.3(b),
we can observe that the total loss remains stable with a wide range of β, but reaches its
lowest value when β is 5e-8. Therefore, in the subsequent experiments, we fixedM and β
to 280 and 5e-8, respectively.



































Figure 4.3: Total loss of two groups of models: (a) fixed β = 5e-8, and different M, (b)
fixedM = 280, and different β.
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Figure 4.4: (a) reports the CMC curves of different methods with 1M distractors on
MegaFace Set 1. (b) reports the ROC curves of different methods with 1M
distractors on MegaFace Set 1.
Table 4.3: The identification rates and the verification rates of different methods on
Megaface and FaceScrub datasets with 1M distractors. The results of the bench-
mark methods in the upper part of the table are generated with the features pro-






Barebones FR 59.36% 79.79% 58.77% 69.80%
ntech small 58.21% 84.34% 65.48% 75.07%
faceall 63.97% 84.84% 63.89% 72.99%
SIAT MMLAB 65.23% 89.33% 76.56% 83.78%
Vocord 75.13% 91.11% 66.50% 75.15%
deepsense small 70.06% 91.85% 82.15% 87.56%
Softmax Loss 72.11% 88.73% 73.33% 80.37%
Centre Loss 75.93% 89.07% 76.07% 82.66%
Marginal Loss 78.32% 89.87% 80.16% 85.32%
Range Loss 79.86% 91.76% 81.85% 86.65%
MML 83.00% 93.12% 84.03% 87.73%
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4.3.4.3 MegaFace Challenge 1 on FaceScrub
In this section, we conduct experiments with the MegaFace dataset [68] and the Face-
Scrub dataset [105]. The MegaFace dataset consists of a million faces and their respective
bounding boxes obtained from Flickr (Yahoo’s dataset). The FaceScrub dataset is a publicly
available dataset containing 0.1M images from 530 identities. According to the experimen-
tal protocol of MegaFace Challenge 1, the MegaFace dataset is used as the distractor set,
while the FaceScrub dataset is used as the test set. The evaluation is conducted with the
officially provided code [68]. More details about the experimental protocol can be found
in [68].
We compare the proposed method (MML) with different losses and some deep learning-
based methods provided by the MegaFace team5. In the face identification experiments,
the Cumulative Match Characteristics (CMC) curves [116] are calculated to measure the
ranking capabilities of different methods, as illustrated by Figure 4.4(a)). In the face verifi-
cation experiments, we use the Receiver Operating Characteristic (ROC) curves to evaluate
the different methods. The ROC curves plot the False Acceptance Rate (FAR) of a 1:1
matcher versus the False Rejection Rate (FRR) of the matcher, which are shown in Figure
4.4(b). Table 4.3 presents the numeric results of different methods on identification rates
and the verification rates with 1M distractors.
From Figure 4.4(a), Figure 4.4(b) and Table 4.3, we can observe that MML performs
better than other deep learning-based methods on both identification and verification test.
This demonstrates the effectiveness of the whole framework. The proposed MML consis-
tently outperforms Softmax, Centre Loss, Marginal Loss and Range Loss, which confirms
the effectiveness of the proposed loss function.
5The features of the benchmark methods provided by MegaFace team:
(http://megaface.cs.washington.edu/participate/challenge.html)
68
Figure 4.5: Examples from the LFW dataset (left) and the YTF dataset (right).
Table 4.4: Verification rates of state-of-the-art methods on LFW and YTF datasets.
Methods Source Training Images LFW(%) YTF(%)
Range Loss [196] ICCV17’ 1.5M 99.52 93.7
Marginal Loss [30] CVPR17’ 4M 99.48 96.0
VGG Face [114] BMVC15’ 2.6M 98.95 97.3
Deep Face [148] CVPR14’ 4M 97.35 91.4
FaceNet [131] ICCV15’ 200M 99.63 95.1
Centre Loss [173] ECCV16’ 0.7M 99.28 94.9
Multibatch [147] NIPS16’ 2.6M 98.20
Aug [99] ECCV16’ 0.5M 98.06
SphereFace [89] CVPR17’ 0.5M 99.42 95.0
Contrastive CNN [49] ECCV18’ 0.5M 99.12
OE-CNNs [168] ECCV18’ 1.7M 99.47
Softmax Loss N/A 3.05M 99.43 94.9
Centre Loss N/A 3.05M 99.50 95.1
Range Loss N/A 3.05M 99.50 95.1
Marginal Loss N/A 3.05M 99.52 95.3
MML (Proposed) N/A 3.05M 99.63 95.5
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4.3.4.4 Comparison with the State-of-the-art Methods on LFW and YTF Datasets
In this section, we evaluate the proposed method on LFW [58] and YTF [178] datasets
according to the settings in Section 4.3.4.1. We follow the standard experimental protocol
of unrestricted with labelled outside data [57] on both LFW and YTF datasets. Table 4.4
shows the results of the proposed method and the state-of-the-art methods on LFW and
YTF datasets, from which we can observe the following.
• The proposed MML outperforms Softmax Loss and Centre Loss, increasing the ver-
ification performance both on LFW and YTF datasets. On LFW, the accuracy im-
proves from 99.43% and 99.50% to 99.63%, while on YTF, the accuracy increases
from 94.9% and 95.1% to 95.5%. Also, MML outperforms Range Loss and Marginal
Loss both on LFW and YTF datasets. On LFW, the accuracy improves from 99.50%
and 99.52% to 99.63%, while on YTF, the accuracy increases from 95.1% and 95.3%
to 95.5%. This demonstrates the effectiveness of the MML, and also demonstrates
the effectiveness of the combination of Softmax Loss + Centre Loss + MML.
• Compared with the state-of-the-art methods, the proposed method has an accuracy
of 99.63% on LFW and 95.5% on YTF, higher than most of the methods. FaceNet
has similar performance to the proposed method on LFW, but FaceNet uses a large
scale dataset that includes approximately 200 million face images. Consequently,
FaceNet requires much more time for training than the proposed method, which only
uses 3.05 million face images.
4.3.4.5 Further Comparison on SLLFW Dataset
As more and more methods are gradually touching the theoretical upper limit6 of LFW,
the performance gaps between different methods become smaller and smaller, making it
hard to differentiate different methods. Therefore, to confirm the performance of MML,
6There are six mismatched pairs on LFW which are incorrectly labelled as matched. So the upper limit
accuracy on LFW is (6000-6)/6000=99.90%.
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Figure 4.6: Examples of the negative pairs in LFW and SLLFW. Compared to the negative
pairs in LFW, the negative pairs in SLLFW are quite difficult to distinguish.
Table 4.5: Verification performance of different methods on SLLFW.
Method Source Training Images LFW(%) SLLFW(%)
Deep Face [148] CVPR14’ 0.5M 92.87 78.78
DeepID2 [139] NIPS14’ 0.2M 95.00 78.25
VGG Face [114] BMVC15’ 2.6M 96.70 85.78
DCMN [34] PR[J]17’ 0.5M 98.03 91.00
Noisy Softmax [23] CVPR17’ 0.5M 99.18 94.50
Softmax Loss N/A 3.05M 99.43 95.92
Centre Loss N/A 3.05M 99.50 96.02
Range Loss N/A 3.05M 99.50 96.07
Marginal Loss N/A 3.05M 99.52 96.07
MML N/A 3.05M 99.63 96.37
an additional experiment is conducted on SLLFW [34]. SLLFW uses the same positive
pairs as LFW for testing, but in SLLFW, 3000 similar-looking face pairs are deliberately
selected from LFW by human crowdsourcing to replace the random negative pairs in LFW.
Some examples of the negative pairs in LFW and SLLFW are shown in Fig. 4.6. Compared
with LFW, SLLFW adds more challenges to the testing, causing the accuracy of the same
state-of-the-art methods to drop by 10-20%.
Table 4.5 shows the verification accuracy of different methods on SLLFW. The results
of some benchmark methods are shown in the top half of the table. These results are pub-
licly accessible [7] and provided by the SLLFW team[34]. As can be seen from Table 4.5,
MML achieves considerably better performance than the benchmark methods on SLLFW.
Also, MML shows higher accuracy than other relevant loss functions. In the top half of the
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Crystal Loss [119] 0.898 0.919
ResNet50 [21] 0.784 0.825
SENet50 [21] 0.800 0.840
ResNet50+SENet50 [21] 0.800 0.841
MN-v [182] 0.818 0.852
MN-vc [182] 0.831 0.862
ResNet50+DCN(Kpts) [181] 0.850 0.867
ResNet50+DCN(Divs) [181] 0.841 0.880
SENet50+DCN(Kpts) [181] 0.846 0.874
SENet50+DCN(Divs) [181] 0.849 0.885
GAN+ArcFace [184] 0.904 0.926
PCP+ArcFace [184] 0.901 0.924
PCPSM+ArcFace [184] 0.907 0.928
LRR+ArcFace [184] 0.909 0.931
PCPSFM+ArcFace [184] 0.911 0.934
Softmax Loss 0.908 0.931
Centre Loss 0.910 0.934
Range Loss 0.916 0.937
Marginal Loss 0.917 0.939
MML 0.921 0.943
table, the accuracy of the benchmark methods drops by between 16.75% and 4.68% from
LFW to SLLFW. By comparison, the accuracy of MML drops by 3.26%. The results on
SLLFW further confirm the performance of the proposed methods.
4.3.4.6 Results on IJB-B and IJB-C
The IJB-B dataset [174] is composed of 21.8K still images and 55K frames from 7,011
videos. In IJB-B, there are 1,845 subjects which have no overlap with the popular face
recognition benchmarks, such as VGGFace2 [21] and CASIA WebFace [191]. In IJB-B,
there are 12,115 templates in total with 10,270 genuine matches and 8M impostor matches.
The IJB-C dataset [100] is an extension of IJB-B. It contains 31.3K still images and 117.5K
frames from 11,779 videos. All these images and videos are from 3,531 subjects which also
have no overlap with the popular face recognition benchmarks. In IJB-C, there are 23,124
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templates in total including 19, 557 genuine matches and 15, 639K impostor matches.
Following the 1:1 verification protocol, we compare the proposed MML with the most
recent methods as shown in the upper part of Table 4.6. For a fairer comparison, we also di-
rectly compare MML with other popular and relevant loss functions under the same frame-
work. Results show that MML performs better than the most recent methods as shown in
the upper part of Table 4.6 on both IJB-B and IJB-C datasets. Also, MML shows better
performance than the relevant loss functions compared in the lower part of Table 4.6.
4.4 Summary
In this chapter, we focus on Euclidean distance-based losses and explore how to im-
prove the existing losses. To further minimise the intra-class distance, we proposed a
Minkowski distance-based generalisation method for improving the Centre Loss for deep
face recognition. The resulting new loss function is called MC Loss. Experiments are
conducted on the LFW image dataset and the YTF video dataset. Results demonstrate the
effectiveness of MC Loss for unconstrained image-based and video-based face recognition
and show that the proposed method is highly competitive even compared with the state-
of-the-art methods. However, the existing loss functions including the MC Loss do not
take the margin bias problem into account. Therefore, we proposed Minimum Margin Loss
(MML) to solve this problem. We show that MML is very easy to implement in CNNs and
our CNN models can be directly optimised by the standard SGD. We compare MML with
the methods published in the past few years in the leading conference and journals. We
also directly compare MML with the relevant loss functions under the same framework.
Results show that MML has state-of-the-art performance.
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CHAPTER V
Cosine Similarity-based Losses in Deep Face Recognition
This chapter describes our research on Cosine similarity-based loss functions for deep
face recognition. Firstly, we introduce our research motivation about this chapter. Then,
we propose two Cosine similarity-based loss functions for deep face recognition.
5.1 Motivation
Convolutional neural networks (CNNs) have demonstrated impressive performance for
face recognition, where the loss function plays an important role in this process. Softmax
Loss is the most commonly used loss function in deep learning. However Softmax Loss
is not the best choice in face recognition as it encourages only the separability of features
instead of the discriminative ability of features. Most of the face recognition tasks are open-
set tasks which require the features to have strong discriminative ability. To learn highly
discriminative features, many different loss functions have been proposed in recent years
[139, 131, 173, 30, 196, 90, 89, 160, 29].
The loss functions based on Cosine similarity include L-Softmax Loss [90], A-Softmax
Loss [89] and AM-Softmax Loss [160]. These losses are also derived from Softmax Loss.
They achieved state-of-the-art performance in deep face recognition, but they have three
common defects. Firstly, the ‘margin’ referenced in the above losses is the margin between
the decision boundaries of Softmax, which does not represent the real margin between the
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different classes in the training set. Secondly, the above losses impose a margin on all pos-
sible combinations of the class pairs, which is not wise or necessary. This chapter presents
Precise Adjacent Margin Loss (PAM Loss) and Global Information-based Cosine Optimal
Loss (GICO Loss). To precisely optimise the real edge-to-edge margin, we propose PAM
Loss in Section 5.2. As PAM Loss considers optimising only the inter-class distance, we
propose GICO Loss in Section 5.3 to simultaneously optimise both inter-class and intra-
class distance.
5.2 Precise Adjacent Margin Loss for Deep Face Recognition
In this section, we propose the Precise Adjacent Margin Loss (PAM Loss), which gives
‘margin’ a meaning that represents the real margin between the different classes in the
training set. Different from the above losses, PAM Loss optimises only the margin between
a limited number of class pairs.
5.2.1 Related Work
As described in Section 4.2.1, the purpose of Softmax Loss is to separate samples of
different classes, instead of learning discriminative features and expanding the margin be-
tween different classes. Therefore, Softmax Loss is only suitable for closed-set tasks such
as object recognition and behaviour recognition in most cases. However, it is difficult or
even impossible to collect all the faces that may appear in the test phase, so most of the
application scenarios of face recognition are open-set tasks, where Softmax is not a proper
option.
To enhance the discriminative ability of the features, L-Softmax Loss, A-Softmax Loss,
AM-Softmax Loss and ArcFace Loss are proposed successively in the past two years.



























where N is the batch size, P denotes the class number of the entire training set, fi ∈ Rd
is the feature of the ith sample in the mini-batch, yi is the class label of the ith sample,
Wj ∈ Rd denotes the jth column of the weight matrix W in the final fully connected layer
and ψ(θyi) equals (−1)kcos(mθyi)−2k, θyi ∈ (kπm ,
(k+1)π
m
), k ∈ (0,m−1), m ≥ 1 denotes
the size of the angular margin, which is used to adjust the targeting angular margin. Based
on the original Softmax Loss in Eq.(4.1), L-Softmax Loss and A-Softmax Loss transform
the FC layer formulation from W Tyifi + byi to ‖Wyi‖‖fi‖cosθyi by fixing the bias byi to
0. As a result, the distance measurement is transferred from the Euclidean distance to the
cosine similarity. Different from L-Softmax Loss, L2 weight normalisation is applied in
A-Softmax Loss by fixing ‖Wyi‖ = 1. In L-Softmax Loss and A-Softmax Loss, m is
introduced by multiplication on the θyi , and therefore the corresponding margin is called
multiplicative angular margin.
On the basis of A-Softmax, AM-Softmax adopts L2 feature normalisation and replaces













where ‖fi‖ is fixed by L2 normalisation and is re-scaled to s. After AM-Softmax, Deng et
al. proposed ArcFace Loss, which further updates cos(θyi) −m with cos(θyi + m). Even
though ArcFace still uses the additive margin, it has better geometric meaning asm directly
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(a) Softmax with Weight and Feature Normalisation. (b) Variants based on Softmax and Margin Constraint. (c) Interpretation of the Real Margin.
Ɵ2
Ɵ12
Figure 5.1: Geometrical interpretation of (a) Softmax Loss with weight and feature nor-
malisation, (b) variants based on Softmax and margin constraint, and (c) the
real margin. These three sub-figures are all in the case of 2D feature space.













Compared with multiplicative margin-based losses, additive margin-based losses have
some advantages: (a) easy to implement; (b) fast to converge; and (c) better performance.
5.2.2 The Proposed PAM Loss
Fig. 5.1 provides a 2D visualisation of the aforementioned losses in the case of two
classes. The blue area and green area represent the targeting areas of the two classes, re-
spectively. In Fig. 5.1, W1 and W2 are the corresponding weights of class 1 and class 2
in the FC layer. As described in Fig. 6 of [161], W1 and W2 will finally converge to the
centres of their corresponding classes, and therefore W1 and W2 can be regarded as the
approximate centres of class 1 and class 2, respectively. In Fig. 5.1(a), d0 is the decision
boundary between class 1 and class 2. In Fig. 5.1(b), d1 and d2 are the corresponding
decision boundaries of class 1 and class 2. From the formulation of the Softmax Loss and
the aforementioned variants, it can be inferred that the targeting area is determined by Wj
in Softmax Loss and is determined by Wj and m in the variants. The geometrical inter-
pretation of the Softmax Loss is shown in Fig. 5.1(a), where W T1 d0 = W
T
2 d0. Therefore,
class 1 and class 2 share the same decision boundary d0 and there is no margin between
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the targeting areas of class 1 and class 2. Fig. 5.1(b) illustrates the case of the variants
based on Softmax and margin constraint. d1 and d2 are the corresponding decision bound-
aries of class 1 and class 2 and there is a margin between the targeting area of the two
classes. The size of the margin is determined by m. For example, if the variant is AM-
Softmax, W T1 d1 −m = W T2 d1 and W T2 d2 −m = W T1 d2. If the variant is ArcFace Loss,
‖W1‖‖d1‖cos(θ1 +m) = ‖W2‖‖d1‖cosθ2. Since ‖W1‖ = ‖d1‖ = 1, cos(θ1 +m) = cosθ2
and m = θ2 − θ1, which is the angle of the margin.
However, the targeting area of a class is not its real area. Its real area is determined
by the samples of this class in the training set. Ideally, the real area is expected to finally
converge to the targeting area. But, during the training, the real area could be smaller or
bigger than the targeting area, or even has no overlap with the targeting area, which is very
common at the early stage of the training. So the resulting margin actually should be called
the targeting margin, which is different from the real margin. A simple example is shown
in Fig. 5.1(c). In the training process, the quality of the weights in CNNs are judged by the
corresponding class distribution in the training set. In other words, the feedback from the
training set guides the updating of the weights in CNNs. Therefore, we think the feedback
information should be as precise as possible and it is necessary to introduce the real margin
into the loss.
The aforementioned variants impose a margin in all possible combinations of class
pairs. This approach is simple and convenient but not wise or necessary. The first original
purpose of training is to separate the overlapped classes. The second original purpose
is to enlarge the margin of those classes that are close to each other. For those classes
which are already far from each other, there is no need to optimise the weights to make
them even farther apart, as they have satisfied the requirement of classification. And the
expressive power of a neural network is not unlimited. Optimising the weights to satisfy
the requirement of a part of the classes will inevitably have an influence on the distribution
of other classes.
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For the above reasons, we propose the Precise Adjacent Margin Loss (PAM Loss). PAM
Loss is used along with the AM-Softmax Loss (see Eq. (5.5)) and has two versions whose
formulations are shown in Eq. (5.6) and Eq. (5.7), respectively.













Si = {cos(θij) : j = 1, 2, 3, ..., P}
(5.7)
where λ is the hyper-parameter for adjusting the impact of the loss, θij is the real margin
angle between class i and class j as illustrated in Fig. 5.1(c), S and Si are sets of cos(θij),
and
∑
Top(S,K) denotes the sum of the K maximum elements in set S. Both versions of
PAM Loss aim to optimise the margins between different classes. The ideal approach is to
optimise the margins of all the adjacent classes. However, it is extremely time-consuming
to select out all these adjacent classes in the hypersphere. In PAM Loss v1, a conservative
strategy is adopted. PAM Loss v1 penalises P pairs of classes which have the minimum
margins (P is the number of classes). This is because the minimum number of pairs of the
adjacent classes is P , which occurs when all the classes line up in a circle on the surface
of the hypersphere. In PAM Loss v2, we try another strategy, namely paying attention to
every class. The basic idea of PAM Loss v2 is to find the nearest neighbour class of each
class and penalise the margin between them.
Calculating cos(θij) is the key aspect of the PAM Loss. To calculate cos(θij), two parts
are needed: class centre and cosine range of the class, where cosine range of the class
means the cosine similarity between the class centre and the farthest sample of the class.
As the training goes on,Wj gradually converges to the centre of the class j (j = 1, 2, ..., P ),
which has also been described in Fig. 6 of [161]. Wj is easy to obtain from the FC layer, so
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Wj is used as the approximation to replace the centre of the jth class. For the cosine range
of class j, we propose the following learning algorithm to recursively study and update the
range of the class. R(j) is initialised to 1 and is then updated iteratively with the following
equations:
R(j)t+1 = R(j)t +
N∑
i=1
φ(yi, j) ·∆Ri, j = 1, 2, ..., P. (5.8)
∆Ri =

cos(Wyi , fi)−R(yi)t, R(yi)t > cos(Wyi , fi)
β · (cos(Wyi , fi)−R(yi)t), R(yi)t ≤ cos(Wyi , fi)
(5.9)
where φ(yi, j) = 1 if yi = j, φ(yi, j) = 0 if yi 6= j, β (called shrink rate) is used to adjust
the shrink speed of the class range. Eq. (5.9) contains two aspects: (a) when the cosine
similarity between the input sample and the corresponding class centre is less than the
current recorded class range, the class range is directly replaced by their cosine similarity;
(b) When the cosine similarity between the input sample and its corresponding class centre
is greater than the recorded class range, we let the class range shrink by the product of
β and their cosine similarity. Part(a) keeps the range of the class up to date, but, as the
training goes on, the range of the real class range tends to become smaller and smaller.
Therefore, part(b) helps the learned class range shrink to the real value.
With the class centre and the cosine range of class, the cos(θij) can be calculated. Let
R(i) = cos(θi), R(j) = cos(θj), Wi ·Wj = cos(θ), then cos(θij) = cos(θ − θi − θj). By











In our coding implementation, we do a one-time calculation to obtain all cos(θij)(i, j =
1, 2, 3, ..., P ; i > j) by matrix manipulation between W and (R(1), R(2), ..., R(P )).
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Table 5.1: Parameter settings about the network and the testing.
Parameter Value Parameter Value
batch size 120 optimizer ADAM
image size 160*160 weight decay 0.0005
epoch size: 1000 moving average decay 0.9999
embedding size 512 AM-Softmax scalar 40.0
random flip True AM-Softmax margin 0.3







We implement a total of four schemes with Tensorflow [8] by combining Inception-
ResNet-v1 [144] with different losses: (1). ResNet+Softmax, (2). ResNet+AM-Softmax,
(3). ResNet+AM-Softmax+PAM Loss v1, and (4). ResNet++AM-Softmax+PAM Loss v2.
For convenience, we use ‘Softmax’, ‘AM-Softmax’, ‘PAM Loss v1’ and ‘PAM Loss v2’ to
represent the above four schemes in presenting the experimental results, respectively.
VGGFace2 [21] is used as our training set in all experiments. We removed the face
images in VGGFace2 that might overlap with the benchmark testing set to ensure the re-
liability of the experimental results. The resulting training set consists of 3.05M facial
images from 8K identities. For all face datasets involved in the experiments, we apply
MTCNN [194] for face detection. MTCNN fails on detection sometimes. If it fails on a
training image, we just remove it from the training set. If it fails on a testing image, we use
the landmarks or the bounding boxes provided by the authorities. The detailed parameter
settings for the network and the testing are given in Table 5.2.3.1.
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5.2.3.2 Results on LFW and YTF
In this section, we conduct the face verification test and compare the proposed PAM
Loss with the state-of-the-art methods on two benchmark datasets – LFW [58] and YTF
[178]. In the experiments, we follow the standard experimental protocol of unrestricted
with labelled outside data [57]. Based on the protocol, we test 6,000 face pairs in LFW
according to the given image list and test 5,000 video pairs according to the given video
list.
Table 5.2 shows the results of the proposed methods and the state-of-the-art methods
on LFW and YTF datasets, from which we can observe the following. On LFW, both
versions of PAM Loss outperform the related works: Softmax, L-Softmax, A-Softmax and
AM-Softmax. FaceNet has the same accuracy as the proposed PAM Loss v1. However,
FaceNet uses 200 million images for training while the PAM Loss uses only 3.05 million
images for training. Compared with the other state-of-the-art methods, PAM Loss has the
highest verification accuracy. On YTF dataset, PAM Loss v1 has an accuracy of 96.14%,
which is higher than all the other methods. PAM Loss v2 has very similar performance to
Marginal Loss, but Marginal Loss uses a larger training set and has poorer performance on
LFW than PAM Loss v2. Results on LFW and YTF datasets demonstrate the effectiveness
and the state-of-the-art performance of the proposed methods.
5.2.3.3 MegaFace Challenge 1 on FaceScrub
In this section, experiments are conducted on the MegaFace dataset [68] and the Face-
Scrub dataset [105]. We follow the experimental protocol of MegaFace Challenge 1, where
MegaFace is set as the distractor set while FaceScrub is set as the testing set. The evalua-
tion code [68] is provided by the authority. More details about the experimental protocol
can be found in [68].
Fig. 5.2(a) and Fig. 5.2(b) show the CMC curves and the ROC curves with 1 Mil-
lion distractors on MegaFace Set 1, respectively. The results of the benchmark methods
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Table 5.2: Verification accuracy of the state-of-the-art methods on LFW and YTF datasets.
Methods Source Images LFW YTF
Range Loss [196] ICCV17’ 1.5M 99.52 93.7
Marginal Loss [30] CVPR17’ 4M 99.48 96.0
DeepID2+ [142] CVPR15’ 99.47 93.2
Deep Face [148] CVPR14’ 4M 97.35 91.4
Fusion [149] CVPR15’ 500M 98.37
FaceNet [131] ICCV15’ 200M 99.63 95.1
Baidu [86] arXiv15’ 1.3M 99.13
Centre Loss [173] ECCV16’ 0.7M 99.28 94.9
Multibatch [147] NIPS16’ 2.6M 98.20
Aug [99] ECCV16’ 0.5M 98.06
L-Softmax [90] ICML16’ 0.5M 98.71
A-Softmax [89] CVPR17’ 0.5M 99.42 95.0
Softmax N/A 3.05M 99.50 95.22
AM-Softmax N/A 3.05M 99.57 95.62
PAM Loss v1 N/A 3.05M 99.63 96.14
PAM Loss v2 N/A 3.05M 99.62 96.00






























































Figure 5.2: (a) reports the CMC curves of different methods with 1M distractors on
MegaFace Set 1. (b) reports the ROC curves of different methods with 1M
distractors on MegaFace Set 1.
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(including Barebones FR, SIAT MMLAB, Vocord and Faceall) are generated from the fea-
tures provided by the MegaFace team1. It can be seen from Fig. 5.2(a) and Fig. 5.2(b) that
PAM Loss v1 and PAM Loss v2 have better identification and verification performance
than Softmax, AM-Softmax, and other benchmark methods. PAM Loss v2 outperforms
PAM Loss v1 in both figures, which indicates that PAM Loss v2 has a stronger ability in
the case of 1 million distractors. The results on the MegaFace and the FaceScrub datasets
confirm the effectiveness of the proposed methods.
5.3 GICO Loss for Deep Face Recognition
In this section, we propose a new loss function, namely Global Information-based Co-
sine Optimal Loss (GICO Loss) for face recognition. The deep model trained with GICO
Loss is named GicoFace.
5.3.1 The Proposed GICO Loss
Typical Euclidean distance-based loss functions include Centre Loss [173], Marginal
Loss [30] and Range Loss [196]. Details of these loss functions have been reviewed in
Section 2.4.3. It is worthy to note that Marginal Loss and Range Loss follow two important
targets: minimising intra-class variance and maximising inter-class variance. Centre Loss
follows only the first target. From experimental results for the Euclidean distance-based
loss functions [139, 131, 173, 30, 196], it can be found that both two targets of improving
discriminative ability contribute to performance, which is also demonstrated in Section
5.3.5.
Table 5.3 summarises the properties of the most recent and best-performing loss func-
tions. We can see that these loss functions either do not apply weight and feature nor-
malisation such as Contrastive Loss, Triplet Loss, Centre Loss, Range Loss and Marginal
1The download link of features provided by MegaFace team: (http://megaface.cs.washington.edu/parti
cipate/challenge.html)
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Loss; or do not explicitly optimise intra-class and inter-class variance, such as L-Softmax
Loss, A-Softmax Loss, AM-Softmax Loss and ArcFace Loss. However, these four prop-
erties are all beneficial for learning more discriminative features. Obviously, further op-
timising intra-class and inter-class variance can lead to better discriminative ability. The
experiments in [89] demonstrate that L2 weight normalisation improves the performance,
though the improvement is very limited. Feature normalisation brings advantages, includ-
ing better performance and better geometrical interpretation, which are demonstrated in
[162, 120, 91, 92].
The properties of GICO Loss are also shown in Table 5.3, where it can be seen that
GICO Loss possesses all four properties of optimising intra-class and inter-class variance,
and weight and feature normalisation. Different from all other loss functions, GICO Loss
is guided by the distribution information from the whole training set.










Contrastive Loss [139] Yes Yes No No mini-batch
Triplet Loss [131] Yes Yes No No mini-batch
Centre Loss [173] Yes No No No mini-batch
Marginal Loss [30] Yes Yes No No mini-batch
Range Loss [196] Yes Yes No No mini-batch
L-Softmax Loss [90] No Yes No No mini-batch
A-Softmax Loss [89] No Yes Yes No mini-batch
AM-Softmax Loss [160] No Yes Yes Yes mini-batch
ArcFace Loss [29] No Yes Yes Yes mini-batch
GICO Loss* Yes Yes Yes Yes global info
1 WN: weight normalisation. FN: feature normalisation.
After reviewing the recent loss functions used in deep face recognition, we propose
GICO Loss to combine the advantages of existing loss functions with some important new
properties. Firstly, we apply L2 weight normalisation by fixing bj = 0 and ||Wj|| = 1.
We also apply L2 normalisation on the feature vector fi and re-scale ‖fi‖ to s. Similar
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to Centre Loss, GICO Loss is used in conjunction with AM-Softmax Loss. Here we do
not adopt Softmax Loss like Centre Loss, because AM-Softmax Loss shows slightly better
performance than Softmax Loss. The total loss is thus:

























































Figure 5.3: An overview of the proposed GicoFace framework. FN and WN represent fea-
ture normalisation and weight normalisation, respectively. A and C are the
class centres of the corresponding classes. AB represents the class range and
AC represents the distance between two class centres.
In designing the GICO Loss, two aspects are considered: minimising the intra-class
variance and maximising the inter-class variance. These two aspects correspond to two
“lite” versions of GICO Loss, respectively. Finally, we construct a standard version of
GICO Loss, which is the combination of the two lite versions.
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5.3.2 GICO Lite A
To minimise the intra-class variance, we propose a “lite” version of GICO Loss (GICO






R(j) = cos(cj, ej)
(5.12)
where P is the number of classes in the whole training set, cj is the centre of class j, and
ej denotes the edge of class j (i.e. the farthest sample to the centre of class j). R(j)
represents the cosine range of class j, namely the cosine similarity between the class centre
and the edge of class j. During the training, the deep features are changing after each mini-
batch, which also leads to changes in cj and ej . Ideally, cj and ej should be calculated by
traversing the entire training set and should be updated after each mini-batch. However,
this would require massive computing power that is completely impractical for the existing
hardware. Commonly, a deep neural network is trained by iteratively updating the network
parameters based on the feedback information from each mini-batch. This enables the
network to have a stronger generation ability. Also, it is a practical solution within two
constraints: the computing power and the memory size of GPU, TPU or other similar
processing units. Without the computing power constraint, some accurate information can
be calculated from the entire training set for training. Without the memory size constraint,
the entire training set can be put into the memory and provides some global information
to the losses, as some losses need precise global information, like the class centre and the
class edge in GICO Loss and other losses.
Here we overcome these two constraints to use the entire training set as the source of
feedback information by two approximate solutions. From Eq (5.3), we can see that the key
optimisation object of the AM-Softmax Loss is actually minimising θyi while maximising
θj . θyi is the angle between Wyi and fi. θj is the angle between Wj and fi where j 6= yi. In
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other words, AM-Softmax Loss tries to reduce the distances between Wj and the sample
features in the jth class (j = 1, 2, ..., P ). As the training goes on, Wj is automatically
optimised to the centre of class j (j = 1, 2, ..., P )2, because this leads to the minimum
distance sum between Wj and the sample features in the jth class. Therefore, we can
simply use Wj as the substitution of cj , which does not require any additional computing
power. For ej and R(j), we propose a learning algorithm to recursively update the range
of each class rather than directly calculating R(j) with cj and ej . R(j) is initialised to 1.
Then we update R(j) using the following iterations:
R(j)t+1 = R(j)t +
N∑
i=1
φ(yi, j) ·∆Ri, j = 1, 2, ..., P. (5.13)
∆Ri =

cos(Wyi , fi)−R(yi)t, R(yi)t > cos(Wyi , fi)
β · (cos(Wyi , fi)−R(yi)t), R(yi)t ≤ cos(Wyi , fi)
(5.14)
where φ(yi, j) = 1 when yi = j, otherwise φ(yi, j) = 0. β is the shrink rate which is
used to adjust the shrinking speed of the learned class range. The basic idea of the learning
algorithm addresses two cases: (a). if the cosine similarity between the input sample and
its corresponding class centre is smaller than the recorded class range, replace the class
range directly with their cosine similarity; (b). if the cosine similarity between the input
sample and its corresponding class centre is larger than the recorded class range, let the
class range shrink by scaling their cosine similarities with β. Case (a) uses the newfound
farthest sample to update the learned class range. However, as the training proceeds, the
real class range will become smaller and smaller. So case (b) helps the learned class range
to shrink to the real value.
2The truth that Wj will finally converge to the centre of class j is also described in Fig. 6 of [161]
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5.3.3 GICO Lite B
To maximise the inter-class variance, we also propose another “lite” version of GICO





A = {cos(Wa,Wb) + 1
2
: a, b = 1, 2, 3, ..., P ; a > b}
(5.15)
where A is a set and
∑
Top(A,K) denotes the sum of the K largest elements in A. The
purpose of GICO Lite B is to find K pairs of nearest class centres in the entire training set
and to calculate the sum of their distances. Compared with the non-adjacent class centres,
the corresponding classes of the adjacent centres have a high probability of having small
margins or having overlaps. If all adjacent classes have proper margins, the non-adjacent
classes would have larger margins. Therefore, it is not necessary to take all centre pairs
into account. The most effective way is to optimise the distances of all the adjacent centres.
To judge whether a pair of class centres are adjacent, all the other class centres need to be
checked whether they are on the shortest path between this pair of class centres. Therefore,
it requires a recursive algorithm to do the operations in O(P 3) time to find all adjacent
centre pairs on the hypersphere, which is extremely time-consuming. Here we adopt a
conservative and simple strategy, namely to set the value of K to P where P is the number
of classes. Because the minimum number of adjacent centre pairs is P , which happens
when each class centre has only two adjacent class centres and all the class centres align in
a circle on the surface of the hypersphere.
89
5.3.4 GICO Std and Discussion
Finally, to achieve the best performance, we integrate GICO Lite A and GICO Lite B
to create the standard version of GICO Loss (GICO Std):










GICO Std is more complex, but it simultaneously optimises the intra-class variance and
inter-class variance, which leads to better performance. Combining CNNs with the pro-
posed GICO Losses, we build a high-performance deep model named GicoFace, as shown
in Fig. 5.3.
• Why is global information introduced? Optimising the global sample distribution
is the intrinsic purpose of training. The training based on mini-batches is a trade-off
because of the hardware constraints. Therefore, it is reasonable to consider using
global information if hardware constraints can be overcome. The introduction of
global information into training leads to a better sense of the ”big picture” rather
than focussing on only each mini-batch.
• Why is the information from each mini-batch still being used? GICO Loss is
applied along with AM-Softmax Loss, so the information from each mini-batch is
also used in training. Since the feedback information of a mini-batch is directly from
the real samples, the network parameters can be updated in time to fit these samples,
ensuring an acceptable training speed. Due to the hardware constraints, the global
information introduced by GICO Loss is obtained by learning. This learning process
decreases the interaction speed between the network parameters and GICO Loss. As
a result, using GICO Loss alone will lead to a slow training process. Training speed
is slowest at the early stage of the training as the learned class ranges and the class
centres are not steady at the initial stage. Hence, it is necessary to use both global




Our deep face models are implemented by Tensorflow3 with Inception-ResNet-v1 [144]
as the trunk network. We combine Inception-ResNet-v1 with different loss functions, re-
sulting in 5 different combinations: (1). ResNet+Softmax, (2). ResNet+AM-Softmax, (3).
ResNet+GICO Lite A, (4). ResNet+GICO Lite B, and (5). ResNet+GICO Std.
In all experiments, we set 320 as the epoch size, 120 as the batch size, 5e-4 as the
weight decay, 0.4 as the keep probability of the fully-connected layer, 512 as the embed-
ding size and 0.01 as the shrink rate. We manually optimise the hyperparameter λ. Since
performance is not very sensitive to the value of λ, we just try multiple different values,
and choose the value that leads to the lowest total loss. The initial learning rate is set to
0.05 and is reduced by a factor of 10 every 100,000 iterations.
VGGFace2 [21] is the training set in all of our experiments. To guarantee the reliability
of the results, we removed the people who might overlap with the testing sets from VG-
GFace2. We did not do any noise removal as VGGFace2 is a very clean dataset. Finally, the
preprocessed training set contains 3.05 million face images. For testing, we use five public
benchmark datasets: LFW [58], SLLFW [195], YTF [178], MegaFace [68] and FaceScrub
[105] datasets. For image preprocessing, we applied the same pipeline of processes on ev-
ery raw image in the training set and the testing sets. Firstly MTCNN [194] is employed for
face detection. MTCNN occasionally fails to detect the face. If this occurs for a training
image, the image is simply abandoned. If it occurs for a testing image, we use the provided
official landmarks or bounding boxes instead. All the face images are cropped to the size
of 160*160. To enhance the randomness of the training data, every training image is ran-
domly horizontally flipped before being input to the network. The final features of a testing
image are generated by concatenating the features of the original image and the features of
its horizontally flipped counterpart so as to improve the recognition accuracy.
3https://www.tensorflow.org/
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Figure 5.4: (a) The CMC curves of different methods with 1 million distractors on
MegaFace Set 1. (b) The ROC curves of different methods with 1 million
distractors on MegaFace Set 1.
In this section, we evaluate the performance of the proposed GICO Loss on the MegaFace
dataset [68] and the FaceScrub dataset [105]. We follow the experimental protocol of
MegaFace Challenge 1. This protocol allows participants to train their models on any
training set but requires the participants to do identification and verification testing on the
FaceScrub dataset and use the MegaFace dataset to set 1 million face images as the distrac-
tors. The evaluation is conducted with the officially provided code [68]. Fig. 5.4(a) and
Fig. 5.4(b) report the CMC curves and the ROC curves of different methods with 1M dis-
tractors on MegaFace Set 1, respectively. The results of the benchmark methods (including
Barebones FR, SIAT MMLAB, Vocord and Faceall) are generated with the evaluation code
and features provided by MegaFace team4. From Fig. 5.4(a), we observe that all three ver-
sions of GICO Loss outperform Softmax, AM-Softmax and other benchmark methods on
the Rank1 identification rate. GICO Std shows better performance than GICO Lite B and
GICO Lite A, while GICO Lite A performs better than GICO Lite B. Fig. 5.4(b) shows the
4The features of the benchmark methods provided by the MegaFace team:
(http://megaface.cs.washington.edu/participate/challenge.html)
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Table 5.4: Verification performance of state-of-the-art methods on LFW and YTF datasets.
Methods Source Images LFW(%) YTF(%)
Range Loss [196] ICCV17’ 1.5M 99.52 93.7
DeepID2+ [142] CVPR15’ 99.47 93.2
Deep Face [148] CVPR14’ 4M 97.35 91.4
Fusion [149] CVPR15’ 500M 98.37
FaceNet [131] ICCV15’ 200M 99.63 95.1
Centre Loss [173] ECCV16’ 0.7M 99.28 94.9
Multibatch [147] NIPS16’ 2.6M 98.20
Aug [99] ECCV16’ 0.5M 98.06
L-Softmax [90] ICML16’ 0.5M 98.71
A-Softmax [89] CVPR17’ 0.5M 99.42 95.0
Softmax N/A 3.05M 99.50 95.22
AM-Softmax N/A 3.05M 99.57 95.62
GICO Lite A N/A 3.05M 99.60 95.70
GICO Lite B N/A 3.05M 99.62 95.78
GICO Std* N/A 3.05M 99.63 95.82
verification performance, where all three versions of GICO Loss significantly outperform
the other methods. GICO Std still shows better performance than GICO Lite B and GICO
Lite A. These results on FaceScrub dataset demonstrate the effectiveness of the proposed
GICO Loss.
5.3.5.3 Results on LFW, YTF and SLLFW
In this section, we compare the proposed methods with the state-of-the-art methods on
LFW, YTF and SLLFW. LFW and YTF stipulate multiple standard experimental protocols.
In our experiments, we follow the standard experimental protocol of “unrestricted with
labelled outside data” [57]. Following this protocol and the given pair list, we do the
verification test on 6,000 face pairs in LFW including 3,000 positive pairs (same identity)
and 3,000 negative pairs (distinct identities), and we do the verification test on the given
5,000 video pairs in YTF including 2,500 positive pairs and 2,500 negative pairs.
Under the same experimental protocol, we compare the results of the proposed method
and the state-of-the-art methods on LFW and YTF, as shown in Table 5.4. The results of
the benchmark methods shown in the upper part of the table are cited from their original
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Table 5.5: Verification performance of different methods on SLLFW.
Method Source Images LFW(%) SLLFW(%)
Deep Face [148] CVPR14’ 0.5M 92.87 78.78
DeepID2 [139] NIPS14’ 0.2M 95.00 78.25
VGG Face [114] BMVC15’ 2.6M 96.70 85.78
DCMN [34] PR[J]17’ 0.5M 98.03 91.00
Noisy Softmax [23] CVPR17’ 0.5M 99.18 94.50
Softmax N/A 3.05M 99.50 96.17
AM-Softmax N/A 3.05M 99.57 98.02
GICO Lite A N/A 3.05M 99.60 98.15
GICO Lite B N/A 3.05M 99.62 98.13
GICO Std* N/A 3.05M 99.63 98.17
papers. From Table 5.4, we observe the following. GICO Std shows higher verification
accuracy on LFW than Softmax, AM-Softmax, GICO Lite A and GICO Lite B. GICO Std
ties with FaceNet for first place on LFW. However, FaceNet uses 200 million images for
training, while GICO Std uses only 3.05 million images. GICO Std also beats the other
benchmark methods on LFW, most of which are published in leading computer vision
conferences. On YTF dataset the proposed GICO Loss still has better performance than
most of the benchmark methods, which demonstrates the state-of-the-art performance of
the GICO Loss.
LFW is a popular face dataset, but more and more methods are gradually touching its
theoretical upper limit5. Consequently, it becomes more and more difficult to differentiate
different methods on LFW. To confirm the performance of the proposed methods, we con-
ducted an additional experiment on SLLFW [195]. SLLFW uses the same positive pairs as
LFW for testing, but in SLLFW, 3000 similar-looking face pairs are deliberately selected
from LFW by human crowdsourcing to replace the random negative pairs in LFW. SLLFW
adds more challenges to the testing, causing the accuracy of the same state-of-the-art meth-
ods to drop by 10-20%.
Table 5.5 shows the verification accuracy of different methods on SLLFW. The results
5There are six mismatched pairs on LFW which are incorrectly labelled as matched. So the upper limit
accuracy on LFW is (6000-6)/6000=99.90%.
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of some benchmark methods are shown in the top half of the table. These results are
publicly accessible and provided by the SLLFW team[34]. As can be seen from Table 5.5,
GICO Loss achieves considerably better performance than other methods on SLLFW. In
the top half of the table, the accuracy of the benchmark methods drops by between 16.75%
and 4.68% from LFW to SLLFW. By comparison, the accuracy of GICO Loss drops by
between 1.45% and 1.49%. The results on SLLFW further confirm the performance of the
proposed methods.
5.4 Summary
This chapter focuses on Cosine similarity-based loss and presents two Cosine similarity-
based losses – Precise Adjacent Margin Loss (PAM Loss) and Global Information-based
Cosine Optimal Loss (GICO Loss). In this chapter, we proposed the PAM Loss to precisely
optimise the real edge-to-edge margin. To make PAM Loss possible, we also proposed a
learning algorithm to obtain the range of each class. Extensive experiments are conducted
on LFW [58], YTF [178], MegaFace [68] and FaceScrub [105] datasets. Results demon-
strate the effectiveness of the proposed methods and confirm the state-of-the-art perfor-
mance of PAM Loss. As PAM Loss considers only optimising the inter-class distance, we
propose a more complete loss function GICO Loss in Section 5.3 to simultaneously op-
timise both inter-class and intra-class distance. GICO Loss integrates the advantages of
the best loss functions proposed in recent years in face recognition. To make GICO Loss
possible, we propose a novel algorithm to learn the cosine similarity between the class
centre and the class edge. Extensive experiments are conducted on LFW, SLLFW, YTF,
MegaFace and FaceScrub datasets. Results demonstrate the effectiveness of the proposed
GICO Loss and show that it achieved state-of-the-art performance.
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CHAPTER VI
A Complete Face Search Framework for Image and Video
Retrieval
6.1 Introduction
A face search framework is the combination of a face recognition framework and a
search engine. A face search framework can quickly and accurately find similar-looking
faces to a given face from a large collection of faces, and return a collection of similar faces.
Face search has a wide range of applications such as intelligent album, face-based gate
control, and smart surveillance. Besides these, automatic face tagging is especially high in
potential among various applications. Social media, like Facebook, Twitter, Instagram, and
Youtube, generate billions of photos and video frames every day. Given a photo or a video
clip, a face search framework can provide effective tagging suggestions which can improve
the efficiency and reliability of data access.
In this chapter, we describe the design and implementation of our complete face search
framework. We define a complete face search framework as a framework that can retrieve
both image and video, and has the front-end and the back-end, where the front-end should
include the search interface and other functional interfaces, while the back-end should in-
clude the following modules: face detection, face alignment, face cropping, model training,
feature extraction, database management, indexing and retrieval.
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6.2 Motivation
Much work [75, 159, 138, 103] has been done for developing a face search framework.
However, they implement only some of the aforementioned parts, and so can not be called
a complete face search framework according to our definition. Moreover, they did not
employ the current state-of-the-art techniques in each module. Commercial face search
frameworks include Betaface [1], PicTriev [5] and PimEyes [6]. When a face image is
uploaded to Betaface, Betaface retrieves their celebrity database or wikipedia database to
return the identity of the uploaded face. PicTriev can find look-alike celebrities on the web
with the face image and provide predictions regarding three face attributes (i.e. masculine,
feminine and age). Nevertheless, PicTriev has high requirements on the resolution and
quality of the face image, and accepts only jpg(jpeg) image format with image size less
than 200K bytes. PimEyes can find faces appearing on the web that are similar to the
provided face image, and can provide the website link where the similar face appears on.
However, Betaface, PicTriev and PimEyes can only search for faces in images, not videos,
and none of them publishes their implementation details or reports their performance.
6.3 The Framework
This section introduces the design of the proposed framework from its structure to its
usage. Fig. 6.1 illustrates the proposed face search framework. From Fig. 6.1, we can
see that the proposed framework has three major parts — (a) preprocessing, (b) feature
learning and extraction, and (c) indexing and retrieval. Each major part has some minor
modules, where preprocessing includes face detection, face alignment and face cropping;
feature learning and extraction consists of Convolutional Neural Networks (CNNs), loss
function and a trained network model; and indexing and retrieval incorporate indexing the
feature database and retrieving the feature database with the features of the query image.
As Fig. 6.1 shows, the proposed framework has the following four function routes: (a)
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Figure 6.1: Flowchart of the proposed face search framework.
user experience route, (b) training route, (c) data initialisation route, and (d) maintenance
route. Before the user starts to search for a face with the framework, the administrator needs
to take the training route to obtain a proper network model, and take the data initialisation
route to execute a series of processes on the image and video gallery. When going through
the training route, the framework firstly preprocesses the training data, then inputs the
preprocessed data to the CNNs along with an appropriate loss function. After training, a
trained network model can be obtained for feature extraction in the future. When going
through the data initialisation route, the image/video gallery is firstly preprocessed with the
same techniques, then their features are extracted with the trained network model and are
gathered to build a complete feature database. Next, the feature database is indexed by hash
coding to get an indexed feature database for future use.
With the above preparation, users can experience the face search framework by entering
from the project homepage as shown in Fig. 6.2. To search for a face, users just need to
upload an image of the face and choose the type of search result (image or video). The
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Figure 6.2: Cover page of the proposed face search framework.
framework will automatically process the uploaded image, retrieve all the images or videos
in the gallery according to the blue route in Fig. 6.1, and finally list the most similar results.
The images and videos are listed along with their detailed information, where the images
can be downloaded and the video can be watched instantly from the frame with the highest
similarity. Examples of face search on images and videos are shown in Fig. 6.3 and Fig.
6.4, respectively.
An administrator may want to manage the gallery by adding new images or videos, or
deleting existing ones. To achieve this goal, the administrator just needs to run a one-key
update program which executes the modules according to the maintenance route shown
in Fig. 6.1. As Fig. 6.5 shows, users can also add their preferred videos to the library
by sending their applications to maintainers. To simplify the flowchart, the maintenance
route shown in Fig. 6.1 shows only the process for adding images or videos. To delete
an image or a video, the whole process includes: (1) delete the original image or video
from module 18, (2) delete corresponding preprocessed face images from module 17, (3)
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Figure 6.3: Example of face search on images.
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Figure 6.4: Example of face search in videos.
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delete the corresponding features from module 11 and (4) delete the corresponding indexed
features from module 13.
Figure 6.5: The web page for adding more videos.
6.4 A Demonstrator
In this section, we outline the implementation details of the proposed framework from
module 1 to module 18 as illustrated in Fig. 6.1. The front-end consists of module 1 to
module 3, which are implemented by HTML5, CSS and JavaScript. To avoid copyright
infringement, the video search results are displayed by embedding the original Youtube
videos as shown in Fig. 6.4. An example of our embed code is as below:
< i f r a m e
wid th =420” h e i g h t =”315”
s r c =” h t t p s : / / www. you tube . com / embed /{{ s [ 5 ]}} ? s t a r t ={{ s [ 3 ]}} ”
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f r a m e b o r d e r =”0” a l l o w f u l l s c r e e n >
</ i f r ame>
The back-end consists of module 4 to module 18. These modules are mainly imple-
mented by Python, Tensorflow and Flask. In module 4, VGGFace2 [21] is used as our
training set. We filtered the VGGFace2 dataset in the same way as previous chapters. The
resulting training set consists of 3.05M facial images from 8K identities. From module 5
to module 7, we apply the Multi-Task Cascaded Convolutional Neural Network (MTCNN)
[194] for face detection and utilise the landmarks detected by MTCNN for face alignment
and face cropping. We choose MTCNN because it is very stable and achieved the state-
of-the-art results on a range of benchmark datasets. However, MTCNN still has a small
probability of failing on detection. If it fails on a training image, we just remove that image
from the training set. If it fails on an uploaded face image, a prompt box will pop up and
advise the user to upload another image. Users should make sure that their uploaded image
contains at least one face.
In module 8, we implemented Inception-ResNet-v1 [144] and Inception-ResNet-v2
[145] as the network architectures. These two architectures are very competitive in face
recognition even compared with the state-of-the-art architectures. Following our research
on loss functions in previous chapters, we have implemented a wide range of loss functions
for selection in module 8. By combining different loss functions with different architec-
tures, we can train different models. Here we set Inception-ResNet-v1 + PAM Loss v1 as
our default combination as it shows the best performance in experiments. With the trained
network model in module 9, the features in module 10, 11 and 14 can be extracted from
the preprocessed face images. The features extracted from the gallery are then gathered
together to build a continuous binary file (i.e. the feature database in module 11) for fast
reading and writing.
To accelerate the retrieval speed, we implemented two hash coding methods — Iterative
Quantization (ITQ) [46] and Locality Sensitive Hashing (LSH) [11] for indexing in module
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12, where ITQ is set as the default option. Using ITQ or LSH, a hash projection matrix
can be computed based on the feature database, with which the feature database can be
converted to an indexed feature database in module 13, and the features of a single image
in module 14 can also be converted into hash codes for retrieval. In module 15, the hash
codes of the query image are compared with the hash codes of the images or video frames
in the database one by one. We calculate the Euclidean distance of the hash codes of two
faces, and use the reciprocal of the Euclidean distance as the similarity of two faces. Sorting
the face images by similarity, we get a retrieval ranking of image ID or frame ID.
Figure 6.6: Example of the videos in the gallery.
Figure 6.7: Example of the preprocessed faces in the proposed framework.
Module 18 is an image/video gallery that can store all kinds of original images or
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videos. At present, we put 5,167 videos into this gallery; examples are shown in Fig.
6.6. To collect these videos, we build a name list containing 134 celebrities and use their
names as the keywords to search on YouTube. From YouTube, an average of 38.5 videos
is collected for each celebrity. For each video, we extract its frames at an interval of 0.5
seconds and use modules 5 to 7 to process all these frames. The resulting and preprocessed
face images are then stored in a face image gallery in module 17. Examples of the prepro-
cessed faces are shown in Fig. 6.7. For each face image in the face image gallery, we save
its relevant information into a table, which includes its unique id, its file path, its frame
number in the video, its occurrence time in the video, the id and the name of the video
to which the frame belongs. Based on the above preparation, we can display the search
results. If searching for images, image ID and frame ID will be obtained (module 16) and
then be used to query the aforementioned table to fetch the face images and their corre-
sponding information for display. If searching for videos, the resulting videos are sorted




min(D(Fij, P )− T, 0)
D(Fij, P )− T
(6.1)
where Ri is the relevance between the ith video and the query face image P , Ni is the total
number of the extracted frames from the ith video, Fij is the jth frame from the ith video,
D(·, ·) represents the Euclidean distance of two images, T is the threshold for excluding
some dissimilar frames, and min(·, ·) represents the minimum of two numbers. Eq. 6.1
computes the relevance by counting the number of frames that have a distance smaller than
the specified threshold T . Moreover, the videos that have a relevance value smaller than ξ
are filtered out, which can exclude some false accepted videos. Finally, the resulting videos
are displayed by relevance from high to low.
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6.5 Functional Evaluation
The proposed framework has three main features: a) high retrieval accuracy, b) low
requirement on uploaded images and c) support for face search in videos. This section de-
scribes the details of these three features and evaluates these three features. Much research
[75, 159, 138, 103] has been done for developing a face search framework. However, we
cannot directly compare our framework with these frameworks. The reason is two-fold:
they did not publish their codes or datasets, making us unable to conduct evaluation under
the same environment, and they are not complete face search frameworks according to our
definition, and they have different design targets and features. Therefore, it is also unfair
and nearly impossible to cite their results for comparison. Commercial face search frame-
works include Betaface [1], PicTriev [5] and PimEyes [6], and some typical cases are used
for comparing Betaface, PicTriev and PimEyes with the proposed framework.
6.5.1 High Retrieval Accuracy
We randomly uploaded 30 celebrity face images as the query images to test the per-
formance of Betaface, PicTriev and PimEyes and the proposed framework. Their average
search time is 4.9s, 8.2s, 7.3s and 5.9s, respectively. However, we found the search time was
largely influenced by internet speed, so the search time may change under different condi-
tions. The search results show that 99.95% of the top-100 images found by our framework
are correct. PimEyes has an accuracy of 95.82% in terms of the top-100 resulting im-
ages. Different from PimEyes and the proposed framework, Betaface and PicTriev return
the results in the form of individuals, so we report their top-1 results. Based on the top-1
results, Betaface and PicTriev correctly recognise 83.33% and 43.33% of the individuals,
respectively. Three of the testing examples are shown in Fig. 6.8.
The high retrieval accuracy of the proposed framework is mainly due to its two major
parts — (a) feature learning and extraction, and (b) indexing and retrieval. In feature learn-
ing and extraction, the network model is the core which determines the performance of this
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Figure 6.8: Examples of image search results of different frameworks.
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Table 6.1: Verification rates of state-of-the-art models on LFW and YTF datasets.
Methods Source Images VR on LFW(%) VR on YTF(%)
Range Loss [196] ICCV17’ 1.5M 99.52 93.7
Marginal Loss [30] CVPR17’ 4M 99.48 96.0
VGG Face [114] BMVC15’ 2.6M 98.95 97.3
Deep Face [148] CVPR14’ 4M 97.35 91.4
FaceNet [131] ICCV15’ 200M 99.63 95.1
Centre Loss [173] ECCV16’ 0.7M 99.28 94.9
Multibatch [147] NIPS16’ 2.6M 98.20
Aug [99] ECCV16’ 0.5M 98.06
SphereFace [89] CVPR17’ 0.5M 99.42 95.0
Contrastive CNN [49] ECCV18’ 0.5M 99.12
OE-CNNs [168] ECCV18’ 1.7M 99.47
MC Loss N/A 3.05M 99.57 95.34
MML N/A 3.05M 99.63 95.52
PAM Loss v1 N/A 3.05M 99.63 96.14
PAM Loss v2 N/A 3.05M 99.62 96.00
GICO Lite A N/A 3.05M 99.60 95.70
GICO Lite B N/A 3.05M 99.62 95.78
GICO Std N/A 3.05M 99.63 95.82
part for face recognition. In indexing and retrieval, the key is how to recode the features to
the hash codes. Next, we report on the performance of the proposed system for these two
sub-tasks: 1) face recognition, and 2) indexing and retrieval.
Face Recognition: All the proposed deep models in previous chapters can be used
in this framework. We compare these proposed models and the state-of-the-art models
on LFW image dataset [58] and YTF video dataset [178]. The comparison results are
shown in Table 6.1, where the upper part of the table shows the state-of-the-art models
and the lower part of the table shows the proposed models. The results of the state-of-
the-art models are cited from their papers. The implementation details of the proposed
models have been presented in previous chapters. Table 6.1 shows that the proposed models
outperform most of the existing models on LFW and YTF. The proposed models have a
very similar performance on LFW, but PAM Loss v1 shows the best performance on both
YTF and LFW dataset compared with other proposed models.
Indexing and Retrieval: Experiments are conducted on CIFAR dataset [73] to com-
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Figure 6.9: Results of different indexing methods on CIFAR dataset.
pare the implemented ITQ [46] and LSH [11] with some other benchmark methods includ-
ing Nonorth [164], (Spectral Hashing) SH [172] and (Principal Component Analysis) PCA
[177]. ITQ and Nonorth use PCA as an intermediate dimensionality reduction step, while
LSH and SH only rely on randomised data-independent linear projections. We follow two
widely used experimental protocols. The first protocol takes the Euclidean distance-based
neighbours as the ground truth to evaluate the performance of searching for the nearest
neighbour. The mean distance to the 50th nearest neighbour is set as the threshold for sep-
arating positive and negative samples. The second protocol takes the class labels as the
ground truth to evaluate different methods on semantic consistency. In the experiments,
1000 images are randomly selected from CIFAR dataset as the test queries. The rest of the
images in the dataset are used for parameter learning and retrieval test. The test results are
the average values over five random repetitions.
With the first protocol, we report the mean average precision (mAP) under different
number of bits, as shown in Fig. 6.9(a). From Fig. 6.9(a), we can see that ITQ outperforms
all the other methods at all code sizes. LSH shows poor performance with a small code size,
but improves quickly with the increase of code size and almost reaches the level of ITQ at
256 bits. With the second protocol, we report the averaged precision of the top 500 ranked
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images in Fig. 6.9(b). From 16 bits to 256 bits, ITQ still shows the best performance. LSH
has the lowest precision at 16 bits, but its precision increases quickly with increase in code
size. Using PCA alone, the precision drops rapidly with increase in code size.
6.5.2 Low Requirement on Uploaded Image
Compared with Betaface, PicTriev and PimEyes, the proposed framework has relatively
low requirement on uploaded images. Our framework supports low-resolution images (as
low as 120*120 pixels), supports all commonly used image formats, allows large pose
variation, allows incomplete faces and has no limit on image size. In contrast, Betaface,
PicTriev and PimEyes have a relatively low tolerance for the above situations. For ex-
ample, PicTriev advises the user to upload photos of frontal faces, desirably with the gap
between the eyes more than 80 pixels wide. In addition, PicTriev only accepts image files
of jpg(jpeg) format with size below 200K bytes.
Figure 6.10: Search results of different face search framework on the same uploaded face
image.
Fig. 6.10 shows an example of a search using different frameworks, where an image
of an incomplete face is uploaded. From the results, we see that the proposed framework
successfully found the image results and video results without any errors. Betaface com-
pletely failed to recognise the uploaded face. PicTriev failed to detect the face in the image.
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PimEyes was more successful than Betaface and PicTriev, but had two errors.
Figure 6.11: Results of face detection methods on three subsets of WIDER FACE.
To enable the proposed framework to reduce the requirement for image quality, a
face detection algorithm must be robust enough. Otherwise, a face may not be able to
be detected or the algorithm generates inaccurate bounding boxes. Inaccurate bounding
boxes will lead to unreliable recognition results. In our framework, we implemented
Multi-Task Cascaded Convolutional Neural Network (MTCNN) for face detection. Our
MTCNN is trained in the same way as [194]. To evaluate its performance, we conduct
experiments on three subsets of the WIDER FACE dataset [189]. WIDER FACE contains
32,203 images and 393,703 labelled faces with large intra-class variations, such as scale,
pose and occlusion. Based on the detection rate of EdgeBox [200], WIDER FACE is di-
vided into three subsets, namely ’Easy’, ’Medium’ and ’Hard’ subsets. The implemented
MTCNN is compared with multiple state-of-the-art methods including Multiscale Cascade
CNN (MCCNN) [189], Aggregate Channel Features (ACF) [186] and Two-stage CNN
(TSCNN)[189]. As shown in Fig. 6.11, the implemented MTCNN consistently outper-
forms all the compared methods by a large margin on all three subsets. It is also impressive
that the implemented MTCNN still has a precision higher than 99% when the recall rate is
70% on the medium subset, however, the precisions of all the compared methods are less
than 90% in this case, which indicates that the compared methods have lost their effective-
ness.
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6.5.3 Support Face Search in Videos
Different from the existing research works [75, 159, 138, 103] and the existing com-
mercial face search frameworks [1, 5, 6], the proposed framework supports face search in
videos and achieves a high retrieval accuracy. We randomly uploaded 30 celebrity face im-
ages as the query images, and the results show that 99.58% of the videos found are correct
and 99.17% of the video locations are correct. Five of testing examples are shown in Fig.
6.12.
Figure 6.12: Five examples of face search results in videos with the proposed face search
framework.
6.6 Summary
This chapter has presented a detailed description of our complete face search framework
from its design to its implementation. The proposed face search framework has integrated
the state-of-the-art face detection and face recognition methods, and also included all nec-
essary modules. Compared with other frameworks, the proposed framework has three main
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features: a) high retrieval accuracy, b) low requirement on uploaded images, and c) support
for face search in videos. The evaluation results confirm the above features and show that




Conclusions and Future Work
This chapter firstly summarises the research of the thesis. The contributions of the
methods presented in this thesis are briefly summarised. Then, we introduce our future
work and list some relevant and promising research directions.
7.1 Conclusions
Chapter III proposes a multi-descriptor fusion method called MDF, with which we
achieved higher face identification accuracy than the benchmark methods. MDF is ro-
bust to different types of variance including facial occlusion, illumination variance, expres-
sion variance, and pose variance. By combining MDF with KED, we take full advantage
of the merits of KED, so MDF+KED can cope with the case of One Sample per Person
(OSPP), and just requires a small amount of time to update the whole model when new
samples are added into the image gallery. We avoid the demerits, for example, the lack of
sufficient discriminant features and robust classifiers. We also propose a general optimi-
sation method called DAMS to search an optimum subset of the feature blocks. DAMS
significantly reduces the memory requirement and computational costs of MDF. The new
face representation, refined by DAMS, is called Selective Multi-descriptor Fusion (SMDF).
Compared with MDF, SMDF has much smaller feature dimension, which results in a much
lower configuration requirement. However, SMDF still achieves excellent performance
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compared with other methods.
Chapter IV proposes a new supervision signal called Minkowski Distance-based Cen-
tre Loss (MC Loss) to improve the Centre Loss. Experimental results on LFW [58] and
YTF [178] show that the proposed method achieves higher verification accuracy than the
Softmax Loss and the Softmax Loss + Centre Loss, and also achieves competitive results
compared with the state-of-the-art methods. Next, Chapter IV proposes Minimum Margin
Loss (MML), which aims to force all the class centre pairs to have a distance larger than the
specified minimum margin. To the best of our knowledge, MML is the first loss function
that considers setting a minimum margin between the class centres. However, it is neces-
sary to have such a constraint to rectify the margin bias introduced by class imbalance in
the training data. Experiments are conducted on seven public datasets – LFW [58], SLLFW
[34], YTF [178], Megaface [68], FaceScrub [105], IJB-B [174] and IJB-C [100]. Results
show that MML achieves better performance than Softmax Loss, Centre Loss, Range Loss
and Marginal Loss with almost no increase in computing cost. It also achieved competitive
performance compared with the state-of-the-art methods.
Chapter V firstly presents the Precise Adjacent Margin Loss (PAM Loss) to improve
the discriminative ability of the deep features. To the best of our knowledge, PAM Loss
is the first loss that gives ‘margin’ a meaning that represents the real margin between the
different classes in the training set. Extensive experiments are conducted on public datasets
to demonstrate the effectiveness of the proposed PAM Loss. These datasets include LFW
[58], YTF [178], MegaFace [68] and FaceScrub [105] datasets. Experimental results ver-
ified the state-of-the-art performance of PAM Loss. Then, Chapter V proposes the Global
Information-based Cosine Optimal Loss (GICO Loss). It is the first loss function that si-
multaneously satisfies all the first four properties in Table 5.3 and also the first attempt to
use global information as the feedback information in a loss function. To enable the cal-
culation of GICO Loss, we propose an algorithm to learn the cosine similarity between
the class centre and the class edge. We conduct extensive experiments on five public
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benchmark datasets including LFW [58], SLLFW [195], YTF [178], MegaFace [68] and
FaceScrub [105] datasets. Experimental results presented in Section 5.3.5 demonstrate the
state-of-the-art performance of GicoFace.
Chapter VI presents a complete face search framework for image and video retrieval.
This chapter explains the structure of this framework from its front end to its back end. It
also describes the techniques used in each module. This face search framework has inte-
grated the state-of-the-art face detection and face recognition methods, and also included
all necessary modules. The proposed framework has three features: a) high retrieval accu-
racy, b) low requirement on uploaded images and c) support for face search in videos. The
experimental results confirm the above features and show that the proposed framework has
very competitive performance on face detection, face recognition and retrieval.
7.2 Future Work
The research presented in this thesis focuses only on feature fusion and loss function
with application to general face recognition (GFR). However, GFR models may not be
able to meet the requirements of some special cases, for example, large pose variation,
low resolution, cross-age face recognition and make-up face recognition. Future work
will focus on pose-invariant face recognition (PIFR) and low-resolution face recognition
(LRFR).
PIFR is the process of recognising a person using face images that are captured under
arbitrary poses. PIFR is of significance because it is not always easy for a camera to
capture frontal face images in real-world cases, as it is often the case that people show
their face under different poses. Many PIFR methods have been proposed in recent years.
These methods can be divided into four categories: 1) using pose-invariant features for
face representation; 2) projecting features under different poses into a shared subspace; 3)
transforming face images from one pose to another pose and matching faces with the same
pose; 4) hybrid methods that combine the above three strategies.
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A large number of works on general face recognition have already been completed and
applied to daily life, for example, the face recognition system developed by Oohashi [112]
and the sparse representation based system developed by Andrew et al. [158]. However,
these methods may be unsatisfactory in some scenarios because they can only cope with
near-frontal faces. As in the results listed in [134], many existing face recognition methods
suffer a decrease of over 10% when the scene is changed from frontal-frontal verification
to frontal-profile verification. Indeed, pose-invariant face recognition is still an unsolved
problem, and this provides opportunities for further research [166]. In the future, we will
conduct some theoretical research on face pose, trying to find the inherent relation and
regularity between face images of the same subject under different poses. Based on the
theoretical support, we will then design and train a new network to learn pose-invariant
features.
LRFR refers to face recognition using low-resolution facial images. In many real-world
applications, the distance between the camera and the subject determines that the resolution
of the face images captured by the camera is much lower than for facial images captured in a
controlled setting. Even if the images are captured by a 1080P camera, the face portions can
be smaller than 25*20 pixels, and such a small image patch contains very little information.
Compared with normal face images, low-resolution face portions lose much information
that would be useful for classification. Thus, traditional algorithms cannot be used directly
to compare low-resolution (LR) images with high-resolution (HR) images, as they do not
share a common feature representation.
There are three typical methods for LRFR [84]:
1) Down-sample the HR gallery images. Then perform the matching of LR facial im-
ages.
2) Upscale the LR images by super-resolution (SR) or interpolation. Then perform the
matching of HR facial images.
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3) Project the HR images and LR images into a common subspace. Then perform the
matching in the subspace.
Compared with method 1 and method 2, method 3 has advantages, as it neither leads to
information loss like method 1 nor brings in external information like method 2. But, how
to find an optimum common subspace is a challenging problem for method 3. Different
HR/LR image pairs may share quite different subspaces. Therefore, we plan to develop a
new network architecture for low-resolution face recognition. To address different cases,
this network will be designed to learn a common subspace for all HR/LR image pairs.
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[42] Dario Floreano, Peter Dürr, and Claudio Mattiussi. Neuroevolution: from architec-
tures to learning. Evolutionary intelligence, 1(1):47–62, 2008.
[43] Wen Gao, Bo Cao, Shiguang Shan, Xilin Chen, Delong Zhou, Xiaohua Zhang, and
Debin Zhao. The cas-peal large-scale chinese face database and baseline evaluations.
IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems and Humans,
38(1):149–161, 2007.
[44] Zhirong Gao, Lixin Ding, Chengyi Xiong, and Bo Huang. A robust face recogni-
tion method using multiple features fusion and linear regression. Wuhan University
Journal of Natural Sciences, 19(4):323–327, 2014-08-01.
[45] Athinodoros S Georghiades, Peter N Belhumeur, and David J Kriegman. From few
to many: Illumination cone models for face recognition under variable lighting and
pose. IEEE Transactions on Pattern Analysis & Machine Intelligence, (6):643–660,
2001.
[46] Yunchao Gong, Svetlana Lazebnik, Albert Gordo, and Florent Perronnin. Itera-
tive quantization: A procrustean approach to learning binary codes for large-scale
image retrieval. IEEE Transactions on Pattern Analysis and Machine Intelligence,
35(12):2916–2929, 2012.
[47] Ralph Gross, Iain Matthews, Jeffrey Cohn, Takeo Kanade, and Simon Baker. Multi-
pie. Image and Vision Computing, 28(5):807–813, 2010.
[48] Yandong Guo, Lei Zhang, Yuxiao Hu, Xiaodong He, and Jianfeng Gao. MS-Celeb-
1M: A dataset and benchmark for large scale face recognition. In European Confer-
ence on Computer Vision. Springer, 2016.
122
[49] Chunrui Han, Shiguang Shan, Meina Kan, Shuzhe Wu, and Xilin Chen. Face recog-
nition with contrastive convolution. In The European Conference on Computer Vi-
sion (ECCV), September 2018.
[50] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning
for image recognition. In Proceedings of the IEEE conference on computer vision
and pattern recognition, pages 770–778, 2016.
[51] Bernd Heisele, Purdy Ho, and Tomaso Poggio. Face recognition with support vector
machines: Global versus component-based approach. In Proceedings Eighth IEEE
International Conference on Computer Vision. ICCV 2001, volume 2, pages 688–
694. IEEE, 2001.
[52] Geoffrey E Hinton and Ruslan R Salakhutdinov. Reducing the dimensionality of
data with neural networks. science, 313(5786):504–507, 2006.
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[155] Tõnis Uiboupin, Pejman Rasti, Gholamreza Anbarjafari, and Hasan Demirel. Facial
image super resolution using sparse representation for improving face recognition
in surveillance monitoring. In 2016 24th Signal Processing and Communication
Application Conference (SIU), pages 437–440. IEEE, 2016.
[156] Paul Viola and Michael J Jones. Robust real-time face detection. International
journal of computer vision, 57(2):137–154, 2004.
[157] Ngoc-Son Vu and Alice Caplier. Enhanced patterns of oriented edge magnitudes
for face recognition and image matching. IEEE Transactions on Image Processing,
21(3):1352–1365, 2011.
[158] Andrew Wagner, John Wright, Arvind Ganesh, Zihan Zhou, Hossein Mobahi, and
Yi Ma. Toward a practical face recognition system: Robust alignment and illumina-
tion by sparse representation. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 34(2):372–386, 2011.
131
[159] Dayong Wang, Charles Otto, and Anil K Jain. Face search at scale. IEEE transac-
tions on pattern analysis and machine intelligence, 39(6):1122–1136, 2016.
[160] Feng Wang, Jian Cheng, Weiyang Liu, and Haijun Liu. Additive margin softmax for
face verification. IEEE Signal Processing Letters, 25(7):926–930, 2018.
[161] Feng Wang, Xiang Xiang, Jian Cheng, and Alan Loddon Yuille. Normface: L2
hypersphere embedding for face verification. In Proceedings of the 2017 ACM on
Multimedia Conference - MM ’17, pages 1041–1049, Mountain View, California,
USA, 2017. ACM Press.
[162] Hao Wang, Yitong Wang, Zheng Zhou, Xing Ji, Dihong Gong, Jingchao Zhou,
Zhifeng Li, and Wei Liu. Cosface: Large margin cosine loss for deep face recogni-
tion. arXiv:1801.09414 [cs], January 2018. arXiv: 1801.09414.
[163] Jiakailin Wang, Jinjin Zheng, Shiwu Zhang, Jijun He, Xiao Liang, and Sui Feng. A
face recognition system based on local binary patterns and support vector machine
for home security service robot. In 2016 9th International Symposium on Computa-
tional Intelligence and Design (ISCID), volume 2, pages 303–307. IEEE, 2016.
[164] Jun Wang, Sanjiv Kumar, and Shih-Fu Chang. Semi-supervised hashing for scalable
image retrieval. In 2010 IEEE Computer Society Conference on Computer Vision
and Pattern Recognition.
[165] Linnan Wang, Yiyang Zhao, Yuu Jinnai, Yuandong Tian, and Rodrigo Fonseca. Al-
phax: exploring neural architectures with deep neural networks and monte carlo tree
search. arXiv preprint arXiv:1903.11059, 2019.
[166] Mei Wang and Weihong Deng. Deep face recognition: A survey. arXiv preprint
arXiv:1804.06655, 2018.
[167] Wen Wang, Zhen Cui, Hong Chang, Shiguang Shan, and Xilin Chen. Deeply
coupled auto-encoder networks for cross-view classification. arXiv preprint
arXiv:1402.2031, 2014.
[168] Yitong Wang, Dihong Gong, Zheng Zhou, Xing Ji, Hao Wang, Zhifeng Li, Wei Liu,
and Tong Zhang. Orthogonal deep features decomposition for age-invariant face
recognition. In The European Conference on Computer Vision (ECCV), September
2018.
[169] Tomoki Watanabe, Satoshi Ito, and Kentaro Yokoi. Co-occurrence histograms of
oriented gradients for human detection. IPSJ Transactions on Computer Vision and
Applications, 2:39–47, 2010.
[170] Xin Wei, Hui Wang, Gongde Guo, and Huan Wan. Multiplex image representation
for enhanced recognition. International Journal of Machine Learning and Cyber-
netics, pages 1–10, 2015-09-21.
132
[171] Kilian Q Weinberger and Lawrence K Saul. Distance metric learning for large
margin nearest neighbor classification. Journal of Machine Learning Research,
10(Feb):207–244, 2009.
[172] Yair Weiss, Antonio Torralba, and Rob Fergus. Spectral hashing. In Advances in
neural information processing systems, pages 1753–1760, 2009.
[173] Yandong Wen, Kaipeng Zhang, Zhifeng Li, and Yu Qiao. A discriminative feature
learning approach for deep face recognition. In Computer Vision – ECCV 2016,
Lecture Notes in Computer Science, pages 499–515. Springer, Cham, October 2016.
[174] Cameron Whitelam, Emma Taborsky, Austin Blanton, Brianna Maze, Jocelyn
Adams, Tim Miller, Nathan Kalka, Anil K Jain, James A Duncan, Kristen Allen,
Jordan Cheney, and Patrick Grother. Iarpa janus benchmark-b face dataset. In The
IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops,
July 2017.
[175] Wikipedia contributors. Visual descriptor — Wikipedia, the free encyclopedia, 2018.
[Online; accessed 9-September-2019].
[176] Wikipedia contributors. Deep learning — Wikipedia, the free encyclopedia, 2019.
[Online; accessed 9-September-2019].
[177] Svante Wold, Kim Esbensen, and Paul Geladi. Principal component analysis.
Chemometrics and intelligent laboratory systems, 2(1-3):37–52, 1987.
[178] Lior Wolf, Tal Hassner, and Itay Maoz. Face recognition in unconstrained videos
with matched background similarity. In Computer Vision and Pattern Recognition
(CVPR), 2011 IEEE Conference on, pages 529–534. IEEE, 2011.
[179] John Wright, Allen Y Yang, Arvind Ganesh, S Shankar Sastry, and Yi Ma. Robust
face recognition via sparse representation. IEEE transactions on pattern analysis
and machine intelligence, 31(2):210–227, 2008.
[180] Shufu Xie, Shiguang Shan, Xilin Chen, and Jie Chen. Fusing local patterns of gabor
magnitude and phase for face recognition. IEEE transactions on image processing,
19(5):1349–1361, 2010.
[181] Weidi Xie, Li Shen, and Andrew Zisserman. Comparator networks. In Proceedings
of the European Conference on Computer Vision (ECCV), pages 782–797, 2018.
[182] Weidi Xie and Andrew Zisserman. Multicolumn networks for face recognition.
arXiv preprint:1807.09192v1, 24 Jul 2018, 2018.
[183] Xuehan Xiong and Fernando De la Torre. Supervised descent method and its ap-
plications to face alignment. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 532–539, 2013.
133
[184] Niannan Xue, Jiankang Deng, Shiyang Cheng, Yannis Panagakis, and Stefanos
Zafeiriou. Side information for face completion: a robust pca approach. IEEE trans-
actions on pattern analysis and machine intelligence, 41(10):2349–2364, 2019.
[185] Pu Yan, Dong Liang, Jun Tang, and Ming Zhu. Local feature descriptor using en-
tropy rate. Neurocomputing, 194:157–167, 2016.
[186] Bin Yang, Junjie Yan, Zhen Lei, and Stan Z Li. Aggregate channel features for
multi-view face detection. In IEEE international joint conference on biometrics,
pages 1–8. IEEE, 2014.
[187] Meng Yang, Lei Zhang, Simon Chi-Keung Shiu, and David Zhang. Robust kernel
representation with statistical local features for face recognition. IEEE transactions
on neural networks and learning systems, 24(6):900–912, 2013.
[188] Meng Yang, Lei Zhang, Jian Yang, and David Zhang. Regularized robust coding for
face recognition. IEEE transactions on image processing, 22(5):1753–1766, 2012.
[189] Shuo Yang, Ping Luo, Chen-Change Loy, and Xiaoou Tang. Wider face: A face
detection benchmark. In Proceedings of the IEEE conference on computer vision
and pattern recognition, pages 5525–5533, 2016.
[190] Jieping Ye, Ravi Janardan, and Qi Li. Two-dimensional linear discriminant analysis.
In Advances in neural information processing systems, pages 1569–1576, 2005.
[191] Dong Yi, Zhen Lei, Shengcai Liao, and Stan Z Li. Learning face representation from
scratch. arXiv preprint arXiv:1411.7923, 2014.
[192] Juha Ylioinas, Norman Poh, Jukka Holappa, and Matti Pietikäinen. Data-driven
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