Abstract. This paper studies the solution of symmetric positive definite Toeplitz systems Ax b by the preconditioned conjugate gradient method. The preconditioner is a circulant matrix C that copies the middle diagonals of A, and each iteration uses the Fast Fourier Transform. Convergence is governed by the eigenvalues of C-A--a Toeplitz-circulant eigenvalue problemnand it is fast if those eigenvalues are clustered. The limiting behavior of the eigenvalues is found as the dimension increases, and it is proved that they cluster around A 1. For a wide class of problems the error after q conjugate gradient steps decreases as q2.
1. Introduction. In this paper we discuss a class of linear systems Ax--b. The matrix A has the Toeplitz Property: Down each diagonal its entries are constant.
The i, j entry is ai_, and we assume symmetry and positive definiteness. Such systems are fundamental in signal processing and time series, where the convolution form reflects invariance in time or in space (stationarity or homogeneity). Toeplitz matrices also arise directly from constant-coefficient partial differential equations, and from integral equations with a convolution kernel, when those equations are made discrete.
With periodicity, these problems can be solved quickly by Fourier transform. The convolution becomes a multiplication and deconvolution is straightforward. In the nonperiodic case, which is analogous to a problem on a finite interval (or on a bounded region in the multidimensional case), this direct solution is lost. The inverse of a Toeplitz matrix is not Toeplitz, because of the presence of a boundary and the absence of periodicity. Nevertheless the matrix A is determined by only n coefficients ao, , an-l, rather than by n 2. Algorithms that exploit the Toeplitz property are much faster than the n3/6 operations of symmetric elimination, and direct methods based on the Levinson recursion formula 1 are in constant use. A number of superfast methods have been created in the last ten years, and an implementation by Ammar and Gragg [2] is giving excellent results. (See [2] - [5] for references, and note also the algorithms developed for systolic arrays [6] .) More recently, the second author proposed an iterative method [7] that, it is hoped, will be fast and flexible. We report at the end on recent experiments, after an analysis of this iterative method.
Note. The Levinson algorithm conventionally uses 2n
Toeplitz matrix and the accuracy required. The goal of this paper is to analyze the rate of convergence in terms of the function f akZ k constructed from the matrix, and to show that for analytic f (and many other functions) the number of iterations is independent ofn. Tests on serious applications (to time series, scattering, or exploration data) are still in the future.
The iterative method uses a preconditioner. The Toeplitz matrix is replaced by a circulant matrix. It retains the Toeplitz property and adds periodicity. Each diagonal in the lower triangular part wraps around into a diagonal in the upper triangular part, and the entries satisfy c 0 ci_j ci-+n. The distinction between Toeplitz and circulant matrices is seen ( (and probably smaller) entry an-1. To go from A to C will require changing about n2/4 entries, and the key question in analyzing convergence will be the eigenvalues of C-A.
Multiplication by a circulant C is identical to discrete convolution. The linear system Cz b is the convolution equation c. z--b, where c is the first column of C.
After a discrete Fourier transform it becomes c--b . Therefore .is given by a component-by-component division, and z is recovered from the inverse Fourier transform.
The components of t are proportional to the eigenvalues of C, and this convolution rule is the diagonalization of the circulant matrix [9] " z F-1A-Fb. This is one of the rare instances in which a linear system is solved by diagonalizing the coefficient matrix! Normally elimination is much faster, but the Fourier matrix F (its entries are the complex roots of unity Fk w Jk= exp 27rijk/n, and its columns are the eigenvectors of every circulant matrix) is very special. The speed of the iterative method depends on the fact that multiplication by F and F-l--the discrete Fourier transform and its inversemcan be done so quickly. Those multiplications are computed by the FFT, which dominates each step of the iteration. It requires only n log n multiplications, and the calculations can be done in parallel. It applies directly to C and our goal is to apply it also to Ax b--reaching the required tolerance in a number of steps which in the best case is independent of n.
We mention that multiplication by a Toeplitz matrix A (but not inversion) is also quick by the FFT. The matrix is extended to a circulant A* of order 2n, the vector d is completed to d* by n zeros, and Ad appears in the first n components of A'd*, which is another discrete convolution. The goal is to replace A by C in any linear system to be solved, and to use A itself only in matrix multiplications.
This is exactly what is achieved by the ordinary iterative method Cxn+ (C-A)xn + b, and also by the preconditioned conjugate gradient method. There is a Toeplitz multiplication on the right side and a circulant inversion on the left. We will see that the ordinary iterations can diverge; they depend on the extreme eigenvalues of C-A, which are not in close control. However the conjugate gradient method can be very effective. Its convergence rate also depends on the eigenvalues Ai of C-A, but not exclusively on A and An. Conjugate gradient convergence is fast when the eigenvalues are clustered, and that is the property established in this paper. Thus we want to show that the circulant matrix satisfies, for large n, the following two essential requirements for a good preconditioner: (1) 
ao-an-1 <=Am, (C-A). ao-al This can easily exceed 2, in which case the ordinary iteration Cxn/ C A)xn + b will fail The iterating matrix I-C-A has 1--Ama outside the unit circle. However, the conjugate gradient method can compensate for any single outlying eigenvalue in a single iteration. The question is whether many other eigenvalues are far from unity, when corners of order m-n/2 are ditterent in C and A.
Our first results are experimental [7] . With diagonal entries ak--1/(l+k) the eigenvalues for n--12 are .707, .957,. , 1.047, 1.880 . The largest and smallest make ordinary iteration too slow, but the other eigenvalues are clustered around 1. As the order n is increased, they approach limiting values. It is not always clear numerically, say for A4, whether the limit is 1. In these experiments, and in others with ditterent diagonals ak, the x converge quickly to x--A-lb.
The next results are theoretical [10] . A.i ao+ a w +. + amw jm +" + a W j(n-1).
Here w e 4. The limits of the eigenvMues. We come now to the central problem, to study the eigenvalues of C-A, for large n. In the next sections we transform that problem in order to carry out the analysis, and a Hankel matrix appears. At the end, when the limit is found, we transform back. The result was anticipated in [10] , and it may be useful to separate its statement from the details of its proof. Later in this paper we give an expression for the limiting eigenvalues A, by connecting them to a Hankel matrix and thus to a problem in rational approximation.
That problem is approximation on the unit circle of a function g(0) derived from f(0), and it achieves our goal. The limits of the eigenvalues are determined from f (The function has I(0)1 1 and it appears as a "phase function" in systems theory [17] - [18] and apparently also in methods for numerical conformal mapping.)
At the end we return to the preconditioned conjugate gradient method, to prove superlinear convergence. 5 We go directly to a statement of the limiting problem, and then consider its justification. As the order n increases, T and H approach singly infinite Toeplitz and (14) [[Hz,,-,(T+ RJ)zmll-->0. We now check on the number of eigenvalues of the finite problem that are outside an interval around 1, after a remark on the other half of our original problemmthe A_ eigenvalues of C-IA. 7 . The twin problem (T-RJ)y A_(T-SJ)y. The same simplification as in (11) , but now subtracting A__(T-RJ)y from both sides of the twin problem and dividing by h_, yields (16) h--------' ((1 T-RJ y Hy. With this pair of limit problems, we have completed the proof of Theorem 2. The splitting into odd and even eigenvectors of that doubly infinite eigenvalue problem gives exactly (13) and its twin, with the same similarity Q and change from A to v and x as in the finite case. A corresponding limit could be found for other constructions of the circulant Cmand for multidimensional Toeplitz equations, in which our algorithm may be particularly useful. We concentrate here on understanding more clearly the asymptotic behavior for this choice of C-A. 8 . The clustering of the spectrum of C-IA. (12) . From Hartman's theorem [21] Now the asymptotic problem is the spectrum of V. We recall that it is a compact operator, so its eigenvalues cluster at zero. It is also a Hankel operator, and the eigenvalues are connected to a part of mathematics that looks entirely separate:
approximation by rational functions on the unit circle.
I0. Hankel eigenvalues and rational approximation. We recall the main facts from [22] and [24] . The curve v-* is a circle of radius 11 around the origin. Except in degenerate cases its winding number is 2n + 1 [25] .
Thus the estimation of the asymptotic eigenvalues is equivalent to a problem in rational approximation. 
Ilell <_-[min max IPq(A)l]lleoll.
The maximum is taken over the eigenvalues of C-A. The minimum is over polynomials of degree q with constant term 1. The problem is to estimate that minimum. (26) [Pq(h )l <-ceq-2NK N < C(e)eq for all eigenvalues A of C-IA, when the order n is sufficiently large.
It follows from (22) that [[eql[-_< C(e)eqlleo[I. The number of iterations to achieve a fixed accuracy remains bounded as the matrix order n is increased. Each iteration requires O(n log n) operations using the FFT. Therefore the work to obtain the solution x= A-b to given accuracy 6 is c(f, 6)n log n. The real question is the efficiency in practice, and we will be glad to see this straightforward algorithm tried on genuine applications.
13. Tentative experiments. One family of Toeplitz matrices is particularly convenient for testing, and we report here on the results. The entries down the kth diagonal (with k 1 for the main diagonal) are ak k -p. For p 2 the entries 1, , , decrease quickly away from the center. At p 1 the sum 1 + 1/2+3+" is divergent, and we leave the Wiener class. At p 1 / 2 the eigenvalues are less clustered (and we had not known that A and C were positive definite). But even at p=.01 the conjugate gradient convergence is remarkable. Nine or ten steps reduce the residual by 10-8, independent of the order n. That last statement is entirely experimental (this is MATLAB mathematics), because the theory for the Wiener class has been left behind. Table 1 shows the four largest eigenvalues of C-A when n 40. We see how the largest grows as p decreases (and the smallest is related to it by A --min + } 2). However, there is still strong clustering around A 1. Table 2 shows the norms of the residuals G b-Ax o in the conjugate gradient method. It is preconditioned by the circulant C, and the right-hand side b has randomly chosen entries from a uniform distribution over (0, 1) . N is the number of iterations to reach a residual norm below 10-8. In these four cases, the smallest eigenvalues of C were, respectively, .645, .385, .207, and .004. Alan Edelman convinced us that the asymptotic behavior of this eigenvalue (small p and large n) is (log 7r/2)p. The positive definiteness is significant; we give an indefinite example next. A(C-A) =2.02 1.06 1.0009 1.000007 1.00000003.
The result is convergence in six steps of the preconditioned conjugate gradient method.
In all these cases the operation count is O(n log n).
