Recent work has demonstrated that the assessment of pairwise object similarity can be approached in an axiomatic manner using information theory. We extend this concept specifically to document similarity and test the effectiveness of an information-theoretic measure for pairwise document similarity. We adapt query retrieval to rate the quality of document similarity measures and demonstrate that our proposed information-theoretic measure for document similarity yields statistically significant improvements over other popular measures of similarity.
INTRODUCTION
Measuring pairwise document similarity is quintessential to various tasks in information retrieval, such as clustering and some forms of query retrieval. It is therefore important to calculate similarity as effectively as possible, and some research exists comparing the quality of various similarity measures in some contexts [4] . Dekang Lin [3] has investigated the theoretical basis of similarity, and he derived the general form of an informationtheoretic measure for object similarity. Similarity may be viewed as a question of how much information two objects have in common and how much they have in difference. Information theory provides a means for quantifying these intuitive notions, being directly concerned with the mathematical expression of information content.
Based on six axioms for similarity, Lin derived the following general form for pairwise object similarity
IT-Sim(A, B) = I(common(A, B)) I(description(A, B))
where I(common (A, B) ) is the information content associated with the statement describing what A and B have in common and I(description (A, B) ) is the information content associated with the statement describing A and B. The * This work partially supported by NSF Career Grant CCR-
0093131.
Copyright is held by the author/owner. information content of a statement x is defined by its selfinformation log(1/π(x)) [2] where π(x) is the probability of the statement within the world of the objects in question. For objects which can be described by a set S of independent features s, Lin derives the following instantiation of this principle:
where π(s) is the fraction of objects exhibiting feature s. We may employ this methodology to assess the pairwise similarity of documents if we assume, to a first approximation, that documents are composed of a set of independent term "features." The probability π(t) is simply the fraction of corpus documents containing term t, and we need only generalize the above formulation to account for the fact that "normalized" documents may contain a "fraction" of a feature. For each document d and term t, let p d,t be the fractional occurrence of term t in document d; thus, t p d,t = 1 for all d. Two (normalized) documents A and B share min{pA,t, pB,t} amount of term t in "common," while they contain pA,t and pB,t amount of term t individually. We may then infer the following IT-Sim(A, B) = 2 · t min{pA,t, pB,t} log π(t) t pA,t log π(t) + t pB,t log π(t) .
TESTING SIMILARITY MEASURES
We adapt the process of query retrieval in the TREC competition to test the effectiveness of similarity measures. Based on the assumption that relevant documents are more similar to each other than to those that are non-relevant [5] , the technique is as follows:
1
(1) For each document relevant to a query retrieval topic, use each similarity measure to retrieve a ranked list of the most similar documents. In essence, treat this document as if it were a query.
(2) Obtain a measurement of the quality of the ranked lists using the TREC evaluation program. 
RESULTS
The graphs shown in Figure 1 show the percentage improvements in average precision, precision at 10 documents, and precision at 20 documents yielded by IT-Sim over a number of popular measures for similarity in our tests conducted using TRECs 1 through 8. We compare IT-Sim against the Dice coefficient (Dice) [3] , unweighted Cosine (Cos), and Cosine with an IDF weight (CosI) [1] . Note that in almost every case, IT-Sim out-performs the other measures. In the one case where IT-Sim loses (TREC 4 vs. CosI), the result is relatively close.
The individual corpus tables presented in Figure 2 give a more detailed breakdown of the average precision evaluations. For each corpus, the measures are ranked from best to worst, and the percentage improvement (or decline) of the "row" method vs. the "column" method is given. IT-Sim is clearly the overall winner by winning or nearly tying for first place in every table. In a sign test conducted over all trials, we have shown that in every case where IT-Sim beats any other measure in these tables, the results are statistically significant (well beyond a 95% confidence level).
