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Abstract
The multi-continued fraction expansion C(r) of a multi-formal Laurent series r is a sequence pair (h, a)
consisting of an index sequence h and a multi-polynomial sequence a. We denote the set of the different
indices appearing infinitely many times in h by H∞, the set of the different indices appearing in h by H+,
and call |H∞| and |H+| the first and second levels of C(r), respectively. In this paper, it is shown how the
dimension and basis of the linear space over F(z) (F ) spanned by the components of r are determined by
H∞ (H+), and how the components are linearly dependent on the mentioned basis.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let Z be the ring of integers and F be a field. Denote by
F
((
z−1
))=
{ ∞∑
i=t
aiz
−i
∣∣∣ ai ∈ F, t ∈ Z
}
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Z. Dai, P. Wang / Finite Fields and Their Applications 14 (2008) 438–455 439the formal Laurent series field over F in z−1. It is well known that the classical continued frac-
tion algorithm over F((z−1)) gives optimal rational approximation to any given formal Laurent
series r in F((z−1)) [1]. Many people have contrived to construct multi-dimensional continued
fraction in dealing with the rational approximation problem for multi-reals. One construction is
the Jacobi–Perron algorithm (JPA) [2]. This algorithm and its modification are extensively stud-
ied [3–6]. These algorithms are adapted to study the same problem for multi-formal Laurent
series [7,8]. But none of these algorithms guarantee optimal rational approximation in gen-
eral.
In [9,10], the classical continued fraction algorithm is generalized to an algorithm acting on
a multi-formal Laurent series r in F((z−1))m, m  1, and called the multi-continued fraction
algorithm (or multi-dimensional continued fraction algorithm), m-CFA in short. The m-CFA
provides a multi-continued fraction expansion C(r) for any given multi-series r and a method of
finding optimal rational approximations to r as well. On many problems about multi-sequences,
the m-CFA had obtained excellent results [11–14].
Let the multi-formal Laurent series r = (r1, r2, . . . , rm)τ ∈ F((z−1))m. Let LF(z)({1, r1, r2,
. . . , rm}) be the linear space spanned over F(z) by {1, r1, r2, . . . , rm}, and LF ({{r1}, {r2}, . . . ,
{rm}}) the linear space spanned over F by {{r1}, {r2}, . . . , {rm}}, where {r} =∑∞i=1 aiz−i for a
formal Laurent series r =∑∞i=t aiz−i . In this paper, we introduce the concepts of the first and
second levels of the multi-dimensional continued fraction expansion C(r) of the multi-formal
Laurent series r . Using these two concepts, we determine the dimension and the basis for the
line spaces LF(z)({1, r1, r2, . . . , rm}) and LF ({{r1}, {r2}, . . . , {rm}}), respectively, and in detail
express the components of r ({r}) on the basis. We are also interested what other properties of r
are related with these two concepts.
This paper is arranged as below. In Section 2, some preliminaries are provided, which include
the indexed valuation over F((z−1))m, the m-CFA, some parameters and some main properties
of multi-continued fraction expansions. In Sections 3 and 4, we show our main results.
2. Preliminaries
In this section we briefly recall some concepts such as the indexed valuation and the m-CFA,
which all may be found in [9,10].
2.1. Indexed valuation over F((z−1))m
Let F be a field and m be a positive integer. We denote by F [z]m and F((z−1))m the column
vector space of dimension m over the polynomial ring F [z] and the formal Laurent series field
F((z−1)), respectively. Before introducing the concept of indexed valuation over F((z−1))m, we
define an order over Zm × Z, where Zm denotes the set {1,2, . . . ,m}.
Definition 1 (Order on Zm × Z). For any two elements (h, v) and (h′, v′) in Zm × Z, we define
(h, v) < (h′, v′) if v < v′, or v = v′ and h < h′.
It is clear that the order defined above is linear [15].
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ai = 0 for i < t . Then the integer t is called the discrete valuation [15] of r if at = 0, denoted by
v(r). By convention, v(0) = ∞. Let
r =
0∑
i=t
aiz
−i and {r} =
∞∑
i=1
aiz
−i ,
which are called the polynomial part and remainder part of r , respectively. It is clear that r =
r + {r}.
Definition 2 (Indexed valuation). Let r = (r1, r2, . . . , rm)τ be a non-zero element in F((z−1))m,
where τ means transpose. We define Iv(r) = (h, v), where
v = min{v(rj ) ∣∣ j ∈ Zm},
h = min{j ∈ Zm ∣∣ v(rj ) = v}
and call Iv(r) the indexed valuation of r , v the valuation of r , denoted by v(r), and h the index
of r , denoted by I (r). By convention, Iv(0) = (1,∞).
As to the indexed valuation over F((z−1))m, we have the following basic conclusions.
Proposition 3. Let α,β ∈ F((z−1))m. Then
(1) Iv(α) = (1,∞) if and only if α = 0.
(2) If Iv(α) = (h, v), then Iv(rα) = (h, v + v(r)) for any non-zero r in F((z−1)).
(3) Iv(α + β)min {Iv(α), Iv(β)}, and the equality holds true if Iv(α) = Iv(β).
2.2. m-CFA
We recall some related notations and concepts. For any element r = (r1, r2, . . . , rm)τ ∈
F((z−1))m, we denote
r = (r1, r2, . . . , rm)τ
and
{r} = ({r1}, {r2}, . . . , {rm})τ ,
which are called the polynomial part and remainder part of r . It is clear that r = r + {r}.
In this paper, we denote by Diag(β1, β2, . . . , βm) the diagonal matrix with the ith diagonal
element being βi .
The m-CFA can be described as below.
m-CFA. Let r be an element in F((z−1))m. Initially, take a0 = r, α0 = {r}, Δ0 =
Diag(z−c0,1 , z−c0,2 , . . . , z−c0,m) where c0,j = 0 for 1  j m. Suppose that for k  1, we have
obtained
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h1 · · · hk−1
a0 a1 · · · ak−1
]
,
αk−1 = (αk−1,1, . . . , αk−1,j , . . . , αk−1,m)τ ∈ F
((
z−1
))m
,
and
Δk−1 = Diag
(
z−ck−1,1 , z−ck−1,2 , . . . , z−ck−1,m
)
.
If αk−1 = 0, let μ = k − 1 and the algorithm terminates; otherwise, do the following steps:
(1) take (hk, ck) = Iv(Δk−1αk−1);
(2) take Δk = Diag(z−ck,1 , z−ck,2 , . . . , z−ck,m), where
ck,j =
{
ck−1,j , if j = hk,
ck, if j = hk;
(3) take ρk = (ρk,1, ρk,2, . . . , ρk,m)τ , where
ρk,j =
{ αk−1,j
αk−1,hk
, if j = hk,
1
αk−1,hk
, if j = hk;
(4) take ak = ρk, αk = ρk − ak .
Let μ = ∞ if the above procedure never stops.
It is proved [9,10] that m-CFA is well defined, that is, αk−1,hk = 0 for 1 k  μ. As a result
of the m-CFA acting on r , we obtain a sequence pair
C(r) = (h, a) =
[
h1 · · · hk · · ·
a0 a1 · · · ak · · ·
]
, 1 k  μ,
where h = {hk}1kμ, a = {ak}0kμ, 1  hk  m and ak ∈ F [z]m. We call C(r) the multi-
continued fraction expansion of r , and call μ the length of C(r).
C(r) provides an optimal rational approximation to r by the following procedure.
Let
A(ak) =
(
Im ak
0 1
)
, 0 k  μ,
and
B0 = A(a0), Bk = Bk−1EhkA(ak), k  1,
where Im is the identity matrix of order m, Ehk is a permutation matrix of order m + 1 obtained
by exchanging the hk th column and (m + 1)th column of Im+1.
442 Z. Dai, P. Wang / Finite Fields and Their Applications 14 (2008) 438–455Let
(
pk
qk
)= Bk(01), the rightmost column of Bk , where pk ∈ F [z]m and qk ∈ F [z]. We call pkqk as
the kth rational fraction of C(r). In [9,10], we proved that pk
qk
is an optimal rational approximant
of r for all 0 k  μ.
To see how close to r the kth rational fraction pk
qk
is, we have to recall some parameters. For
all 1  k  μ, let ak = (ak,1, ak,2, . . . , ak,m) and denote by deg(ak,j ) the degree of ak,j . It is
known [9,10] that ak,hk = 0 and deg(ak,hk ) 1. Denote
tk = deg(ak,hk ),
dk =
∑
1ik
ti , d0 = 0,
vk,j =
∑
1ik,
hi=j
ti , vk = vk,hk , v0,j = 0.
We make a convention that (hμ+1, vμ+1) = (1,∞) if μ < ∞.
Then we have
Theorem 4. (See [9,10].)
(1) deg(qk) = dk and Iv(r − pkqk ) = (hk+1, dk + vk+1) for all 0 k  μ.
(2) r =
{
limk→∞
pk
qk
, if μ = ∞,
pμ
qμ
, if μ < ∞.
As a consequence, μ < ∞ if and only if r ∈ F(z)m.
(3) pk
qk
is an optimal rational approximant of r for all 0 k  μ. Moreover, if p
q
is an optimal
rational approximant of r , then deg(q) = dk for some k.
Definition 5. We call a square matrix R of order m over F((z−1)) a base matrix if Rj = 0 and
I (Rj ) = j for each 1 j m, where Rj denotes the j th column of R.
It is proved [10] that any base matrix is invertible.
Theorem 6. (See [9,10].)
(1) ck,j = vk,j and ck = vk for any 0 k  μ,1 j m.
(2) tk = v(αk−1,hk ) 1 and αk−1,hk = 0 for all 1 k  μ.
(3) Iv(Δkak) = (hk, vk − tk) < Iv(Δkαk) = (hk+1, vk+1).
(4) Let
(−Im, r)Bk = (−Rk−1, rk)
for k  1, where Rk−1 is a square matrix of order m and rk is an element in F((z−1))m.
Then Rk−1 is invertible and
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rk = rqk − pk = {rqk} = Rk−1αk,
Iv(rk) = (hk+1, vk+1)
for any 0 k  μ. As a consequence, rk = 0 for any 0 k < μ, and rμ = 0 if μ < ∞.
3. The first level of multi-continued fraction expansion
In the sequel, we always fix r ∈ F((z−1))m, and assume C(r) is the multi-continued fraction
expansion of r , and keep all the notations made for C(r) in Section 2.
Let H∞ be the set of hk ∈ Zm which appears in the sequence h = {hk}1kμ infinitely many
times. Denote m∞ = |H∞|. We call m∞ the first level of C(r).
In follows, we first state the main results in Theorems 7 and 10, then give proofs for these
results after some necessary lemmas.
Theorem 7. Denote by LF(z)({1, r1, r2, . . . , rm}) the linear space spanned over F(z) by
{1, r1, r2, . . . , rm}. We have
dimLF(z)
({1, r1, r2, . . . , rm})= 1 + m∞. (1)
To state Theorem 10, we have to introduce an integer K which is determined by C(r).
Lemma 8. The set {vk − tk | hk = j, k  1} is unbounded for each j ∈ H∞. As a consequence,
when ∅ = H∞  Zm, the set {k | hk = j, vk − tk > v} is non-empty for each j ∈ H∞, where
v = max{vk,j | k  1, j /∈ H∞}.
Proof. For each j ∈ H∞, there are infinitely many integers k’s such that hk = j. For these k’s,
we have
vk − tk =
∑
1i<k,
hi=hk
ti =
∑
1i<k,
hi=j
ti 
∑
1i<k,
hi=j
1,
which inclines to infinity when k goes to infinity. The existence of the maximal value v is clear
from the definition of vk,j and H∞. 
Notation 9. When ∅ = H∞  Zm, we denote
K = max
j∈H∞
Kj ,
where Kj = min{k | hk = j, vk − tk > v} and v = max{vk,j | k  1, j /∈ H∞}.
Let H∞ = {j1, j2, . . . , jm∞} and H∞ = {1,2, . . . ,m} \ H∞ = {i1, i2, . . . , im∞}, where j1 <
j2 < · · · < jm∞, m∞ = |H∞| = m − m∞, i1 < i2 < · · · < im∞ . Denote{
r∗ = (rj1 , rj2, . . . , rjm∞ ,1)τ ,
r× = (ri1 , ri2, . . . , rim∞ )τ .
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r× = CkD−1k r∗,
where Ck and Dk are sub-matrices of PBkP ∗τ , and of order m∞ × (1 + m∞) and (1 + m∞) ×
(1 + m∞), respectively, as shown below:
(
Ck
Dk
)
= PBkP ∗τ , P ∗ =
⎛
⎜⎜⎜⎜⎜⎝
ej1
ej2
...
ejm∞
em+1
⎞
⎟⎟⎟⎟⎟⎠ , P
× =
⎛
⎜⎜⎜⎝
ei1
ei2
...
eim∞
⎞
⎟⎟⎟⎠ , P =
(
P×
P ∗
)
,
where ej is the j th standard basis vector of row vector space of dimension m + 1 over F , k can
be any integer not less than K , which is defined in Notation 9. As a consequence, {1, rj | j ∈ H∞}
is a basis of the space LF(z)({1, r1, r2, . . . , rm}).
To prove the above theorems, we need the following lemmas.
Lemma 11. There exists a non-zero element λk ∈ F((z−1)) such that
Bk
(
αk
1
)
=
(
r
1
)
λk and λk = (0 1)Bk
(
αk
1
)
.
Proof. It is clear that the solution space of the equation
(−Im r)
(
x
1
)
= 0 (2)
is of dimension 1 and spanned by
(
r
1
)
.
We claim Bk
(αk
1
)
is a non-zero solution of Eq. (2), hence there exists a non-zero element
λk ∈ F(z) satisfying
Bk
(
αk
1
)
=
(
r
1
)
λk,
which leads to
λk = (0 1)Bk
(
αk
1
)
.
In fact, from Theorem 6 we see rk = Rk−1αk , and
(−Im r)Bk = (−Rk−1 rk) = (−Rk−1 Rk−1αk) = Rk−1(−Im αk).
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(−Im r)Bk
(
αk
1
)
= Rk−1(−Im αk)
(
αk
1
)
= 0,
where Bk
(αk
1
) = 0 since Bk is invertible and (αk1 ) = 0. That is, Bk(αk1 ) is a non-zero solution of
Eq. (2). 
Lemma 12. Let 1  l  |H+| and let k1, . . . , kl be l positive integers satisfying hki = hkj for
1 i < j  l. Denote hki = xi,G = (gij )1i,jl , where
gij = {rxi qkj−1}, 1 i, j  l.
Then G is invertible.
Proof. Note that
rk−1 = {rqk−1} and Iv(rk−1) = (hk, vk),
for any 1 k  μ. Let
R = [rk1−1 rk2−1 . . . rkl−1],
i.e., R is a matrix of order m × l, the j th column of which is rkj−1, and I (rkj−1) = hkj = xj . It
is clear that G = PR, where P is a matrix of order l × m defined as
P =
⎛
⎜⎜⎝
ex1
ex2
...
exl
⎞
⎟⎟⎠ ,
where ej is the j th standard basis vector of row vector space of dimension m over F .
Let (i1i2 . . . il) be a reordering of (12 . . . l) such that xi1 < xi2 < · · · < xil . Let Q be a permu-
tation matrix of order l defined as
Q =
⎛
⎜⎜⎝
ei1
ei2
...
eil
⎞
⎟⎟⎠ ,
where eij is the ij th standard basis vector of row vector space of dimension l. It is not difficult
to see that QGQτ is a base matrix of order l. Hence QGQτ is invertible from Theorem 6. That
is, G is invertible. 
Lemma 13. The elements in the set {1} ∪ {rj | j ∈ H∞} are linearly independent over the field
F(z).
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there exists a non-zero vector c = (c1 c2 . . . cl+1) ∈ F(z)l+1 such that
cl+1 +
l∑
i=1
cirxi = 0. (3)
By multiplying some appropriate polynomial, we can suppose that ci ∈ F [z] for any 1  i 
l + 1. Multiplying qk−1 on both sides of Eq. (3), we get
cl+1qk−1 +
l∑
i=1
cirxi qk−1 = 0, for any k  1. (4)
Taking the remainder part of Eq. (4), we have
l∑
i=1
{cirxi qk−1} = 0, for any k  1.
For any xj ∈ H∞, from Lemma 8, there exists some sufficient large integer kj such that
{
hkj = xj ,
vkj − deg ci > 0, for all i such that 1 i  l and ci = 0.
We claim that
{cirxi qkj−1} = ci{rxi qkj−1}, for any 1 i, j  l. (5)
In fact, Eq. (5) is true when ci = 0. Now we assume ci = 0. From Theorem 6, we see
v
({rxi qkj−1}) v({rxj qkj−1})= vkj , for any 1 i  l.
Then
v
(
ci{rxi qkj−1}
)= v({rxi qkj−1})− deg ci  vkj − deg ci > 0.
Therefore,
{cirxi qkj−1} = ci{rxi qkj−1} for any 1 i, j  l.
Let G = (gij )1i,jl be the square matrix of order l, where gij = {rxi qkj−1}. Then
c
(
G r
0 1
)
= 0.
By Lemma 12, G is invertible which contradicts c = 0. 
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tion 9.
Proof. Firstly, we claim that ak,j = 0 for any k K and j /∈ H∞. Otherwise,
v < vk − tk = v
(
z−vk,hk ak,hk
)
 v
(
z−vk,j ak,j
)
 vk,j < v,
a contradiction.
Now we can claim that ρk,j = 0 for any k  K and j /∈ H∞. Otherwise, we have αk,j =
ρk,j − ak,j = ρk,j = 0. Then ρk+1,j = αk,j /αk,hk+1 = 0, and
v(ρk+1,j ) = v(αk,j ) − v(αk,hk+1)
= v(αk,j ) − tk+1
< v(αk,j ) = v(ρk,j ).
Repeating the above discussion, we have
ρk+i,j = 0, for any i  0,
and
v(ρk+i,j ) < v(ρk+i−1,j ).
Hence there exists an integer l  0 such that v(ρk+l,j ) < 0. Then
ak+l,j = ρk+l,j  = 0,
a contradiction.
As a consequence that ρk,j = 0, we see αk−1,j = ρk,jαk−1,hk = 0. 
Proof of Theorems 7 and 10. For the case m∞ = 0 and m∞ = m, it is enough to prove that
Eq. (1) holds. In the case m∞ = 0, we have μ < ∞. Then r ∈ F(z)m, based on Theorem 4.
Hence
LF(z)
({1, r1, r2, . . . , rm})= 1 = 1 + m∞.
Eq. (1) is true when m∞ = m, based on Lemma 13.
Now we assume 0 < m∞ < m. It is enough to prove the equation
r× = CkD−1k r∗,
and the other conclusions are obtained from it and Lemma 13.
For any k  1, we denote
{
α∗k = (αk,j1 , αk,j2, . . . , αk,jm∞ ,1)τ ,
α× = (α ,α , . . . , α )τ .k k,i1 k,i2 k,im∞
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⎧⎪⎪⎨
⎪⎪⎩
r∗ = P ∗r,
r× = P×r,
α∗k = P ∗αk,
α×k = P×αk.
When k K , we see that α×k = 0 by Lemma 14 and
Bk
(
αk
1
)
=
(
r
1
)
λk, λk = (0,1)Bk
(
αk
1
)
= 0,
by Lemma 11. Now
(
r×
r∗
)
λk = P
(
r
1
)
λk = PBk
(
αk
1
)
= PBkP τP
(
αk
1
)
= PBkP τ
(
α×k
α∗k
)
= PBkP τ
(
0
α∗k
)
= PBk
(
P×τP ∗τ
)( 0
α∗k
)
= PBkP ∗τ α∗k
=
(
Ck
Dk
)
α∗k.
So r∗λk = Dkα∗k. If Dk is not invertible, then there exists a non-zero vector
x = (x1, x2, . . . , xm∞+1)
in F [z]m∞+1 such that xDk = 0. Then xr∗λk = xDkα∗k = 0, and then xr∗ = 0, which is a con-
tradiction to Lemma 13. Therefore, Dk is invertible. Then
(
I − CkD−1k
)(r×
r∗
)
λk =
(
I − CkD−1k
)(Ck
Dk
)
α∗k = 0.
Note that since λk = 0, we have (I − CkD−1k )
(
r×
r∗
)= 0. That is,
r× = CkD−1k r∗. 
4. The second level of multi-continued fraction expansion
Let H+ be the set of hk ∈ Zm which appears in the sequence h = {hk}1kμ at least one time.
Denote m+ = |H+|. We call m+ the second level of C(r).
In this section, we first state the main results in Theorems 15, 16 and 18, then give proofs for
them.
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{{r1}, {r2}, . . . , {rm}}. We have
dimLF
({{r1}, {r2}, . . . , {rm}})= m+.
Let K+ be the set of the values k’s such that hk appears firstly in the sequence h, i.e.,
K+ = {k  1 | hi = hk for any 1 i < k}.
It is clear that H+ = {hk | k ∈ K+} and |H+| = |K+|. Assume K+ = {k(i) | 1 i m+}, where
k(1) < k(2) < · · · < k(m+). Denote
ji = hk(i) for all 1 i m+.
Then H+ = {ji | 1 i m+}. It is clear that k(1) = 1 and j1 = h1.
Theorem 16. When m+  1, we define c(m+)j,i ,1 i m+, j ∈ Zm \ H+, recursively as below:
c
(1)
j,1 = ak(1),j , for all j ∈ Zm \ {j1};
and
c
(n)
j,i =
{
ak(n),j , if i = n and j ∈ Zm \ {j1, j2, . . . , jn},
−ak(n),j c(n−1)jn,i + c
(n−1)
j,i , if 1 i < n and j ∈ Zm \ {j1, j2, . . . , jn},
for 2 nm+. Then c(m+)j,i ∈ F and
{rj } =
∑
1im+
c
(m+)
j,i {rji }, for any j /∈ H+. (6)
As a consequence, {{rj } | j ∈ H+} is a basis of LF ({{r1}, . . . , {rm}}).
Definition 17. Let J be the set consisting of all kinds of elements {rh},1 hm, such that {rh}
is linear independent on {{ri} | 1 i < h} over F . It is clear that J is uniquely determined, and is
a basis of the linear space LF ({{r1}, {r2}, . . . , {rm}}). We call J the basis of LF ({{r1}, {r2}, . . . ,
{rm}}) with the minimal indices.
Theorem 18. The set {{rh} | h ∈ H+} = J, that is, {{rh} | h ∈ H+} is a basis of
LF
({{r1}, {r2}, . . . , {rm}})
over F with the minimal indices. In particular, for any j /∈ H+, we have c(m+)j,i = 0 if j < ji , and
then
{rj } =
∑
1im+
1ji<j
c
(m+)
j,i {rji }.
To prove our results, we need some lemmas.
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Proof. Let H+ = {xi | 1  i  l}, where l = m+. For each xi , there is an integer ki  1 such
that hki = xi. Suppose the conclusion does not hold. Then there exists a non-zero vector c =
(c1 c2 . . . cl) ∈ F l such that
l∑
i=1
cirxi = 0.
Hence
l∑
i=1
cirxi qkj−1 = 0, for any 1 j  l.
Then taking the remainder part of the above equation, we have
l∑
i=1
ci{rxi qkj−1} = 0, for any 1 j  l.
Let G = (gij )1i,jl be a square matrix of order l, where gij = {rxi qkj−1}. Then
cG = 0.
By Lemma 12, G is invertible which contradicts c = 0. 
Lemma 20. Let 1 i m+, j ∈ Zm \ {j1, j2, . . . , ji}. Then
(1) j = hk , for any 1 k < k(i + 1).
(2) ak,j
{= 0, if k(i) < k < k(i + 1),
∈ F, if k = k(i),
where we let k(m+ + 1) = ∞. As a consequence,
{
ejEhk = ej , if 1 k < k(i + 1) and i < m+, or k(m+) < k,
ejA(ak) = ej , if k = k(i), or k(i) < k < k(i + 1) and i < m+, or k(m+) < k.
(3) For any 1 n < m+ and l > k(m+), we define
Cn = Ehk(n)+1A(ak(n)+1) · · ·Ehk(n+1)−1A(ak(n+1)−1),
Cm+,l = Ehk(m+)+1A(ak(m+)+1) · · ·EhlA(al).
Then
ejCn = ej
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ejCm+,l = ej
for any j ∈ Zm \ H+.
Proof. (1) If 1 k < k(i + 1), then hk ∈ {j1, j2, . . . , ji}. So j = hk.
(2) By their definitions, it is not difficult to see that
vk − tk
{= 0, if k = k(i),
 1, if k(i) < k < k(i + 1).
From the above conclusion (1) and the definition of vk,j , we see
vk,j = 0, if 1 k < k(i + 1).
Suppose ak,j = 0. Let deg(ak,j ) = tk,j  0. Then
(hk, vk − tk) = Iv(Δkak) <
(
j, vk,j − deg(ak,j )
)= (j, vk,j − tk,j ).
In the case k = k(i), we have
(hk,0) = (hk, vk − tk) < (j, vk,j − tk,j ) = (j,−tk,j ).
Then tk,j = 0, that is, ak,j ∈ F .
In the case k(i) < k < k(i + 1), we have
(hk,1) (hk, vk − tk) < (j, vk,j − tk,j ) (j,0),
a contradiction.
(3) It is an easy consequence of the above conclusions and the definitions. 
Proof of Theorems 15 and 16. Keeping the above notations, we have
C(r) =
[
h1 · · · hk · · ·
a0 a1 · · · ak · · ·
]
, 1 k  μ.
Then from the m-CFA itself, we see
C
({r})= [ h1 · · · hk · · ·0 a1 · · · ak · · ·
]
, 1 k  μ,
that is, the only difference between C(r) and C({r}) is the 0th multi-polynomial a0, which is
r for C(r), and 0 for C({r}). Note that the set H+ and the parameters c(m+)j,i corresponding to
C(r) are independent from the 0th multi-polynomial. Therefore, without loss of generality, we
may assume that r = {r}, i.e., {rj } = rj .
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row of the matrix Bk . We claim that
Bk(n),j = ej +
∑
1in
c
(n)
j,i Bk(n),ji , (7)
for any j ∈ Zm \ {j1, j2, . . . , jn} and 1 nm+.
In fact, it can be proved by induction on n as below.
When n = 1, we have j1 = h1. Note that r = {r}, we see a0 = 0, B0 = Im+1. Hence B1 =
B0Eh1A(a1) = Eh1A(a1). Then
Bk(1),j1 = ej1Bk(1) = eh1B1 = eh1Eh1A(a1)
= em+1A(a1) = em+1.
When j = h1, we have
Bk(1),j = ejBk(1) = ejB1 = ejEh1A(a1)
= ejA(a1) = ej + a1,j em+1
= ej + a1,jBk(1),j1 = ej + c(1)j,1Bk(1),j1
= ej +
∑
1i1
c
(1)
j,i Bk(1),ji .
Hence the conclusion holds when n = 1.
Now we suppose that the conclusion holds for some 1  n < m+. For any j ∈ Zm \
{j1, j2, . . . , jn}, from Lemma 20 we have ejCn = ej , then
Bk(n+1),j = ejBk(n+1) = ejBk(n)CnEhk(n+1)A(ak(n+1))
=
(
ej +
∑
1in
c
(n)
j,i Bk(n),ji
)
CnEhk(n+1)A(ak(n+1))
= xj,n +
∑
1in
c
(n)
j,i Bk(n+1),ji ,
where
xj,n = ejCnEhk(n+1)A(ak(n+1))
= ejEhk(n+1)A(ak(n+1))
=
{
em+1, if j = jn+1,
ej + ak(n+1),j em+1, if j /∈ {j1, j2, . . . , jn+1}.
In particular,
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∑
1in
c
(n)
jn+1,iBk(n+1),ji .
So when j ∈ Zm \ {j1, j2, . . . , jn+1}, we have
Bk(n+1),j = ej + ak(n+1),j em+1 +
∑
1in
c
(n)
j,i Bk(n+1),ji
= ej + ak(n+1),j
(
Bk(n+1),jn+1 −
∑
1in
c
(n)
jn+1,iBk(n+1),ji
)
+
∑
1in
c
(n)
j,i Bk(n+1),ji
= ej +
∑
1in+1
c
(n+1)
j,i Bk(n+1),ji .
Hence Eq. (7) holds true.
For any k > m+, we have Bk = Bk(m+)Cm+,k. By Lemma 20, ejCm+,k = ej for any j ∈
Zm \ H+. So
Bk,j = ejBk = ejBk(m+)Cm+,k
=
(
ej +
∑
1im+
c
(m+)
j,i Bk(m+),ji
)
Cm+,k
= ej +
∑
1im+
c
(m+)
j,i Bk,ji . (8)
Multiplying eτm+1 to both sides of Eq. (8) from the right-side, we get
pk,j = Bk,j eτm+1 = ej eτm+1 +
∑
1im+
c
(m+)
j,i Bk,ji e
τ
m+1 =
∑
1im+
c
(m+)
j,i pk,ji ,
where pk,j is the j th component of the rightmost column
(
pk
qk
)
of Bk . So
pk,j
qk
=
∑
1im+
c
(m+)
j,i
pk,ji
qk
for any k > m+ and j ∈ Zm \ H+. By Theorem 4, we have
rj =
∑
1im+
c
(m+)
j,i rji for j ∈ Zm \ H+.
From Lemma 20 and the definition of c(m+)j,i , we see
c
(m+)
j,i ∈ F for 1 i m+ and j ∈ Zm \ H+. 
Proof of Theorem 18. For the same reason as that in the proof of Theorems 15 and 16, without
loss of generality, we may assume r = {r}, i.e., {rj } = rj .
454 Z. Dai, P. Wang / Finite Fields and Their Applications 14 (2008) 438–455We see that |H+| = |J |, since both {rh | h ∈ H+} and {rh | h ∈ J } are the basis of
LF ({r1, r2, . . . , rm}) from Theorem 15 and Definition 17, respectively. Therefore, it is enough
to prove H+ ⊆ J, that is, for each h ∈ H+, rh is linear independent from {ri | 1 i < h} over F ,
since we already know {rh | h ∈ H+} is a basis of LF ({r1, r2, . . . , rm}) from Theorem 15.
If the conclusion is not true, then there exists h ∈ H+ and k,1 k  μ, such that hk = h and
rh =
∑
1i<h
ciri , cr ∈ F.
Then we have
rhkqk−1 = rhqk−1 =
∑
1i<h
ciriqk−1.
Hence
{rhkqk−1} =
∑
1i<h
ci{riqk−1}. (9)
Note that since rk−1 = {rqk−1} and Iv(rk−1) = (hk, vk), we have
v
({riqk−1})> v({rhkqk−1}), 1 i < h.
So
v
( ∑
1i<h
ci{riqk−1}
)
> v
({rhkqk−1}),
a contradiction to Eq. (9). 
Acknowledgments
We would like to thank the anonymous referees for their helpful comments.
References
[1] W.M. Schmidt, On continued fractions and Diophantine approximation in power series fields, Acta Arith. 95 (2000)
139–166.
[2] L. Bernstein, The Jacobi–Perron Algorithm: Its Theory and Application, Lecture Notes in Math., vol. 207, Springer,
Berlin, 1971.
[3] E.V. Podsypanin, A generalization of continued fraction algorithm that is related to ViggoBorun algorithm, in:
Studies in Number Theory (LOMI), Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 67 (4) (1977)
184–194 (in Russian).
[4] S. Ito, M. Keane, M. Ohtsuki, Almost everywhere exponential convergence of the modified Jacobi–Perron algo-
rithm, Ergodic Theory Dynam. Systems 13 (1993) 319–334.
[5] S. Ito, J. Fujii, H. Higashino, S.-I. Yasutomi, On simultaneous approximation to (α,α2) with α3 + kα − 1 = 0,
J. Number Theory 99 (2003) 255–283.
[6] R. Meester, A simple proof of the exponential convergence of the modified Jacobi–Perron algorithm, Ergodic The-
ory Dynam. Systems 19 (1999) 1077–1083.
Z. Dai, P. Wang / Finite Fields and Their Applications 14 (2008) 438–455 455[7] K. Feng, F. Wang, The Jacobi–Perron algorithm on function fields, Algebra Colloq. 1 (2) (1994) 149–158.
[8] K. Inoue, On the exponential convergence of Jacobi–Perron algorithm over F(x)d , JP Journal Algebra, Number
Theory Appl. 1 (3) (2003) 27–41.
[9] Z.D. Dai, K.P. Wang, D.F. Ye, m-Continued fraction expansions of multi-Laurent series, Adv. Math. (China) 33
(2004) 246–248 (in Chinese).
[10] Z.D. Dai, K.P. Wang, D.F. Ye, Multi-continued fraction algorithm on multi-formal Laurent series, Acta
Arith. 122 (1) (2006) 1–16.
[11] X.T. Feng, Q.L. Wang, Z.D. Dai, Multi-sequences with d-perfect property, J. Complexity 21 (2) (2005) 230–242.
[12] X.T. Feng, Z.D. Dai, The expected value of the normalized linear complexity of 2-dimensional binary sequences,
in: Lecture Notes in Comput. Sci., vol. 3486, Springer, Berlin, 2005, pp. 113–128.
[13] Z.D. Dai, X.T. Feng, J.H. Yang, Multi-continued fraction algorithm and generalized B–M algorithm over F2, in:
Lecture Notes in Comput. Sci., vol. 3486, Springer, Berlin, 2005, pp. 339–345.
[14] Z.D. Dai, J.H. Yang, Multi-continued fraction algorithm and generalized B–M algorithm over Fq , Finite Fields
Appl. 12 (2006) 379–402.
[15] T.W. Hungerford, Algebra, Springer, Berlin, 1974.
