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The rate of electron transfer between a molecular species and a metal, each at a different local temperature, is
examined theoretically through implementation of a bithermal (characterized by two temperatures) Marcus
formalism. Expressions for the rate constant and the electronic contribution to a heat transfer mechanism
which is induced by the temperature gradient between molecule and metal are constructed. The system of
coupled dynamical equations describing the electronic and thermal currents are derived and examined over
diverse ranges of reaction geometries and temperature gradients. It is shown that electron transfer across
the molecule-metal interface is associated with heat transfer and that the electron exchange between metal
and molecule makes a distinct contribution to the interfacial heat conduction even when the net electronic
current vanishes.
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I. INTRODUCTION
Molecular electronics1–4 provide a general platform
to realize atomic-scale electronic and energy conver-
sion devices through the control of electric currents and
thermal currents at molecule-metal interfaces. Elec-
tronic transport through molecular junctions3,5,6 is a
process in which electrons move through the molecular
network while interacting with the underlying nuclear
environment.7–14 The latter process give rise to inelastic
effects in molecular electronic transport that may lead
to heating and structural instabilities. The two extreme
limits of this motion are, on one hand, elastic (tunnel-
ing and resonance) transport through the molecular elec-
tronic manifold in the absence of appreciable interaction
with the nuclear environment, and on the other, a se-
quence of hopping processes through one or more inter-
mediate redox sites on which the electron can be tran-
siently localized by distorting its local nuclear environ-
ment.
The interplay between electronic and nuclear mo-
tions in controlling charge and energy transport through
molecular junctions has been an active area of research
for some time.5,15–17 Junction heating (and its impact on
junction stability) and heat transport18–27 is one focus
of these studies.6,7,17,28–30 Thermoelectric energy con-
version has been another.6,31 Nonlinear effects such as
heat current rectification32–36 and negative thermal re-
sistance have been demonstrated,37–39 and possible ways
to control heat transport in molecular junctions have
been discussed40,41. In addition to these advancements
in charge transfer reactions across molecular junctions,
emergent experimental and theoretical methods exam-
ining the possibility to control electron transfer (ET) in
specific vibrational modes42–44 have also been developed.
Most studies of electron-vibration interaction in molec-
ular junctions use the elastic transport as a starting point
and treat inelastic effects as perturbations.45–49 In the
opposite limit, which describes electronic transport in re-
dox molecular junctions,50 electron transport can be de-
scribed by a sequence of Marcus-type51–55 ET processes
between the metal and molecular sites, and among molec-
ular sites. While nuclear motion and reorganization are
at the core of this ET mechanism, the effect of thermal
gradients, more generally thermal inhomogeneity, is not
usually addressed for such processes. Similarly, while the
implication of electron transport across interfaces on heat
conduction in such systems have been often discussed,5,6
such considerations are not usually made in the hopping
transport limit.
Recently, we have evaluated the effect of tempera-
ture difference between donor and acceptor sites on the
rates of ET between them, as well as the contribution of
the interfacial electron exchange to the interfacial heat
transport.56 Electron transfer was found to induce heat
transfer between the donor and acceptor sites, and the
ET rate was found to depend on both temperatures. This
analysis can be generalized to consider the effect of ther-
mal inhomogeneity in complex multithermal molecular
reaction networks.57
In this article, we analyze a similar situation for ET be-
tween molecule and metal, and between two metal elec-
trodes through a molecular bridge, in an electrochemical
junction, generalizing the Marcus theory of ET between
a metal electrode and a redox species in the adjacent so-
lution to the case where the temperatures in the metal
and molecule environments are different. It is relevant to
thermoelectric transport in the hopping limit of molecu-
lar conduction, where the electron hops between different
locations assumed to be in their own thermal equilibrium
at their local temperatures. While hopping conduction is
often invoked to describe electronic transport, its impli-
cations for thermoelectric junctions has not yet been ad-
dressed. The theory presented here provides a first step
in this direction by providing a framework for describing
electron transport across thermal gradients. At the same
2time it advances our previous work on bithermal ET56
to include reactions at thermally heterogeneous electrode
interfaces, allowing implementation of the results in the
design of general molecular-scale electronic components
such as molecular wires and junctions.
In Sec. II the bithermal ET rate between a molecule
and metal is derived, and we show how alteration of
the temperature gradient between redox molecule/metal
combinations affects the interfacial thermoelectric prop-
erties. Section III contains a derivation of the interfacial
heat current between molecule and metal. In Sec. IV we
combine the thermoelectric properties derived in previ-
ous sections in order to describe the electric current and
Seebeck coefficient in a prototypical model of a single
molecule junction between two metal electrodes which
are held at different temperatures.
II. BITHERMAL ELECTRON TRANSFER AT A
MOLECULE-ELECTRODE INTERFACE
A. Electron transfer rates
We consider a two-state (a and b) ET process between
a molecular species and a metal electrode. For specificity,
state a corresponds to the molecular species being in a
reduced state S, and state b corresponds to the molec-
ular species being in an oxidized state S+. The metal
is assumed to be in its own electrochemical and thermal
equilibrium characterized by the electrochemical poten-
tial µ and temperature TM. The electronic population on
the molecule interacts with its own equilibrium thermal
environment, taken to be at a different temperature TS
which is the temperature of the nuclei in the molecular
environment. The corresponding inverse thermal ener-
gies are βS = 1/kBTS and βM = 1/kBTM where kB is
Boltzmann’s constant. Upon insertion of the electron
into the metal, the free energy of the metal increases by
an amount µ.
If nuclear relaxation effects are ignored, the ET rates
can be written as58
ka→b =
∫
R
(
1− f(βM, ǫ)
)
Γ(ǫ)δ(ǫ −∆Eab) dǫ
=
(
1− f(βM,∆Eab)
)
Γ(∆Eab),
(1)
for the molecule to metal electron insertion process, and
kb→a =
∫
R
f(βM, ǫ)Γ(ǫ)δ(∆Eab − ǫ) dǫ
= f(βM,∆Eab)Γ(∆Eab),
(2)
for metal to molecule electron extraction, where
f(βM, ǫ) = (exp [βM(ǫ − µ)] + 1)
−1 is the Fermi-Dirac
distribution characterizing the (assumed free-electron)
metal and ∆Eab = E
′
a − E
′
b, with E
′
m ∈ {a, b} being
an electronic occupation energy. The integration inter-
val R denotes integration over the region (−∞,∞). The
single electron density of states in the metal ρM and the
tunneling coupling for electron transfer between molecule
and metal Va,b are both functions of ǫ, and
Γ(ǫ) =
(
2π
~
|Va,b|
2ρM
)
ǫ
. (3)
With the inclusion of nuclear relaxation effects the de-
scription of heterogeneous ET is fundamentally different.
This process is described below by adopting the Marcus
formalism in which the energy surface representing each
state is parabolic in a collective reaction coordinate x
that characterizes the nuclear degrees of freedom of the
molecular species and its solvent environment. In state
a, the underlying potential surface is
Ea(x) =
1
2
k(x− λa)
2 + E′a, (4)
and in state b,
Eb(x) =
1
2
k(x− λb)
2 + E′b, (5)
where λm : m ∈ {a, b} are shifts in the configuration as-
sociated with the two redox molecular states. This gen-
eral formalism allows the accommodation a multitude of
reaction geometries through variation of the occupation
energies and force constants.59–62 The reorganization en-
ergy of the ET reaction, which is independent of reaction
direction, is
ER =
1
2
k(λa − λb)
2. (6)
It has been observed that in molecule-metal ET reactions,
e.g., in transition metal complexes, the energy surfaces
of the oxidized and reduced species can have different
curvatures.61,63–65 We ignore these asymmetric effects
but note that the general formalism developed here can
be modified to satisfy these physical situations through
alteration of the underlying energy surfaces.
The Marcus formalism describes the inelastic limit of
electron transport in which relaxation of the nuclear envi-
ronment to a transient distorted state induced by electron
localization occurs on a faster timescale than the elec-
tronic transition rate between molecule and metal sites,
which is characterized by Γ. The strength of interac-
tion between an electron and the nuclear environment of
the solvent is characterized by the reorganization energy.
When ER = 0, the transport is elastic and the electrons
do not interact with the nuclear environment. In the op-
posite inelastic limit, the energetic contribution of the
reorganization energy to the transfer rate depends on its
relative weight which is dependent on the thermal energy
of the molecular environment kBTS.
The transition under consideration is between the a
and b states of the molecule/metal. Transfer can oc-
cur at all positions of the collective nuclear coordinate x
weighted by their thermal probability and subjected to
the energy conservation constraint
gc(x, ǫ) = Eb(x)− Ea(x) + ǫ = 0, (7)
3where ǫ is the energy of the electron inserted to the metal.
The corresponding ET rates are: from molecule to metal
(a to b transition),
ka→b =
∫∫
R2
[
1− f(βM, ǫ)
]
Γ(ǫ)
exp
[
− βSE
‡
a(x)
]
Z‡a
× |∇gc| δ
(
gc(x, ǫ)
)
dx dǫ
=
√
βS
4πER
∫
R
[
1− f(βM, ǫ)
]
Γ(ǫ)
× exp
[
−βS
(−∆Eab + ǫ + ER)
2
4ER
]
dǫ,
(8)
and from metal to molecule (b to a transition),
kb→a =
∫∫
R2
f(βM, ǫ)Γ(ǫ)
exp
[
− βSE
‡
b (x)
]
Z‡b
× |∇gc| δ
(
gc(x, ǫ)
)
dx dǫ
=
√
βS
4πER
∫
R
f(βM, ǫ)Γ(ǫ)
× exp
[
−βS
(∆Eab − ǫ+ ER)
2
4ER
]
dǫ,
(9)
where the factor |∇gc| = |k(λa − λb)| is the derivative
magnitude of gc that removes ambiguity in the δ-function
constraint. The function
E‡m(x) = Em(x) − E
′
m : m ∈ {a, b} (10)
is the energy above the corresponding minimum and
Z‡m =
∫
R
exp
[
− βSE
‡
m(x)
]
dx =
√
2π
βSk
: m ∈ {a, b}
(11)
is the configuration integral associated with the
molecule/solvent motion which depends on the tempera-
ture of the molecular environment. In the standard single
temperature case (TM = TS = T ), the results in Eqs. (8)
and (9) reduce to the traditional Marcus-Hush-Chidsey
rate expressions for heterogeneous ET58,59,64,66–68 (cf.
Eqs. (17.11) and (17.12) in Ref. 58).
Shown in Fig. 1 are the rates ka→b computed for an
example system over variation of the temperature of the
metal TM and temperature of the molecular environment
TS, with all other parameters held constant. As illus-
trated in Fig. 1(a), varying TS with TM held constant
results in exponential dependence (linear on the semi-log
scale) in the low-temperature (relative to the tempera-
ture of the metal) regime of the molecular environment
followed by crossover to nonlinear behavior in the log-
arithmic scale in the high-temperature regime. The re-
sults of varying TM with TS held constant are shown in
Fig. 1(b).
Comparing Figs. 1(a) and 1(b) it can be observed that
changing the temperature of the metal results in a dif-
ferent functional form than variation of the temperature
(c)
(a)
(b)
FIG. 1. Reaction rate ka→b as a function of (a) TS with
TM = 300K held constant and (b) TM with TS = 300K held
constant. Each curve is calculated for a different value of
∆Eab shown in the legend of (a) in units of eV. The dashed
vertical lines denote the unithermal (TS = TM) points. (c)
Reaction rate as a function of ∆Eab for different values of TM
shown in the legend with TS = 300K held constant. Param-
eters in all panels are µ = 0, ER = 0.1 eV, and Γ = 100 ps
−1.
of the molecular environment (solvent). In this case, the
rate constant can be altered over orders of magnitude
through relatively small variation of the metal temper-
ature. This effect is particularly prominent for larger
reaction free energies. Examining the functional form in
Eq. (8) and the corresponding results in Figs. 1(a) and
1(b), it can be seen that the reaction rate does not de-
pend only on the magnitude of the temperature difference
between molecule and metal, but instead is a function of
the specific temperature values.
In Fig. 1(c), the reaction rate is plotted over variation
of ∆Eab for TM < TS, TM = TS, and TM > TS. For
4∆Eab < ER+µ, increasing the temperature of the metal
results in an increase in the reaction rate, which is the
expected result. This dependence changes at the point
∆Eab = ER+µ, where ka→b becomes independent of TM.
A reaction-rate turnover occurs for ∆Eab > ER + µ in
which the rate slightly increases with decreasing metal
temperature. Thus, in this limit, although this effect is
small, the rate constants for systems of lower metal tem-
peratures are larger than that of systems with higher
metal temperatures. Note that this is not the stan-
dard Marcus inverted regime (which is in fact absent in
molecule-metal electron transfer),69 and it is unique to
bithermal ET reactions because the turnover occurs with
respect to variation of the temperature of the metal, not
variation of the free energy of the reaction. In the limit
∆Eab →∞, the reaction rate approaches an asymptotic
value that does not depend on the temperature of the
metal.
To explain the turnover behavior in the reaction rate
with respect to variation in the metal temperature, con-
sider the two oxidation states of the molecule: S (elec-
tronic state a) and S+ (electronic state b) and the energy
difference between the Marcus parabolas describing them
Eab(x) = Ea(x)− Eb(x)
= k(λb − λa)x+
1
2
kλ2a −
1
2
kλ2b +∆Eab,
(12)
which is linear in x and ∆Eab.
69 The energy differences
at the two stable nuclear configurations of the system
are Eab(λa) and Eab(λb). In the regime ∆Eab < ER+µ,
the transfer of an electron from Eab(λa) into the metal is
energetically unfavorable and increasing the metal tem-
perature results in an increase in vacancies probabilities
of the metal at energy levels below the Fermi level and
about Eab(λa). This increases the probability for transfer
into the metal, and hence in this regime we observe the
expected behavior that the reaction rate increases with
increasing metal temperature. After the turnover point,
∆Eab > ER+µ, and electron transfer from level Eab(λa)
into the metal is an energetically favorable transition. In-
creasing the metal temperature decreases the number of
vacant electronic states in the metal above energy µ and
about Eab(λa), which results in a decrease in the reaction
rate.
The occupation probabilities for each state (Pa and
Pb) obey the kinetic equations
P˙a = −ka→bPa + kb→aPb,
P˙b = −kb→aPb + ka→bPa.
(13)
At steady-state (ss), P˙a = 0 and P˙b = 0, and in this limit
K =
P
(ss)
b
P
(ss)
a
=
ka→b
kb→a
. (14)
In the absence of nuclear motion, K = exp[−βM(µ −
∆Eab)] is simply a ratio of Fermi distributions. With the
FIG. 2. Molecular occupation probability P
(ss)
a at steady-
state as functions of TS for various values of TM shown in the
legend. Parameters are ∆Eab = 0.01 eV, µ = 0, ER = 0.1 eV,
and Γ = 100 ps−1.
inclusion of nuclear effects from the solvent environment,
K will depend on system parameters associated with the
nuclear motion (TS and ER). The probability for the
electron to occupy the molecule species is
P(ss)a = 1− P
(ss)
b =
kb→a
ka→b + kb→a
. (15)
The steady-state occupation probabilities for a bither-
mal heterogeneous ET reaction are shown in Fig. 2 over
variation of TS with TM held constant at different val-
ues. For high metal or molecule temperature (kBTS or
kBTM ≫ ER,∆Eab), the molecular electronic population
depends weakly on the temperature, however at low tem-
peratures, this population is strongly affected by either
TS or TM. This stands in contrast to the correspond-
ing effect in the case of molecule-to-molecule ET elec-
tron transfer examined in Ref. 56 where we have observed
that when the two donor-acceptor sites are identical in
energy and local vibrations, but differ in temperatures,
interchanging temperatures of the sites does not affect
the probability of occupation. We next expand on the
nature of this thermoelectric effect.
B. Thermoelectric driving
In analyzing electron transfer between two molecular
sites of different temperatures, we have found that, while
the electron transfer rates are affected by both sites tem-
peratures, there is no thermoelectric effect in the sense
that temperature difference by itself does not drive elec-
tron transfer in a preferential direction. The reason for
this behavior is that temperatures in this system are at-
tributes of the nuclear environments, and in an otherwise
symmetric system electron transfer in either direction is
equally affected by both sites temperatures. The present
situation is different, because one of the temperature con-
sidered (the metal’s) reflects directly the occupation of
electronic states. Thermoelectric driving is therefore ex-
pected. To see its manifestation at the electode-metal
5(a)
(b)
FIG. 3. Electrostatic potential Φ to maintain zero current as
function of ∆T for (a) variation of TS with TM held constant
and (b) variation of TM with TS held constant. Parameters
are ∆Eab = −0.25 eV, µ = 0, ER = 0.1 eV, and Γ = 100 ps
−1.
interface, we consider the electrode potential Φ needed
to maintain zero-current (I = 0) as function of the tem-
perature difference between metal and molecule.
To calculate the zero-current bias between molecule
and metal in the bithermal systems considered here, the
system is relaxed to the zero current state for particular
values of ∆Eab, µ−eΦ, TS, TM, and the needed voltage Φ
is calculated. This is performed for different molecule and
metal temperatures, yielding Φ as function of these tem-
peratures. This gives a dependence of the resulting Φ as
function of the temperature difference between molecule
and metal; a thermoelectric relation.
The resulting electrode potential Φ needed to main-
tain zero current between molecule and metal is shown
in Fig. 3. In Fig. 3(a) the molecular temperature is var-
ied while the metal temperature is held constant. In this
case, the resulting Φ is linear in the temperature differ-
ence ∆TS = TS − TM over all temperature variations.
Figure 3(b) illustrates the thermoelectric properties of
the bithermal ET reaction over variation of the metal
temperature, with the temperature of the molecular en-
vironment held constant. Observe that over variation of
∆TM = TM − TS, the resulting Φ is nonlinear, a contrast
to the case of variation of TS with constant TM shown in
Fig. 3(a). Thus, and of significance, is the observation
that the Φ needed to maintain I = 0 does not depend
on the absolute temperature difference, but is instead a
quantity that varies independently with each tempera-
ture. Note that the slopes of these curves are directly re-
lated to the Seebeck coefficient for the system.6,31,47,70–79
III. HEAT CURRENT
In bithermal heterogeneous ET reactions the tempera-
ture gradient of the system can induce an interfacial heat
current Q˙ between molecular environment and metal. To
derive this heat current, consider the occupancy proba-
bility Pm that the system is in electronic statem ∈ {a, b}
and the conditional probability that the nuclear environ-
ment is in a specific configuration x given that the system
is in state m:
P (x|m) =
exp
[
− βSE
‡
m(x)
]
Z‡m
: m ∈ {a, b} , (16)
where E‡m(x) and Z
‡
m are given by Eq. (10) and Eq. (11),
respectively. We denote the joint probability distribution
of these two independent events as
P (x,m) = P (x|m)Pm : m ∈ {a, b} . (17)
The energy difference between surfaces describing the two
electronic states is Eab(x) which by conservation of en-
ergy is the energy at which the electron enters/exits the
metal during the ET process at a particular configura-
tion x. After the electron is transferred from molecule to
metal (a → b) it equilibrates in the electronic manifold
of the metal depositing the amount Eab(x)−µ of heat in
the metal. Similarly, for the metal to molecule (b → a)
transition the heat transfer is µ−Eab(x). The contribu-
tion to the heat current from a particular nuclear con-
figuration will depend on the distribution P (x,m), the
occupancy/vacancy probability of the metal at energy
Eab(x), which is given by the Fermi distribution, and the
ET rate at energy Eab(x). The total heat current can be
expressed as a product of these factors, taken as a sum
over all configurations and over all possible state transi-
tions.
For the a→ b transition the heat current of the metal
is
Q˙
(a→b)
M =
∫
R
[
1− f
(
βM, Eab(x)
)]
Γ
(
Eab(x)
)
×
(
Eab(x) − µ
)
P (x, a) dx,
(18)
and for the b→ a transition
Q˙
(b→a)
M =
∫
R
f
(
βM, Eab(x)
)
Γ
(
Eab(x)
)
×
(
µ− Eab(x)
)
P (x, b) dx.
(19)
At steady state, Pm = P
(ss)
m , and the number of a → b
and b → a events per unit time are the same. The net
heat transfer for a pair of such transitions, a→ b→ a, is
Q˙M = Q˙
(a→b)
M + Q˙
(b→a)
M = −Q˙S, (20)
6FIG. 4. Heat current of the molecular environment Q˙S (solid)
and the metal Q˙M (dashed) at steady-state as functions of TS
with TM = 300K held constant. Curves are shown for various
values of ∆Eab with colors corresponding to values shown in
the legend in units of eV. The circular marker denotes the
unithermal point where TM = TS. Parameters are µ = 0,
ER = 0.1 eV, and Γ = 100 ps
−1.
where
Q˙M =
∫
R
P(ss)a
[
1− f
(
βM, Eab(x)
)]
Γ
(
Eab(x)
)
×
(
Eab(x)− µ
)exp [− βSE‡a(x)]
Z‡a
dx
+
∫
R
P
(ss)
b f
(
βM, Eab(x)
)
Γ
(
Eab(x)
)
×
(
µ− Eab(x)
)exp [− βSE‡b (x)]
Z‡b
dx.
(21)
The relation Q˙M + Q˙S = 0 (which is conservation of
energy) is shown explicitly in Appendix A.
The steady-state heat currents induced by the temper-
ature difference between molecule and metal are shown
in Fig. 4 over variation of TS with TM held constant.
When the temperature of the molecular environment is
less than the temperature of the metal, TS < TM, the
heat current into the molecular environment is positive,
Q˙S > 0, and the heat current of the metal is negative,
Q˙M < 0. This is the expected result in which heat moves
from the hot environment into the cold environment. At
the unithermal point (TM = TS) the heat current van-
ishes. When TS > TM, the directionality of the heat
current is reversed. The same results for the heat cur-
rents can also be obtained using expectation values for
the amount of heat transferred by a single electron mov-
ing between molecule and metal. See Appendix A for
details of this calculation.
IV. ELECTRIC CURRENT AND THERMOELECTRICITY
A. Electric current
To see the implications of the above considerations
on the transport properties of a redox molecular junc-
tion, we consider a junction in which a molecular species
with two electronic states (a and b) is in contact with
two metal leads. The left (L) electrode has tempera-
ture T LM, the right (R) electrode has temperature T
R
M,
and ∆T = T LM − T
R
M. The temperature of the molecular
species is taken to be TS = (T
L
M + T
R
M)/2, which is an
assumption that arises from the postulates that the tem-
perature gradient between the two metals is linear and
that the redox molecular site is seated a uniform distance
from each electrode. The chemical potentials of the metal
electrodes are µL = µ− eΦ/2 and µR = µ+ eΦ/2.
In this single-molecule two-electrode system, an elec-
tron whose charge is localized on the molecule can be
transferred to either electrode, and the forward and back-
ward rate constants for these processes are given by eval-
uating Eqs. (8) and (9) at the corresponding tempera-
tures and chemical potentials. For the left electrode kLa→b
and kLb→a are evaluated at TM = T
L
M, and for the right
electrode kRa→b and k
R
b→a are evaluated at TM = T
R
M. The
kinetic equations describing the occupation probabilities
of states a and b are
P˙a = −
(
kLa→b + k
R
a→b
)
Pa +
(
kLb→a + k
R
b→a
)
Pb,
P˙b = −
(
kLb→a + k
R
b→a
)
Pb +
(
kLa→b + k
R
a→b
)
Pa.
(22)
At steady state, the populations of each state can be
expressed as
P(ss)a = 1− P
(ss)
b =
kLb→a + k
R
b→a
kRa→b + k
R
b→a + k
L
a→b + k
L
b→a
, (23)
and the steady-state electronic current I is68
I
e
=
kLa→bk
R
b→a − k
R
a→bk
L
b→a
kRa→b + k
R
b→a + k
L
a→b + k
L
b→a
. (24)
This current is shown in Fig. 5 as function of differ-
ent system parameters. In Fig. 5(a) it is shown as a
function of Φ for various values of TRM with T
L
M = 300K
held constant. For ∆Eab = 0, the current is symmet-
ric in the applied voltage I(Φ) = I(−Φ), which is an
obvious consequence from the symmetry of the struc-
ture. However, when ∆Eab 6= 0 and T
L
M 6= T
R
M, this
symmetry is destroyed. The reason for this is that the
contribution to the current induced by the temperature
difference depends on the sign of ∆Eab as explained be-
low. For ∆Eab 6= 0, I(Φ) 6= I(−Φ)), illustrating that
asymmetrical effects generated in the junction due to the
temperature gradient are dependent on the free energy
difference between electronic states in the molecule.
Shown in Fig. 5(b) is the electronic current as func-
tion of TRM, keeping T
L
M constant, at zero bias (Φ = 0)
7(a)
(b)
FIG. 5. Electric current I as a function of (a) electrostatic
potential Φ for varying TRM with ∆Eab = −0.5 eV (solid) and
∆Eab = 0 (dashed), and (b) right electrode temperature T
R
M
with Φ=0 and various values of ∆Eab shown in the legend.
The circular marker denotes the unithermal point where TLM =
TRM. Parameters are T
L
M = 300K, µ = 0, ER = 0.1 eV, and
Γ = 100 ps−1.
for different values of ∆Eab. To understand the ob-
served behavior it should be noted that Eab(x), given
by Eq. (12), corresponds in our model to the single elec-
tron energy (the occupation energy) associated with the
molecule at nuclear configuration x, and its effect on elec-
tron transmission depends on the difference Eab(x) − µ.
In the present model, where nuclear reorganization is rep-
resented by shifted harmonic surfaces, ∆Eab = 0 corre-
sponds (for the present choice of µ = 0) to the case where
Eab(λa) = −Eab(λb), namely to the situation where the
single electron “molecular level” at the equilibrium nu-
clear positions of the occupied state λa and the unoc-
cupied state λb are symmetrically seated above and be-
low the Fermi level. This implies that the electron and
hole currents are equal in this situation which explains
the vanishing of the net current seen in this case. For
∆Eab 6= 0, the direction of the thermoelectric current
(hot to cold or vice versa) depends on the sign of ∆Eab
- an extension of the behavior known for electron or hole
dominated currents in molecular thermoelectrics.
Nonmonotonic behavior in the electric current can also
be observed in Fig. 5(b) with respect to variation of the
energy difference between electronic states in the molec-
ular species. In the low-temperature limit (TRM → 0), the
magnitude of the current |I| decreases with increasing
(a)
(b)
FIG. 6. Seebeck coefficient S as function of (a) ∆Eab and (b)
Φ with ∆Eab = 0.25 eV, for various reorganization energies.
Parameters are TLM = 300K, T
R
M = T
L
M − ∆T , µ = 0, and
Γ = 100 ps−1.80
|∆Eab|. In temperature regimes both above and below
the unithermal point, the electric current exhibits non-
monotonic trends in which the ordering of |I| with respect
to |∆Eab| is dependent on the specific value of T
R
M. In
the high-temperature limit (TRM →∞), increasing |∆Eab|
results in an increased current magnitude.
B. Seebeck coefficient
The standard Seebeck coefficient S measures the
dependence of the voltage across the junction on
the temperature difference between the left and right
electrodes,70,71,75 calculated about equilibrium under the
condition of constant, namely zero, current:
S = −
(
dΦ
d∆T
)
eq,I=0
. (25)
This is most easily evaluated using Eq. (24) and the iden-
tity
−
(
dΦ
d∆T
)
I
=
(
∂I
∂∆T
)
Φ
/(
∂I
∂Φ
)
∆T
, (26)
with all derivatives evaluated at I = ∆T = Φ = 0.
The calculated standard “equilibrium” Seebeck coeffi-
cient is shown in Fig. 6(a) as a function of ∆Eab. In the
8limit ER = 0, it is (∆Eab − µ)/(eT
L
M), which is easily
obtained from Eqs. (1) and (2). When ER 6= 0, S be-
comes smaller and is a slightly nonlinear function of ∆Eab
(note however that linearity is restored for large ∆Eab).
As expected, S changes sign with ∆Eab which measures
the position of the molecular “single electron level” rel-
ative to the metal chemical potential. As ∆Eab → 0,
the thermopower in the junction vanishes, implying that
without an energy gradient in the electronic states of the
molecule, the electric current will vanish, regardless of
the imposed temperature difference, which agrees with
the results shown in Fig. 5(b). Increasing the reorgani-
zation energy ER, which is a measure of the nuclear-
electronic coupling, results in smaller values of S, il-
lustrating that stronger coupling leads to lower ther-
mopower in the junction.
The Seebeck coefficient can be calculated outside of
the linear I → 0 limit using the relation71
S(I) = −
Φ(I)
∆T (I)
, (27)
where ∆T is the temperature difference that generates
the same current at Φ = 0, as the Φ generates for
∆T = 0. Equation (27) is a generalization of the stan-
dard definition of the Seebeck coefficient as an attribute
of the equilibrium junction to linear response about an
arbitrary equilibrium point. The protocol we apply to
measure S is to change TRM while keeping T
L
M constant
for Φ = 0, and to apply the bias symmetrically across
the junction (µL = µ − eΦ/2 and µR = µ + eΦ/2)
for ∆T = 0.80 Shown in Fig. 6(b) is S as a func-
tion of Φ(∆T = 0, I), which is the inverse function of
I(∆T = 0,Φ), for different reorganization energies and
constant ∆Eab. At Φ = 0, the value of S is the same
as that shown in Fig. 6(a) for the corresponding value
of ∆Eab and ER. As Φ is increased, the Seebeck coef-
ficient increases nonlinearly, which agrees with the be-
havior observed in Ref. 71 in molecular junctions at the
inelastic limit of transport. As Φ is increased further,
a turnover is observed for small values of ER (weak
electron-environment interaction), and S begins to de-
crease. This is the same trend that has been observed
previously in studies of transport in junctions in the weak
electron-phonon coupling limit.71
V. CONCLUSIONS
A theory has been developed to describe the rate of
electron transfer between a molecular species and a metal
electrode, with each being at a different local tempera-
ture. The rate constant for this process was found to be
nonlinear in the temperature of each environment. We
find that due the temperature gradient, electron transfer
between redox sites carries heat between the metal and
the thermal environment of the molecule, and this contri-
bution to the interfacial heat conduction has been charac-
terized. Analogous to previous results observed in bither-
mal molecule-to-molecule electron transfer reactions,56
the electrothermal heat transfer does not vanish when
the electric current between molecule and metal reaches
a stationary state.
Thermoelectric effects induced by a temperature dif-
ference between heterogeneous redox sites have also
been investigated. The findings presented here illus-
trate how electronic and thermal transport are related at
the strong-coupling limit, and how electrothermal trans-
port and traditional thermoelectric effects can be in-
duced. Control of transport and amplification in thermal
currents has potential applications in the development
of novel energy conversion devices and molecular elec-
tronics. Operational deficiencies in thermal logic gates
and circuits with respect to their electronic analogs oc-
cur due to timescale mismatches in phononic transport,
which takes place on the time-scale of nuclear motion,
and electronic transport. The theory of electrothermal
transport presented here can possibly provide rectifica-
tion of this timescale problem in thermal circuits due to
the described heat transfer mechanism occurring on the
timescale of electron motion. Further study and valida-
tion of this conjecture is required, and in future work
we will provide a rigorous comparison of the rates and
timescales of phononic and electronic heat transport.
The presented results provide a step toward the abil-
ity to completely model electron hopping in molecular
junctions in which complex molecular motifs are seated
between two electrodes. In future work, we will also
present a theory for bithermal electron transfer at the
weak-coupling limit in which electron transmission be-
tween redox sites occurs on a faster timescale than vi-
brational relaxation, resulting in energetic distributions
that are intrinsically nonequilibrium.
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Appendix A: Heat Current Derivation From Single-Electron
Expectation Values
To derive the expectation value for the heat transferred
by an electron when it moves between environments, we
consider a single electron whose charge is localized on the
molecular donor, and the probability P (ǫ0) for it to en-
ter the metal at energy ǫ0. This probability depends on
multiple independent factors: (a) the probability p0 that
the solvent environment is in a configuration in which
the electron can be transferred into the metal at energy
ǫ0, (b) the probability
[
1− f(βM, ǫ0)
]
that there is a va-
cancy in the metal at energy ǫ0, (c) the density of states
in the metal ρM(ǫ0) at energy ǫ0, and (d) the probability
9that the transition between states occurs, which can be
calculated using the Landau-Zener expression58 and thus
we denote this probability PLZ(ǫ0). In the nonadiabatic
limit, the general relationship PLZ(ǫ)ρM(ǫ) = T Γ(ǫ)
holds, where T is a constant that does not play a role
in the calculations that follow, but we include it for com-
pleteness.
Because of the occupancy characteristics of each en-
ergy level in the metal, the specific electron we consider
can make many attempts to enter the metal, at many
different energies, before the transfer event occurs. We
denote the probability of a successful attempt (meaning
ET occurs) for transfer into the metal with energy ǫ0 as
PS(ǫ0) = T Γ(ǫ0)
[
1− f(βM, ǫ0)
]
p0 where p0 is the Boltz-
mann weight of energy level that leads to the electron
entering the metal at energy ǫ0, which depends on the
temperature of the solvent environment of the molecular
species. However, due to the quasicontinuum of energy
levels in the electronic manifold of the metal and the
occupancy/vacancy probabilities for each of these levels,
there are many other possible outcomes for each attempt,
and each outcome must be accounted for to derive the
amount of heat transferred.
The complexity of this network of events can be simpli-
fied by grouping them the into three possible outcomes
for each attempt: either the electron enters the metal
at energy ǫ0 with probability PS(ǫ0), the electron enters
the metal at an energy that is not ǫ0, which we denote
PS(ǫ0) =
∑
k T Γ(ǫk)
[
1 − f(βM, ǫk)
]
pk − PS(ǫ0), or the
electron attempts to transfer into the metal at any en-
ergy, but there is no vacancy at the respective energy. We
term the latter as an unsuccessful attempt and denote the
probability for this outcome as PU . From conservation of
probability for each attempt, PS(ǫ0) + PS(ǫ0) + PU = 1,
we find that PU = 1 −
∑
k T Γ(ǫk)
[
1 − f(βM, ǫk)
]
pk. If
the first electron transfer attempt is unsuccessful, the
electron will eventually make another transfer attempt
due to thermal fluctuations. If the second attempt to
transfer is also unsuccessful, the electron will make a
third attempt, and this process is repeated ad infini-
tum. If the first attempt is unsuccessful with proba-
bility PU , the probability for success on the second at-
tempt given that the first was unsuccessful is PUPS(ǫ0),
and the probability for success on a third attempt given
that it is preceded by two previous unsuccessful attempts
is P 2UPS(ǫ0). Taking the sum of all possible event se-
quences that lead to the electron entering the metal at
energy ǫ0 gives P (ǫ0) = PS(ǫ0)(1 + PU + P
2
U + · · · ),
a geometric series. The sum of this series can be ex-
pressed as P (ǫ0) = PS(ǫ0)/(1−PU ) which gives P (ǫ0) =
Γ(ǫ0)
[
1 − f(βM, ǫ0)
]
p0/
∑
k Γ(ǫk)
[
1 − f(βM, ǫk)
]
pk after
substitution for PU .
This analysis can be performed for each energy level
ǫj leading to the general expression P (ǫj) = Γ(ǫj)
[
1 −
f(βM, ǫj)
]
pj/
∑
k Γ(ǫk)
[
1 − f(βM, ǫk)
]
pk. Note that this
derivation is also valid for the b→ a transition in which
the electron moves from metal to molecule, provided
that the probability of vacancy given by
[
1 − f(βM, ǫ)
]
is replaced by the corresponding occupancy probability
f(βM, ǫ) in each expression.
Using this event analysis to evaluate the probability of
all possible transitions from the molecule into the metal,
and writing the sums in the P (ǫj) expression as integrals,
we find that the Fermi-weighted configuration integral for
the a → b transition (which corresponds to the denomi-
nator in the expression for P (ǫj) given above) is
Za→b = T
∫
R
Γ(ǫ)
[
1− f(βM, ǫ)
]
× exp
[
−βS
(−∆Eab + ǫ+ ER)
2
4ER
]
dǫ.
(A1)
The expectation value of the heat supplied by the envi-
ronment of the molecular species during the ascent (de-
noted by ↑) to the transition state on the Ea surface is〈
Q
(a→b)
S
〉
↑
= −
T
Za→b
∫
R
(∆Eba + ǫ+ ER)
2
4ER
Γ(ǫ)
×
[
1− f(βM, ǫ)
]
exp
[
−βS
(−∆Eab + ǫ+ ER)
2
4ER
]
dǫ,
(A2)
and for the descent (denoted by ↓) on the Eb surface:〈
Q
(a→b)
S
〉
↓
=
T
Za→b
∫
R
(−∆Eba − ǫ+ ER)
2
4ER
Γ(ǫ)
×
[
1− f(βM, ǫ)
]
exp
[
−βS
(−∆Eab + ǫ+ ER)
2
4ER
]
dǫ.
(A3)
The heat that flows into the metal during the a→ b ET
process is〈
Q
(a→b)
M
〉
=
T
Za→b
∫
R
(ǫ− µ)Γ(ǫ)
[
1− f(βM, ǫ)
]
× exp
[
−βS
(−∆Eab + ǫ+ ER)
2
4ER
]
dǫ.
(A4)
Note that if the Fermi factor was not included in Za→b,
Eqs. (A2)-(A4) would give the respective expectation
value per transition attempt ; with its inclusion these
equations give the probability per transition event. The
heat transferred to the solvent environment over the
a→ b transition is〈
Q
(a→b)
S
〉
=
〈
Q
(a→b)
S
〉
↑
+
〈
Q
(a→b)
S
〉
↓
. (A5)
The total free energy change by the molecular system and
the metal is ∆Eba+µ. Correspondingly, by conservation
of energy we expect that the environments must change
by −∆Eba − µ. We have verified, numerically, over a
variety of parameter values, that the sum of the energy
change during each leg of the a→ b transition gives〈
Q
(a→b)
S
〉
+
〈
Q
(a→b)
M
〉
= −∆Eba − µ, (A6)
and thus that the expectation value expressions conserve
energy.
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For the b → a transition, constructing the Fermi-
weighted configuration integral yields
Zb→a = T
∫
R
Γ(ǫ)f(βM, ǫ)
× exp
[
−βS
(∆Eab − ǫ+ ER)
2
4ER
]
dǫ.
(A7)
The expectation value of the heat supplied by the envi-
ronment of the molecular species during the ascent to the
transition state on the Eb surface is〈
Q
(b→a)
S
〉
↑
= −
T
Zb→a
∫
R
(−∆Eba − ǫ+ ER)
2
4ER
Γ(ǫ)
× f(βM, ǫ) exp
[
−βS
(∆Eab − ǫ+ ER)
2
4ER
]
dǫ,
(A8)
and for the descent to equilibrium on the Ea surface:
〈
Q
(b→a)
S
〉
↓
=
T
Zb→a
∫
R
(∆Eba + ǫ+ ER)
2
4ER
Γ(ǫ)
× f(βM, ǫ) exp
[
−βS
(∆Eab − ǫ + ER)
2
4ER
]
dǫ.
(A9)
The heat supplied by the metal is
〈
Q
(b→a)
M
〉
=
T
Zb→a
∫
R
(µ− ǫ)Γ(ǫ)f(βM, ǫ)
× exp
[
−βS
(∆Eab − ǫ + ER)
2
4ER
]
dǫ.
(A10)
The heat transferred to the solvent environment over the
b→ a transition is〈
Q
(b→a)
S
〉
=
〈
Q
(b→a)
S
〉
↑
+
〈
Q
(b→a)
S
〉
↓
. (A11)
The sum of the free energy change by the molecular sys-
tem and the metal is −∆Eba − µ, and thus during this
transition the environments must change by ∆Eba + µ.
To confirm that our expectation value expressions con-
serve energy, we take the sum of each process in the b→ a
transition (using numerically evaluation of the integrals).
In all studied cases we have found that〈
Q
(b→a)
S
〉
+
〈
Q
(b→a)
M
〉
= ∆Eba + µ, (A12)
as expected.
The heat currents into the molecular environment and
the metal are
Q˙S = ka→bPa
〈
Q
(a→b)
S
〉
+ kb→aPb
〈
Q
(b→a)
S
〉
,
Q˙M = ka→bPa
〈
Q
(a→b)
M
〉
+ kb→aPb
〈
Q
(b→a)
M
〉
,
(A13)
respectively. As in the case of homogeneous bithermal
ET between molecules described in Ref. 56, at steady-
state, ka→bP
(ss)
a = kb→aP
(ss)
b = Jss, and in this limit the
heat currents are
Q˙S = Jss
(〈
Q
(a→b)
S
〉
+
〈
Q
(b→a)
S
〉)
,
Q˙M = Jss
(〈
Q
(a→b)
M
〉
+
〈
Q
(b→a)
M
〉)
,
(A14)
which agree with those derived in Eq. (21).
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