Abstract. In the dissimilarity representation paradigm, several prototype selection methods have been used to cope with the topic of how to select a small representation set for generating a low-dimensional dissimilarity space. In addition, these methods have also been used to reduce the size of the dissimilarity matrix. However, these approaches assume a relatively balanced class distribution, which is grossly violated in many real-life problems. Often, the ratios of prior probabilities between classes are extremely skewed. In this paper, we study the use of renowned prototype selection methods adapted to the case of learning from an imbalanced dissimilarity matrix. More specifically, we propose the use of these methods to under-sample the majority class in the dissimilarity space. The experimental results demonstrate that the one-sided selection strategy performs better than the classical prototype selection methods applied over all classes.
Introduction
In the traditional approach to Statistical Pattern Recognition, each object is represented in terms of n observable features or attributes, which can be regarded as a vector in an ndimensional feature space. An alternative is the dissimilarity space proposed by Duin and Pekalska [1, 2] . To build the dissimilarity space, a representation set of r objects (or prototypes), R = {p 1 , . . . , p r }, is needed. The dissimilarity representation allows to symbolize individual feature-patterns by pairwise dissimilarities computed between examples from the training set T and objects from the representation set R. Thus the dissimilarity vectors can be interpreted as numerical features and describe the relation between each object with the rest of objects [3] .
Given a training set of m objects in the feature space, T = {x 1 , . . . , x m }, the classifier is built using a dissimilarity matrix D(T, R) that describes the proximities between the m training set objects and the r prototypes. The representation set can be chosen as the complete training set T , a set of constructed prototypes, a subset of T that covers all classes, or even an arbitrary set of labeled or unlabeled objects.
The dimensionality in the dissimilarity space is determined by the amount of prototypes in the set R. When R = T , the dissimilarity matrix D(T, T ) might impose high computational requirements on the classifier [4] and adversely affect the performance [5] . To face this drawback, several works have proposed to reduce the dimensionality of the dissimilarity space by selecting a small representation set from the training data [6] . Obviously, a pruned representation set will lead to reduce the distance matrix
D(T, T ) to D(T, R).
In this context, prototype selection constitutes one of the most active research lines, which has primarily been addressed in two ways: (i) finding a small representation set capable of generating a low-dimensional dissimilarity space [4, 6, 7] , and (ii) reducing the original dissimilarity matrix [8, 9] .
Prototype selection methods have demonstrated to perform well in dissimilarity space classification when the classes are balanced. However, in many real-life problems the ratios of prior probabilities between classes can be extremely skewed. This situation is known as the class imbalance problem [10, 11] . A data set is said to be imbalanced when the examples from one class (the majority class) heavily outnumber the examples from the other (minority) class. This topic is particularly important in practical applications where it is costly to misclassify examples from the minority (or positive) class, such as medical diagnosis and monitoring, fraud/intrusion detection, credit risk and bankruptcy prediction, information retrieval and filtering tasks.
In this work, we explore the use of well-known prototype selection procedures (originally designed to be applied in the feature space) on the dissimilarity matrix D(T, T ) when this is imbalanced. Here, we propose to exploit these methods in a biased fashion, where only the majority class is pruned. In fact, this can be viewed as an under-sampling strategy, which is one of the common solutions to the class imbalance problem in feature spaces [12] . The experimental results show that this one-sided strategy performs significantly better than the standard application of prototype selection on both classes.
Prototype Selection Methods
Several prototype selection algorithms have been adapted and/or developed in order to select a small representation set R or to reduce the dissimilarity matrix D(T, R). For example, Lozano et al. [13] employed prototype optimization methods often applied in vector spaces, such as editing and condensing, for constructing more general dissimilarity-based classifiers. Kim and Oommen [8] used the well-known condensed nearest neighbor rule [14] to reduce the original training set before computing the dissimilarity-based classifiers on the entire data. Other new methods have been evolved to be applied in the dissimilarity space, such as Kcentres, Edicon, ModeSeek, Featsel and a genetic algorithm [6, 9] .
However, all these proposals do not consider the skewness in the class distribution. In this work, we concentrate on using four prototype selection methods, commonly applied to feature-based classification models, for the reduction of the Euclidean distance representation D(T, T ) (here called the original dissimilarity matrix) in domains with class imbalance. Two different families of prototype selection methods exist in the literature: editing and condensing. Editing removes erroneously labeled and atypical examples from the original set and "cleans" possible overlapping between classes, which usually leads to significant improvements in performance. Condensing, on the other hand, aims at selecting a sufficiently small subset of examples that yields approximately the same performance as using the whole training set.
The simplest procedure to pick up a small subset corresponds to random selection (RS). However, this may throw out potentially useful data. Paradoxically, it has empirically been shown to be an effective prototype selection method. Unlike the random approach, many other proposals are based upon a more intelligent selection strategy. For example, Wilson [15] introduced a popular editing algorithm (WE) that tries to remove noisy instances and/or border points. This algorithm discards training examples whose label does not agree with that of their majority k neighbors. Another early prototype selection method is the condensed nearest neighbor (CNN) proposed by Hart [14] , which is focused on selecting a consistent subset from the training set but keeping or even improving the classification accuracy. Nevertheless, as this approach could retain noisy objects, the joint use of editing and condensing algorithms (e.g., WE+CNN) is commonly employed to select an appropriate reduced subset.
Performance Evaluation in Imbalanced Domains
Traditionally, standard performance metrics have been classification accuracy and/or error rates. For a two-class problem, these can be easily derived from a 2 × 2 confusion matrix as that given in Table 1 . However, as pointed out by many authors [16, 17] , the performance of a classification process over imbalanced data sets should not be expressed in terms of the plain accuracy and/or error rates because these measures are strongly biased towards the majority class. This has motivated to search for new performance evaluation metrics based upon simple indices, such as the true positive rate (T P r) and the true negative rate (T Nr). The T P r (or T Nr) is the percentage of positive (or negative) examples correctly classified.
One of the most widely-used evaluation methods in the context of imbalanced class distributions is the ROC curve. Here, we will utilize the area under the ROC curve (AUC), which is a quantitative representation of a ROC curve. For a binary problem, the AUC criterion defined by a single point on the ROC curve is also referred to as balanced accuracy [18] :
where T P r = 
Experimental Setup
Eight real data sets were employed in the experiments. In order to force the class imbalance, all data sets were transformed into two-class problems by keeping one original class (the minority one) and joining the objects of the remaining classes. The fifth column in Table 2 indicates the original classes that were joined to shape the majority class.
A stratified five-fold cross-validation method was adopted for the present experiments. For each fold, four parts were pooled as the training data T , and the remaining block was employed as an independent test set S. Ten repetitions were run for each trail. The results from classifying the test samples were averaged across the 50 runs. For each database, the whole training set (R = T ) was used to compute the original dissimilarity matrix D(T, T ), with the Euclidean distance as a dissimilarity measure. This procedure was also applied to the test set, D(S, T ), to be represented in the dissimilarity space.
The four prototype selection methods described in Sect. 2 were utilized for the experiments: random selection (RS), condensed nearest neighbor (CNN), Wilson's editing (WE), and the combination of this with Hart's condensing (WE+CNN). All these methods were implemented following two different strategies: (i) hard selection over both existing classes, and (ii) one-sided selection only over the majority (negative) class. In this latter case, like occurs in typical under-sampling processes, we did not remove minority (positive) examples because they are too limited and important to be discarded. The Fisher and the nearest neighbor (1-NN) learning algorithms were used to each original dissimilarity matrix and also to matrices that were previously pruned by the different prototype selection methods.
Note that the RS procedure allows to control the number of prototypes to be chosen. Here, we extracted 50% out of each class for the hard selection strategy, and a number of negative examples equal to the size of the positive class |P | for the one-sided selection strategy.
Results
In order to analyze the effect of the class imbalance on the performance of the prediction models, we generated different dissimilarity matrices, each one with an amount of positive examples, by randomly increasing the minority class size until reaching its original size. The number of objects in the majority class keeps constant for all dissimilarity matrices. Figure 1 shows the T P r and T Nr for two illustrative examples of these data sets when using the Fisher classifier, where the x-axis represents the number of positive samples in the dissimilarity matrix. Note that both T P r and T Nr have been plotted in a different scale in order to make these graphics clearer.
As expected, when the dissimilarity matrices are strongly imbalanced, the Fisher performance on the minority class is significantly worse than that on the majority class: the T Nr is close to 0.90, but the T P r is below 0.40. As the size of the minority class increases, the T P r improves and the T Nr lessens. It is worth noting, however, that the poor results of T P r remain even when all the positive examples are put into the dissimilarity matrix. In such an imbalance scenario, this effect demonstrates the need of using some strategy to generate more appropriate (balanced) dissimilarity matrices. Tables 3 and 4 report the average AU C b with the 1-NN and the Fisher classifiers respectively, when using the original dissimilarity matrix D(T, T ) and after pruning this by means of the prototype selection methods. The column "One-S" contains the results from applying the prototype selection procedures only over the majority class, whereas the column "Hard" refers to the results obtained when pruning both classes. For each data set, the best case has been highlighted in bold type. Average rankings of the Friedman statistic (distributed according to chi-square with 8 degrees of freedom) have also been included.
From the results in Tables 3 and 4 , one can observe that both classifiers are affected by the class imbalance problem when they are trained with the original dissimilarity matrix, yielding relatively low AU C b values. On the other hand, when employing the prototype selection methods over both classes (hard selection), the behavior varies from one data set to another: the AU C b values are even worse than those achieved with the original dissimilarity matrix for some databases and better for others.
The results obtained with the application of prototype selection over the majority class (one-sided selection) show that all these techniques perform better, in terms of AU C b , than the original dissimilarity matrix. It is also interesting to remark that this bi- ased selection is significantly better than the classical approaches to prototype selection over both classes.
As a further confirmation of the findings with the AU C b values, we have run a Wilcoxon signed-ranks test [19] between each pair of techniques. The upper diagonal half of Tables 5 and 6 summarizes this statistic for a significance level of 0.10 (10% or less chance), whereas the lower diagonal half corresponds to a significance level of 0.05. The symbol "•" indicates that the method in the row significantly improves the method of the column, and the symbol "•" means that the method in the column performs significantly better than the method of the row. The two bottom rows show how many times the algorithm of the column has been significantly better than the rest of procedures for α = 0.10 and α = 0.05.
It is worth pointing out that, as can be observed in Tables 5 and 6 , the one-sided selection has been significantly better than the hard selection strategy for all the prototype selection algorithms (for α = 0.10 and α = 0.05), both with the 1-NN classifier and the Fisher classifier. This allows to assert that such a biased selection of prototypes for Table 5 . Summary of the Wilcoxon statistic for the prototype selection methods with the 1-NN classifier (1) (2) (3) (4) (5) (6) (7) (8) (1) (2) (3) (4) (5) (6) (7) (8) In the case of the 1-NN classifier, it seems that the best prototype selection method corresponds to Wilson's editing, whose one-sided version has performed significantly better than other six algorithms at both significance levels. The WE+CNN procedure presents a very similar behavior, being significantly better than other five algorithms at a significance level of 0.05. Clearly, the random selection and Hart's condensing methods have achieved the worst results when statistically compared in terms of AU C b .
Paradoxically, for the Fisher classifier, Table 6 shows that the one-sided random selection constitutes the best procedure, with a performance significantly better than any other algorithm. Not too far from the best alternative, one can see that the Wilson's editing with one-sided selection has been significantly better than other four strategies.
Conclusions
Prototype selection methods have been widely used in the dissimilarity-based approach for the selection of a small representation set (from the whole training set) and/or the reduction of the original dissimilarity matrix. When the data set and/or the dissimilarity matrix are imbalanced, however, the selection process could produce reduced data sets and/or dissimilarity matrics that do not accurately represent the true class distribution, what may lead to an increase in the class skewness.
In this paper, we have carried out some experiments using four renowned prototype selection algorithms for under-sampling the original dissimilarity matrix in domains with class imbalance. The empirical results suggest that the application of these techniques to both classes produces poor performance on the minority class. On the contrary, the strategy based upon the biased selection on the majority class significantly increases the prediction rate on the positive class and the value of average AU C b , being statistically demonstrated by means of a Wilcoxon signed-ranks test.
