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We present two new developments for computing excited state energies within the GW approximation. First,
calculations of the Green’s function and the screened Coulomb interaction are decomposed into two parts:
one is deterministic while the other relies on stochastic sampling. Second, this separation allows constructing
a subspace self-energy, which contains dynamic correlation from only a particular (spatial or energetic) region
of interest. The methodology is exemplified on large-scale simulations of nitrogen-vacancy states in a periodic
hBN monolayer and hBN-graphene heterostructure. We demonstrate that the deterministic embedding of
strongly localized states significantly reduces statistical errors, and the computational cost decreases by
more than an order of magnitude. The computed subspace self-energy unveils how interfacial couplings
affect electronic correlations and identifies contributions to excited-state lifetimes. While the embedding is
necessary for the proper treatment of impurity states, the decomposition yields new physical insight into
quantum phenomena in heterogeneous systems.
PACS numbers: 71.15.-m, 31.15.Md, 71.45.Gm, 71.10.-w, 71.15.Dx, 71.20.-b, 71.23.An, 71.55.-i, 73.20.-r,
73.20.At, 73.21.-b, 73.43.Cd, 61.72.Ji
I. INTRODUCTION
First-principles treatment of electron excitation ener-
gies is crucial for guiding the development of new mate-
rials with tailored optoelectronic properties. Localized
quantum states became the focal point for condensed
systems:1–7 due to their long-range electronic correlation,
the localized excitations exhibit tunability by interfacial
phenomena.8–11 Besides predicting experimental observ-
ables, theoretical investigations thus help to elucidate the
interplay of the electron-electron interactions and the role
of the environment.
The excited electrons and holes near the Fermi level
are conveniently described by the quasiparticle (QP) pic-
ture: the charge carriers are characterized by renormal-
ized interactions and a finite lifetime limited by energy
dissipation, which governs the deexcitation mechanism.
Quantitative predictions of QPs necessitate the inclusion
of non-local many-body interactions.
The prevalent route to describe QPs in condensed sys-
tems employs the Green’s function formalism.12,13 The
excitation energy and its lifetime are inferred from the
QP dynamics. The many-body effects are represented
by the non-local and dynamical self-energy, Σ. In prac-
tice, Σ is approximated by selected classes of interac-
tions, forming a hierarchy of systematically improvable
methods.12 The formalism also allows constructing the
self-energy for distinct states with a different form of Σ.
Here we neglect the vibrational effects, and the induced
density fluctuations dominate the response of the system
to the excitation. The perturbation expansion is conve-
niently based on the screened Coulomb interaction, W ,
which explicitly incorporates the system’s polarizability.
The neglect of the induced quantum fluctuations (while
a)Electronic mail: vlcek@ucsb.edu
accounting for the induced density) leads to the popu-
lar GW method.12,14–16 This approach predicts the QP
gap, ionization potentials, and electron affinities in excel-
lent agreement with experiments.14,16 Within the GW
approximation, Σ is a product of W and the Green’s
function, G, in the time domain.
Conventional implementations of the GW self-energy
scale as O(N4) with the system size, albeit with a small
prefactor,17 and it is usually limited to few-electron sys-
tems. Stochastic treatment recasts the self-energy as
a statistical estimator and employs sampling of elec-
tronic wavefunctions combined with the decomposition
of operators.18–20 In practice, this formulation decreases
the computational time significantly and leads to a linear
scaling algorithm.18–20
The stochastic approach uses real-space random vec-
tors that sample the Hilbert space of the electronic
Hamiltonian. The statistical error in Σ is governed by
the number of vectors, which are used for the decom-
position of G and the evaluation of W . While extended
systems with delocalized states are treated efficiently, the
statistical fluctuations are more significant for localized
orbitals.21 This translates to an increased computational
cost for defects, impurities, and molecules.20,21 Further,
too high fluctuations potentially hinder proper conver-
gence and may result in sampling bias.
Here we overcome this difficulty by constructing a hy-
brid deterministic-stochastic approach. We show how to
efficiently decompose G and W in real-time and embed
the strongly localized states. In this formalism, the prob-
lematic orbitals are treated explicitly without relying on
their sampling by random vectors. A similar embedding
scheme was so far employed only in static ground-state
calculations.22 The decomposition is general and can be
used to sample arbitrary excitations. Naturally, it is es-
pecially well suited for spatially or energetically isolated
electronic states. Further, we employ the decomposition
technique to compute Σ stochastically from an arbitrarily
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2large subspace of interest. We show the self-energy sepa-
ration disentangles correlation contributions from differ-
ent spatial regions of the system.
After deriving the formalism of the self-energy em-
bedding and decomposition, we illustrate our methods
numerically for nitrogen vacancy in large periodic cells
of hBN. This system represents a realistic simulation
of a prototypical single-photon emitter.2,22–25 First, we
demonstrate the reduction of the stochastic error for the
defect states in the hBN monolayer. Next, we study
the interaction of the defect in the hBN-graphene het-
erostructure.
II. COMPUTING QUASIPARTICLE ENERGIES
A. Self-energy and common approximations
The Green’s function (G), a time-ordered correlator of
creation and annihilation field operators, describes the
dynamics of an individual quasiparticle. The poles of G
fully determine the single-particle excitations (as well as
many other properties).
Solving directly for G is often technically challeng-
ing (or outright impossible). Alternatively, the Green’s
function is often sought via a perturbative expansion of
the electron-electron interactions on top of a propaga-
tor of non-interacting particles (i.e., the non-interacting
Green’s function, G0). The two quantities are related via
the Dyson equation G−1 = G−10 − Σ, where Σ is a self-
energy accounting, in principle, for all the many-body
effects absent in G0.
Calculations usually employ only a truncated
expansion of the self-energy. Despite ongoing
developments,26–28 the most common approach is
limited to the popular GW approximation to the
self-energy, which is composed of the non-local exchange
(ΣX) and polarization (ΣP ) terms. In the time-domain,
the latter operator is expressed as:
ΣP (r, r
′, t) = iG(r, r′, t)WP (r, r′, t+), (1)
where WP is the time-ordered polarization potential due
to the time-dependent induced charge density19. The
potential is conveniently expressed using the reducible
polarizability χ as
WP (r,r
′, t) =∫ ∫
ν(r, r′′)χ(r′′r′′′, t)ν(r′′′, r′)dr′′dr′′′
(2)
Evaluating the action of WP on individual states is the
practical bottleneck of the GW approach. Hence, despite
Eq. 1 requires a self-consistent solution, it is commonly
computed only as a “one-shot” correction. In practice,
Eq. 1 thus contains only G0 and W0. Both quantities
are constructed from the mean-field Hamiltonian, H0,
comprising one-body terms and local Hartree, ionic, and
exchange-correlation potentials. For WP , it is common to
employ the random phase approximation (RPA). Beyond
RPA approaches are more expensive and, in general, do
not improve the QP energies unless higher-order (vertex)
terms are included in Σ.28,29
Within this one-shot framework, the QP energies
become12
εQP = ε0 + 〈φ|ΣX + ΣP (ω = εQP )− vxc|φ〉, (3)
where ε0 are eigenvalues of H0 and vxc is the (approxi-
mate) exchange-correlation potential. In Eq. 3, ΣP is in
the frequency domain.
B. The stochastic approach to the self-energy
The stochastic G0W0 method seeks the QP energy via
random sampling of wavefunctions and decomposition of
operators in the real-time domain.18–20 The expectation
value of Σ is expressed as a statistical estimator. The
result is subject to fluctuations that decrease with the
number of samples as 1/
√
N .
In this formalism, the polarization self-energy expres-
sion is separable.18–20 Specifically, for a particular H0
eigenstate φ, the perturbative correction becomes:
〈φ|ΣP (t)|φ〉 = 〈φ|iG0(t)WP (t)|φ〉
' 1
Nζ¯
∑
ζ¯
∫
φ(r)ζ(r, t)uζ(r, t)d
3r, (4)
where uζ(r, t) is an induced charge density potential, and
ζ is a random vector used for sampling of G0 (discussed
in detail in the next section). The state ζ at time t is
|ζ(t)〉 ≡ U0,tPµ|ζ〉, (5)
where the U0,t is time evolution operator
U0,t ≡ e−iH0t. (6)
The projector Pµ selects the states above or below
the chemical potential, µ, depending on the sign of t.
In practice, Pµ is directly related to the Fermi-Dirac
operator.19,30–32 Since the Green’s function is a time-
ordered quantity, the vectors in the occupied and un-
occupied subspace are propagated backward or forward
in time and contribute selectively to the hole and particle
non-interacting Green’s functions.
The induced potential u(r, t) represents the time-
ordered potential of the response to the charge addition
or removal:
u(r, t) =
∫
WP (r, r
′, t)ζ¯(r′)φ(r′)d3r′, (7)
where ζ¯ spans the entire Hilbert space.18–20
In practice, we compute u from the retarded response
potential, which is u˜ =
∫
W˜P (r, r
′, t)ζ¯(r′)φ(r′)d3r′; the
time-ordering step affects only the imaginary components
of the Fourier transforms of u and u˜.13,19,20
3The retarded response, u˜, is directly related to the
time-evolved charge density δn(~r, t) ≡ n(r, t)−n(~r, t = 0)
induced by a perturbing potential δv:
u˜(r, t) =∫ ∫ ∫
ν(r, r′′)χ(r′′, r′′′, t)δv(r′′′, r′)dr′dr′′dr′′′
≡
∫
ν(r, r′)δn(r′, t)dr′ (8)
where we define a perturbing potential
δv = ν(r, r′)ζ¯(r′)φ(r′). (9)
Note that δv is explicitly dependent on the state φ and
the ζ¯ vector; the latter is part of the stochastically de-
composed G0 operator.
The stochastic formalism further reduces the cost of
evaluating u˜. Instead of computing δn(~r, t) by a sum
over single-particle states, we use another set of random
vectors {η} confined to the occupied subspace. Time-
dependent density n(r, t) thus becomes18–20,31–33
n(r, t) = lim
Nη→∞
1
Nη
Nη∑
l
|ηl(r, t)|2, (10)
where ηl is propagated in time using U0,t, and H0 in Eq. 6
is implicitly time-dependent. As common,12,15 we resort
to the density functional theory (DFT) starting point.
Since H0 is therefore a functional of n(~r, t), the same
holds for the time evolution operator:
|η(t)〉 = U0,t[n(t)] |η〉 . (11)
Further, we employ RPA when computing u˜; this cor-
responds evolution within the time-dependent Hartree
approximation.30,34,35
Practical calculations use only a limited number of ran-
dom states. Consequently, the time evolved density ex-
hibits random fluctuations at each space-time point. To
resolve the response to δv, we use a two-step propaga-
tion whose difference is the δn that typically converges
fast with Nη.
18–20
III. EMBEDDED DETERMINISTIC SUBSPACE
The stochastic vectors {ζ} and {η}, introduced in the
preceding section, are constructed on a real-space grid
and sample the occupied (or unoccupied) states. The
number of these vectors (Nζ and Nη) is increased so that
the statistical errors are below a predefined threshold.
Further, the underlying assumption is that {ζ} and {η}
sample the Hilbert space uniformly.
Here, we present a stochastic approach restricted only
to a subset of states, while selected orbitals, {φ}, are
treated explicitly and constitute an embedded subspace.
We denote this set as the {φ}-subspace. In the context
of the G0W0 approximation, we use the hybrid approach
for (i) the Green’s function, (ii) the induced potential, or
(iii) both G0 and u simultaneously. In the following, we
present each case separately.
a. First, the non-interacting Green’s function is de-
composed into two parts (omitting for brevity the space-
time coordinates):
G0 ≡ G˜0 +Gφ0 , (12)
where Gφ0 is the Green’s function of the constructed ex-
plicitly from {φ} as
Gφ0 (r, r
′, t) =
∑
j∈{φ}
(−1)θ(t) iφj(r)φ∗j (r′)e−iεjt (13)
where θ is the Heaviside step function responsible for the
time-ordering (corresponding to particle and hole contri-
butions to G0). The complementary part, G˜0, is sampled
with random states as in Eq. 4.
Unlike in the fully stochastic approach (where no Gφ0
term is present), the sampling vectors are constructed as
orthogonal to the {φ}-subspace, i.e.:∣∣ζ¯〉 = (1− Pφ) ∣∣ζ¯0〉 . (14)
Here, ζ¯0 spans in principle, the entire Hilbert space, and
Pφ is:
Pφ =
∑
j∈{φ}
|φj〉〈φj | . (15)
The construction of G˜0 remains the same as in the fully
stochastic case: G˜0 is decomposed by a pair of vectors ζ¯
and ζ(t), cf. Eqs. (14), (5) and (6).
Note that it is possible to generalize the projector
Pφ, Eq.(15), to an arbitrary {φ}-subspace. The particu-
lar choice of φ does not affect the decomposition of the
Green’s function, Eq. (12), or the time evolution of ζ(t).
However, the dynamics of Gφ0 would require explicit ac-
tion of U0,t on φ that is, in principle, not an eigenstate
of H0. We do not pursue this route here and select {φ}-
subspace composed from the starting point eigenstates.
b. Second, the retarded induced potential u˜ is de-
composed through partitioning of the time-dependent
charge density, cf., Eq. (8), (omitting the space-time co-
ordinates):
n ≡ n˜+ nφ, (16)
where the nφ is the density constructed from occupied
states φ (which we assume to be mutually orthogonal):
nφ(r, t) =
∑
j∈{φ}
fj |φj(r, t)|2 . (17)
Here, fj is the occupation of the j
th state. Note that
choosing φ within the unoccupied subspace is meaning-
less in this context. The complementary part, n˜, is given
4by stochastic sampling, Eq. (10), that employs random
vectors η˜:
|η˜〉 =
(
1− P˜φ
)
|η〉 , (18)
where η spans the entire occupied subspace and
P˜φ =
∑
j∈{φ}
fj |φj〉〈φj | . (19)
The time propagation of the charge density is simi-
lar to the fully stochastic case. The deterministic and
stochastic vectors evolve as:
|φj(t)〉 = U0,t[nφ(t), n˜(t)] |φj〉 (20)
|η˜(t)〉 = U0,t[nφ(t), n˜(t)] |η˜〉 , (21)
where U0,t is explicitly expressed as a functional of the
two density contributions from Eq. (16). Note that these
expressions are analogous to Eq. (11).
c. Third, both partitionings are used in conjunc-
tion. While G0 contains contributions from both occu-
pied and unoccupied states, only the former are included
in u˜. The combined partitioning may use entirely differ-
ent subspaces for the Green’s function and the induced
potential. In Section V C, we employ the decomposition
in both terms because it yields the best results and sig-
nificantly reduces statistical fluctuations.
IV. DECOMPOSITION OF THE STOCHASTIC
POLARIZATION SELF-ENERGY
In the preceding section, we partition retarded induced
potential and the Green’s function, intending to decrease
stochastic fluctuations in the self-energy. Here, we use
the partitioning to achieve the second goal of this paper
– to determine the contribution to ΣP (ω).
Conceptually, we want to address quasiparticle scat-
tering by correlations from a particular subspace. In
the expression for ΣP (ω), Eq. (4), this corresponds to
accounting for selected charge density fluctuations in u˜.
In practice, we construct the subspace polarization self-
energy as:
〈φ|ΣsP (t)|φ〉 =
1
Nζ¯
∑
ζ¯
∫
φ(r)ζ(r, t)usζ(r, t)d
3r, (22)
where we introduced the subspace induced potential usζ
which is obtained from its retarded form (in analogy to
Eq. (8)):
u˜sζ(r, t) =
∫
ν(r, r′)δns(r′, t)dr′. (23)
This potential stems from the induced charge density
that includes contributions only from selected orbitals
{φ}. Note that ns(r′, t) is obtained either from individ-
ual single-particle states or from the stochastic sampling
of the {φ}-subspace under consideration.
If the set of φ states is large, it is natural to employ the
stochastic approach; the density is sampled according to
Eq. (10) with vectors ηs prepared as:
|ηs〉 = P˜φ |η〉 (24)
where the projector is in Eq. (19) and vectors η span the
entire occupied subspace.
The time evolution of ηs follows Eq. (11), i.e., it is
governed by the operator U0,t that depends on the total
time-dependent density:
|ηs(t)〉 = U0,t[n(t)] |ηs〉 . (25)
Hence, despite ΣsP (t) contains only fluctuations from a
particular subspace, the calculation requires knowledge
of the time evolution of both ns and n.
In practice, we employ a set of two independent
stochastic samplings: (i) vectors |η〉 describing the en-
tire occupied space, and (ii) vectors |ηs〉 confined only to
the chosen {φ}-subspace. The first set characterizes the
total change density fluctuation and enters U0,t in Eq. 25.
V. NUMERICAL RESULTS AND DISCUSSION
A. Computational details
In this section, we will demonstrate the capabilities
of the method introduced above. The starting-point
calculations are performed with a real-space DFT im-
plementation, employing regular grids, Troullier-Martins
pseudopotentials,36 and the PBE37 functional for ex-
change and correlation. We investigate finite and 2D
infinite systems using modified periodic boundary condi-
tions with Coulomb interaction cutoffs.38
The numerical verification for the SiH4 molecule is in
section V B. To converge the occupied H0 eigenvalues to
< 5 meV, we use a kinetic energy cutoff of 26 Eh and
64× 64× 64 real-space grid with the step of 0.3 a0.
Large calculations for the VN defect in hBN monolayer
and in hBN heterostructure with graphene are in sections
V C and V D. In both cases, we consider relaxed rectan-
gular 12×6 supercells containing 287 and 575 atoms. We
performed a structural optimization in QuantumEspresso
code39 together with Tkatchenko-Scheffler’s total energy
corrections.40 The heterostructure is built with an inter-
layer distance of 3.35 A˚.
The GW calculations were performed using a develop-
ment version of the StochasticGW code.18–20 The calcu-
lations employ an additional set of 20,000 random vectors
used in the sparse stochastic compression used for time-
ordering of u˜19. The time propagation of the induced
charge density is performed for maximum propagation
time of 50 a.u., with the time-step of 0.05 a.u.
5FIG. 1. Verification for the SiH4 molecule. (a) The compar-
ison of the total self-energies of the highest occupied state
(HOMO) obtained with reference and embedding schemes.
The figure demonstrates that all five approaches yield identi-
cal Σ(ω). In the plot, G denotes the decomposition scheme
where HOMO is embedded in the Green’s function; W de-
notes the calculation with HOMO state embedded in screened
Coulomb potential; G+W corresponds to simultaneous de-
composition of G and W. The red-dashed line represents the
sum over subspace contributions shown in the panel below.
(b) Subspace self-energy of the HOMO state that contains
only a contribution of a specific state i, denoted as Σi in the
figure’s legend.
B. Verification using molecular states
We verify the implementation of the methods pre-
sented in Sections III and IV on SiH4 molecule. In partic-
ular, we test separately : (i) the construction of the em-
bedding schemes, (ii) decomposition of the time propaga-
tion, and (iii) the evaluation of the subspace self-energy.
The reference calculation employs only one level of
stochastic sampling (for the Green’s function, while the
rest of the calculation is deterministic). For small sys-
tems, this approach converges fast as the stochastic fluc-
tuations are small.19,20 Yet, we need Nζ = 1, 500 vectors
to decrease the QP energies errors below 0.08 eV. An il-
lustration of the self-energy for the HOMO state of SiH4
is in Fig. 1; everywhere in the figure, the stochastic error
is below 0.13 eV for all frequencies.
We first inspect the results for an embedded determin-
istic subspace. Fig. 1 shows that the different schemes for
the explicit treatment of the HOMO state, Section III,
produce the same self-energy curve. The inclusion of
HOMO in W is combined with the stochastic sampling
of the three remaining orbitals by Nη =16 random vec-
tors. Note that it is not economical to sample the action
of WP for small systems,
19,20 and this calculation serves
only as a test case. This treatment yields a statistical er-
ror of 0.08 eV, i.e., the same as the reference calculation
despite the additional fluctuations due to the η vectors.
When the HOMO orbital is explicitly included in G,
the resulting statistical error is below the error of the
reference calculation (0.05 eV). Such a result is expected
since the reference relies on the stochastic sampling of the
Green’s function. The same happens when the frontier
orbital is in both G and W (Nη =16 random vectors
sample the induced charge density). Tests for other states
are not presented here but lead to identical conclusions.
Next, we verify that the density entering the time-
evolution operator U0,t[n(t)] can be constructed from
different states than it is acting on. Namely, the in-
duced charge and the time-dependent densities may be
sampled and built by different means. To demonstrate
this, we propagate each of the H0 eigenstates with
U0,t[n(t)], where n(t) is stochastically sampled by Nη=16
random vectors. Only the induced charge density, enter-
ing Eq. (8), is computed from the {φ} eigenvectors. The
agreement with the reference self-energy curve is excel-
lent with differences smaller than the standard deviations
at each frequency point; see Fig. 1a.
Finally, we inspect the subspace self-energy in which
U0,t[n(t)] employs the total charge density sampled by
Nη=16 random vectors. In Fig. 1b shows four different
Σs(ω) curves corresponding to the contributions of indi-
vidual H0 eigenstates. Since the eigenstates are orthogo-
nal, the total self-energy is simply the sum of individual
Σs(ω) components. The additivity of the subspace self-
energies is demonstrated numerically in Fig. 1a. The sub-
space results illustrate that HOMO and the bottom va-
lence orbital exhibit the largest amplitudes of ΣsP ; hence,
these two states dominate the correlation near the ion-
ization edge.
C. Deterministic treatment of localized states
The deterministic subspace embedding should numer-
ically stabilize the stochastic sampling and decreases the
computational cost. To test the methodology on a real-
istic system, we consider the electronic structure of an
infinitely periodic hBN monolayer containing a single ni-
trogen vacancy (VN ) per a unit cell with dimensions of
3.0× 2.6 nm. The system comprises 1147 electrons with
the defect state being singly occupied and hence posi-
tioned at the Fermi level.
In the current calculations, we enforce spin degener-
acy. The reason is twofold: (i) half populated states are
strongly polarizable, and they exhibit stronger stochastic
fluctuations in the time evolution. They are thus a more
stringent test of the embedding. (ii) In Section V D, we
compare the monolayer with a heterostructure to deter-
mine the role of substrate material on the self-energy.
In the heterostructure, the magnetic splitting of spin-
up/down components disappears.41
The relaxed monolayer geometry shows only mild re-
structuring. The vacancy introduces three localized
states with C3 and C2 spatial symmetry. The former
(C3) is singly occupied and forms an in-gap state. The
6latter state is doubly degenerate and pushed high in the
conduction region. Due to the enforced spin-degeneracy,
the electron-electron interactions are increased and C2
appears higher than in the previous calculations23,42–44.
The C3 and C2 single-particle wavefunctions are illus-
trated in Fig. 2.
We first focus on the delocalized top valence and bot-
tom conduction states. The fully stochastic calculations
converge fast for both of them. The charge density fluc-
tuations are sampled by Nη = 8 vectors, and the Green’s
function requires Nζ=1500 to yield QP energies with sta-
tistical errors below 0.03 eV for the valence band max-
imum (VBM). The error for the conduction band mini-
mum (CBM) is < 0.01 eV. The computed resulting quasi-
particle band-gap is 6.49±0.04 eV, in excellent agreement
with previous calculations and experiments (providing a
range of values between 6.1 and 6.6 eV).45–47
To investigate the electronic structure in greater detail,
we employ the projector-based energy-momentum analy-
sis based on supercell band unfolding.21,48–50 In practice,
the individual wavefunctions within our simulation cell
are projected onto the Brillouin zone of a single hBN unit
cell. The resulting bandstructure is shown in Fig. 2a.
Since our calculations employ a rectangular supercells,
the critical point K of the hexagonal Brillouin zone ap-
pears between the Γ and X points (marked on the hori-
zontal axis by ?). The figure shows that the fundamental
band gap is indirect; the direct transition is 7.39 ± 0.04
eV in extremely close to the results for the pure hBN
monolayer (reported to be in a range between 7.26 and
7.37 eV ).47,51,52
The defect states appear as flat bands, labeled in Fig. 2
by their symmetry. As expected from the outset, the
stochastic calculations for C3 exhibit large fluctuations.
While each sample is numerically stable, random vectors
produce a self-energy curve with a significant statistical
error at each frequency point, i.e., the time evolution is
strongly dependent on the initial choice of {ζ} and {η}.
In this example, only the C3 state exhibits such behavior.
In Fig. 2 illustrates the self-energies for the band edge
and the defect states. For all the cases, the plots show
the spread of the ΣP (ω) curves: these correspond to the
outer envelope for 15 distinct calculations, each employ-
ing 100 ζ sampling vectors (combined with Nη = 8 each).
For the C3 defect state, the stochastic sampling is pos-
sibly biased. The variation is three times as big as the
spread of the VBM, and almost seven times larger com-
pared to CBM. Away from the QP energy, the fluctu-
ations increase even further; the spread of the samples
becomes two times larger near the maximum of ΣP at
−20 eV. The convergence of the QP energy is poor, and
the low sample standard deviation (roughly twice as big
as for VBM) suggests incorrect statistics. In practice,
each sampling yields a self-energy curve that lies outside
of the standard deviation of the previous simulation.
The deterministic embedding remedies insufficient
sampling without increasing the computational cost.
Naturally, we select the C3 defect state and treat it
explicitly (while randomly sampling the rest of the or-
bitals). Hence, according to the notation of Section III,
the {φ}-subspace contains only a single orbital.
The decomposition of the non-interacting Green’s
function follows Eq. (12) and stabilizes the sampling.
The spread of the self-energy curves decreases approxi-
mately three times for a wide range of frequencies. With
the embedded C3 state, the statistical error of the QP en-
ergy decreases smoothly and uniformly with the number
of samples. Each new sampling falls within the error of
the calculations. Yet, the final statistical error (0.03 eV)
is less than 10% larger than for the delocalized states.
The decomposition of the induced charge density alone
is less promising. Fundamentally, δn(r, t) contains contri-
butions from the entire system, and a small {φ}-subspace
will unlikely lead to drastic improvement. Indeed, the
statistical errors and convergence behavior remain the
same as for the fully stochastic treatment.
Embedding of the localized state in both G0 and
δn(r, t) is, however, the best strategy. If both decomposi-
tions use the same (or overlapping) {φ}-subspace, the in-
duced charge density and the potential δv, Eq. (9), share
(at least some) φ states. Consequently, the sampling of
ΣP (ω) becomes less dependent on the particular choice
of ζ vectors, which sample only states orthogonal to {φ}.
Indeed, the embedding of a single localized state in G and
W results in a nearly four-fold reduction of the statisti-
cal fluctuation that translates to more than an order of
magnitude savings in the computational time. The error
of the QP energy of the C3 state is approximately half of
the error for VBM (16 meV for Nζ = 1, 500).
For completeness, we also applied the three types of
embedding on VBM, which does not suffer from bias or
large statistical errors. Unlike for the localized state, we
observe only a negligible reduction of the fluctuations.
For delocalized states, the fully stochastic sampling is
thus sufficient as expected from our previous work.19–21
D. Stochastic subspace self-energy
Having an improved description of the localized states
in hand, we now turn to the decomposition of the self-
energy. The real-time approach described in Section IV
allows inspecting the many-body interactions from a se-
lected portion of the system. In contrast to the previous
subsection, the subspace of interest contains a large num-
ber of states (irrespective of their degree of localization),
and it is randomly sampled. The goal of this decompo-
sition is to understand the role of correlation, especially
at interfaces.
To test our method, we investigate a periodic hBN
monolayer containing a single VN defect placed on
graphene. Such heterostructure has also been realized
experimentally.53–56 The structure contains 2299 valence
electrons, and it is illustrated in Fig. 3 together with se-
lected orbital isosurfaces. The C3 state is energetically
lower than C2 (as in the pristine hBN monolayer). Both
7FIG. 2. Deterministic embedding for the nitrogen vacancy in
hBN monolayer. (a) Black points represent individual states
the unfolded band structure; blue lines are a guide for the
eyes. Panels b, c, and d depict the self-energy curves (solid
line) for C2, C3, and VBM state respectively; the states are
marked in panel a by red dashed rectangles. The statistical
errors are smaller than the thickness of the line. Grey shaded
areas (on each plot) correspond to the “spread” of self-energy
curves for 15 distinct fully stochastic calculations; solid blue
lines are the statistical averages. The light red area in panel c
represents the spread after deterministic embedding of the C3
state; the solid red line is the self-energy curve. The third col-
umn contains the electron density of the corresponding states.
defects only weakly hybridize with graphene and remain
localized within the hBN sublayer. However, graphene
presence leads to a slightly increased delocalization of
the defects within the monolayer.57
By unfolding the wave functions of the bilayer, we ob-
tain the band structure shown in Fig. 3a. The graphene
and hBN bands are distinguished by a state projection
on the densities above and below the center of the in-
terlayer region. Note that this simple approach captures
hybridized states as having dual character (i.e., they ap-
pear having both graphene and hBN contributions).
The graphene portion of the band structure reproduces
the well-known semimetallic features with a Dirac point
located at the K boundary of the hexagonal Brillouin
zone. As discussed above, the K appears in between Γ
and X of the rectangular cell, and it is labeled by ? in
Fig. 3. The typical Dirac cone dispersion of graphene is
only a little affected by the hBN presence. However,
the ordering of the hBN and graphene states is non-
trivial. In contrast to previous DFT calculations for
3-times higher defect density, we notice that the Dirac
point remains close to the Fermi level despite the charge
transfer from the C3 defect state.
41 This is not surpris-
ing: sparse charge defects lead to only weak doping of
graphene. Further, the previous DFT results employed
small supercells and may suffer from significant electronic
“overdelocalization”58,59 that spuriously enhances charge
transfer.
The hBN part of the band structure, Fig. 3, is only
weakly affected by the heterostructure formation. The
delocalized states are qualitatively identical to those in
the monolayer, Fig. 2. The fundamental band-gap re-
mains indirect and reduced to 6.32±0.04 eV. The screen-
ing introduced by graphene thus leads to a small change
in Eg (< 0.2 eV compared to the monolayer). The posi-
tions of the defect states, however, change notably. Here,
both appear above the Fermi level.
Due to the charge transfer and Fermi level shift, it is
clear that graphene is responsible for altering the charge
fluctuations, i.e., the polarization part of the self-energy.
In practice, graphene acts as a dielectric background
inducing a significant screening of the Coulomb inter-
action in hBN. It stands to reason that the localized
defect states would be strongly affected by such a po-
larizable layer and that the corresponding self-energy
should be dominated by the spectral features originat-
ing in graphene.
To investigate the degree of coupling and the contri-
bution to the self-energy from each monolayer, we com-
pute ΣsP (ω) using Eq. (22). Here, the {φ}-subspace is
constructed from stochastic samples of the 576 occupied
graphene states (distinguished by green color in Fig. 3).
For each sampling of the Green’s function, the subspace
is described by eight random vectors in the {φ}-subspace.
Additional eight vectors sample the complementary sub-
space.
Fig. 3 shows the decomposition of the self-energy, indi-
cating the contribution of graphene. For the delocalized
states, the ΣP (ω) curves appear similar to those in the
hBN monolayer. Specifically, we see that ΣP (ω) for VBM
has practically identical frequency dependence between
-15 and 0 eV. While in-plane contributions from hBN
dominate the entire curve, screening from the graphene
substrate is significant. A na¨ıve comparison between the
monolayer hBN and the heterostructure suggests that the
enhanced maximum in ReΣP at −25 eV is caused extrin-
sically by graphene. Surprisingly, this is not the case,
and the effect is only indirect: the presence of graphene
leads to shifting of the hBN spectral features. At the QP
energy, graphene contributes to the correlation by 36%.
The situation is different for CBM. Towards the static
limit (ω → 0), the self-energy curve becomes more nega-
tive. This shift is caused directly by the induced density
fluctuations in the graphene substrate. The decreased
polarization self-energy indicates the stabilization of the
conduction states, which is directly linked to the attrac-
tive van der Waals fluctuations in bilayer systems.21
The self-energy curves of the C3 and C2 defect states
are significantly different from those computed for the
monolayer. In both cases, we observe a negative shift
related to the QP stabilization by non-local correla-
tions. The ΣP contributions to the defects’ QP ener-
8FIG. 3. Excitations in an hBN-graphene heterostructure containing a nitrogen vacancy. (a) Calculated band structure – the
states localized on graphene are in green, while blue points represent hBN. Lines serve as a guide for the eyes. The individual
isosurfaces are shown on the right for VBM, C3 defect state, and C2 defect states. Second row contains averaged self-energy
curves of the: (b) VBM, (c) C3 defect state, (d) C2 defect state, (e) CBM. Solid red lines are the full heterostructure self-
energies; green and blue dashed lines are respectively the ΣsP (ω) graphene monolayer and hBN monolayer subspace self-energies.
The black line represents the self-energy of an isolated hBN monolayer with VN . The third row of panels contains the ImΣ
s
P (ω)
of graphene. Dashed vertical lines indicate the features in the experimental EELS spectrum from Ref. 60. The experimentally
observed features, labeled as i, ii, and iii, are attributed to pi → pi∗ interband transitions, pi, and pi + σ plasmon excitations,
respectively.
gies are roughly three times larger in the heterostruc-
ture. Na¨ıvely, we expect that the localized states are
strongly coupled to graphene polarization modes, which
lead to negative ΣP . Surprisingly, the intrinsic hBN in-
teractions are the major driving force. The defect states
are mostly affected by the in-plane induced density fluc-
tuations (constituting 64% and 76% of the total polariza-
tion self-energy for C3 and C2). Like the VBM, graphene
indirectly acts on the defect QP states by enhancing the
in-plane fluctuations, rather than direct coupling to the
defects.
For all the states illustrated in Fig. 3, the graphene
subspace contributions are governed by density oscilla-
tions induced by electron removal from or addition to
the hBN layer. Collective charge excitations, i.e., plas-
mons, naturally correspond to the most prominent fea-
tures. They are the poles of the screened Coulomb inter-
action and appear as strong peaks in the imaginary part
of the subspace self-energy (bottom panels in Fig. 3).
Conceptually, the substrate plasmons are directly re-
lated to QP energy dissipation. Due to the weak coupling
between the monolayers, ImΣsP (ω) of the substrate shows
the same spectral features at the experimental electron
energy loss spectra measured for graphene alone. As dis-
tinct states couple to individual plasmon modes differ-
ently, the intensity of peaks in ImΣsP (ω) varies. Due
to changes in geometry and the presence of hBN, the
spectral features are shifted from the experimental data.
Still, we identify pi + σ and pi plasmons. The former is
universally the most prominent feature in the subspace
self-energy. The pi (possibly together with pi → pi∗) plas-
mon contributes much less, and it is appreciable only for
the C3 defect state. We surmise that the additional peak
near zero frequency corresponds to the “static” polar-
ization of graphene due to the charge transfer from the
defect.
As shown in this example, the stochastic subspace self-
energy efficiently probes dynamical electron-electron in-
teractions at interfaces. The random sampling allows se-
lecting an arbitrary subspace to identify its contribution
to the correlation energy and the excited state lifetimes.
VI. CONCLUSIONS
Stochastic Green’s function approaches represent a
class of low-scaling many-body methods based on
stochastic decomposition and random sampling of the
9Hilbert space. The overall computational cost is im-
pacted by the presence of localized states that increase
the sampling errors. Here, we have introduced a practi-
cal solution for the G0W0 method. The localized states
are treated explicitly (deterministically), while the rest is
subject to stochastic sampling. We have further shown
that the subspace-separation can be applied to decom-
pose the dynamical self-energy into contributions from
distinct states (or parts of the systems).
Using nitrogen vacancy in hBN monolayer, we demon-
strate that the deterministic embedding dramatically re-
duces the statistical fluctuations. Consequently, the com-
putational time decreases by more than an order of mag-
nitude for a given target level of stochastic error. The
embedding is made within the Green’s function and the
screened Coulomb interactions independently or simul-
taneously; the latter provides the best results. For de-
localized states, embedding is not necessary and per-
forms similar to the standard uniform sampling with real-
space random vectors. The embedding scheme presented
here is general, and it is the first step towards hybrid
techniques that treat selected subspace at the distinct
(higher) level of theory. The development of hybrid tech-
niques is currently underway.
We further demonstrate that the subspace self-energy
contains (in principle additive) contributions from the in-
duced charge density. The self-energy contribution from
a particular portion of the system is computed by con-
fining sampling vectors into different (orthogonal) sub-
spaces. We exemplify the capabilities of such calculations
on defects state in the hBN-graphene heterostructure.
Here, the charged excitation in one layer directly couples
to density oscillations in the substrate monolayer. The
response is dominated by plasmon modes, which are iden-
tified as features in the imaginary part of the subspace
self-energy. Surprisingly, the electronic correlations for
the defects are governed by the interactions in the host
layer; the substrate only indirectly affects their strength.
This example serves as a stimulus for additional study
of the defect states in heterostructures. Here, the cou-
pling strength between individual subsystems is tunable
by particular stacking order and induced strains. The
subspace self-energy represents a direct route to explore
such quantum many-body interfacial phenomena.
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