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MEROMORPHIC SOLUTIONS OF ALGEBRAIC DIFFERENCE
EQUATIONS
KATSUYA ISHIZAKI AND RISTO KORHONEN
Abstract. It is shown that the difference equation
(1) (∆f(z))2 = A(z)(f(z)f(z + 1) −B(z)),
where A(z) and B(z) are meromorphic functions, possesses a continuous limit
to the differential equation
(2) (w′)2 = A(z)(w2 − 1),
which extends to solutions in certain cases. In addition, if (1) possesses two
distinct transcendental meromorphic solutions, it is shown that these solutions
satisfy an algebraic relation, and that their growth behaviors are almost same
in the sense of Nevanlinna under some conditions. Examples are given to
discuss the sharpness of the results obtained. These properties are counterparts
of the corresponding results on the algebraic differential equation (2).
1. Introduction
According to the classical Malmquist’s theorem [16], if the differential equation
(1.1) w′ = R(z, w),
where R(z, w) is rational in both arguments, has a transcendental meromorphic
solution, then (1.1) reduces into a Riccati equation. Steinmetz [22], Bank and
Kaufman [1] have generalized Malmquist’s result by showing that the equation
(1.2) (w′)n = R(z, w),
where again R(z, w) is rational in both arguments, reduces into one in a list of six
simple differential equations, after a suitable Mo¨bius transformation. One of these
six equations is
(1.3) (w′)2 = a(z)(w − b(z))2(w − τ1)(w − τ2),
where τ1, τ2 are constants and a(z) and b(z) are rational functions. Equation (1.3)
can be transformed into
(1.4) (w′)2 = A(z)(w2 − 1)
by a simple linear transformation, provided that the coefficient b(z) is a constant.
2010 Mathematics Subject Classification. Primary 39A45; Secondary 30D35.
Key words and phrases. Algebraic difference equations; meromorphic functions; growth of
meromorphic functions; continuous limit; periodic functions; Nevanlinna theory.
The first author would like to thank the support of the discretionary budget (2016) of the
President of the Open University of Japan. The second author would like to thank the partial
support by the Academy of Finland grants (#286877) and (#268009).
1
2 KATSUYA ISHIZAKI AND RISTO KORHONEN
In this paper, we are concerned with meromorphic solutions of a difference equa-
tion of the form
(1.5) (∆f(z))2 = A(z)(f(z)f(z + 1)−B(z)),
where A(z) and B(z) are meromorphic functions, and ∆ is the difference operator
∆f(z) = f(z + 1) − f(z). We will show in Section 3 below that (1.5) possesses a
continuous limit to (1.4), which, in some cases, extends to an explicit limit between
the solutions of (1.5) and (1.4), as well. In addition, we consider the order of growth
and the value distribution of a meromorphic solution of (1.5), see e.g., [3], [9], [18]
for a description of Nevanlinna’s value distribution theory. One of the questions to
be considered is whether
(1.6) T (r, f1) = T (r, f2)(1 + o(1)), as r →∞, r 6∈ E
holds for distinct meromorphic solutions f1(z) and f2(z) of (1.5), where E is an
exceptional set with finite logarithmic measure. In [11], an algebraic relation for
distinct meromorphic solutions to differential equation (1.4) is obtained, which
yields that (1.6) is satisfied for any distinct transcendental meromorphic solutions
to (1.4) in place of fj, j = 1, 2. We discuss this result in more detail in Section 4
below.
Nevanlinna growth considerations of an equation related to (1.5) were considered
by Liu in [15] in the following sense. Equation (1.5) can be also written in the form
(1.7) (∆f(z))2 −A(z)f(z)∆f(z)−A(z)f(z)2 +A(z)B(z) = 0,
which belongs to a class of algebraic difference equations of first order,
(1.8) (∆g(z))2 + P (z, g(z))∆g(z) +Q(z, g(z)) = 0,
where P (z, g) and Q(z, g) are polynomials in g with meromorphic coefficients. As-
sume that all coefficients in (1.8) are rational functions and (1.8) possesses a tran-
scendental meromorphic solution g(z) of finite order. Suppose in addition that
degg P (z, g) ≤ 1 and degg Q(z, g) = 4 (or 3). Then, by means of the difference
analogues of the lemma on the logarithmic derivatives, g(z) has infinitely many
poles, see e.g., [6], [2], [14]. On the other hand, by the power test for poles of a
meromorphic solution g(z) to (1.8), g(z) has only finitely many poles. This con-
tradiction implies that (1.8) has no meromorphic solution of finite order, that is a
generalization of Yanagihara’s theorem [23] in some sense. By following this argu-
ment, and by using an extension of the the difference analogues of the lemma on
the logarithmic derivatives obtained in [8], it follows that (1.8) does not have any
transcendental meromorphic solutions of hyper-order < 1.
This paper consists of five sections. In Section 2, we give several examples
of (1.5). Section 3 is devoted to showing that (1.4) can be obtained from (1.5)
by a continuous limit, which also extends to solutions under some conditions. We
consider the case when A(z) and B(z) are periodic functions of period 1 in Section 4.
An algebraic relation among solutions to (1.5) is discussed. With some conditions
in Section 5 it is shown that (1.6) holds for transcendental meromorphic solutions
to (1.5).
Remark 1.1. We consider the case A(z) and B(z) are constants in (1.5). For
a solution f(z) to (1.5), we define fˆ(z) = f(κ(z) + z), where κ(z) is a periodic
function of period 1. Substituting κ(z) + z in (1.5) in place of z, we see that fˆ(z)
is also a solution of (1.5), since fˆ(z + 1) = f(κ(z + 1) + z + 1) = f(κ(z) + z + 1).
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This means that the order of fˆ(z) may be bigger than the order of f(z), and hence
(1.6) is not always valid in general.
2. Examples
We have collected to this section a number of examples to which we keep referring
to throughout the remainder of this paper.
Example 2.1. Let a 6= 0 be a constant, and set f1(z) = sinaz. We have ∆f1(z) =
2 sin a2 cos a(z +
1
2 ), see e.g., [12, Theorem 2.2]. This gives
(∆f(z))2 = −
(
2 sin
a
2
)2(
sin2 a
(
z +
1
2
)
− 1
)
.
For the sake of simplicity we write α = cos a2 and β = sin
a
2 . Then
sin2 a
(
z +
1
2
)
= α2 sin2 az + 2αβ sin az cos az + β2 cos2 az
= sin az
(√
(α2 − β2)2 + (2αβ)2 sin(az + θ)
)
+ β2
= sin az sina
(
z +
θ
a
)
+ β2,
with tan θ = 2αβ/(α2 − β2) = tan a. Hence f1(z) satisfies
(2.1) (∆f(z))2 = −4 sin2
a
2
(
f(z)f(z + 1)− cos2
a
2
)
.
By similar computations as above, we see that f2(z) = cos az also satisfies the
same difference equation (2.1), which corresponds to (1.5) with A(z) = −4 sin2 a2
and B(z) = cos2 a2 . On the other hand, by means of Remark 1.1, (1.6) does not
always hold in general.
Example 2.2. Let b be a non-zero complex number. The function
(2.2) fb(z) =
1 + bepiiz − e2piiz
e2piiz − 1
satisfies a difference equation (A(z) = −4 and B(z) = 1 in (1.5))
(2.3) (∆f(z))2 = −4(f(z)f(z + 1)− 1).
The functions −fb(z), fb′(z), b
′ 6= b also satisfy (1.6). They have obviously the
same order of growth. However, there exists higher order solutions to (2.3), which
implies that (1.6) does not hold in general as we mentioned in Remark 1.1. Clearly,
fb(z) has infinitely many poles, which are on real axis at z = 0, ±1, ±2, . . . . Thus
we have N(r, fb) ∼ r, and hence ∞ is not a deficiency for fb(z). By Remark 1.1,
we may construct meromorphic solutions to (2.3) having infinitely many poles of
higher order.
Example 2.3. Similar idea to Example 2.2 yields another example. Let β(z) 6≡ 0
be arbitrary periodic function of period 1. The function
(2.4) fβ(z) =
1− β(z)epiiz + e2piiz
e2piiz − 1
satisfies a difference equation (A(z) = −4β(z)2/(β(z)2−4), and B(z) = 1 in (1.5))
(2.5) (∆f(z))2 = −
4β(z)2
β(z)2 − 4
(f(z)f(z + 1)− 1).
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Example 2.4. Let Q(z) be a periodic function of period 1. The function
(2.6) f(z) =
z2 +Q(z)2
2Q(z)z
satisfies a difference equation (A(z) = 1/(z(z+1)), and B(z) = (1+2z)2/(4z(z+1))
in (1.5))
(2.7) (∆f(z))2 =
1
z(z + 1)
(
f(z)f(z + 1)−
(1 + 2z)2
4z(z + 1)
)
.
3. Continuous limit
In this section we apply continuous limits to give connections between solutions of
certain classes of difference equations and solutions of the corresponding differential
equations. Shimomura [21] applied the continuous limit from the discrete second
Painleve´ equation to the second differential Painleve´ equation in order to observe
asymptotic expansions of solutions. Continuous limit has been contributed mostly
to Painleve´ analysis, e.g., [5, §50], [19], [20]. In [10], the difference Riccati equation
was discussed.
By a continuous limit we mean broadly the following. Let k be a positive integer.
We consider a difference equation
(3.1) Ω0(z, f(z), f(z + 1), . . . , f(z + k)) = 0.
Let ε be a complex number. We set a pair of relations
(3.2) µ(z, t, ε) = 0 and ν(f(z), w(t, ε), ε) = 0.
According to (3.2), we transform (3.1) to a certain difference equation
(3.3) Ω1(t, w(t, ε), w(t + ε, ε), . . . , w(t+ kε, ε)) = 0
with some conditions on coefficients of Ω1. Letting ε → 0, we derive a differential
equation
(3.4) Ω2(t, w(t, 0), w
′(t, 0), . . . , w(k)(t, 0)) = 0.
Depending on the conditions on coefficients, the arguments above give wide scope
of ideas. On the other hand, it would remain generally within the framework of the
formal discussion.
We discuss next a continuous limit from (1.5) to (1.4). To do this, we set
(3.5) t = εz and f(z) = w(t, ε),
in (1.5) and give ε2A˜(t, ε) and B˜(t, ε) in place of A(z) and B(z), respectively. Since
f(z + 1) = w(ε(z + 1), ε) = w(εz + ε, ε) = w(t + ε, ε), we have
(3.6) (w(t+ ε, ε)− w(t, ε))2 = ε2A˜(t, ε)(w(t, ε)w(t + ε, ε)− B˜(t, ε)).
Assume that
(3.7) lim
ε→0
A˜(t, ε) = A˜(t, 0) and lim
ε→0
B˜(t, ε) = B˜(t, 0).
Letting ε → 0, we see that w(t, 0) = lim
ε→0
w(t, ε), if exists, satisfies the differential
equation
(3.8) w′(t)2 = A˜(t)(w(t)2 − B˜(t)),
MEROMORPHIC SOLUTIONS OF ALGEBRAIC DIFFERENCE EQUATIONS 5
with A˜(t) = A˜(t, 0) and B˜(t) = B˜(t, 0). If we set
(3.9) A(z) = ε2A˜(t, ε) and B(z) = B˜(t, ε),
then this builds a direct connection. When we do not assume (3.9), we call the
derivation (3.6) an indirect connection. We compare these connections in Exam-
ples 3.1 and 3.2 below.
Example 3.1. We observe (2.7) in Example 2.4 in view of the continuous limit
assuming the condition (3.9), i.e., a direct connection. According to (3.5) and (3.9),
we derive a difference equation of the form (3.6) from (2.7). We compute
A˜(t, ε) =
1
ε2
1
z(z + 1)
=
1
ε2
1
t
ε
( t
ε
+ 1)
=
1
t(t+ ε)
and
B˜(t, ε) =
(1 + 2z)2
4z(z + 1)
=
(1 + 2t
ε
)2
4 t
ε
( t
ε
+ 1)
=
(2t+ ε)2
4t(t+ ε)
,
which implies that A˜(t, 0) = 1/t2 and B˜(t, 0) = 1. The corresponding equation
given by (3.8)
(3.10) (w′)2 =
1
t2
(w2 − 1)
possesses a solution wC(t) = (C
2 + t2)/(2Ct), where C is an arbitrary constant.
By (2.6) and (3.5), we have
w(t, ε) =
( t
ε
)2 +Q( t
ε
)2
2Q( t
ε
) t
ε
=
t2 + (εQ( t
ε
))2
2t(εQ( t
ε
))
,
which corresponds to wC(z) if lim
n→0
εnQ(
t
εn
) = C would hold for some {εn}, εn → 0.
In fact, we assume that Q(z) is a non-constant meromorphic periodic function of
period 1. Since Q(z) is transcendental, Q(tz)−Cz has infinitely many zeros {zn},
zn →∞ for fixed t and C with at most two exceptions. Then we define εn = 1/zn,
which implies the assertion.
Example 3.2. Consider (2.3) in Example 2.2. Here we do not assume the condi-
tion (3.9), i.e., we are aiming for an indirect connection. By (3.5), the difference
equation (2.3) is transformed
(3.11) (w(t + ε, ε)− w(t, ε))2 = −4(w(t, ε)w(t + ε, ε)− 1)
We set ε2A˜(t, ε) in place of −4 in (3.11), where A˜(t, ε) = −4 sin2 ε/ε2, and B˜(t, ε) =
sin2 ε−1 in place of −1 in (3.11). Then we obtain a difference equation correspond-
ing to (3.3)
(3.12) (w(t+ ε, ε)− w(t, ε))2 = −4 sin2 ε(w(t, ε)w(t + ε, ε) + sin2 ε− 1).
The function w(t+ ε, ε) = sin(2t+ϕ(ε)) satisfies (3.11), which is confirmed by the
formula sin2(2h + k) = sin(2(h + k)) sin 2h + sin2 k. Assume that lim
ε→0
ϕ(ε) = 0.
Then letting ε → 0 in (3.12), we see that w(t, 0) = sin 2t satisfies a differential
equation corresponding to (3.8) with A˜(t, 0) = −4 and B˜(t, 0) = 1, i.e.,
(3.13) (w′)2 = −4(w2 − 1).
Applying an indirect connection, we can start to discuss a difference equation (3.3)
which has close properties to a differential equation (3.4). This argument could
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yield various discoveries. On the other hand, indirect connections might lose some
properties of the original difference equation (3.1). For example, a transcendental
meromorphic solution fb(z) to (2.3) given by (2.2) possesses infinitely many poles.
However, any transcendental meromorphic solution of (3.13) has no poles.
Most of the continuous limits obtained so far in the literature, see, e.g., [4, 7]
and the reference therein, are indirect.
4. Periodic case
In this section, we consider the case when A(z) and B(z) are periodic functions
of period 1. We have
Proposition 4.1. Suppose that A(z) and B(z) are periodic functions of period 1 in
(1.5), and suppose that (1.5) possesses a meromorphic solution f(z). Then either
f(z) is a periodic function of period 2, or f(z) satisfies a linear difference equation
of second order
(4.1) ∆2f(z)−A(z)∆f(z)−A(z)f(z) = 0.
Proof. From (1.5),
(∆f(z + 1))2 = A(z + 1)(f(z + 1)f(z + 2)−B(z + 1))
= A(z)(f(z + 1)f(z + 2)−B(z)).
Eliminating A(z) from this equation and (1.5), we obtain
(f(z + 2)− f(z))
×
(
f(z + 1)3 − (2f(z + 1)− f(z))B(z) + (B(z)− f(z)f(z + 1))f(z + 2)
)
= 0,
which implies that f(z) is a periodic function of period 2, or
(4.2) f(z + 2) =
f(z + 1)3 − (2f(z + 1)− f(z))B(z)
f(z)f(z + 1)−B(z)
.
Using (4.2) and (1.5), we have
∆2f(z) = f(z + 2)− 2f(z + 1) + f(z)
=
f(z + 1)3 − (2f(z + 1)− f(z))B(z)
f(z)f(z + 1)−B(z)
− 2f(z + 1) + f(z)
=
(∆f(z))2f(z + 1)
f(z)f(z + 1)−B(z)
= A(z)f(z + 1),
which concludes (4.1). 
Remark 4.2. Two functions f1(z) and f2(z) in Example 2.1 are not always pe-
riodic functions of period 2. They satisfy (4.1) with A(z) = −4 sin2 a2 . Functions
fb(z) in Example 2.2, and fβ(z) in Example 2.3 are periodic functions of period 2.
The following result on the algebraic dependence of the solutions of the differ-
ential equation (1.4) was obtained in [11, Theorem 2.1].
Theorem A ([11]). Assume that A(z) is a rational function in (1.4). Suppose that
(1.4) possesses distinct transcendental meromorphic solutions w1 and w2. Then
there exists a constant c such that
(4.3) w21 + 2cw1w2 + w
2
2 = 1− c
2.
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The algebraic relation (4.3) implies that T (r, w1) = T (r, w2) + O(1), see [11,
Corollary 2.1], which asserts that w1 and w2 satisfy (1.6) in place of f1 and f2.
Remark 1.1 implies that (4.3), or an identity like it, cannot be obtained in general
for all pairs of distinct solutions to (1.5), since there may exist solutions to (1.5)
of distinct order of growth. However, we are still interested in whether there exists
an algebraic relation for solutions to (1.5) under some conditions. In the case of
periodic coefficients, we have
Theorem 4.3. Suppose that A(z) and B(z) are periodic functions of period 1 in
(1.5), and suppose that (1.5) possesses distinct transcendental meromorphic solu-
tions f1(z) and f2(z) such that fj(z + 2) 6= fj(z), j = 1, 2. Then the Casoratian
f1(z)∆f2(z)−f2(z)∆f1(z) = H(z) is a periodic function of period 1, and f1(z) and
f2(z) satisfy the algebraic relation
(4.4) A(z)((A(z) + 4)f1(z)
2f2(z)
2 − 2B(z)(f1(z)
2 + f2(z)
2))H(z)2
− (A(z)B(z)(f1(z)
2 − f2(z)
2))2 = H(z)4,
where the coefficients are periodic functions of period 1.
Proof. By Proposition 4.1, f1(z), f2(z) are solutions of linear homogeneous differ-
ence equation (4.1), which can be written as
f(z + 2)− (A(z) + 2)f(z + 1) + f(z) = 0.
By the definition of the Casoratian,
H(z + 1) =
∣∣∣∣ f1(z + 1) f2(z + 1)∆f1(z + 1) ∆f2(z + 1)
∣∣∣∣ =
∣∣∣∣f1(z + 1) f2(z + 1)f1(z + 2) f2(z + 2)
∣∣∣∣
=
∣∣∣∣ f1(z + 1) f2(z + 1)(A(z) + 2)f1(z + 1)− f1(z) (A(z) + 2)f2(z + 1)− f2(z)
∣∣∣∣
= H(z).
This shows that H(z) is a periodic function of period 1. We write
(4.5) f2(z)∆f1(z) = f1(z)∆f2(z)−H(z).
From (4.5) and (1.5),
f2(z)
2A(z)(f1(z)f1(z + 1)−B(z))
= f2(z)
2(∆f1(z))
2 = (f1(z)∆f2(z)−H(z))
2
= f1(z)
2(∆f2(z))
2 − 2f1(z)H(z)∆f2(z) +H(z)
2
= f1(z)
2A(z)(f2(z)f2(z + 1)−B(z))− 2f1(z)H(z)∆f2(z) +H(z)
2.
Combining this and the definition of H(z), we have
(4.6) Ξ(z) = 2f1(z)H(z)∆f2(z),
where Ξ(z) is a polynomial in f1(z) and f2(z) given by
(4.7) Ξ(z) = A(z)H(z)f1(z)f2(z)−A(z)B(z)(f1(z)
2 − f2(z)
2) +H(z)2,
where the coefficients are periodic functions of period 1. Using (4.6) and (1.5), we
may compute
(4.8) Ξ(z)2 = 4f1(z)
2H(z)2A(z)(f2(z)∆f2(z) + f2(z)
2 −B(z)).
Eliminating ∆f2(z) and Ξ(z) from (4.6), (4.7) and (4.8), we obtain (4.4). We have
thus proved Theorem 4.3. 
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Remark 4.4. If in Theorem 4.3 both f1 and f2 are periodic of period 2, but at
least one of them is not 1-periodic, then the algebraic relation (4.4) holds, but now
with H(z) having period 2 instead of 1. If both f1 and f2 are periodic functions of
period 1, then the Casoratian H(z) vanishes and (4.4) does not hold.
Example 4.5. Suppose that a 6= npi, n = 0,±1,±2, . . . in Example 2.1. Then
f1(z) = sin az and f2(z) = cos az are not periodic functions of period 2, and the
Casoratian H(z) = − sina. In this case A(z) = −4 sin2 a2 and B(z) = cos
2 a
2 . The
relation (4.4) now reduces to
− sin4 a · (f1(z)
2 + f2(z)
2 − 2)(f1(z)
2 + f2(z)
2) = sin4 a,
i.e., f1(z)
2 + f2(z)
2 = 1.
5. Value distribution and Growth relation of solutions
We suppose that (1.5) possesses two distinct meromorphic solutions f1(z) and
f2(z). We discuss the relation between f1(z) and f2(z), for instance, whether (1.6)
holds or not. To this end, we define a setME of meromorphic functions as follows.
If f ∈ ME then the multiplicities of all zeros and all of poles of f(z) are even. In
case f(z) has no zeros and no poles, we allow f to belong to ME. Denote by G(f)
a quadratic polynomial in f
(5.1) G(f) = (A(z) + 4)f2 − 4B(z),
where A(z) and B(z) are meromorphic functions given in (1.5). For example, the
function fb(z) in Example 2.2 solves the difference equation (2.3) with A(z) = −4
and B(z) = 1 and satisfies G(fb) = −4. This means that G(fb) ∈ ME. The
function fβ(z) in Example 2.3 solves the difference equation (2.5) with A(z) =
−4β(z)2/(β(z)2 − 4) and B(z) = 1. We have
G(fβ) = −4
(
(e2piiz + 1)β(z)− 4epiiz
e2piiz − 1
)2
·
1
β(z)2 − 4
,
which implies that G(fβ) does not belong to ME for some β(z). Let nodd(r, f) be
a counting function which counts poles in |z| < r whose multiplicities are odd and
let nodd(r, f) count odd multiple poles once for each occurrences. The integrated
counting functions Nodd(r, f) and Nodd(r, f) are defined in a usual manner. We set
NO(r, f) = Nodd(r, f) +Nodd(r, 1/f)
and
NO(r, f) = Nodd(r, f) +Nodd(r, 1/f)
for convenience. Let f(z) be a transcendental meromorphic solution to (1.5). We
call f(z) an admissible solution if f(z) satisfies T (r, A) = S(r, f) and T (r, B) =
S(r, f).
Theorem 5.1. Assume that A(z) and B(z) are non-constant meromorphic func-
tions in (1.5). Suppose (1.5) possesses two distinct admissible solutions f1(z) and
f2(z). Then (1.6) holds or
(5.2) NO(r,G(f1)) = NO(r,G(f2)).
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Proof. For the sake of simplicity, we write f1(z) = a(z) and f2(z) = f(z). It is
possible that f(z) = −a(z), in which case (1.6) clearly holds. We assume that
f(z) 6= −a(z) below. Since f(z) and a(z) are admissible solutions, neither f(z) nor
a(z) is periodic function of period 1, i.e., ∆f(z) 6≡ 0 and ∆a(z) 6≡ 0, by (1.5). We
set
(5.3) g(z) =
f(z)− a(z)
f(z) + a(z)
or f(z) = −a(z)
g(z) + 1
g(z)− 1
in (1.5). We note that g(z) − 1 = −2a(z)/(a(z) + f(z)) 6≡ 0 and g(z) + 1 =
2f(z)/(a(z) + f(z)) 6≡ 0. If g(z) reduces to a small function with respect to f1
and f2, by (5.3) and the first main theorem due to Nevanlinna, we obtain (1.6).
Below we assume that g(z) is a transcendental meromorphic function and not a
small function with respect to f(z) and a(z).
By combining (5.3) and (1.5) we eliminate f(z), and then we use (1.5) again to
eliminate ∆a(z). Then we obtain
(5.4) C2(z)(∆g(z))
2 + C1(z)∆g(z) + C0(z) = 0
with
C0(z) =4A(z)B(z)(g(z)− 1)
2g(z),(5.5)
C1(z) =2(g(z)− 1)
(
2A(z)B(z)(g(z)− 1) + a(z)2A(z)(g(z) + 1)
+ ∆a(z)(A(z) + 2)a(z)(g(z) + 1)
)
,(5.6)
C2(z) =2a(z)
(
a(z)A(z) + ∆a(z)(A(z) + 2)
)
g(z)
− 2a(z)
(
2a(z) + a(z)A(z) + ∆a(z)(A(z) + 2)
)
.(5.7)
We consider first the case C2(z) ≡ 0. Since a(z) 6≡ 0, we have
(5.8) ∆a(z)(A(z) + 2)(g(z)− 1) = a(z)(A(z)(1 − g(z)) + 2).
We note that ∆a(z) 6≡ 0 and g(z)− 1 6≡ 0 as mentioned above. By our assumption,
we have A(z) + 2 6≡ 0. Thus by solving a(z + 1) from (5.8), and then using (1.5)
and (5.8) to eliminate ∆a(z), we obtain
(5.9)
(
A(z)(A(z) + 4)g(z)2 − (A(z) + 2)2
)
a(z)2
= A(z)B(z)(A(z) + 2)2(g(z)− 1)2,
which implies that a(z)2 is represented by a rational function in g(z) of degree 2
with rational coefficients. By means of the Valiron–Mohon’ko theorem [17], [13,
Theorem 2.2.5] and (5.8), we have T (r, a) = T (r, g) + S(r, f). It follows from (1.5)
and (5.9),
f(z)2 = a(z)2
(
g(z) + 1
g(z)− 1
)2
=
A(z)B(z)(A(z) + 2)2(g(z) + 1)2
A(z)(A(z) + 4)g(z)2 − (A(z) + 2)2
.(5.10)
We apply the Valiron–Mohon’ko theorem to (5.10) again, and obtain T (r, f) =
T (r, g) + S(r, f). Hence we have T (r, a) = T (r, f) + S(r, f), which implies that
(1.6) holds.
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We assume now that C2(z) 6≡ 0. We write by (5.4),
(5.11)
(
∆g(z) +
C1(z)
2C2(z)
)2
=
C1(z)
2 − 4C0(z)C2(z)
4C2(z)2
.
Using that a(z) satisfies (1.5) again and recalling (5.3), we obtain
(5.12) C1(z)
2 − 4C0(z)C2(z) =
64a(z)4a(z + 1)2A(z)G(f)
(f(z) + a(z))4
,
where G(f) is defined in (5.1). By (5.11) and (5.12), we see that AG(f) ∈ME. We
change the roles of f(z) and a(z) in (5.3), and apply the same arguments above to
obtain AG(a) ∈ ME. Let z0 be a zero or a pole of A(z) of odd multiplicity. Then
we see that both of G(f) and G(a) have a zero or a pole at z0 of odd multiplicity,
which shows that (5.2) holds. 
The identity (5.2) for two admissible solutions of (1.5) gives an exact invariant
quantity in terms of Nevanlinna’s functions, which corresponds to a counterpart of
(1.6) in the differential case. In general, two admissible solutions of (1.5) do not
always satisfy (1.6). We give such an example below, which is a generalization of
Example 2.4.
Example 5.2. Let Q(z) be a periodic function of period 1, and h(z) be an arbitrary
meromorphic function. The function
(5.13) f(z) =
h(z)2 +Q(z)2
2h(z)Q(z)
satisfies a difference equation
(5.14) (∆f(z))2
=
(h(z + 1)− h(z))2
h(z)h(z + 1)
(
f(z)f(z + 1)−
(h(z + 1) + h(z))2
4h(z)h(z + 1)
)
.
We write A(z) = (h(z + 1) − h(z))2/(h(z)h(z + 1)) and B(z) = (h(z + 1) +
h(z))2/(4h(z)h(z+1)) for simplicity. Let Q1(z) and Q2(z) be periodic functions of
period 1 such that T (r, h) = S(r,Qj) and T (r, h(z+1)) = S(r,Qj) , j = 1, 2. Then
fj(z) = (h(z)
2 + Qj(z)
2)/2h(z)Qj(z), j = 1, 2 are admissible solutions to (5.14).
If we choose Q1(z) and Q2(z) satisfying T (r,Q2) = S(r,Q1), then (1.6) does not
hold. In fact, for any solution f(z) given by (5.13),
G(f) = (A+ 4)f(z)2 − 4B(z)
=
(
(h(z + 1)− h(z))2
h(z)h(z + 1)
+ 4
)(
h(z)2 +Q(z)2
2h(z)Q(z)
)2
− 4
(
(h(z + 1) + h(z))2
4h(z)h(z + 1)
)
=
(h(z) + h(z + 1))2(h(z)−Q(z))2(h(z) +Q(z))2
4h(z)3h(z + 1)Q(z)2
.
Hence we have (5.2) as
NO(r,G(f1)) = NO(r,G(f2)) = NO(r, h(z)
3h(z + 1)).
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