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Abstract
Twitter is a popular social media platform, where millions of tweets are being generated every day. On Twitter, users can 
tweet about certain topic during occurrence of events. This results in trending topics, such as #MH370, #MH17, #South Korea 
ferry etc. When viewing trending topic, not all the tweets are relevant to one self. Therefore, it is important to classify these 
tweets based on individual preference for better information retrieval. To address this problem, this paper focuses on 
automated personalization of tweets for popular trending topics. The main objective is to classify the tweets information as 
“Like” or “Dislike” on a particular topic depending on personal preference by feature selection. For enhancement, topic-
related keywords are selected as features for representing a category model from user preferred tweets and other sources like 
news. Finally, the result of experiment shows promising outcome that a training based on low number of tweets can give quick 
personalization on next incoming tweets.
© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
Keywords: Information Retrieval, Personalization, Trending Tweets
* Corresponding author. 
E-mail address: khgan@usm.my
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of KES International
237 Lu Weilin and Gan Keng Hoon /  Procedia Computer Science  60 ( 2015 )  236 – 245 
1. Introduction
Twitter is a kind of social media platform which allows to post of short messages to followers and the public. On
Twitter, some topics are mentioned more than usual. This results in trending topics like the one in the “Trends” column 
of home page on Twitter. When a hot topic is discussed on Twitter and the tweet is tagged with #, trending topic will 
be created. Among all the tweets within a trending topic, not all the contents are interested by a user. Therefore, 
personalization plays an important role in filtering the contents that may not be interested by a user. This is particular 
useful in the social media where information overload is a common issue. For example, information can be filtered 
via preference set by a user, indicating “Like” and “Dislike” on the tweets read (similar to concept of Liking a Post in 
Facebook). These annotated tweets can be then be used as feedback to suggest relevant tweets to the same user. 
In this paper, a “Like” and “Dislike” category model will be constructed based on the tweets annotated by users. 
The category model will be used for classifying new tweets according to the features learned in the model. The learning 
process uses feature selection technique to choose representative keywords. Since the content of a tweet is a very short 
compared to a usual text document, this paper will focus on feature selection method that is suitable for short texts.
Also, we are interested to find out whether small number of tweets is sufficient in a quick training. Lastly, we assume 
that a user who is viewing a trending topic would want to view topic-related contents for that topic. Thus it is important 
to filter out any tweets that talk about other matters. As such, external source in the form of news articles are used as 
additional training dataset for the “Like” category of our category model. By combining the features from tweets 
training tweets with features from the external source training texts, we have successfully enriched the category model
for better tweets suggestion.
The reminder of this paper is organized as follows. Section 2 describes some of the related works. Section 3
presents details of methodology for construction of category model. Section 4 describes the work of topic-based 
feature selection. Evaluations are described in Section 5 and discussed in section 6. Finally, we conclude in Section7.
2. Related Works
The related works are organized into four subsections: trending topic classification, tweets classification, feature 
selection and similarity matching classification.
2.1. Classification of trending topic
As about 200 million tweets and many trending topics are being generated every day [1], classification of trending 
topics and tweets of trending topics is important in order to make navigation of information on Twitter easier. In this 
section, related works of trending topics classification will be introduced.
The first group of related works classify trending topics into categories. For example, trending topic classification 
by [2] proposed to classify trending topics into four types, i.e. news, current event, mems, and commemoratives by 
using a typology of conversation triggered on Twitter. Every topic type is a trigger, i.e. a kind of category. Another 
similar work carried out by [3] classified trending topics into ten types, which are political, education, health, 
marketing, music, news & media, recreation & sports, computers & technology and others. 
According to [4], some trending topic names are not indicative of the information being discussed either due to 
obfuscated names or uncompleted content texts. In order to help users searching information easily. Researchers 
classified the trending topic into smaller subset of trending topics. They proposed that classify trending topic into 18 
general categories such arts & design, books, business, charity & deals, fashion, food & drink, health, holidays & 
dates, humour, music, politics, religion, science, sports, technology, TV & movies, other news, and other.
2.2. Classification of tweets in trending topic
Firstly, classification of tweets based on emotion has been carried out as tweets posted in Twitter contain many 
different emotions elements. For example, [5] paid attention on tweets classification and analysis based on sentiment 
in order to show people attitude against different topics. Tweets are classified into positive, neutral and negative 
categories based on different topics, such as, diabetes, the food, diet, medication, education, dengue, Parkinson, and 
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movies. In addition, [6] proposed tweets annotated using seven different emotions: Anger, Disgust, Fear, Joy, Love, 
Sadness and Surprise. The emotions of anger, disgust, sadness and fear belong to negative emotion, the emotions of 
joy and love belong to positive emotion, and the motions of fear and surprise belong to unexpected emotion. And 
then, seven thousands tweets from fourteen topics are chosen as training dataset. Features selection is used for 
classifying which emotion a tweet belongs to.
Secondly, tweets also can be classified by general categories. [7] focuses on categorize tweets into political, sports, 
and technology topics. Similarly, [8] presented the tweets classification based on six different clusters: News, Sports, 
Entertainment, Science, Technology, Money, and “Just for Fun”. In this paper, the features are be extracted from 
tweets, and then the tweets will be assigned to a cluster. 
Thirdly, on Twitter, many users post tweets about political opinions. [9] classified political opinions as positive, 
neutral and negative tweets based on the keyword of the particular political topic. In this work, named entities 
recognition is used to find named entities in the text like Person, Organization, Location, Date, Time, Money etc. Then 
positive, neutral and negative sentiments are obtained for classifying the political opinions in tweets.
Finally, the classification of tweets for real-world event is a very important as tweet related to events are mostly 
more concerned by public. [10] classifies automatically tweets into pre-incident, during-incident and post-incident 
class to prevent incident and know what happened about incident and response the indent, even can predict the trend 
of this event and even help government take measures for the emergency event in time
2.3. Feature selection for classification
Feature selection is a technique used to find good keywords to represent a category. [11] proposed unigram approach 
in the tokenization of the text because the contents of tweet is normally very short, and its grammatical form is 
normally not well-formed. Therefore, in this case, unigram should be able to provide a better coverage of the data. At 
past, some researchers used the technique of part-of-speech tagging to select tagger for text classification. In 2003, 
[12] proposed that part-of-speech (POS) tagging can be used for information technology applications that include text 
indexing and retrieval. According to this approach, term in text content will be tagged as nouns, adjectives, adverbs 
verbs or pronouns, etc. In [13], common nouns, proper nouns and verbs are selected as three kinds of POS features to 
classify tweets for the domain of customer relationship management. According to [11], common and proper nouns 
(NPS, NP, NNS) are the objective feature. These types of features are important to identify things like the object, 
entity or topic within text content.
2.4. Similarity matching in classification
In classification, similarity matching is a common way used to find the similarity between new document and 
categories to obtain the best class or label. Boolean similarity matching (or Binary Similarity Matching) is another 
way to measure the similar between documents. The binary set is consisting of two types of state, which are 1 and 0. 
[14] and [15] proposed that similarity between documents is calculated by using the “AND”, “OR” or “XOR” . For 
instance, if Yes=1 and No=0, then the set A= {Yes, No, Yes, Yes, Yes} and the set B= {Yes, Yes, No, Yes, Yes} can 
be presented Boolean vectors [1, 0, 1, 1, 0] and [1, 1, 0, 1, 1]. According to the result of these Boolean vectors, [15] 
proposed the “AND” and “OR” operations to calculate the similarity matching rate and [14] proposed the “AND” and 
“XOR” operations are used to calculate the similarity matching rate.
Numerous works have been carried out the trending topic classification and tweets classification. These works focus 
on tweets classification for categories based on emotion, incident, and political opinions etc. However, to the best of 
our knowledge, none of the current work focuses on classifying tweets based on individual interest. Therefore, in this 
paper, tweets classification will be based on individual preference.
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3. Methodology
3.1. Category model construction
In this paper, the problem of inferring a user's interested tweets is represented as a personalized classification
problem. We define two categories, namely “Like” and “Dislike”. “Like” means that tweets include topic-based 
information rather than feeling related contents, whereas “Dislike” means the tweet doesn’t include the topic-based 
information. 
A category model refers to a set of categories along with their corresponding features. The set of features is able 
to represent a category as well as distinguish among different categories. In our approach, features are the set of 
important words of the tweets that can describe a category. Manually construct a category model for each user to 
reflect his preference is impractical. Therefore, a learning approach is used to construct the category model 
automatically. 
A set of training text is used to learn the features of each category. A user's previous Like/Dislike tweets are used 
as training text. Therefore, from a set of tweets where a user is interested in, we select a set of features from the tweets 
that can well reflect the user's interest. The set of features can be used to infer if a new tweet is of the user's interest.
3.2. Tokenization & tagging by Part-of-speech
Part-of-speech (POS) tagging is used for grammatical analysis of context, also called grammatical tagging. [16]
proposed that each tweet is tokenized and analyzed using a Part-of-speech (POS) tagger. Generally, it can be used to 
tokenize every term as noun, verb, article, adjective, preposition, pronoun, adverb, conjunction, and interjection. For 
example, the tweets about MH370: Images were captured by satellite, may not be related to #mh370. This sentence 
will be tokenized to single words and every term will be tagged by using POS. For instance, term “Image” and 
“satellite” are NN that means singular common nouns; term “were” is VBD that means the verb past tense and term 
“be” is verb.
3.3. Feature selection
In our approach, we select noun words from a tweet as features. This is because most of topic-based words are 
nouns and the other part of speech of word are less meaningful for factual events. According to [17], the noun term is 
the subjective that is the factual information, and verb, adjective are adverb objective that is the non-factual 
information. For instance, in the table 1, there are noun, verb and adjective words for tweets of #MH370. The words 
“satellite”, “imagery”, “Indian” and “debris” are related the event of MH370, but the words “say”, “are”, “send”, 
“take”, “crazy”, “possible”, “current”, and “new” is not related the event of MH370. As noun term can express the 
factual for particular trending topic, therefore, the topic-related nouns are considered as features.
Table 1. Noun, verb and adjective words for tweets of #MH370
Noun Verb Adjective
Satellite say crazy
Imagery are possible
Indian send current
debris take new
In addition, single-word will be considered as features in our approach. Since the tweet is short text that written in 
informal way and the syntactic structure is not entirely correct. [18] proposed that short text is short length sentence 
and does not required correct grammar. Therefore, selecting single-word as features can be more representative rather 
than two or more words as features. For each category in the training tweets, features are selected from each tweets 
through topic-related nouns extraction. In Table 2, the overall set of features selected for the “Like” and “Dislike” 
category model are presented. Since there is no obvious correlation between “Like” and “Dislike” categories, we 
assume categories are independent of each other. We treat each category individually and features are selected 
independently.
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Table 2. Category Model for trending topic MH370
Category Model Features
Like Imagery, satellite, ships, release, Airlines, Malaysia, Ocean, Indian, Object, Wreckage, 
Australians, Pieces, Coast, Australia
Dislike Wingspan, Feeling, Board, Debris
3.4. Classifying tweets using category model 
Given a new tweet, we measure the feature matching rate to the categories separately. The feature matching rate is 
measured based on the number of overlapping features between the tweet and the category features. For each new 
tweet, the feature matching rate is calculated for each category. Therefore, the tweet is classified to the category that 
has higher matching rate.
ܨ݁ܽݐݑݎ݁  ܯܽݐ݄ܿ݅݊݃ ܴܽݐ݁ = ߑ (ܮ݅݇݁ ݋ݎ ܦ݅ݏ݈݅݇݁ ݉ܽݐ݄ܿ݅݊݃ ݓ݋ݎ݀)
ߑ (݉ܽݐ݄ܿ݅݊݃ ݓ݋ݎ݀) כ 100%
In our approach, the testing tweet is classified to the category that has higher matching rate. Moreover, if neither 
words are matched with “Like” features from “Like” category model nor words are matched with “Dislike” features 
from “Dislike” category model in a testing tweets, the tweet will be remained as neutral.
3.5. An Overview of the Proposed Framework
In this paper, our aim is to personalize tweets for each trending topic. According to this objective, we propose the 
personalization framework for personalization of trending topic tweets as shown in Figure 1. In the framework, there 
are two phases. One is training phase, and another one is classification phase.
Figure 1. Personalization Framework for Trending Topic Tweet
In the training phase, a user first need to classify tweets for a trending topic based on “Like” or “Dislike” manually. 
With the annotated tweets, next, the category model will be constructed. Two processes are performed in the category 
model construction, i.e. part-of-speech tagging and feature selection. In this framework, additional training texts can 
be used as input for category model construction. Examples of additional texts are contents related to the trending 
Annotated 
Tweets as Like 
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topic, e.g. article from official news website (BBC, CNN, TIME etc.).  Then, Like and Dislike category model of each 
trending topic is constructed from the training texts. 
In the classification phase, a new tweet of a trending topic will be classified as Like or Dislike based on the 
trained category model for that trending topic. First, the new tweets are tokened by using part-of-speech. And then, 
the tweet is matched against the trained category model and similarity is calculated in order to categorize tweets 
whether it belongs to “Like” or “Dislike” category. The categorized tweet can then be used to improve application 
functionality when presenting tweets to user. 
4. Topic Based Feature Selection
4.1. Topic-based features 
In order to solve the limitation of short text, we propose to include topic-based features in the classification task 
in our approach. Given a topic, topic-based features are important keywords extracted from the news content related 
to the topic. The news content is more accurate, objective and comprehensive compared to the tweet content which is 
more subjective and informal. We make an assumption that this relevant content is of interest to a user and therefore 
can improve the accuracy of tweet classification.
News content is collected from BBC, CNN, TIME and other news official websites. For each trending topic, we 
collect news that is published during the same timeline as the tweets, such as MH370 news from news official website.
All news content is tokenized by POS tagger and noun words are selected as topic-based features. The set of features 
extracted from external news source is illustrated in Table 3.
Table 3. Features extracted from external news
Source News content Features
BBC More planes have joined an increasingly international search 
of the south Indian Ocean for missing flight MH370.
Planes, search, Indian, Ocean, flight
TIME A metal object that washed ashore on Australia's coast wasn't 
from Malaysia Airlines Flight 370, officials said.
Metal, Australia, coast, Malaysia, 
Airlines, Flight, officials
4.2. Enrich category model with topic-based features
In order to enrich the category model we propose the topic feature selection from external source and added to 
the “Like” category model. The process of enrich the category model present in Figure 2
Figure 2. Basic+Enriched category model.
F11 means that the first feature is selected from T1 training tweet and the rest can be done in the same manner. In 
Figure 2, we call “Like” model of training tweets as “Basic” model. Secondly, the model of external news source is 
obtained through features selection (Fx11, Fx12... Fx1n, Fx21, Fx22... Fx2n, Fxn1, Fxn1... Fxnn) from external news source, 
which is called “Enriched” model. Fx11 means that the first topic based feature is selected from external source and 
the rest can be done in the same manner. Finally, the Enriched category model can be generated through combing the 
features from training tweets and features from the external source, which is called “Basic+Enriched” model.
F11, F12... F1n
F21, F22... F2n
Fn1, F22... Fnn
Fx11, Fx12... Fx1n
Fx21, Fx22... Fx2n
Fxn1, Fx22... Fxnn
F11, F12... F1n
F21, F22... F2n,
Fn1, F22... Fnn
Fx11, Fx12... Fx1n
Fx21, Fx22... Fx2n
Fxn1, Fx22... Fxnn
Basic model (“Like” features of 
training tweets)
Enriched model (Features of 
external news source)
Basic+Enriched Model
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5. Evaluation
5.1. Data collection
Tweets Data Collection
In our experiments, we have selected five trending topics found on Twitter, namely “Thailand Election”, 
“MH370”,”South Korea Ferry”, “MH17” and “Lee Chong Wei”. For each trending topic, we collect a set of relevant 
tweets by using the hashtag “#”. In the 5 trending topic, the trending topic of “Thailand Election” belongs to the 
political of event domain. 1000 tweets about “Thailand Election” are collected; and the trending topics “MH370” and 
“South Korea Ferry” belong to the disaster of event domain. The tweets collections are 2000 and 1000, respectively;
and 390 tweets are collected for the trending topic, “Lee Chong Wei” that belongs to famous person of event domain.
In order to prepare the golden standard data collection, the tweets are annotated with individual preference. In
average, every user annotates around 200 tweets for each trending topic. Before a user starts his task, he is given 
explanation with the scenario of the functionalities of like and dislike on social media, then the user is required to 
manually annotate each tweet as “Like” or “Dislike” based on his preference. If the user is neither interested nor 
uninterested, the tweet remains neutral.
News Content Collection
To generate topic-based features, we collect news content from official news websites. The news contents are 
collected according to timeline of tweets collection. For trending topics “MH370”, “MH17”, “Thailand Election” and 
“South Korea ferry”, we collect news from BBC, CNN and TIMES official news websites. We found that there is 
limited news about the topic “Lee Chong Wei” from those international news websites. Thus, we collect news about 
the topic “Lee Chong Wei” from Malaysia news websites, namely The Star and New Straits Times.
5.2. Feature analysis
As the trending topics belong to different types, some topics contents include more topic-related information. For 
example, for trending topic #MH370, many clues about MH370 are appeared in tweets during several months. On the 
other hand, however, some topics contents are similar. For trending topic #Lee Chong Wei, most tweets express the 
congratulation to Lee Chong Wei, proud of Lee Chong Wei or stand with Lee Chong Wei etc. Therefore, from tweets 
data collection, distinct of features can be seen for five trending topics. Higher number of features posed a harder task 
for classification accuracy [19]. The details of number of features for each trending topic are shown in Table 4.
Table 4. Number of Features for Each Topic
Topic Number of Features
MH370 548
MH17 283
Thai Election 256
South Korea Ferry 157
Lee Chong Wei 141
5.3. Performance metric
To evaluate the performance of our proposed classification approach, we measure the accuracy of classifying the 
tweets using our category model. We compare the results generated using our category model with the tweets 
annotated manually by the user. Accuracy is defined below. Value “TRUE” indicates that a tweet is classified 
correctly, whereas the value “FALSE” indicates misclassification. 
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Accuracy = ൜ ܴܷܶܧ              ݂݅ ݈ܿܽݏݏ݂݅݅݁݀ ܿ݋ݎݎ݁ܿݐ݈ݕܨܣܮܵܧ               ݂݅ ݈ܿܽݏݏ݂݅݅݁݀ ݅݊ܿ݋ݎݎ݁ܿݐ݈ݕ                                                               
The accuracy rate evaluation is based on number of tweets that are classified correctly over the total number of 
testing tweets. The accuracy rate is calculated as follows.
ܣܿܿݑݎܽܿݕ ܴܽݐ݁ = ܰ ்ோ௎ா
ܰ כ 100%
In this equation, NTRUE is the number of tweet classified correctly in both category “Like” and “Dislike” and N is 
the total number of testing tweets. An average accuracy rate is obtained by repeating both training and testing ten
times using different tweets set.
6. Experiment Result
6.1. Evaluation on impact of number of training tweets
In this section, we evaluate the performance of tweet classification using various size of training text. For each
size of training text, we run the experiment 10 times using different size of training texts. The training texts are selected 
randomly. We calculate the average classification accuracy. In this experiment, the testing text size is set to 20 tweets 
which are the subsequence tweets of the selecting training tweets. The result of classification accuracy using basic 
category model presented in  Figure 3.
Figure 3: Accuracy vs no. of training text using basic category model for five trending topics.
From above results, we can see that different number of training tweets give optimum results for different trending 
topic. Using 8 training tweets to construct “Like” and “Dislike” category model can give optimum result for trending 
topics of “MH370”. Using 9 training tweets to construct “Like” and “Dislike” category model can give optimum result 
for trending topics of “MH17”, “South Korea Ferry” and “Thailand Election”. Using 10 training tweets to construct 
“Like” and “Dislike” category model can give optimum result for trending topics of “Lee Chong Wei”.
6.2. Evaluation on impact of topic-based features
We also compare the classification accuracy results for category model generated using training texts and category 
model enriched with topic-based features. In this experiment, the size of training text is 263. Topic-based features 
from news article are included in the training text. The results of classification accuracy by using enriched category 
mdoel among 5 trending topic are presented in Figure 4. From the comparison result, we can observe that all of 
classification accuracy of 5 trending topic are increased by using the enriched category model.
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Figure 4. Comparison of classification accuracy using enriched category model for 5 topics
7. Conclusion and Discussion
The accuracy of classification were tested based on two experiments, first, using basic category model (trained 
with user annotated tweets only) and second, using enriched category model (trained with both user annotated tweets 
and news-based contents). From the five topics tested, the highest classification accuracy is recorded for trending topic 
“Lee Chong Wei” for both experiments. For this trending topic, it gives to highest accuracy rate at 70% (for basic 
category model) and 79% accuracy rate (for enriched category model). This trending topic achieved better accuracy 
probably because this category with similar tweets content, where relatively low features (141 features) compared to 
topic like #mh370 (548 features) are captured from same number of tweets. For example, the tweets mostly express 
the congratulation to Lee Chong Wei, proud of Lee Chong Wei or stand with Lee Chong Wei etc. Therefore, low 
variability of topic contents resulting in category model trained also general.  
In addition, we also observe that the performances of classification accuracy for all five trending topics are 
improved when using topic-based features to construct enriched category model. With this result, we can see that 
topic-based features is able improve the relevancy of tweet a person would like to see. 
In general, analysis of number of training tweets shows that more training tweets are better at providing better 
accuracy of classification. However, as the maximum number of the training tweets is ten for this paper, we can only 
support that ten training tweets can performs better than cases when training texts are less than ten (see Figure 3).
On the other hand, we observe the limitation of when very low number of tweets is used. E.g. when only one or 
two tweets are used as training for basic category model in general, the accuracy is less than 50%. Moreover, we also 
notice that the type of event is also another factor that affects classification accuracy. In this experiment, the trending 
topic of “MH370”and “MH17” has recorded lower accuracy. This is because these topics have sparked many different 
discussions contents. When discussion contents are sparse, category model trained using little training text may not 
be able to suggest appropriate category for testing tweets.
From the experiment, we have shown that our proposed approach is able to suggest tweets that user likes or dislikes 
within a trending topic with a reasonable accuracy. Better accuracy can be seen for topic with less features variability 
like “Lee Chong Wei”. In addition, we have also found that when the category model is enriched (by including topic-
based features obtained from topic related contents like news texts), better classification accuracy is obtained for all 
trending topics. This result suggests that user prefers to see topic related tweets, which is in line with the intention of 
viewing a trending topic.
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