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RESUMO
Os expoentes de Lyapunov são uma das ferramentas mais usadas na caracterização
de sistemas dinâmicos não lineares e descrevem as taxas de crescimento e contração de
perturbações aplicadas a sua trajetória em diferentes direções do espaço de fase. Porém com
as técnicas convencionais para a obtenção dos expoentes Lyapunov é impossível identificar
a real direção dessas taxas de crescimento. Essa informação é acessível apenas através dos
vetores covariantes de Lyapunov (VCLs). Embora o conceito de vetores covariantes de
Lyaponov seja bem estabelecido h muito tempo, ainda não haviam algorítimos eficientes
para obtenção numérica destes vetores até o recente desenvolvimento sugerido por Ginneli
e colaboradores [1]. Neste sentindo utilizamos esse procedimento para revisitar alguns
resultados ja estabelecidos na literatura e na caraterização de sistemas espacialmente
estendidos, mais especificamente redes mapas quadráticos acoplados e osciladores de
Kuramoto-Sakaguchi, sendo que este ultimo apresenta um comportamento espaço-temporal
que vem sido exaustivamente explorado, os chamados estados quimera.
Palavras-chave: expoentes de Lyapunov. estados quimera. mapas acoplados. hiperbolici-
dade.
ABSTRACT
Lyapunov exponents are one of the most used tools in the characterization of nonlinear
dynamic systems, capable of describing the growth rates of disturbances applied on
trajectories in different directions of phase space. However with conventional techniques to
obtain Lyapunov exponents it is impossible to identify the real direction of these growth
rates. This information is accessible to covariant Lyapunov vectors. While this concept has
been well established for a long time there were still no efficient algorithms for obtaining
these vectors numerically until the recent development suggested by Ginneli et al.[1]. In this
sense we use this procedure to revisit some results already established in the literature and
also characterize some spatially developed systems. More specifically, coupled map lattice
of quadratic maps and Kuramoto-Sakaguchi oscillators. The latter shows a space-time
behavior that has been exhaustively explored, the so-called chimera states, consisting of
the coexistence of incoherent oscillations with synchronized behavior.
Keywords: Lyapunov exponent’s. chimera states. coupled map lattice. hyperbolicity.
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1 INTRODUÇÃO
Expoentes e vetores de Lyapunov
Umas das ferramentas mais usadas na descrição da estabilidade em sistemas
dinâmicos são os Expoentes de Lyapunov [3, 4, 5] os quais são empregados nas mais
diversas áreas em que fenômenos não-lineares desempenham um papel fundamental. Além
das ciências exatas tradicionais como física [6], engenharia [7] e ciência da computação [8]
também podemos citar sua utilidade na biologia [9, 10], neurociência [11], ciências sociais
[12] e dinâmica populacional [13]. De fato que o desenvolvimento da teoria de Lyapunov
se deu alguns anos antes da área de pesquisa em sistemas dinâmicos não-lineares caóticos
se estabelecer, precisamente em 1892 em sua tese intitulada “The general problem of the
stability of motion". Porém o uso de sua teoria para caracterização de sistemas dinâmicos se
tornou popular após 1963, ano em que Edward Lorenz verificou numericamente o chamado
“efeito borboleta”, deslumbrado em 1889 por Poincaré no problema de três corpos [14]. Em
poucas palavras podemos dizer que o expoente de Lyapunov é capaz de medir o quanto
um sistema é sensível a uma pequena mudança nas suas condições iniciais. Ou seja, estas
mudanças podem alterar significativamente a dinâmica.
Em um panorama teórico a análise de Lyapunov estar bem desenvolvida, foi
apenas em 1979 que um método numérico foi desenvolvido para o calculo dos Expoente
de Lyapunov; E foi concebido independentemente por Shimada e Nagashima [15], e
Bennetin [16] é baseado em sucessivos procedimentos de ortogonalização de vetores no
espaço tangente a trajetória, os quais são denominados vetores de Gram-Schmidt (VGS).
Entretanto, os VGS não são invariantes sob reversão temporal e perdem a sua orientação
durante a dinâmica, não revelando propriedades da estrutura geométrica do espaço tangente.
Para acessar estas propriedades necessitamos de vetores que decomponham o espaço em
direções covariantes de Lyapunov, que é chamada de decomposição de Oseledet, em inglês
“Oseledets’ Splitting”. Apesar da definição dos vetores covariantes de Lyapunov estar bem
estabelecida, conforme o trabalho de Ruelle [17], o assunto não despertou interesse entre os
pesquisadores da área, uma vez que ainda não existiam algorítimos eficientes que deixavam
estes vetores numericamente acessíveis. Entretanto, em 2007 Ginneli e colaboradores
[1] desenvolveram um método eficiente para o cálculo dos vetores. Desde então muitos
trabalhos vem empregando esta metodologia. Como exemplo, podemos apontar o seu uso
na caracterização da hiperbolicidade em sistemas Hamiltonianos [18]. E também na relação
entre os ângulos dos VCLs com as chamadas armadilhas dinâmicas [19], que ocorrem no
espaço de fase destes sistemas. Os VCLs veem se mostrado úteis no prognóstico de sistemas
caóticos, exemplos disto são encontrados em: Modelos atmosféricos de multi-escalas [20],
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antecipações de burstings e picos de grande amplitude em reações químicas complexas [21]
e lasers não-lineares [22].
No que diz repeito aos sistemas espacialmente estendidos, ainda há poucos trabalhos
utilizando os VCL, podemos enumerar aqui alguns de maior relevância, como por exemplo o
da Ref. [23] na qual foi mostrado que os vetores de Lyapunov podem ser usados para traçar
uma dimensão efetiva de sistemas espacialmente estendidos. Outro trabalho importante
foi realizado por Xu e Paul [24] no qual utilizaram os VCL para caracterizar o problema
da convecção caótica de Rayleigh-Bénard.
Mapas acoplados e quimeras
Em física muitas das equações fundamentais são descritas por sistemas espacial-
mente estendidos, alguns exemplos elementares são as equações de difusão, de onda e
de Schrödinger. Entretanto, comportamentos e padrões complexos que comumente são
observados na natureza, como turbulência, estruturas Turing, e caos espaço-temporal
emergem de equações não-lineares cuja as soluções, podem ser de difícil acesso. Tendo em
vista estas dificuldades, uma alternativa para compreender os fenômenos não-lineares com
dinâmica espaço-temporal são as redes de mapas acoplados introduzidas por Kunihico
Kaneko no começo da década de 90 [25, 26], que são sistemas espacialmente estendidos
com números elevados de graus de liberdade e evolução temporal discreta. E se mostraram
úteis pois são capazes de mimetizar fenômenos naturais como convexão de calor [27] e a
dinâmica de formação de nuvens [28], também foram utilizadas em modelos ecológicos
[29] e na simulação de muitos neurônios acoplados [30]. Além disso, servem como um bom
“laboratório” para os estudo de sistemas dinâmicos com muitos graus de liberdade.
Outro tipo de sistema espacialmente estendido que abordaremos neste texto é o
sistema formado por osciladores de fase acoplados. Estes sistemas evoluem continuamente
no tempo mas espacialmente são discretos. Especificamente trataremos dos osciladores
que apresentam o padrão espaço-temporal chamado de estados quimera que é divido em
uma população de osciladores em total sincronismo e outra que oscila incoerentemente.
Tal comportamento foi relatado pela primeira vez por Kuramoto e colaborados em sua
seminal publicação “Coexistence of coherence and incoherence in nonlocally coupled phase
oscillators"[31]. Porém a nomenclatura para este padrão foi cunhada por Abrams e Strogatz
[32] em alusão as criaturas mitológicas chamadas de quimera que eram formadas pela
composição de animais diferentes [33]. E este tipo de padrão vem sendo exaustivamente
investigado, pois é observado com frequência na natureza. um exemplo de grande interesse
é o chamado “unihemispheric slow-wave sleep ” [34] que acontece no cérebro de aves
migratórias e de alguns mamíferos aquáticos em que durante o sono metade do cérebro
descansa e os osciladores neuronais desta região estão sincronizados enquanto a outra
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metade do cérebro permanece em atividade e os osciladores estão dessincronizados [35].
Os estados quimera também aparacem em redes de estações e subestações de energia [36],
junções de josephson [37] e em metamateriais SQUID em inglês “Superconducting Quantum
Interference Device"que servem como sensores extremamente sensíveis que detectam baixos
campos magnéticos [38].
Neste cenário, esta dissertação teve como objetivo a investigação dos vetores
covariantes de Lyapunov para sistemas com muitos graus de liberdade. Sendo eles, redes de
mapas acoplados e também os osciladores de fase de Kuramoto-Sakaguchi que apresentam
o padrão espaço-temporal de quimera. Com objetivo de caracterizar e identificar quais
propriedades destes sistemas são acessíveis via estes vetores.
A dissertação esta dividida em mais quatro capítulos, sendo que, no capítulo
2 fazemos um apanhado de definições no tocante a teoria de sistemas dinâmicos que
serão úteis durante o decorrer do texto. No capitulo 3 apresentamos a teoria envolvendo
expoentes de Lyapunov e também os vetores covariantes de Lyapunov. Ainda neste capítulo
mostramos alguns exemplos numéricos elementares, ja bem postos na literatura. No capitulo
4 introduzimos a teoria sobre os sistemas que iremos abordar, mapas e osciladores de
Kuramoto-Sakaguchi acoplados, e os caracterizamos via a metodologia apresentada no
capitulo 3. Por ultimo temos as considerações finais no capitulo 5.
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2 SISTEMAS DINÂMICOS
Um sistema dinâmico é definido como a descrição matemática de um sistema cujo
os estados evoluem positivamente no tempo [2]. Esta evolução é dada através de um
operador de evolução temporal L, isto é,
Lt(x0) ≡ xt, (2.1)
em que x0 é a condição inicial do sistema no tempo t = 0 e xt é o estado deste sistema em
um tempo t. Os sistemas dinâmicos são ditos determinísticos quando uma condição inicial
leva a apenas um estado final, estocásticos ou aleatórios quando para uma condição inicial
os possíveis estados finais obedecem uma distribuição de probabilidades [39]. O tempo de
evolução t em (2.1) pode ser tanto discreto quanto contínuo. Para o tempo de evolução
discreto o sistema é definido a partir de um mapa
xk+1 = F(xk), (2.2)
isto é, um número k de aplicações recursivas da função F a partir da condição inicial, a
notação em negrito indica um vetor. Para t contínuo em (2.1) o sistemas é definido como
fluxo e a evolução temporal é dada por um conjunto de equação diferenciais, ou seja
d
dt
x(t) = F [x(t0)] . (2.3)
Cada estado do sistema, x1(t),x2(t), . . . ,xn(t) é representado por um ponto no espaço de
fase, como mostrado na Figura 11, cuja a dimensão equivale a dimensão do sistema.
2.1 Mapas
Mapas, especificamente os unidimensionais, são os sistemas mais simples que
podem exibir movimento caótico, neles são encontrados muitos comportamentos que
também surgem em sistemas com mais graus de liberdade [2]. Intrinsecamente a evolução











é o vetor denominado de estado do sistema no tempo discreto k,
para k = 0 este vetor é chamado de estado inicial ou simplesmente de condição inicial.
Outra definição importante é a de orbita, isto é o conjunto de pontos
{x0,F(x0),F(F(x0)),F(F(F(x0))), . . . } ,
gerados a partir das sucessivas iterações da condição inicial do sistema. Denotemos
F(F(F(x0))) como f [3],ou seja, a terceira iterada ou iteração e f [k] como a k-ésima
iteração.
1 As figuras que não estão referenciadas foram elaboradas pelo autor
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Figura 1 – Espaço de fase para um sistema de n = 3 dimensões que evolui de x(0) até x(t), em
que a linha é a trajetória e as setas indicam o tempo.
Para o caso unidimensional se a k-ésima iteração resultar no mesmo valor de
entrada, tal que xk+1 = xk, dizemos que x∗ é um ponto fixo.
Se um ponto qualquer x pertencer ao intervalo (x∗ − ε, x∗ + ε) e na k-ésima iterada
satisfazer f [k](x) = x∗ então este ponto fixo é chamado de atrativo (ou assintoticamente
estável). Se temos um ponto x = x∗ contido no intervalo (x∗ − ε, x∗ + ε) e a relação
|f(x) − x∗| > |x − x∗| é satisfeita dizemos que x∗ é um ponto fixo repulsivo.
Podemos ilustrar como uma trajetória converge até o ponto fixo utilizando o mapa
quadrático dado por
xk+1 = 1 − ax2k, (2.4)
em que a é o parâmetro de não linearidade. Mostramos na Figura2 a evolução temporal
para o mapa quadrático com a = 0,59, percebe-se que a partir da trigésima quarta iterada
o sistema converge para um ponto fixo. Um critério útil para definir se o ponto fixo x∗









Figura 2 – Iterações do mapa quadrático com a = 0,59, nota-se que após um numero de iteradas
o x converge para um ponto fixo.
é atrativo(assintoticamente estável) ou repulsivo (instável) é analisar o valor absoluto
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da derivada do mapa f no ponto x∗, seguindo este procedimento temos as seguintes
propriedades:
• se |f ′(x∗)| < 1, então x∗ é atrativo.
• se |f ′(x∗)| > 1, então x∗ é repulsivo.
Para classificar os pontos fixos de mapas com dimensões maiores que 1 consideramos a
linearização da seguinte forma: Seja F ∈ Rn um mapa, x∗ ∈ Rn um ponto, aplicando uma
pequena perturbação também de dimensão n tem-se
x∗ + δx = F(x∗ + δx). (2.5)
Utilizando uma aproximação de primeira ordem, a taxa que a perturbação se move para












(x∗) . . . ∂f1
∂xn
(x∗)
... . . . ...
∂fn
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é a matriz Jacobiana, os ponto fixos então são caracterizados da seguinte maneira:
• Se a magnitude de cada autovalor de J é menor que 1 , então (x∗) é um ponto fixo
assintoticamente estável,
• Se a magnitude de pelo menos 1 autovalor de J é maior que 1, então (x∗) é instável,
isto também é valido para autovalores complexos. O ponto fixo x∗ é definido como
hiperbólico se nenhum dos autovalores da matriz jacobiana J(x∗) possui magnitude 1. E
também, se (x∗) é hiperbólico e pelo menos um auto valor de J(x∗) possui magnitude
maior que 1 e pelo um autovalor menor que , então (x∗) é um ponto de sela [40]. Como a
matriz jacobiana calculada no ponto de sela possui um autovalor maior que 1 então este
ponto é instável no sentido de que as trajetórias perturbadas nas vizinhança de x∗ irão se
afastar de x∗.
Outra noção central no estudo de sistemas dinâmicos é a periodicidade [41] ,
chamamos de ponto periódico aquele que se repete depois de um número qualquer de
iterações, ou seja f [l](x∗) = x∗ em que x∗ é denominado como ponto de período l. Na
Figura (3) temos dois casos para o mapa quadrático, com a = 0,9 que apresenta um
período-2, e quando é a = 1,3, neste caso possui período-4.
1 Assumindo que a função é diferenciável em x∗s
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Figura 3 – (a) Iterações do mapa quadrático com a = 0,9 com pontos fixos de período-2 (a)
Iterações do mapa quadrático com a = 1,3 com pontos fixos de período-4
Percebemos que os diferentes períodos do mapa quadrático estão relacionados aos
distinto valores de a. Podemos visualizar estas mudanças no conjunto de pontos fixos,
periódicos ou de qualquer outro utilizando um diagrama conhecido como diagrama de
bifurcação. Este diagrama relaciona o comportamento assintótico da variável x em função
do parâmetro a. Em que o comportamento assintótico é aquele obtido após um intervalo
de tempo suficientemente grande, o qual chamamos de tempo transiente. Na Figura 4
temos o diagrama de bifurcação do mapa quadrático, no qual é possível notar o período 2
para a = 0,9 e o período 4 para a = 1,3 apresentados na Figura 3. Um caso interessante
ocorre quando a ≈ 1,756 em que o período do mapa quadrático é igual 3, este caso pode
ser melhor visualizados na figura 4 (b) onde ampliamos a região de a = 1,1, até a = 2,0. De
acordo como teorema de Li-Yorke [41, 2], quando um mapa possui um ponto de período-3
ele também possui pontos de todos os outro períodos.
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Figura 4 – (a) Diagrama de bifurcações para o mapa quadrático gerado a partir dos seguintes
passos: (i) Fixamos um valor inicial para o parâmetro a = 0,1; (ii) Escolhemos uma
condição inicial x0 em um intervalo [−1,1]; (iii) Iteramos o mapa e descartamos as
primeiras n = 300 iterações transientes; (iv) Iteramos o mapa salvando os valores de
xn, e do parâmetro a nas próximas 700 iterações; (v) Escolhemos uma nova condição
inicial dentro do intervalo [−1,1] (vi) Reexecutamos os passos (iii) a (v) até um
número suficiente de condições iniciais; (vi) acrescentamos um valor Δa = 0,01 em a
e repetimos os passos (iii) a (vi) até que a = 2,0. (b) Ampliação da Figura (a) no
intervalo a = 1,1 até a = 2,0.
2.2 Fluxos
Sistemas dinâmicos cuja evolução temporal é contínua no tempo são chamados
fluxos e sua dinâmica é descrita por um conjunto de equações diferenciais de primeira
ordem, como na eq. (2.3). Em analogia aos mapas em vez de termos pontos periódicos para
fluxos temos órbitas periódicas que trataremos na próxima seção. Aqui exemplificamos
com um sistema de equações tridimensional bem conhecido o chamado sistema de Lorenz:
ẋ = σ(y − x),
ẏ = −xz + ρx − y, (2.8)
ż = xy − βz.
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A Figura 5 mostra a trajetória do sistema de Lorenz no espaço de fase.
Figura 5 – Trajetória no espaço de fase para o sistema de Lorenz com parâmetros σ = 10, ρ = 28
e β = 8/3.
Uma ferramenta útil para análise de fluxos é a chamada seção de Poincaré que
consiste na interseção entre a trajetória e um plano, esta ferramenta transforma a análise
de um sistema contínuo n-dimensional em um sistema discreto com dimensão n − 1.
Define-se mapa de Poincaré,P((xk), a operação que relaciona a sequencia de pontos em
que o fluxo intercepta a seção de Poincaré, isto é, (xk+1) = P((xk)); Um ponto fixo (x∗)
no mapa de Poincaré representa uma trajetória periódica fechada de período τ do fluxo.
Uma representação esquemática que de um fluxo tridimensional que cruza a seção de
Poincaré em dois pontos é encontrada na Figura 6.
Figura 6 – Ilustração esquemática da seção de Poincaré para um fluxo tridimensional.
2.3 Instabilidade e espaço tangente
A estabilidade de um ponto fixo x∗ é avaliada a partir dos autovalores da matriz
Jacobina J. Estes autovalores podem ser separados em três grupos: σe, σi e σc, que
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dependem do sinal dos autovalores Λj ∈ C [14], no qual C é o corpo dos complexos. Os
grupos de autovalores são caracterizados da seguinte maneira:
• Λ ∈ σe se Re(Λ) < 0
• Λ ∈ σi se Re(Λ) > 0
• Λ ∈ σc se Re(Λ) = 0.
Em que o subespaço gerado pelo autovetores vj, cujos os auto valores pertencem a σe, é
denominado subespaço estável. Isto é, o conjunto gerado por [v1,v2, . . . ,vne ], denotado por
span {v1,v2, . . . ,vne} formam os subespaço estável. O subespaço gerado pelos autovetores
uj correspondentes aos autovalores contidos em σi é o chamado de subespaço instável,ou seja,
Ei = span {u1,u2, . . . ,uni} e o subespaço gerados pelos autovetores wi que correspondem
aos autovalores em σc é o subespaço central, isto é, Ec = span {w1,w2, . . . ,wnc}. Os números
ni, ne e nc correspondem a dimensão de cada um destes subespaços e sua soma é igual
a dimensão n do sistema dinâmico, Na Figura 7 mostramos alguns casos de subespaços
estáveis e instáveis para diferentes autovalores Λ.
Figura 7 – Alguns casos de subespaços estáveis e instáveis e suas respectivas orbitas: (a) Dimensão
n = 2 , com ni = ne = 1 e nc = 0; (b) n = 3, com ni = 1, ne = 2 e nc = 0 em que o
subespaço estável corresponde a dois autovalores reais; (c) n = 3, com ni = 1, ne = 2
e nc = 0 em que o subespaço estável corresponde a um par de autovalores em que
um é complexo conjugado do outro; (d) n = 3, com ni = 2, ne = 2 e nc = 0 em que
o subespaço instável corresponde a um par de autovalores em que um é complexo
conjugado do outro. Figura retirada de [2] com adaptações.
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Ainda podemos definir o espaço tangente TX ao ponto x* como sendo a soma
direta dos subespaços Ee, Ei e Ec, isto é
TX = Ee ⊕ Ei ⊕ Ec. (2.9)
Ou seja o espaço tangente pode ser decomposto nestes três subespaços e possui dimensão
n = ne + ni + nc.
2.4 Variedades
Uma variedade, no contexto de sistemas dinâmicos, é definida como sendo um
conjunto de pontos S do espaço de fase se a condição inicial (x(0) ∈ S e o estado x(t)
também pertence a S para um |t| < tf com tf > 0, se isto vale para tf → ∞, então
S é uma variedade invariante [14]. Podemos associar os subespaços definidos a partir
dos autovalores da jacobiana a variedades do espaço fase de acordo com o teorema das
variedades estáveis [42] 2. Este teorema diz que, para cada ponto fixo hiperbólico x∗ existe
uma variedade estável local W eloc(x∗) suave de dimensão ne e tangente a Ee no ponto fixo
x∗. Existe também uma variedade instável local W iloc(x∗) suave de dimensão ni, tangente
ao subespaço Ei no ponto fixo x∗. A variedade invariante local estável é definida como
[42]:
W eloc(x∗) = {x ∈ S|f(x) → x∗ com t → ∞, e f(x) ∈ S para todo t ≥ 0}. (2.10)
Isto nos diz que a variedade estável local de um ponto fixo x∗ corresponde ao conjunto
dos pontos, tais que as trajetórias convergem para o ponto x∗ quando t → ∞, ou seja, a
evolução é feita para frente no tempo. De maneira semelhante, a variedade invariante local
instável é definida como:
W iloc(x∗) = {x ∈ S|f(x) → x∗ com t → −∞, e f(x) ∈ S para todo t ≤ 0}. (2.11)
Neste caso, a variedade instavel local de um ponto fixo x∗ corresponde ao conjunto de
pontos, tais que as trajetórias convergem para x∗ quando t → −∞, esta é feita para trás
no tempo.
A união de todas as variedades locais estáveis é chamada de variedade estável
global, e a união das variedades locais instável é denominada a variedade global instável








f(W iloc(x∗); t). (2.13)
2 Alguns autores chamam este teorema de teorema das variedades hiperbólicas como na ref. [14]
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Também existe uma variedade central local associada e tangente ao subespaço Ec
porém não é necessariamente única. Na figura 8 esboçamos como as variedades estável e
instável se comportam próxima a um ponto fixo. A existência de cruzamentos entre as
variedades é responsável pela dinâmica complexa de sistemas não lineares, os cruzamentos
entre variedades associadas ao mesmo ponto fixo são denominados de cruzamentos homo-
clínicos, e os cruzamentos de variedades associadas a diferentes pontos fixos são chamados
de cruzamentos heteroclínicos.
Figura 8 – Variedades em um ponto de sela x∗ associadas aos subespaços estáveis e instáveis
para um sistema não linear bidimensional.
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3 EXPOENTES E VETORES DE LYAPU-
NOV
3.1 Expoentes de Lyapunov
A definição de expoente de Lyapunov (EL) surge quando é analisada a estabilidade
das trajetórias de um sistema dinâmico genérico, da mesma maneira em que foi mostrado
no capítulo anterior. Todavia, estamos interessados na taxa de crescimento da perturbação
δx que nos dará a informação de quanto órbitas muito próximas divergem uma das outras
após um determinado tempo.
Vamos considerar por simplicidade um sistema dinâmico discreto (um mapa), em
que a evolução da perturbação é
δxk+1 = Jkδxk. (3.1)
A matriz J é a Jacobiana, o estado em um tempo discreto k da perturbação é dada através
das sucessivas iterações do mapa linear





onde o produto das matrizes jacobianas pode ser definido como uma outra matriz, Mk =∏j=k−1
j=0 Jj1, que evolui a perturbação inicial num tempo j = 0 para um tempo final j = k.
Aqui se faz necessário dizer que cada ponto do espaço de fase pode ser associado a um
espaço tangente e o expoente de Lyapunov esta diretamente associado a expansão (ou
contração) dos vetores que formam este espaço durante a evolução temporal. Podemos
definir os ELs da seguinte maneira: Para qualquer perturbação inicial δx0 que evolui






ln ‖Mkδx0‖‖δx0‖ = limk→∞
1
k
ln ‖δxk‖‖δx0‖ , (3.3)
em que i = 1,2, . . . ,n sendo n a dimensão do sistema e λn  λn−1  λn−2  · · ·  λ1. Por
exemplo, para o caso tridimensional teremos n = 3 ELs. O conjunto de todos os ELs é
chamado de espectro de Lyapunov.
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Para o caso no qual sistema é unidimensional, a jacobiana se reduz a derivada







ln |f ′(x)|. (3.4)
Na Figura 9 ilustramos o comportamento do EL para o mapa quadrático para diferentes
valores de a. Percebe-se que para órbitas periódicas o EL é sempre menor que zero (λ < 0).
Nas regiões onde ocorrem bifurcações, onde ocorre um dobramento de período, o EL é
igual a zero (λ = 0). Nas regiões onde o EL é positivo temos a região de instabilidade das
órbitas e se o movimento for não periódico dizemos que a região é caótica.
Figura 9 – EL (vermelho) para o mapa quadrático com diferentes valores de a em comparação
ao diagrama de bifurcações(cinza)
Outra definição para o espectro de Lyapunov é obtida através do teorema ergótico







existe neste limite, e seus autovalores são Λn  Λn−1  Λn−2  · · ·  Λ1. Então o espectro
de Lyapunov é definido a partir do logaritmo destes autovalores
λi = ln Λi. (3.6)
O teorema de Oseledets garante que o espectro de Lyapunov sera o mesmo para qualquer
condição inicial uma vez que as escolhemos dentro do domínio ergótico do sistema [45].
A razão de definirmos o espectro de Lyapunov via o teorema de Oseledets é que ele se
mostra essencial para a definição formal dos vetores covariantes de Lyapunov.
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3.2 Vetores de Gram-Schimitd
O calculo do espectro de Lyapunov para dimensões maiores que n = 1 é feita
através da evolução das equações linearizadas de movimento do sistema de interesse, que é
o mesmo que evoluir a perturbação. Como as equações linearizadas dependem dos valores
da trajetória em cada tempo também precisamos evoluir as equações não lineares, isto é
⎡
⎢⎢⎢⎣
δx1,1k . . . δx
1,n
k
... . . . ...







δx1,10 . . . δx
1,n
0
... . . . ...





em que cada coluna da matriz na equação (3.7) representa um vetor do espaço tangente
correspondente a cada ponto da trajetória do sistema dinâmico e por facilidade reescrevemos
como δx = [δx1|δx2| . . . |δxn]. Um problema em efetuar a evolução da perturbação conforme
a eq. (3.7) é que em um sistema caótico os vetores no espaço tangente perdem a sua
orientação e colapsam na direção de maior crescimento. Este colapso faz com que os vetores
tornem-se indistinguíveis numericamente [4]. Está dificuldade é contornada utilizando o
procedimento proposto independentemente por Bennetin [16] e Shimada [15], que consiste
em reortonormalizar os vetores que evoluem a partir do vetor que cresce na direção
mais instável, direção com maior crescimento, durante as etapas da evolução temporal. O
procedimento baseia-se em iniciar a dinâmica com n vetores ortogonais G0 = [g10|g20| . . . |gn0 ]
e evoluir conforme
G̃k = MkG0. (3.8)
A equação (3.8) que leva a matriz ortogonal G0 a matriz G̃k não ortogonal, então a cada
passo da dinâmica ortogonalizamos através da decomposição QR, que decompõe uma
matriz não ortogonal em um produto de uma matriz ortogonal por uma matriz triangular
superior, desta maneira
G̃k = GkRk, (3.9)
em que Gk é construído pela processo de ortogonalização de Gram-Schimitd (OGS) a partir
do primeiro vetor. Daqui em diante chamaremos o vetores gn de vetores de Gram-Schimitd












i=1 〈 gik,g̃jk〉 gik‖
, (3.11)
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em que 〈gik,gjk〉 = δi,j onde δij é o delta de Kronecker 2, isso quer dizer que sempre VGSs




〈g1k,g̃1k〉 〈g1k,g̃2k〉 〈g1k,g̃3k〉 . . .
0 〈g2k,g̃2k〉 〈g2k,g̃3k〉 . . .
0 0 〈g3k,g̃3k〉 . . .




Esta matriz contem a informação obtida pela ortogonalização da matriz G̃k em particular
os elementos diagonais de [Rk]i,i = γik representam a taxa de crescimento local ao longo do
tempo k dos VGSs. Desta forma podemos redefinir o espectro de Lyapunov (3.3) através








Podemos ilustrar este procedimento a partir de um mapa bidimensional. Utilizare-
mos o mapa de Hénon que foi proposto através de uma simplificação da seção de Poincaré
para o sistema de Lorenz, as equações para o mapa são
xk+1 = 1 − a x2k + yk,
yk+1 = b xk. (3.14)
Cuja a matriz Jacobiana é dada por
Jk =
⎡




Utilizando os parâmetros a = 0,3 e b = 1,4, após 400 iterações e efetuando o processo de
OGS a cada passo discreto encontramos os expoentes λ1 = 0,59 e λ2 = −2,33. A Figura
10 mostra a evolução temporal de λ1 e λ2 até a estabilização em um limite assintótico.
Figura 10 – Estabilização dos dois expoentes de Lyapunov para o mapa de Henon
2 Para i = j, δij = 1 e para i = j, δij = 0
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3.3 Decomposição de Oseledets
Como na Ref. [3] vamos reformular o teorema de Oseleteds de modo a definir uma










em que o simbolo “+”indica evolução crescente no tempo (para frente) e “−” a evolução de
um tempo maior para um menor (para trás). Ambas as matrizes Ξ±k são estacionarias neste
Figura 11 – Representação esquemática da ação do matrizes simétricas MTl,k e Ml,kno espaço
tangente para um tempo discreto k
limite e os autovalores irão corresponder ao espectro de Lyapunov λ1  λ2  λ3  · · ·  λn
que é o mesmo para as duas. Note que, diferente do que definimos na equação (3.5) já
tomamos o logaritmo na propiá definição das matrizes, então seus autovalores irão coincidir
com os ELs. Toda via, mesmo que autovalores de ambas as matrizes Ξ±k sejam iguais
seus autovetores diferem e não são invariantes sob reversão temporal. Porém, podemos
utilizá-los para construir autoespaços correspondentes a estes autovetores, isto é,(Uik)±








= (U1k)− ⊕ · · · ⊕ (Ui1)−. (3.18)






‖u‖ = ±λi para u ∈
(
Γik
)± \ (Γik)i±1 , (3.19)
ou seja, Rn = (Γ1k)
+ ⊃ (Γ2k)+ ⊃ · · · ⊃ (Γmk )+ e Rn = (Γmk )− ⊃
(
Γm−1k
)− ⊃ · · · ⊃ (Γ1k)−.
Para o caso particular, considerando a dinâmica em frente no tempo, para todos os vetores
u que não fazem parte do subespaço (Γ2k)
+ o limite da eq. (3.19) é o maior EL λ1. Na figura
12 mostramos esquematicamente como ocorre a propriedade de filtragem dos subespaços
de Oseledets.
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Figura 12 – (a) Subespaço
(
Γik
)±; (b) Subespaço (Γik)± \ (Γik)i±1
Embora os subespaços de Oseledets não sejam invariantes sob inversão temporal,
no sentido de que os subespaços formados na dinâmica em frente no tempo diferem dos
formados na dinâmica reversa. Contudo, é possível obter um subespaço invariante por




)+ ∩ (Γik)−. (3.20)
Os subespaços Ωiksão chamados de decomposição de Oseledets, em inglês Oseledets’ splitting.
E decompõem o espaço tangente independente da norma escolhida e são covariantes com a
dinâmica. Para um caso particular de um sistema tridimensional com ni = nc = ne = 1 os
subespaços Ωik, com i = 1,2,3, irão condizer com os subespaços Ei, Ec e Ee. Logo, serão
tangentes as respectivas variedades locais próximas aos pontos fixos.
3.4 Vetores covariantes de Lyapunov
Vimos que um método eficiente para computar o espectro de Lyapunov se dá
através dos vetores de Gram-Schimtd, porem a informação das direções de crescimento é
perdida pelos os sucessivos processos de reortonormalização [50].No entanto, para investigar
diretamente as direções de expansão do espaço tangente é preciso encontrar o conjunto
de vetores que são invariantes sob reversão temporal e covariantes com a dinâmica, estes
são chamados de vetores covariantes de Lyapunov (VCLs), os mesmo que geram o espaço
da decomposição de oseledets Ωik. O conhecimento dos VCLs permite identificar em cada
ponto no espaço de fase um campo vetorial que possui uma interpretação geométrica, ou
seja, os VCLs identificam a orientação local das variedades estáveis e instáveis do sistema.
Este fato torna os VCLs primordiais, em certos contextos, para o estudo de sistemas
dinâmicos [3].
Por simplicidade vamos considerar que não há degenerescência entre os expoentes
de Lyapunov e assim é possível associar a cada expoente um VCL. Embora existam alguns
algorítimos para o cálculo dos VCLs [51] aqui vamos utilizar o procedimento de Ginelli e
colaboradores [3] que se baseia em um primeiro momento efetuar a dinâmica para frente
no tempo e em seguida a evolução reversa no tempo nos subespaços correspondentes.
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O algorítimo se baseia no seguinte procedimento. O primeiro passo é efetuar a
dinâmica para frente no tempo, que é feita da mesma maneira a qual se obtêm os VGSs.
Sabemos que o VGS associado ao maior expoente e Lyapunov é o único que aponta para a
direção mais instável do espaço de fases de um sistema dinâmico, fato que nos diz que
este vetor corresponde ao VCL associado a este expoente de Lyapunov. Também graças
a propriedade de filtragem dos subespaços de Oseledet [3], o j-ésimo VCL está contido
no subespaço formado pelos primeiros j VGSs. Desta maneira o principal argumento do
método é que, embora os VGSs não forneçam as direções dos subespaços de Oseledet, eles









Em que os coeficientes c(j,i)k são obtidos a partir do produto interno entre os vetores, ou
seja, c(j,i)k = 〈gjk,vik〉, com j ≤ i. Outro aspecto que é necessário discutir é a evolução
temporal dos VCLs, seja os VCLs as colunas da matriz Vk = [v1k|v2k| . . . |vnk ], que evoluem
de acordo com
Mk,mVm = Vm+kDk,m, (3.22)
o índice m indica o tempo discreto de partida. Já Dk,m é uma matriz diagonal que contem
a informação dos fatores de crescimento local γik = di,i, em que di,i são os elementos
diagonais da matriz. Para tempos finitos o logaritmo deste fator de crescimento é chamado





Se tomarmos a média no limite assintótico dos ELTF, k → ∞, os valores convergem para
os expoentes de Lyapunov usuais. Ainda nos falta determinar os coeficientes da expansão
da eq.(3.21), escrevendo na forma matricial torna-se Vm = CmGm. Para isto utilizamos a
eq. (3.21) aplicada em (3.22) que nos resulta em
Gm+kCm+kDk,m = Mk,m, GmCm, (3.24)
agora aplicando as equações 3.8 e 3.9, temos
Gm+kCm+kDk,m = Gk,mRk,mCm, (3.25)
que nos leva a
Cm = R−1k,mCm+kDk,m. (3.26)
Esta equação calcula Cm a partir de um estado futuro Cm+k, ou seja, é a evolução em
tempo reverso. A matriz Rk,m é obtida na evolução para frente dos VGSs, tendo estas
informações em mãos estamos apto a computar os VCLs a partir da equação (3.21). Na
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maioria das análises não estamos interessados especificamente nos VCLs, mas nos ângulos
formado entre eles, que são definidos por
θijk = cos−1(〈vik,vjk〉). (3.27)
Levando em consideração a ortogonalidade dos VGSs, isto é 〈gik,gjk〉 = δij, é possível definir
























Este resultado é útil para quando estamos interessados nos ângulos entre os vetores.
3.4.1 Procedimento Numérico
O procedimento numérico é dividido em algumas etapas. A primeira etapa consiste
em fazer a evolução para frente num tempo transiente para o sistema dinâmico e também
evoluir um conjunto de vetores ortonormais (VGSs) no espaço tangente aplicando a OGS
em cada iteração. O numero de passos nesta etapa deve ser o suficiente para que o espaço de
fase convergir para o atrator e o vetores ortogonais convergirem para os VGSs. A segunda
etapa consiste na evolução para frente no tempo, novamente obtendo os VGSs por meio
das sucessivas decomposições QR a cada passo. Nesta etapa, é necessário guardar matrizes
as Gm,k e Rm,k para efetuar a dinâmica reversa no tempo. também é necessário executar
esta evolução além do tempo de interesse para que possa servir de tempo transiente na
dinâmica reversa.
A terceira etapa inicia a partir de uma condição inicial para Cm+k que deve ser
uma matriz triangular superior e normalizada. Em seguida é efetuada a evolução transiente
reversa de acordo coma eq. (3.26). A cada iteração é efetuada a normalização da matriz
Cm+k. O tempo de evolução nesta etapa deve ser suficiente para que a matriz Cm+k
convirja para os reais coeficientes da expansão (3.21).
Já na quarta etapa calculamos os coeficientes corretos da expansão 3.21, novamente
utilizando a equação (3.26). Agora guardando os resultados tanto das matrizes Cm+k
quanto das taxas de expansão dadas através da matriz Dk,m. Aqui podemos obter os
ELFT λ̄k,mi tomando o logaritmo dos elementos diagonais de Dk,m. Ainda nesta etapa
estamos aptos a encontrar os VCLs já alinhados nas direções do subespaços de Oseledets
(ou variedades nas regiões de pontos fixos) por meio da eq. (3.21).
Na situação em que queremos calcular apenas os ângulos entre VCLs não neces-
sitamos guardar as matrizes Gk nas etapas anteriores uma vez que a eq. (3.29) é valida.
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Uma prova matemática formal sobre a convergência dos VCLs para as regiões estáveis e
instáveis do espaço tangente obtidas pelo algorítimo de Ginneli pode ser encontrada em
[52].
3.5 Exemplos Numéricos
Nesta seção iremos apresentar alguns exemplos numéricos da utilização dos ângulos
entre VCLs para sistemas de baixa dimensionalidade. Primeiramente para o teste de caos
hiperbólico no mapa bidimensional de Hénon. Em seguida mostraremos a capacidade de
antecipação de picos com grande amplitude para o sistema de Lorenz e também para o
oscilador de Rössler
3.5.1 Mapa de Henón
Os sistemas mais simples para o calculo de ângulos entres os VCLs são os mapas
bidimensionais, pois possuem apenas dois VCLs. Este tipo de análise é interessante pois o
pode utilizado para caracterização de caos hiperbólico como nas Referencias [19, 50, 53].
Aqui ilustraremos o procedimento para mapa de Hénon da equação (3.14), utilizando
a = 1,4 e b = 0,3, encontramos os vetores v1 e v2 e calculamos ângulo entre as variedades




. A figura (13)
mostra o atrator de Hénon e os respectivo ângulos entres as direções das variedades estáveis
e instáveis. Notamos que para a região onde as flechas apontam que existem tangência
entre as variedades, ou seja, o ângulo entre os VCLs é zero indicando, a não hiperbolicidade
nesta região. Também na figura 13 (b) temos a distribuição dos ângulos entre as variedades
em toda a dinâmica.
Figura 13 – (a) Atrator de Hénon e em cores os ângulos entres as variedades estável e instável.
As flechas indicam onde exitem tangências entre as variedades; (b) Distribuição dos
ângulos entre as variedades.
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3.5.2 Prognostico em sistemas caóticos
Aqui revisitamos alguns resultados práticos da utilização dos VCL para antecipação
de picos com grandes amplitudes em séries temporais de sistemas caóticos. O método
proposto Beims e Gallas em [22, 21] que se baseia no alinhamento entre os VCLs. O
primeiro sistema que analisamos foi o sistema de Lorenz [54] descrito pelo conjunto de
equações
ẋ = σ(y − x)
ẏ = −xz + ρx − y (3.30)
ż = xy − βz.
Integramos e eq.(3.31) utilizando método Runge-Kutta de quarta ordem [55] utilizando os
parâmetros σ = 10, ρ = 28 e β = 8/3. Evoluímos tanto as equações não lineares como as
equações linearizadas do espaço tangente, com um passo h = 0,01. Também descartamos
um tempo transiente de 107 passos tanto na dinâmica para frente no tempo quanto para
dinâmica reversa e salvamos os posteriores 104 passos de integração e calculamos os VCLs
e também os respectivos ângulos entre eles. Na Figura 14 mostramos a série temporal da
variável x(t) em pontos e o código de cores se refere ao Ângulo θ12, entre a variedade instável
e a variedade central (fluxo). Ainda em preto mostramos a serie temporal da derivada do
ângulo formado pelo dois primeiros VCL θ̇12. É possível notar que para os maiores picos
em x o Ângulo θ12 é sempre 0 radianos ou π radianos, indicando o alinhamento dos VCLs.
Também é notável que antecipadamente aos picos de grande amplitude surge um pico na
série temporal de θ̇12 que indica o caráter preditivo desta quantidade. Já na Figura 15 (a)
mostramos o espaço de fase para o sistema de Lorenz e em cores o Ângulo θ12 a fim de
mostrar a estrutura local destes ângulo. Na Figura 15 (b) mostramos em cores a derivada
θ̇12 percebemos que quando x se aproxima dos extremos o valor de θ̇12 torna-se 0.
O segundo exemplo trata do oscilador de Rössler que descrito pelo conjunto de
equação adimensionais
ẋ = −y − z
ẏ = x + ay (3.31)
ż = bx + z (x − c)
com a = 0,38, b = 0,3 e c = 4,82 o sistema de Rössler é um bom candidato para a
validação do método uma vez que a variável z apresenta picos de grandes amplitudes.
Para este sistema em especificamente as encontramos melhores propriedades preditivas
do alinhamento entre os VCLs analisando o ângulo entre as variedades central e estável.
Na Figura 16 mostramos a serie temporal da variável z em cinza, em azul esta a série
temporal do valor negativo da derivada do ângulo, −|θ̇23|, para uma melhor visualização.
Ainda na Figura 16 vemos que os picos da série temporal −|θ̇23| antecedem os picos da
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Figura 14 – Em cores temos a série temporal da variável x para sistema de Lorenz eq. 3.31, em
que as cores indicam o Ângulo entre a variedade instável e a variedade central, em
preto a serie temporal da derivada do Ângulo θ̇12 em relação ao tempo.
Figura 15 – (a) Atrator de Lorenz e perfil espacial dos ângulos entre a variedade instável e central
ao longo da trajetória no espaço fase; (b) perfil de θ̇12 ao longo da trajetória no
espaço de fase.
variável z e as barras vermelhas indicam o tempo de predição para estes picos. Também
traçamos o perfil do θ23 ao longo do atrator com a finalidade de mostrar a região no espaço
de fase na qual ocorre o alinhamento entre as variedades.
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Figura 16 – Serie temporal da variável z para o oscilador de Rössler em preto, em azul está a
série temporal de−|θ̇23| e as barra vermelhas indicam o tempo de antecipação dos
picos em z.
Figura 17 – Atrator de Rössler e perfil espacial dos ângulos entre a variedade estável e central
ao longo da trajetória no espaço fase.
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4 VETORES COVARIANTES DE LYAPU-
NOV EM SISTEMAS ESPACIALMENTE
ESTENDIDOS
4.1 Rede de mapas acoplados
As redes de mapas acoplados (RMA) são modelos simples de sistemas dinâmicos
espacialmente estendidos por terem tanto tempo quanto espaço discretizados. Entretanto
ainda sim possuem uma rica dinâmica que nos auxilia no entendimento de sistemas
com muitos graus de liberdade. Esta abordagem foi introduzida em [25, 26, 56, 57] para
expandir as propriedades de caos temporal para os domínios espaciais e ser utilizada como
“toy-model"1 para o estudo do caos espaço-temporal. Entretanto as RMAs se mostraram
úteis na modelagem de vários fenômenos naturais, por exemplo na descrição da convexão
de calor [27], dinâmica da formação de nuvens‘[28], modelos ecológicos[29] e na simulação
de neurônios [30]. Aqui utilizamos a abordagem de Kaneko [25] para estudar os VCLs em
sistemas com alta dimensionalidade.
Utilizamos uma rede de mapas com acoplamento difusivo, ou seja , apenas os
primeiros vizinhos estão conectados e é descrito pela equação




f(xi−1k ) + f(xi+1k )
]
. (4.1)
Em que e é o parâmetro de acoplamento, em todas as nossas análises utilizaremos para
dinâmica local f(x) mapas quadráticos, isto é
f(x) = 1 − ax2. (4.2)
Dependendo da combinação entre os parâmetros a dos mapas e do parâmetro acoplamento
e da equação podemos obter uma grande diversidade de padrões espaço-temporais. Sendo
que, umas das principais característica de uma RMA é a de que quando escolhemos
um parâmetro a para o qual a dinâmica temporal de um único mapa é periódica esta
periodicidade se estende espacialmente. Exemplificaremos para o caso em que a = 1,33,
região de período-4 temporal, isto pode visto no diagrama de bifurcação deste mapa na
Figura (4). Na Figura 18 (a) mostramos como a periodicidade temporal se estende para
a rede espacial, neste caso utilizamos e = 0,1 e uma rede com 100 mapas. Isto é feito
plotando, após 1000 iterações, a sobreposição das amplitudes nos próximos k = 50 tempos
1 Toy model é um modelo matemático simplista, com muitos detalhes removidos, utilizado para explicar
um mecanismo de forma concisa.
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de iteração. Dizemos que o período é espacial pois é possível perceber que espacialmente a
maioria dos sítios possuem não mais que 4 valores de amplitude destintos. Ainda servindo-
se da Figura 18 (a) vamos introduzir a nomenclatura de kinks que são as quedas abruptas
na amplitude de xi e os anti-kinks que dizem respeito as ascensões abruptas da amplitude.
As regiões fechadas são chamadas de domínios. Em todos os casos que apresentaremos
aqui utilizamos as mesmas condições inicias, sendo elas






Um dos méritos desta RMA é o de reproduzir qualitativamente algumas classes
de padrões espaço-temporais. A maioria delas foram classificadas na Ref.[25], em um
primeiro momentos nossas analises se basearam nestes padrões. Iniciaremos pelo chamado
Padrão aleatório estático que formado com o aumento do parâmetro não linear a, saindo
da região periódica individual de cada mapa. Precisamente este padrão se manifesta com
a = 1,48 e e = 0,1 e mostrado na Figura 18 (b). Pode-se notar que períodos aleatórios
surgem formando domínios irregulares de vários, entretendo estes não se movimentam
espacialmente na rede e por isso recebe o nome de padrão estático.
Figura 18 – Sobreposição de 50 tempos diferentes de iteração para amplitude espacial de uma
RMA de mapas quadráticos com n = 100: (a) padrão periódico com a = 1,33 e
e = 0,3; (b) Padrão aleatório estático com a = 1,48 e e = 0,1.
A medida que aumentamos o valor do parâmetro a para a = 1,72 as fronteiras dos
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domínios começam a se mover criando domínios menores porém mais regulares. Este padrão
é chamado de padrão selecionado e supressão do caos, visualmente podemos dizer que o
comportamento caótico é suprimido, como mostramos na Figura 19 (a). Para a = 1,85 e
e = 0,1 é possível perceber algumas regiões irregulares com maior amplitude, destacado
na Figura 19 (b), estas regiões são chamadas de defeitos. Neste caso os defeitos movem-se
espacialmente durante a evolução temporal e quando se encontram aniquilam-se. Podemos
visualizar a dinâmica do defeito construindo um diagrama espaço-temporal binário. Sendo
x∗ um ponto fixo instavel de um único mapa, se xik for maior que x∗ pintamos um ponto
de preto, caso contrario deixamos em branco. Este digrama é mostrado na Figura 20 é
perceptível que os defeitos se propagam como um ruido aleatório e desaparecem quando
se encontram, este padrão é chamado de defeito browniano.
Figura 19 – Sob: reposição de 50 tempos diferentes de iteração para amplitude espacial de uma
RMA de mapas quadráticos com n = 100: (a) supressão de caos com a = 1,72 e
e = 0,1; (e) defeito browniano com a = 1,85 e e = 0,1.
Agora aumentando o valor do acoplamento para e = 0, com a = 1,68 induzimos
bursts intermitentes em algumas regiões tipicamente estacionárias. A Figura 21(a) apresenta
este caso em que encontramos domínios “‘mais"regulares o os domínios intermitentes, este
comportamento é denominado de competição de padrões. Por ultimo temos o chamado Caos
desenvolvido utilizando a = 1,95 e e = 0,1. Uma vez que estamos usando o acoplamento
difusivo o parâmetro e tende a levar o sistema ao equilíbrio mas como a dinâmica local
é modelada por um mapa caótico tende a ocorrer uma competição entre estes dois
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Figura 20 – Diagrama espaço-temporal binário, com x∗ ≈ 0,51 , para uma RMA de n = 100
mapas com parâmetros a = 1,85 e 0,1 (defeito browniano), com tempo discreto de
iterações de k = 16000 até 24000 em que os pontos são plotados a cada 50 iterações.
comportamentos porém para valores altos de a o comportamento caótico é dominante,
como mostrado na Figura 21(b).
Figura 21 – Sobreposição de 50 tempos diferentes de iteração para amplitude espacial de uma
RMA de mapas quadráticos com n = 100: (a) Competição de padrões com 1,68 e
e = 0,3;(b) Caos desenvolvido com valore de a = 1,94 e e = 0,1.
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4.1.1 Ângulo médio entre os VCL
Nesta seção aplicamos o procedimento numérico definido na seção 3.4.1 para calcular
a média dos ângulos entre VCLs para os casos apresentados na seção anterior para as
RMAs. Foram usadas aqui RMAs com n = 300 para obter uma melhor resolução das
figuras. Para primeira etapa da evolução em frente no tempo transiente utilizamos 5.103
iterações. Em seguida, na segunda etapa da evolução em frente no tempo, efetuamos
5.104 + 5.103, salvando as matrizes que são produto do procedimento de OGS. As ultimas
5.103 iterações desta etapa são deixadas para serem utilizadas como transiente para a
dinâmica reversa no tempo. A terceira etapa é o inicio da dinâmica reversa no tempo em
que deixamos as 5.103 iterações como transiente a fim que os coeficientes da expansão do
VCLs convirjam para seus reais valores. Por ultimo efetuamos as 5.104 iterações restantes
já calculando o ângulo entres todos os pares arbitrários dos VCLs conforme a eq. (3.29).






Na figura 22 (a) mostramos a média entre os ângulos absolutos de pares arbitrários
de VCLs i e j para o padrão aleatório estático de uma RMA de 300 mapas quadráticos
com a = 1,48 e e = 0,1. Os elementos diagonais da figura representam o ângulo entre um
vetor com ele mesmo, que obviamente resulta em zero. Os pares que estão mais próximos a
diagonal apresentam uma menor média o que pode indicar que entre estes pares os ângulos
podem assumir um intervalo maior de valores. A medida que a um afastamento entre os
VCLs o valor médio se aproxima cada vez mais de π/2 que indica ortogonalidade entre
eles.
Para o caso de supressão de caos, o valor médio dos ângulos entre os VCLs é
apresentado na Figura 22 (b). Neste caso é perceptível algumas regiões circulares (azul
escuro) entre os primeiros VLCs próximos a diagonal de menor valor. Também a uma
região quadrada bem delimitada em ciano aproximadamente em j = i = 175 em que
pequenas regiões que apresentam pontos pretos indicando ângulos médios em π/2. Após
esta região quadrada os valores médios se aproximam cada vez mais de π/2. Para o defeito
browniano, Figura 22 (c), vemos a formação de uma estrutura em formato de “pipa” com
uma fronteira em preto seguida de uma nova região em ciano. Já na Figura 22 (d), que
diz respeito aa competição de padrões temos uma região em ciano esparsa,porém para os
VCLs mais afastados a ortogonalidade se mantêm. O ultimo caso é o do caos desenvolvido
em que novamente a estrutura em ciano com formato de “pipa”, mostrada na Figura 22
(e) porém mais alongada em comparação ao coso do defeito browniano.
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Figura 22 – Média temporal dos ângulos entre VCLs: (a) Padrão aleatório estático com a = 1,48
e e = 0,1; (b) Supressão do caos, com a = 1,72 e e = 0,1; (c)Defeito browniano, com
a = 1,85 e e = 0,1; (d) Competição de padrões, com a = 1,68 e e = 0,3; (e) Caos
desenvolvido a = 1,94 e e = 0,1.
4.1.2 Espectro de Lyapunov dominância da decomposição de Oseledets
Nesta seção calculamos o espectro de Lyapunov para os casos apresentados anteri-
ormente. O calculo foi feito em duas etapas primeiramente através dos VGSs na dinâmica
para frente no tempo e também utilizando o fator de crescimento dos VCLs obtidos na
dinâmica reversa, ou seja, através do limite assintótico dos ELTF. É importante deixar
claro que os ELs obtidos na dinâmica reversão nos da a taxa de contração do espaço de fase,
então em magnitude são iguais porém diferem no sinal. Em nossos resultados mostraremos
os espectro calculado a partir da dinâmica reversa multiplicado por um fator−1. Fazemos
isto para mostrar que o espectro de Lyapunov calculado a partir da dinâmica reversa é
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mesmo calculado para frente no tempo a menos de um sinal .
Os Resultados obtidos para o espectro de Lyapunov estão mostrados na Figura
23. Comparando os dois primeiros casos da Figura 23, (a) padrão aleatório estático, com
(b) padrão de supressão de caos, podemos notar que apesar do valor que controla a não
linearidade a ser maior para o segundo caso existe um comportamento emergente ordenado
que é comprovado pela existência de um menor número de ELs positivos. Na Figura 23(c)
temos o espectro de Lyapunov para o caso de competição de padrões e na Figura 23(d)
para o defeito browniano. Na ref. [25] foi mostrado que numero de defeitos para esta
situação, de defeito browniano, é proporcional ao número de ELs positivos. Por ultimo,
na Figura 23(e), temos caos totalmente desenvolvido e como era de se esperar existe um
numero maior de ELs positivos.
Um quantificador que ajuda a classificar os VCLs proposto por Takeuchi e colabora-
dores em [58] é a chamado de Dominância da Decomposição de Oseledets (DDO)2, que nos
da informação do isolamento dos subespaços de Oseledets devido ao ordenamento das taxas
locais de expansão. Dizemos que existe uma dominância na decomposição dos espaços de
Oseledets, ou VCLs, se para i > j a relação λ̄i(t) > λ̄j(t) entre os ELTF se cumpre. Esta
quantidade é significante uma vez que foi provado matematicamente em [59, 60] que a
DDO implica na ausência de tangências entre os VCLs. A DDO é quantificada a partir de
Δλ̄i,j(t) = λ̄i(t) − λ̄j(t). (4.5)
Nós calculamos o número de vezes que ocorre a violação da DDO em um determinado
tempo através da expressão, conforme [58, 24]
νij = 〈1 − Θ(Δλ̄i,j(t))〉. (4.6)
A função Θ(x) é a função degrau, definida como
Θ(x) =
⎧⎨
⎩ 0 x < 01 x ≥ 0 . (4.7)
Os brakets na eq. (4.6) indicam a média temporal, uma vez que νij = 1 significa que ocorre
a violação da DDO em todos os tempos entre os subespaços indexados por i e j. Caso
νij = 0 nenhuma violação de DDO ocorre no tempo calculado. Calculamos esta densidade
de violação da DDO para os padrões anteriormente citados como mostra a Figura 24.
Enfatizando que para o cálculo de νij utilizamos o mesmo número de mapas e os mesmos
tempos de iterações de quando calculamos a média dos ângulos entre os VCLs.
É possível perceber a relação da violação da DDO com o espectro de Lyapunov. Por
exemplo comparando a Figura 24 (a) com a Figura 23 (a), para o padrão aleatório estático.
Nota-se que a quebra qualitativa no espectro acontece na mesma região em a violação da
2 O nome original em inglês é Domination of Oseledets Splitting com a sigla DOS.
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DDO começa a diminuir. Aproximadamente a partir de i ≈ 225 a i ≈ 300 e j ≈ 0 a j ≈ 150,
a região em preto indica que não há violação da DDO. No comportamento de supressão de
caos a violação da DDO mostrada na Figura 24 (b). Onde há um decaimento moderado
na violação a partir do índice i = 250. Na Figura 24 (c) a violação DDO prevalece na
maioria da região, no sentido não haver regiões de violação nula. Acreditamos que este
comportamento acontece pois os ELs estão muito próximos uns dos outros no espectro. No
próximo caso, o da competição de padrões, onde existe uma quebra significativa espectro
de Lyapunov mostrado na Figura 23 (d) em i ≈ 200. A Figura 24 (d) mostra uma região
grande onde a violação da DDO é nula a partir deste índice exceto pela região próxima a
diagonal da figura. Para o caos desenvolvido os valores dos ELs também estão próximos e
a violação da DDO também prevalece, isto é mostrado na Figura 24 (e).




Figura 23 – Espectro de Lyapunov via dinâmica para frente no tempo (vermelho) para traz no
tempo a menos de um fator−1, calculados em um tempo discreto de 5.104 iterações
após um transiente de 5.103 iterações nas duas dinâmicas: (a) Padrão aleatório
estático com a = 1,48 e e = 0,1; (b) Supressão do caos, com a = 1,72 e e = 0,1;
(c)Defeito browniano, com a = 1,85 e e = 0,1; (d) Competição de padrões, com
a = 1,68 e e = 0,3; (e) Caos desenvolvido a = 1,94 e e = 0,1.
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Figura 24 – Densidade da violação da DDO para a RMA: (a) Padrão aleatório estático com
a = 1,48 e e = 0,1; (b) Supressão do caos, com a = 1,72 e e = 0,1; (c)Defeito
browniano, com a = 1,85 e e = 0,1; (d) Competição de padrões, com a = 1,68 e
e = 0,3; (e) Caos desenvolvido a = 1,94 e e = 0,1.
4.2 Estados Quimera
Um padrão espaço-temporal é definido como estado quimera segundo Abrams and
Strogatz [32], quando para um sistema de osciladores idênticos este padrão pode ser divido
em duas estruturas coexistentes. Na primeira encontram-se oscilações coerentes e uma
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certa população de osciladores está sincronizada, e a segunda é formada por oscilações
incoerentes onde não ocorre sincronização. Os estados quimera ocorrem em vários modelos
de sistemas espacialmente estendidos, equações diferenciais parciais, mapas acoplados e
autômatos celulares. Entretanto, nosso foco é no estudo dos estados quimera em osciladores
de fase acoplados. Existe algumas condições básicas para observar este comportamento
nestes osciladores [61, 62]: (i) um meio discreto representado por uma numero grande de
osciladores distribuídos espacialmente; (ii) o acoplamento entre os elementos da rede deve
ser não local e também (iii) um parâmetro de defasagem entre os osciladores ou um atraso
no acoplamento.
O sistema que utilizamos é formado por uma rede de osciladores de Kuramoto-
Sagakuchi [63] com acoplamento não local, dado por
φ̇i(t) = ωi − 12R
i+R∑
j=i−R
sen (φi(t) − φj(t) + α) , (4.8)
com i = 1,2,3 . . . ,n sendo os índices de cada oscilador na rede, sendo φi e ωi respectivamente
a fase e a frequência natural do i-ésimo oscilador e α ∈ [0,π] o parâmetro de defasagem.
Diferente da seção anterior em que os mapas eram acoplados apenas aos seus primeiros
vizinhos, agora cada oscilador é acoplado com um raio de R elementos a sua direita e R
a sua esquerda, que é denominado acoplamento não local. A rede também possui uma
condição de contorno periódica (anel), isto é, para n osciladores φn+i = φi, como ilustrado
na Figura (25).
Figura 25 – (a) Representação das conexões de um oscilador (traço azul) com acoplamento não
local de raio R = 3. (b) Representação de uma rede da ligação de 100 osciladores
com acoplamento não local de raio R = 30.
No sistema Kuramoto-Sagakuchi é possível identificar três comportamentos diferen-
tes de interesse que dependem apenas do parâmetro de defasagem α quando consideramos o
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mesmo número de osciladores e raio de acoplamento. Para obtenção destes comportamentos
é também necessário uma boa escolha do estado inicial conforme [32, 64], e é
φi(0) = 6 ηi e−0,76 ρ
2
i . (4.9)
este estado inicial, divide a população de osciladores em um ambiente parcialmente coerente
e outro ambiente parcialmente incoerente. Os valores para ρi são igualmente distribuídos





. Para n = 150 elementos na rede com raio de acoplamento R = 0,30 n,
utilizamos o método de Ruge-Kutta de quarta ordem [65, 55] para evolução da eq. (4.9),
com passo integração fixo de h = 0,05, descartando um transiente de 103 unidades de
tempo e computamos por mais 5.102 unidades de tempo.
Primeiramente, com α = 1,37 temos o caso em que ocorre a sincronização completa.
Na figura 26(a) mostramos o diagrama espaço temporal para este caso, na Figura 26
(b) temos o perfil espacial para a rede para um tempo t = 1200, que mostra que os
osciladores possuem a mesma fase. Para α = 1,47 temos a formação do estado quimera no
diagrama espaço-temporal,como mostra a Figura 26 (c), é nitidamente notável a separação
entre as regiões coerente (sincronizada) e incoerente (não sincronizada) bem como o perfil
espacial para o tempo t = 1200, Figura 26 (d). O ultimo caso é quando não existe mais
sincronização, α = 1,57, percebe-se que as fases estão distribuídas desordenadamente no
perfil espacial da Figura 26 (f) e evoluem de mesmo modo no tempo, como mostra Figura
26 (e).
Para ter uma constatação não apenas gráfica da sincronização e também com a
finalidade de quantificar o quão sincronizados os osciladores estão, calculamos o parâmetro
de ordem de Kuramoto que é uma ferramenta de diagnóstico de sincronização baseada na
diferença de fases entre fasores no plano complexo, que são as mesmas entres os osciladores.









em que i é unidade imaginária e r ∈ [0 , 1]. Interpretamos o valor do parâmetro de ordem
da seguinte forma: Se r(t) = 1 retrata a total sincronização, se r(t) = 0 significa que não
existe sincronização e valores intermediários indicam a sincronização parcial. A evolução
do parâmetro de ordem é exibido para os três casos anteriores na Figura 27.
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Figura 26 – Diagrama espaço-temporal (esquerda) e perfil espacial a (direita) para n = 150
osciladores de Kuramoto-Sakaguchi com acoplamento não-local e raio de acoplamento
R = 0,30 n (a) estados sincronizados α = 1,37; (b) Estados quimera α = 1,47; (c)
Estados dessincronizados α = 1,57.
4.2.1 Espectro de Lyapunov
Para os três comportamentos abordados da rede de osciladores de Kuramoto-
Sakaguchi, computamos o espectro de Lyapunov tanto com a dinâmica para frente no
tempo utilizando os VGSs como também para trás no tempo através do limite assintótico
dos ELTFs. Usamos o mesmo artificio de multiplicar o espectro da dinâmica reversa por −1.
Para os EL calculados na dinâmica para frente no tempo utilizamos o procedimento OGS
conforme a seção 3.2, evoluindo os VGSs a partir da matriz Jacobiana cujo os elementos
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Figura 27 – Evolução do parâmetro de ordem de Kuramoto r(t) para os osciladores de Kuramoto-
Sakaguchi para os casos: (i) α = 1,37 sincronizado (ciano) o parâmetro se mantêm
contante e igual a 1,0 indicando a total sincronização; (ii) α = 1,47 quimera
(verde) onde existe o parâmetro de ordem oscila indicando sincronização parcial;
(iii) α = 1,57 incoerente (roxo) como esperado para este caso o parâmetro de ordem
é sempre menor do que os casos i e ii.






cos (φi − φk + α) δi,j+k, (4.11)
em que δm,n é o delta de Kronecker. E as equações linearizadas são escritas como δΦ̇(t) =
JδΦ. Para uma rede de 150 osciladores temos 22500 equações linearizadas, novamente
utilizamos o método de Runge-Kutta de quarta ordem para integração numérica com
3 · 104 passos após descartar 2 · 104 passos transientes, o tamanho do passo é de h = 0,05.
No caso do espectro de Lyapunov para a dinâmica reversa no tempo procedemos conforme
a seção 3.4.
O espectro de Lyapunov na Figura 28(a) refere-se à situação de sincronização. Nota-
se a ausência de ELs positivos, com λmax = 0 indicando, como esperado, a estabilidade.
Para o estado quimera, Figura 28(b), o espectro de Lyapunov exibe alguns ELs positivos
que decaem suavemente para um platô de ELs próximos a zero, este é um comportamento
típico de estados quimera. Na ref. [61] Wolfrum e colaboradores mostraram quanto maior
o numero de osciladores na rede menor é o número de ELs positivos, ou seja, os expoentes
positivos convergem para a região de plato próximo a zero. Ainda neste mesmo trabalho
[61] foi comprovado, que para o limite termodinâmico n → ∞ não exitem ELs positivos e
o número de ELs que estão no platô em zero são proporcionais ao número de osciladores
incoerentes. E Também o número de ELs negativos é proporcional ao número de osciladores
sincronizados.
Por ultimo temos o caso de oscilações incoerentes, exibido na Figura 28(c). Alguns
ELs positivos são encontrados mas a grande maioria esta na região de platô próxima a zero.
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Sumariamente, nota-se que para a sincronização os ELs se encontram em grande maioria
próximos a um platô negativo. Em estados quimera, o número de ELs próximos a zero
é proporcional ao número de osciladores não sincronizados e os negativos correspondem
aos sincronizados. O ultimo caso, onde não ocorre a sincronização todos, os ELs estão
próximos a zero.
Figura 28 – Espectros de Lyapunov calculados na evolução dinâmica para frente no tempo
(vermelho) e também para trás nos tempo (azul) para os casos: (a) Sincronizado
com α = 1,37 sincronizado, α = 1,37 ; (b) Estado quimera com fase α = 1,47 (c)
Para fase α = 1,57 não sincronizado.
4.2.2 Ângulo médio entre os VCLs e a violação da DDO
Nesta seção calculamos o ângulo médio entre os VCLs utilizando a definição (3.29)
com o valor absoluto do produto interno, que nos resulta em ângulos no intervalo de
[0, π/2], uma vez que estamos interessados no alinhamento ou não dos VCLs. A figura
29(a) mostra a média temporal dos ângulo entre todos os pares arbitrários de VCLs para o
estado sincronizado. Até um certo limite de i e j aproximadamente iguais a 60,Observamos
pares de vetores mais próximos que possuem em média ângulos menores. A região em
branco indica que estes vetores em média são sempre tangentes, após o limite de i = j = 60
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Figura 29 – Média temporal dos ângulos entre VLS para os osciladores acoplados: (a) Estados sin-
cronizados com α = 1,37; (b) Estados quimera α = 1,47; (c) Estados dessincronizados
α = 1,57.
em média todos os VCLs são ortogonais, exceto os pares idênticos de que são sempre
paralelos entre si. Para o estados quimera, onde ângulos médios são exibidos na Figura
29(b), este limite também é percebido em i ≈ 60 e j ≈ 155, depois desta região em média
os VCLs são ortogonais. Já a Figura 29(c), que representa a situação dessincronizada,
possui a mesma estrutura porém ampliada da situação anterior. O que acontece nesta
situação é que não existe um limite que a partir do qual a figura passa exibir apenas
regiões de ortogonalidade.
Os resultados para a densidade de violação da DDO apresentam propriedades que
caracterizam bem a diferença das três situações que investigamos. Na sincronização, a não
ser por pequenas regiões bem específicos, não ocorre a violação da DDO, como mostrado
na Figura 30 (a). Aqui encontramos uma ambiguidade em relação dos nossos resultados e o
que afirmam as referencias [58, 24], neste dois trabalhos os autores afirmam que a violação
da DDO nula implica a não tangência entres os VCLs. Se compararmos as Figuras 30 (a)
com 29 (a), pelo resultado da densidade de violação da DDO as não tangências médias
não poderiam ocorrer, este resultado continua em investigação.
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Figura 30 – Violação da DDO para os casos:(a) sincronizado α = 1,37 não existe violão da DDO
na maioria dos pares, exceto por alguns pontos bem específicos; (b) quimera α = 1,47
existem duas regiões onde νij é maior que corresponde aos modos dessincronizados e
a região onde νij possui valores próximos a zero corresponde aos modos sincronizados;
(c) α = 1,57 dessincronizado não existe região de νij nula indicando que para esse
caso só exitem modos dessincronizados; (d) Comparação entre a violação da DDO
com espectro de Lyapunov para situação de quimera, percebe-se a relação entre a
mudança de um modo para o outro.
Agora para o estado de quimera a uma diferença de entre violação da DDO na
região de decaimento dos ELs, dividida em duas regiões, a primeira onde a violação da
DDO é maior que corresponde a região do espectro com ELs positivos ou próximos de
zero, e uma região onde a violação de DDO é mínima que diz repeito a parte negativa do
espectro. Esse comportamento é comum em sistemas espacialmente estendidos conforme
[58]. Ainda sobre a ref. [58] os autores separam estas regiões denominando-as da seguinte
maneira, o número de modos com maior violação da DDO são chamados de modos físicos
e na região de pouca violação da DDO os modos são chamados de modos espúrios ou
modos isolados. Outra características destes modos é que os VCLs dos modos físicos se
tangenciam entre eles. Já os VCLs dos modos espúrios são ortogonais aos VCLs dos modos
físicos, e ortogonais aos diferentes VCLs destes modos.
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Também é feita a decomposição do espaço tangente em um subespaço físico
composto pelos modos físicos e o subespaço espúrio formado pelos modos espúrios. Takeuchi
e colaboradores [58] ainda afirmam que os modos físicos são responsáveis por carregar as
informações fisicamente relevantes para descrever o sistema [24]e os modos espúrios são
residuais. Porém em nossos resultado o que seriam os modos espúrios correspondem as
trajetórias sincronizadas que é uma informação relevante sobre a trajetória, e os modos
físicos correspondem a região de não sincronização. Note que não estamos associando
diretamente os VCLs vi ou os ELs λi, com as fases φi dos osciladores. Estamos associando
o comportamento dessincronizado com a região dos espectro de Lyapunov próxima de
zero. E o comportamento sincronizado com a região negativa do espectro de Lyapunov,
enfatizando que esta associação já foi feita na Ref. [61].
Daqui em diante no contexto de estados quimera chamaremos aos modos com
maior violação da DDO de modos dessincronizados e parte com violação nula de modos
sincronizados. Na figura 30 (c) observamos apenas modos dessincronizados.
4.2.3 Desacoplamento hiperbólico entre modos
Faremos agora a análise de como estão distribuídos os ângulos entre VCL da se-
guinte maneira, ângulo entre VCL das regiões dos modos dessincronizados-dessincronizados,
ou seja, tomaremos VCLs arbitrários desta região e vamos observar como se distribuem os
ângulos entre eles. Também vamos proceder desta forma para os modos dessincronizados-
sincronizados e sincronizados-sincronizados. Na Figura 31 (a) são mostradas a s distri-
buições entre alguns ângulos arbitrários, nota-se que para pares de vetores próximos na
região dos modos dessincronizados varrem um número maior de ângulos entre [0,π], como
exemplo temos a distribuição de dos ângulos (55,57) (roxo escuro) a distribuição apresenta
uma maior uniformidade, o mesmo acontece para o par (61,67) (azul claro). Ainda na
região do modos dessincronizados calculamos a distribuição para um par de vetores mais
distantes, (4,40) (roxo) vemos que em média o ângulo é π/2 mas ainda há um alargamento
na distribuição, entre o par (10,100) com média também igual a π/2 porém com um
menor desvio. As distribuições de ângulos entre as regiões de modos dessincronizados e
sincronizados, (35,120) (vermelho), estão bem localizadas em torno de π/2. No contexto dos
modos sincronizados pares próximos em média são ortogonais também com a distribuição
bem concentrada. Na Figura 31 plotamos o ângulo mínimo entre todos os pares de VCLs
para observar quando ocorre pelo menos uma tangencia entre os vetores.
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Figura 31 – (a) Distribuição de frequência normalizada de ângulos entre VCL em escala loga-
rítmica no eixo y, detalhes no texto; (b) Ângulo mínimo entre pares arbitrários de
VLCs para o estado quimera nos osciladores de Kuramoto-Sakaguchi acoplados.
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5 CONSIDERAÇÕES FINAIS
Revisamos a literatura recente sobre o tema vetores covariantes de Lyapunov
partindo dos métodos propostos em [1, 3] nos quais é introduzido algorítimo dinâmico
para a obtenção destes vetores, exemplificamos o caso para um sistema simples, mapa
de Hénon, em que os ângulos formado pelos VCL são capazes de detectar facilmente
propriedades referentes a (não) hiberbolicidade nesse sistema, uma vez que estão alinhados
as variedades, acusando as regiões de tangência entre as variedades instável e estável.
Também revisitamos alguns resultados presentes em [22, 21] e examinamos o carácter
preditivo na analise de ângulos formados pelos VCLs para o sistema de Lorenz e para o
oscilador de Rossler, em que os resultados mostram que o alinhamento entre os VCLs são
capazes de antecipar picos de grande amplitude.
No que diz respeito À análise dos VCLs em sistemas espacialmente estendidos
utilizamos dois modelos que possuem diversos comportamentos de interesse. Primeiro, em
uma rede da mapas acoplados com acoplamento difusivo, calculamos a média temporal
dos ângulos formados por todos os pares de VCLs para os padrões definidos em [25],
que em média estão próximos de π/2 porém é possivel observar algumas estruturas de
ângulos menores. Ainda para a RMA calculamos densidade de violação da DDO conforme
a proposto em [58] e observamos a relação da não violação com o decaimento do espectro
de Lyapunov.
Para os osciladores de Kuramoto-Sakaguchi analisamos três comportamentos,
sincronizado, quimera e dessincronizado. No caso onde existe a sincronização a uma região
onde em média sempre há tangências entre os vetores e um limite que a partir dele os
VCLs sempre são ortogonais. Entretanto, há ambiguidade neste resultados pois segundo
as referencias [58, 59, 60] quando existe a DDO, ou seja ela não é violada, não existe
tangência entre os VCLs. Para estados quimera também procedemos desta mesma forma.
Contudo a densidade de violação da DDO revelou duas regiões uma com maior densidade
de violação referente a de plato de valores próximos á zero do espectro de Lyapunov e
outra para a região negativa de menor ou quase nula violação da DDO. Esta divisão em
duas regiões em relação a violação da DDO é relatada na literatura como região de modos
físicos e modos espúrios [58], em nosso trabalho, no contexto de estados quimera, tomamos
a liberdade de chamar os modos encontrado de modos dessincronizados e sincronizados.
Mostramos através das distribuição de ângulos entre os VCLs que os vetores da região dos
modos sincronizados é sempre ortogonal aos vetores da região dos modos dessincronizados
que pode indicar o desacoplamento hiperbólico entre as duas regiões.
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