We establish sharp upper and lower bounds of Gaussian type for the heat kernel in the metric measure space satisfying RCD(0, N) ( equivalently, RCD * (0, N)) condition with N ∈ N \ {1} and having maximum volume growth, and then show its application on the large-time asymptotics of the heat kernel, sharp bounds on the (minimal) Green function, and above all, the large-time asymptotics of the Perelman entropy and the Nash entropy, where for the former the monotonicity of the Perelman entropy is proved. The results generalize the corresponding ones in Riemannian manifolds and also in metric measure spaces obtained recently by the author with R. Jiang and H. Zhang in [21] .
Introduction
Let K ∈ R and N ∈ [1, ∞). In the pioneer works of Lott-Villani [27] and Sturm [39, 40] , a notion of Ricci curvature bounded from below by K and dimension bounded above by N in the metric measure space (X, d, µ), called the curvature-dimension condition and denoted by CD(K, N), was proposed independently by the aforementioned authors (note that only the cases CD(0, N) and CD(K, ∞) are considered in [27] ). A lot of work on the study of functional and geometric implications in the CD(K, N) space has been done since then; refer to [41, Part III] for an elaborate presentation of the theory. Recently, Ambrosio-Gigli-Savaré [5] introduced the Riemannian curvature condition, denoted by RCD(K, ∞), which is stronger than the curvature-dimension condition CD(K, ∞) in the sense by requiring additionally the space to be infinitesimally Hilbertian, and established the equivalence between the RCD(K, ∞) condition and the curvature-dimension condition in the sense of Bakry-Emery [9] (see [6] ). ErbarKuwada-Sturm [15] introduced the Riemannian curvature-dimension condition with N finite, denoted by RCD * (K, N) (see also [7] ), which is a strengthening of the reduced curvature-dimension condition CD * (K, N) introduced in [8] . Let (X, d, µ) be an RCD * (K, N) space with K ≤ 0 and N ∈ (1, ∞). In a recent joint work [21] , by using the comparison result (see e.g. Lemma 3.3 below), the author with R. Jiang and H. Zhang established the following heat kernel upper and lower bounds of Gaussian type. More precisely, if K = 0, then given any ǫ > 0, there exists a constant C 1 (ǫ) > 0 such that
for all t > 0 and all x, y ∈ X; if K < 0, then given any ǫ > 0, there exist constants C 2 (ǫ), C 3 (ǫ) > 0 such that
for all t > 0 and all x, y ∈ X.
In this note, we show more explicit and sharper upper and lower bounds of Gaussian type for the heat kernel in the RCD(0, N) space (equivalently, RCD * (0, N) space) with N ∈ (1, ∞) by assuming additionally that N is an integer and the space has maximum volume growth, which is also a generalization of the result established in the Riemannian manifold (see [24] ). And then we show some applications.
In what follows, we give a short introduction of the RCD(K, N) space and present some known results in Section 2. In Section 3, we establish the sharp heat kernel lower and upper bounds. Finally, in Section 4, we show the large-time asymptotics of the Perelman entropy and the Nash entropy, where for the former, we prove the monotonicity of the Perelman entropy, and for the later, it is a direct application of our sharp heat kernel bounds.
Preliminaries
In this section, we briefly recall some basic notions and several auxiliary results. More details can be found in [5, 3, 1, 17] . Let Let µ be a σ-finite Radon measure on (X, d) with support the whole space X. Throughout the work, we call the triple (X, d, µ) the metric measure space. 
Sobolev spaces and the Laplacian

Definition 2.1 (Test Plan
It then follows from a compactness argument that, for each f ∈ S 2 (X) there exists a unique minimal G in the µ-a.e. sense such that (2.2) holds. We then denote the minimal G by |∇ f | w and call it the minimal weak upper gradient following [4] .
The inhomogeneous Sobolev space W 1,2 (X) is defined as S 2 (X) ∩ L 2 (X), which equipped with the norm 
where the infimum is intended as µ-essential infimum.
The inner product ∇ f , ∇g is linear and satisfies the Cauchy-Schwarz inequality, the chain rule and the Leibniz rule (see e.g. [17] ).
With the aid of the inner product, we can define the Laplacian operator as below. 
Definition 2.5 (Laplacian
We denote h as ∆ f and call it the Laplacian of f . If f ∈ W 1,2 (X) and h ∈ L 2 (X), then we write f ∈ D(∆).
Notice that the Laplacian operator is linear due to that (X, d, µ) is infinitesimally Hilbertian. From the Leibniz rule of the inner product, it follows that if
Curvature-dimension conditions and consequences
Let (X, d, µ) be an infinitesimally Hilbertian space. Then the heat flow {e t∆ } t≥0 is linear. Denote by {P t } t≥0 the heat semigroup corresponding to the Dirichlet form E, W 1,2 (X) defined by
Moreover, in the RCD(K, N) space with K ∈ R and N ∈ (1, ∞), introduced in Definition 2.6 below, P t = e t∆ for all t ≥ 0. Now we recall the definition of the RCD(K, N) space. Let P (X) be the set of all the Borel probability measures on X, and let P (X, µ) be the subset of µ-absolutely continuous measures in P (X). Given two numbers K ∈ R and N ∈ (1, ∞), we set for any Note that from Definition 2.6, we can deduce that, for any
Recall that we call that the metric measure space (X, d, µ) is an RCD * (K, N) space with K ∈ R and N ∈ (1, ∞) if the same conditions in Definition 2.6 are satisfied with τ
See 
for every x, y ∈ X, coincides with the original one, i.e.,
Hence, we can work indifferently with either one of the distances d and d E . Recently, T. Rajala [33, 34] proved that a weak local L 2 -Poincaré inequalities hold in the RCD(K, N) space, and hence also a (strong) local L 2 -Poincaré inequalities hold by the doubling and geodesic properties and by applying [19 
for all s, t > 0 and µ-a.e. x, y ∈ X,
× X in the distribution sense (see also Definition 3.1 below). By the symmetry of the semi-group, p t is also symmetric, i.e., for every t > 0,
The doubling property and the local L 2 -Poincaré inequality imply that the function x → p t (x, y) is Hölder continuous for every (t, y) ∈ (0, ∞) × X, by a standard iteration argument; see e.g. [38, Section 3] . Moreover, P t is stochastically complete (see e.g. [36, Theorem 4] ), i.e., X p t (x, y) dµ(y) = 1, for any t > 0 and x ∈ X, (2.5) and, when K = 0, the following upper and lower estimates of Gaussian type hold:
where C(N) and C 0 (N) are positive constants depending only on N.
N. Gigli proved the following Laplacian comparison principle in [17] .
Here and in what follows, for
Finally, in what follows, we let N = {1, 2, · · · } and B(x, r) be the ball in (X, d) with center x and radius r > 0.
Sharp heat kernel bounds
The following lemmata are important in the establishment of the sharp heat kernel bounds presented below. Let Ω be an open subset of (X, d).
Definition 3.1. Let I be an open interval in R, and g ∈ L 2 (Ω). We call that a function u
: I → W 1,2 (Ω) satisfies the parabolic equation ∂ ∂t u − ∆u ≤ g, in I × Ω,
if for every t ∈ I, the Fréchet derivative of u, denoted by
In a similar way, one can define the solution to the parabolic equations
The first lemma is on the parabolic maximum principle for the heat equation. The proof is essentially from [18, Section 4.1] and can be simplified a little bit in our context. So we omit the proof here. We shall point out that the metric measure space (X, d, µ) is also locally compact under the RCD(K, N) condition with K ∈ R and N ∈ (1, ∞) (see [40, Corollary 2.4 
]).
Lemma 3.2 (Parabolic maximum principle
). Let (X, d, µ) be an RCD(K, N) space with K ∈ R and N ∈ (1, ∞). Fix T ∈ (0, ∞]. Assume that a function u : (0, T) → W 1,2 (Ω), with u + (t, ·) = max{u(t, ·), 0} ∈ W 1,2 (Ω) for any t ∈ (0, T),
satisfies the following equation with initial value condition:
Then u(t, x) ≤ 0 for any t in (0, T) and µ-a.e. x in Ω.
As an application of the Laplacian comparison principle in Lemma 2.9 and the parabolic maximum principle in Lemma 3.2, we derive the following heat kernel comparison results, which generalize the results obtained by Cheeger-Yau [14] and Li-Yau [25] . We should mention that the proof is more or less standard, which we present here for the sake of completeness. Let B(p, r) denote the ball in X with center p and radius r with respect to the metric d, and let M K,N be the complete and simply connected space form with sectional curvature K ∈ R and dimension N ∈ N. For any t > 0, denote by p t : Ω × Ω → R the Dirichlet heat kernel on Ω, and byp t :B(x, r) ×B(x, r) → R the Dirichlet heat kernel onB(x, r), which is a geodesic ball with centerx ∈ M K,N and radius r > 0 with respect to the distanced in M K,N . Forz ∈ M K,N , let dz be the volume measure in M K,N . 
be the solution to the heat equation in X with initial data h 0 , i.e.,
be the solution to the heat equation onB(x, r) with the Dirichlet boundary condition. It is easy to know that the rotational symmetry of h 0 implies that the functionh(t, ·) is also rotationally symmetric for every t > 0. Hence, we can writeh(t,ȳ) =h(t,d(x,ȳ)).
We claim thath
Indeed, letting∆ be the Laplacian on M K,N , we have that
in the distribution sense. By direct differentiation with respect todx, we derive from
which implies that (∆dx) ′ ≤ 0. Thus, by the assumption on h 0 , we prove the claim (3.1). Now leth(t, y) =h(t, d(x, y)). Combining the Laplacian comparison principle in Lemma 2.9, (3.1) and (3.2), we obtain that
Thus, the parabolic maximum principle in Lemma 3.2 implies that
for any t > 0 and µ-a.e. y in B(x, r).
In particular, for the second and last assertions, we need to approximate the characteristic function of B(x, λ) and the dirac function at x with a sequence of functions satisfy the requirement of h 0 , respectively.
The following result is borrowed from [20] (see also [16] for the case when the reference measure µ is a Borel probability measure), and we present it here for convenience.
Lemma 3.4 (Parabolic Harnack inequality
. Now we recall the definition of the Minkowski content which will be used in the proof of Theorem 3.12 below. Proof. On the one hand, by the doubling property in Lemma 2.7(i),
Thus, by the maximum volume growth, we derive that for any ǫ > 0, there exists A > 0 such that for any r ≥ A, it holds that µ(B(x, r)) ≤ (1 + ǫ)κ ∞ r N , and hence
On the other hand, it follows from Lemma 3.6 that the function (0,
is non-increasing, which immediately implies that if there exists r 0 ∈ (0, ∞) such that
, then, for all r > r 0 , we have that s(x, r) < Nκ ∞ r N−1 . Applying Lemma 3.6 again, we derive that for each r > r 0 ,
and hence
which is a contradiction. Thus, for any r > 0, we get that s(x, r) ≥ Nκ ∞ r N−1 , which is the last assertion.
Combing the above results, we finally reach the first assertion. 
The next result is a substitute for the co-area formula in Riemannian manifolds in our more general setting to some extent, which is important for the proof of Theorem 3.12 below.
In addition, if φ : R + → R + is a locally continuous and monotone function, then
and f dµ is locally Lipschitz continuous on (0, ∞), and hence, the required equality (3.4) holds. Without loss of generality, assume that the function φ : R + → R + is locally continuous and monotonically decreasing. Let r > 0. For any δ > 0, note that for any
and, if f is non-positive, then
Thus,
which completes the proof of (3.5). The proof of (3.6) is similar.
Now we present the main result in the next theorem. Fix a point x ∈ X. For N ∈ N, let ω N be the volume of the unit ball in R N . For any r > 0, set
Then from Lemma 2.7, it is immediate to know that, in the RCD(0, N) space with N ∈ (1, ∞), the function r → κ x (r) is locally Lipschitz continuous in (0, ∞), and monotonically decreases to κ ∞ as r increases to ∞. Now we present the main result in this section in the next theorem. 
and 9) where C N is a positive constant depending only on N, κ x (·) is defined in (3.7), and β is given by
Remark 3.13. We should mention that the idea of proof of the theorem is from [24] . Note that, due to our calculation, on the one hand, the constant C N in (3.8) above depends only on N, while the constant in the expression of the heat kernel upper estimate in [24, Theorem 2.1] depends not only on N but also on κ ∞ , and on the other hand, from Lemma 3.6, we have
, but what we need in the proof of Theorem 3.12 is a lower bound on s(x, r) (see Lemma 3.9 above). For the latter, the cost is that κ ∞ goes into the definition of β (see (3.10) above). So we should present the detailed proof here.
Proof of Theorem 3.12.
(1) We first prove the lower bound of the heat kernel. Let y ∈ X. Applying the parabolic Harnack inequality in Lemma 3.4, we deduce that for any δ > 0 and any z ∈ X,
Combining with the heat kernel comparison result in Lemma 3.3, we have for any R > 0,
which is
where d(z, y) = d(z,ȳ) and we used the parabolic Harnack inequality in the last line. Since µ(B(x, R)) = κ x (R)R N , setting R = δd(x, y), we have
ȳ).
Letting s = (1 + δ) 2 t, we obtain that for any δ > 0, 
for some constant
With the fact that (see (2.5))
we apply (3.12) to deduce that
and hence,
Since κ x (r) decreases monotonically to κ ∞ as r increases to ∞, by the lower bound (3.12), (3.5) and (3.6), we derive that
which is bounded above by
since s(x, r) ≥ Nr N−1 κ ∞ by Lemma 3.9. Thus,
By the elementary identity
concerning the first term in the right hand side of (3.15), we have that 16) for some positive constant C 2 depending only on N. Similarly, by the integration by parts, there exist positive constants C 3 and C 4 depending on N such that
Substituting (3.16) and (3.17) into (3.15), we obtain that
where C 5 is some positive constant depending on N and
Since κ x (r) monotonically decreases to κ ∞ as r increases to ∞, by (3.11) and (3.18), we have
Choosing δ = ǫ 2N+1 and letting
we deduce from (3.19) that
for some positive constant C 6 depending only on N. Finally, combining (3.14) and (3.20), we finish the proof of the upper bound (3.8).
Remark 3.14. An immediate observation is that
where β is defined by (3.10).
Immediate applications of Theorem 3.12 are presented in the following two lemmas. The proofs are sketched since they follow the ones in the Riemannian setting; see [24, Section 2] . The first one is on the sharp bounds for the (minimal) Green function, defined by
for any x, y ∈ X. 
for any y ∈ X; in particular,
Proof. The estimate follows from the elementary equality: for any λ > 0 and y ∈ X, 
Large-time asymptotics of the entropy
In this section, we show the large-time asymptotics of entropies as our main application of Theorem 3.12. We first give definitions of the Perelman entropy and the Nash entropy in our non-smooth context. The former is introduced by G. Perelman as W -entropy in his celebrated paper [32] , which turned out to be an important tool in the study of the Ricci flow. Our definition is motivated from Ni [29, 30, 31] , where the similar entropy for the linear heat equation in the Riemannian manifold is studied. See also [26] for parallel studies on the linear heat equation with Laplacian replaced by Witten-Laplacian. The later is originated from J. Nash's seminal paper [28] .
Let (X, d, µ) be an RCD(K, N) space with K ∈ R and N ∈ (1, ∞), and let t > 0. We always fix x ∈ X. Define the Perelman entropy as
where f is defined by p = (4πt) −N/2 e − f . And define the Nash entropy as
The main result in this section is presented in the next theorem. 
In the following two subsections, we show the proof of the theorem.
Large-time asymptotics of the Nash entropy
Now we present the result on the large-time asymptotics of the Nash entropy. The method of proof, originated from [31] , is a direct application of the sharp heat kernel bounds presented in Theorem 3.12. 
Proof. Let t > 0. Note that lim s→∞ κ x (s) = κ ∞ and lim d(x,y)→∞ β = 0. Then, for any σ > 0, there is a sufficient big constant D such that, for any y ∈ X satisfying d(x, y) ≥ D, we have
and
We first show that
By the definition of N (p, t), the lower bound (3.9), and the stochastic completeness (2.5), we have
where we used the stochastic completeness (2.5) in the first equality. Applying Lemma 3.11 and (4.3), we obtain that
s(x, r) dr
It is easy to know that lim
By Lemma 3.9 and (4.1), we derive that
By direct calculation, we get
Hence,
Applying the upper bound (4.2) and Lemma 3.11, we have
It is obvious to see that lim
Note that we can also require that s(x, r) ≤ (1 + σ)Nκ ∞ r N−1 for any r > D. Then
Thus, combining (4.5), (4.6) and (4.7), we obtain that
Letting first σ → 0 and then ǫ → 0, we finish the proof of (4.4). Now we begin to show that
By the definition of N (p, t) and the upper bound (4.2), we have that
where we used (2.5) again in the last equality. Let
Then, by the lower bound (4.3), we deduce that
where
It is easy to see that
By Lemma 3.11, we have that
Applying Lemma 3.9 again, we derive that
Hence, it is clear that
Thus, combining (4.9) with (4.10) and (4.11), we finish the proof of the lower estimate (4.8).
Large-time asymptotics of the Perelman entropy
In this subsection, we show the large-time asymptotics of the Perelman entropy, which is presented in the following theorem. 
We should mention that the method of proof of Theorem 4.3 is originated from [29, 30] . Thus we first need to prove the monotonicity of the W functional with respect to the time variable. In a very recent manuscript [22] , R. Jiang and H. Zhang proved the monotonicity in the case when the metric measure space (X, d, µ) is compact by a different method.
Define
Hence, it is immediate to see that 
In order to prove Theorem 4.4, we need the following lemmas. Let δ > 0 and let 
, where ∆ 1 is the smallest closed extension of the generator of
Hence, for L 1 -a.e. t ∈ [0, T), we deduce that
where we have used the fact that ∆ 1 (P t g) = P t (∆ 1 g) for any g ∈ D(∆ 1 ) and t > 0 in the third equality and [11, Corollary 6.1.4] again in the forth equality.
Integrating both sides on [0,t] with respect to dt, we complete the proof.
The next one is borrowed from [20, Proposition 5.2] (see also [16] for the particular case when µ is a probability measure). 
Thus, for any t ∈ [0, T) and any 0
By approximation argument, the above inequality also holds for any 0 ≤ ψ ∈ L ∞ (X). Therefore, combining with the stochastic completeness, i.e., P t 1 = 1 for any t > 0, we arrive at W (p, T − t) ≥ W (p, T), which completes the proof.
In [29] , L. Ni showed that if M is a finite-dimensional complete Riemannian manifold with nonnegative Ricci curvature, then M has maximum volume growth is equivalent to that the Perelman entropy W (p, t) has a lower bound. The next theorem generalize this nice result to the non-smooth setting. Note that we do not require N ∈ N in the next theorem. , r) ) is monotonically decreasing as r increasing, we derive from (3.3) that µ(B(x, r)) ≥ κ ∞ r N for all r > 0. Then, by the heat kernel upper bound in (2.6), i.e.,
we obtain that
Conversely, suppose that there exists a constant A > 0 such that W (p, t) ≥ −A, for any t > 0. By the Li-Yau inequality (see [20] ), i.e., for any t > 0, |∇ y log p t (x, ·)| where we used the stochastic completeness in the first inequality and (4.12) in the second inequality.
Now we begin the proof of the large-time asymptotics of the Perelman entropy (see [30, page 371] N (p, t) .
Finally, combining Theorems 4.2 and 4.3 together, we finish the proof of Theorem 4.1.
