A cryptographic sequence generator, the modified self-shrinking generator (MSSG), was recently designed as a novel version of the self-shrinking generator. Taking advantage of the cryptographic properties of the irregularly decimated generator class, the MSSG was mainly created to be used in stream cipher applications and hardware implementations. Nevertheless, in this work it is shown that the MSSG output sequence, the so-called modified self-shrunken sequence, is generated as one of the output sequences of a linear model based on Cellular Automata that use rule 60 for their computations. Thus, the linearity of these structures can be advantageous exploited to recover the complete modified self-shrunken sequence from a number of intercepted bits.
Introduction
Symmetric key ciphers, also known as secret key ciphers [10, 12] , are characterized by the fact that the same key is used in both encryption and decryption processes. They are commonly classified into block ciphers and stream ciphers. As opposed to block ciphers, in stream ciphers the symbol size to be encrypted equals the size of each character in the alphabet. If we use a binary alphabet, then the encryption is performed bit by bit, that is, every bit in the original message (plaintext) is encrypted separate and independently from the previous or the following bits. Consequently, patterns in the plaintext are not recognizable in the encrypted message (ciphertext) and error propagation is very limited. Many of the technical characteristics of stream ciphers make them suitable for their use in telecommunication and low-level networks. Indeed, they are usually much faster than block ciphers and their implementation is clearly less expensive in terms of hardware gates and memory. From a short secret key, a stream cipher generates a long random looking sequence (keystream). Then, we can encrypt messages just bitwise XOR-ing the plaintext and the keystream to obtain the ciphertext. Later, decryption is performed by bitwise XOR-ing the ciphertext and the same keystream. In fact, this is a widely used approach for stream ciphers, called additive stream ciphers. A famous example of an additive stream cipher is the well-known one-time pad [10, 12] . Algorithms which generate keystreams from a secret key are called keystream generators.
Sequence generators based on Linear Feedback Shift Registers (LFSR) are very commom procedures to generate this keystream sequence used in stream cipher [5] . Sequences generated by LFSRs, PN-sequences, exhibit desirable cryptographic properties such as: long period, adequate statistics and good correlation. Nevertheless, due to their low linear complexity, LFSRs should never be used alone as keystream generators. In fact, their linear complexity has to be dramatically increased before such sequences are used for cryptographic purposes.
The keystream sequence generators based on irregular decimation were first introduced to break the linearity of the PN-sequences produced by LFSRs. However, it has been proven that this sort of generators can be modeled using linear structures based on cellular automata (CA) [3, 4, 1] . The modified self-shrinking generator is a new and different version of the self-shrinking generator [9] , introduced by Kanso in [7] . This generator uses an extended decimation rule based on the XORed value of a pair of bits. Although the keystreams generated have lower bounds on the period and linear complexity that are less than those of the self-shrinking generator, they are shown to provide a higher level of security against various well-known cryptanalytic attacks and demonstrated to possess better randomness properties [7] . However, in this work, we model these sequences in terms of linear cellular automata, which is a weakness of the generator. The length of these automata is the same as that of the linear complexity of the sequence.
The paper is organized as follows: In Section 2, the basic concepts required to understand the rest of the work are introduced. In Section 3, it is shown how to obtain the modified self-shrunken sequence through linear, regular, null cellular automata that use rule 60. In Section 4, a deterministic algorithm on recovering the complete sequence given a fixed number of intercepted bits is provided. Finally, this paper closes in Section 5 with some conclusions.
Preliminaries
The task of generating a keystream sequences from a short key can be implemented with a Linear Feedback Shift Register (LFSR) [5] . In fact, an LFSR is an electronic device with l memory cells (stages), shift to the adjacent stage and linear feedback to the empty stage. If the characteristic polynomial of the linear recurrence sequence is primitive, then the LFSR is said to be maximal-length and its output sequence has period 2 l − 1. This output sequence is called PN-sequence (pseudo-noise sequence) or m-sequence (maximal sequence).
The linear complexity, denoted by LC, of a sequence {s i } is defined as the length of the shortest LFSR that can generate such a sequence. The linear complexity is related with the amount of sequence needed to recover the whole sequence. In cryptographic applications, the linear complexity must be as large as possible.
The modified self-shrinking generator (MSSG) was introduced by Kanso [7] . The PNsequence generated by a maximum-length LFSR is self-decimated. The decimation rule is very simple and can be described as follows: Given three consecutive bits {a 2i , a 2i+1 , a 2i+2 },
The output sequence {s j } is known as the modified self-shrunken sequence (MSSsequence). If l is the length of the maximum-length LFSR that generates {a i }, then the linear complexity LC of the corresponding modified self-shrunken sequence satisfies:
and the period T of the sequence satisfies:
as proved in [7] . As usual, the key of this generator is the initial state of the register that generates the PN-sequence {a i }. The characteristic polynomial of the register, p(x), is also recommended to be part of the key. Now, a clarifying example is introduced. According to Wolfram's nomenclature [14] , the name rule 60 is due to the fact that 00111100 is the binary representation of the decimal number 60. In Table 1 , there is an example of a linear regular null CA with rule 60 and initial state (110).
Due to the randomness of the generated sequences and their quick generation, CAs are good basic elements for stream cipher applications. Several authors have proposed stream ciphers based on CA (see for instance [11, 2, 6] ). 
Modelization of the modified self-shrinking sequence
The aim of this section is to construct a family of CA that generates the MSS-sequence as one of their output sequences. The characteristic polynomial of the MSS-sequence is given by p LC (x) = (x + 1) LC , where LC is the linear complexity of the sequence. It is worth noticing that the characteristic polynomial of the sequence produced by the self-shrinking generator has the same form [4] .
Lemma 1. [1, Theorem 1] Let {s i } be a binary sequence whose characteristic polynomial is p n (x) = (x +1)
n . Then, the characteristic polynomial of the sequence {t i }, where
Last result helps us to introduce the following theorem.
Theorem 1. Given a MSS-sequence, there exists a linear, regular, null CA, with rule 60 that generates such a sequence in its most right column. The length of such a CA is LC, the linear complexity of the MSS-sequence.
Proof. Assume we put the MSS-sequence as the right most vertical sequence of a null CA that only uses rule 60. According to Lemma 1 and the recursive function of rule 60, the next vertical sequences (from right to left) have p i (x) = (x + 1) i , for i = LC, LC − 1, . . . , 1 as characteristic polynomials, respectively. The left most sequence will be the identically 1 sequence, since its characteristic polynomial is p 1 = (x + 1). The next sequences would be the identically 0 sequences. Therefore, there exists such CA that generates the MSS-sequence as one of its output sequences.
Let us see in illustrative example. It has period T = 16 and it is not difficult to verify that its characteristic polynomial corresponds to p 13 (x) = (x + 1) 13 . Thus, the linear complexity is LC = 13, and there exists a regular, null, CA of length 13 that generates it (see Table 2 ).
It is possible to check that the sequences of the CA have a well determined structure:
• The sequence in the most left column is the identically 1 sequence.
Recovering the MSS-sequence via CA Cardell and Fúster-Sabater 
• Then, there are 2 t−1 sequences of period 2 t , for 1 ≤ t ≤ l − 2.
• Finally, there are LC − 2 l−2 sequences of period 2 l−1 (including the MSS-sequence).
In Table 2 , it is possible to check that the most left sequence is the identically 1 sequence. Besides, there are one sequence of period 2, two sequences of period 4, four sequences of period 8 and five sequences of period 16.
On the other hand, it is worth noticing that rule 102, given by generates exactly the same vertical sequences in the CA but in reverse order. For instance, in Table 3 , we have a CA that uses rule 102 and generates the same sequences as those of the CA in Table 1 . As a consequence, the modelling developed from rule 60 can be equally developed from rule 102. Summarizing, we have constructed two families of linear, regular, null CA with rules 102 and 60 able to generate the modified self-shrunken sequence as one of its output vertical sequences.
Recovering the sequence
Assume LC is the linear complexity of the MSS-sequence. Given 2 · LC intercepted bits, it is possible to determine the shortest LFSR that generates such a sequence by means of the Berlekamp-Massey algorithm [8] .
We know that there exists a CA of length LC that generates the MSS-sequence. Besides, we know that its most left sequence is always the identically 1 sequence. Therefore, it is enough to intercept LC − 1 bits of the sequence, {s s s}, to recover the initial state, IS CA , of the CA and, consequently, to recover the complete sequence (see Algorithm 1) . Notice that this sequence amount is half the needed bits to apply the Berlekamp-Massey algorithm.
Furthermore, the number of XOR operations needed to compute the CA initial state is:
In Example 2, the MSS-sequence had period 16 and linear complexity 13. In Table 4 , we can see that intercepting 12 bits of the sequence (in bold), we can recover the complete initial state of the CA (in grey) and, thus, the complete sequence.
Furthermore, the number of XOR-operations needed to recover the initial state is given by:
Conclusions
Irregular decimation-based sequence generators have been designed to break the linearity of the PN-sequences generated by LFSRs. However, it has been proven that the output sequences of such generators can be modelled as the output sequences of linear CA. In fact, in this work the modified self-shrinking generator has been modelled by means of linear structures based on one-dimensional, regular, null CA with rule 60 (or 102). Moreover, given LC − 1 intercepted bits of the modified self-shrunken sequence, a deterministic algorithm has been proposed and developed to recover the whole sequence. Thus, the linearity of these cellular models can be advantageously used in the analysis and cryptanalysis of such keystream generators.
