













{HMM [Le Song et al., ICML2010]
{Kernel Bayes' Rule (KBR) [Fukumizu et al., NIPS2011]
{MDP [Grunewalder et al., ICML2012]
{ POMDP [Nishiyama et al., UAI2012]
カーネル平均： 再生核ヒルベルト空間内での特徴量平均．
P := EP [kX (; X)] 2 HX : (1)
カーネルサムルール [Le Song et al., ICML2009]
{サムルール：(X,Y)の入出力関係p(yjx)と入力(x)から出力q(y)を
推論する．
UY jX : () 7! Q() (2)
{カーネルサムルール：入力のカーネル平均から出力のカーネル平
均Qをノンパラメトリックに推論する．


























ネル平均(例：後述)．^Z = UZjY U^Y jX^Xにより推論．


























Initial Belief: prior kernel mean X1.
Observe: z1 2 Z
Filtering: X1jz1  Kernel Bayes' Rule
for t = 1 : T   1 do
Prediction Step: Zt+1jz1:t = U^ZjX UX 0jXXtjz1:t.
Observe: zt+1 2 Z
Filtering Step: Xt+1jz1:t+1  Kernel Bayes' Rule
end for 
図 2: 状態遷移(ut+1; vt+1)>=(1+ b sin(Mt+1))(cos t+1; sin t+1)>+&t,
&t,  N(0; 2hI2), t+1 = t + ; (mod2). 観測過程Zt =
g(ut; vt) + t; t  Laplace(0;  1L ). 右上図: (b;M; ; h;
p
2 1L ) =
(0; 8; 0:1; 0:2; 0:2), gは恒等写像. 左下図:(0:4; 8; 1; 0:2; 0:05), g(u; v) =






























































Figure 2: フィルタリング Figure 3: POMDP獲得報酬和
