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ABSTRACT
INTRODUCTION: Computational biology, diagnostic modalities, clinical patient results often involve 
working with high-dimensional data (p >> n). Penalized regression methods are often used on such data, 
as they can perform feature selection effectively. In particular, network penalized approaches also allow to 
model relationships between predictors, as often occurs when analyzing omics data. Unfortunately, the wide 
variety of such methods in literature leads to difficulty in choosing the most suitable one for a given dataset.
AIM: This paper focuses on a variety of regression methods and potential applications in computational bi-
ology and medical research.
MATERIALS AND METHODS: The following basic regression methods are briefly discussed: Ridge, 
Lasso, Elastic Net, and Grace. Their application in solving problems in medical research as well as in every-
day practice of the Modelling and Simulation research group at Medical University of Varna is demonstrat-
ed.
RESULTS AND CONCLUSION: Regression methods were successfully used to define the characteristics 
of the available materials with 3D printing technologies. Based on these, novel physical models were manu-
factured for x-ray imaging research use. Application of network-based regularization method was reviewed 
to be suitable for defining the relation between patient’s genotype and drug response.
Keywords: penalized regression, network-constrained regularization, x-ray physical imaging models, 
computational biology
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Epigenetics studies the heritable traits that can-
not be explained by changes in the DNA sequence (1). 
Examples of epigenetic mechanisms are DNA meth-
ylation and histone modification. These mechanisms 
adjust the expression level of genes (2), which allows 
organisms to dynamically adapt to changes in the 
environment. Disruption of gene expression levels is Received: October 18, 2021
Accepted: November 2, 2021
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Let X be a matrix of n rows and p columns, such 
that each column contains observed values of a par-
ticular variable and each row represents all the vari-
ables observed on an independent sample. Let us also 
define a vector y of length n containing the corre-
sponding observed values of an arbitrary variable of 
interest.
Linear regression is a method for modelling 
the relationships between a scalar dependent (tar-
get) variable y and a number of explanatory variables 
(predictors) X1, ..., Xp. It assumes that this relation-
ship is linear and assigns a regression coefficient βi to 
each predictor Xi, as well as a constant (offset) term 
β0. For i=1,2,.…, n, the linear regression model takes 
the form shown in Equation 1, i.e.,
 (1)
where  е is a random variable and represents 
noise, capturing all external factors influencing the 
target values, such as inaccuracy of measurement, 
and β=(β0, β1,..., βp)
T is a (p+1)-dimensional vector of 
coefficients that needs to be estimated.
An estimate  of the regression coefficients is 
typically obtained by minimizing an objective func-
tion S( ), i.e.,
     (2)
Since it is common practice to standardize (i.e., 
zero mean and variance 1) the columns of matrix X
and centre the response y before applying any of the 
regression method, we can assume that β0=0, there-
fore reducing the problem to estimating the p un-
known coefficients β1,..., βp.
Ordinary Least Squares Estimation
Ordinary least squares (OLS) is a well known 
method for estimating the unknown parameters β in 
a linear regression model. The coefficient estimate 
is obtained by minimizing the sum of squared devia-
tions of the model prediction from the observed val-
ues (Equation 3):
     (3)
Therefore, the loss function L in this context is 
the same as S and we have S(β) = L(β).
Penalized Regression
Penalized regression methods introduce a pen-
alty term, Pλ(β), to the objective function S(β) by add-
related to the development of various diseases, like 
cancer and diabetes (3). For example, the epigene-
tic deactivation of certain tumour suppressor genes 
commonly leads to the development of cancer (4,5). 
The expression levels of certain genes can therefore 
be used as additional tools in early diagnostics of 
cancer, as prognosis factors and, as predictors of re-
sponse to treatment.
Regression approaches are very popular since 
they explicitly describe the impact of different pre-
dictors onto one or more responses.  However, unique 
solutions for problems where the number of predic-
tors p is larger than the number of observations n do 
not exist.
Several penalized regression methods have 
been proposed to face such issue (6-8). More recently, 
network-based penalized approaches are often con-
sidered since they allow to directly incorporate rela-
tionships between variables that can be described in 
the form of a graph (9-13). Such cases include biolog-
ical networks where two adjacent nodes are connect-
ed if the corresponding variables have some biologi-
cal relationships (i.e. co-expression or a protein-pro-
tein interaction).
The various regression methods outlined in this 
work minimize different cost functions. As a result, 
each method exhibits specific strengths and weak-
nesses. The relative performance of the methods de-
pends on the dataset used. For this reason it is im-
possible to predict their effectiveness on an arbitrary 
real data set with no access to ground truth. Ensem-
ble-based approaches are often used to produce more 
robust results by aggregating different estimates in a 
consensus solution.
AIM
The aim of this work is to present and brief-
ly discuss the theoretical details of each of the con-
sidered linear regression approaches (Ridge, Lasso, 
Elastic Net, and Grace), their differences as well as 
practical applications, some realized by the research 
group. 
REGRESSION METHODS
This section introduces the notations and de-
scribes the main linear regression methods consid-
ered in this work.
Scripta Scientifi ca Medica, 2021; Online First
Medical University of Varna
Sivo Daskalov, Kristina Bliznakova
ing it to the loss function L(β). Pλ penalizes values of 
the unknown parameters β that are considered un-
realistic in the current context to obtain a better esti-
mation balancing the bias-variance trade off. Here, λ 
denotes a vector containing one or more regulariza-
tion parameters that can be used to balance the ef-
fect of the penalty. The general form of the objective 
function S(β) in the context of penalized regression is 
shown in Equation 4:
     (4)
The resulting estimator  depends on the 
choice of the parameters λ that need to be tuned from 
the data. For the sake of simplicity, in the following 
discussion we drop the explicit dependence on the 
parameter λ from the notation Pλ and  and in-
stead call them P and .
Ridge Regression
Ridge regression (6), also called Tikhonov or l2
regularization, is used to penalize large values in the 
estimate coefficient vector β. The penalty, shown in 
Equation 5:
     (5)
causes the parameter estimates to be shrunk, 
although still remain non-zero. As a result, l2 regu-
larization does not perform feature selection.
Lasso
The least absolute shrinkage and selection op-
erator (Lasso) was introduced by Tibshirani in (7). It 
produces a sparse coefficient vector, whose remain-
ing non-zero elements define a subset of the most 
relevant predictors. Model sparsity is especially im-
portant in high-dimensional problems, such as those 
arising when processing omics data. The l1 penalty, 
shown in Equation 6:
     (6)
performs both variable selection and 
regularization.
Elastic Net
The Elastic Net, suggested by Zou and Hastie, 
linearly combines the l1 and l2 penalties (8). This ap-
proach combines characteristics of the Lasso and 
Ridge methods. The elastic net penalty, shown in 
Equation 7:
  
     (7)
is adjusted by two hyperparameters, λ1 and λ2, 
one for each of the two penalty terms. Equivalently, 
the elastic penalty can be reparametrized as shown 
in Equation 8:
  
    (8)
where the hyperparameters α and r follow the 
dependencies α=λ1+λ2  and the ratio  de-
rived from Equation 7. Here, α controls the overall 
strength of the penalty, while the ratio r defines how 
much l1 and l2 contribute to the combined penalty. 
Specifically, in the case of r=1, the penalty is equiva-
lent to the Lasso. Similarly, when r=0, the penalty is 
equivalent to the Ridge Regression.
Network-Constrained Regularization
Various approaches for network-constrained 
regularization have been developed in recent years. 
They enable the use of prior knowledge expressed in 
the form of a network or a graph to be explicitly in-
corporated in the penalty term  and, hence, consid-
ered in the estimation process. The key idea is that if 
two predictors are related in the network, then there 
should be some relationships between their estimat-
ed coefficients.
For example, in case of omics data analysis, prior 
knowledge could be provided as a gene network rep-
resenting known interactions between genes. So the 
research interest could be modelling a certain phe-
notype through the gene expression profiles while 
accounting for coordinated functioning of genes in 
the form of biological pathways or networks. With-
in this context, it is more reasonable to assume that 
two neighbouring genes in a network are more likely 
to participate together in the same biological process 
than two genes far away in the network. Therefore, 
including biological knowledge about the predictors 
should lead to a better understanding of the data and 
improved (biological) meaningfulness of the results.
In addition, the network-penalized regression 
approaches are different from those based on the 
idea of group-variable selection (14) since they allow 
to perform both across-group-selection and within-
group selection.
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Let us consider a network that is represented by 
a weighted undirected graph G = (V, E, W), where V
is the set of vertices corresponding to the p predic-
tors, E is the set of edges and W contains their cor-
responding weights. An edge between the vertices u
and v is represented as u~v and its edge weight is de-
noted w(u, v). We define the degree dv of a vertex v as 
, where the sum is on all nodes 
u that are connected to v.
Grace
The first approach for network-constrained 
regularization was suggested by Li and Li (9). The 
alias Grace is derived from the method’s full name 
“GRAph Constrained Estimation”. The penalty 
function, shown in Equation 9:
   
    (9)
contains two terms: an l1 penalty for variable se-
lection and a second term that performs the network 
penalization.
The penalty is designed to smooth the parame-
ters β over the gene network. This is achieved by pe-
nalizing the scaled difference of the coefficients be-
tween neighboring vertices in the network. The pen-
alty encourages genes with a higher degree in the 
network (e.g., hub genes) to have larger coefficients.
Other
Recently published more complex approaches 
for performing network constrained regularization 
include aGrace (10), GBLasso (11), Linf (12), ALinf 
(12), TTLP and LTLP (13). 
APPLICATIONS
The following subsections present and discuss 
three main applications of some of the outlined re-
gression methods, as well as those related to the cur-
rent and future work of the Modelling & Simulation 
research group at the Medical University of Varna.
Ordinary Least Squares Estimation 
Applications
Ordinary least squares estimation was used to 
determine the linear and mass x-ray attenuation co-
efficients of materials. These coefficients are very im-
portant for studies concerning interaction of x-ray 
radiation with matter, since they indicate the frac-
tion of energy scattered or absorbed within the ma-
terial. The linear attenuation coefficient is the prob-
ability of a photon interaction with a given materi-
al, per unit path length. It is defined by the following 
relationship: 
     
Fig. 1. (a) Step-wedge phantom with three different thicknesses D1-D3, and cross area of H x W, (b) scanned physical 
phantom, (c) experimental setups used in determining the properties of the materials, and (d) x-ray image of the physical 
phantom in b, obtained at 60keV at ESRF, Grenoble (reprinted from Ivanov et al (15) under CC BY licence).
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     (10)
where I0 and I are the intensity of incident and 
transmitted x-rays, respectively, through a material 
with thickness of x and linear attenuation coefficient 
of the material μ. Using the above relationship, μ can 
be expressed as follows: 
     (11)
Based on the knowledge of linear attenuation 
coefficients, new physical anthropomorphic phan-
toms for diagnostic radiology can be designed. In 
case of breast imaging, this knowledge will be used 
in the design and production of physical breast phan-
toms for quality control procedures and studies of 
new imaging techniques. In this case, the important 
issue is the material, which must have linear attenu-
ation coefficients similar to these of the breast tissue 
materials. In a recent study, we evaluated seventeen 
materials used with two 3D printing technologies: 
thermoplastic materials used with fused deposition 
modelling (FDM) and polymer resins used with ste-
reolithography (SLA) technology (15). One approach 
for defining the linear coefficient μ of a material at a 
given energy is to manufacture samples of this mate-
rial with different thicknesses (Fig. 1a) and produce 
x-ray images with and without the samples at a syn-
chrotron facility, as shown in Fig. 1c. 
Phantoms are placed with their top face perpen-
dicular to the incident monochromatic beam (Fig. 
1b), on a motorized stage. At this position, images of 
the sample at different incident energies may be ac-
quired. Then, to evaluate the linear attenuation co-
efficients, for each thickness we calculated the mean 
value of the transmission over a rectangular region 
with size of 200 x 150 pixels from the obtained x-ray 
image (Fig. 1d). By plotting the values of ln(I0/I) ver-
sus the material thickness x, the linear attenuation 
coefficient μ can be calculated using a linear regres-
sion method, as shown in Fig. 2.
Fig. 3 shows step wedges of the studied seven-
teen 3D printing materials in the study of Ivanov et al. 
(15). Based on this analysis, we used the FDM printer 
Fi g. 2. Linear attenuation coefficient μ calculated for 
material Clear (polymer resin) by least square fitting of a 
linear model based on attenuation from seven material 
thicknesses, based on experimental data Grenoble 
(reprinted from Ivanov et al (15) under CC BY licence). 
F ig. 3. Studied thermoplastic and polymer-based 
materials suitable for 3D printing.
Fi g. 4. Physical anthropomorphic phantoms, dedicated to x-ray imaging, printed with a fuse deposition printer and 
polylactic acid: (a, b) breast models, printed from patient breast CT, (c) breast model, based on computational model 
(17).
Scripta Scientifica Medica, 2021; Online First
Medical University of Varna
Network-Constrained Regularization in Computational Biology and Medicine
to print patient-specific phantoms from breast com-
puted tomography, as shown in Fig. 4a,b (16). The 
FDM printer worked with polylactic acid (PLA) fila-
ment. Polymer resins were utilised to print the glan-
dular part of the breast (the tree shown in Fig. 4c) and 
Cooper ligaments, while PLA was used for skin and 
tumour lesions.
Lasso Applications
The Lasso regression method was used in build-
ing multiparametric magnetic-resonance prognos-
tic models for better prognostication in patients with 
newly diagnosed glioblastoma (18). Such models are 
based on non-invasive prediction of survival in pa-
tients with glioblastoma, based on extracted high-di-
mensional features using automated data-mining al-
gorithms. Four groups consisting of a total of 1618 
features were used: seven volume and shape features, 
17 first-order features, 162 texture features, and 1432 
wavelet features. 
A similar approach is developed by Zhang et al. 
for developing a radiomics model for predicting the 
Ki-67 proliferation index in patients with invasive 
ductal breast cancer through magnetic resonance 
imaging (MRI) preoperatively (19).
This method is also utilised in human brain 
studies, particularly in estimating the partial corre-
lation used as a connectivity measure for brain net-
works (20). This is an area of investigation of both 
the functional and anatomical connectivity of hu-
man brain. In connectivity analysis, graph theoreti-
cal approaches are often used in gaining information 
and knowledge for the connectivity between single 
neurons (at microscale) and between regions of in-
terest in brain images (at macroscale), where vertexes 
(nodes) and edges are in use. This connectivity forms 
the human brain networks, which are sparse and hi-
erarchical. To estimate the sparse brain connectivity, 
the authors utilised a sparse linear regression model 
with a L1-norm penalty, also known as Lasso meth-
od. Lasso can reconstruct the sparse signal well even 
from a small set of noisy measurements. 
Experiments involved 97 regions of interest, 
extracted from FDG-PET scan data for 26 children 
with autism spectrum disorder and 11 with pediatric 
control. The study showed that the proposed method 
consistently finds the brain networks which charac-
terise the two groups and suggests significant group 
differences in network connectivity.
Network-Based Regularization Method 
Applications
One aim of cancer genomics studies is to deter-
mine prognostic markers associated with patients’ 
survival. Related to this, network-based regulariza-
tion has been proposed as a robust method for vari-
able selection for high-dimensional cancer genomic 
data in cancer prognosis (21). The method was tested 
on lung cancer datasets with high-dimensional gene 
expression measurements demonstrating that the 
proposed approach has identified markers with im-
portant implications.
Simulation studies have shown that the pro-
posed approach is very effective in identifying genes 
and subnetworks that are related to disease and has 
higher sensitivity than the commonly used proce-
dures that do not use the pathway structure infor-
mation (9). Application to one glioblastoma micro-
array gene-expression dataset identified several sub-
networks of the Kyoto Encyclopedia of Genes and 
Genomes transcriptional pathways that are related to 
survival from glioblastoma, many of which were sup-
ported by published literatures.
This method has found applications in person-
alized medicine (PM), which is related to individual-
ly tailored medicine and health care. In this respect, 
the use of DNA- or protein-based diagnosis and sub-
sequent treatment decisions based on an individual’s 
molecular profile will influence the way medicine is 
practiced. 
In PM, one relationship is very important: the 
link between each patient’s genotype and drug re-
sponse (Fig 5). Different approaches exist to extract-
ing this relationship. For instance, Menden et al. (22) 
used a neural network to predict in vitro drug sensi-
tivity. For this purpose the authors used models ob-
tained after combining the genomic features of cell 
lines with the chemical properties of drugs. 
Ridge regression (or L2 sparse method) mod-
el was used by Geeleher et al. (23) to capture the re-
lationship between each cell line’s gene expression 
variation and drug response by analysing the same 
CGP dataset. 
Another interesting approach is suggested by 
Huang et al. (24), proposing the Lq (0<q<1) penal-
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ized network-constrained strategy, where predic-
tors are based on gene expression data with biolog-
ical network knowledge. The Lq (0 <q<1) penalty is 
often achieved with more sparsity and enjoys better 
accuracy. Two response prediction models for two 
cancer targeting drugs (erlotinib and sorafenib) were 
developed from gene expression data and IC50 val-
ues from a large panel of cancer cell lines by utilising 
the proposed approach. Then the drug responders 
were tested with the baseline tumour gene expres-
sion data, yielding an in vivo drug sensitivity predic-
tion. One of the best results achieved by the proposed 
method was a correlation of 0.841 between the cell 
line in vitro drug response and patient’s in vivo drug 
response. These two drug prediction models were 
applied to develop a personalized medicine approach 
in which the subsequent treatment depends on each 
patient’s gene-expression profile. 
Our research group commonly uses elastic net 
regression for simple applications where we model 
a continuous response variable. We prefer the com-
bination of both L1 and L2 penalties because it pro-
vides enough flexibility to work reasonably well over 
a broad range of applications and datasets. However, 
we often use the Grace regression method for appli-
cations characterised by the existence of some prior 
knowledge about predictor relationships that can be 
incorporated into the model. This is often the case 
when working with genetic datasets, where wide-
ly available gene networks can be used. Current ap-
plications are related to the use of these methods in 
modelling the breast tissue attenuation coefficients, 
as well as in developing machine learning algorithms 
to detect glaucoma from fundus photographs.
CONCLUSION
This work discusses the main regression meth-
ods and their applications in medicine. The use of re-
gression methods to define the absorption charac-
teristics of 3D printing materials has proven to be a 
flexible and practical approach in studying the x-ray 
characteristics of materials at different x-ray ener-
gies. The study also shows that regression techniques 
are useful in cancer prognosis and treatment, which 
strongly incentivises us to quickly introduce these 
techniques in our everyday work.
REFERENCES
1. Holliday R. Epigenetics: a historical overview. Epi-
genetics. 2006;1(2):76-80. doi: 10.4161/epi.1.2.2762.
2. Jaenisch R, Bird A. Epigenetic regulation of gene 
expression: how the genome integrates intrin-
sic and environmental signals. Nat Genet. 2003;33 
Suppl:245-54. doi: 10.1038/ng1089. 
3. Egger G, Liang G, Aparicio A, Jones PA. Epi-
genetics in human disease and prospects for epi-
genetic therapy. Nature. 2004;429(6990):457-63. 
doi: 10.1038/nature02625. 
4. Esteller M. Epigenetics in cancer. N Engl J Med. 
2008;358(11):1148-59. doi: 10.1056/NEJMra072067.
5. Koboldt DC, Fulton R, McLellan M, Schmidt H, 
Kalicki-Veizer J, McMichael J, Fulton L, Dooling D, 
Ding L, Mardis E, Wilson R. Comprehensive mo-
lecular portraits of human breast tumours. Nature. 
2012;490(7418):61-70. 
6. Hoerl A, Kennard R. Ridge regression: Biased es-
timation for nonorthogonal problems Technomet-
rics. 2012;12(1):55–67.
7. Tibshirani, R. Regression shrinkage and selection 
via the lasso. J R Stat Soc Series B Stat Methodol. 
1996;58(1):267–88.
8. Zou H, Hastie T. Regularization and vari-
able selection via the elastic net. J R Stat Soc 
Series B Stat Methodol. 2005;67(2):301–20. 
doi:10.1111/j.1467-9868.2005.00503.x.
9. Li C, Li H. Network-constrained regularization 
and variable selection for analysis of genomic data. 
Bioinformatics. 2008;24(9):1175-82. doi: 10.1093/
bioinformatics/btn081. 
Fig. 5. Genotype–drug relationships. The figure shows the 
relationship between each patient’s baseline tumor gene 
expression and the effect of various drugs. The green cell 
in each row of the drug response grid indicates the best 
potential medication to administer to each patient.
Scripta Scientifica Medica, 2021; Online First
Medical University of Varna
Network-Constrained Regularization in Computational Biology and Medicine
10. Li C, Li H. Variable selection and regression analy-
sis for graph-structured covariates with an applica-
tion to genomics. Ann Appl Stat. 2010;4(3):1498-16. 
doi: 10.1214/10-AOAS332. 
11. Pan W, Xie B, Shen X. Incorporating predictor net-
work in penalized regression with application to 
microarray data. Biometrics. 2010;66(2):474-84. 
doi: 10.1111/j.1541-0420.2009.01296.x. 
12. Luo C, Pan W, Shen X. A Two-Step Penalized 
Regression Method with Networked Predic-
tors. Stat Biosci. 2012;4(1):27-46. doi: 10.1007/
s12561-011-9051-4. 
13. Kim S, Pan W, Shen X. Network-based penalized 
regression with application to genomic data. Bio-
metrics. 2013;69(3):582-93. doi: 10.1111/biom.12035. 
14. Yuan M, Lin Y. Model selection and estimation in 
regression with grouped variables. Journal of the 
Royal Statistical Society: Series B (Statistical Meth-
odology). 2006 Feb;68(1):49-67.
15. Ivanov D, Bliznakova K, Buliev I, Popov P, Met-
tivier G, Russo P, et al. Suitability of low density 
materials for 3D printing of physical breast phan-
toms. Phys Med Biol. 2018;63(17):175020. doi: 
10.1088/1361-6560/aad315.
16. Daskalov S, Okkalidis N, Boone JM, Marinov S, 
Bliznakov Z, Mettivier G, et al. Anthropomorphic 
physical breast phantom based on patient breast CT 
data: Preliminary results. XV Mediterranean Con-
ference on Medical and Biological Engineering and 
Computing – MEDICON 2019. MEDICON 2019. 
IFMBE Proceedings. Vol. 76. Springer; 2020. pp. 
367-74. doi: 10.1007/978-3-030-31635-8_44.
17. Mettivier G, Bliznakova K, Sechopoulos I, Boone 
J M, Di Lillo F, Sarno A, Castriconi R and Rus-
so P. Evaluation of the BreastSimulator soft-
ware platform for breast tomography. Physics in 
Medicine and Biology. 2017; 62: 6446-66; doi: 
10.1088/1361-6560/aa6ca3
18. Park JE, Kim HS, Jo Y, Yoo RE, Choi SH, Nam SJ, 
et al. Radiomics prognostication model in glio-
blastoma using diffusion- and perfusion-weight-
ed MRI. Sci Rep. 2020;10(1):4250. doi: 10.1038/ 
s41598-020-61178-w. 
19. Zhang Y, Zhu Y, Zhang K, Liu Y, Cui J, Tao J, et 
al. Invasive ductal breast cancer: preoperative pre-
dict Ki-67 index based on radiomics of ADC maps. 
Radiol Med. 2020;125(2):109-16. doi: 10.1007/
s11547-019-01100-1.
20. Lee H, Lee DS, Kang H, Kim BN, Chung MK. 
Sparse brain network recovery under compressed 
sensing. IEEE Trans Med Imaging. 2011;30(5):1154-
65. doi: 10.1109/TMI.2011.2140380. 
21. Ren J, Du Y, Li S, Ma S, Jiang Y, Wu C. Robust net-
work-based regularization and variable selection 
for high-dimensional genomic data in cancer prog-
nosis. Genet Epidemiol. 2019;43(3):276-91. doi: 
10.1002/gepi.22194. 
22. Menden MP, Iorio F, Garnett M, McDermott U, 
Benes CH, Ballester PJ, Saez-Rodriguez J. Machine 
learning prediction of cancer cell sensitivity to 
drugs based on genomic and chemical properties. 
PLoS One. 2013;8(4):e61318. doi: 10.1371/journal.
pone.0061318. 
23. Geeleher P, Cox NJ, Huang RS. Clinical drug re-
sponse can be predicted using baseline gene ex-
pression levels and in vitro drug sensitivity in cell 
lines. Genome Biol. 2014;15(3):R47. doi: 10.1186/
gb-2014-15-3-r47. 
24. Huang HH, Dai JG, Liang Y. Clinical drug re-
sponse prediction by using a lq penalized net-
work-constrained logistic regression method. 
Cell Physiol Biochem. 2018;51(5):2073-84. doi: 
10.1159/000495826. 
