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Introduction
It is well-known that standard ordinary least squares (OLS) estimates of autoregressive parameters are biased in finite samples. Such biases may have important implications for models in which estimated autoregressive parameters serve as input. For example, small sample bias may severely distort statistical inference (Mark [1] , Bekaert et al. [2] , Kilian [3] , Stambaugh [4] , Lewellen [5] , Amihud and Hurvich [6] ), forecasting accuracy (Kim [7] [8] [9] ), estimation of impulse response functions (Kilian [10, 11] , Patterson [12] ), estimation of optimal portfolio choices in dynamic asset allocation models (Engsted and Pedersen [13] ), and estimation of dynamic term structure models (Bauer et al. [14] ).
Simple analytical formulas for bias-correction in univariate autoregressive models are given in Marriott and Pope [15] , Kendall [16] , White [17] , and Shaman and Stine [18] . In particular, the bias in the simple univariate AR(1) model has been analyzed in many papers over the years using both analytical expressions, numerical computations, and simulations, e.g., Orcutt and Winokur [19] , Sawa [20] , MacKinnon and Smith [21] , Patterson [22] , and Bao and Ullah [23] . In a multivariate context analytical expressions for the finite-sample bias in estimated vector autoregressive (VAR) models have been developed by Tjøstheim and Paulsen [26] , Yamamoto and Kunitomo [27] , Nicholls and Pope [28] , Pope [29] , and Bao and Ullah [23] . However, there are no detailed analyses of the properties of these multivariate analytical bias formulas. If bias-adjustment using the analytical formulas has better or equally good properties compared to more computer intensive bootstrap bias-adjustment methods, this gives a strong rationale for using the analytical formulas rather than bootstrapping.
This paper investigates the properties of various bias-adjustment methods for VAR models. 1 First, we show that the analytical bias expressions developed (apparently independently) by Yamamoto and Kunitomo [27] one the one hand and Nicholls and Pope [28] and Pope [29] on the other hand, are identical. To our knowledge this equivalence has not been noticed in the existing literature. 2 Second, through a simulation experiment we investigate the properties of the analytical bias formula and we compare these properties with the properties of both standard OLS, Monte Carlo/bootstrap generated bias-adjusted estimates, and the weighted least squares approximate restricted likelihood (WLS) estimator recently developed by Chen and Deo [30] , which should have reduced bias compared to standard least squares. We investigate both bias and mean squared error of these estimators. Since in general the bias depends on the true unknown parameter values, correcting for bias is not necessarily desirable because it may increase the variance, thus leading to higher mean squared errors compared to uncorrected estimates, cf., e.g., MacKinnon and Smith [21] . We investigate both a simple one-step 'plug-in' approach where the initial least squares estimates are used in place of the true unknown values to obtain the bias-adjusted estimates, and a more elaborate multi-step iterative scheme where we repeatedly substitute bias-adjusted estimates into the bias formulas until convergence. We also consider inverting the analytical bias formula, i.e., conditional on the least squares estimates we solve for the true parameter values using the bias formula and subsequently use these 'true' parameters to estimate thebias. 1 Rather than examining confidence intervals (as in e.g. Kilian [24] , we focus on point estimates, which play an essential role in much empirical research, e.g., return variance decompositions (Campebll [25] ), portfolio choice models (Engsted and Pedersen [13] ), and dynamic term structure models (Bauer et al. [14] ). 2 As noted by Pope [29] , the expression for the bias of the least squares estimator in Nicholls and Pope [28] and Pope [29] is equivalent to the bias expression in Tjøstheim and Paulsen [26] . Neither Pope nor Tjøstheim and Paulsen refer to Yamamoto and Kunitomo [27] who, on the other hand, do not refer to Tjøstheim and Paulsen [26] . As noted by Bao and Ullah [23] , the bias expression they derive is consistent with the bias expression in Nicholls and Pope [28] and Pope [29] but they do not refer to Yamamoto and Kunitomo [27] .
In many empirical applications the variables involved are highly persistent which may lead to both the least squares and the bias-adjusted VAR parameter matrix containing unit or explosive roots. Kilian [10] proposes a very simple method for eliminating non-stationary roots when bias-adjusting VAR parameter estimates. We investigate how the use of Kilian's approach affects the finite-sample properties of the bias-correction methods. To secure stationary roots in the first step an often used alternative to OLS is the Yule-Walker estimator, which is guaranteed to deliver stationary roots. We investigate the finite-sample properties of this estimator and we compare it to OLS both with and without bias correction. We also consider non-stationary systems. The analytical bias formula is derived under the assumption of stationarity, while WLS allows for unit roots, which suggests that WLS should be the preferred choice of estimator in this scenario.
Finally, we analyze the finite-sample properties of bias-correction methods (both bootstrap and analytical methods) in the presence of skewed and fat-tailed data, and we compare a parametric bootstrap procedure, based on a normal distribution, with a residual-based bootstrap procedure when in fact data are non-normal. Among other things, this analysis will shed light on the often used practice in empirical studies of imposing a normal distribution when generating bootstrap samples from parameter values estimated on non-normal data samples. Furthermore, in contrast to the analytical bias formula WLS is derived using a normality assumption. We include WLS in the comparison based on non-normal data to evaluate if violation of the normality assumption distorts the finite-sample properties of the estimator. 3 The rest of the paper is organized as follows. In the next section we present the various bias-correction methods, based on either a bootstrap procedure or analytical bias formulas, and the reduced-bias WLS estimator. Section 3 reports the results of the simulation study where we analyze and compare the properties of the different bias-correction methods. Section 4 contains a summary of the results.
Bias-Correction in a VAR model
In this section we discuss ways to correct for the bias of least squares estimates of VAR parameters. For simplicity, we here only consider the VAR(1) model
where Y t and u t are k × 1 vectors consisting of the dependent variable and the innovations, respectively. θ is a k × 1 vector of intercepts and Φ is a k × k matrix of slope coefficients. The covariance matrix of the innovations, which are independent and identically distributed, is given by the k × k matrix Ω u . Alternatively, if the intercept is of no special interest the VAR(1) model can be formulated in a mean-corrected version as
where X t = Y t − µ with µ = (I k − Φ) −1 θ. Higher-order VAR models can be stated in first-order form by using the companion form, so the focus on VAR(1) models is without loss of generality. We consider both stationary VAR models and models with unit roots.
Bootstrap Bias-Correction
Usually, in applied econometrics bias-adjustment is done using Monte Carlo or bootstrap procedures. The general procedure in bias-adjusting the OLS estimate of Φ can be summarized as follows for the VAR(1) model in (2) 
Analytical Bias Formulas
As an alternative to bootstrapping there also exist analytical bias formulas, which provide an easy and simple approach to bias-adjustment in VAR models. Yamamoto and Kunitomo [27] derive analytical expressions for the bias of the least squares estimator in VAR models. Based on model (1), Yamamoto and Kunitomo derive the following expression for the asymptotic bias of the OLS estimator of the slope coefficient matrix Φ
where
Yamamoto and Kunitomo also show that the asymptotic bias of the OLS estimator of the intercept θ follows by post-
The bias expression is derived under the assumption that the innovations are independent and identically distributed with covariance matrix Ω u , and that the VAR system is stationary such that Φ does not contain unit or explosive roots. A few additional assumptions are required (see Yamamoto and Kunitomo [27] for details), and it can be noted that a sufficient but not necessary condition for these assumptions to be satisfied is Gaussian innovations. The finite-sample error in the bias formula vanishes at the rate T −3/2 , which is at least as fast as in standard Monte Carlo or bootstrap bias-adjustment.
Yamamoto and Kunitomo also derive the asymptotic bias of the slope coefficient matrix in the special case where θ = 0:
Compared to the case with intercept, the term (Φ ) i is no longer included in the first summation. This illustrates the general point that the bias of slope coefficients in autoregressive models is smaller in models without intercept than in models with intercept, see e.g. Shaman and Stine [18] for the univariate case. In a univariate autoregressive model the above bias expressions can by simplified. For example, in an AR(1) model, y t = α+ρy t−1 +ε t , the bias of the OLS estimator of ρ is given by − (1 + 3ρ) /T, which is consistent with the well-known expression by Kendall [16] . If α = 0 the bias of the OLS estimator of ρ is given by −2ρ/T, which is consistent with the work by White [17] .
Based on the VAR model (2) Pope [29] derives the following analytical bias formula for the OLS estimator of the slope coefficient matrix Φ
λ i denotes the i'th eigenvalue of Φ and Ω x is the covariance matrix of X t . Pope obtains this expression by using a higher-order Taylor expansion and, as seen, the approximation error in the bias formula vanishes at the rate T −3/2 , which is of the same magnitude as the finite-sample error in Yamamoto and Kunitomo's asymptotic bias formula. The underlying assumptions are quite mild (see Pope [29] for details). Among the assumptions are that the VAR system is stationary, and that the VAR innovations u t constitute a martingale difference sequence with constant covariance matrix Ω u . The expression does not, however, require Gaussian innovations. 5 By comparing the two expressions (4) and (7) we see that they appear very similar and, in fact, they turn out to be identical as stated in Theorem 1:
Theorem. The analytical bias formulas by Yamamoto and Kunitomo [27] and Pope [29] are identical since b P = b Y K . 5 In earlier work, Nicholls and Pope [28] derive the same expression for the least squares bias in Gaussian VAR models, and Pope [29] basically shows that this expression also applies to a general VAR model without the restriction of Gaussian innovations.
Proof. We can rewrite the infinite sums in b Y K as follows
In applying (4), Yamamoto and Kunitomo [27] suggest to truncate the infinite sums by taking the summation from 0 to T , based on the argument that the remaining terms are of the order o (T −1 ). However, due to the equivalence of (4) and (7) there is no need to apply (4) with such a truncation. In practice the formula in (7) should be used.
In contrast to Yamamoto and Kunitomo [27] , Pope [29] does not consider the bias in the estimated intercepts θ or in the special case where θ = 0 but from Theorem 1 we obtain the following results:
Corollary. The bias in the OLS estimate of θ is given by (6) 
and the bias in the OLS estimate of Φ with θ = 0 is given by (6) with
Ensuring Stationarity
An important problem in adjusting for bias using bootstrap and the analytical bias formula is that the bias-adjusted estimate of Φ may fall into the non-stationary region of the parameter space. The analytical bias formula is derived under the assumption of stationarity and, hence, the presence of unit or explosive roots will be inconsistent with the underlying premise for the VAR system we are analyzing. Kilian [10] suggests an approach to ensure that we always get a bias-adjusted estimate that does not contain unit or Econometrics 2014, 2 51 explosive roots. This approach is used by, e.g., Engsted and Tanggaard [31] and Engsted and Pedersen [13] and is as follows: First, estimate the bias and obtain a bias-adjusted estimate of Φ by subtracting the bias from the OLS estimate. Second, check if the bias-adjusted estimate falls within the stationary region of the parameter space. If this is the case, use this bias-adjusted estimate. Third, if this is not the case correct the bias-adjusted estimate by multiplying the bias with a parameter κ ∈ [0, 0.01, 0.02, ..., 0.99] before subtracting it from the OLS estimate. This will ensure that the bias-adjusted estimate is within the stationary region of the parameter space.
Related to the issue of ensuring stationarity, how should we tackle bias-correction if the use of OLS leads to a non-stationary system when we know or suspect (perhaps based on economic theory) that the true VAR system is stationary? A potential solution is to use the Yule-Walker (YW) estimator, which is guaranteed to ensure a stationary system. However, YW has a larger bias than OLS and, hence, the finite-sample properties might be considerably worse. Pope [29] derives the bias of the YW estimator of the slope coefficient matrix Φ in (2) as
The approach and assumptions are identical to those used by Pope to derive the bias of the OLS estimator. 6 Comparing this result to (7) we see that b Y W = Φ + b P . In an AR(1) model, y t = α + ρy t−1 + ε t , the bias of the YW estimator of ρ can be simplified to − (1 + 4ρ) /T . Hence, applying YW instead of OLS ensures stationarity but increases the bias. However, since we have an analytical bias formula for the YW estimator we can correct for bias in the same way as we would do for OLS.
Reduced-Bias Estimators
As an alternative to estimating the VAR model using OLS and subsequently correct for bias using the procedures outlined above, it is also possible to use a different estimation method that has better bias properties than OLS. In recent work, Chen and Deo [30] propose a weighted least squares approximate restricted likelihood (WLS) estimator of the slope coefficient matrix in a VAR(p) model with intercept, which has a smaller bias than OLS. In fact, they show that this estimator has bias properties similar to that of the OLS estimator without intercept. The estimator for a VAR(1) model is given as
The weighted least squares estimator is derived under the assumption that the innovations are independent and normally distributed with constant covariance matrix Ω u . The estimator is based on the restricted likelihood, which is derived under the assumption that the initial value is fixed, which in turn implies that the estimator allows for unit roots.
Unknown Parameter Values
Both the analytical bias formulas and the WLS estimator require knowledge of Ω u and Φ, which are unknown. Chen and Deo [30] suggest to estimate these using any consistent estimator such as OLS, and then use these consistent estimates instead. The same approach is typically used when applying the analytical bias formulas, see, e.g., Engsted and Pedersen [13] . We will denote this approach the 'plug-in' approach. Alternatively, we can apply a more elaborate iterative scheme in which bias-adjusted estimates of Φ are recursively inserted in (7) or (10), see, e.g., Amihud and Hurvich [6] and Amihud et al. [32] . An iterative scheme is basically just an extension of the 'plug-in' approach and could for the analytical bias formulas go as follows. First, reestimate the covariance matrix of the innovations, Ω u , after adjusting for bias using the 'plug-in' approach and then substitute this covariance matrix into the formulas together with the bias-adjusted slope coefficients obtained from the 'plug-in' approach. This yields another set of bias-adjusted estimates, which we can then use to reestimate the covariance matrix and the bias. We can continue this procedure until the slope coefficient estimates converge. A similar approach can be used for the WLS estimator.
Alternatively, conditional on the OLS estimates we can solve for Φ (and thereby also Ω u ) in the analytical bias formulas. In the simple AR(1) model, y t = α + ρy t−1 + ε t , where the bias of the OLS estimator, ρ, of ρ is given by ρ − ρ = − (1 + 3ρ) /T it is easy to see that ρ = (T ρ + 1) / (T − 3), which we can then insert back into the bias formula to obtain an estimate of the bias in ρ. This approach is related to the median-unbiased estimator by Andrews [33] , which entails inverting the bias function. 7 In the VAR(1) model this approach entails solving k highly nonlinear equations for k unknown parameters, which can be done relatively easy using numerical optimization routines.
Simulation Study
The general simulation scheme goes as follows. We perform 10,000 simulations for a number of different stationary VAR(1) models and for a number of different sample sizes. In each simulation we draw the inital values of the series from a multivariate normal distribution with mean
Likewise, the innovations are drawn randomly from a multivariate normal distribution with mean 0 and covariance matrix Ω u . Based on the initial values and innovations we simulate the series forward in time until we have a sample of size T . For each simulation we estimate a VAR(1) model using OLS and WLS. Furthermore, we correct the OLS estimate for bias using the analytical bias formula (6) (denoted ABF) and using a bootstrap procedure (denoted BOOT). Based on the 10,000 simulations we calculate the mean slope coefficients, bias, variance, and root mean squared error (RMSE) for each approach. The bootstrap procedure follows the outline presented in Section 2.1. The innovations are drawn randomly with replacement from the residuals, and we also randomly draw initial values from the simulated data. This procedure is repeated 1,000 times for each simulation. 8 Regarding the analytical bias formula and WLS, we use the 'plug-in' approach, cf. Section 2.5. In the analytical bias formula we calculate the covariance matrix of X t as vec(
In both the analytical bias formula and bootstrapping we ensure stationarity by applying the approach by Kilian [10] , cf. Section 2.3. In using this approach we choose the largest value of κ that ensures that the bias-adjusted estimate no longer contains unit or explosive roots.
We deviate from this general scheme in a number of different ways, all of which will be clearly stated in the text. In Section 3.1 we also allow for a fixed initial value, since the WLS estimator is based on the restricted likelihood, which is derived under the assumption that the initial value is fixed. In Section 3.2 we investigate the effect of iterating on WLS and ABF and inverting ABF. In Section 3.3 we analyze the consequences of not using Kilian's [10] approach to ensure stationarity and the properties of the YW estimator. In Section 3.4 we allow for VAR(1) models with unit roots. In Section 3.5 we investigate the finite-sample properties when data are skewed and fat-tailed instead of normally distributed, and we analyze the consequences of using a parametric bootstrap approach to adjust for bias using a wrong distributional assumption. Table 1 reports the simulation results for the following VAR(1) model 8 We have experimented with a larger number of bootstrap replications. However, the results presented in subsequent tables do not change much when increasing the number of bootstraps. Hence, for computational tractability we just use 1,000 bootstrap replications.
Bias-Correction in Stationary Models
where the eigenvalues of Φ are 0.722 and 0.928. This VAR model is also used in simulation studies by Amihud and Hurvich [6] and Amihud et al. [32] in analyzing return predictability by persistent state variables. The table shows the mean slope coefficients and the average squared bias, variance, and RMSE = √ bias 2 +variance across the four slope coefficients for T = {50, 100, 200, 500}. For expositional purposes bias 2 and variance are multiplied by 100. The final column shows the number of simulations in which the approach results in an estimate of Φ in the non-stationary region of the parameter space. For example, for T = 50 using OLS to estimate the VAR(1) model implies that 25 out of 10,000 simulations result in a non-stationary model. The estimates from these 25 simulations are included in the reported numbers. When the OLS estimate is in the non-stationary region of the parameter space, we do not perform any bias-adjustment and set the bias-adjusted estimate equal to the (non-stationary) OLS estimate. This implies that in 25 simulations the (non-stationary) OLS estimate is included in the numbers for ABF and BOOT. For these bias-adjustment procedures the number in the final column shows the number of simulations where OLS yields a stationary model, but where the bias-adjustment procedure pushes the model into the non-stationary region of the parameter space, and we use the approach by Kilian [10] to ensure a stationary model. Table 1 . Bias-correction in a stationary but persistent VAR(1) model. The results in this table are based on 10,000 simulations from the VAR(1) model given in (11) . Bias 2 , variance, and RMSE are reported as the average across the four slope coefficients. Average bias 2 and variance are multiplied by 100. The final column (#NS) gives the number of simulations that result in a VAR(1) system in the non-stationary region. OLS are ordinary least squares estimates; WLS are estimates based on equation (8); ABF are bias-adjusted estimates based on the analytical bias formula, equation (7); BOOT are bias-adjusted estimates based on the bootstrap. From Table 1 it is clear that OLS yields severely biased estimates in small samples. Also, consistent with the univariate case we see that the autoregressive coefficients (Φ 11 and Φ 22 ) are downward biased. For example, for T = 50, the OLS estimate of Φ 22 is 0.7519 compared to the true value of 0.85. As expected both bias and variance decrease when the sample size increases. Chen and Deo [30] advocate the use of their weighted least squares estimator due to the smaller bias associated with this estimator compared to OLS, a small-sample property that is also clearly visible in Table 1 . However, the variance of WLS is larger than that of OLS for T ≥ 100, and for T ≥ 200 this increase in variance more than offsets the decrease in bias resulting in a higher RMSE for WLS compared to OLS.
Mean Slope Coefficients
Turning to the bias correction methods we find that both ABF and BOOT yield a very large reduction in bias compared to both OLS and WLS. However, for very small samples even the use of these methods still implies fairly biased estimates. For example, for T = 50 the bias corrected estimate of Φ 22 is roughly 0.82 for both methods compared to the true value of 0.85. It is also worth noting that the variance of ABF and BOOT is smaller than the variance of OLS. Hence, in this case the decrease in bias does not come at the cost of increased variance. Comparing ABF and BOOT we see that using a bootstrap procedure yields a smaller bias than the use of the analytical bias formula. The difference in bias is, however, very small across these two methods. For example, for T = 50 the estimate of Φ 22 is 0.8252 for BOOT compared to 0.8210 for ABF. In contrast, the variance is lower for ABF than for BOOT, and this even to such a degree that ABF yields the lowest RMSE. These results suggest that the simple analytical bias formula has at least as good finite-sample properties as a more elaborate bootstrap procedure. 9 To check the robustness of the results in Table 1 , Table 2 shows the results based on the following VAR(1) model θ = 0 0 , Φ = 0.10 0.10 0.10 0.85
,
where the eigenvalues of Φ are 0.087 and 0.863. This system corresponds fairly well to an empirically relevant VAR(1) model in finance consisting of stock returns (not persistent) and the dividend-price ratio (persistent), and where the innovations of the two series are strongly negatively correlated, see, e.g., Stambaugh [4] . Overall, the results in Table 2 follow the same pattern as in Table 1 , i.e. OLS yields highly biased estimates, WLS is able to reduce this bias but at the cost of increased variance, and both ABF and BOOT provide a large bias reduction compared to OLS and WLS. However, Table 2 also displays some interesting differences. The variances of the bias correction methods are now larger than that of OLS. This prompts the questions: What has caused this relative change in variances (Φ or Ω u ), and can the change imply a larger RMSE when correcting for bias than when not? To answer these questions, Figure 1 shows the variance of OLS, WLS, and ABF as a function of Φ 11 with the remaining data-generating parameters equal to those given in (11) and (12) , respectively. The interval for Φ 11 is chosen to ensure stationarity. The variance is calculated as the average variance 9 We have also analyzed VAR(2) models (results not shown). In general, the findings in this paper for a VAR(1) model also hold for a VAR(2) model. One exception is that BOOT in this case performs (much) worse than ABF both in terms of bias and variance. across the four slope coefficients based on 10,000 simulations with T = 100. 10 For the data-generating parameters given in (11) , Panel (a.1) shows that for Φ 11 smaller (larger) than roughly 0.4 the variance of OLS is smaller (larger) than the variance of ABF. Panel (b.1) shows the corresponding results for the data-generating parameters given in (12) , i.e. the only differences between the two panels is Ω u . We see a similar result as in Panel (a.1), but now Φ 11 has to be smaller (larger) than roughly 0.65 for the variance of OLS to be smaller (larger) than the variance of ABF. Table 2 . Bias-correction in a stationary but persistent VAR(1) model. The results in this table are based on 10,000 simulations from the VAR(1) model given in (12) . See also the caption to Table 1 . Hence, the relative size of the variances for OLS and ABF depends on both Φ and Ω u , but in general, in highly persistent processes ABF has a lower variance than OLS. Panels (a.2) and (b.2) show that the RMSE for ABF remains below that of OLS for all values of Φ 11 . Hence, despite a smaller variance for certain values of Φ 11 , the larger bias using OLS results in a higher RMSE than in the case of ABF. This result does, however, not always hold. Table 3 reports the simulation results for the much less persistent VAR(1) model θ = 0 0 , Φ = 0.20 0.10 0.10 0.25
where the eigenvalues of Φ are 0.122 and 0.328. In contrast to the data-generating processes in (11) and (12) both variables now display little persistence. Although OLS in this case still yields somewhat biased estimates and WLS, ABF, and BOOT all reduce the bias, OLS has the lowest RMSE. This is due to a much lower variance for OLS than for the alternative estimator, WLS, and the two bias-correction methods, ABF and BOOT. The overall conclusion from Table 3 is that estimating even highly stationary VAR models using OLS provides biased estimates, which suggests the use of WLS, ABF, or BOOT if bias is of primary concern, while OLS is preferable if both bias and variance are important. Table 3 . Bias-correction in a stationary VAR(1) model. The results in this table are based on 10,000 simulations from the VAR(1) model given in (13) . See also the caption to Table 1 . Figure 1(a.1) shows that for all values of Φ 11 WLS yields a larger variance than both OLS and ABF, and in Figure 1(b.1) this is the case for Φ 11 smaller than roughly 0.65. The bias-reduction from WLS compared to OLS only offsets this larger variance for Φ 11 larger than roughly 0.4 and 0.2, respectively, cf. Figure 1(a.2) and (b.2). However, WLS is derived under the assumption of fixed initial values. Figure 2 shows results corresponding to those in Figure 1 but now with fixed initial values, which provides a more fair comparison of WLS to OLS and ABF. Comparing the two figures we see that fixed initial values clearly improve the finite-sample properties of WLS. The variance of WLS is now always smaller than or roughly equal to that of OLS, which together with a smaller bias implies that RMSE is lower for WLS than for OLS. However, despite better finite-sample properties under fixed initial values, WLS still does not yield a lower RMSE than ABF. Note, the relative findings on OLS and ABF are unaffected by the choice of random or fixed initial values. (1) slope coefficients based on 10,000 simulations as a function of Φ 11 for OLS (solid line), WLS (dotted line), and ABF (dashed line). The remaining data-generating parameters are in Panel a given in (11) and in Panel b given in (12) . The sample size is 100. The variance and RMSE are reported as the average across the four slope coefficients. The variance is multiplied by 100. 
Iterating and Inverting the Analytical Bias Formula
The use of an iterative scheme in the analytical bias formula is only relevant if the bias varies as a function of Φ. 11 Figure 3 shows the bias as a function of Φ 22 in a bivariate VAR(1) system with the remaining data-generating parameters equal to those given in (11) . As expected the bias function varies most for small sample sizes, but even for T = 50 the bias function for Φ 11 is relatively flat. For Φ 12 and Φ 21 the bias function is relatively steep when the sample size is small and the second variable in the system is fairly persistent. For Φ 22 the bias function is mainly downward sloping. Overall, Figure 3 suggests that the use of an iterative scheme could potentially be useful if the sample size is small, while for larger sample sizes the gain appears to be limited. Of course these plots depend on Φ and the correlation between the innovations. To illustrate the effect of changing Φ and Ω u , Figure 4 shows the bias also as a function of Φ 22 but with the remaining data-generating parameters equal to those given in (12) . Comparing Figure 4 with Figure 3 it is clear that the bias functions are quite different. For example, all the bias functions are now very flat when the second variable is highly persistent, which suggests a limited effect of using an iterative scheme when the data-generating process is given by (12) . (1) slope coefficients as a function of Φ 22 with the remaining data-generating parameters given in (12) for T = 50 (solid line), T = 100 (dotted line), and T = 500 (dashed line). The bias functions are calculated using the analytical bias formula (7) . Table 4 shows simulation results for the iterative scheme using the data-generating processes in (11) and (12) , respectively. The convergence criteria used in the iterative scheme is that the maximum difference across the slope coefficients between two consecutive iterations must be smaller than 10 −4 . 12 We calculate Ω x as vec( Ω x ) = (I k×k − Φ ⊗ Φ) −1 vec( Ω u ), which implies that we in applying the iterative scheme for the analytical bias formula also reestimate Ω x for each iteration based on the 'new' estimates of Φ and Ω u . 13 For ease of comparison, Table 4 also contains the results based on the simple 'plug-in' approach as reported in Tables 1 and 2. Regarding WLS, Table 4 shows that with the data-generating process given in (11) iteration reduces the bias but increases the variance. Only for T = 50 is the bias reduction of a sufficient magnitude to offset the increase in variance implying a decrease in RMSE. For T ≥ 100 RMSE increases when iterating on the WLS estimator. 14 For the data-generating process given in (12) the results for WLS are quite different. Using an iterative scheme, bias is now larger than for the 'plug-in' approach when T ≥ 100. Also, bias increases as a function of the sample size up to T = 200. However, due to a large decrease in variance, RMSE still decreases as the sample size increases. 12 Amihud and Hurvich [6] and Amihud et al. [32] also use an iterative scheme in their application of the analytical bias formula. However, they use a fixed number of iterations (10) while we iterate until convergence. Convergence is usually obtained within a small number of iterations (4-6), but in a few cases around 20 iterations are needed for the coefficients to converge. 13 Alternatively, we could leave Ω x unchanged throughout the iterative procedure. However, this approach generally leads to an increase in both bias and variance (results not shown) compared to reestimating Ω x , so we disregard this approach in our comparison of the 'plug-in' and iterative scheme. 14 With fixed initial values the variance of this estimator will decrease when applying the iterative procedure, resulting in a decrease in RMSE, irrespective of the sample size (results not shown). Table 4 . Bias-correction using an iterative scheme. The results in Panel A are based on 10,000 simulations from the VAR(1) model given in (11) . The results in Panel B are based on the model given in (12) . WLS * and ABF * give the results when using an iterative scheme for WLS and ABF, respectively. ABF * * gives the results when inverting the analytical bias formula to obtain an estimate of the bias. See also the caption to For the analytical bias formula iteration generally yields a small reduction in bias compared to the 'plug-in' approach, while the effect on variance depends on the data-generating process. For the process given in (11) variance decreases slightly when iterating, while there is a small increase for the process given in (12) . Comparing the effect on RMSE from using an iterative scheme relative to the 'plug-in' approach, we only see a noticeable decrease for (11) with T = 50. This result is consistent with the bias functions shown in Figures 3 and 4 , and suggests that iteration often has a limited effect.
Instead of iterating on the analytical bias formula, we can (conditional on Φ) use it to back out the 'true' Φ (and thereby Ω u and Ω x ), which can then be inserted into the bias formula to obtain an estimate of the bias. Table 4 shows that this approach generally has a noticeably larger bias than both the 'plug-in' approach and the iterative scheme. 15 The effect on the variance depends on the data-generating process.
For the process given in (11) variance is lowest when inverting the bias formula resulting in a slightly lower RMSE compared to the other two approaches, while for (12) the variance and RMSE are both higher when inverting.
Bias-Correction in Nearly Non-Stationary Models
Although the true VAR system is stationary, we often face the risk of finding unit or explosive roots when estimating a persistent system based on a finite sample. In Table 1 for T = 50 we found that in 25 out of 10,000 simulations, OLS yields a non-stationary system. When correcting for bias using either the analytical bias formula or a bootstrap procedure this number increases considerably. In this section we compare the finite-sample properties of OLS (both with and without bias-correction) to the Yule-Walker (YW) estimator, which is guaranteed to ensure a stationary system. We also analyze how Kilian's [10] approach to ensure stationarity affects the finite-sample properties of the bias-correction methods. Table 5 reports simulation results for the following VAR(1) model
where the eigenvalues of Φ are 0.748 and 0.992. This VAR(1) model is also used in a simulation study by Amihud et al. [32] and is more persistent than the ones used in Tables 1-4 , which increases the risk of estimating a non-stationary model using OLS and entering the non-stationary region of the parameter space when correcting for bias. Panel A shows the finite-sample properties of the OLS and YW estimators. Panel B reports the results when using Kilian's approach to ensure stationarity when correcting for bias using the analytical bias formulas (6) and (8) and bootstrapping (only OLS), while Panel C shows the corresponding results without applying Kilian's approach. The sample size is 100. 16 From Panel A it is clear that YW has a much larger bias than OLS. This is also the case for the variance and, hence, the RMSE for YW is larger than for OLS. However, in contrast to OLS, YW always results in a stationary system, which implies that it is always possible to adjust for bias using the analytical bias formula. In Table 5 , OLS yields a non-stationary model in 250 out of 10,000 simulations. The question now is if using the analytical bias formula for YW yields similar finite-sample properties as in the case of OLS? Panel B (where the procedure by Kilian [10] is applied) shows that this is not the case. YW still has a larger bias than OLS and the variance is more that three times as large. Comparing the results for YW with and without bias correction we see that the bias is clearly reduced by applying the analytical bias formula, but the variance also more than doubles. It is also worth noting that in 7,055 out of 10,000 simulations the system ends up in the non-stationary region when correcting YW for bias compared to only 3,567 for OLS. 17 Table 5 . Bias-correction in a nearly non-stationary VAR(1) model. The results in this table are based on 10,000 simulations from the VAR(1) model given in (14) . The sample size is 100. Panel A shows the results from estimating the VAR(1) model using ordinary least squares (OLS) and Yule-Walker (YW). Panel B and C show the results when adjusting the ordinary least squares estimate for bias using the analytical bias formula (7) (ABF) and bootstrapping (BOOT), and when adjusting the Yule-Walker estimate for bias using the analytical bias formula (8) . In Panel B (in contrast to Panel C) the correction by Kilian (1998a) to ensure a stationary VAR system is applied. See also the caption to Table 1 . Until now we have used the approach by Kilian [10] to ensure a stationary VAR system after correcting for bias. Based on the same 10,000 simulations as in Panel B, Panel C shows the finite-sample properties without applying Kilian's approach. For OLS (using both the analytical bias formula and a bootstrap procedure) bias decreases and variance increases slightly when we allow the system to be non-stationary after bias-correction. This result is not surprising. The VAR system is highly persistent and very small changes in Φ can result in a non-stationary system, e.g., if Φ 22 is 0.95 instead of 0.94 the system has a unit root. Hence, when applying Kilian's approach, we often force the estimated coefficients to be smaller than the true values. In contrast, when we allow the system to be non-stationary after bias-correction some of the estimated coefficients will be smaller than the true values and some will be larger and, hence, positive and negative bias will offset each other across the 10,000 simulations. Likewise, this will also imply that the variance is larger when we do not apply Kilian's approach. However, comparing the results for OLS in Panel B and Panel C it is clear that these differences are very small, which implies that Kilian's approach does not severely distort the finite-sample properties of the bias-correction methods; and this even though we apply the approach in roughly 4,000 out of 10,000 simulations. In contrast, for YW it turns out to be essential to use Kilian's approach as seen from Panel C. Note also that allowing the system to be non-stationary (i.e. not applying Kilian's approach) is not consistent with the fact that the analytical bias formula is derived under the assumption of stationarity.
Bias-Correction in Non-Stationary Models
One of the major advantages of the weighted least squares estimator by Chen and Deo [30] compared to the analytical bias formula is that it allows for unit roots. In Section 3.3 we simulated from a stationary but highly persistent VAR(1) model and we assumed that the researcher has a priori knowledge that the system is stationary and thus considered the approach by Kilian [10] to ensure stationarity when correcting for bias. As a robustness check we now simulate from a bivariate VAR(1) model with unit roots and we assume that the researcher acknowledges that the system might be non-stationary and thus does not want to force the system to be stationary. The analytical bias formula is derived under the assumption of stationarity so the analysis in this section is in principle invalid for ABF. However, similar to the analysis of the properties of WLS under random initial values, it is also of interest to examine the finite-sample properties of ABF in the non-stationary case. To our knowledge the asymptotic theory of the properties of the bootstrap bias-corrected estimator for unit root models has not yet been developed. Table 6 . Bias-correction in a bivariate VAR(1) model with one unit root. The results in this table are based on 10,000 simulations from the VAR(1) model given in (15) . See also the caption to Table 1 . We consider two bivariate VAR(1) models. Table 6 reports results for the following system θ = 0 0 , Φ = 1.07 −0.06 0.14 0.88
where the eigenvalues of Φ are 1 and 0.95, while Table 7 reports results for the system θ = 0 0 , Φ = 1.08 −0.04 0.16 0.92 , Ω u = 1 0.5 0.5 1 ,
where both eigenvalues of Φ are 1. These two VAR(1) models are both used by Chen and Deo [30] in a simulation study of the finite-sample properties of WLS. Due to an infinite variance of X t in the presence of unit roots, in the simulation study initial values of X t are fixed and equal to 0 rather than random. Tables 6 and 7 both show that OLS delivers biased estimates and that WLS, ABF, and BOOT all reduce both bias and RMSE. Hence, even though ABF is derived under the assumption of stationarity, it still has better finite-sample properties than OLS. Comparing WLS, ABF, and BOOT in terms of bias we see that BOOT consistently delivers the smallest bias, irrespective of one or two unit roots. In contrast to the stationary case ABF performs noticeably worse than BOOT. It does, however, yield a smaller bias than WLS in the presence of one unit root, while the opposite is the case with two unit roots. With respect to variance WLS consistently performs best, especially so when there are two unit roots. Altogether these results imply that BOOT has the smallest RMSE when there is one unit root (and for small samples when there are two unit roots) while this is the case for WLS when there are two unit roots (and the sample size is not too small). Table 7 . Bias-correction in a bivariate VAR(1) model with two unit roots. The results in this table are based on 10,000 simulations from the VAR(1) model given (16) . See also the caption to Table 1 Until now we have generated data from a multivariate normal distribution. However, in many empirically relevant models the normality assumption often fails. The analytical bias formula is not derived under a normality assumption, but it is unclear how the finite-sample properties of bias-correction using ABF compare to those of bootstrapping if the data are, for example, very skewed and fat-tailed. Furthermore, researchers often use a parametric bootstrap based on a normal distribution instead of the usual residual-based bootstrap procedure. The obvious question here is: do we commit errors when using this parametric bootstrap approach when data are very skewed and fat-tailed? Also, WLS is derived under the assumption of normality. How does this estimator perform under skewed and fat-tailed data? In this section, we address these issues.
To obtain data that are skewed and have fat tails we use the data-generating parameters in (11) but follow Kilian [24] and make random draws for the innovations from a Student's t-distribution with four degrees of freedom and a χ 2 -distribution with three degrees of freedom, respectively. 18 Table 8 shows the results. For the bias-correction methods we use the approach by Kilian [10] to ensure stationarity. The sample size is 100. 19 Table 8 . Bias-correction in a VAR(1) model, skewed and fat-tailed innovations. The results in this table are based on 10,000 simulations from the VAR(1) model given in (11) Overall, the results in Table 8 are in line with our previous findings for stationary models with random initial values, namely that OLS yields highly biased estimates, WLS is able to reduce this bias but at the cost of increased variance and the bias correction methods provide a large bias reduction compared to both OLS and WLS. Comparing ABF and BOOT, we see that similar to the results in Tables 1-3 and 5 , BOOT yields a slightly smaller bias than ABF and has a slightly higher variance.
In addition to the residual-based bootstrap approach, Table 8 also shows the results when applying a parametric bootstrap procedure based on an assumption of normally distributed data (PARBOOT). Given that the innovations are skewed and fat-tailed we could expect this approach to have inferior properties compared to both the residual-based bootstrap that directly takes into account the non-normality of the data, and the analytical bias formula that is derived without the assumption of normality. The results in Table 8 show that this is not the case. PARBOOT has both smaller bias and lower variance than BOOT. However, the differences are very small, and for all practical purposes the results in Table 8 suggest that the use of BOOT and PARBOOT will give similar results.
These results contrast those of Kilian [24] who examines the coverage accuracy of various methods for constructing confidence intervals for impulse responses when data are non-normally distributed. Two of the methods he considers are based on the analytical bias formula combined with a residual-based and a parametric (assuming Gaussianity) bootstrap procedure, respectively. Kilian finds that in terms of constructing confidence intervals for impulse responses the residual-based bootstrap procedure strictly dominates the parametric approach when data have fat tails and are skewed. In the present paper we consider parameter estimates and not confidence intervals, which inevitably depend on the entire distribution of innovations. Our results show that with respect to point estimates using an incorrect parametric bootstrap has no negative consequences, which lend support to the use of a parametric bootstrap procedure when data do not match the assumed distribution.
Summary of Results
The main results of our simulation study for VAR(1) models can be summarized as follows:
-The analytical bias formula and the bootstrap approach both yield a very large reduction in bias compared to OLS, also when the model is highly stationary. For persistent but stationary models the variance of OLS is also higher than the variance of the bias-adjusted estimates. The less persistent the system is the better OLS performs in terms of variance, and for highly stationary models this results in OLS yielding the lowest mean squared error.
-The properties in terms of both bias and variance of the analytical bias formula and the bootstrap approach are very similar in stationary models. In non-stationary models the analytical bias formula performs noticeably worse than bootstrapping.
-The variance and thereby the mean squared error of WLS is highly sensitive to the initial value. The estimator has a lower mean squared error than OLS when the initial value is fixed while for random initial values it depends on the persistence of the system. In stationary models WLS has a larger bias than the analytical bias formula and bootstrapping, and irrespective of initial values also a higher mean squared error. In non-stationary models the lower variance can, however, in some cases lead to a lower mean squared error for WLS than for bootstrapping.
-The iterative scheme, where bias-adjusted estimates repeatedly are inserted into the analytical bias formula, can for certain data-generating processes and very small sample sizes yield a minor improvement over the simple one-step 'plug-in' approach where biased least squares estimates are used in place of the true unknown parameters. For larger sample sizes there is no gain by iterating.
-Even after correcting for bias the Yule-Walker estimator has very poor finite-sample properties compared to OLS.
-Kilian's [10] approach to ensure stationarity does not distort the finite-sample properties of the bias-adjusted estimates. The approach leads to a very small increase in bias but also a decrease in variance implying a basically unaffected mean squared error compared to the case where we allow the model to be non-stationary.
-Despite skewed and fat-tailed data, with respect to point estimates parametric bootstrap bias-correction based on the normal distribution performs no worse than bootstrap bias-correction based on the non-normal residuals.
