We used an established compartmental glucoregulatory model in the data analysis in this paper. This three compartment models utilizes sub models for the absorption of short acting insulin, insulin action on glucose kinetics and meals. The model provides a mathematical representation of the input-output relationship between the response to meals, intravenous dextrose delivery, intravenous insulin delivery, subcutaneous insulin doses given for each meal (inputs) and the venous glucose concentration (output). The model consists of a glucose kinetics model, insulin pharmacokinetic model and an insulin pharmacodynamic model. The model does not represent glucagon kinetics or dynamics.
Fitting procedure:
Each data set from individual subjects was fit independently to the model. The model fit was performed for a period of ~18 hours for each subject, during this period 2 meals were consumed and one overnight period was included. Venous blood glucose values were available every 15 min, the insulin infusion rates/dextrose infusion rates were adjusted at each of these 15 min intervals based on the current glucose measurement. The inputs to the model were the following time indexed vectors:
 meal carbohydrate amount (g)  subcutaneous insulin infusion boluses (mU/kg/min)  intravenous insulin delivery rate (mU/kg/min)  intravenous dextrose delivery rate (mmol/kg/min)  current glucose value (mg/dL) The output from the model is  predicted glucose value for the current set of inputs (mg/dL) The upper and lower bounds for each of the parameter were defined as 175% and to 25% of the published values by Hovorka et al. (2) .
The method of minimizing the absolute relative error was adopted for data fitting, which was implemented in Matlab (Mathworks, Natick) via the function fmincon. The glucoregulatory model described above was represented as a series of ordinary differential equations, which were solved numerically by Matlab. The cost function of optimization was defined as the mean absolute difference between the simulation output of the model and the measured clinical data at the sampled time points. The estimated optimal parameters for each subject were obtained when the cost function achieved its minimal value.
Based on the fitted parameters, glucose values for the entire study duration were estimated. Since the model does not include a glucagon component, the model estimations of the glucose values are expected to be lower than the measured glucose values following glucagon infusions. The model glucose estimations were subtracted from the measured unadjusted raw glucose values to create the adjusted glucose values. Both the unadjusted glucose values and the adjusted glucose values are time indexed values. The incremental area under the curve for the rise in glucose after each dose of glucagon was calculated for a period of 90 min after the dose using the trapezoidal method (3) . The same methodology was adopted for both the adjusted glucose data and the unadjusted glucose data. This data is reported in a tabular form below. If repeated dosing of glucagon was causing depleted liver glycogen, then we would expect the area under the curve to decrease with subsequent doses of glucagon. Since glucagon was not included within the model, we do not expect the model estimate of glucose to be higher than the actual glucose. In certain instances, the model did predict a higher glucose value than the actual glucose which yielded a negative number in the adjusted data. We attribute these instances to inaccuracies in the model prediction based on an insufficient amount of data to train the model; only two meals are used to train the model and for the second meal we could not use the full response to the meal because glucagon was given shortly afterward. There are two ways to handle this model inaccuracy (1) by setting the adjusted glucose to zero or (2) by using a negative number as the adjusted glucose to calculate the AUC. We have presented results for both of these scenarios in the tables S1 and S2, respectively. Regardless of how this model inaccuracy is handled, there was no significant difference between AUC after the first dose of glucagon as compared the final dose of glucagon. Supplementary Table S1 . Incremental AUC glucose data after each of 8 glucagon doses depicting unadjusted data, modeled glucose data, and adjusted data (unadjusted minus modeled). In this Supplementary Figure S1 . Plot of the residuals (mean± SD) (Modeled -True /Modeled) to indicate the quality of the model fit is shown for the duration of the fit which included a meal at the beginning and a meal at the end. Notice that there is generally no bias in the residuals, except at the end, where there is a negative bias. Some of the subjects demonstrated an increase in glucose levels immediately prior to their first MRI without any meal or glucose infusion as the cause. This increase was likely due to stress and the resulting decrease in insulin sensitivity. Since our model did not capture this type of a stress-induced insulin sensitivity change, there is bias in the adjusted glucose values at this meal. 
C MRS Methods
The 13 C glucose C1 carbon in glycogen is highly deshielded, resulting in a downfield shift of ~100.5 ppm. This resonance is found in a vacant window in the 13 C NMR spectrum and may therefore be easily identified and quantified to allow the determination of in vivo glycogen concentrations.
Coil Design and Setup
Liver glycogen levels were determined on a 7 T Siemens MAGNETOM whole body MRI scanner. This machine is not equipped with whole body coils. It is therefore necessary for both 1 H and 13 C channels to be able to transmit and receive. In previous work Roden and co-workers described a method for correcting the liver volumes that involved sequential imaging experiments in different MRIs (4). We found that such an approach is not ideal. It is better to acquire 1 H images as part of a single data acquisition sequence on the same MRI scanner. To facilitate 1 H anatomical imaging and 13 C MRS within a single imaging protocol a concentric dual-tuned surface coil was constructed.
An 8 cm in diameter (1 cm wide) copper 13 C coil with a concentric 10 cm in diameter (1 cm wide) copper 1 H coil was constructed. The coils were sandwiched between 12 × 12 cm acrylic. To hold the coil assembly in place on the subject during scanning the entire assembly was placed in a home built neoprene belt with an attached pocket of sufficient size to snugly hold the coil assembly. This neoprene belt was designed to accept a small acrylic bridge to which was attached an intact ampule of 99% enriched CH 3 13 CN (1 mL, Sigma-Aldrich). The ampule was held 4.5 cm from the coil surface on the opposite side from the subject. The CH 3 13 CN served external standard to which the intensity of the C1 glycogen signal could be compared and standardized.
Pulse Sequences 1 H anatomical imaging was performed acquiring 10 slices in each of the coronal, axial and sagittal planes. Acquisition parameters were as follows: FOV = 280 × 280 mm 2 ; slice thickness = 10 mm, with skip factor of 0.3 mm; TR = 60 ms; TE = 1.6 ms; 4 transients per slice.
The T 1 of the C1 carbon of oyster glycogen was determined in vitro by measuring the signal intensity of the doublet as a function of TR (TR values of 150, 180, 210, 240, 300, 360, 480, 600, 1000, 1500, 2000 and 3000 ms were used). The T 1 value obtained in this manner was 238 ms, which indicates that long relaxation delays are not necessary in the 13 C acquisition pulse sequence. The pulse sequence for 13 C MRS had to be written especially for the Siemens MAGNETOM system. In our hands, attempts to employ adiabatic excitation pulses were universally deemed unsuitable; the higher pulse powers (coil voltages) required at higher fields (7 T) made the use of adiabatic pulses unattractive. The following pulse sequence was therefore employed using a simple square excitation pulse. Acquisition parameters were as follows: excitation pulse duration = 500 µs; excitation pulse bandwidth = 20,000 Hz; excitation frequency = 74.7370 MHz; acquisition pulse power = 85 V; TR equals 160 ms; number of transients = 11,000. These acquisition parameters were employed for all 13 C MRS data acquisitions, both in vivo and in vitro. Although 1 H decoupling has been previously employed to enhance signal intensity through cross polarization in previous studies (5), it was not employed in this case. This ensured that the energy deposition associated with 1 H decoupling would not lead to a breach of SAR limits.
In vitro Testing and Standardization
The first step was to measure the spatial distribution of B 1 relative to the 13 C surface coil. The method of Ginzton (6) was employed in which a small copper disc was located "infinitely" far (200 cm) from the surface of the coil and the frequency of the resonance dip measured. The change in the resonance frequency of the coil was then measured in 0.5 cm increments from 6.5 cm to the coil surface. The square root of the change in resonance frequency between a measured distance from the coil and infinity () is proportional to B 1 and represents the detection efficiency of the coil at that distance from the coil's surface. This measurement was performed on the axis of the 13 C surface coil and off-axis by half a coil radius. The coil's behavior fit perfectly with the theory describing the change in B 1 as a function of distance from the coil (6). The interrogation volume of the 13 C coil approximates to that of the cylinder extending out about 6 cm in either direction from the coil surface ( Figure S1 ).
These results showed that the flip angle experienced for carbon nuclei will differ depending upon the distance of the nuclei from the coil's surface. In order to develop a more thorough understanding of the effect of pulse power and distance, the 13 C MRS pulse sequence was tested on an 84 mm diameter sample of 30 mL of a 1.3 M solution of 13 CH 3 OH in water, doped with 17 mM nickel(II) chloride (to shorten T 1 ). The sample was placed directly on the axis of the coil and was moved progressively further from the coil's surface in 0.5 cm increments. The applied voltage was gradually increased from 5 to 95 V in 5 V increments. The signal intensity (averaged over sixteen transients) measured at each voltage was initially sinusoidal until a flip angle of 90 had been achieved. Thereafter increases in pulse power did not nutate the signal in the manner expected of a volume coil. Indeed the signal intensity does not reach a null point. Furthermore, it was noted that as the distance of the sample from the coil surface was increased the signal intensity, for a given pulse power, decreased in line with the voltage measurements described above. The consequences of these observations for measuring liver glycogen concentrations are simple: because the liver glycogen signal being probed lies beyond 2.5 cm from the coil surface it is necessary to apply the strongest possible pulse power to increase depth penetration, regardless of the effect on flip angle over the volume of interrogation. Since a predictable, sinusoidal nutation curve could not be generated, the effectiveness of the coil was determined by the voltage induced in the coil as described above. A pulse power of 85 V, which was as comfortably close to the power handling limits of the coil as possible, was selected for all in vivo experimentation. Figure S2 . The performance of the home-built 13 C surface coil. The change in resonance frequency as a function of the distance of a copper disc from the coils surface (left). These data show that, except close to the coil's surface, the coil interrogates a cylindrical volume extending about 6 cm from the coil surface in either direction. The linear change in C1 glycogen signal intensity, normalized to the CH 3 13 CN standard, is shown (right) with spectral data (inset). These data were used as the standardization curve to determine in vivo hepatic glycogen concentrations.
Supplementary
To determine that the coil was sensitive to physiologically relevant changes in glycogen concentration, the coil was tested on a phantom containing varying concentrations of oyster glycogen (7) . The first step in this procedure was to determine the appropriate loading for the coil. The coil was connected to an oscilloscope, tuned and matched, and then placed on a human torso. An 18 × 18 × 5 cm container was then placed on the coil in place of the human torso. The container was filled with aqueous solutions of sodium chloride of varying concentrations until effect of the solution on the coil loading was identical to that of the human torso. A 40 mM NaCl solution was found to load the coil equivalently to the human torso. A 14 × 14 × 9 cm container was filled with candle wax to a depth equal to 2.5 cm from the base of the container. The remaining volume was filled with solutions of oyster glycogen, in 40 mM aqueous NaCl, of varying glycogen concentration. The external standard (CH 3 13 CN) was placed in the neoprene belt, the coil was supported by an empty 14 × 14 × 9 cm container and the wax/glycogen phantom placed on top of the coil. Spectra of the phantom were acquired, varying the glycogen concentration in the phantom, using the pulse sequence described above, which would also be used for in vivo data acquisition. These data ( Figure S1, right) showed that the surface coil was sensitive to changes in glycogen concentration over a physiologically relevant concentration (7), and furthermore provided data to generate a standardization curve by which in vivo liver glycogen concentrations could be determined.
In Vivo Testing
The function of the dual-tuned surface coil was examined in vivo on 5 healthy subjects. The coil was placed on the right intercostal margin of each subject, the bottom of the coil was aligned with the lowest rib during inhalation, and held in place by the aforementioned neoprene belt. For these data acquisitions the CH 3 13 CN external standard was not in place. Subjects were positioned within the magnet such that the center of the surface coil was at iso-center along the axis of the magnet. Subjects were placed as far to the left of the magnet as practicable so as to position the liver as close iso-center as possible. Scout 1 H imaging was performed to ensure that the coil location did in fact cover liver volume on the subject. The known movement of liver within the torso was a constant concern and vertical realignment of the coil was occasionally necessary. Once the coil had been satisfactorily located during baseline data acquisition, its position was marked on the subject's torso and located in an identical position for all subsequent data acquisition sessions.
1 H anatomical imaging studies were performed first. With anatomical data in hand, the 13 C MRS data were then acquired.
In Vivo Data Acquisition
1 H anatomical images and 13 C MRS data were acquired on 11 subjects with type 1 diabetes using an identical data acquisition protocol to that described for in vivo testing on healthy subjects without diabetes. For subjects with diabetes, data were acquired on 4 occasions; an initial study after 8 hours of feeding on a control diet; after 13 hours of fasting; and then again after 8 hours of feeding a controlled diet; and after 13 hours of fasting. The first two baseline data acquisitions were performed prior to administration of glucagon, the latter 2 after scheduled administrations of glucagon at a dose of 2 mgkg -1 , for a total of 8 doses. Of the 11 subjects recruited into the study data from three subjects had to be excluded from analysis. Data were not obtained for the first subject due to an error in equipment set-up. Insufficient signal-to-noise for hepatic glycogen was obtained in all four scans for another subject due to excessive separation of the coil from the liver by a subcutaneous adipose layer. A third subject was unable to complete the four MRS data acquisitions.
Data Analysis
The 13 C FID of each MR exam was treated using the NUTS NMR software (ACORNsoft) (8) . Line broadening of 30 Hz was applied to each FID, followed by an exponential multiplication prior to Fourier transformation. After phasing, the baseline of each spectrum was flattened using the 'baseline fit' routine in the NUTS program. The signal intensities of the CH 3 13 CN and C1 glycogen peaks were then determined using the peak fitting routine of the NUTS program, allowing the routine to determine the appropriate Lorenzian/Guassian weighting of each peak. The ratio of C1 glycogen to CH 3 13 CN was then calculated for each exam. To determine the concentration of glycogen in the liver from this number it was first necessary to account for the difference in liver and glycogen standard volume within the cylinder interrogation of the coil.
To accomplish this two 1 H images: one axial, one sagittal, were selected. The images selected were from as close to the middle of the coil as possible, based upon the location of hyper-intense regions located on the dermis that revealed the position of the 1 H coil. By measuring the distance between them and comparing with the known diameter of the 1 H surface coil it was possible to select an image from the middle of the coil. Each image was then carefully treated in the following manner: a grid was the placed over the image, the grid was scaled such that its total size represented 9 cm × 6 cm of the established region interrogated by the coil. The grid comprised cells of 0.5 × 0.5 cm cells extending a distance of 2.5 cm to 6 cm from the coil surface. No liver was found to lie within 2.5 cm of the coil surface. The grid was rotated in such a way as to reflect the coil lying flat across the intercostal margin of the subject. In the case of sagittal images, Pythagoras's theorem was employed to account for the oblique angle of the coil relative to the plane of data acquisition. The application of these grids is shown schematically (Figure S2, left) . The area of each grid cell occupied by liver was then calculated by using the "Sketch and Calc" online application (9) . The area occupied by liver in each row of the grid in each image was summed and the axial and sagittal areas multiplied. This afforded the liver volume at each 0.5 cm incremental from the coil surface. However, to obtain the relative signal intensity arising from this liver volume it is necessary to account for the variation in flip angle that occurs as a distance from the coil increases. This is achieved by multiplying the liver volume at each 0.5 cm increment from the coil surface by a proportionality constant, accounting for the flip angle, derived from the coil sensitivity tests (vide supra). It should be noted that the absolute flip angle at each distance from the coil need not be known. The same proportionality constant was applied to the oyster glycogen phantom (each grid unit in this case is completely occupied). By dividing the sum of the product of proportionality constant and the liver volume in each row for the in vivo data by the same sum for the glycogen phantom it is possible to obtain a "fill factor" for each data acquisition session. Multiplying the experimentally obtained in vivo glycogen C1 signal intensity by the fill factor allows us to directly correlate the in vivo signal intensity with the standardization curve is derived from the glycogen phantom without the need to know the exact value of the flip angle at each distance from the coil. This allowed the relative intensity of the 13 C signal to be compared to that obtained from the standardization curve and the concentration of glycogen in the liver to be determined in gL -1 .
The importance of such a volume correction method is made clear by the data presented ( Figure S2 , right and center) which show the overall results of all 8 subjects with diabetes included in the study both with and without volume correction. When no volume correction is applied to the data the overall level of liver glycogen in all cases are typically found to be somewhat low -usually less than 40 gL -1 even when well fed. One subject was found to have improbably low liver glycogen concentrations -below 15 gL -1 in all studies. However, analysis of the 1 H images showed that in this case the liver was separated from the coil surface by a larger distance than in all other subjects and thus a comparatively small liver volume was being interrogated. Once the volume correction was applied the liver glycogen levels were found to lie closer to the average across all subjects studied. The data for six of the test subjects with diabetes showed a clear, consistent and expected trend. In contrast, the data for the other two test subjects with diabetes contained one or more data points that lay outside this trend. These data are shown individually in Figure S2 , right and center. In one case the uncorrected data shows the subject has about 13% less liver glycogen (<20 gL -1 ) when fed with glucagon than when fasting either with or without glucagon ( Figure S2 , red data). Analysis of the axial and sagittal 1 H images revealed that in both of these cases the liver had moved substantially from scan to scan and the liver occupied significantly different fraction of the volume interrogated by the coil in one or more scans and this gave rise to "outof-trend" data. After the volume correction had been properly applied these data follow the same trend as those for all the other subjects. The uncorrected data shows that second subject has substantially (34%) more liver glycogen (~50 gL -1 ) when fed with glucagon than fed without glucagon ( Figure S2 , blue data). Although applying the volume correction to this dataset is found to reduce the difference slightly (to 29%) it does not bring the dataset into complete alignment with the other subjects. The benefit of applying volume correction in this case is that it shows that this datum is not anomalous. It is important to note that when volume correction is applied to these data the liver glycogen concentrations determined for all subjects are much closer to the accepted concentrations of liver glycogen expected in well fed humans (7) . This demonstrates the critical importance of proper analysis of volume fraction correction when assessing liver glycogen concentrations in this manner. No account was taken of any contribution to the glycogen signal arising from subcutaneous muscle, consistent with previously reported observations (10) .
