We perform an independent search for annual modulation in the recently released COSINE-100 data, which could be induced by dark matter scatterings. We test the hypothesis that the data contains a sinusoidal modulation against the null hypothesis, that the data consists of only background. We compare the significance using frequentist method, information theoretic techniques (such as AIC and BIC), and finally a Bayesian model comparison technique. Both the frequentist and Bayesian techniques reveal no significant differences between the two hypotheses, whereas the null hypothesis is slightly favored according to AIC and BIC-based tests. This is the first proof of principles demonstration of application of Bayesian and information theory based techniques to COSINE-100 data to assess the significance of annual modulation.
INTRODUCTION
Although about 25% of the universe's matter density consists of cold dark matter (Planck Collaboration et al. 2018) , we have no clue about its mass or non-gravitational interactions (Jungman et al. 1996) . The most theoretical favored and widely studied cold matter candidate is the Weakly Interacting Massive Particle (or WIMP) (Lee and Weinberg 1977) . A large number of experiments have been taking data for more than 30 years to look for direct signatures of WIMP-nucleon interactions in underground laboratory-based experiments (Schumann 2019) . Among these, only the DAMA/LIBRA experiment has detected an annual modulation, having all the right characteristics of been induced by WIMPs in our galaxy (Freese et al. 1988) , with a statistical significance of about 12σ (Bernabei et al. 2018 ). However, the WIMP parameter space inferred from the DAMA/LIBRA results is ruled out by many other direct detection experiments. The only possible resolution out of this conundrum could be that, no other direct detection experiment with null results used the same target material as DAMA, viz. thallium-doped NaI. The COSINE-100 experiment ) is one of the first experiments, whose detector is designed to be a replica of the DAMA target, and hence can confirm or refute their annual modulation claims in a model independent fashion. Many other experiments, designed to do a model-independent test of the DAMA annual modulation such as DM-Ice17 (Barbosa de Souza et al. 2017), KIMS (Kim et al. 2019) , SABRE (Antonello et al. 2019) , and ANAIS-112 (Amaré et al. 2019 ) have also started taking data and released preliminary results.
In a recent work (Krishak et al. 2019) , we did an independent assessment of the DAMA/LIBRA annual modulation claims from their most recent data release, using three disparate model comparison techniques: frequentist (Desai 2016) , Bayesian (Trotta 2017; Kerscher and Weller 2019) , and information theoretic techniques (Liddle 2004 (Liddle , 2007 . The Bayesian and information theoretical techniques are widely used for model comparison in Astrophysics and Cosmology, but rarely used in direct dark matter detection experiments. In this work, we apply the same techniques to the recently released data from the COSINE-100 experiment .
The outline of this paper is as follows. A brief summary of the COSINE-100 results can be found in Sect. 2. Our own re-analysis is described in Sect. 3. We conclude in Sect. 4. We do not provide any details of the theory behind the different model comparison techniques used herein, which can be found in Krishak et al. (2019) and references therein. Our analysis codes and results can be found on a github link, provided in Sect. 4.
RECAP OF COSINE-100 RESULTS
We provide a brief recap of the main results in Adhikari et al. (2019) (CS100 hereafter), wherein more details can be found. The COSINE-100 experiment is located at the Yangyang underground laboratory in South Korea under more than 700 m of rock overburden. The experiment consists of eight NaI crystals (labeled C1 to C8) doped with thallium and was designed to mimic the DAMA/LIBRA setup as closely as possible. Out of these, data from three crystals was omitted due to various systematics, as discussed in CS100. Data taking commenced in October 2016 and the results released in CS100 correspond to a total exposure of 97.7 kg years. The count rates for the five crystals used for the analysis are shown in Fig. 3 of CS100 (and also shown in the next section). The event rates were fit to the following functional form:
The first two terms in Eq. 1, consisting of the constant and exponential decay are used for parametrizing the background rates and the last cosine term is a potential signature of annual modulation caused by dark matter aditi16@iiserb.ac.in shntn05@gmail.com interactions. The data from all the crystals were simultaneously fit to the same values of the cosine function parameters, but separately for C, p 0 and p 1 using χ 2 minimization. Their results are consistent within 1σ with both the null hypothesis 1 as well as with the DAMA/LIBRA annual modulation best-fit values in the 2-6 keV range. The best fit parameters for different scenarios (phase fixed as well as floating) can found in Table 1 of CS100.
OUR ANALYSIS
For our analysis, the data points and the errors associated with them have been obtained by digitizing the plots provided in CS100. The data consists of event rates for crystals 2, 3, 4, 6, and 7 in the 2-6 keV energy bin in 15-day intervals. We first fit only the background rates (first two terms in Eq. 1) to the data and find the best fit values for C, p 0 and p 1 ; this is taken as the null hypothesis H 0 , i.e.,
We then search for the estimates of the best-fit parameters of the sinusoidal modulation in Eq. 1, and this is considered as the hypothesis to be tested, viz. H 1 . These two models are compared using frequentist, information theoretic (AIC and BIC) and Bayesian model comparison techniques. More details about these techniques have been recently reviewed in Krishak et al. (2019) and references therein.
3.1. Parameter Estimation Parameter estimation for the models under consideration is the first step towards model comparison analysis. The data points consist of experimental errors in the event rates as well as errors in the independent variable (viz the time widths). For our analysis, we calculate the total error σ total (by also including the errors in the time variable using the method outlined in Weiner et al. (2006) ) as:
For the model with only the background signal, we find the best-fit values of the parameters using χ 2 minimization for each crystal separately. The χ 2 functional is given by:
where y i denotes the COSINE-100 event rate in time bin i for each crystal, and H(t) is the model in consideration (in this case, defined in Eq. 2). All the background parameters are kept free, and the best-fit values obtained for each crystal by χ 2 minimization are summarized in Table 3 .1.
For optimization of the model with a sinusoidal modulation in the signal, we used Bayesian parameter estimation instead of a simple χ 2 minimization, since we wanted to impose priors on the background parameters, so that their final values are close to those obtained by doing a background-only fit. We found that there are lot of parameter degeneracies, if we do an unconstrained fit to all the parameters. This can also be interpreted as minimization of a modified χ 2 , which contains these additional terms (Cowan 2010) . For the purpose of maximizing the Bayesian posterior, we used the Nestle package in Python 2 . The optimization for this model is done concurrently for all the crystals by using the same values of A, ω, and t 0 for all the crystals, while the background parameters can be different for each crystal. The first step in Bayesian posterior is the likelihood function for the combined data from all the five crystals, given the model and a set of parameters, which we assume to be a Gaussian:
where H(t) is in the form described in Eq. 1, N is the total number of data points in each crystal and the outer product is over the five crystals used for the analysis. We then multiply the likelihood by priors for all the background parameters as well as for A and ω. The priors for these parameters are : A ∈ [0.005, 0.01] (cpd/keV/kg), ω ∈ a ±1% interval around 2π/365.25 radians/day, t 0 ∈ [80, 180] (days) and all the 15 background parameters in a ±5% interval around their best-fit values found for background-only model by χ 2 minimization. The optimized parameter values obtained using Nestle are summarized in Table 3 .1. The fits obtained for both the models along with the data are shown in Fig. 1 . By eye, we find that both the models fit the data equally well. Fig. 1.- The CS100 data points (in black) for all the five crystals are overlaid with the fits calculated for both the hypotheses, sinusoidal modulation H 1 (t) (Eq. 1, shown in red) and background-only model H 0 (t) (Eq. 2, shown in blue). As we can see, by eye it is hard to distinguish between the two models. The data was obtained by digitizing Fig. 3 in .
We carry out a frequentist model comparison by first calculating the χ 2 values using Eq. 4 with the best-fit parameters for each model, summed over all the data points for all five crystals. Then by using the best-fit χ 2 and degrees of freedom, the goodness of fit for each model can be calculated by finding the χ 2 p.d.f. Making use of the fact that the two models are nested, we use Wilk's theorem (Wilks 1938) to quantify the p-value of the cosine model as compared to the background model. For our example, the difference in χ 2 between the two models satisfies a χ 2 distribution with degrees of freedom equal to three. From the cumulative distribution of χ 2 , we obtain the p-value from the χ 2 c.d.f. The corresponding significance or Z-score is calculated using the prescription in Ganguly and Desai (2017) . High 3 Summary of model comparison results using frequentist, Bayesian and information theoretic criterion for H 0 (background only) and H 1 (background+cosine modulation). According to the frequentist model comparison test, the GOF (χ 2 p.d.f) for H 1 hypothesis is greater than that for H 0 hypothesis. However, the p-value is very marginal. The null hypothesis has a smaller value of AIC and BIC. According to strength of evidence rules, null hypothesis is positively/strongly favored for AIC and BIC respectively. The Bayes factor for H 1 hypothesis is only slightly greater than one, which is barely worth a mention according to Jeffrey's scale.
p-value and low Z-score indicate weak evidence against the null hypothesis. The χ 2 values per degree of freedom and the χ 2 likelihood or goodness of fit (GOF) values calculated for each model can be found in Table 3 .2.3 along with the p-value and Z-score. As we can see, the H 1 (background +cosine modulation) is very marginally favored, albeit with a significance of only 0.6σ.
Information Criteria
The Akaike Information Criterion value (AIC) is given by (Liddle 2007):
The Bayesian Information Criterion is given by (Liddle 2007):
where p is the number of free parameters, L is the likelihood and N is the total number of data points. The model with the smaller value of AIC and BIC is preferred. We then calculate the difference in AIC and BIC values between the two models and evaluate the significance using the qualitative strength of evidence rules given in Shi et al. (2012) . The ∆ AIC and ∆ BIC values are given in Table 3 .2.3. We get smaller values of both AIC and BIC for the null hypothesis. According to strength of evidence rules, the ∆AIC of 4.6 value obtained provides positive evidence, and ∆ BIC value of 14.4 provides very strong evidence in favor of the background-only model.
Bayesian Model Comparison
We carry out a Bayesian model comparison by calculating the Bayesian odds ratio or Bayes factor B 21 for the M 2 model in comparison to the M 1 hypothesis. Here, we consider the null hypothesis(H 0 ) to be M 1 and the cosine model(H 1 ) to be M 2 .
where P (M 2 |D) and P (M 1 |D) are the posterior probabilities for M 2 and M 1 respectively given data D. We first calculate the Bayesian evidence for both the models using the Nestle package in Python, which uses the Nested Sampling algorithm for calculating the Bayesian evidence Feroz et al. (2009); Mukherjee et al. (2006) . The likelihood of the data given the model is given by Eq. 5. The priors chosen for the sinusoidal modulation model are the same as used in Sec. 3.1, and for the background-only model the priors are in a ±5% interval around their best-fit values found for the model by χ 2 minimization in Sec. 3.1. We use the Jeffrey's scale (Trotta 2017 ) for a qualitative interpretation of the Bayes factor, according to which the value of Bayes factor obtained (reported in Table 3 .2.3) of around 1.3 provides very weak evidence against the null hypothesis.
CONCLUSIONS
Recently, the COSINE-100 experiment, designed to test the DAMA/LIBRA annual modulation hypothesis, released their first results from their search for annual modulation, induced from dark matter scatterings, using 1.7 years of data, with a total exposure of 97.7 kg years . They find that the data in the 2-6 keV energy interval, is consistent with both the null hypothesis of no modulation as well as with the DAMA estimate of amplitude and phase at 68.3% c.l.
In this work, we apply (as extension of the analysis done in Krishak et al. (2019) on the DAMA/LIBRA data) three independent model comparison techniques, viz. frequentist, Bayesian and information theory-based, to test the compatibility of the data with annual modulation over a background-only hypothesis. Our results using all the three techniques are tabulated in Table 3 .2.3. We find in agreement with COSINE-100 results, that with the frequentist and Bayesian model comparison tests, the current data is insufficient to strongly favor any one hypothesis over the other. The information theory-based tests from AIC and BIC show a strong preference for the null hypothesis of no modulation. With more data this question can be decisively settled one way or the other. This is the first proof of principle application of Bayesian and information theory based model comparison techniques to the COSINE-100 data and is complementary to the statistical tests done in the Cosine-100 results paper.
To promote transparency in data analysis, we have made our analysis codes and data publicly available, which can be found at https://github.com/aditikrishak/COSINE100_analysis.
