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We construct a numerical solution of the recently-derived large-Nc&Nf small-x helicity evolution
equations [1] with the aim to establish the small-x asymptotics of the quark helicity distribution
beyond the large-Nc limit explored previously in the same framework. (Here Nc and Nf are the
numbers of quark colors and flavors.) While the large-Nc helicity evolution involves gluons only, the
large-Nc&Nf evolution includes contributions from quarks as well. We find that adding quarks to
the evolution makes quark helicity distribution oscillate as a function of x. Our numerical results
in the large-Nc&Nf limit lead to the x-dependence of the flavor-singlet quark helicity distribution
which is well-approximated by
∆Σ(x,Q2)
∣∣∣∣
large-Nc&Nf
∼
(
1
x
)αq
h
cos
[
ωq ln
(
1
x
)
+ ϕq
]
. (1)
The power αqh exhibits a weak Nf -dependence, and, for all Nf values considered, remains very
close to αqh(Nf = 0) = (4/
√
3)
√
αsNc/(2pi) obtained earlier in the large-Nc limit [2, 3]. The novel
oscillation frequency ωq and phase shift ϕq depend more strongly on the number of flavors Nf (with
ωq = 0 in the pure-glue large-Nc limit). The typical period of oscillations for ∆Σ is rather long,
spanning many units of rapidity. We speculate whether the oscillations we find are related to the
sign variation with x seen in the strange quark helicity distribution extracted from the data [4–7].
PACS numbers: 12.38.-t, 12.38.Bx, 12.38.Cy
CONTENTS
I. Introduction 1
II. Helicity Evolution Equations at Large-Nc&Nf 3
III. Numerical Solution: Discretization and Algorithm 7
IV. Numerical Solution: Results 9
V. Quark Helicity: an Estimate 12
VI. Conclusions and Discussion 14
VII. Acknowledgment 15
A. Analysis of the solution for the polarized dipole amplitudes 15
B. Analysis of the numerical results for ∆Σ 18
References 19
I. INTRODUCTION
Understanding the partonic (quark and gluon) structure of the proton is an essential part of our understanding of
Quantum Chromodynamics (QCD). One of the big open questions in the studies of proton structure is the proton
spin puzzle. Proton is a composite spin-1/2 particle made of quarks and gluons. Consequently, the spin of the proton
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2should be a sum of all the spins and orbital angular momenta (OAM) carried by the quarks and gluons comprising
the proton. This statement is formalized in terms of helicity sum rules, one due to Jaffe and Manohar [8] and another
one due to Ji [9]. The former reads
Sq + Lq + SG + LG =
1
2
(2)
where Sq and SG are the total spin carried by the quarks and gluons, respectively, whereas Lq and LG are the OAM
carried by the quarks and gluons in the proton.
One can write Sq and SG, which are functions of the momentum scale Q
2, as integrals of helicity distribution
functions over the Bjorken x variable,
Sq(Q
2) =
1
2
1∫
0
dx ∆Σ(x,Q2), SG(Q
2) =
1∫
0
dx ∆G(x,Q2), (3)
where
∆Σ(x,Q2) =
∑
f=u,d,s,...
[
∆f(x,Q2) + ∆f¯(x,Q2)
]
(4)
is the flavor-singlet quark helicity distribution function. Here ∆f and ∆f¯ denote the helicity distribution functions
of quarks and antiquarks, respectively. In Eq. (3), ∆G is the gluon helicity distribution. The quark and gluon
OAM, Lq and LG, can also be written as x-integrals of the OAM distributions [10–14]. Note that the latter cannot
be expressed as expectation values of twist-2 operators in the proton state, unlike the helicity parton distribution
functions (hPDFs).
The proton spin puzzle started with the discrepancy between the prediction of the (perhaps, na¨ıve) constituent quark
model stating that all the proton spin is carried by the constituent quarks (such that Sq = 1/2) and the experimental
measurements by the European Muon Collaboration (EMC) [15, 16] that reported a much lower number for Sq. More
recently, the experiments at the Relativistic Heavy Ion Collider (RHIC) measured a non-zero gluon spin SG [17, 18].
The current experimental values for quark and gluon spin are Sq(Q
2 = 10 GeV2) ≈ 0.15 ÷ 0.20, integrated over
0.001 < x < 1, and SG(Q
2 = 10 GeV2) ≈ 0.13 ÷ 0.26, integrated over 0.05 < x < 1 (see [19–23] for recent reviews).
One can see that these reported Sq and SG do not add up to 1/2 and the proton spin puzzle is still open. (Note also
that none of the terms in Eq. (2) is positive-definite.) We conclude that the missing part of the proton’s spin must
come either from the smaller-x regions in the integrals of (3) for the spin terms Sq and SG than the x-ranges reported
above or from the OAM terms Lq and LG.
No experiment, present or future, can measure helicity PDFs all the way down to x = 0, since this would require
infinite energy. In addition, at very small (but non-zero) values of x higher-twist corrections become comparable to
the leading-order contribution for many observables, making it hard (if not impossible) to extract twist-2 hPDFs from
the data. (The way such corrections may come in is described using the parton saturation framework, see [24–29]
for reviews.) Therefore, to assess the amount of parton spin and OAM coming from the small-x region, one has to
develop a robust theoretical formalism, which, if able to describe the existing experimental data and predict the values
of the future longitudinal spin measurements, can be extrapolated down to x = 0 with a (hopefully) good level of
confidence.
First theoretical calculation of helicity distributions at small x was carried out over two decades ago by Bartels,
Ermolaev, and Ryskin [30, 31] using infrared evolution equations technique constructed by Kirschner and Lipatov [32]
(see also [33–35]) to resum powers of the leading parameter αs ln
2(1/x) with αs the strong coupling constant. Resum-
mation of αs ln
2(1/x) is referred to as the double logarithmic approximation (DLA). The more recent years have seen
renewed efforts to construct a formalism capable of describing helicity PDFs and OAM distributions at small-x [1, 36–
39]. In a series of papers [1–3, 40–43] the helicity evolution at small-x was constructed using the shock-wave formalism
[44–48] while employing the so-called polarized Wilson lines, similar to (but not the same as) the formalism employed in
deriving the unpolarized Balitsky–Kovchegov (BK) [44–47] and Jalilian-Marian–Iancu–McLerran–Weigert–Leonidov–
Kovner (JIMWLK) [48–53] evolution equations, which employed regular light-cone Wilson lines.
Helicity evolution equations were derived in [1, 40, 42] using the DLA. Similar to the BK evolution, the equations
close in the large-Nc limit, with Nc the number of quark colors. In addition, and different from the unpolarized case,
the helicity evolution equations [1, 40, 42] also close in the large-Nc&Nf limit, where Nf is the number of quark
flavors. Owing to the complexity of the large-Nc&Nf equations [1, 42], only the large-Nc equations have been solved
to date, resulting in the following power-law small-x asymptotics for the quark and gluon helicity distributions in
3DLA [2, 3, 41]
∆Σ(x,Q2)
∣∣∣∣
large-Nc
∼
(
1
x
)αqh
, ∆G(x,Q2)
∣∣∣∣
large-Nc
∼
(
1
x
)αGh
(5)
with
αqh
∣∣∣∣
large-Nc
=
4√
3
√
αsNc
2pi
, αGh
∣∣∣∣
large-Nc
=
13
4
√
3
√
αsNc
2pi
. (6)
(When writing equations like (5) we suppress the potentially non-trivial Q2 dependence of the involved observables,
along with the possible sub-dominant x-dependence in the prefactor, and concentrate on the leading x dependence of
the quantities.) The small-x asymptotics of quark and gluon OAM distributions at large Nc were found in [38] using
the same formalism.
The goal of this work is to numerically solve the large-Nc&Nf helicity evolution equations derived in [1, 42] and use
the solution to assess possible corrections to the large-Nc result (5) for the asymptotic behavior of ∆Σ(x,Q
2) at small
x. The results can be (and are) combined with the values of ∆Σ extracted from the experiment [4–7] to extrapolate
∆Σ to smaller values of x and estimate the total quark contribution to the proton spin Sq. In addition, our results
can be employed to find the small-x asymptotics of ∆G and the OAM distributions for quarks and gluons in the
large-Nc&Nf limit, that is, beyond the large-Nc expressions for ∆G in Eq. (5) and for the OAM small-x asymptotics
derived in [38].
The paper is structured as follows. In Section II, we rewrite and simplify the large-Nc&Nf helicity evolution
equations from [1, 42]. The equations are written in terms of the quark and gluon polarized dipole amplitudes, which
are defined below as correlators of the polarized and regular light-cone Wilson lines. Our numerical algorithm is
presented in Sec. III, where we rewrite the equations in terms of the variables convenient for our numerical approach,
discretize the equations and cast them in the form suitable for implementing our algorithm. The resulting numerical
solutions of the large-Nc&Nf helicity evolution equations for Nf = 2, 3, 6 are presented in Sec. IV, see Figs. 2 and 3
there. The surprising new result, best visible in Fig. 3, is that the quark and gluon polarized dipole amplitudes oscillate
as functions of energy (or of ln(1/x)), changing the sign back and forth. These oscillations of dipole amplitudes, in
turn, result in oscillations in ∆Σ(x,Q2) as a function of ln(1/x), as demonstrated in Eq. (32) or, equivalently, Eq. (1)
above, and depicted in Fig. 4. Such oscillating behavior was absent in the large-Nc (and Nf = 0) analyses carried
out in the previous works [2, 3, 38, 41], which only saw a power-of-1/x growth (5) of helicity distributions at small x.
The oscillations of ∆Σ(x,Q2) with ln(1/x) are the main qualitative result of this paper.
The parameters αqh, ωq, and ϕq from Eq. (1), describing ∆Σ(x,Q
2) at small x and at large-Nc&Nf , are extracted
from our numerical solution in Appendix B and are summarized in Eq. (33). In Sec. IV we also present a fit (29) for
the Nf -dependence of the oscillation frequency ωq which increases with Nf , meaning that that the oscillation period
gets shorter and, therefore, the oscillations become more pronounced, in the regime where more quark flavors become
dynamically relevant. In Sec. V we follow the method from [2] to construct a preliminary estimate of the impact of
the asymptotic form for ∆Σ(x,Q2) given by Eq. (1) on the amount of spin carried by the quarks in the proton. The
results are given in Figs. 5 and 6, similar to [2] indicating a potential for a large correction. We conclude in Sec. VI
and speculate whether the oscillations we find in our solution are related to the oscillation of the strange quark hPDFs
extracted from the experimental data in [4–7].
II. HELICITY EVOLUTION EQUATIONS AT LARGE-Nc&Nf
At small x, in the DLA, the flavor-singlet quark helicity PDF can be written as [1, 40, 42]
∆Σ(x,Q2) ≡
∑
f
[∆qf (x,Q2) + ∆q¯f (x,Q2)] =
NcNf
2pi3
1∫
Λ2/s
dz
z
1
z Q2∫
1
z s
dx210
x210
Q(x210, z), (7)
where s ≈ Q2/x is the center-of-mass energy squared, Λ is a transverse momentum scale characterizing the target
before small-x evolution, and the impact parameter-integrated polarized quark dipole amplitude is defined by
Q(x210, z) =
∫
d2
(
x1 + x0
2
)
Q10(z), (8)
4where the polarized quark dipole amplitude is
Q10(z) ≡ 1
2Nc
Re
〈
T tr
[
V0
(
V pol1
)†]
+ T tr
[
V pol1 V
†
0
]〉
. (9)
The dipole consists of a quark and an anti-quark located at transverse positions x1 and x0 depending on the term in
Eq. (9). In our notation the transverse vectors are denoted by x = (x1, x2) with xij = xi−xj , such that x10 = x1−x0.
In addition, xij denotes the magnitude of the vector xij . The light-cone variables are defined by x
± = (x0 ± x3)/√2.
Our longitudinally polarized proton moves in the x+ direction. The quantity z is the fraction of some original (x−-
direction-moving) probe’s momentum carried by the softest (anti-)quark in the dipole. The angle brackets in Eq. (9)
denote the averaging in the proton wave function in the small-x/saturation sense [24–29], albeit now taking into
account that the proton is longitudinally polarized.
The polarized dipole amplitude (9) is defined in terms of the light-cone fundamental Wilson lines
Vx[b
−, a−] = P exp
ig b
−∫
a−
dx−A+(x+ = 0, x−, x)
 (10)
and the so-called polarized Wilson lines V pol [1, 40–42], consisting of regular light-cone Wilson lines along with the
sub-eikonal helicity-dependent local operator insertion(s),
V polx = ig p
+
1
∞∫
−∞
dx− Vx[+∞, x−] F 12(x−, x) Vx[x−,−∞] (11)
− g2 p+1
∞∫
−∞
dx−1
∞∫
x−1
dx−2 Vx[+∞, x−2 ] tb ψβ(x−2 , x)U bax [x−2 , x−1 ]
[
1
2
γ+ γ5
]
αβ
ψ¯α(x
−
1 , x) t
a Vx[x
−
1 ,−∞].
(Note that the definition (11) is different by an extra factor of s in overall normalization as compared to that used
in earlier works [41, 42].) We also use an abbreviated notation where Q10 = Qx1,x0 , V
pol
1 = V
pol
x1
, etc. As usual, T
in Eq. (9) denotes time ordering of the operators. In equations (10) and (11), A+ is the eikonal gluon field of the
shock wave (often referred to as the target, or the target proton), F 12 is the helicity-dependent sub-eikonal field-
strength tensor component of the target gluon field (both in the fundamental representation), while ψ and ψ¯ are the
(sub-eikonal) quark and anti-quark fields of the shock wave. In addition, p+1 is the large light-cone momentum of the
parton in the shock wave generating those sub-eikonal fields. In Eq. (11) we have also employed the adjoint light-cone
Wilson line
Ux[b
−, a−] = P exp
ig b
−∫
a−
dx−A+(x+ = 0, x−, x)
 . (12)
The matrices ta and tb are the fundamental generators of SU(Nc) with the indices a, b = 1, . . . , N
2
c − 1.
The large-Nc&Nf helicity evolution equations we are about to study mix the polarized quark dipole amplitude (9)
with the polarized gluon dipole amplitude [41, 42] 1
G10(z) =
1
2(N2c − 1)
Re
〈
T Tr
[
U0 U
pol †
1
]
+ T Tr
[
Upol1 U
†
0
]〉
(13)
defined in terms of the adjoint polarized Wilson lines [42]
(Upolx )
ab = 2i g p+1
+∞∫
−∞
dx−
(
Ux[+∞, x−] F12(x+ = 0, x−, x) Ux[x−,−∞]
)ab
(14)
− g2 p+1
∞∫
−∞
dx−1
∞∫
x−1
dx−2 U
aa′
x [+∞, x−2 ] ψ¯(x−2 , x) ta
′
Vx[x
−
2 , x
−
1 ]
1
2
γ+γ5 t
b′ ψ(x−1 , x)U
b′b
x [x
−
1 ,−∞]− c.c..
1 We would like to stress that while the polarized quark dipole amplitude Q10 is related to the flavor-singlet quark hPDF ∆Σ, the polarized
gluon helicity amplitude G10 is not related to the gluon hPDF ∆G. The distribution ∆G at small-x is related to a different type of the
polarized dipole amplitude, as detailed in [41].
5Q10(z) =
x0
x1
x0
x1
G10(z) =
x0
x1
FIG. 1: Diagrammatic representation of the quark (Q) and gluon (G) polarized dipole amplitudes. The shaded
rectangle is the shock wave, while the square represents insertions of sub-eikonal operator(s).
(Note again an additional s in the normalization of Eq. (14) as compared to [42]; in addition, G10(z) in Eq. (13) was
labeled Gadj in [42].) The impact parameter-integrated polarized gluon dipole amplitude is defined similar to Eq. (8)
G(x210, z) =
∫
d2
(
x1 + x0
2
)
G10(z). (15)
The polarized quark and gluon dipole amplitudes are depicted diagrammatically in Fig. 1. The polarized proton,
along with all the partons to be produced by the small-x evolution, are depicted by the rectangular shock wave. The
square on one of the lines depicts insertions of sub-eikonal operators present in Eqs. (11) and (14).
In the limit of large numbers of flavors, Nf , and colors, Nc, the small-x DLA evolution equations for the polarized
amplitudes Q and G are [1, 42]
G(x210, z) = G
(0)(x210, z)+
αsNc
2pi
z∫
max{Λ2,1/x210}/s
dz′
z′
x210∫
1/(z′s)
dx221
x221
[
Γ(x210, x
2
21, z
′) + 3G(x221, z
′)
]
(16a)
− αsNf
2pi
z∫
Λ2/s
dz′
z′
x210z/z
′∫
1/(z′s)
dx221
x221
Γgen(x
2
10, x
2
21, z
′),
Q(x210, z) = Q
(0)(x210, z)+
αsNc
4pi
z∫
Λ2/s
dz′
z′
x210z/z
′∫
1/(z′s)
dx221
x221
Q(x221, z
′) (16b)
+
αsNc
2pi
z∫
max{Λ2,1/x210}/s
dz′
z′
x210∫
1/(z′s)
dx221
x221
[
1
2
G(x221, z
′) +
1
2
Γ(x210, x
2
21, z
′) +Q(x221, z
′)− Γ(x210, x221, z′)
]
,
Γ(x210, x
2
21, z
′) = G(0)(x210, z)+
αsNc
2pi
z′∫
max{Λ2,1/x210}/s
dz′′
z′′
min{x210,x221z′/z′′}∫
1/(z′′s)
dx232
x232
[
Γ(x210, x
2
32, z
′′) + 3G(x232, z
′′)
]
(16c)
− αsNf
2pi
z′∫
Λ2/s
dz′′
z′′
x221z
′/z′′∫
1/(z′′s)
dx232
x232
Γgen(x
2
10, x
2
32, z
′′),
Γ(x210, x
2
21, z
′) = Q(0)(x210, z)+
αsNc
4pi
z′∫
Λ2/s
dz′′
z′′
x221z
′/z′′∫
1/(z′′s)
dx232
x232
Q(x232, z
′′) (16d)
+
αsNc
2pi
z′∫
max{Λ2,1/x210}/s
dz′′
z′′
min{x210,x221z′/z′′}∫
1/(z′′s)
dx232
x232
[
1
2
G(x232, z
′′) +
1
2
Γ(x210, x
2
32, z
′′) +Q(x232, z
′′)− Γ(x210, x232, z′′)
]
,
where the generalized quark dipole amplitude is defined as [41, 42]
Γgen(x
2
10, x
2
21, z
′) = θ(x10 − x21)Γ(x210, x221, z′) + θ(x21 − x10)Q(x221, z′). (17)
To properly impose the light-cone time ordering, the evolution equations (16) employ two auxiliary functions, the
gluon and quark polarized “neighbor” dipole amplitudes, Γ(x210, x
2
21, z
′) for G(x210, z) and Γ(x
2
10, x
2
21, z
′) for Q(x210, z)
6[1, 40–42]. The operator definitions for Γ(x210, x
2
21, z
′) and Γ(x210, x
2
21, z
′) are given by the same Eqs. (9) and (13),
respectively (integrated over all impact parameters). However, implicit in those definitions is the x−-light-cone life-
time of the dipole, proportional to z x210 [1, 43, 54, 55]. For the “neighbor” dipole amplitudes Γ(x
2
10, x
2
21, z
′) and
Γ(x210, x
2
21, z
′) the life-time variable is proportional to z′ x221, different from z
′ x210 one would expect based on their
dipole size x10.
As follows from Eq. (7), we only need to find the amplitude Q(x210, z) in order to construct the quark helicity PDF.
However, the evolution equations (16) mix all four involved amplitudes, and have to be solved for all the amplitudes
in order to obtain Q(x210, z).
In this paper we are chiefly interested in the asymptotic behaviors of the dipole amplitudes at high energies. In [2]
it was shown that the high-energy asymptotics of helicity amplitudes at large-Nc is largely independent of the initial
conditions/inhomogeneous terms in the evolution, which only affect the overall prefactor in the asymptotic expression.
(In addition, it is well-known that the small-x asymptotics of the Balitsky–Fadin–Kuraev–Lipatov (BFKL) evolution
[56, 57] depends on the initial conditions only in its prefactor as well.) Inspired by these examples of independence of
the initial conditions, we assume it to be the case in the large-Nc&Nf approximation as well, and, for convenience,
we take the inhomogeneous terms in Eqs. (16) to be
G(0)(x210, z) = Q
(0)(x210, z) = 1, (18)
instead of using the proper Born-level initial condition [2].
In the regime of our interest, 1z′s  x221  x210, the definition (17) implies that
z′∫
Λ2/s
dz′′
z′′
x221z
′/z′′∫
1/(z′′s)
dx232
x232
Γgen(x
2
10, x
2
32, z
′′) (19a)
=
z′∫
max{Λ2,1/x210}/s
dz′′
z′′
min{x210,x221z′/z′′}∫
1/(z′′s)
dx232
x232
Γ(x210, x
2
32, z
′′) +
x221z
′/x210∫
Λ2/s
dz′′
z′′
x221z
′/z′′∫
max{x210,1/(z′′s)}
dx232
x232
Q(x232, z
′′),
z∫
Λ2/s
dz′
z′
x210z/z
′∫
1/(z′s)
dx221
x221
Γgen(x
2
10, x
2
21, z
′) (19b)
=
z∫
max{Λ2,1/x210}/s
dz′
z′
x210∫
1/(z′s)
dx221
x221
Γ(x210, x
2
21, z
′) +
z∫
Λ2/s
dz′
z′
x210z/z
′∫
max{x210,1/(z′s)}
dx221
x221
Q(x221, z
′),
allowing us to rewrite the evolution equations (16) as
G(x210, z) = 1+
αsNc
2pi
z∫
max{Λ2,1/x210}/s
dz′
z′
x210∫
1/(z′s)
dx221
x221
[
Γ(x210, x
2
21, z
′) + 3G(x221, z
′)− Nf
Nc
Γ(x210, x
2
21, z
′)
]
(20a)
− αsNf
2pi
z∫
Λ2/s
dz′
z′
x210z/z
′∫
max{x210,1/(z′s)}
dx221
x221
Q(x221, z
′),
Q(x210, z) = 1+
αsNc
4pi
z∫
Λ2/s
dz′
z′
x210z/z
′∫
1/(z′s)
dx221
x221
Q(x221, z
′) (20b)
+
αsNc
2pi
z∫
max{Λ2,1/x210}/s
dz′
z′
x210∫
1/(z′s)
dx221
x221
[
1
2
G(x221, z
′) +
1
2
Γ(x210, x
2
21, z
′) +Q(x221, z
′)− Γ(x210, x221, z′)
]
,
Γ(x210, x
2
21, z
′) = 1−αsNf
2pi
x221z
′/x210∫
Λ2/s
dz′′
z′′
x221z
′/z′′∫
max{x210,1/(z′′s)}
dx232
x232
Q(x232, z
′′) (20c)
7+
αsNc
2pi
z′∫
max{Λ2,1/x210}/s
dz′′
z′′
min{x210,x221z′/z′′}∫
1/(z′′s)
dx232
x232
[
Γ(x210, x
2
32, z
′′) + 3G(x232, z
′′)− Nf
Nc
Γ(x210, x
2
32, z
′′)
]
,
Γ(x210, x
2
21, z
′) = 1+
αsNc
4pi
z′∫
Λ2/s
dz′′
z′′
x221z
′/z′′∫
1/(z′′s)
dx232
x232
Q(x232, z
′′) (20d)
+
αsNc
2pi
z′∫
max{Λ2,1/x210}/s
dz′′
z′′
min{x210,x221z′/z′′}∫
1/(z′′s)
dx232
x232
[
1
2
G(x232, z
′′) +
1
2
Γ(x210, x
2
32, z
′′) +Q(x232, z
′′)− Γ(x210, x232, z′′)
]
.
Our aim is to solve this system of integral equations numerically. Its solution for Q(x210, z), via Eq. (7), would give us
the quark helicity distribution at small Bjorken x and in the regime where both the gluon and quark contributions to
evolution are relevant (due to the large-Nc&Nf limit employed in deriving Eqs. (20)).
III. NUMERICAL SOLUTION: DISCRETIZATION AND ALGORITHM
To numerically evaluate the integrals in Eqs. (20), we first make the following changes of variables
η(n) =
√
αsNc
2pi
ln
z(n)s
Λ2
, skl =
√
αsNc
2pi
ln
1
x2klΛ
2
, (21)
where z(n) can be z, z′ or z′′ which relates to η, η′ or η′′ respectively. In addition, kl = 10, 21 or 32. In terms of these
new variables, Eqs. (20) can be re-written as
G(s10, η) = 1 +
η∫
max{0,s10}
dη′
η′∫
s10
ds21
[
Γ(s10, s21, η
′) + 3G(s21, η′)− Nf
Nc
Γ(s10, s21, η
′)
]
(22a)
− Nf
Nc
η∫
0
dη′
min{s10,η′}∫
s10+η′−η
ds21 Q(s21, η
′),
Q(s10, η) = 1 +
η∫
max{0,s10}
dη′
η′∫
s10
ds21
[
1
2
G(s21, η
′) +
1
2
Γ(s10, s21, η
′) +Q(s21, η′)− Γ(s10, s21, η′)
]
(22b)
+
1
2
η∫
0
dη′
η′∫
s10+η′−η
ds21 Q(s21, η
′),
Γ(s10, s21, η
′) = 1 +
η′∫
max{0,s10}
dη′′
η′′∫
max{s10,s21+η′′−η′}
ds32
[
Γ(s10, s32, η
′′) + 3G(s32, η′′)− Nf
Nc
Γ(s10, s32, η
′′)
]
(22c)
− Nf
Nc
η′+s10−s21∫
0
dη′′
min{s10,η′′}∫
s21+η′′−η′
ds32 Q(s32, η
′′),
Γ(s10, s21, η
′) = 1 +
η′∫
max{0,s10}
dη′′
η′′∫
max{s10,s21+η′′−η′}
ds32
[
1
2
G(s32, η
′′) +
1
2
Γ(s10, s32, η
′′) +Q(s32, η′′)− Γ(s10, s32, η′′)
]
+
1
2
η′∫
0
dη′′
η′′∫
s21+η′′−η′
ds32 Q(s32, η
′′). (22d)
8Note that the integrals in equations (22) include the regions with s21 < 0, s32 < 0. This means that Λ is not an
infrared (IR) cutoff, but a perturbative transverse momentum scale characterizing the proton at the start of our
evolution.
Next, we discretize the resulting equations (22). In particular, let i(n) and j(n) be the discretized version of skl
and η(n), with step sizes ∆s and ∆η, respectively, such that η(n) = j(n) ∆η ≡ ηj(n) along with s10 = i∆s ≡ si,
s21 = i
′∆s ≡ si′ , and s32 = i′′∆s ≡ si′′ . The discretized amplitudes are defined as Gij ≡ G(si, ηj), Qij ≡ Q(si, ηj),
Γikj ≡ Γ(si, sk, ηj), and Γikj ≡ Γ(si, sk, ηj). The equations (22) are self-contained over the following region in (s10, η)-
plane: η ∈ [0, ηmax], η − ηmax ≤ s10 ≤ η, where ηmax is some arbitrary positive upper value of the η-range. This is
the region where we will solve them numerically. Discretized Eqs. (22) are
Gij = 1 + ∆η∆s
 j−1∑
j′=max{0,i}
j′∑
i′=i
[
Γii′j′ + 3Gi′j′ − Nf
Nc
Γii′j′
]
− Nf
Nc
j−1∑
j′=0
min{i,j′}∑
i′=i+j′−j
Qi′j′
 , (23a)
Qij = 1 + ∆η∆s
 j−1∑
j′=max{0,i}
j′∑
i′=i
[
1
2
Gi′j′ +
1
2
Γii′j′ +Qi′j′ − Γii′j′
]
+
1
2
j−1∑
j′=0
j′∑
i′=i+j′−j
Qi′j′
 , (23b)
Γikj = 1 + ∆η∆s
 j−1∑
j′=max{0,i}
j′∑
i′=max{i,k+j′−j}
[
Γii′j′ + 3Gi′j′ − Nf
Nc
Γii′j′
]
− Nf
Nc
i+j−k−1∑
j′=0
min{i,j′}∑
i′=k+j′−j
Qi′j′
 , (23c)
Γikj = 1 + ∆η∆s
 j−1∑
j′=max{0,i}
j′∑
i′=max{i,k+j′−j}
[
1
2
Gi′j′ +
1
2
Γii′j′ +Qi′j′ − Γii′j′
]
+
1
2
j−1∑
j′=0
j′∑
i′=k+j′−j
Qi′j′
 . (23d)
In principle, Eqs. (23) can already be solved numerically, similar to [2, 41]. Instead we will simplify these equations
which will allow us to implement a faster algorithm in the numerical solution. We replace j by j − 1 in each of the
four equations in (23). For instance, in equation (23a) involving Gij , this replacement gives
Gi(j−1) = 1 + ∆η∆s
 j−2∑
j′=max{0,i}
j′∑
i′=i
[
Γii′j′ + 3Gi′j′ − Nf
Nc
Γii′j′
]
− Nf
Nc
j−2∑
j′=0
min{i,j′}∑
i′=i+j′−j+1
Qi′j′
 . (24)
Comparing Eq. (23a) to Eq. (24), we obtain
Gij = Gi(j−1) + ∆η∆s
j−1∑
i′=i
[
Γii′(j−1) + 3Gi′(j−1) − Nf
Nc
Γii′(j−1)
]
− Nf
Nc
j−1∑
j′=0
Q(i+j′−j)j′ − Nf
Nc
Qi(j−1)
 . (25)
Since zs ≥ 1/x210, we have η ≥ s10, which leads to j ≥ i. For i = j we have Qj(j−1) = 1 in the last term of Eq. (25):
this is determined by the initial conditions. Including this additional contribution from a single point in the i, j grid
does not significantly affect the numerical solution.
Writing each equation in (23) in this recursive form allows for a numerical evaluation with one fewer layer of loops,
resulting in much shorter computation time for smaller step sizes, ∆η and ∆s, and for a larger η-range, defined by
η ∈ [0, ηmax]. In order to write down the recursive equations similar to Eq (25) for Qij , Γikj and Γikj , notice that
j−1∑
j′=max{0,i}
j′∑
i′=max{i,k+j′−j}
Γii′j′ −
j−2∑
j′=max{0,i}
j′∑
i′=max{i,k+j′−j+1}
Γii′j′ =
j−1∑
j′=max{i+j−k,0}
Γi(k+j′−j)j′ +
j−1∑
i′=k
Γii′(j−1), (26)
where we have used the fact that i < k < j, a consequence of the regime in which Γ (and Γ) are defined and employed,
1/z′s x221  x210, or, equivalently, η′  s21  s10. Equations (23) and (26) imply that (again for i < k < j)
Qij = Qi(j−1) + ∆η∆s
j−1∑
i′=i
[
1
2
Gi′(j−1) +
1
2
Γii′(j−1) +
3
2
Qi′(j−1) − Γii′(j−1)
]
+
1
2
j−1∑
j′=0
Q(i+j′−j)j′
 , (27a)
Γikj = Γik(j−1) + ∆η∆s
[
j−1∑
i′=k
[
Γii′(j−1) + 3Gi′(j−1) − Nf
Nc
Γii′(j−1)
]
− Nf
Nc
i+j−k−1∑
j′=0
Q(k+j′−j)j′ − Nf
Nc
Qi(i+j−k−1)
9+
j−1∑
j′=max{i+j−k,0}
[
Γi(k+j′−j)j′ + 3G(k+j′−j)j′ − Nf
Nc
Γi(k+j′−j)j′
]]
, (27b)
Γikj = Γik(j−1) + ∆η∆s
[
j−1∑
i′=k
[
1
2
Gi′(j−1) +
1
2
Γii′(j−1) +
3
2
Qi′(j−1) − Γii′(j−1)
]
+
1
2
j−1∑
j′=0
Q(k+j′−j)j′
+
j−1∑
j′=max{0,i+j−k}
[
1
2
G(k+j′−j)j′ +
1
2
Γi(k+j′−j)j′ +Q(k+j′−j)j′ − Γi(k+j′−j)j′
]]
. (27c)
We solve Eqs. (25) and (27) numerically in steps along the η-axis. To obtain the values for 0 ≤ η ≤ ηmax, we
start from η = ∆η, which is equivalent to j = 1, at which we use Eqs. (25) and (27) to determine Gi1 and Qi1 for
1− ηmax∆η ≤ i ≤ 1, together with Γik1 and Γik1 for 1− ηmax∆η ≤ i ≤ k ≤ 1, assuming that Gi0 = Qi0 = Γik0 = Γik0 = 1
are determined by the inhomogeneous term in Eqs. (23). Afterward, we repeat the same steps by applying Eqs. (25)
and (27) for j = 2, then j = 3, and so on, until jmax =
ηmax
∆η . At each j, we compute the dipole amplitudes Gij and
Qij for i in the range j − ηmax∆η ≤ i ≤ j and also find the amplitudes Γikj and Γikj for all pairs of i and k satisfying
j − ηmax∆η ≤ i ≤ k ≤ j. This process determines the values of Q(s10, η) in the η ∈ [0, ηmax], η − ηmax ≤ s10 ≤ η
region, which we will use below to determine the high energy asymptotics of the polarized quark dipole amplitude.
We always take ∆s = ∆η for simplicity.
IV. NUMERICAL SOLUTION: RESULTS
In this Section we present the results of our numerical solution of the large-Nc&Nf evolution equations (22) for
the quark and gluon polarized dipole amplitudes Q(s10, η) and G(s10, η), along with the corresponding quark helicity
PDF ∆Σ(x,Q2). The plots of ln |G(s10, η)| and ln |Q(s10, η)| in the (s10, η)-plane are shown in Fig. 2 for Nf = 2, 3, 6.
Throughout this paper, we take the number of colors to be Nc = 3.
The plots in Fig. 2 demonstrate an approximately linear rise of ln |G(s10, η)| and ln |Q(s10, η)| with η, similar to
the large-Nc case studied previously in [2, 3]. The only difference is that now, in Fig. 2, the rise of those functions is
not monotonic, and appears to be periodically interrupted by lines of sharp local minima.
To illustrate the origin of this non-monotonicity, we plot sgn[G(0, η)] ln |G(0, η)| and sgn[Q(0, η)] ln |Q(0, η)| as
functions of η in Fig. 3 for Nf = 3. From these plots we see that G(0, η) and Q(0, η) oscillate with η. The oscillations
explain the non-monotonic behavior we saw in Fig. 2. These oscillations are the main qualitative difference of the
small-x asymptotics for the quark helicity distribution in the large-Nc&Nf limit, as compared to the large-Nc case.
It appears that introducing the quarks back into the helicity evolution equations generates oscillations. While the
absolute values of Q(s10, η) and G(s10, η) still grow exponentially with η, both dipole amplitudes also oscillate.
Moreover, from Fig. 2 one can see that the oscillation period appears to get smaller (and the oscillation frequency
appears to get larger) with increasing Nf , which is also consistent with the fact that these oscillations are absent in
the gluon-only large-Nc equations solved in [2, 3].
While an analytic solution of Eqs. (22) is beyond the scope of this work, we can try to find analytic formulas
approximating our numerical results in Fig. 3, at least in the large-η asymptotics. Combining the oscillations with
the exponential growth of the maxima of |Q(0, η)| and |G(0, η)| with η we propose the following asymptotic forms for
the polarized dipole amplitudes:
G(0, η) ∼ eαGη cos (ωGη + ϕG) , (28a)
Q(0, η) ∼ eαQη cos (ωQη + ϕQ) . (28b)
The oscillation frequencies are denoted by ωG and ωQ, while the initial phases are denoted by ϕG and ϕQ. As one
can already see from Fig. 2, both the frequencies and the initial phases depend on Nf . This is confirmed by the
detailed analysis of our numerical solution in Appendix A. Furthermore, the amplitudes of oscillations in Q(0, η) and
G(0, η) grow exponentially with η, while the exponents αG and αQ (the intercepts in Regge terminology) also appear
to depend on Nf . The results of the analysis carried out in Appendix A, where we fit our numerical solution with
the ansatz (28) and extract the corresponding frequencies, phases, and intercepts, are summarized in Table I.
From Table I we see that, for each Nf , the two frequencies are equal within the numerical accuracy, ωG = ωQ. The
frequencies increase with Nf : while the exact analytic dependence of ωG = ωQ on Nf is yet to be determined, we
construct a Pade´ approximant to write
ωQ = ωG ≈ 0.22Nf
1 + 0.1265Nf
≈ 0.07piNf
1 + 0.1265Nf
. (29)
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(a) ln |G(s10, η)| at Nf = 2 (b) ln |Q(s10, η)| at Nf = 2
(c) ln |G(s10, η)| at Nf = 3 (d) ln |Q(s10, η)| at Nf = 3
(e) ln |G(s10, η)| at Nf = 6 (f) ln |Q(s10, η)| at Nf = 6
FIG. 2: Plots of ln |G(s10, η)| and ln |Q(s10, η)| for Nf = 2, 3, 6 and Nc = 3. All the graphs result from numerical
computations with the step size ∆η = 0.075 and ηmax = 30.
(a) sgn[G(0, η)] ln |G(0, η)| (b) sgn[Q(0, η)] ln |Q(0, η)|
FIG. 3: Plots of sgn[G(0, η)] ln |G(0, η)| and sgn[Q(0, η)] ln |Q(0, η)| versus η for Nf = 3 and Nc = 3. Both graphs
result from numerical computations with the step size ∆η = 0.075 and ηmax = 30.
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Nf
G(0, η) Q(0, η)
αG ωG ϕG αQ ωQ ϕQ
2 2.321± 0.003 0.360± 0.001 0.283± 0.011 2.320± 0.001 0.363± 0.002 −0.452± 0.003
3 2.300± 0.004 0.470± 0.001 0.327± 0.008 2.301± 0.006 0.469± 0.005 −0.409± 0.025
6 2.291± 0.002 0.753± 0.004 0.471± 0.009 2.288± 0.002 0.753± 0.005 −0.438± 0.012
TABLE I: The resulting intercept α, frequency ω, and initial phase ϕ, for the gluon and quark polarized dipole
amplitudes G(0, η) and Q(0, η) at Nf = 2, 3, 6 and Nc = 3.
The intercepts, αG and αQ, of the polarized dipole amplitudes’ exponential growth given in Table I, are also equal
to each other for each Nf with the precision of our numerical solution, αQ = αG. For all Nf studied they remain
close to αqh(Nf = 0) =
4√
3
≈ 2.309, which is the intercept for G(0, η) in the large-Nc pure-glue limit with Nf = 0 (in
units of
√
αsNc/(2pi)), derived analytically in [3]. It appears, though, that αQ = αG is decreasing slowly with Nf .
The initial phase ϕ in Table I is always between 0 and pi2 for G(0, η) and between −pi2 and 0 for Q(0, η). The values
of ϕQ and ϕG do not display a clear relation with each other. Their functional dependence on Nf is non-monotonic,
and its form is also not obvious from Table I. In fact, the initial phase depends greatly on the choice of the initial
condition (the inhomogeneous term) in Eqs. (16). For instance, if one performs a similar computation using the
Born-level-inspired dipole amplitudes as initial conditions (cf. [2]), while still taking the inhomogeneous terms for G
and Q to be equal for simplicity,
G(0)(s10, η) = Q
(0)(s10, η) =
α2sCFpi
2Nc
(CF η − 2(η − s10)) , (30)
for Nf = 3, Nc = 3, αs = 0.35, ∆η = 0.1, ηmax = 20, and the fundamental Casimir operator CF = (N
2
c − 1)/2Nc of
SU(Nc), one finds ϕG = −1.146 and ϕQ = 1.530, significantly different from all the initial phases displayed in Table I,
which were obtained for the initial condition (18). The difference between ϕG = −1.146 and ϕQ = 1.530 and the
phases in Table I is too large to be attributed to discretization errors. We thus conclude that the phases ϕQ and ϕG
are indeed very much dependent on the initial conditions to the evolution, and their values listed in Table I are not
universal.
Next let us determine what our solution implies for the quark hPDF ∆Σ. Rewriting Eq. (7) in terms of η and s10
from Eq. (21) we arrive at
∆Σ(x,Q2) =
Nf
αs pi2
√
αs Nc
2pi ln
Q2
xΛ2∫
0
dη
η∫
η−
√
αs Nc
2pi ln
1
x
ds10 Q(s10, η). (31)
To determine the small-x asymptotics of ∆Σ we need to evaluate the integral in Eq. (31). Note that for Q ≥ Λ the
integration region in Eq. (31) lies within the area η ∈ [0, ηmax], η − ηmax ≤ s10 ≤ η where we found the numerical
solution for Q(s10, η) if we choose ηmax =
√
αsNc
2pi ln
Q2
xΛ2 . Since Q(s10, η) is known numerically, we perform a numerical
integration to obtain the values of ∆Σ(x,Q2) as a function of Bjorken x at fixed Q2 = 10 GeV2 for the case of 3
quark flavors, Nf = 3, while choosing, for simplicity, Λ
2 = Q2, such that ηmax =
√
αsNc
2pi ln
1
x .
The resulting ∆Σ(x,Q2), similar to the polarized dipole amplitudes Q and G, is an oscillating function of ln(1/x),
with the oscillation amplitude growing exponentially with ln(1/x). In Fig. 4 we plot sgn[∆Σ(x,Q2)] ln |∆Σ(x,Q2)|
as a function of x, demonstrating the oscillations explicitly. Inspired by the success of the ansatz (28) for the dipole
amplitude, we propose the following ansatz for the small-x asymptotics of ∆Σ(x,Q2),
∆Σ(x,Q2 = 10 GeV2)
∣∣∣∣
large-Nc&Nf
∼
(
1
x
)αqh
cos
[
ωq ln
1
x
+ ϕq
]
. (32)
The parameters αqh, ωq and ϕq are extracted from our numerical results in Appendix B by applying the parameter
fitting process outlined in Appendix A. We use αs(10 GeV
2) ≈ 0.25. This gives (again, for Nf = 3)
αqh = (2.304± 0.012)
√
αsNc
2pi
, ωq = (0.469± 0.006)
√
αsNc
2pi
, and ϕq = −1.25± 0.05. (33)
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FIG. 4: Plot of sgn[∆Σ] ln |∆Σ| versus x resulting from the numerical integration of Eq. (31) for Nf = 3, αs = 0.25,
Q2 = Λ2, and with the step size ∆η = 0.075.
The intercept and frequency are within the margins of error from those for the dipole amplitudes Q and G at Nf = 3,
multiplied by the factor of
√
αsNc
2pi : α
q
h = αQ
√
αsNc
2pi = αG
√
αsNc
2pi , ωq = ωQ
√
αsNc
2pi = ωG
√
αsNc
2pi . This shows that the
intercept and frequency of the dipole amplitude Q determine the intercept and frequency of ∆Σ: both are uniquely
determined by the evolution. (Note that one cannot simply substitute Eq. (28b) into Eq. (31) to obtain this result
analytically, since the former is valid only at s10 = 0, while the latter has an integral over a range of non-zero values
of s10.) However, as remarked previously for the dipole amplitudes, the initial phase, ϕq, is, in fact, a by-product of
our choice of initial conditions, G(0) and Q(0). In practical phenomenological applications, G(0) and Q(0), and, hence,
the initial phase ϕq, have to be determined from the data.
V. QUARK HELICITY: AN ESTIMATE
In this Section we follow the strategy employed in [2] to estimate the possible impact of our new functional form
for the small-x asymptotics of ∆Σ(x,Q2) (32) on the amount of the proton spin carried by the small-x quarks. Our
analysis below should be understood as a rough estimate, with the anticipation of a more detailed phenomenology to
be done in the future.
As the asymptotic form (32) only holds for small x, we use that expression to extrapolate the quark helicity
distribution from the DSSV14 result in [6], starting at a particular connecting point, x0  1, into the small-x region,
xmin ≤ x ≤ x0. In particular, we write the small-x quark helicity distribution for x < x0 as
∆Σ(x,Q2 = 10 GeV2)
∣∣∣∣
large-Nc&Nf
= K
(x0
x
)αqh
cos
[
ωq ln
x0
x
+ ϕq
]
, (34)
with αqh and ωq given in Eq. (33). For x > x0 we take the quark hPDF to be given by the DSSV14 parameterization
[6], ∆ΣDSSV (x,Q2). We, therefore, need to match our ∆Σ(x,Q2 = 10 GeV2) from Eq. (34) onto ∆ΣDSSV (x,Q2) at
x = x0.
Unlike [2], where the ansatz for ∆Σ at small x contained only the power of 1/x, we now have the function in
Eq. (34) with two unknown parameters, the overall normalization factor K and the phase ϕq. We assume that
a more complete phenomenological approach would be able to uniquely determine ϕq from the large-x (x > x0)
data. We further assume that the value of ϕq obtained from a more complete approach would generate a smooth
matching of ∆Σ at x = x0, ensuring continuity of both ∆Σ(x,Q
2) and its derivative ∂∆Σ(x,Q2)/∂x at x = x0.
This assumption is not very reliable for our purposes, since the functional form (34) is asymptotic, and is, therefore,
valid only for x  x0: using it to ensure the continuity of ∆Σ(x,Q2) and ∂∆Σ(x,Q2)/∂x at x = x0 is somewhat
questionable. Strictly-speaking we have to admit that ϕq is an almost arbitrary parameter, whose value appears to
be very important for assessing the amount of quark helicity at small x. While the more detailed phenomenology
should better constraint the allowed ranges of K and ϕq, we will fix them here by simply requiring the continuity of
∆Σ(x,Q2) and ∂∆Σ(x,Q2)/∂x at x = x0 between our asymptotics (34) and ∆Σ
DSSV (x,Q2) from [6].
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We perform this computation for x0 = 0.01 and x0 = 0.001, doing a separate matching at each x0. The resulting
x∆Σ(x,Q2 = 10 GeV2) is plotted versus x in Fig. 5, which depicts the original DSSV14 [6] curve, extrapolated by a
power-law in x to very small x, along with the two curves resulting from matching our asymptotics (34) to DSSV14
at x0 = 0.01 and x0 = 0.001.
FIG. 5: Plots of x∆Σ(x,Q2 = 10 GeV2) versus x. The thin (red) line depicts the results from DSSV14 [6], while
the thick (green) and medium-thick (blue) lines show the results of matching our asymptotics (34) to DSSV14 at
x0 = 0.01 and x0 = 0.001, respectively.
To see more clearly the implication of this result on the quark helicity, Sq(Q
2 = 10 GeV2), we consider the integral
similar to Eq. (3) but with the lower limit at some small finite xmin, such that 0 < xmin < x0 (cf. [2])
∆Σ[xmin](Q2) =
1∫
xmin
dx ∆Σ(x,Q2). (35)
From Eqs. (3) and (35) we see that Sq(Q
2) = (1/2) ∆Σ[xmin](Q2) in the xmin → 0 limit. In Fig. 6, we plot
∆Σ[xmin](Q2 = 10 GeV2) versus xmin for the DSSV14 parameterization [6] along with the two curves resulting from
matching our (34) to DSSV14 at x0 = 0.01 and x0 = 0.001. In addition, for comparison, we show two extra curves
in Fig. 6 (dashed lines, labeled KPS16), resulting from using the power-law ansatz for small-x ∆Σ obtained from the
large-Nc pure-glue evolution [2, 3], and adjusting its overall normalization to ensure the continuity of ∆Σ(x,Q
2) with
DSSV14 at x0 = 0.01 and x0 = 0.001, as was done in [2].
FIG. 6: Plots of ∆Σ[xmin](Q2 = 10 GeV2) defined in Eq. (35) versus xmin. The thin (red) line is DSSV14 [6], while
the thick (green) and medium-thick (blue) solid lines show the results of matching our asymptotics (34) to DSSV14
at x0 = 0.01 and x0 = 0.001, respectively. The two dashed lines represent the small-x extrapolation done in [2] using
a power-law expression for ∆Σ(x,Q2) at small x resulting from the large-Nc evolution, also matched onto DSSV14 at
x0 = 0.01 (thick dashed, green) and x0 = 0.001 (medium-thick dashed, blue).
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Figure 6 illustrates the potential of small-x evolution to significantly affect the amount of the quark spin content in
the proton, which was already observed in [2]. We conclude from Fig. 6 that the small-x extrapolation of ∆Σ(x,Q2)
at Q2 = 10 GeV2 varies significantly with the matching point, x0. For the larger x0-value, x0 = 0.01, we also see a
strong variation between using large-Nc (KPS16) and large-Nc&Nf small-x evolution for helicity. It is also interesting
to see in Fig. 6 that for x0 = 0.001 both the KPS16 curve and the curve based on Eq. (34) are rather close to the
DSSV14 curve and to each other. Again, let us stress that our use of the asymptotic expression (34), valid for x x0,
to perform the matching of both ∆Σ(x,Q2) and ∂∆Σ(x,Q2)/∂x at x = x0, which is probably outside of its region of
applicability, gives us only a rough estimate of quark hPDF at small x. We expect that future more detailed studies
would place this matching under a more solid theoretical control.
VI. CONCLUSIONS AND DISCUSSION
In this work, we have numerically computed the asymptotic high-energy behavior of the polarized quark dipole
amplitude resulting from the double-logarithmic small-x helicity evolution [1, 42] in the limit of large number of quark
colors and flavors. The obtained amplitude Q is plotted in Figs. 2 and 3 as a function of η and s10 defined in Eq. (21).
The amplitude Q in the large-Nc&Nf limit displays an oscillatory pattern as a function of the center-of-mass energy
and of the dipole transverse size, on top of the exponential growth seen before in the large-Nc limit with Nf = 0 [2, 3],
when all the evolution was gluon-driven. We conclude that these oscillations appear after including quarks back into
the small-x helicity evolution of [1, 42].
Our numerical results for Q are well-approximated by Eq. (28b). The frequency ωQ and initial phase ϕQ of the
oscillations depend on the number of flavors, with this dependence summarized in Table I and Eq. (29). The intercept
αQ, also given in Table I, exhibits weak dependence on Nf , largely staying close to the large-Nc, Nf = 0 value
αqh(Nf = 0) =
4√
3
≈ 2.309.
These oscillations result in the similar oscillating behavior of ∆Σ as a function of ln(1/x) with the amplitude
growing as a power of 1/x, as shown in Eq. (1), which we reproduce here
∆Σ(x,Q2)
∣∣∣∣
large-Nc&Nf
∼
(
1
x
)αqh
cos
[
ωq ln
(
1
x
)
+ ϕq
]
. (36)
This is the main result of this work. It is illustrated in Fig. 4. The intercept, αqh, and the frequency, ωq, given by
Eq. (33), are within the margin of error from the corresponding parameters, αQ and ωQ, for the dipole amplitude, Q.
The initial phase, ϕq, on the other hand, differs greatly from ϕQ, due to the relation (31) between the two quantities.
In general, the phase ϕQ, and, therefore, the phase ϕq, exhibit a very strong dependence on the initial conditions
(inhomogeneous terms) for our large-Nc&Nf evolution. This is in contrast to α
q
h ≈ αQ
√
αsNc
2pi and ωq ≈ ωQ
√
αsNc
2pi
which are independent of the initial conditions and are universal properties of the evolution. This ambiguity in the
initial phase unfortunately trickles down to the ambiguity in our prediction for the quark helicity inside a proton.
Fixing the phase should be done by determining the initial conditions for the evolution. Resolving this issue would
require a more detailed phenomenological work, which is beyond the scope of this paper.
Note again that the oscillation frequency ωq vanishes in the Nf = 0 limit, such that the oscillation is a property of
having quarks in the evolution. The Nf = 0, Nc →∞ limit itself warrants a little further discussion. In [1–3, 40–42]
the large-Nc limit was understood as Nf = 0 gluons-only evolution. In this regime the polarized Wilson lines are
given only by the first (∼ F 12) terms in Eqs. (11) and (14), such that Q(x210, z) ≈ G(x210, z)/4 [42]. The small-x
asymptotics of the quark and gluon amplitudes Q and G were, therefore, given by the same power of 1/x. However,
strictly-speaking one needs to clarify what is implied by the quark dipole amplitude at Nf = 0. The quark dipole
amplitude obtained as a part of the gluon dipole amplitude in the large-Nc limit, as employed in [1–3, 40–42] and
given by Q(x210, z) ≈ G(x210, z)/4, is not exactly the right object to determine the quark helicity PDF ∆Σ in Eq. (7).
To properly define ∆Σ as the quark helicity distribution in the large-Nc limit, one needs to have a non-zero Nf , at
least Nf = 1. The Nf = 1, Nc →∞, αsNc = const limit of equations (16) is obtained by dropping all the Nf -terms,
that is, formally by putting Nf = 0 in the equations. We report here that the solution of the resulting equations
performed as part of this work leads to the intercept αQ = 2.39. If we compare this intercept to those listed in Table I
we see that this result appears to support our earlier conclusion about mild Nf -dependence of the intercept. Note
that the Nf = 1, Nc → ∞, αsNc = const limit is further complicated by the fact that in Q(x210, z) the Born-level
interaction with the quark target, which should be used for calculating Q(0)(x210, z), consists of a sum of two terms
with different Nc-scaling [40] (see Eq. (30) above): the t-channel quarks exchange is Nc-enhanced compared to the
t-channel gluon exchange contribution. Careful implementation of this observation shows that imposing the Nf = 1,
Nc →∞, αsNc = const limit on equations (16) by putting Nf = 0 and obtaining the intercept αQ = 2.39, is correct
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only for a pure-glue shock wave, that is, for probing a polarized glueball state instead of the proton. For the scattering
on the actual proton, or on a single polarized quark, the limit is more subtle, and includes one iteration of the Nf -
terms in the solution of Eqs. (16). This regime has not been explored in this work due to the higher phenomenological
relevance of the large-Nc&Nf approximation considered here.
Finally, let us comment on the potential phenomenological implications of our main qualitative result: at small-x
the flavor-singlet quark helicity distribution ∆Σ(x,Q2) oscillates in ln(1/x). Similar oscillation has been found in the
strange quark helicity distribution ∆s extracted from the experimental data by the PDF collaborations [4–7]. This
oscillation is the driving force behind the sign change of ∆ΣDSSV (x,Q2) in Fig. 5 above. If the ∆s oscillation in
x is confirmed by the future data extractions, it appears reasonable to ask a question whether it is related to our
oscillating result (36) for ∆Σ(x,Q2). While we do not separately consider individual quark flavors, the frequency
of ∆Σ oscillations increases with Nf , and should be more pronounced if more flavors are included in the helicity
evolution. This may be related to the oscillation observed in ∆s, and not in ∆u or ∆d. On the other hand the period
of these oscillations in ln(1/x) is
T =
2pi
ωq
. (37)
Using ωq = (0.469)
√
αsNc
2pi from Eq. (33) with αs = 0.3 and Nc = 3, we obtain T (Nf = 3) ≈ 35, which is a very
large number for rapidity or for ln(1/x). However, the first sign flip one encounters depends on the initial phase of
the oscillation, which is hard to determine. If we start from the maximum of the cosine function in Eq. (36) at some
x0, then the first sign flip would happen at x/x0 ≈ e−T/4 ≈ 10−4, which is a more phenomenologically-reasonable
number, but is still rather low to be relevant for the upcoming Electron-Ion Collider (EIC) experimental program
[19, 23, 58]. On yet another hand, the period of oscillations found above may be significantly affected by the higher-
order corrections in αs, even by the running of the coupling. In addition, we are encouraged by the similarity of the
shapes between our curves and the DSSV14 line in Fig. 5, indicating that some of the physics behind the DSSV14
line might be accurately described by our small-x evolution. We, therefore, leave the final verdict on the issue of the
phenomenological relevance of the ∆Σ oscillations found in this work for the future investigations.
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Appendix A: Analysis of the solution for the polarized dipole amplitudes
This Appendix describes how we fit our numerical solution for the polarized dipole amplitudes Q(0, η) and G(0, η)
using the ansatz (28) and extract the corresponding intercepts, frequencies, and phases.
Given the numerical values of G(0, η) and Q(0, η) for a set of η values with discrete spacing, we utilize the following
method to deduce the intercepts (αG and αQ), frequencies (ωG and ωQ), and initial phases (ϕG and ϕQ) of the
oscillations. Consider a numerical simulation for a function of the form
f(η) = Keαη cos (ω η + ϕ) (A1)
with some constants, α, ω, ϕ, and K. This is the asymptotic form assumed in Eqs. (28) for G(0, η) and Q(0, η). The
second derivative of the logarithm of |f(η)| is
d2
dη2
ln |f(η)| = d
dη
[α− ω tan (ω η + ϕ)] = − ω
2
cos2 (ω η + ϕ)
. (A2)
A local maximum of this second derivative occurs when cos (ω η + ϕ) = ±1, and hence the frequency ω can be found
from the value of the numerically-obtained second derivative at the maximum,
max
[
d2
dη2
ln |f(η)|
]
= −ω2, (A3)
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where we also adopt a convention in which ω > 0. We use the largest-η maximum available in our simulation to extract
ω using Eq. (A3). (Indeed the extracted value of ω can be cross-checked by comparing pi/ω to the spacing between the
positions of the local maxima along the η-axis in the numerical solution.) The phase ϕ can then be determined from
the second derivative maximum condition ω η∗ + ϕ = pi n, where η∗ is the numerically-extracted position of the same
largest-η maximum of the second derivative (A2) and n is an integer. The value of n is adjusted so that ϕ ∈ (−pi, pi],
where the choice between ϕ ∈ (0, pi] and ϕ ∈ (−pi, 0] is done by making sure that the corresponding f(η∗) given by
Eq. (A1) is positive or negative (assuming that K > 0) in agreement with the numerical value of the function f(η) at
η = η∗.
(a) d
2
dη2
ln |G(0, η)| (b) d2
dη2
ln |Q(0, η)|
FIG. 7: Plots of d
2
dη2 ln |G(0, η)| and d
2
dη2 ln |Q(0, η)| for Nf = 3 and Nc = 3. Both graphs result from our numerical
computation with step size ∆η = 0.075 and ηmax = 30.
Finally, a linear regression on
ln
∣∣∣∣ f(η)cos (ω η + ϕ)
∣∣∣∣ = αη + lnK (A4)
allows us to extract α from the slope of this function. For the numerical values of G(0, η) and Q(0, η) found in the
range η ∈ [0, ηmax], we only use η ∈ [0.75ηmax, ηmax] to extract the intercepts αG and αQ using Eq. (A4), in addition
avoiding the values of η close to the nearest cosine zero, ηn =
1
ω
[
pi
2 − ϕ+ pi n
]
, by at least 5% of the cosine’s period,
(0.05)T = pi10ω . This is done in order to obtain the intercept as close as possible to the asymptotic value, minimizing
the errors due to numerical artifacts and oscillation.
Following the above prescription, in Fig. 7 we plot d
2
dη2 ln |G(0, η)| and d
2
dη2 ln |Q(0, η)| as functions of η for Nf = 3.
The corresponding plots for other values of Nf also display the same qualitative behavior. For large η, the shapes
of the graphs approach that of the function in Eq. (A2), displaying periodic local maxima below the η-axis. This
provides another justification for the proposed asymptotic form, (28), for G(0, η) and Q(0, η).
The method outlined above is employed to determine the asymptotic forms for G(0, η) and Q(0, η) at Nf = 2, 3, 6.
In particular, for each Nf , ∆η and ηmax, we find the values of ωG, ωQ, ϕG and ϕQ from the largest maximum (η
∗)
of the graphs in Fig. 7, which, in turn, correspond to the function in (A2), in order to get as close as possible to the
asymptotic behavior at large η. The frequencies are found by using Eq. (A3), while the phases are extracted using
ω η∗+ϕ = pi n, with the integer n adjusted as described above. The parameters αG and αQ can be deduced from the
slope of the function in Eq. (A4).
As expected for any numerical and asymptotic solution, the resulting intercepts, αG and αQ, frequencies, ωG and
ωQ, and initial phases, ϕG and ϕQ, all vary slightly with the step size ∆η and the maximum ηmax of the computation
range η ∈ [0, ηmax]. Since the exact continuum and asymptotic solution corresponds to the limit where ∆η → 0
and ηmax → +∞, we perform the computation with various ∆η’s and ηmax’s, obtaining these parameters for each
computation. Then, these values of the parameters are fitted with second-order polynomials in ∆η and 1/ηmax (cf.
[2]). For each parameter, the value of its best-fit quadratic surface at ∆η = 0, 1ηmax = 0 is taken to be our numerical
estimate for the parameter. This technique is employed to obtain the estimates of αG, αA, ωG, ωA, ϕG and ϕA for
Nf = 2, 3, 6 in the limit ∆η → 0, 1ηmax → 0. Fig. 8 displays by the dots the values of these parameters at Nf = 3 for
each pair of ∆η and ηmax that we performed the computation for, together with the best-fit quadratic surfaces. For
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completeness, let us list the equations describing the best-fit quadratic surfaces (for Nf = 3):
αG (∆η, ηmax) = 2.300− 0.086 (∆η)− 0.608 (1/ηmax)− 0.472 (∆η)2 + 1.350 (∆η/ηmax)− 0.108 (1/ηmax)2 , (A5a)
ωG (∆η, ηmax) = 0.470 + 0.098 (∆η) + 0.018 (1/ηmax)− 0.388 (∆η)2 + 0.018 (∆η/ηmax)− 0.118 (1/ηmax)2 , (A5b)
ϕG (∆η, ηmax) = 0.327 + 0.516 (∆η)− 1.403 (1/ηmax)− 0.026 (∆η)2 − 1.618 (∆η/ηmax) + 11.143 (1/ηmax)2 , (A5c)
αQ (∆η, ηmax) = 2.301− 0.014 (∆η)− 1.008 (1/ηmax)− 0.331 (∆η)2 − 1.206 (∆η/ηmax) + 9.654 (1/ηmax)2 , (A5d)
ωQ (∆η, ηmax) = 0.469 + 0.094 (∆η) + 0.012 (1/ηmax)− 0.385 (∆η)2 + 0.077 (∆η/ηmax)− 3.052 (1/ηmax)2 , (A5e)
ϕQ (∆η, ηmax) = −0.409 + 0.386 (∆η)− 0.230 (1/ηmax) + 0.032 (∆η)2 − 0.795 (∆η/ηmax) + 22.008 (1/ηmax)2 . (A5f)
The qualitative features of these plots and quadratic fit functions are similar for Nf = 2, 6, but we omit them for
brevity. The resulting values of the parameters extracted with the quadratic fit are given in Table I of the main
text. For each of the parameters, the quadratic fit is also tested with Akaike information criterion, giving the R2 of
at least 0.999. The numerical errors shown in Table I are derived by taking the difference between the ∆η → 0 and
ηmax → +∞ extrapolations of the quadratic and linear fits in ∆η and 1/ηmax to the data points in Fig. 8.
One may wonder why αG and αQ in Fig. 8 approach ∆η = 0 and
1
ηmax
= 0 from below, while in [2] the inter-
cept approached the same limit from above. To better understand the difference, we re-ran the large-Nc evolution
simulations done in [2] with the initial conditions different from those used in [2]. We used G(0) = 1, while in [2]
Born-level initial conditions (30) were employed. Using the trivial initial condition G(0) = 1 resulted in the intercept
approaching the ∆η = 0 and 1ηmax = 0 limit from below for the large-Nc evolution. We thus conclude that, while the
asymptotic and continuum value of the intercept appears to be independent of the initial conditions, the approach to
this intercept in finite-step-size and finite-η-range numerical simulations appears to depend on the initial conditions.
(a) αG for Nf = 3 (b) ωG for Nf = 3 (c) ϕG for Nf = 3
(d) αQ for Nf = 3
(e) ωQ for Nf = 3
(f) ϕQ for Nf = 3
FIG. 8: Plots of parameters αG, αQ, ωG, ωQ, ϕG and ϕQ as functions of ∆η and 1/ηmax for Nf = 3 and Nc = 3. The
dots represent our numerical evaluation, while the solid surfaces depict the best fits (quadratic in ∆η and 1/ηmax)
used for extrapolating to the continuum asymptotic values at ∆η = 0 and 1ηmax = 0.
As a final cross check for the asymptotic form (28), we plot e−αGηG(0, η) and e−αQηQ(0, η) versus η in Fig. 9. We
see that the functions display clear sinusoidal pattern for η & 10, demonstrating sinusoidal oscillation in the large-η
asymptotics, as expected from the ansatz (28).
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(a) e−αGηG(0, η) at Nf = 2 (b) e−αGηG(0, η) at Nf = 3 (c) e−αGηG(0, η) at Nf = 6
(d) e−αQηQ(0, η) at Nf = 2 (e) e
−αQηQ(0, η) at Nf = 3 (f) e−αQηQ(0, η) at Nf = 6
FIG. 9: Plots of e−αGηG(0, η) and e−αQηQ(0, η) at Nf = 2, 3, 6 and Nc = 3. All the graphs are numerically computed
with step size ∆η = 0.075 and ηmax = 30.
Appendix B: Analysis of the numerical results for ∆Σ
(a) αq for Nf = 3 (b) ωq for Nf = 3 (c) ϕq for Nf = 3
FIG. 10: Plots of parameters αq, ωq and ϕq as functions of ∆η and 1/ηmax for Nf = 3 and Nc = 3. The dots
represent our numerical evaluation, while the solid surfaces depict the best fits (quadratic in ∆η and 1/ηmax) used
for extrapolating to the continuum asymptotic values at ∆η = 0 and 1ηmax = 0.
Here we use the fitting method outlined in Appendix A to compute the parameters given in Eq. (33) describing
the small-x asymptotics of ∆Σ(x,Q2) in Eq. (32). The only difference is that the variable η in Eqs. (A1)-(A4) now
becomes
√
αs Nc
2pi ln
1
x . At the end, the parameters αq, ωq, and ϕq are extracted by using the following quadratic
best-fit surfaces for αs = 0.25, resulting in the values listed in Eq. (33):
αq (∆η, ηmax) = 0.796− 0.016 (∆η)− 0.362 (1/ηmax)− 0.192 (∆η)2 + 0.216 (∆η/ηmax) + 2.852 (1/ηmax)2 , (B1a)
ωq (∆η, ηmax) = 0.162 + 0.032 (∆η) + 0.052 (1/ηmax)− 0.132 (∆η)2 + 0.024 (∆η/ηmax)− 1.444 (1/ηmax)2 , (B1b)
ϕq (∆η, ηmax) = −1.25 + 0.96 (∆η)− 0.36 (1/ηmax) + 0.32 (∆η)2 − 1.66 (∆η/ηmax) + 45.43 (1/ηmax)2 . (B1c)
Similarly, for all the parameters, we perform the Akaike test to the fit and obtain R2 of at least 0.996. Fig. 10 displays
by the dots the values of these parameters for each pair of ∆η and ηmax that we performed the computation for,
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together with the best-fit quadratic surfaces. The error bars in Eq. (33) are also calculated by the difference between
the linear and quadratic extrapolations to ∆η = 0 and 1ηmax = 0.
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