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The purpose of this thesis is to study methods for the control of chaos in dynamical
systems described by maps. Two simple model dynamical systems , a one-dimensional
map, the logistic map and a two-dimensional map, the prey-predator map are treated
first. A feedback control method is introduced, in which an independent parameter of the
system is perturbed. The chaotic behavior is successfully suppressed and the maps are
stabilized about an unstable fixed point. Next, a more complex two-dimensional map is
studied: the dynamics of a marker particle advected by the flow field generated by a blinking vortex. This flow field is produced by two blinking vortices in an inviscid fluid. The two
vortices are turned on and off consecutively, at a constant period T. It is known that the particle motion in such a flow becomes chaotic when the period of blinking is increased beyond a critical value. In order to control or enhance chaos in this system, a feedback control acting on the period of blinking or the location of the vortices is introduced. In this case,
partial success was achieved. The motion of the marker particle can be controlled (stabilized) in one space direction (x-direction) but the motion in the other direction (y-direction) cannot be successfully controlled using the control laws proposed. On the other
hand, it is possible to enhance the chaotic behavior (anti-control) using the proposed
method. Additional control laws and methods should be tried in future work.
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CHAPTER I
INTRODUCTION

1.1.

Literature Survey.

This chapter presents and explains the motivation for this research. Work already done in
the field of the subject is first introduced, followed by a description of the problem treated
in this investigation.
The problem of controlling chaos in dynamical systems has recently received a lot of attention due to the variety of applications. For example, stabilizing chaotic dynamics in ships
and ocean platforms helps prevent their capsizing in rough seas [Ding], [Crispin 1995,
1996]. Another example is in biological systems where controlling chaos helps managing
natural resources with complex interactions such as food webs and competitive interactions [Sole], [Ikegami]. In physiological systems, the control of chaotic behaviors in nervous systems and neural networks may be applicable to epileptic foci [Schiff]. Finally, controlling chaos in fluid dynamics helps improve a phenomenon commonly found: fluid
mixing. One direct application of fluid mixing is in mechanical and aerospace engineering
where the mixing of two fluids in combustion processes assures that the reactors will perform properly [Ottino 1989,1990]. In astrophysics, mixing in the interior of stars determines
their chemical composition and therefore their brightness. This mixing is generally most
efficient when the fluid motion is chaotic [Ottino 1992].
Although fluid mixing is a common occurrence, it is poorly understood. There is one reason
that everyone agrees upon: mixing is extremely complex [Ottino 1990] since in fluids, one
must consider many different characteristics: fluids can be miscible or partially miscible,
reactive or inert, and flows are orderly and slow, or fast and turbulent [Ottino 1989,1991].
It is very difficult to establish one single theory for all the different cases encountered [Ottino
1989]. Moreover, whereas in most studies in fluid mechanics, the problem is considered
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solved when the velocity field is found, in mixing problems, the study actually begins after
the velocity field has been determined [Ottino 1989].
In time-periodic flows, there are regions with poor mixing, called islands [Ottino 1991],
[Ottino 1992]. Islands can stretch, translate, or rotate but always remain in the flow and do
not exchange matter with the rest of the fluid [Ottino 1988, 1991]. These islands are obstacles to efficient mixing [Ottino 1991]. If a line of symmetry can be found in a flow, then
the presence of islands is guarantied and they will be located symmetrically with respect
to the line [Ottino 1992]. A significant improvement to mixing has been achieved by using
symmetric periodic flows [Ottino 1992]. The motion of the fluid create islands at a certain
location for one period of time and for the next period of time, by creating an identical flow
rotated by 180°, the placement of these islands is reversed. Mixing is then created at the
location of the first islands [Ottino 1991] and the flow is therefore globally mixed.
During the mixing process, fluids fold, stretch, breakup, and diffuse. These characteristics
make mixing an irreversible process which cannot be undone [Ottino 1989]. Fluid mixing
is nonlinear. Nonlinearity is a necessary condition for the occurrence of chaos, which also
implies complex behavior of the flow. In the past, several laboratory experiments and computer simulations have revealed that the motion of particles in a flow field can be simple for
a given range of the parameters, but can become very complex if the parameters are
changed [Carr]. It is known that chaotic motion is sensitive to small perturbations in the
initial conditions or in the independent parameters characterizing the system. Small perturbations can cause large changes in the global flow field.
In very simple fluid flow problems, the velocity field can be determined in closed form. One
such simple flow field is that produced by two concentrated vortices in a closed boundary.
To enhance mixing, the two vortices are turned on and off periodically one after the other,
producing the so-called blinking vortex [Aref]. The blinking vortex is a two-dimensional,
symmetric, time-periodic flow. The two-dimensionality of the system allows aclosed form
solution of the equations of motion, from which the dynamics of a particle in the form of a
map can be obtained. A map is the description of a dynamical system for which the time
takes discrete values, as opposed to differential equations where the time is continuous.
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An m-dimensional map is expressed by a difference equation of the form: X n + i = f(Xn; p)
where f :Rm h+ Rm, Xn e Rm, p e Rk, p represents the parameters and n is the discrete time.
With an initial state x 0 at time n=0, we obtain the following state for the time n=1 with
xi=f(x 0 ), where the function f describes the dynamics. We iterate as much as desired to
follow the progression of the system with time.
Maps provide a model amenable to analysis in different fluid mixing processes [Ottino
1988] and offer a visualization of the phenomena of chaos. In fluid mechanics, maps provide an excellent tool for the study of chaos, since they provide a direct description of the
particle motion in the flow field [Ottino 1988]. Maps can also be used to describe chaos
in problems in population dynamics and other natural phenomena.
Avery important parameter in these mixing problems is the period of oscillation of the agitators [Aref]. The state of the system, chaotic or regular, depends strongly on the period of
oscillation. For instance, in a problem that has been studied to some extent, the mixing of
fluids in a cavity [Chien], the flow remains regular when the period is low, and it becomes
chaotic when the period is increased. Another example is in the case of the blinking vortex
where an optimal time period has been found in order to obtain the best mixing with the
least consumption of energy [Khakhar]. Further investigations lead to an aperiodic motion
of the agitators generating even more effective chaotic mixing than the corresponding periodic sequence in the eggbeater simulation [Ottino 1992]. Also, experimental work has
shown that the maintenance of chaos was possible by breaking the periodicity and thus
increasing the complexity of the system studied [In]

1.2.

Statement of the Problem and Hypothesis.

The goal of this research is to study methods for the control (suppression or enhancement)
of chaos in a simple model of chaotic advection. In this model, the flow field is two-dimensional, incompressible and inviscid. We limit the discussion to the case of the blinking vortex without boundaries [Aref]. The blinking vortex flow is produced by two vortices that are
being turned on and off, one after the other at a constant time period T. Initially, marker particles are dispersed throughout the flow field [Ottino 1991]. By computation, the motion of
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the particles is reproduced. The chaotic or regular behavior of this system depends on the
value of the period of blinking, and the location of the vortices.
Our efforts consist of controlling the chaotic motion of a particle in the flow field. The proposed method has never been applied to fluid mixing. It would consist of using the feedback method already used in other dynamical systems. The motion of a chaotic particle
is fed back, and the control law applied changes slightly the value of a parameter in the
equation giving the map of the system. Since chaotic systems are sensitive to small perturbations, very large differences in the new motion of the particle are expected. Small perturbations are introduced in the period of blinking, or the location of the agitators.
In order to understand completely the method used, two simpler models are first studied.
They are the one-dimensional logistic map [Parthasarathy], and the two-dimensional
prey-predator, or Lotka-Volterra map [Bascompte]. They are used in ecology as a model
of population growth and a model of interacting species.
In chapter II, a description of the control theory is first introduced. The perturbation of an
independent parameter forces an originally unstable system to converge towards its fixed
point. This method is applied to the logistic and prey-predator maps. The results found
show that the control method is feasible. In chapter III, the map of the blinking vortex is first
described, followed by the map of the blinking vortex in the particular case of no boundaries. The control of chaos (suppression and enhancement) of the blinking vortex with no
boundaries is presented in Chapter IV and the conclusions are stated in Chapter V.
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CHAPTER II
THE LOGISTIC AND PREY-PREDATOR MAPS
2.1.

General analysis.

This chapter describes the method used to control chaos in one-dimensional and t w o dimensional maps. Two examples are presented: the one-dimensional logistic map and
a two-dimensional prey-predator map.
An m-dimensional iterated map is expressed by:
X n + 1 =f(X n ;p)

(2.1)

where f: Rm h+ Rm, Xn e Rm, p e Rk
Here Xn are the state variables, p are the independent parameters of the system and n is
the iteration counter which represents the discrete time step. Suppose a period - o n e solution exists, that is for a particular value of the parameter p=po, a fixed point (or equilibrium
point) Xf exists:
Xf=f(Xf; p0)

(2.2)

Then, suppose a chaotic solution exists for a value of the parameter greater than po- To
control chaos, a feedback control is used, involving a new parameter, the gain K, acting
on the difference between Xn and Xf. The equation for the parameter is:
p n = p + K(Xn - Xf)

(2.3)

The new parameter is not a constant, but varies directly as the difference between the value
of the uncontrolled state variable and the value of the fixed point. Since chaotic systems
are sensitive to small changes in the parameters, we expect to be able to control chaos by
making small adjustments to one or more parameters.
From Eqs.(2.1) and (2.3), the controlled system is
X n + i = f [X,,; p + K(Xn - Xf)]

(2.4)

Now, the goal is to find the value of the gain K for which the new closed-loop control system is stable. The stability of a system is determined by the eigenvalues of the Jacobian
matrix of the map. If the magnitudes of its eigenvalues are less than one, the system is
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stable. Otherwise, it is unstable. For example, for a two-dimensional map
Xn+i=fi(Xn,Yn,p)
Y

(2.5)

n+1 = f2(Xn. Yn, p)

the Jacobian matrix of this map is:
IdtydXn
Df(X n ,Y n ,p)= |
|df2/dXn

d^/dYnl
|
df 2 /dY n |

(2.6)

whereas for a one-dimensional map X n+ -|=f (Xn; p), it is simply Df(Xn, p)=df/dX n .
To illustrate the control algorithm, the one-dimensional logistic map is first considered,
and then a discrete prey-predator system, described by a two-dimensional map, is studied.
2.2. The Logistic Map.
The logistic map is described by the following equation [Parthasarathy, Sinha, 1995]:
X n + i = aX n (1 - X n )

fora>0

(2.7)

It represents a basic model of population growth in ecology. The parameter a is independent, and describes the growth rate of the population.
The fixed points are given by:
Xf = aXf (1 - Xf)

(2.8)

which leads to:
Xf [ aXf + (1 -a)] = 0
Therefore the two fixed points are
Xf1 = 0andX f 2 = 1 - 1/a

(2.9)

The stability condition for a fixed point is:
|dX n + i/dX n | X n =Xf< 1

(2.10)

that is, the equilibrium point is stable when the magnitude of the derivative of X n + i with respect to Xn, evaluated at the fixed point is less than one. In our case,
|dXn+1/dXn|= | a - 2 a X n |

(2.11)

ForXf1 = 0 , | a - 2 a X f | = | a | . Therefore, for - 1 < a < 1 , Xf1 is stable, and for a < - 1 o r a > 1 ,
Xf1 is unstable. ForXf2= 1-1/a, | a - 2 a X f | = |2 - a|. Therefore,for 1<a<3, Xf2 is stable,
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and for a<1 or a>3, Xf2 is unstable.
By iterating the map for different values of a, we notice that the map becomes chaotic for
a value of a greater than 3.5. We therefore use the feedback method explained earlier to
stabilize the map about the unstable fixed point and eliminate the chaotic behavior. The
gain K is introduced and the controlled growth rate a' becomes dependent on the discrete
time and is given by:
a n = [a + K(Xn -X f )]

(2.12)

The equation of the closed loop system is therefore:
X n + 1 = [a + K(Xn-Xf)]Xn(1 -X n )

(2.13)

The influence of K(Xn-Xf) is to slightly change the value of the original parameter a. In order
to stay close to the original system, we limit K(Xn-Xf) to small magnitudes. In the example
described later, for a =3.8, the magnitude of K(Xn-Xf) is limited to 0.03. Thanks to the sensitivity of chaos to small changes in the parameters, an efficient control is expected. The
fixed points of the controlled system are obtained from Eq.(2.14):
X , = [a+K(X f -X f )]X f (1-Xf)

(2.14)

which has the same solution as equation (2.8), namely:
Xf = aX f (1-X f )
and gives the same fixed points as the original map Xfi=0, and X^=1 -1/a. Since we are
interested in the case where a>3.5, we will consider only the attracting fixed point
Xf2=1 - 1 / a for this range of a, the other point is repelling. The only unknown in the controlled system equation (Eq. (2.13)) is the value of the gain K. This value is chosen such
that the closed loop control system satisfies the stability criterion given by equation (2.10):
|dX n+ i/dX n |xn=xf < 1
Taking the derivative of X n + i with respect to Xn, we get:
dX n + 1 /dX n = KXn(1 -X n ) + [a + K(Xn - Xf)](1 -2X n )

(2.15)

The value of the derivative evaluated at Xn = Xf2 is:
|dX n + 1 /dXn|xn=Xf= KXf(1 -X f ) + a(1 -2X f )

(2.16)

The stability condition is |dX n + 1 /dXn | X n =xf<1. which implies the following two inequalities:
| KXf(1 -X f ) + a(1 -2X f ) | < 1 or

| KXf(1 -X f ) + a(1 -2X f ) | > - 1
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(2.17)

When evaluated at Xf2=1 -1/a, these two inequalities lead to:
a2(a-3)/(a-1)<

K < a2

(2.18)

This inequality can be solved for Kif a 2 (a-3)/(a-1)<a 2 , which leads to (a-3)/(a-1)<1By plotting the graph y=(a-3)/(a-1), we see that the graph of y(a) is under y=1 for any
a > 1 , which is our domain of interest. Using the notation
K^a2

(2.19)

andK 2 =a 2 (a-3)/(a-1)

(2.20)

an average value for K can be used for a stable controlled map:
K=(K!+K2)/2

(2.21)

To summarize the results of this section, the following statements can be made about the
behavior of the logistic map X n+ i=aX n (1 -X n )
1) For 0<a<1 and any X0 in [0,1], Xn+-| converges towards the fixed point Xf1 = 0.
2) For 1<a<3 and any X0 in [0,1], Xn+-| converges towards the second fixed point
Xf2=1-1/a.
The onset of chaos is at a>3.5. It is possible to control (suppress) chaos , by using the
above control law, Eq.(2.12), so that the closed loop controlled map becomes Eq.(2.13):
X n + 1 = [a + K(X n -X f )]X n (1-X n ).
In order for this map to be stable, the gain K has to be chosen as K=(Ki + K2)/2 where
K-|=a2and K 2 =a 2 (a-3)/(a-1), Eqs (2.21), (2.19) and (2.20) respectively.
Fig.1 shows the results of the simulation of the control of chaos of the logistic map using
the control law of equations (2.12) and (2.13), for a value of a=3.8and an initial condition
X 0 =0.6. Fig.1 (a) displays the uncontrolled chaotic signal Xn as a function of the discrete
time n. Applying the control law, the controlled signal Xc(n), see Fig1 (b), converges towards
the fixed point Xf2=1 -1/a=0.737, after a transient period. Fig.1 (c) displays the unlimited
control, which is the variation of the effort needed to control the map at each iteration. This
unlimited control can reach large values which are greater than the parameter a itself This
perturbation is difficult to impose in most applications. What is desirable is to control chaos
using small perturbations of a system parameter. Therefore we choose to limit the control
used, see Fig.1 (d), at a value less than 1% of the value of a. This control allows to keep

8

the original value of the growth rate predominant and shows that a single pulse of a small
magnitude applied at the right time is enough to stabilize an originally chaotic system and
force it to remain in the vicinity of an unstable fixed point embedded within the chaotic attractor. This limited control is possible because the chaotic system oscillates between 0.2
and 1, and therefore passes regularly through the fixed point Xf2= 0.737. It is precisely
when the variable Xc(n) is very close to the fixed point that the limited control is most efficient.
(b) Controlled Map

(a) The Logistic Map, a=3.8

0

100
200
Discrete Time n

300

100
200
Discrete Time n

(c) Unlimited Control

300

(d) Limited Control
0

o
X

-0.01

S -0.02

100
200
Discrete Time n

300

-0.03

0

100
200
Discrete Time n

300

Fig.1. Control of chaos in the logistic map: (a) The uncontrolled variable Xn for a=3.8. (b) The controlled variable Xc(n) for the same value of a. (c) Oscillations of the unlimited control perturbation
K(Xc(n)-Xf). (d) Limited control perturbation: |K(Xc(n)-Xf) | <0.03 .
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2.3. The Prey-Predator Map.
Having successfully controlled a one-dimensional map, we now want to apply the theory
to atwo-dimensional map. The map chosen is the prey-predator map, whose equations
are the following [Bascompte]:
X n + 1 = m Xn (1 - X n - Y n )

(2.22)

Yn+1 = $2 Xn Yn
Xn and Yn represent respectively the prey and predator population densities.
Hi is a parameter describing the growth rate of the prey population, and [12 models the interaction between the two species. If Xn = 0, which means that the prey is extinct, the predators Yn, having no supply, disappear too. If Yn =0, which means that the predators are extinct, the prey population grows at a rate \L-\ governed by the logistic equation.
The fixed points are given by:
Xf=|i1Xf(1-Xf-Yf)

(2.23)

Y f = [i 2 X f Y f

(2.24)

The point (0, 0) is a trivial fixed point. The second fixed point is:
Xf2 = 1/ H2 • and Y^ = 1 - 1 / \i2 ~ 1/|Ai

(2.25)

The stability in a two-dimensional map is determined by the magnitude of the eigenvalues
of the Jacobian matrix:
|dX n+1 /dXn
Df{XnYn.|ii1|i2)=

I
|dY n+1 /dXn

dXn+-|/dYn

|

dY n+1 /dYn

I
|

(2.26)

Calculating the matrix for the prey-predator map:
dX n+1 /dX n = |ii (1 -Xn-Yp) + ^ Xn (-1) = m (1 - 2 X n - Y n )

(2.27)

dX n + i/dY n = - ^ Xn

(2.28)

dY n+1 /dX n = n 2 Y n

(2.29)

dY n + i/dY n = H2 Xn

(2.30)

For (Xfi.Yf-i) =(0,0), the matrix Df has only one term different from zero:
I M-i
Df(X n> Y ni |i 1i |i 2 ) = 1

10

0|

1

(2.31)

0|

10

det (Df - XJ) = - Mm -l)

=0

The eigenvalues are Xi=0, and X2 =ni- Therefore, for |X,2 | = (ii < 1, the point (0, 0) is a
stable fixed point, otherwise it is unstable.
For (Xf2, Yf2) = (1/|i2 , 1 — 1/M-2-1/M-1)-tne matrix Df has four non zero terms:
lM-1 (I/M.1-I/112)
Df(X n ,Yn i |ii i |i2) = |
|H2(1-1/H2-1/|H)

— M-l/M-2 I
I
1

(2-32)

I

A numerical analysis with matlab reveals that when \i-\ and u.2 are greater than 3.5, the magnitudes of the eigenvalues of the Jacobian matrix become greater than one, the fixed point
is no longer attractive, and chaos eventually appears. To control this instability, we use the
same method as the one used for the logistic map: the feedback control method. Again,
we introduce a new parameter K, and we choose its value such that the magnitude of both
eigenvalues of the Jacobian matrix of the system is less than one. This method allows us
to use values of m and (12 greater than 3.5, and still keep a stable system. Since we have
two parameters, three different approaches are possible: work with either m or [i 2 , or both.
We try the three approaches and select the best control.
2.3.1 Control by Perturbation of )xi:
Perturbing m, the parameter becomes dependent on the discrete time n:
| i 1 n = [^ + K(Xn - Xf)]

(2.33)

The equations of the closed loop system are now:
X n + 1 = [|n + K(Xn - Xf)](1 - Xn - Yn) Xn

(2.34)

Yn+1 = f^XnYn
Note that the controlled and the uncontrolled systems have the same fixed points. The Jacobian matrix contains the following derivatives:
dX n+1 /dX n = K (1 -Xn-Yn) Xn + (1 - 2 X n - Y n ) [^ + K(Xn - Xf)]
dX n +i/dY n = - m Xn

(2.35)
(2.36)

When these derivatives are evaluated at the fixed point (Xf2, Yf2) = (1/ \i2 ,1 - 1 / (12-1/1x1),
we get:
dX n + i/dX n =K/(m (x2) + (ii(1/(ii - 1/ (12)

(2.37)
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dXn+i/dYn=-|i1/|i2

(2.38)

The value of the two other derivatives are not changed, since the function Y n + 1 has not
changed after introducing the feedback control of the parameter \i^.
dY n + 1 /dX n = |x2 Ye = ^ (1-1/|x 2 - 1/m)

(2-39)

dY n+1 /dY n = ( x 2 X f2 = 1

(2.40)

Substituting Eqs.(2.35)-(2.38) in Eq.(2.24), we get the Jacobian matrix of the controlled
system:
|K/(|il H2) + |A1(1/|A1 —1/|X2)

Df(X n ,Y n i |i 1 i M 2 )=

-^l/(A2 I

|

|

|[x 2 (i-i/(x 2 -i/m)

1

(2.41)

l

By graphing the magnitudes of the eigenvalues of this matrix for different values of K, we
see that there is a range of K for which both magnitudes are less than one. It is therefore
possible to stabilize the system with the parameter \i-\. The control made with 1x1 is successful.
Figs.2 and 3 show the results of the simulation of the control of the prey-predator map
using the control law of equations (2.33), (2.34) for m = H2 = 3 - 9 and an initial condition
at (0.3,0.3). Figs.2(a) and 2(c) display the uncontrolled signals X n + 1 and Y n + 1 as functions
of the discrete time n. Applying the control law by perturbing the parameter \i-\t the controlled signals X n + 1 and Y n+1 , after a transient period, converge towards their unstable
fixed points (X f2 =1/|i 2 =0.26; Yf2=1-1/[A 2 -1Aii=0.49) as shown in Figs.2(b) and (d).
Figs.2(e) and (f) display the uncontrolled and controlled maps where Y n + 1 is plotted versus
X n +i- Here again, the control applied is limited: its magnitude is never greater than 0.8.
Fig.3(a) shows that the unlimited control varies between - 1 3 and 5, which is three times
as large as the parameter ^ itself, whereas the limited control is applied only when its magnitude is less than 0.8 as shown in Fig.3(b). If the magnitude is greater than 0.8, no control
is applied. This last control assures a small perturbation of the parameter and allows a convergence of the system with a few interventions at low cost. Finally Fig.3(c) displays the
magnitude of the eigenvalues l^l and \k2\ of the Jacobian matrix when only the parameter
fx-f is perturbed. The graph of |Xi | is shown as a solid line, and that of |X2| is the " + " curve.
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The graph shows that between K= - 2 8 and K= - 1 4 approximately, both eigenvalues have
a magnitude less than one. By choosing any value of K within this range, the closed loop
system is stabilized.
3.2.2. Control by Perturbation of \i2:
This time, \i2 is perturbed and made dependent on the discrete time n:
H2n = [|X2 + K(Y n -Y f )]

(2.42)

We get the following closed-loop system:
Xn+i=[iiXn(1-Xn-Yn)

(2.43)

Y n + i = [H2+K(Y n -Yf)]X n Y n
The system has the same fixed points as the uncontrolled system (see Eq.(2.25)). The Jacobian matrix evaluated at the second fixed point is:

Im (1/m - VM-2)
Df(Xn,Yn,|ii1|i2)= I
IMi-i/n2-i/m)

I
I
K/fi2(i-i/H2-i/m)+i I
-M-I/ M-2

(2-44)

As can be seen in Fig.3(d), by plotting the magnitude of the eigenvalues of this matrix as
functions of K, there is no value of K for which both eigenvalues have a magnitude less than
one. We therefore will not be able to control the system by perturbing this parameter.
2.3.3 Control by Perturbation of m and a2 :
Finally, the perturbation of both parameters with the same K is attempted, and the following
equations for the controlled map is obtained:
X n+ 1 = [ in + K(Xn - Xf)]Xn (1 - X n - Y n )

(2.45)

Y n + i = [H2 + K(Y n -Yf)]X n Y n

(2.46)

Again, it can be noted that this system has the same fixed points as the uncontrolled system. The Jacobian matrix evaluated at the fixed point is the following:

Df(X n i Y n i m,|i2)=

|K/(|Xi |i2)+M1/|ii-1/H-2)
|

-m/M-2

|[x2(1 - 1 / | x 2 - 1/(xi)

I
|

(2.47)

K/|i2(1-1/H2-1/|Ai) + 1 I

Once again, by plotting the magnitudes of the eigenvalues in Fig.3(e), we can see that there
is no value of K for which the stability criteria are satisfied, i.e. there is no K value for which
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both eigenvalues have a magnitude less than one. We therefore will not be able to use this
control either.
To summarize this section, the method proposed is checked in this chapter: the control of
chaos is possible by using a feedback control law acting on an independent parameter
used in the equations describing the system for the one-dimensional logistic map and the
two-dimensional prey-predator map. However, control is not always possible. For the
prey-predator map, three different types of perturbations are proposed, and two of them
fail. These two controlled systems cannot be stabilized about their fixed point. This is determined after seeing the graphs of the magnitudes of the eigenvalues of the Jacobian matrix.
There is no value for K allowing these magnitudes to be less than one, therefore the controlled systems cannot satisfy the stability criterion.
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CHAPTER III
FORMULATION OF THE BLINKING VORTEX MODEL
3.1.

The Case of a Finite Radius Boundary.

The trajectory of particles under the influence of two vortices blinking on and off simultaneously in a circular vessel is first simulated. In order to do so, the velocity equation is needed. It is given by the derivative of the potential function describing the system. The first step
is therefore to express the potential function of a particle under the influence of two vortices.
Let t,=^+n\

be the coordinate of the particle being followed in the complex plane. Here

i 2 = - 1 . For a vortex located at the origin and having a strength r, the complex potential
function is:

F(Q = -i(r/2jt) log£

(3.1)

For a vortex of strength r, at a location z(t)=x(t)+iy(t) in the complex plane, the complex
potential function is then:

F(9 = -i (r/2n) log(£ - z)

(3.2)

Note that the location of the vortex can vary as a function of the time t.
In order to simulate mixing in a flow confined by a circular boundary of radius a, an image
vortex needs to be placed at a location a2/z, where z is the complex conjugate of z. For two
vortices, one at location z(t) and strength r, the other one at location a2/z and strength - r ,
the complex potential function is given by:
F(9 = - i (r/2n) [log(C - z ) - logG - a2/z)]

(3.3)

which can also be written as:

F(Q = -i (r/2ii) log [(£ - z)/ (£ - a2/z)] = O + HP

(3.4)

Here O is the potential function and W is the function stream. The equation for the velocity
of the particle is given by:
Z' = dF/dC

(3.5)

where the prime denotes d ifferentiation with respect to time t. After performing the d iff erenti-
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ation of F(£) with respect to £, we obtain:

Z' = (I72ra) [ fc - z)" 1 - (£ - a 2 /i)- ! ]

(3.6)

where the singularity at z = 0 can be easily removed by rewriting the equation as:

I' = r (|z| 2 - a2) / [&tifc - z)(£- a2)]

(3.7)

This is the general equation of motion for a particle moving in the velocity field of a vortex
whose location varies as a function of time as prescribed byz(t). In the case of the blinking
vortex, for the first half period, only the vortex at location z = + b is turned on, and for the
second half period, only the vortex at location z= - b is turned on. The equation of motion
of the blinking vortex therefore changes during one cycle. For the first half period:
£ = r (b 2 - a2) / [2rafc - b)fcb- a2)]

(3.8)

and for the second half period:

I' = - r (b2 - a2) / [2ni(£ + b)(£b + a2)]

(3.9)

The next step is to obtain the map of the blinking vortex. In order to do so, the coordinates
of the particle at a certain time n need to be expressed with respect to the coordinates at
the previous time (n-1). There are two different ways to obtain the map of the system: in
the first method, the location of the particle at discrete times is obtained analytically. This
method is briefly presented later and fully explained in Appendix A. The second method
used involves a direct numerical integration of the equation of motion.
As shown in Appendix A, the particle's path is an arc of a circle, and its coordinates are:
^ S c + Qe"*

(3.10)

where £c is the center of rotation, Q the radius, <J>the rotation angle. It should be noted that
the center of rotation changes every half period. The equation for the center of the arc of
the circle when the particle is under the influence of the vortex at location z = + b is:
£c = ( b - ^ 2 a 2 / b ) / ( 1 -\2)

(3.11)

where I = | (c, - b)/ (£ - a2/b) |

(3.12)

and when the particle is under the influence of the vortex at location z = - b , the center is:
C c = - ( b - X 2 a 2 / b ) / ( 1 -X2)

(3.13)

where X = | (£ + b)/ (£ + a2/b) |

(3.14)

The expression for the radius is the same over the whole period:
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Q= M a 2 / b - b ) / ( 1 -^2)

(3-15)

In Appendix A, it is shown that the angle of rotation cj) is given by the following equation:
A(X,(|>) -A(X,(j>0) = 2:t(t - t0) / T\

(3.16)

where A and T\ are given by :
A(X,(t>) = ((>(t) - 2X sine]) / (k2+-\)

(3.17)

TX = 4X2Q2 (1 +). 2 ) / [ r (1 - X2)].

(3.18)

The particle's coordinates at time (n-1) allow to calculate X, which is necessary in the calculation of the new center, radius, and angle of rotation. Finally the new location of the particle is calculated. Details of this method are presented in Appendix A. We obtain the same
results by using another method involving the integration of the equation of motion. This
method will be presented now.
We obtain the map of the system by integrating numerically the velocity equations,
Eqs.(3.8,3.9) over their respective half cycle. Knowing the initial position £, and the values
of the constants a and b, the value of i;' is determined. A numerical integration with respect
to time, over a half period is then used to obtain the position of the particle at the end of
each period of time. During the integration, the two equations (3.8,3.9) are switched every
half period to simulate the blinking phenomenon.
Fig.4 shows the results of Poincare* maps of the blinking vortex acting on a set of particles
which are initially located on the X and Y axis at constant intervals, at the same locations
studied by [Aref, 1984], that is a total of 15 initial locations. The method used to obtain this
map is the integration method mentioned above. Fig.4(a) shows the trajectories of the particles when the map of the blinking vortex is iterated 600 cycles for a nondimensional period
T=0.01. For this short period of the blinking vortex, the trajectories are very close to the
continuous case where the two vortices are acting continuously. In other words, the particle
lines are very close to the streamlines of the steady state flow field. Figs.4(b), (c), (d), (e),
and (f) show the progression of chaos when the period of blinking T is increased to T=0.1,
T=0.15, T=0.35, T=0.5 and T=1.5 respectively. Chaos first appears in the vicinity of the
vortices, then propagates towards the boundaries.
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For the 15 initial conditions and 600 cycles for each initial condition (a total of 9000 iterations to produce one Poincare map for a fixed T), the CPU time required on a SUN
SPARCstation was close to 2 hours. To spare time, we restrict the discussion to the study
of the blinking vortex in the particular case of no boundaries.
3.2. The Case of No Boundaries.
Having no circular boundary simplifies the previous problem by reducing the system to
only one vortex at location z with no image at a 2 /z. The new potential function is therefore
that given by Eq.(3.2):
F© = - i (r/at) log(£ - z)
The equation of motion is given by
Z' = dF/dC = (I72ijt) (£ - z)- 1

(3.19)

The new coordinates of the particle are still given by Eq.(3.8):

t>= k + ee1*
The function stream can be obtained from the following equation:
F(£) = - i (r/2n) log (£ - z)= O + \W

(3.20)

By equating the imaginary parts, we get:
V=-(r/&i)log | £ - z |

(3.21)

Since *P is constant along the streamline, we can establish that the variable inside the logarithmic function has to be a constant:
|£-z|=X.

(3.22)

By a similar process as the one explained in Appendix A, the center and radius of rotation
are determined. The above equation is the equation of a circle of center z and radius X.
When the vortex at location z= + b is turned on, the particle follows a circular path whose
center is +b and radius 1= \t, - b |. For the next half period, when the vortex at location
z= - b is turned on, the center of the rotation is then at z= - b and the radius is X= \ t, + b |.
The angle of rotation is obtained from the equation of motion, Eq.(3.19).
For the vortex at location z= + b:
£'=(l72ijt)a-b)-1

(3.23)

The new location of the particle is given by Eq.(3.8) rearranged:
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1= b+ j^o ~ b|e**

(3.24)

where £o is the previous location of the particle. By taking the derivative of the conjugate
of the above expression as required on the left hand side of the equation of motion,
Eq.(3.23), we get:
^-kHSo-ble"1*

(3.25)

By substituting Eq.(3.24) into the right hand side of the velocity equation (3.23), we get:
r=r/[i2jr|Co-b|ei(f]

(3.26)

Combining Eq. (3.25) and (3.26), we get the following expression for ())':
<J>'=r/[2*|£o-b|2]

(3.27)

Integrating both sides the preceding equation with respect to time, we get:
^ - r / ^ j t |to - b| 2 ] (t-t 0 )

(3.28)

where to represents the time at which the particle is at location £o, and t represents the time
at which the particle is at location t,. The angle of rotation of the particle at the end of a cycle
(or a half period) is:
cj>=rT/[4jt | ^ o - b| 2 ]

(3.29)

The new location of the particle after a half period under the influence of the vortex at location z = + b is given by Eq.(3.8), now rewritten as:
£= b+ |£ 0 - b| exp(in7 [4JI |£o - b | 2 ])

(3.30)

Replacing Co by Z 0 b, t, by Zib, and I T / [4jtb2] by jl, we get the following equation:
Z! = 1 + (Zo - 1 ) exp(ijl/1 Zo-11 2 )

(3.31)

Using the symmetries of the system [Aref, 1984], we can get the new location of the particle
when it rotates under the influence of the vortex at location z= - b . Finally, the global map
of the blinking vortex with no boundaries is given by:

Z n + 1 = - 1 +(1-Zn) exp (iiI/|1-Z n | 2 )

(3.32)

This map is also found by realizing that the physical case of no boundaries has the mathematical equivalence of having the vessel radius a approaching infinity. Then, all the equations found in section 3.1 can be modified accordingly, and as can be seen in Appendix
B, this method leads to the same equation for the map.
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Fig.5 represents the Poincare* map of the blinking vortex in the particular case of no boundaries. This map is described by equation (3.32). The progression of chaos is again clear
when the parameter jl takes increasing values: (a) jx = 0.01, (b) (I = 0.10, (c) jl = 0.3,
(d) (I = 0.35, (e) jl =0.5, (f) jl = 1.5. Chaos appears in the vicinity of the vortices and then
spreads outwards as the parameter jl is increased.

* Poincare map: when the flow is a function of the X and Y axis and the time n, the motion
of the flow is described in the Poincare map for discrete instant T/2 of the time.
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CHAPTER IV
CONTROLLING CHAOS IN THE BLINKING VORTEX
4.1.

Introduction.

In this chapter, the feedback control studied in chapter II is applied to the original problem
of the control or enhancement of chaos in the blinking vortex. As seen before, controlling
chaos has the goal of stabilizing a chaotic system, and therefore suppressing any chaotic
behavior. On the other hand, enhancement of chaos has the opposite goal: it creates or
increases chaos in a system. This is also called anti-control of chaos. Both control and
anti-control are attempted in this chapter for the case with no boundaries. For jl greater
than 0.35, the appearance of chaos is noticed. The first goal is to control the chaotic system
for jl=0.4 by using the feedback method already used in chapter II. There are actually two
different ways to attempt this control. The first one is the application of the control law in
the form of perturbations of the parameter^, representing the period of blinking, and known
to have an important influence on the behavior of the system. The second way is to apply
the control law such as to perturb the location of the vortices at z = + b a n d z = - b . Finally,
an attempt in enhancing chaos is also presented in the last section of this chapter. By perturbing the period of blinking, chaos is created in a system known to be regular without
control.
We have to notice that there is a basic difference from the control of the maps studied in
Chapter II: here, the chaotic system is forced to converge towards a periodic regular path,
and not a fixed point as before. This implies that the stabilization is made about a different
point location at each iteration and not about one single fixed point. This difference forces
to have a Jacobian matrix depending not only on the gain K and the coordinates of the fixed
point like before, but also depending on the location of the n th coordinates of the reference
particle's path. Therefore, for a fixed value of K, the Jacobian matrix evaluated at the reference points takes n different values. This adds difficulties in the search of the value of K:
in Chapter II the graphs of the magnitudes of the eigenvalues of the Jacobian matrix helped
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determine whether the system could be stabilized and if so, an appropriate value for K
could be read. Now, the graph of the magnitudes of the eigenvalues depending on K is not
available. Therefore, the seek of an appropriate value of K to control the map is made by
approximations.
In practice, we limit our study to the trajectory of one marker particle only. The regular trajectory of the particle is given for jl=0.01 and used as a reference regular behavior. Then, the
trajectory of the chaotic particle is obtained for [1=0.4 using the same initial condition. Our
goal is to have this last trajectory look like the first one.
4.2.

Control by Perturbing the Period of Blinking.

For each iteration n, the chaotic particle has to approach the reference value which is the
n t h value of the reference system. We replace jl by []I+ K(Xcn -X r n )], where, X cn is the n th
horizontal coordinate of the closed loop controlled system, and Xrn is the n th horizontal
coordinate of the reference non chaotic system. Again, the difference between this method
and the one encountered in Chapter II, is that the controlled particle has to approach a reference value that changes at each iteration n, since the system is not stabilized about one
unique fixed point.
Since the control perturbation is proportional to the difference in the X coordinates, we first
need to write explicitly the equations of the map in the complex plane as a two-dimensional map with the coordinates X and Y as the state variables. We therefore separate the real
part and imaginary part of the system's equation:

Z n + 1 = X n + 1 + iY n+1 = - 1 +(1 - Z n )exp(iiI/|1-Z n | 2 )

(4.1)

X n + 1 = - 1 +(1 -X n )cos[iI/(1 -2X n +X n 2 +Y n 2 )]+Y n sin[jl/(1 -2X n +X n 2 +Y n 2)]

(4.2)

Y n + 1 = - Y n cos[iI/(1 -2X n +X n 2+Y n 2)] + (1 -X n ) sin[jl/(1 -2X n +X n 2+Y n 2)]

(4.3)

To check the stability of the system for different values of the parameter j l , we calculate the
eigenvalues of the Jacobian matrix of the system evaluated at every reference point: the
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Jacobian has no longer a fixed value, but varies as a function of the discrete time n. The
expressions and derivatives of X n + 1 and Yn+-| with respect to Xn and Yn were checked with
the software Maple V. They are explicitly given in Appendix C.

Two interesting graphs at this stage are the magnitudes of the eigenvalues for the regular
case jl=0.01, used later as a reference, and the chaotic case [1=0.4 displayed in Fig.6(a),
(b) and (c), (d) respectively. Although at [1=0.01 the system is considered non chaotic, we
can see that for certain times, the magnitudes of the eigenvalues are slightly greater than
one. At [I=0.4,the eigenvalues are, most of the time, greater than one.
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and (b) Eigenvalues | X^ | and | X2 | as functions of the time n for ix=0.01. (c) and (d) Eigenvalues
| M and \X2\ foru=0.4.
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In order to control the chaos created for a value of jl greater than 0.35, we first introduce
a control law acting on the parameter jl. When the control perturbations are proportional
to the difference in the X-coordinates, the equations for the controlled system are:
Xc(n+1) = - 1 +(1 -Xcn) COS{[jI + K(Xcn - Xrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}

(4.4)

+ Y cn sin{[jl + K(Xcn - Xrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}
Yc(n+1) = - Y c n COS{[iI+ K(Xcn - Xrn)] / (1 -2X c n +X c n 2+Y c n 2 )}

(4.5)

+ (1 -Xcn) sin{jl+ K(Xcn - Xrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}
When the control perturbations are proportional to the difference in the Y-coordinates, the
equations for the controlled system are:
Xc(n+1)=-1 +(1 -X c n )cos{[jI + K(Ycn - Yrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}

(4.6)

+ Y cn sin{[jl + K(Ycn - Ym)] / (1 -2X c n +X c n 2 +Y c n 2 )}
Yc(n+1) = -Y C n COS{[jI+ K(Ycn - Yrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}

(4.7)

+ (1 -Xcn) Sin{jl+ K(Ycn - Yrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}
The theory of Chapter II is difficult to apply in such a case. Having no helpful graph to determine a value for K assuring the stability of the controlled system, like in Chapter II, the results of control are found by trying different values of K at random first, and then by approximation. The simulations presented in this research are either the ones that show a
controlled system looking like the reference system, or when this step is not possible, the
ones that show that the stability criterion is satisfied.
In this chapter, the reference map towards which the convergence is attempted has the following initial conditions: Z 0 =0.2 and ^=0.01. Figs.7 and 8 show the results of the control
of the map when perturbations in the parameter j l are proportional to the difference in the
X-coordinates. Figs.7(a), (b), (c) display the particle's X-coordinate as a function of time
n. The reference signal is given by Fig.7(a) for (1=0.01. The uncontrolled original signal is
presented in Fig.7(b) for jl=0.4, and the controlled signal is displayed in Fig.7(c) for jl=0.4
and K=4.8. The controlled signal has a similar shape as the reference signal with some
disparities. Figs.7(d), (e), (f) display the behavior of the particle's Y-coordinate as a function of time n, for the same value of K, with the reference, uncontrolled and controlled signals respectively. This time, the reference signal shown in Fig.7(d) and the controlled signal
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shown in Fig.7(f) are different: the control is therefore not complete. Figs.8(a), (b) and (c)
show the Poincare maps of the system and confirm that an efficient control is not achieved.
Finally, the magnitudes of the eigenvalues of the system are displayed in Figs.8(d) and (e),
and although one of them equals one, which is the limit of stability, the other one is too high,
which is probably the reason why the system is not stable.
Figs.9 and 10 show the results in the control of the blinking vortex when perturbations in
the parameter jl are proportional to the difference in the Y-coordinates. Again, Fig.9(a) and
(d) show the particle's X and Y coordinates as functions of time, taken as reference signals,
respectively. Figs.9(b) and (e) display the corresponding uncontrolled original signals, and
Figs.9 (c) and (f) display the controlled signals. As can be easily seen, none of the controlled signals look like the reference ones. This is confirmed by Figs.10(a), (b), (c) which
display the reference, uncontrolled original, and controlled Poincare maps, respectively
where the controlled map does not resemble the reference map. However, these results
have been kept because the magnitudes of the eigenvalues in Figs.10 (d) and (e) remain
equal to one. This is confirmed in Fig.11 where the magnitudes of the eigenvalues are
plotted for 700 iterations.
Figs. 12 and 13 show the results of the control of the map when perturbations in the parameter jl are proportional to the difference in the X-coordinates for X n + i and Y-coordinates
for Y n + i . Figs.12 (a), (b) and (c) display the X coordinate as a function of time. The controlled signal displayed in Fig. 12(c) does not resemble the reference signal shown in
Fig.12(a). Figs.12(d), (e)and (f) display the Y coordinate as a function of time. A similar result is obtained, namely, the controlled signal shown in Fig.12(f) does not look like the reference signal shown in Fig.12(d). Figs.13 (a), (b) and (c) display the reference, uncontrolled
and controlled maps of the system, respectively. It can be seen that it is not possible to
control the system using the control law of Eqs. (4.4,4.7). Once again, these results have
been kept because the magnitudes of the eigenvalues of the system tend to converge towards one, which should correspond to stabilization as shown in Figs.13(d) and (e). The
perturbation of the period of blinking applied to the blinking vortex does not fully achieve
the control of the system, even when the eigenvalues satisfy the stability criterion.
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4.3.

Control by Perturbing the Location of the Vortices.

The method used now is the control of the chaotic system by perturbing the location of
the vortices. The equation of the uncontrolled system is (3.34):

Z n + i = - 1 +(1 -Z n )exp(ijI/|1-Z n | 2 ).

The location of the vortices are at z= +1 and z= - 1 . In order to attempt another control of
the map, the location of the vortices is perturbed: 1 is replaced by [1 +K(X cn - Xrn)] in the
system's equation, where X cn is the n th point in the stable closed-loop controlled system
and X rn is the n th point of the reference system. The equations of the new system are:
Xc(n+1) = -[1+K(X c n -X r n )]
+ ([1+K(X c n -X m )]-X c n ) C0S{iI/([1+K(X cn -X rn )]-2X cn +X C n 2 +Y cn 2 )}
+ Y cn sin{jl/([1 +K(X cn -X rn )]-2X cn +X cn 2+Y cn 2)}

(4.8)

Yc(n+1)= -Yen COS{M7([1 + K(X cn -X rn )]-2X cn +X cn 2+Y cn 2)}
+ ([1 +K(X c n -X r n )]-X c n ) sin{il/([1 +K(X c n -X r n )]-2X c n +X c n 2+Y c n 2)}
In a similar manner, perturbations to the location of the vortices can be proportional to the
difference in the Y-coordinates and the following equations are obtained:
Xc(n+1) = -[1+K(Ycn"~Ym)]
+ ([1+K(Y c n -Y r n )]-X c n )

C0S{iI/([1+K(Y cn -Y m )]-2X cn +X C n 2 +Y cn 2)}

+ Y cn sin-CJI/([1 +K(Y c n -Y r n )]-2X c n +X c n 2 +Y c n 2 )}

(4.9)

Yc(n+1)= "Yen COS{iI/([1 +K(Y c n -Y r n )]-2X c n +X c n 2 +Y c n 2)}
+ ([1 +K(Y c n -Y r n )]-X c n ) Sin{jl/([1 +K(Y c n -Y r n )]-2X c n +X c n 2+Y c n 2 )}
The theory is also limited in this case, since like in section 4.2, the convergence is made
about a limit cycle and not a fixed point like in chapter II.
Fig.14 shows the best controls obtained with perturbations acting on the location of the
vortices proportional to the difference in the X-coordinate. Figs.14(a), (b), and (c) display
the behavior of the particle's X-coordinate, and we can see that the controlled signal
shown in Fig.14(c) tends to behave like the reference signal displayed in Fig.14(a) for
K=0.44. This is more obvious in Fig.15 where the number of iteration goes up to n=700.
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Unfortunately, in Figs.14(d), (e),and (f) where the particle's Y-coordinate is displayed, the
controlled signal, shown in Fig.14(f) is not satisfactory. It is confirmed by Figs.16(a), (b),
and (c) which display the maps of the system. Again, the controlled map shown in Fig.16(c)
is not like the reference map displayed in Fig.16(a). Finally, Figs.15(d), and (e) show that
even if the magnitude of one eigenvalue is less than one, and the second one is equal to
one, it does not seem to be quite enough to have the system reproducing completely the
reference behavior.
Fig.17 and Fig.18 show the results obtained with perturbations acting on the location of
the vortices proportional to the difference in the Y-coordinates. The results shown have
been kept because both eigenvalues of the system have a magnitude of one, as can be
seen in Figs.18(d) and (e). However, the particle's X and Y-coordinates displayed in
Figs. 17(a), (b), (c),and (d), (e), (f), and the maps of the system displayed in Figs. 18(a), (b),
(c) respectively, show an unsatisfactory controlled behavior.
The feedback control method has been used to control the motion of a particle in the flow
field of the blinking vortex in the particular case of no boundaries, with the perturbation of
the period of blinking jl, or the perturbation of the location of the vortices. None of the controls tried is completely satisfactory, although the magnitudes of the eigenvalues of every
controlled system are either less or equal to one in all the results presented. The only way
that the stabilization might work would be to have both eigenvalues of a controlled system
under the value one. This has not been found yet.
4.4. Anti Control of Chaos (Chaos Enhancement).
In this section, chaos is enhanced in the blinking vortex with no boundaries by modifying
the period of blinking jl. The equation of the system is (3.34):

Z n + 1 = - 1 +(1 -Z n )exp(ijI/|1-Z n | 2 )

In order to enhance chaos, the period of blinking of the system is slightly perturbed by replacing jl with [jl + K(Xcn - Xrn)] where this time the reference system is chaotic, as the
original system has a value of (I low enough to assure stability.
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Xc(n+1) = - 1 + 0 -X c n ) COS{[jI + K(Xcn - Xm)] / (1 -2X c n +X c n 2 +Y c n 2 )}

(4.10)

+ Yen Sin{[jl + K(Xcn - Xm)] / (1 -2X c n +X c n 2 +Y c n 2 )}
Yc(n+1)= "Yen COS{[jI+ K(Xcn - Xrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}
+ (1 -X c n ) sin{jl+ K(Xcn - Xrn)] / (1 -2X c n +X c n 2 +Y c n 2 )}
The results displayed are for the case of enhancement of chaos in the blinking vortex for
a particle with an initial position at Z 0 =0.2. The original uncontrolled map is non chaotic:
[1=0.01. The reference map is chaotic: |I=1. The results shown are for K=2.1, where the
controlled signal of the particle's X-coordinate shown in Fig.19(c) looks like the reference
signal displayed in Fig.19(a), having an original uncontrolled signal shown in Fig.19(b). The
controlled signal of the particle's Y-coordinate shown in Fig. 19(f) follows the shape of the
reference signal shown in Fig.19(d), having an original signal showed by Fig.19(e). Finally,
Fig.20(c) presenting the controlled map of the system, approaches the shape of the reference map, Fig.20(a). The new instability of the system is checked by plotting the magnitudes of the eigenvalues in Fig.20(d) and (e). Most of the time, they are greater than one
and therefore the system is unstable.
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CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS

5.1

Conclusions.

In this research, methods to control (suppress or enhance) chaotic behaviors in dynamical
systems are studied: an independent parameter in the equations describing the system is
slightly perturbed by a feedback control law. Thanks to the sensitivity of chaos to small perturbations in the independent parameters, interesting results are obtained. In the one
dimensional logistic map or two-dimensional prey-predator map, the chaotic behavior
is successfully suppressed and the maps are stabilized about an unstable fixed point. However, some problems arise when the method is applied to another two-dimensional map
called the blinking vortex. In this map, the stabilization of the chaotic behavior is about a
regular known limit cycle and not about a fixed point like previously. The coordinates of the
particle describing the regular limit cycle are known and take different values at each iteration unlike a fixed point, and this creates difficulties. The results found are not completely
satisfactory: a stabilization of theX-coordinate is only possible, and not the Y-coordinate.
The recommendations for future work may help build a more complete method. On the other hand, the enhancement of chaos in the blinking vortex simulation for an originally regular
path is completely successful.

5. 2

Recommendations for Future Work.

- A broader study of other maps is needed in order to validate the method.
- In the case of convergence towards a limit cycle and not a fixed point, the parameter K
should be able to take a different value at each iteration. This can be accomplished by making K dependent on the time.
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- A study of the control of the two-dimensional prey-predator and blinking vortex maps
with perturbations proportional to both the X and Y coordinates should be tried with two
different gains Ki and K2, and not only a single gain K, as presented in this research.
- For the blinking vortex with no boundaries, a perturbation in the vertical coordinates has
to be tried: this requires complex perturbations and not only real perturbations as the ones
already tried..
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APPENDIX B
THE BLINKING VORTEX WITH NO BOUNDARIES.

57

In the simulation of the blinking vortex, having no boundaries corresponds to have the circular contour of radius a approaching infinity. To find the new location of the particle under
the influence of the vortices placed at z = + b and z= - b , we need to find the radius, center
and angle of rotation of the path induced. We modify the equations found in section 3.1,
which give the characteristics of the path by taking the limit when the radius a approaches
infinity.
The general velocity equation when the vortex location is at z = +b is given by (3.19):
Z> = r ( b 2 - a2) / [ 2\K(1 - b ) £ b - a2) ]
We obtain the new velocity of a particle by looking at the limit of the velocity equation when
a approaches to infinity.
£ =lim r ( b 2 /a 2 - 1) / [ 2iji(£ - b)(i;b/a 2 -1) ]
a->inf

(B.1)

The velocity equation reduces to:
%= I 7 [ 2 i 3 t f c - b ) ]

(B.2)

X is the first parameter we need to calculate when the radius a approaches infinity. It is defined by the equation (3.24):
X= |£-b)/(£-a2/b)|
l i m X = 1 / a 2 | £ - b ) | / | ( y a 2 - 1/b)| = lim X = 1/(ba 2 )|£ - b) j =0
a->inf
a->inf

(B.3)

When a approaches infinity, X approaches 0.
We need to calculate the new value of the radius Q. Q is defined by equation (3.25):
Q = Ma 2 /b - b) / (1 - ^ 2 )
The denominator of the above expression appoaches 1 when a approaches infinity, and
k approaches 0. A direct substitution in the numerator leads to an indetermination. We
therefore need to replace l by its definition, and take the limit when a approaches infinity,
we obtain:
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I Q | =lim a2/(ba2) | fc - b) 11 b - b/a2) |
a->inf

(B.4)

By simplifying the above expression, we finally obtain:
|Ql=K-b|

(B.5)

The general definition of the center of rotation E;c is given by equation (3.11):
Cc = (b - X2a2/b) / (1 - X2)
When the radius a approaches infinity, the denominator of the above expression approaches 1 (we have already seen that A. approaches 0). The center of rotation is now given
by:
Cc =lim (b - A2a2/b)

(B.6)

We need to determine the value the product X,2a2 when a approaches infinity:
k2=1/(ba2)2|(£-b)|2

(B.6)

A2a2=1/b2a2|£-b)|2

(B.7)

Iim1/b2a2|(£-b)|2=0
a->inf

(B.8)

Therefore, the new equation of the center of rotation is:
£c=+b

(B.9)

We can now calculate the angle <\> from which the particle turns during half a period. The
general equation giving the angle from which the particle turns during an interval of time
(t-t 0 ) is given by (3.22):

4 - <j)0 = (t - y r o -\2) 12nQ2(k2 + 1)
In half a period, the particle traverses a circular arc having the following angle:
()> _ <j)0 = I T ( 1 -I2)

/ 4JTQ2(X2 + 1)

for (t - t0) =T/2

(B.10)

Taking the limit of the above expression when a approaches infinity, which also corresponds to Xapproaches 0, and Q approaches |t; - b|
cj>-<t>0 = r T / 4 j t | ^ - b l 2

(B.11)

For a particle starting at Co. we have the following equation:
(j) = r T / 4 x | C o - b | 2

(B.12)
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Finally the new location of the particle is given by equation (3.8), namely: £= t,c + ge1*
Si = b + &> - b ) e x p p T / 4 j t Ik, - b| 2 ]

(B.13)

where £o i s the initial position of the particle, and £1 is the new location of the particle. We
can obtain the location of the second half by using the symmetries of the map [Aref, 1984].
We obtain the following map:
Z n + 1 = - 1 +(1 - Z n )exp(ijI/|1-Z n | 2 )

(B.14)

where (I =TT / 4Kb2, and Z n + i =t,-\/b and Z n =^ 0 /b
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APPENDIX C
DERIVATIVES GIVEN BY MAPLE V.

61

This appendix presents the expressions taken for X n+1 and Y n+1 in the main body of the
thesis. These expressions were calculated by hand and checked by the software Maple V.
Moreover, the derivatives needed in the calculation of the Jacobian matrix were also
checked, and the expressions taken in the programs are the ones following.
Here, Z n + 1 is the expression named d, X n+1 is f, as Y n+1 is g. x~ stands for Xn and y~
stands for Yn. The expression of the real part f of Z n + 1 is first found, followed by its derivatives with respect to Xn and Yn. Then the expression of the imaginary part g of Z n + 1 is found,
followed by its derivatives with respect to Xn and Yn.

> assume{x,real);
> assume{y,real);
> assume(mu,real};
> z=x-H*y;
z = x~ + Iy> d™~1+(1~x-i*y)*exp{j*mu/{abs(1~x-l*y}*2});
7u~
1 ~2x~ +

d=-l+(l-x~-Iy~)e

1
l
x~+y~

> eva!c{d);

\

•1 + ( 1 -x~) cos
1 -2x~

> f:=Re(");

+ 1 -y~ cos
V
1 -2x~

f

u.~

+ x~+y~ J +_y~sin 1 -2x~ + x~

2
2
+ x~ +y~ J

/ : = - ! + ( 1 -x~) cos
1 -2x~

+y~'

+ (1 - x~) sin
1 -2x~

•\
u.~
+_y~sin
1 -2x~
+ x~2z+y~ 2 J
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+ x~ +y~'

\\

jj

\±Z
+ x~2 +y~2 )

> diff(f,x);

J£

(1 - x ~ ) sin
-cos

l - 2 x ~ + x~ 2 +jy~ 2 ,

H~
1 - 2 x ~ + x~ 2 +_y~ 2
r
>"~COS

(l-2x~

ln~(-2 + 2x~)

x~2+y~2)

+

li~
|n~(-2 + 2x~)
1 - 2 x ~ + x~ 2 +.y~ 2
( l - 2 x ~ + x~ 2 +j;~ 2 )

> diff(f,y);
(1 - x ~ ) sin

\x~
[i~y~
1 - 2 x ~ + x~2+.y~2j
2

f
+ sm

|i~

1 - 2 x r + x~2+^~2;

2

( l - 2 x ~ + x~ +>>~ )
y~

cos
l - 2 x ~ + x~2+j;~2;
x~2+y~2)

(l-2x~

+

/

H~

1^1 -2x~

+ x~

> g:=lm{d);

g := -y~ cos

+ (1 - x ~ ) sin
+y

J

V-1 - 2 x ~ + x~ 2 +.y~ 2

> diff(g,x);
_y~sin

x

VZ
1 - 2 x ~ + x~ 2 +y~*

(i~(-2 + 2x~)
r

1 - 2 x ~ + x~ +_y~

( l - 2 x ~ + x~ 2 +.y~ 2 )
\i~

(1 - x~) cos
1 -2x~

\i~

• - sin

+ x~2

+y~2.

H~(-2 + 2x~)

( l - 2 x ~ + x~ 2 +;y~ 2 )

> diff(g,y);
y~
H~
-cos
1 -2x-~ + x~2+y~2
(1 - x ~ ) cos

H-

sin
1 -2x~

)

+ x~+y~

( l - 2 x ~ + x~ 2 +>>~ 2 )

H~
m~^~
2
2
1 -2x~ + x~ +7~ ,

( l - 2 x ~ + x~2+^~2)
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H~

APPENDIX D

PROGRAMS WRITTEN WITH MATLAB

% This is the main program of the control of the logistic map.
clg;clear;
%logistic uncontrolled map
global Xf a;
a=3. 8;
N=299;
Y(l) =0.6;
Xf=l-l/a;
for n=l:N
Y(n+l)=a*(Y(n)-(Y(n))~2);
end
%logistic controlled map
Kl = a*a;
K2 = a~2*(a-3)/(a-l);
%We take K in between the interval allowed.
K=(K1+K2)/2;
X(1)=Y(1) ;
% P(n)=Unlimited control
% Control(n) =Limited control
Limit=0.03;
for n=l:N
P(n)=K*(X(n)-Xf) ;
if abs(P(n)) > Limit
Pactual=0;
else
Pactual = P(n);
end
% end if
Control(n)=Pactual;
X(n+l) = (a+Control(n) )*(X(n) -(X(n) ) ^2) ;
end
%end for
subplot(2,2,1), plot(Y);
ylabel('Uncontrolled X') ;
title ('(a) The Logistic Map, a=3.8');
xlabel('Discrete Time n ' ) ;
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subplot(2,2,2), plot(X);
ylabel('Controlled X c ' ) ;
xlabel('Discrete Time n ' ) ;
title (' (b) Controlled Map');
subplot(2,2,3) ; plot (P) ;
ylabeK 'Unlimited K(Xc(n) -Xf) ' ) ;
title ('(c) Unlimited Control');
xlabel('Discrete Time n ' ) ;
subplot (2,2,4), plot(Control);
ylabel('Limited K(Xc(n)-Xf)');
xlabel('Discrete Time n 1 ) ;
title ( ' (d) Limited Control');
print -dps logitot;
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% This is the main program of the control
% of the prey-predator map.
clg;clear;
global mul mu2;
%prey-predator map
mul=3.9;
mu2=3.9;
X(1)=0.3;Y(1)=0.3;
% The uncontrolled system
%

for n=l:299
X(n+l)=mul*X(n)*(l-X(n)-Y(n) ) ;
Y(n+l)=mu2*X(n) *Y(n) ;
end
%

% One fixed point of the system
%

Xf=l/mu2;
Yf=l-l/mu2-l/mul;
%

%prey-predator controlled map
Q(1)=X(1) ;
R(D=Y(1) ;
K=fzero ('funl',0);
%

% The controlled system with limited effort
o

% P(n) = Unlimited control
% Control(n) = Limited control
Limit=0.8;
for n=l:299
P(n)=K* (Q(n) -Xf) ;
if abs(P(n))> Limit
Pactual= 0;
else
Pactual = P(n);
end
Control(n) = Pactual;
% End if
Q(n+l) = (mul + Control (n) ) *Q(n) * (l-Q(n) -R(n) ) ;
R(n+1)=mu2*Q(n)*R(n);
end
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subplot(2,2,1); plot(P);
title('(a) Unlimited Control');
ylabel('K*(Xc(n)-Xf)');
xlabel( 'Discrete time n ' ) ;
subplot(2,2,2);plot(Control);
title ('(b) Limited Control');
ylabel('|K*(Xc(n)-Xf)|<0.8');
xlabel ( 'Discrete time n ' ) ;
print -dps controlpause;
subplot(2,2,1) ;
plot(X) ; xlabel ( 'Discrete time n ' ) ;
ylabel('Uncontrolled Prey X(n) ' ) ;
title('(a) Uncontrolled');
subplot(2,2,2); plot(Q);
xlabel('Discrete Time n ' ) ;
ylabel('Controlled Prey Xc(n) ' ) ;
title('(b) Controlled');
subplot(2,2,3);
plot(Y) ; xlabel ( 'Discrete time n ' ) ;
ylabel('Uncontrolled Predator Y(n)');
title('(c) Uncontrolled');
subplot(2,2,4); plot(R);
xlabel('Discrete Time n ' ) ;
ylabel('Controlled Predator Yc(n)');
title ('(d) Controlled');
print -dps preyXY;
pause;
subplot(2,2,1) ;
plot (X,Y,'.');
ylabel ('Uncontrolled Predator Y(n+1)');
xlabel ('Uncontrolled Prey X(n+1)');
title('(e) Uncontrolled 1 );
subplot(2,2,2) , plot(Q,R, ' . ') ;
xlabel ('Controlled Prey Xc(n+1)");
ylabel('Controlled Predator Y(n+1)');
title ('(f) Controlled');
print -dps preymap

67

% This function gives the magnitudes of the
%eigenvalues when mul is perturbed only.
function [calcl,calc2] = funl (Kvar)
global mul mu2;
A=[Kvar/(mu2*mul)+mul* (l/mul-l/mu2) -mul/mu2; mu2*(l-l/mu2-l/mul)
p=poly(A);
lam=roots(p);
%calcl=abs(lam(l))-0.8;
calcl=abs(lam(l));
calc2=abs(lam(2));
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% This f u n c t i o n g i v e s t h e magnitudes of t h e e i g e n v a l u e s
% when o n l y mu2 i s p e r t u r b e d .
function

[calcl,calc2]

= fun2

(Kvar)

g l o b a l mul mu2;
A= [-mul/mu2 + l -mul/mu2; mu2-l-mu2/mul
p=poly(A);
lam=roots(p);
calcl=abs(lam(l));
calc2=abs(lam(2));
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Kvar/mu2*(l-l/mu2-l/mul)+1

% This function gives the magnitudes of the eigenvalues
% when tnul and mu2 are perturbed.
function [calcl, calc2] = fun3 (Kvar)
mul=3. 9;
mu2 = 3.9;
A=[Kvar/(mu2*mul)+mul*(l/mul-l/mu2) -mul/mu2;

mu2*(l-l/mu2-l/mul) Kvar/mu2*(1-1/

p=poly(A);
lam=roots(p);
calcl=abs(lam(l));
calc2=abs(lam(2));
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"s This is the main program to plot the magnitudes of the
% eigenvalues versus the gain K.
clear;clg;
global mul mu2;
J=-40:0;
for n=l:length(J)
[repl,rep2] = funl(J(n));
lamdal(n)=repl;lamda2(n)=rep2;
L(n)=l;
end
I=-40:30;
for n=l:length(I)
[rep3,rep4] = fun2(I(n));
lamda3(n)=rep3;lamda4(n)=rep4;
M(n)=l;
end
K=-80:60;
for n=l:length(K)
[rep5,rep6] = fun3(K(n));
lamda5(n)=rep5;lamda6(n)=rep6;
N(n)=l;
end
subplot (2,2,1);
plot(J,lamdal,'+',J,lamda2,J,L,'.');
axis( [-40 0 0 2] ) ;
xlabel('Control Gain K1 ) ;
ylabel('abs(Eigenvalues) ' ) ;
title ('(c) Perturbation of mul only');
subplot(2,2,2) ;plot (I,lamda3, ' + ',I,lamda4,1,M, ' . ' ) ;
axis([-40 30 0.5 4] ) ;
xlabel('Control Gain K ' ) ;
ylabel('abs(Eigenvalues) ' ) ;
title('(d) Perturbation of mu2 only 1 );

subplot(2,2,3); plot(K,lamda5,'+',K,lamda6,K,N,'.');
axis( [-80 60 0.8 9]) ;
xlabel('Control Gain K ' ) ;
ylabel('abs(Eigenvalues)');
title('(e) Perturbation of mul and mu2');
print -dps lambdatot
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subplot(2,2,1);plot(YR);ylabel('Yr reference');
title (' (d) • ) ;
subplot(2,2,2);plot(Y);ylabel('Y uncontrolled');
title ( '(e)');
subplot(2,2,4);plot(R);ylabel('Yc controlled');
title('(f)');
%print -dps XvorY;
%pause;
subplot(2,2,1) ;plot(XR,YR, ' . ') ;ylabel('Yr(n+1) ') ;
title('(a) Reference');xlabel('Xr(n+1)');
subplot(2,2,3);plot(X,Y,'.');ylabel('Y(n+1)');
title ( ' (b) Uncontrolled') ;xlabel('X(n+1) ') ;
subplot(2,2,2);plot(Q,R,'.•);ylabel('Yc(n+1)');
title('(c) Controlled');
xlabeK 'Xc(n+1) • ) ;
print -dps Xvormap;
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% This program gives the magnitudes of the eigenvalues in the
% control of the blinking vortex with perturbations proportional
% to the difference in the X coordinates applied on mubar.
clg;clear;
global mubar ZR Z Q R;
K=4.8 ;
for n = 1:399
XR=real(ZR); YR=imag(ZR);
xf=XR(n); yf=YR(n);
x=Q(n) ;y=R(n) •

diffFxx =-cos((mubar+K*(x-xf))/(abs(l-x-i*y)~2)) . . .
-(1-x)*sin((mubar+K*(x-xf))/(abs(l-x-i*y)"2))*(K/abs(l-x-i*y) ~2)
+2*(mubar+K*(x-xf))/(abs(l-x-i*y)~2/(l-x-i*y) ) . . .
+y*cos((mubar+K*(x-xf))/ (abs(l-x-i*y)~2)) *(K/abs(l-x-i*y)~2) . . .
+2*(mubar+K*(x-xf))/(abs(l-x-i*y)"2/(l-x-i*y) ) ;
diffFxy=-2*i*(1-x)*sin ( (mubar+K*(x-xf))/abs(l-x-i*y)"2) *...
(mubar+K*(x-xf))/abs(l-x-i*y)"2/(l-x-i*y) . . .
+sin((mubar+K*(x-xf))/abs(l-x-i*y) "2) . . .
+2*i*y*cos((mubar+K*(x-xf))/abs(l-x-i*y)"2)...
*(mubar+K*(x-xf))/abs(l-x-i*y)"2/(l-x-i*y) ;
diffFyx=y*sin((mubar+K*(x-xf))/abs(l-x-i*y) "2) . . .
*(K/abs(l-x-i*y)"2)...
+2*(mubar+K*(x-xf))/abs(l-x-i*y)"2/(l-x-i*y) . . .
-sin((mubar+K*(x-xf))/abs(l-x-i*y) "2) . . .
+ (1-x)*cos((mubar+K*(x-xf))/abs(l-x-i*y) "2) . . .
* (K/abs(l-x-i*y)"2) +2*(mubar+K*(x-xf))/abs(l-x-i*y)"2/(l-x-i*y) ;
diffFyy=-cos((mubar+K* (x-xf))/abs(l-x-i*y)"2) ...
+2*i*y*sin((mubar+K*(x-xf))/abs(l-x-i*y)"2) . . .
*(mubar+K*(x-xf))/abs(l-x-i*y)"2/(l-x-i*y) . . .
+2*i*(1-x)*cos((mubar+K*(x-xf))/abs(l-x-i*y)"2) . ..
*(mubar+K*(x-xf))/abs(l-x-i*y)~2/(l-x-i*y) ;
A=[diffFxx diffFxy ;diffFyx diffFyy];
lam=eig(A);
repl(n)=abs(lam(l));
rep2(n)=abs(lam(2) ) ;
end;
subplot (2,2,2) ; plot(repl);ylabel('Eigenvalue 1');title('(d)');
axis( [0 400 0 3] ) ;
subplot(2,2,4) ; plot(rep2) ;ylabel('Eigenvalue 2') ;title('(e)');
axis( [0 400 0 3] ) ;
print -dps eigenxx
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% This is the main program of the control of the blinking vortex
% with perturbations proportional to the difference of the
% X coordinates applied on the period mubar.
clg; clear;
global mubar ZR Z Q R;
%
%
%
%
%
%
%

The blinking vortex with no boundary , i.e. a (the vessel radius) go<
to infinity
In this case, we have only one parameter:
mubar= Gama*T/(4pi*b~2) = mu/(beta~2)
mu = T = the blinking period of the vortex
Gama = 2pi= the strength of the vortex
beta = b = half the distance between the two vortices

%UNCONTROLLED MAP
% N number of iteration.
N=599;
mubar=0.4;
Z(1) = 0.2;
for n=l:N
Z(n+1) = -1 + (l-Z(n))*exp(i*mubar/(abs(l-Z(n))~2) ) ;
end
X=real(Z); Y=imag(Z);
% REFERENCE MAP
mubarR=0.01;
ZR(1) = Z(l) ;
for n=l:N
ZR(n+l) = -1 + (l-ZR(n))*exp(i*mubarR/(abs(1-ZR(n))"2));
end
XR=real(ZR); YR=imag(ZR);
%CONTROLLED MAP
K=4.8;
Limit=100;
Q(l)=real(Z(l) ) ; R(l) =imag(Z (1) ) ;
for n=l:N
P(n)=K*(Q(n) -XR(n) ) ;
if abs(P(n)) > Limit Pactual=0;
else Pactual=P(n);
end;
control(n)=Pactual;
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Q ( n + l ) = - l + ( i - Q ( n ) ) * c o s ( ( m u b a r + P a c t u a l ) / ( a b s ( 1 - Q ( n ) - i * R ( n ) ) ~2) ) .
+ R ( n ) * s i n ( ( m u b a r + P a c t u a l ) / ( a b s ( 1 - Q ( n ) - i * R ( n ) ) "2) ) ;
R(n+l)=-R(n)*cos((mubar+Pactual)/(abs(1-Q(n)-i*R(n) )~2)) . . .
+ (1-Q(n) ) * s i n ( ( m u b a r + P a c t u a l ) / ( a b s ( 1 - Q ( n ) - i * R ( n ) ) "2) ) ;
end
%subplot(2,2,1);plot(control);
%title('(f)');ylabel('|Control|');
%print -dps control;
%pause;
subplot(2,2,1) ;plot(XR);ylabel('Xr reference' ) ;
title('(a)');
subplot(2,2,3) ;plot (X) ;ylabel('X uncontrolled');
title (' (b) ') ;
subplot(2,2,2) ;plot (Q) ;ylabel('Xc controlled');
title('(c)') ;
%print -dps muxxX
%pause;
subplot(2,2,1);plot(YR);ylabel('Yr reference');
title (• (d) ') ;
subplot(2,2,2) ;plot(Y);ylabel('Y uncontrolled');
title('(e)') ;
subplot(2,2,4) ;plot (R) ;ylabel('Yc controlled');
title('(f)') ;
%print -dps muxxY
%pause;
subplot(2,2,1);plot(XR,YR, •.•);ylabel('Yr(n+1) ' ) ;
xlabeK 'Xr(n+1) ' ) ; title ( ' (a) Reference' ) ;
subplot(2,2,3);plot(X,Y,'.');ylabel('Y(n+1)');
xlabel('X(n+1) ') ;title(' (b) Uncontrolled' ) ;
subplot(2,2,2) ;plot(Q,R, ' . ');ylabel('Yc(n+1) ') ;
xlabel('Xc(n+1)'); title('(c) Controlled');
print -dps muxxmap;
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% This program gives the magnitudes of the eigenvalues in the conti
% of the blinking vortex with perturbations proportional to the
% X coordinates applied on the location of the vortex.
clg; clear;
global mubar ZR Z Q R;
K=0.44;
for n = 1:399
XR=real(ZR); YR=imag(ZR);
xf=XR(n); yf=YR(n);
x=Q(n);y=R(n);
dif fFxx=K+ (K-l) *cos (mubar/abs (1+K* (x-xf) -x-i*y) "2) . . .
+2*(1+K*(x-xf)-x)*sin(mubar/abs(1+K*(x-xf)-x-i*y) "2) . . .
*mubar/abs(1+K* (x-xf)-x-i*y)"2/(1+K*(x-xf)-x-i*y)*(K-l) . . .
-2*y*cos(mubar/abs(1+K*(x-xf)-x-i*y) "2) . . .
*mubar/abs(1+K*(x-xf)-x-i*y)"2/(1+K*(x-xf)-x-i*y)*(K-l);
diffFxy=-2*i*(1+K* (x-xf)-x)*sin(mubar/abs(1+K*(x-xf)-x-i*y)~2) . . .
*mubar/abs (1+K* (x-xf) -x-i*y) "2/ (1+K* (x-xf) -x-i*y) . . .
+sin(mubar/abs(1+K*(x-xf)-x-i*y) "2) . . .
+2*i*y*cos(mubar/abs(1+K*(x-xf)-x-i*y) "2) . . .
*mubar/abs (1+K* (x-xf) -x-i*y) "2/ (1+K* (x-xf) -x-i*y) ;
dif fFyx=-2*y*sin (mubar/abs (1+K* (x-xf) -x-i*y) "2) . . .
*mubar/abs(1+K* (x-xf)-x-i*y)"2/(1+K*(x-xf)-x-i*y) *(K-l) ...
+(K-1)*sin(mubar/abs(1+K*(x-xf)-x-i*y)"2)-2*(1+K*(x-xf)-x)...
*cos(mubar/abs(1+K* (x-xf)-x-i*y)"2) . . .
*mubar/abs(1+K* (x-xf)-x-i*y)"2/(1+K*(x-xf)-x-i*y)*(K-l) ;
diffFyy=-cos(mubar/abs(1+K*(x-xf)-x-i*y) "2) . . .
+2*i*y*sin(mubar/abs(1+K*(x-xf)-x-i*y)"2) . . .
*mubar/abs(1+K* (x-xf)-x-i*y)"2/(1+K*(x-xf)-x-i*y)+2*i...
*(1+K*(x-xf)-x)*cos(mubar/abs(1+K*(x-xf)-x-i*y)~2)...
*mubar/abs (1+K* (x-xf) -x-i*y) "2/ (1+K* (x-xf) -x-i*y) ;
A=[diffFxx diffFxy ;diffFyx diffFyy];
lam=eig(A);
repl(n)=abs(lam(l));
rep2(n)=abs(lam(2));
end;
subplot(2,2,2); plot(repl);ylabel('Eigenvalue 1');
axis([0 400 0 3]);title('(d)');
subplot(2,2,4); plot(rep2);ylabel('Eigenvalue 2 ' ) ;
axis([0 400 0 3]);title('(e)•);
print -dps eigxvor
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