Many time-series analysis techniques use sliding window approaches or are repeatedly applied over a continuous range of parameters. When combined with a significance test, intrinsic correlations among the pointwise analysis results can make falsely positive significant points appear as continuous patches rather than as isolated points. To account for this effect, we present an areawise significance test that identifies such false-positive patches. For this purpose, we numerically estimate the decorrelation length of the statistic of interest by calculating correlation functions between the analysis results and require an areawise significant point to belong to a patch of pointwise significant points that is larger than this decorrelation length. We apply our areawise test to results from windowed traditional and scale-specific recurrence network analysis in order to identify dynamical anomalies in time series of a non-stationary Rössler
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Many time-series analysis techniques use sliding window approaches or are repeatedly applied over a continuous range of parameters. When combined with a significance test, intrinsic correlations among the pointwise analysis results can make falsely positive significant points appear as continuous patches rather than as isolated points. To account for this effect, we present an areawise significance test that identifies such false-positive patches. For this purpose, we numerically estimate the decorrelation length of the statistic of interest by calculating correlation functions between the analysis results and require an areawise significant point to belong to a patch of pointwise significant points that is larger than this decorrelation length. We apply our areawise test to results from windowed traditional and scale-specific recurrence network analysis in order to identify dynamical anomalies in time series of a non-stationary Rössler system and tree ring width index values from Eastern Canada. Especially, in the palaeoclimate context, the areawise testing approach markedly reduces the number of points that are identified as significant and therefore highlights only the most relevant features in the data. This provides a crucial step towards further establishing recurrence networks as a tool for palaeoclimate data analysis.
Theory (a) Windowed recurrence network analysis
RNA transforms a given time series x(t) into a network by making use of the concept of recurrences in phase space [11] . The nodes of the network correspond to the measured values in the system's phase space x i = x(t i ) and are associated with a time t i . Edges are drawn between pairs of nodes if the distance between these nodes in phase space measured with respect to a certain norm · is smaller than a chosen threshold . Formally, the entries of the adjacency matrix A of a recurrence network are given as
with θ (·) being the Heaviside function. The delta functions δ i,j exclude self loops in the network. In this work, the threshold will be chosen such that a fixed recurrence rate is achieved and distances in phase space will be measured using the maximum norm with m being the dimension of the phase space. This approach is closely related to the concept of recurrence plots [4] and recurrence quantification analysis [5] by reinterpreting the underlying recurrence matrix as the adjacency matrix of the network. Other than recurrence quantification analysis, RNA does not take into account the time ordering of the state vectors, instead it only captures geometric properties of the system's attractor in phase space and, thus, can give complementary insights with respect to recurrence quantification analysis [15] . The transitivity T of the recurrence network has been found to be particularly useful to detect anomalies in the system's dynamics. It is defined as
, and can be interpreted as the probability that two randomly chosen neighbours of a randomly chosen node are mutually connected. High values of the transitivity have been found to be related to lower-dimensional dynamics of the system while low values of the transitivity have been associated with higher-dimensional dynamics [12, 15] . More explicitly, log T / log(3/4) corresponds to a generalized fractal dimension [15] .
As this method studies recurrences in phase space, the higher-dimensional phase space of the system usually needs to be reconstructed from the measured, univariate time series prior to the analysis. This can be done using uniform time delay embedding where the higher-dimensional coordinates of the system are given by delayed versions of the measured time series x(t i ) → x(t i ) = {x(t i ), x(t i − τ ), . . . , x(t i − (m − 1)τ )} , with m being the embedding dimension and τ the embedding delay [24, 25] . For noisy and finite data, the choice of the delay may influence the results significantly [26] . Also, this method requires regularly sampled data, such that, for irregularly sampled data, interpolation is necessary. Given some data, how to choose the optimal embedding is still an open question and will generally also depend on the purpose of the embedding [27] . As we here only deal with regularly sampled time series, we choose the delay time according to the first zero of the autocorrelation function [1, 2, 28, 29] and the embedding dimension following the false nearest neighbour criterion [30] .
To detect dynamical anomalies in a time series using RNA, we use a windowed approach (wRNA); that is, we perform the analysis as outlined above for windows of fixed size W with mutual offset dW. Thereby, we obtain a time series of each considered network measure. The times associated with the values of the network measures correspond to the latest time covered in the network, i.e. we consider the network measure to quantify the dynamics of the preceding W time points. This windowed analysis can be repeated for various choices of the analysis parameter W. In this case, the results can be visualized by colour coding in a plane with time and window width axes.
Given the results of the windowed RNA, we require some kind of significance test to assess at which times the dynamics shows anomalous behaviour. Usually, a pointwise significance test based on surrogate data is applied in this kind of analysis. Following the best practices in the literature, we here use random shuffling surrogates for the pointwise significance test which essentially tests the RNA measures for stationarity. For every window width W, W state vectors of the complete embedded time series are drawn at random. From this set of state vectors, a recurrence network is constructed and the network measure of interest is calculated. This is repeated N s times. Confidence bounds can then be defined using lower and upper percentiles of the N s surrogate values of the network measure. Here, we apply 95% two-sided confidence bounds, i.e. use the 2.5% and the 97.5% quantiles of the surrogate network measure distributions estimated from N s = 1000 surrogates.
(b) Windowed scale-specific recurrence network analysis Scale-specific recurrence network analysis (SSRNA) provides an extension of traditional RNA where the input time series is filtered for variations at distinct time scales (or, equivalently, frequencies) before transforming it to a network as outlined above. Thereby, different time scales of the system can be studied separately, which has already been successfully applied to classify systems of various types [31] [32] [33] [34] [35] [36] . We emphasize that in some cases, the term 'multi-scale' analysis has been used in the past to describe this type of analysis. However, previous works have employed the latter term for describing different analysis strategies in a non-unique fashion, allowing for example for different approaches for filtering the time series to assess the different time scales [31, 33, 34, 37, 38] . Those approaches comprise, among others, moving averages [39] , the empirical mode decomposition [40] , singular spectrum analysis [41, 42] , and the discrete and the continuous wavelet transform [43, 44] . All those methods have their own strengths and limitations. The empirical mode decomposition, for example, is an efficient data-adaptive (DA) routine, but due to its adaptivity, the resulting modes are not necessarily frequency-stable. Singular spectrum analysis and the discrete wavelet transform, on the other hand, only filter the data at distinct frequencies and frequency bands, respectively. Given the existence of other established 'multi-scale' nonlinear time series analysis concepts like multi-scale entropy [45] , which explicitly combines the information obtained for different scales, we here prefer to use the term 'scale-specific' to rather highlight that we may also use this analysis technique for studying the dynamics at one specific time scale only. An analogous terminology has been recently adopted in the context of functional climate networks [46] , which are known to exhibit close conceptual similarities with recurrence networks [47] .
In this work, we combine SSRNA with the sliding window approach (wSSRNA) and, in analogy to reference [46] , use the continuous wavelet transform [44] to filter the input time series.
To be more precise, given the measured time series x(t), each dimension of the embedded time series x is filtered separately using the continuous wavelet transform W Ψ with respect to the wavelet Ψ
at different scales s and times b. The bar denotes the complex conjugate. We use the complex Morlet wavelet
Because of its analytical form and its equal variance in the time and the frequency domain, this mother wavelet is particularly suitable for the continuous wavelet analysis of geoscientific time series [44] . The parameters of the Morlet wavelet are chosen here as B = 2.0 and C = 1.0 and correspond to the bandwidth and the centre frequency, respectively. In general, the centre frequency sets the frequencies on which the analysis is focused (in units of 1/dt with dt the average sampling rate of the data), while the bandwidth is related to the resolution of the wavelet analysis. Both parameters can, for example, be chosen by matching the centre frequency and the bandwidth of the wavelet with the main frequency of the analysed data and its bandwidth. The real part of the wavelet transform for each dimension is then combined to the final filtered time series. For the following wRNA, we cut off the first and last
points where supp(Ψ ) is the support of the wavelet. To perform the wavelet transform, we here use the python package pywt where the support is given as supp(Ψ ) = 16s + 1, i.e. 8s points to each side. The window size of the wRNA is chosen according to the support and the minimum required window width of W = 100 for reliable results [13, 16] as
The pointwise significance test is performed for each scale as described above for the common wRNA.
(c) Areawise significance tests
Significance tests doubtlessly play an important role in data analysis, but often, as argued above, the same null hypothesis is tested repeatedly within the analysis which leads to multiple testing problems that need to be corrected for [20] . Additionally, correlations between the analysis results for sliding window approaches or for varying analysis parameters may lead to patches of false positives [21] . Many data analysis techniques suffer from this problem, for example, continuous wavelet analysis, wRNA, and wSSRNA. In wavelet analysis, the reproducing kernel of the wavelet [44] quantifies the intrinsic correlations that are present within the wavelet spectrogram and can thus be used to define an areawise significance test. The basic idea of that areawise test is that a pointwise significant point is considered to be areawise significant if all points in its neighbourhood defined by the reproducing kernel of the wavelet are also pointwise significant [21] . Thereby, pointwise significant patches that are smaller than the reproducing kernel are sorted out.
(i) General idea of the areawise significance test More formally, given a time series x(t) that we want to analyse, we first need to identify the domains d i , i = 1, . . . , n, in which the analysis is applied. Here, we restrict ourselves to the case of n = 2 but a generalization to a higher number of dimensions is straightforward. That is, after analysing the time series x(t), we have a matrix R = (R k 1 ,k 2 ) of analysis results, where = 0 if not. Second, the parameters p j , j = 1, . . . , N p , on which the intrinsic correlations depend, need to be identified. We here set N p = 1 and denote p 1 = p, while again, a generalization to higher N p is straightforward.
To numerically assess the intrinsic correlations, we need to specify a null model and create a certain number N 0 of realizations of this null model which are analysed over the range of analysis parameters P 1 and P 2 . Then, for each domain d i , the decorrelation length τ d i can be estimated by calculating correlations between the analysis results for different analysis parameters. The value of each parameter at which the correlation falls below 1/e is used as a proxy for the corresponding decorrelation length. This is repeated for different values of the parameter p and an average over the N 0 realizations is taken. By applying a linear fit
the decorrelation length is estimated as a function of the respective parameter p which we use as heuristic estimate of the correlation decay. It should be noted that there is no particular reason to prefer a linear fit over some more general fitting procedure. However, for the sake of simplicity and because it seems to capture the behaviour of the decorrelation lengths reasonably well in many cases, we restrict ourselves here to the linear model. Finally, a pointwise significant point in R, i.e. a point with S (ii) Areawise confidence levels 
That is, instead of fixing the number of areawise significant points and varying the size of the correlation kernel, we here fix the scale of decay of the intrinsic correlations (according to some null model) while the number of areawise significant points in a dataset can vary and is not set by the number of pointwise significant points in the dataset and the areawise confidence level. By additionally taking into account the confidence level that was used for the pointwise test s pw , we obtain the result that every areawise significant point detected using this framework is significant (with respect to the corresponding null model) up to a confidence level s tot = s pw s aw .
Description of the data (a) Model system
As a first example, we attempt to detect dynamical anomalies in a Rössler system with time varying parameter b(t). The system is defined by the set of ordinary differential equations [48] x(t) = −y(t) − z(t)
with fixed parameters a = 0.2 and c = 5. 
(b) Palaeoclimate data
In a second example, we apply our analysis framework to detect dynamical anomalies in a real-world palaeoclimate dataset of tree ring width indices. Tree ring width and other dendrochronological variables play an important role for reconstructing climate variables such as temperature for the recent past, e.g. the last millennium. However, the question whether proxy data from tree rings can also be used for inferring information about past climate variability using wRNA has not yet been reliably answered. As a first step towards studying this question, we here consider a dataset of tree ring width chronologies of subfossil and living black spruce obtained at six lakes in East Canada [49] . This dataset has been ranked high by Esper et al. [50] where different tree ring chronologies have been compared with respect to their data homogeneity, sample replication, growth coherence, chronology development, and climate signal. Thus, this dataset serves as a good starting point to explore the suitability of tree ring archives for wRNA. The tree ring width chronology from East Canada has been used to reconstruct annual summer temperatures in that region and has been found to strongly respond to volcanic activity. The authors of [49] conjecture that large and successive eruptions can lead to cold episodes that may be sustained due to a complex sea-ice-ocean feedback, which makes this region more sensitive to such events than for example Eurasia. In particular, the Samalas eruption 1257 and the Tambora eruption 1815 have been highlighted to influence tree growth in East Canada. Also other explosive volcanic eruptions have been proposed to particularly influence Northern Hemisphere climate, for example, by triggering the Little Ice Age [51] [52] [53] . An overview over the largest explosive volcanic eruptions can be found in table 1. To study whether one can find an imprint of those eruptions in the system dynamics by applying wRNA, we choose the chronology of lake L22 (54.15 • N, 70.29 • W). It has a good replication of 292 subfossil and 25 living trees and we expect the data from the other lakes to show similar behaviour as this one. The corresponding data are displayed in figure 2. 
Results (a) Windowed recurrence network analysis (i) Areawise test for wRNA
For wRNA, the pointwise significance test is repeatedly applied in the time and window width domains. That is, those two are the domains in which intrinsic correlations may play a role, i.e. d 1 = t and d 2 = W. As those correlations in the analysis should be stationary, we identify the window width as the parameter on which the correlations possibly depend, p = W.
To quantify the correlations in the time and window width domains, we first need to choose the null model of our significance test. For this, we consider three distinct cases.
-The first and simplest case is Gaussian white noise (GWN) with probability density function where σ is the standard deviation and μ is the mean of the distribution that are chosen in accordance with the mean and standard deviation of the studied data as given in table 2. -In the second case, we consider the null model to be an autoregressive process of order 1 (AR(1) process)
with t being a Gaussian random variable with zero mean μ and constant standard deviation σ ( t ). The model parameters are the constant offset (drift term) c and the scaling factor α. The standard deviation σ and the model parameters are obtained by fitting an AR(1) process to the studied data. Also the initial condition x(0) is chosen according to the data. The fitting parameters for the two studied time series are given in table 2. -Finally, we consider a DA null model. For this, we create realizations of iterative amplitude-adjusted Fourier transform (iAAFT) surrogates of the time series that we want to study. Details on the creation of iAAFT surrogates can, for example, be found in [55] .
The iAAFT surrogate time series have the same amplitude distribution as the original time series and also the correlation structure of the series is preserved.
In each case, we test whether the analysis results for the respective dataset can be equivalently obtained by a time series of the kind of the corresponding null model, that is, by GWN, an AR(1) process or a time series with the same amplitude distribution and correlation structure as the original one, but otherwise random. Thus, the significance test gives information about structures in the original time series that are absent in the surrogate data [55] . It should be noted that the three different types of null models described above correspond to three different kinds of null hypotheses on the nature of the underlying process. Specifically, while (localized) deviations from the obtained test distributions generally indicate some nonstationarity of the tested time-series property, we assume the latter to originate from either a white noise (uncorrelated) process (GWN), a short-term correlated process (AR(1)), or a process with exactly the same linear correlation structure as the data under study (iAAFT surrogates). Specifically, GWN surrogates retain only the global mean and variance of the original data, while iAAFT surrogates conserve the complete mean linear autocorrelation structure of the data but lose information about possible nonlinear effects on the mutual arrangements of the different components of the embedding vectors in the (reconstructed) phase space. Comparing the test results among such a hierarchy of null models may therefore help identify the actual source of non-stationarity. In this context, more complex types of surrogate data could be considered, too, but shall not be further discussed in this work.
In order to quantify the intrinsic correlations of the different null models in both the time and the window width domain, we create N 0 = 100 realizations of the processes according to equations (4.1) and (4.2) and of the iAAFT surrogates for each dataset to be studied. The length of the first two processes is chosen according to the length of the original data. We then embed the resulting univariate time series using uniform time delay embedding with embedding dimension m = 3 and embedding delay τ chosen according to the first zero of the autocorrelation function. Thus, for the DA iAAFT surrogates, the embedding delay is identical to that of the original time series as the correlation structure is preserved, while for the GWN and AR(1) surrogates, the embedding delay will generally differ from that of the original time series. We apply wRNA for window widths W ∈ [100, 300] with step size W = 1 as outlined in § §2a. For each window width, the offset of the windowed analysis is given as dW = 1, that is, we have largely overlapping windows in the time domain leading to intrinsic correlations.
To assess those correlations, we take the resulting network transitivity as a function of time for a fixed W and calculate the lagged autocorrelation up to a maximum lag of (N − W max )/2. This corresponds to calculating the correlation between the transitivity of two recurrence networks of W nodes each where W − l nodes are identical, with l being the time lag. We next estimate the decorrelation length, i.e. the value of the lag at which the autocorrelation falls below 1/e, for every value of W and all 100 realizations. Figure 3a exemplarily shows the lagged autocorrelation function for one realization of GWN and different window widths. Figure 4 shows the mean and the standard deviation of the resulting decorrelation length as a function of the window width obtained from 100 realizations for the different null models adapted to the non-stationary Rössler system and the palaeoclimate time series of tree ring width indices introduced in §3. We observe a behaviour that can be approximated by a linear model. The fitting parameters and the coefficient of determination R 2 of the linear model are shown in table 3.
For the correlations in the window width domain, we calculate the Pearson correlation between the analysis results of a fixed window width W and those of the previous and following window widths. This is repeated for all values of W and all N 0 realizations. Figure 3b shows the result for one of the realizations of GWN. We observe a rather symmetric behaviour in forward and backward correlations. Also, the correlations generally remain larger over a wider range of parameters than the correlations in the time domain. Indeed, for many realizations, the correlations in the window width domain stay above 1/e for all analysed parameter values. To evaluate the decorrelation length in the window width domain as a function of the window width, we thus choose the decorrelation length to be the value of W at which the backward correlations fall below 2/e. This choice of the decorrelation threshold ensures that enough values of W fall below the threshold to reasonably fit the decorrelation time. The results are shown in figure 5 analogously to the results for the time domain. Again, we observe an approximately linear dependence of the decorrelation length on the window width. The fitting parameters and the coefficients of determination are shown in table 3. We observe that the values of R 2 for the fitting in both the time and the window width domain are very high such that a linear fit seems to be reasonable for those two datasets and wRNA. Given the fitting parameters m t/W and n t/W for the corresponding null model and the pointwise significance matrix S pw of the transitivity of the wRNA over the parameter set P, we can now define the areawise significance matrix S aw as having entries S aw i,j = 1 if condition (2.3) holds. The confidence levels of the detected areawise significant points calculated according to equation (2.4) the Rössler system, the confidence levels are slightly lower. Those lower values may be due to the fact that we chose the backward correlation for fitting the correlation lengths in the window width domain. This possibly leads to a bias towards shorter decorrelation lengths. Still, when looking at the confidence levels for this choice for the tree ring width index dataset and the GWN null model, we find that the backward correlations manage to prevent most of the spurious pointwise significant points.
(ii) Application to model system For the wRNA of the non-stationary Rössler system presented in §3, we use time delay embedding with embedding delay τ = 5 dt corresponding to the first minimum of the autocorrelation function and embedding dimension m = 3 as suggested by the false nearest neighbour criterion. The window width was varied in the interval W ∈ [100, 300] with step size W = 1 and offset dW = 1. The recurrences were defined using maximum norm and a fixed recurrence rate of RR=0.05.
As described above, we apply the areawise significance test for three different null models, one testing against Gaussian white noise, another testing against an AR(1) process and the third being the DA null model using iAAFT surrogates. The parameters of the linear fits and the corresponding confidence levels are given in table 3. The results of the wRNA including a pointwise random shuffling significance test with 95% confidence bound and the areawise significance test for the three null models are shown in figure 6 .
First, we observe that the results for the areawise significance tests for the different null models are in good agreement. The areas detected with the DA null model are generally smaller than those detected with the other two null models but the regions in which areawise significant points are detected are the same for all null models. In the bifurcation diagram of the Rössler system, as shown in figure 1 transient dynamics due to the increase in the parameter b in every integration step, bifurcations can emerge later (or not at all) in our system as also observed in [16] . The results for the areawise significance test show three significant patches with anomalously low values of the transitivity, indicating higher-dimensional dynamics, in the range where we would expect for the stationary Rössler system. Between the second and third patch, we observe (non-significant) increased values of the transitivity. Also after the third patch, non-significant but increased values of the transitivity are found corresponding to a lower-dimensional dynamics of the system. Finally, at the end of the time series, we find again a small patch of areawise significant anomalously low values of the transitivity that might result from the higher-dimensional behaviour of the system in that parameter range. In summary, by combining wRNA with the areawise significance tests for a transient Rössler system, we are able to detect dynamical anomalies that are consistent but do not fully agree with the different dynamical regimes in the stationary Rössler system.
(iii) Application to palaeoclimate data
To study the palaeoclimate time series described in §3 using wRNA, we again employ uniform time delay embedding with embedding dimension m = 3 and varying embedding delay τ ∈ [4, 31] years with a step size of τ = 3 years. The other parameters of the wRNA are the same as for the Rössler system. For the areawise test with the DA null model, we apply the same iAAFT procedure as before with an embedding delay of τ = 25 years. The parameters of the linear fits and the confidence levels for the different null models are given in table 3. The results of the wRNA with areawise test for the three null models and for an embedding delay of τ = 25 years are shown in figure 7 . We see that the areawise results for the different null models are again in very good agreement, in particular, those for the AR(1) and the DA null model are almost equivalent. We find an areawise significant patch with anomalously low values of the transitivity in the thirteenth century around the time where the Samalas and further larger eruptions took place, coinciding with the onset of the Little Ice Age in Europe. This period has already previously been found to have experienced more complex North Atlantic climate variability [22, 56] , so that we might have expected a lower value of the network transitivity as compared to the preceding time interval (corresponding to the Medieval Climate Anomaly in Europe) where the climate was relatively stable and thus characterized by less complex dynamics (resulting in a higher value of the transitivity). Interestingly, we do not find any areawise significant patches around the Tambora, the Kuwae and the seventeenth-century eruptions which might indicate that those eruptions did not trigger the same kind of dynamical changes in the climate system as the Samalas eruption or that other processes than the explosive volcanic eruptions initiated or at least contributed substantially to the observed dynamical anomalies.
For the other delay times, we compared the areawise significant patches using the AR(1) null model as this led to results equivalent to the DA null model. The results are shown in figure 8 . We observe a consistent pattern of elevated yet not areawise significant values of the network transitivity in the second half of the fourteenth century (i.e. during the Little Ice Age in Europe) for all delay times. We find that for some choices of τ there are no areawise significant patches meaning that the null hypothesis that the underlying process is an AR(1) process cannot be rejected for those values of τ . We also observe that for smaller values of τ we find significant patches at later times after the Tambora eruption while for larger τ we rather find significant patches at earlier times after the Samalas eruption. As the different choices of delay time cover different time scales in the dynamics of the reconstructed system, those results might indicate that the reaction of the climate system to the different eruptions happened on different time scales. To have a closer look into the dynamics at different time scales, we now define the areawise significance test for windowed SSRNA and apply it to the non-stationary Rössler system and the tree ring width index dataset from East Canada studied in the previous section.
(i) Areawise test for windowed scale-specific recurrence network analysis For wSSRNA, the domains in which the significance test is repeatedly applied are the time and the scale domain, that is, d 1 = t and d 2 = s, and the parameter on which intrinsic correlations depend, is the scale, i.e. p = s. Again, we first need to specify the null model against which we want to test the results of the wSSRNA. We choose the same three distinct null models as for the traditional wRNA, GWN, equation (4.1), an AR(1) process, equation (4.2) and the DA null model using iAAFT surrogates of the original time series.
To get an estimate of the intrinsic correlations, we pursue the same numerical approach as before. That is, we evaluate the decorrelation length, i.e. the times at which the correlations fall below 1/e in the time and the scale domain for the different null models and use the results as estimates for the intrinsic correlation lengths depending on the scale of the wavelet transform. The results are visualized in figures 9 and 10. The corresponding fitting parameters and confidence levels are given in table 4. In the time domain, the results are similar for all null models. In the scale domain, the AR(1) and the DA null model yield similar results, though a linear fit might not be appropriate for wSSRNA as also indicated by the low values of R 2 in those cases. As the obtained confidence levels are still reasonably high, we here stick to the linear model. With those results, the areawise significance test for wSSRNA can now be defined analogously to that for wRNA by replacing the window widths W with the scales s. (ii) Application to model system
As a first test of the windowed scale-specific approach, we continue our analysis of the nonstationary Rössler system studied in § §4aii. The model and analysis parameters are the same as before and we perform the wSSRNA as outlined in § §2b for scales in the range s ∈ [0.4, 16] in steps of s = 0.2. The window width of wSSRNA is chosen according to equation (2.1) and the offset of the windowed analysis is again dW = 1. The fitting parameters for the areawise significance test and the confidence levels for the different null models are given in table 4. The results of wSSRNA are shown in figure 11 . The findings of the areawise test for the AR(1) and the DA null model are very similar, while for the GWN null model, we find some additional areawise significant points. In the following, we will concentrate on areawise significant points with respect to the DA null model. In the regime of b ∈ [0.09, 0.26] we find both significant high and low values of the network transitivity at intermediate to large scales possibly reflecting higher versus lower-dimensional dynamics playing a role at different scales. For large scales, we observe a large patch of areawise significant high values of the transitivity starting around b = 0.3 and extending also to intermediate scales for b ∈ [0.37, 0.45]. In the latter regime, from the bifurcation diagram, we would expect higher-dimensional dynamics to play a role. The elevated values of the transitivity may thus be related to the transients from the previous lower-dimensional regime (b ∈ [0.26, 0.37]) and may indicate that at larger scales, the dynamics is lower dimensional than at smaller scales. For scales between 5 and 10, we find significantly low values of the network transitivity for b ∈ [0. 48, 0.55] . This probably reflects the higher-dimensional dynamics of the system that is also expected from the bifurcation diagram in this regime.
We now analyse the tree ring width index dataset from East Canada [49] using wSSRNA as defined in § §2b in combination with the areawise significance tests for the different null models. The embedding and wRNA parameters are the same as in the previous section. The fitting parameters for the different null models and the confidence levels are given in table 4. The results of wSSRNA are shown in figure 12 . First, we observe that for the AR(1) and the DD null model, we only get a very small number of areawise significant points. For the GWN null model, we find more areawise significant points. In particular, we find areawise significant points following the Samalas, the Kuwae and the seventeenth-century eruptions at intermediate to large scales. At smaller scales, i.e. high frequencies, we find areawise significant points that cannot be related to any particular volcanic eruption which reflects that tree rings generally show a stronger variability at high than at low frequencies and thus, that other influences such as local boundary conditions play a larger role at those frequencies. Also, as these points are not significant using the DA null model, we conclude that from this dataset, we cannot learn anything about low-frequency climate variability of the last millennium. Furthermore, systematic studies of w(SS)RNA applied to different proxies time series from the tree archive as well as from other types of palaeoclimate archives will reveal the suitability of this approach for understanding past climate dynamics.
Conclusion
Dynamical anomalies in time series may provide valuable insights into the system under study, as for example, the climate system. A problem in many time-series analysis methods such as windowed RNA and extensions of it is to quantify the significance of the detected anomalies. Generally, both multiple testing and intrinsic correlations lead to high false-positive rates that need to be corrected. Based on the areawise significance test for the wavelet spectrum [21] , we here proposed a more general framework for an areawise significance test that can in principle be combined with any time series analysis method. For this, domains in which a significance test is repeatedly applied need to be identified. Intrinsic correlations in the corresponding domains are estimated numerically by calculating the decorrelation length of the results obtained with a particular analysis method with respect to a chosen null model. Those decorrelation lengths are then used as parameters for the areawise test and can be related to a confidence level of the test. In this work, we considered three null models, one of Gaussian white noise, an AR(1) process and a DA routine using iAAFT surrogates. We combined the areawise significance test with windowed traditional and scale-specific RNA and applied them to a transient synthetic time series and a palaeoclimate time series of tree ring width indices from East Canada.
For the model system and wRNA, we found the resulting network transitivity to be consistent with our expectations for the corresponding stationary system though not all expected bifurcations were detected as significant dynamical anomalies, which might be related to the transient nature of the studied time series. wSSRNA revealed more details of the system dynamics by relating the dimensionality of the dynamics to the different time scales. This highlights the potential of wSSRNA as it may give a more complete picture of the system dynamics than wRNA alone. Also, here, we only studied the network transitivity, but other network measures such as the average path length can be studied in a similar way and, in the case of the non-stationary Rössler system, show comparable results to the network transitivity (not shown).
For the tree ring width index time series and wRNA, we found that, independent of the null model but depending on the embedding delay of the phase space reconstruction, areawise significant dynamical anomalies are apparent either after the Samalas eruption in 1257 or after the Tambora eruption in 1815 while for the Kuwae and the 17th century eruptions, no areawise significant patches appear. This might hint at a reaction at different time scales of the climate system to the different explosive volcanic eruptions. To have a closer look at the time scale dependence, we additionally applied wSSRNA in combination with the areawise significance test to this dataset. In this case, the results depend a lot on the chosen null model. The AR (1) and the DA null model only give a very low number of areawise significant points while the GWN null model shows areawise significant points at lower frequencies after most of the major volcanic eruptions and areawise significant points at higher frequencies that cannot be related to particular eruptions. To draw reliable conclusions about possible dynamical imprints of explosive volcanic eruptions in palaeoclimate archives, a further study of the relation between temperaturesensitive proxies and explosive volcanic eruptions in the last millennium using w(SS)RNA is required. Also, the suitability of different proxy archives for these kinds of analyses should be further studied to better understand methodological potentials and limitations.
Independent of this application to study past climate variability using w(SS)RNA, the areawise significance test can be combined with many other analysis methods. One example where the development of an areawise significance test might yield new insights is that of climate networks [23, [57] [58] [59] where the results also depend on the chosen window width and intrinsic correlations may be present in time and window width domain. The difference to the example presented here lies in the construction of the networks, which is for climate networks usually based on similarity measures such as the Pearson correlation coefficients between many time series and not on the recurrences in phase space of a single time series. Also, extensions of the current framework of the areawise test are possible. This concerns particularly the fitting procedure of the decorrelation lengths. We here used a linear model but there is no theoretical justification so far to prefer a linear model over any other possible model. For wRNA, we found that the linear model performed very well while for wSSRNA, a nonlinear model seems to be more appropriate. In addition, the shape of the neighbourhood that defines the areawise significance test can be adapted if information about the decay of correlations in the different domains is available. Having this in mind, we think that this general version of an areawise significance test has great potential to improve the identification of anomalies in time-series analysis.
Data accessibility. The Python code used to perform the analyses in this work is publicly available at
