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High Harmonic Generation is a highly nonlinear process that can be used to
generate a high ﬂux, low divergence, coherent beam in the extreme ultravio-
let (XUV) wavelength range. It is proposed that this radiation source could
be implemented for microscopy using coherent diﬀractive imaging, with po-
tential measurements including the shape characterisation of single proteins
and other biological samples. This thesis documents the development of
the diﬀraction beam line at the University of Southampton, and presents
experimental results that show progress towards this goal.
A spherical multilayer mirror and a tapered hollow ﬁber have been used
to focus the XUV beam. The mirror produced an astigmatic focus as a
result of the oﬀ-axis geometry. Analysis of the surface quality of the mirror
enabled an explanation for the observed interference peak splitting. The
ﬁber was found to produce a smaller focus, but suﬀered from a degraded
beam quality due to multiple reﬂections inside the optic.
Using a phase retrieval algorithm, an experimental XUV diﬀraction pat-
tern has been used to determine the shape of a micron-sized sample. Fresnel
diﬀraction from an array of micron-sized apertures has been simulated and
experimentally veriﬁed.
A technique for simultaneously measuring the structure and dielectric
constant of a nanosized periodic sample, for multiple wavelengths, is pre-
sented. This is achieved by using the Mie solution to model the diﬀraction
peak intensities from a hexagonal array of 196 nm diameter polystyrene
spheres. Refractive index results are given for the range 25 to 30 nm and
are found to disagree with tabulated values.Contents
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Introduction
Since their discovery by Wilhelm Roentgen in 1886, X-rays have enabled
important advances in a wide variety of imaging techniques, ranging from
medical applications to the structural and chemical characterisation of crys-
tals and biological materials. These applications are possible due to the
high energy and short wavelength of the X-ray photons, which allow them
to penetrate further into materials than visible light and be diﬀracted in
directions that are determined by the spacings between atoms.
One important application, X-ray crystallography, is the technique of
analysing the X-ray diﬀraction pattern from a crystal structure. As the
diﬀracted angles are determined by the interatomic spacing, the molecular
composition and the structure and disorder of a crystal can be determined.
This has enabled advances in material science, atomic physics and molecular
chemistry, and has directly led to the characterisation of the DNA double-
helix [1].
With the recent development of short-pulsed lasers and their direct ap-
plication to the generation of pulsed X-ray sources, high spatial resolution
can now be combined with a femtosecond temporal resolution. This has led
1to the new ﬁeld of structural dynamics, with recent results including the
study of the dynamics of electron wave packets [2].
One area that X-ray pulses are directly applicable is the characterisation
of biological protein structures. This can be achieved by measuring the
scattered intensity from a crystallised protein. However, as many proteins
cannot be crystallised and those that can are often distorted during the
process [3], techniques for looking at single proteins are key to understanding
the huge number of identiﬁed but uncharacterised proteins [4].
In order to study such a small sample, the X-ray ﬂux must be very
high. This has led to the problem of sample damage. Theoretical modelling
has shown that irreversible damage can occur on the time scale of ten to
ﬁfteen femtoseconds [5]. This is a simple consequence of the ionisation of
inner electrons by an X-ray photon and the resulting Coulomb explosion
from the remaining positive charge. The consequence is that some imaging
techniques cannot take place before irreversible damage occurs. However,
by using extremely short X-ray pulses, a sample can be imaged before it is
destroyed. In fact, recent results have shown that a sample can be studied
in steps through the Coulomb explosion [6]. There is therefore great interest
in the generation and comprehension of ultrashort X-ray pulses.
A recent application of X-rays that is showing great promise is coherent
diﬀractive imaging (CDI), which uses the phase retrieval algorithm devised
by Gerchberg and Fienup [7]. This technique allows a nonperiodic sample
to be ’imaged’ using only the observed scattering pattern, despite the fact
that a X-ray detector does not record any phase information. Experimental
demonstrations include micron-sized machined structures [8] (see ﬁgure 1.1),
showing that nanometer scale resolution can be achieved despite the fact
that the sample is irreversibly damaged within a few femtoseconds.
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Figure 1.1: Coherent diﬀractive imaging (CDI) demonstrated by Chapman
et. al. [8], using the FLASH Free Electron Laser radiation source at 32 nm,
showing a) a single-shot diﬀraction image, b) a scanning electron microscopy
image of the sample before CDI and c) a reconstructed image of the sample
before being destroyed by the X-rays, calculated from just the diﬀraction pattern.
To achieve single-shot CDI, an intense pulsed beam of high energy light
is required. The following paragraphs brieﬂy explain some of the possible
radiation sources and provide the motivation for the source used throughout
this thesis.
Laser plasma generation [9], which also includes table-top variations [10],
uses a high powered laser focussed onto a suitable target material to produce
a plasma, which can emit wavelengths in the XUV and x-ray spectral region.
Micron-sized objects have been imaged using this source [11]. However,
the generated pulse lengths are generally on the order of picoseconds and
therefore too long for single-shot imaging.
Synchrotron radiation sources have been providing important results in
the ﬁelds of structural biology for many years [12,13]. Time resolved studies
have also been demonstrated [14]. There is also a multitude of results in
other ﬁelds such as material science [15], condensed matter physics [16]
and absorption spectroscopy [17]. Synchrotron radiation wavelengths can
3vary from fractions of an Angstrom to tens of nanometers (see [18], for
example), typically with picosecond pulse lengths [19]. A slicing technique
demonstrated at the Advanced Light Source, achieved by using an ultrashort
laser pulse to modulate the energy of the electrons, has been shown to
generate 300 femtosecond X-ray pulses [20]. Whilst there are undoubtedly
many applications, the generated pulse lengths are currently too long for
single-shot imaging of the type described above.
X-ray Free Electron Lasers (FEL), such as FLASH [21], create a high
energy laser beam by accelerating an electron bunch through an undulator.
Currently FLASH can produce X-ray pulses in the range 6.5 to 50 nm, with
pulse lengths as short as 10 femtoseconds (fs) [22]. Single-shot imaging has
been demonstrated on this source (see ﬁgure 1.1).
The Linac Coherent Light Source, an X-ray FEL which will begin op-
erations in September 2009, will be able to generate X-ray pulses that are
almost nine orders of magnitude brighter than current synchrotron radia-
tion [23]. The source is therefore proposed to be ideal for the characterisation
of single biological samples. Initial tests during April 2009 have produced
light at 0.15 nm.
High Harmonic Generation (HHG) [24,25] is an enticing ’table-top’ al-
ternative to an FEL, and is the radiation source used throughout this thesis.
HHG can provide a high ﬂux of 1011 photons per second, with typical pulse
lengths of 5 to 20 femtoseconds. The generated beam is spatially coher-
ent [26] and hence ideal for diﬀractive imaging. Wavelengths are generated
most eﬃciently in the range 20 to 40 nm, although shorter wavelengths are
possible [27]. In addition, the generated wavelengths can be shifted [28]
or optimised [29], allowing very speciﬁc control over the output spectrum.
Due to the broad harmonic spectrum that is generated, HHG radiation has
4been shown to support pulses shorter than sixty attoseconds [30]. Recent
results have shown the successful imaging of micron-sized objects with a res-
olution of ∼70 nm [11]. This combination of nanometer spatial resolution
and attosecond temporal resolution, along with the possibilities for spec-
tral tailoring, has understandably led to a huge interest in using HHG as a
laboratory-based X-ray source.
As the resolution limit when imaging is related to the wavelength of the
light, wavelengths currently generated using HHG will enable the shapes of
proteins and viruses larger than a few nanometers to be determined. This
shape information can be used to determine the chemical composition and
structure of biological samples and help improve molecular modelling, lead-
ing to a better understanding of molecular processes [31]. In July 2009,
single-shot imaging of a fabricated sample with a resolution of 119 nm, was
demonstrated using a HHG source [32]. However, there is still work to be
done before the technique can be applied to single-shot imaging of biolog-
ical materials. As demonstrated in this thesis, many areas of the current
approach that can be improved, often with order-of-magnitude increases in
ﬂux possible.
This thesis documents the development of a biological imaging sys-
tem that will be capable of combining attosecond temporal resolution with
nanometer spatial resolution. The journey towards this goal is interesting in
itself - the wavelengths generated using HHG exist in a generally unexplored
spectral region and therefore this area is rich for new scientiﬁc endeavors.
The wavelengths generated throughout this thesis are above the alu-
minium edge at 17 nm and strictly should be deﬁned as extreme ultraviolet
(XUV), as they are in all subsequent sections.
51.1 Thesis Outline
This thesis documents the construction and optimisation of the HHG diﬀrac-
tion beam line at the University of Southampton. During this PhD, several
large steps have been taken towards the goal of single molecule scattering.
This work continues the progress made by previous group member Froud
and Praeger who constructed the XUV generation apparatus. The exper-
imental design, collection of experimental results and theoretical analysis
should all be assumed as my own work, unless noted otherwise. Where con-
tributions by others have been made, acknowledgements are explicitly given.
My contribution is summarised by the following:
Firstly, an improvement in the understanding of the HHG process has
been made, resulting in a signiﬁcantly higher XUV ﬂux and producing a
source that is considerably less sensitive to the instabilities of the funda-
mental laser. This, along with development of the diﬀraction beam line
setup, is presented in chapter 2.
Secondly, two focusing methods have been investigated: a multilayer
mirror and a hollow ﬁber with a parabolic proﬁle. The multilayer mirror
produced an astigmatic focus, where the intensity and phase was shown to
be strongly varying through the focus. By simulating small surface imper-
fections on the surface of the mirror, the experimentally observed diﬀrac-
tion peak splitting was explained. The hollow ﬁber was found to produce
a smaller focus but due to multiple reﬂections inside the ﬁber, the focus
quality was degraded. These results are presented in chapter 3.
Thirdly, preliminary results have shown the successful imaging of a
micron-sized object. This result forms the basis for chapter 4, which also
covers Fresnel diﬀraction from an array of circular apertures.
Finally, a technique is demonstrated for simultaneously measuring both
6the structure and XUV dielectric constant across several wavelengths for a
nanoscale sample, from just a single diﬀraction image. Experimental results
for polystyrene in the range 25 to 30 nm are found to disagree with the
tabulated references. This result, along with a study into the application of
this technique to other materials, is presented in chapter 5.




This chapter provides a background to the science and experimental tech-
niques used in this thesis for generating extreme ultraviolet (XUV) through
the technique of High Harmonic Generation (HHG). In the last few decades,
ultrafast science has become imperative for understanding many frontiers of
modern optics and thus a brief review is given in section 2.1. A discussion of
the components of the ultrafast laser system, which is used for HHG, along
with the diagnostics used to characterise the laser output is given in section
2.2.
In section 2.3, the technique of HHG is introduced along with the re-
quirements for phase-matching the generated wavelengths. The properties
of the XUV are also discussed here, in particular the role the gas plays in
both generation and absorption. Section 2.4 discusses the techniques for
separating the generated XUV from the fundamental laser light. The exper-
imental setup used throughout this thesis is presented in section 2.5. This
section includes a comparison of the experimental conﬁgurations that have
been investigated, and a summary of XUV ﬂux, spot size and other im-
portant considerations. Results concerning the sensitivity, noise and spatial
8resolution limit of the XUV Charge Coupled Device (CCD) are presented
in section 2.6.
2.1 Review of Ultrafast Science
To comprehend ultrafast science, it is important to understand the relation-
ship between time and frequency. The Fourier transform relations, shown














where I(t) is the intensity, and ϕ(t) is the temporal phase which
describes the frequency versus time behavior.





where S(w) is the spectral density, and φ(w) is the spectral phase.
The spectral phase is deﬁned as the phase of each frequency in the waveform.
As shown in subsequent sections, the control of the spectral phase is critical
to the generation of ultrashort laser pulses. To fully characterise an electric
9ﬁeld, either the intensity and temporal phase or the spectrum and spectral
phase must be known. The Fourier relations show that a large bandwidth
of light is required for a temporally short pulse.
The wavelength dependence of the refractive index has major implica-
tions for ultrashort optics. Temporal dispersion arises because the phase
velocity, and hence the time taken to propagate through an optic, is depen-
dent upon its wavelength. Consequently, some frequencies are delayed with
respect to others. In regions of normal dispersion, this delays the higher fre-
quencies with respect to the lower frequencies. Understanding how to coun-
teract the unavoidable dispersion of optical devices is therefore paramount
to the delivery of an ultrashort pulse.
To model the laser pulse propagation, it is generally easier to work with
the spectrum and spectral phase. A Taylor expansion of the spectral phase
about a central frequency ω0,







where φ0 = φ(ω0), φ1 =
dφ(ω0)
dω , φ2 =
d2φ(ω0)
dω2 and φ3 =
d3φ(ω0)
dω3 ,
provides us with the phase delay, group delay, group delay dispersion and
third-order dispersion. To produce the shortest possible pulse, independent
control of these components, and their higher-order counterparts, may be
required. However, in general only the third component, which describes
a linear spectral phase shift, and the fourth component, which describes a
quadratic spectral phase shift, are considered.
102.2 Ultrafast Laser System
To generate XUV radiation using HHG, a short and intense pulse of light
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Figure 2.1: Schematic of the ultrashort pulse and XUV generation system.
In this section an outline of the seed and ampliﬁcation laser is given,
along with the diagnostics used to understand the laser pulses. The science
behind the generation of HHG is detailed in section 2.3. The diﬀraction
setup is presented in sections 2.5 and 2.6.
112.2.1 Mode-Locked Ti:Sapphire Oscillator
The mode-locked oscillator is used to produce nanojoule pulses that are
approximately 25 femtoseconds (fs) long, at an 80 MHz repetition rate.
These pulses are then sent to the ampliﬁer, where the repetition rate is
reduced to 1 kHz and the pulse energy is increased to 3 mJ. This section
describes the design and operation of the oscillator.
The oscillator crystal is pumped by a 4.5 watt continuous wave Spectra
Physics Millenia diode pump operating at 532 nm. Inside the oscillator
cavity, a prism pair adds negative group delay dispersion to the pulse to
counteract the positive second-order dispersion from the crystal and other
optics. Bandwidths of 400 nm, and pulse lengths of 4 fs have been shown
using a similar design [33].
In the Ti:Sapphire seed laser cavity, the nonlinear refractive index of
the crystal causes an intracavity focus [34]. The refractive index can be
described by,
n = n0 + n2I (2.6)
where n2 is the nonlinear refractive index and I is the intensity. The
constants are deﬁned as n0 =
√
1 + χ(1) and n2 =
χ(3)
2n0 , where χ(1) and χ(3)
are the ﬁrst and third-order electric susceptibility respectively. By placing an
aperture at this intracavity focus, a passively mode-locked system is created.
A ﬂuctuation in intensity will result in a change in the cavity loss, as the
position of the focus will change. The Ti:Sapphire cavity is constructed such
that if the intensity increases, the nonlinear refractive index will increase
causing the beam waist to be smaller at the aperture, hence creating a
smaller loss. Similarly, less intense light will experience a greater loss as it
12will not be focussed as tightly. In the time domain, an intensity ﬂuctuation
will therefore experience a relatively small loss for the peak intensity but a
higher loss on its less intense wings and so build up to be a short pulse. The
initial noise required in the oscillator can be achieved by vibrating one of
the dispersion prisms in the cavity. This modulates the cavity length and
causes the laser modes to constructively interfere and produce a pulse of
light.
Acousto-Optic Programmable Dispersive Filter
Before the pulse enters the ampliﬁer, its spectral phase can be altered us-
ing an acousto-optic programmable dispersive ﬁlter (Dazzler) to optimise
the spectral phase of the ampliﬁed pulse. A radio frequency (RF) signal
produces an acoustic wave along a birefringent crystal. The polarisation of
the incident pulse of light, which propagates normal to the density modula-
tions, can be rotated ninety degrees due to these modulations, resulting in
a diﬀerent phase velocity. The position along the crystal where this occurs
is deﬁned by the wave form of the modulations, and hence diﬀerent wave-
lengths can be delayed with respect to the others if a speciﬁcally designed
acoustic wave is used.
2.2.2 Chirped Pulse Ampliﬁcation
Inside the chirped pulse ampliﬁer (CPA) system [35,36], as shown in ﬁgure
2.2, the laser pulse from the seed oscillator is stretched via a grating pair
to around 100 ps, allowing it to be ampliﬁed whilst minimising nonlinear
eﬀects inside the Ti:sapphire crystal. A second grating pair is subsequently
used to apply the appropriate dispersion to re-compress the pulse. The am-
pliﬁer receives nanojoule pulses at a 80 MHz repetition rate and selectively
13ampliﬁes pulses at a 1 kHz repetition rate to pulse energies of 3 mJ.
Ampliﬁcation is achieved using a regenerative ampliﬁer. Once every
millisecond, a Pockels cell lets through a single stretched pulse into the am-
pliﬁcation cavity. The pulse then passes through a Ti:sapphire gain medium
approximately twenty times before a second Pockels cell switches the pulse
out of the cavity. The relative timing of the Pockels cells deﬁne the number
of passes and therefore the ampliﬁcation of the pulse. The timings are op-
timised so that the pulse passes through the medium the minimum number
of times to ensure saturation is reached whilst minimising dispersion eﬀects.
The Ti:sapphire crystal is pumped in the regenerative ampliﬁer by 15 watts
from the Spectra Physics Evolution, a doubled Q-switched Nd:YLF, at 527
nm. The ampliﬁed pulses are temporally compressed using a grating pair.
A 98% dielectric beamsplitter (BS) is used to reﬂect the beam towards the
two experimental beamlines, where it is further split by a 50% BS. The re-
maining 2% is passed through to the diagnostics, where the beam quality
and pulse length can be monitored. These diagnostics are discussed in the
following sections, 2.2.3 and 2.2.4.
2.2.3 Laser Beam Quality
In this section, the technique used for determining the quality of the ampli-
ﬁed laser beam is presented. This parameter has a great deal of importance
for HHG generation as the size of the focus at the point of generation, and
hence the intensity, is dependent on this value. Knowledge of the parameter
enables appropriate focussing objectives to be used. The technique presented
here is repeated in chapter 3 in greater detail, where the beam quality of
the generated XUV after two diﬀerent focussing optics is presented.













































































































































































































































































































































































































































































































































































































































































































































































































































































































15ference between the divergence of a measured beam and that of a diﬀraction-
limited beam. A beam which diverges two times faster will have an M2 value
of two. The size of the focus is also dependent on the parameter and hence to
reach the intensities required for HHG (section 2.3) or couple light eﬃciently
into a generation capillary (section 2.5) the M2 value must be known.
The M2 of a beam can be extracted from a set of beam width measure-
ments [37] through a focus. Equation 2.7 shows that knowledge of w(z)
provides a unique solution for the M2 value (assuming a monochromatic
source), where w is the 1/e2 half-width of the beam intensity proﬁle, w0 is
the 1/e2 half-width of the beam at the focus, M2 is the beam quality, and z









To measure the M2, the spatial intensity through the focus, resulting
from a 1 meter focal length mirror, was recorded on a charge coupled device.
Analysis of a set of these images provided the beam width in the horizontal
plane, w(z). This data set is shown in ﬁgure 2.3, where the laser M2 has
been determined to be 1.78. Therefore the focus will be 1.78 times larger
than that of a diﬀraction-limited beam in the horizontal direction. It is
important to realise that the M2 in the vertical and horizontal axes can be
diﬀerent. As shown in section 3.1, this can lead to interesting consequences
when abberations such as astigmatism are involved.
The most signiﬁcant error in this measurement arises from the resolution
of the CCD. When the 1/e2 intensity has been determined, the two pixels
that are either side of the most intense pixel and have the desired intensity,
are noted. Due to the discrete data points, the pixels that have an intensity
closest to the desired intensity are chosen. The beam width can therefore
















Figure 2.3: Measured laser beam width in the horizontal plane, corresponding
to an M2 of 1.78 and w0 of 72 µm.
be incorrect for a distance corresponding to two CCD pixels. This eﬀect is
illustrated by the error bars on the ﬁgure. Further smaller errors arise from
the beam propagation direction wandering slightly during the time required
for the beam images to be taken. If the beam propagation direction changes
to a slightly diﬀerent angle, then the spot size will appear larger. This error
has not been added to the ﬁgure, but is assumed to be relatively small.
2.2.4 Pulse Characterisation
HHG is a highly nonlinear process. It is therefore important to monitor the
laser pulse length throughout experiments as small ﬂuctuations will change
the laser peak intensity and hence the XUV output. In addition, the pulse
length must be measured in order to optimise the compressor in the CPA
cavity (see section 2.2.2), after the laser ampliﬁcation.
In order to measure a time period, a shorter reference signal is required.
However, the pulses generated using CPA are some of the shortest man-made
17occurrences and hence the pulse itself must be used to measure the length
of the pulse. This can achieved by interfering it with a time-delayed replica
inside a second harmonic generation crystal. By changing the time delay,
an autocorrelation can be produced which indicates the length of the pulse.
However, this yields only the temporal intensity. As mentioned in section
2.1, either the temporal intensity and temporal phase, or the spectral inten-
sity and spectral phase, must be known in order to fully characterise an ultra-
short pulse. By using a spectrometer in combination with the autocorrelator
however, the temporal intensity and the spectral intensity can be measured,
and from this initial information the spectral (and therefore temporal) phase
can be iteratively solved to a good approximation. This technique, known
as Frequency Resolved Optical Gating (FROG) [38], can therefore deter-
mine the electric ﬁeld of an ultrashort pulse. A GRENOUILLE [39] is an
adapted version of a FROG, which uses a Fresnel biprism instead of a mov-
ing mirror in order to enable a single shot measurement. This is the device
used for all pulse measurements in this thesis, and is monitored frequently
during generation of the XUV. In general, the laser system produces 40 ± 1
femtosecond pulses. The iterative calculation takes less than a second and
generally produces a error, deﬁned as the diﬀerence between the observed
and simulated measurement, of less than one percent. This corresponds a
pulse length measurement accuracy better than one femtosecond.
2.3 High Harmonic Generation
The XUV radiation demonstrated throughout this thesis was produced using
HHG. In this section, the process is explained.
Firstly, a brief background and motivation for using the source is given.
HHG is a well-established technique and as such there is a wealth of inter-
18esting material available. The literature presented in this section is targeted
towards understanding the possibilities and limitations of using this radia-
tion source for diﬀractive imaging. In section 2.3.2 the ‘three step model’,
which can be used to describe the generation process, is illustrated. In sec-
tion 2.3.3, the two generation techniques used during this thesis and their
phase matching equations are presented. The process of coupling light into
a hollow glass capillary is then discussed. Finally, the role played by gas in
both the generation and the absorption of XUV is discussed in section 2.3.4.
2.3.1 Motivation
HHG is a table-top technique that can be used to generate intense pulses of
coherent light in the XUV and soft X-ray region of the spectrum [24,40,41].
There is therefore great interest in using this radiation for areas such as ma-
terial analysis, absorption spectroscopy and biological imaging. Throughout
this thesis, high harmonics are generated by focussing a high intensity laser
pulse in argon gas. However, other noble gases and molecules have been
shown to produce signiﬁcantly diﬀerent outputs [42, 43]. The generation
process produces periodic ﬂuxes of photons, generally lasting around 250
attoseconds (10−18) [44], which have energies that are odd multiples of the
fundamental laser pulse. As described further in section 2.3.2, it is the re-
combination of an ionised electron and its parent ion that is used to produce
an XUV photon. As this process occurs twice per optical cycle and alternate
recombination events have a π phase shift (since the electron is returning
from the opposite direction), only odd harmonics are observed. In addition,
the spectral widths of the harmonics are generally inversely proportional to
the temporal length of the laser pulse. In order to obtain eﬃcient genera-
tion, a linearly polarised pulse is generally required [45], although techniques
19for increasing the peak intensity at the point of XUV generation by mod-
ifying the polarisation have been shown [46]. The generated XUV ﬂux is
proportional to I5 [47], where I is the intensity of the fundamental laser.
Although low-order harmonics are generated, they are usually separated
from the high-order harmonics by transmission through a thin metal foil
(see section 2.4) and as such the harmonics ∼15 and higher are generally
observed on a spectrometer. In addition, the absorption edges of the gas
that is used for XUV generation can lead to further attenuation of some
low-order harmonics. The laser-to-harmonic conversion eﬃciency has been
measured as ∼4 x 10−5 for the 15th harmonic [48]. Harmonics with pho-
ton energies higher than 0.5 keV (2.5 nm) [49] have been demonstrated.
Generation at these wavelengths is expected to have major implications for
diﬀractive imaging of biological materials as, in the range ∼2 to ∼4 nm,
water is transparent whilst carbon strongly absorbs. This spectral region
will therefore enable the study of biological materials whilst in a water-based
environment.
The generated spectrum can be tailored to individual requirements.
Wavelengths can be shifted [28,50,51], optimised [29] and temporally al-
tered [52]. The radiation possesses strong spatial coherence [26], and hence
does not require aperturing before using for diﬀractive imaging.
2.3.2 Generation Model
HHG is an extremely nonlinear eﬀect and cannot be approximated by a Tay-
lor expansion of the electric displacement. Therefore a diﬀerent explanation
is needed. The ‘three step model’ [25,53] employs a combination of quantum
mechanics and classical Newtonian physics.
A schematic of the semi-classical three step model explanation is shown
20in ﬁgure 2.4. Firstly, the intense laser electric ﬁeld causes the atomic
Coulomb potential to distort. This can allow an outer electron to tunnel-
ionise away from the atom. Secondly, the ionised electron is treated as a
classical particle as it is accelerated away from the parent ion by the laser
electric ﬁeld. When the electric ﬁeld changes direction, the electron can
return to the atom. Thirdly, a photon is emitted at an energy given by the
sum of the electron kinetic energy and the ionisation potential of the atom.
The maximum photon energy that can be generated is given by,
hνmax = Ip + 3.17Up (2.8)
where Ip is the ionization potential of the gas and Up = e2E2
4mω2 is
the ponderomotive energy for a laser beam of intensity | E2 | and angular
frequency ω. The mass and charge of the electron is denoted by m and e.
The value of 3.17 arises from the kinetics of the electron in the electric ﬁeld
of the laser.
Coulomb potential before laser Ionisation and acceleration
of free electron in laser field
Recombination of electron and parent
ion generating an x-ray photon
x-ray photon
Figure 2.4: A schematic of the three step model, used to explain High Har-
monic Generation.
To increase the maximum photon energy, either the ionisation potential
or the ponderomotive energy can be increased. The ﬁrst can be increased by
selecting a gas with a high ionisation potential. Such an atom will have its
outer electron bound tightly, and therefore noble gases are generally used.
As shown in equation 2.8, the ponderomotive potential is proportional to
21the laser wavelength squared. There is consequently interest in using longer
wavelength lasers for XUV generation [54]. The ponderomotive energy can
also generally be increased by increasing the laser intensity. However, at
higher electric ﬁeld strengths the magnetic ﬁeld, which acts in a direction
perpendicular to the electric ﬁeld, can become signiﬁcant enough to cause
the emitted electron to be diverted by nanometers and therefore miss the
collision with the parent ion.
2.3.3 Phase Matching
In linear optics, the induced polarisation of an atom is assumed to be lin-
early proportional to the applied electric ﬁeld. However, for high intensity
electric ﬁelds this relationship breaks down and the high-order powers of
the applied electric ﬁeld must be considered. This nonlinear relationship
can lead to the transfer of energy between diﬀerent frequencies. This is the
basis behind harmonic generation. In this case, energy is transferred from
the fundamental to the harmonic frequency. The energy in the harmonic
will only build up while the phases of the two wavelengths are matched.
This length is known as the coherence length. After this length, the en-
ergy is returned back to the fundamental frequency and the cycle continues.
Therefore, to maximise the energy in the harmonic, the coherence length
must be increased.
The eﬀect of HHG can be explained using nonlinear optics and hence
the concept of phase matching is extremely important. In order to build
up a strong XUV signal, the fundamental wavelength and the generated
wavelengths must be phase matched. In general they are not, and instead
the signal builds up over a coherence length, before destructively interfering.
Eﬀective phase-matching is therefore critical for eﬃcient XUV generation.
22In this thesis, XUV is generated using either a hollow glass capillary or a
small cell, both of which contain low pressure argon gas. The capillary acts
like a waveguide for the laser, whilst the gas cell is much larger and hence
the laser beam is treated as if it is propagating in free space. The diﬀerent
phase matching conditions for these two methods are now discussed.
In order to generate high intensity harmonics of the fundamental laser,
the phase mismatch between the two wavelengths must be minimised. The
phase mismatch on axis, ∆k, can be expressed as [55],






− qλ) + G + A (2.9)
where q is the harmonic number, λ is the fundamental wavelength,
P, η, Natom, re are the gas pressure in atmospheres, ionisation fraction, gas
density at one atmosphere, and the electron Bohr radius, respectively. The
term, ∆n = nlaser − nq, represents the diﬀerence in the refractive index of
the medium for the two wavelengths. G and A are the geometric and the
atomic phase terms, and are explained below.
The ﬁrst two terms in equation 2.9 are the material dispersion and the
plasma dispersion, and take a positive and negative value respectively. The
plasma dispersion value changes through the duration of the pulse as more
electrons are ionised. A consequence is that phase matching is only possible
below an certain percentage of ionisation. If the ionisation level is above
this percentage, no phase matching can occur. Depending on the temporal
proﬁle of the laser pulse, this may mean that phase matching is not possible
for the most intense part of the laser pulse [56]. Using a shorter laser pulse,
which enables a higher electric ﬁeld strength to be phase matched, may
23therefore signiﬁcantly increase the generated XUV ﬂux.
The sign of geometric term diﬀers for the two XUV generation techniques
used in this thesis. Firstly, a waveguide geometry, i.e. the hollow glass
capillary, has a negative sign [47]. Secondly, a focussed geometry, i.e. a gas
cell, has a positive sign [57]. The atomic phase term, which is related to
the paths of the electrons that occur during the generation process, has a
sign which is not ﬁxed during propagation as it is related to the intensity
through the pulse [58].
Throughout this thesis, the gas pressure at the laser focus is varied until a
maximum yield is reached. However, as shown in section 2.3.4, the generated
XUV is strongly absorbed by the gas and hence the optimal gas pressure is
a balance of both eﬃcient phase matching and minimal gas absorption.
To fully understand the generation process and explain the observed
asymmetry in both the shape and spectrum of the XUV output [59], a model
must be introduced which includes all the generated XUV wavelengths in
three dimensions for all time slices through the pulse. This can be achieved
using a split-step model [56], where in each small period in time the XUV
generation is calculated along with the change in the ionisation fraction
resulting from the fundamental laser. Work to date by group member Rogers
has demonstrated good qualitative comparison with experimental results.
2.3.4 Gas Absorption
As the generation process requires the ionisation of an electron, increasing
the number of gas atoms at the focus will generally increase the XUV ﬂux.
However, the absorption of the XUV photons by the gas atoms must also be
taken into account. Ideally, a high density of gas will be present at the focus
with a low density after the focus. To illustrate this phenomenon, ﬁgure 2.5
24shows the transmission through 1 cm of argon gas as a function of pressure,
for several XUV wavelengths. The high absorption has two major eﬀects.
Firstly, the total XUV ﬂux is generally signiﬁcantly reduced. Secondly, the
diﬀerence in attenuation, as a function of wavelength, means that harmon-
ics that have wavelengths longer than ∼30 nm are heavily attenuated. In
addition, results have shown that a minimum in the generated spectrum
due to the electronic structure of argon occurs for wavelengths in the 24 nm
region [60]. Therefore, the XUV multilayer focussing mirror (see section 3.1
for in depth discussion) was selected to have a peak reﬂectivity at 27 nm.




































Figure 2.5: Transmission through 1 cm of argon, at pressures typically used
for XUV generation.
Although not shown, a background pressure of 0.01 mbar results in a
average loss of 0.5% for the wavelength range 30 to 40 nm over a distance
of 1 cm. A pressure of 0.001 mbar or lower is generally suﬃcient for prop-
agation over distances greater than 1 cm. The optimal generation pressure
is generally in the range 10 to 100 mbar. Methods of reducing the pressure
after the point of generation have therefore been investigated, one of which
25utilises a short laser-gas interaction region with diﬀerential pumping to pro-
duce a steep pressure proﬁle. All the generation optics used in this thesis
are discussed in section 2.5.
2.4 Separation of the Laser and XUV
The objective of this thesis, to construct a beamline that enables XUV
diﬀractive imaging of nanoscale objects, requires a high ﬂux of XUV ra-
diation. In addition, the laser light, which is used to generate the XUV,
must be signiﬁcantly less intense than the XUV at the diﬀraction sample.
However, the laser and XUV propagate collinearly, and the XUV generation
eﬃciency is ∼10−6. Therefore a signiﬁcant reduction in the laser intensity
must be achieved, with minimal attenuation of the XUV. In this section, two
techniques for separating the laser and the generated XUV are contrasted.
The two techniques that are analysed in this section are as follows:
Firstly, transmission through a thin metal foil, which heavily attenuates
the laser but transmits a large percentage of the XUV, is presented. This
method is used exclusively throughout this thesis. Secondly, reﬂection from
a Brewster-angled silicon wafer at the laser wavelength is discussed. This
technique reﬂects the XUV but refracts and absorbs the laser wavelength.
Initial results are presented.
Transmission through a Metal
The solution used throughout this thesis, transmission through a metal foil
[61], is described here. A 200 nm thick foil of aluminium is generally used,
as it attenuates the laser wavelengths by a factor of 108 whilst transmitting
∼10% of the XUV.
26Transmission eﬃciencies through aluminium for 800 and 30 nm wave-
lengths are illustrated in ﬁgure 2.6. Also shown is the thickness where the
XUV ﬂux becomes more intense than the laser ﬂux, if a generation eﬃciency
of 10−6 is assumed. The absorption from the aluminium oxide layers on both
sides of the aluminium foil [62] are taken into account. The ﬁgure shows
that the aluminium should be at least 200 nm thick.





























Figure 2.6: Transmission through aluminium for 30 nm and 800 nm radia-
tion. Also shown are the relative intensities of the laser and XUV radiation
given a generation eﬃciency of 10−6.
The ﬁgure shows that whilst 200 nm foil thickness will result in an order
of magnitude more XUV than laser, the total attenuation for the XUV is an
order of magnitude. Therefore, alternate methods which achieve large atten-
uation of the laser but minimise the XUV absorption will be a worthwhile
area of investigation in the future.
27Polarisation
Light which is p-polarised and incident upon a surface that is positioned at
Brewster’s angle will in general experience very little reﬂection. A monochro-
matic beam, incident on a ﬂat material which has a zero imaginary refractive
index component will however reﬂect zero light. In this subsection, the pos-
sibility for separating the laser and XUV by using an appropriately angled
silicon wafer is investigated. This technique has been investigated before for
separating monochromatic XUV from laser light [63], and also for separating
HHG radiation from laser light [64]. In the latter case, a single value for
the attenuation of the laser and XUV is given. However, in this section, the
concept of refracting polychromatic laser light is explored more thoroughly.
As shown in this section, this technique can be used as an accurate diag-
nostic measurement of the polarisation quality of the laser, which in itself
is useful as the HHG process is extremely dependent on the polarisation of
the laser.
In order to become a viable alterative to the aforementioned metal trans-
mission method, the laser must be attenuated suﬃciently whilst the XUV
is reﬂected. The reﬂectivity of silicon at XUV wavelengths is ∼0.65 for an
angle of 75 degrees [65]. Presented here are experimental results for the
laser attenuation when incident upon a Brewster-angled silicon wafer. The
silicon wafer is assumed to be ﬂat. The reﬂectivity for p and s-polarised
light at an interface is given by [66],
rp =
ϵcos(ϕ) − (ϵ − sin2(ϕ))1/2
ϵcos(ϕ) + (ϵ − sin2(ϕ))1/2 (2.10)
rs =
cos(ϕ) − (ϵ − sin2(ϕ))1/2
cos(ϕ) + (ϵ − sin2(ϕ))1/2 (2.11)
28where ϵ is the dielectric constant (the refractive index squared) and
ϕ is the angle of the interface.
Figure 2.7 shows the reﬂectivity as a function of angle for a silicon wafer,
for the whole laser spectrum, for both p and s-polarisation. The minimum
reﬂectivity corresponds to an angle of ∼75 degrees.






























Figure 2.7: The reﬂectivity of a silicon wafer, as a function of angle for s
and p polarisation, for the entire laser spectrum.
There are two reasons for a non-zero reﬂectivity at 75 degrees: the multi-
ple wavelengths result in multiple Brewster angles; and the imaginary com-
ponent of the refractive index is non-zero. It is useful to observe the eﬀects
of the multiple Brewster angles and the imaginary component individually.
Figure 2.8 shows the p-polarisation reﬂectivity for a monochromatic beam
(at 791 nm, which is the central wavelength in this case) and the reﬂectivity
for the whole spectrum. The maximum theoretical attenuation for silicon
for 791 nm is 1.4 x 106. However, the maximum for the whole beam is only
4.1 x 105. As the XUV generation eﬃciency is ∼ 10−6, even the maximum
29theoretical attenuation is not suﬃcient.






























Figure 2.8: The reﬂectivity of p polarisation for a single wavelength at 791
nm and for the entire laser spectrum.
A second silicon wafer, positioned parallel to the ﬁrst, will further atten-
uate the laser. However, the attenuation from the second wafer will be less
than that achieved for the ﬁrst, as the spectrum is altered as a result of the
ﬁrst reﬂection. Figure 2.9 shows the laser spectrum after one reﬂection.
Figure 2.10 shows the experimentally measured reﬂectivity (for a single
reﬂection) versus angle for a silicon wafer (circles) alongside the theoretical
reﬂectivity curve for a laser with 99.92% p-polarisation (solid line). The sili-
con wafer was aligned using two axes of rotation. Firstly, the total reﬂection
was minimised by using both axes, and hence one axis was positioned at 75
degrees whilst the other was perpendicular to the beam. Next, the reﬂected
intensity was recorded at angles near to 75 degrees, using a Vernier scale on
a goniometer. The theoretical data was matched to the experimental data
by changing the relative ratio of p and s-polarisation. This allows a mea-






























Figure 2.9: The laser spectrum, before (experimental) and after (calculated)
reﬂection from the silicon wafer. Both spectra are normalised to unity.
surement of the polarisation of the laser beam, accurate to four signiﬁcant
ﬁgures. As the laser beam is not 100% p-polarisated, the maximum inten-
sity attenuation is decreased further. In fact, the maximum attenuation is
found to be 1.4 x 103, corresponding to a reﬂectivity of 7.1 x 10−4.
As the XUV reﬂectivity at 75 degrees is ∼0.65 and the XUV generation
eﬃciency is ∼10−6, there will be roughly one thousand laser photons for
every XUV photon if a single reﬂection is used. This is not suﬃcient for
the separation of the laser and the XUV, and hence, based on this data, the
current method of transmission through a thin metal ﬁlm is more eﬀective.
If a second wafer was used, the total laser attenuation would be less than 2.8
x 106, leading to a best case scenario of 0.78 laser photons for every XUV
photon. This is still not adequate for XUV diﬀraction, and hence using
reﬂection from a silicon wafer to separate the laser and the XUV is not a
feasible solution.


































Figure 2.10: The experimentally observed reﬂectivity as a function of an-
gle (circles) and the theoretical reﬂectivity (solid line) using the experimental
spectrum and assuming a p polarisation of 99.92%.
In this case, the error bars correspond to the instability of the laser
output power, which at the time was observed to vary on the power meter
by +/- 10% in an oscillating movement over a period of around sixty seconds.
The 99.92% line corresponds to a best ﬁt line through this data.
2.5 Diﬀraction Beam Line Overview
In this section, a description of the four diﬀerent experimental setups that
were used during this thesis is given. The hollow capillaries were designed
by group members Froud and Praeger. The gas cell was designed by group
member Grant-Jacob. The gas tube and the associated vacuum pumping
setup is my own design. All experimental measurements were taken by
myself. Only a brief discussion is given for the standard apparatus such as
the gas injection system and the vacuum electrical feedthroughs. Two theses
32by group members Froud [67] and Praeger [68] provide further information.
There are several key points for the design of a HHG diﬀraction setup. A
schematic for the setup, which illustrates focussing using a multilayer mirror





















Figure 2.11: Schematic for HHG diﬀraction experiments, showing the fo-
cussing arrangement for a multilayer mirror and a hollow ﬁber.
Firstly, as XUV is strongly absorbed in air, the entire generation and
diﬀraction setup must be kept under vacuum, ideally below 0.001 mbar.
Secondly, all light at the point of generation must pass through the 200
nm thick aluminium foil before hitting the diﬀraction sample and CCD, to
ensure that no laser light is present on the sample. Therefore, the vacuum
system contains two chambers. The ﬁrst small chamber contains the XUV
generation components. The second large chamber contains the sample,
CCD, and a number of externally controlled actuators. The two chambers
are separated by the aluminium foil. Thirdly, a moveable mirror, positioned
before the aluminium foil, is used to reﬂect the laser light through a glass
33window and provide throughput measurements to help with alignment.
There are three diﬀerent generation devices used in the thesis. Each are
positioned at the focus of the laser, kept under vacuum and attached to a
gas input line. The generation devices consist of: a hollow glass capillary
(both 7 cm long and 5 cm long variants were tested), a perspex gas cell, and
a metal gas tube. Schematics of these devices, along with approximate gas
pressure proﬁles, are shown in ﬁgure 2.12.
gas-cell
150µm ID capillary held with







Figure 2.12: Top: The diﬀerent generation devices used during this thesis,
showing capillary, gas cell and gas tube. The paths of the fundamental laser
(red), generated XUV (grey) and gas ﬂow (blue) are shown. Bottom: The
relative gas pressure proﬁles achieved along the central axis of the generation
devices.
The capillaries have an internal diameter of 150 µm, and two gas inlet
holes drilled into the side, positioned at the middle of the capillary but sep-
arated by 2 cm. The 7 cm capillary was set up with a manual alignment rig
that was designed by Froud [67] and Praeger [68]. The 5 cm capillary was
mounted inside a small vacuum chamber, designed by myself, and electroni-
cally aligned using a ﬁve axis stage, allowing for more accurate movements.
34The coupling of light into a hollow capillary is profoundly dependent on the
choice of focussing lens. The spot size to bore size ratio (w/a) determines
which capillary modes [69] are produced, and as diﬀerent modes have diﬀer-
ent propagation losses, the maximum throughput of a hollow capillary is a
function of this ratio. A high throughput is desired as the XUV intensity is
dependent on the laser intensity inside the capillary. For eﬃcient coupling,
a ratio of ∼0.64 is required [70]. Consequently, the laser M2 parameter must
be known for eﬀective XUV generation (see section 2.2.3 for a discussion on
the laser beam quality).
The gas cell is 2 cm long and has 500 µm diameter apertures either side.
The gas inlet tube is connected directly into the cell. The gas cell used was
a modiﬁed version of that designed by Grant-Jacob [71], and was mounted
identically to the 5 cm long capillary.
The gas tube is a 4 mm wide copper pipe with two large holes drilled
through the walls. Along the core of the pipe, one end is sealed and the
other acts as the gas inlet. The gas cell is mounted statically inside the
small chamber and wrapped tightly with PTFE tape. The laser is used to
ablate the PTFE on both sides of the gas tube, eﬀectively forming a 4 mm
long region of constant gas pressure. Approximately 5 mm after the gas tube,
a second piece of tape is ablated to provide a small aperture. Both sides of
the latter aperture are vacuum pumped separately, and hence the aperture
acts to create a pressure diﬀerential. The tape needs to be replaced only
when the system is modiﬁed. As the laser is used to form the apertures, no
alignment is required. As the generated XUV is a shorter wavelength than
the laser, and therefore diverges less, the XUV is not clipped by the laser
ablated apertures.
There are two diﬀerent XUV focussing devices used in this thesis, a
35hollow glass ﬁber and a multilayer mirror. The ﬁber is parabolically shaped,
and focusses light through the phenomenon of total external reﬂection. The
multilayer mirror has a spherical proﬁle and focal length of 25 cm. Both are
discussed in depth in chapter 3.
The four experimental setups are distinct as they use diﬀerent combina-
tions of generation devices and focussing optics. They are, in terms of the
generation and focussing techniques: 1) a 7 cm long capillary with hollow
ﬁber, 2) a 5 cm long capillary with multilayer mirror, 3) a 2 cm long gas
cell with multilayer mirror, and 4) a 4 mm wide gas tube with multilayer
mirror. The combination 1) was conducted with a 35 fs, 1 W laser, whilst
combinations 2-4 used the 40 fs, 1.5 W output from the laser described in
section 2.2. The 1 watt laser is discussed in [67] and [68]. As the output
of the two lasers are similar, a comparison can be made between the four
experimental setups.
Table 2.1 shows a summary of the data for the four experimental arrange-
ments. Although there is data for only four of the possible combinations of
the laser, generation device, and focussing device, several important points
can be made. The XUV ﬂux is the number of photons per second, measured
at the XUV focus. The ﬂux for the gas tube was measured 20 mm away
from the focus and hence the spot size has not been measured. However,
it is likely to be very similar to the gas cell as they are both free space
generation techniques.
Firstly, the smallest focus is produced by the hollow ﬁber. Secondly,
a comparison of a capillary and a gas cell shows that, whilst the capillary
produces a larger focus, the total ﬂux is greater. The intensity at the centre
of the focus for the gas cell is however measured to be 3.5 times greater,
due to the smaller spot size. Thirdly, although the focus for the gas tube
36was not measured, a ﬂux measurement shows that it is 15,000 times greater
than the gas cell. As shown in chapter 3, the multilayer mirror and hollow
ﬁber have total reﬂectivities of 6% and 35% respectively. The low value for
the mirror is due to a reﬂectivity bandwidth that is considerably narrower
than the generated XUV spectrum.
As discussed in section 2.3.4, a high gas density is desirable at the laser
focus. However, due to the XUV absorption by the gas, the density should be
reduced after the focus. The following paragraphs describe the gas density
proﬁles in the three diﬀerent type of XUV generation devices used in this
thesis.
The central section of the capillaries can reach a pressure of up to 200
mbar as the gas conductance from the gas inlet holes to the capillary exit is
low. Therefore a relatively high pressure can be maintained inside the central
region of the capillary whilst the vacuum chamber holding the capillary can
remain at a low pressure. However, the linear pressure drop oﬀ towards the
exit means that much of the generated XUV is absorbed. Therefore the
observed XUV is generated towards the end of the device.
The gas cell, which has 500 µm diameter exit apertures, has a very high
gas conductance, and hence the gas pressure inside the gas cell can only be
increased to around 10 mbar. A higher pressure would leak a large amount
of gas into the surrounding area, resulting in high absorption for the entire
Table 2.1: Generation conditions and focus measurements for the diﬀerent
experimental setups. The columns labelled ﬂux and focus refer to the XUV ﬂux
at the XUV focus and the size of the XUV focus respectively.
laser generation focussing ﬂux (/s) focus (ω0)
1 W, 35 fs 7 cm capillary hollow ﬁber 2.2 x 106 17 µm
1.5 W, 40 fs 5 cm capillary multilayer mirror 3.2 x 107 32 µm
1.5 W, 40 fs 2 cm gas cell multilayer mirror 1.5 x 107 22 µm
1.5 W, 40 fs 4 mm gas tube multilayer mirror 2.3 x 1011 n/a
37vacuum chamber. Although the maximum pressure is relatively low, which
results in a relatively low XUV ﬂux, the pressure drop oﬀ is fast and hence
the absorption is low. These opposite eﬀects lead the gas cell to have a
similar measured ﬂux to the capillary.
The gas tube, which utilises diﬀerential pumping, takes the beneﬁts from
both the capillaries and the gas cell. Firstly, the exit apertures are small,
which allows a high pressure of up to 200 mbar inside the gas tube. Secondly,
the diﬀerential pumping reduces the pressure rapidly, and hence the XUV
absorption is low. This has resulted in a signiﬁcantly higher ﬂux at the
focus.
The ease of use and reliability of the generation devices, although of
secondary importance, are also worth considering. The capillary requires
eﬃcient coupling through the use of a speciﬁcally sized focus. It can there-
fore require a signiﬁcant amount of time to align. The gas cell, due to its
ﬁxed apertures, still requires alignment. The gas tube however, requires
no alignment as the laser is used to produce the entrance and exit aper-
tures. Therefore the apertures are exactly aligned with the path of the laser
and generated XUV. The gas tube is therefore both the easiest to set up,
and produces by far the highest ﬂux. This argument is however based on
maximising the total ﬂux. If other factors are important, for example the
tunability of the generated XUV spectrum [28], a diﬀerent device may be
optimal.
2.6 XUV Detection: Charge Coupled Devices
In order to understand the diﬀraction patterns that are recorded on the
XUV CCD, the processes involved with the data recording must be fully
understood and the limitations quantiﬁed. In this section the nonlinearity
38and sources of noise are discussed.
The CCD has an image sensor consisting of a 1024 by 1024 array of 13 µm
diode capacitors, which collect a charge that is proportional to the number
of photons incident on the diode. After a speciﬁed time, shift registers
pass the charge along to the edge of the chip where it is recorded and an
intensity image is generated. For XUV wavelengths, the quantum eﬃciency
is ∼ 0.6. The CCD is connected to a water cooling system situated outside
the vacuum chamber through the use of a ﬂexible copper braid. Indium is
used to increase the thermal conductivity between the connections.
2.6.1 Nonlinearity
In general, the photon count on a CCD is only proportional to the photon
ﬂux for a limited number of counts, corresponding to a linear response. As
the charge inside a capacitor tends towards the maximum, charge will tend
to leak, corresponding to a reduced photon count. A linearity measurement
is therefore critical, as a diﬀraction image that has data outside this region
will be misleading, unless accounted for. By recording an XUV image on
the CCD for increasing integration times, a set of identical images that are
scaled in intensity were recorded. The relationship between the integration
time and the pixel count was then used to quantify the CCD linearity. An
image was recorded for 10, 50, 100, 500, 750, 1000 and 1250 ms. Figure
2.13 shows the ﬁve highest pixel counts for each image, for each integration
time. The CCD is shown to have a linear response over more than 90% of
the maximum pixel count. Therefore, no adjustments will need to be made
to diﬀraction images recorded using this CCD on the condition that the
maximum pixel count is below 90% of the maximum.
































Figure 2.13: Recorded pixel intensity versus relative incident ﬂux, showing
that the CCD has a linear response for more than 90% of the dynamic range.
2.6.2 Sources of Noise
An output from a CCD that has no incident light is subject to two random
noise sources: readout and dark current. The readout noise is a consequence
of converting an analogue signal to a digital output and is independent of
integration time and CCD temperature. Dark current noise results from
the thermal energy in the CCD which can randomly produce electrons that
are counted as signal. Dark current noise is dependent on both integration
time and temperature, but can be made negligible by reducing the CCD
temperature.
In order to remove the stray laser light from the XUV diﬀraction images,
a CCD image taken with no gas present is background subtracted from
each experimental dataset. Gas is required for XUV generation but does
not signiﬁcantly change the properties of the laser leakage, which generally
corresponds to laser light that has passed through micron-sized pinholes in
40the aluminium ﬁlters.
It is important to calculate the CCD temperature which corresponds to a
level of thermal noise that is insigniﬁcant, as this is the required temperature
for all experiments throughout this thesis. For this experiment, 10,000 pixel
counts were recorded for a series of temperatures (-50 to 20 ◦C in steps of
5 ◦C) and for three integration periods (0.1, 1, and 10 seconds). No light
was incident on the CCD. The standard deviation of the pixel counts, for
each combination of temperature and integration period, are shown in ﬁgure
2.14.
Figure 2.14: Standard deviation of photon counts on the CCD with no in-
cident light, for 0.1 (red), 1 (green) and 10 (blue) seconds, showing that the
thermal noise, which is a function of time, is negligible for temperatures ≤
40◦C.
For temperatures ≤ -40 ◦C, the data corresponding to the diﬀerent in-
tegration times overlap, and hence for this temperature the time depen-
dence of the CCD noise is negligible. The value of 3.5 corresponds to the
stated deviation of the readout noise, which is independent of time. There-
fore, throughout this thesis, the CCD temperature has been held at -40 ◦C.
Where the CCD noise has been required for data simulations, it has been
approximated by a Normal distribution with a standard deviation of 3.5.
412.7 Conclusion
This chapter has provided a background to the science and technology
needed to construct a HHG radiation source, and has discussed the gen-
eration, absorption, and detection of the XUV, together with the removal
of the fundamental laser wavelength.
The most important step to achieving the objective of the project, single
molecule scattering, is to increase the ﬂux at the sample. Therefore the
optimisation of the the generation and the focussing setup are of critical
importance. This chapter has presented details on the generation of the
XUV, in particular the importance of both a high gas pressure at the point of
generation and of a low gas pressure after generation to minimise absorption.
Focussing results are presented in detail in chapter 3.
A comparison of diﬀerent generation and focussing techniques has illus-
trated that orders of magnitude improvements in ﬂux are possible and that
a comprehensive comparison is now required. Calculations have shown the
importance of the gas density proﬁle inside the generation device. The tech-
nique which uses diﬀerential pumping represents a signiﬁcant step forward
in the progress of this project.
An investigation into the viability of using a Brewster-angled silicon
wafer to separate the laser and XUV has shown excellent comparison with
theoretical calculations, and has enabled an accurate measurement of the
polarisation of the laser. However, the technique will not be used, as the
laser attenuation is less than currently achieved with a thin metal foil.
A thorough analysis of the XUV CCD has been presented. It was found
to have a linear response for more than 90% of its dynamic range and to
have a thermal noise which is insigniﬁcant for temperatures ≤ -40 ◦C.
42Chapter 3
XUV Focussing
A critical factor in the aim of single molecule scattering is the ability to
focus the extreme ultraviolet (XUV) radiation down to a size scale similar
to the sample being investigated. This is because the number of scattered
photons is generally proportional to the irradiance and therefore to observe
a high signal to noise scattering pattern the number of photons incident on
the sample must be maximised. However, due to the small variation in the
real part of the refractive index between diﬀerent media and vacuum, and
the short absorption lengths for nearly all materials, optics that work by
refraction are not eﬀective. There are in general three distinct alternatives
available for focussing XUV wavelengths, as shown in ﬁgure 3.1.
Firstly, the zone plate focusses light by either attenuating the intensity
or imparting a phase delay on the incident beam at speciﬁc positions. The
structure of the zone plate is designed so that there is only one point where
all the possible beam paths for a single wavelength constructively interfere.
This corresponds to the optic focus, where the focus quality depends on the
accuracy of the zone plate fabrication. Imaging resolutions better than 15
nm have been demonstrated for 250 eV (∼5 nm) to 1.6 keV (∼0.7 nm) [72].
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Figure 3.1: Typical methods for focussing XUV radiation: a) zone plate, b)
multilayer mirror, c) parabolic hollow ﬁber.
When used on a High Harmonic Generation (HHG) source, the diﬀerent
harmonics would however be focussed to diﬀerent positions, which could be
useful if a single wavelength focus was required, but is a disadvantage due
to the decrease in irradiance at each single wavelength focus.
Secondly, the focussing mirror simply reﬂects the incident light towards
a focal point. The XUV reﬂection at normal incidence from a single layer
of material is generally very low. However, by building up thin layers of
alternating mediums, so that the reﬂected waves constructively interfere, a
larger reﬂectivity can be achieved. Molybdenum/Silicon (Mo/Si) mirrors
have been shown experimentally to achieve ∼60% with a maximum theoret-
ical value of ∼76% for 13.0 nm radiation [73]. However, the reﬂectivity at
other wavelengths generated by HHG is lower. The high absorption limits
the number of periods, normally to around thirty. This technique is use-
ful as it reﬂects all, or just some wavelengths, to a single focus, depending
on the fabrication parameters. The multilayer period and ratio between
the sub-layers enables a large choice for both the peak reﬂectivity and the
reﬂected bandwidth. As the focussed beam must be reﬂected back at a
slightly diﬀerent angle to the incident beam, a mirror with spherical proﬁle
44will always produce an astigmatic focus. This abberation is demonstrated
in section 3.1.3 where the spatial proﬁle of the XUV beam is analysed when
a spherical mirror is used. To remove this abberation, a mirror with an
oﬀ-axis paraboloidal proﬁle can be used. This option, however, is generally
an order of magnitude more expensive and as such it is important to deter-
mine exactly when the additional cost is required. An alternate method to
a normal incidence mirror, known as a Kirkpatrick-Baez mirror [74], uses a
glancing reﬂection oﬀ two independently controlled mirrors to focus a light
source. The incident beam is focussed in one plane by the ﬁrst mirror, and
then in the orthogonal plane by the second mirror. Foci smaller than ∼ 40
nm have been demonstrated [75] on hard X-ray sources.
Thirdly, the focussing ﬁber works by the principle of total external reﬂec-
tion, where light that is incident at a glancing angle upon a medium will in
general be reﬂected with little loss. Using this principle of a high reﬂectivity
at angles less than the critical angle, eﬀective X-ray optics can be made. A
common technique is to fabricate a hollow ﬁber which has a entrance aper-
ture larger than its exit. This principle has been extended to include both
single and bundles of hollow ﬁbers [76] with proﬁles that are generally linear
or parabolic [77]. A linear proﬁle will increase the irradiance at the exit
through multiple reﬂections, whereas a parabolic proﬁle will ideally reﬂect
all possible ray paths towards a single focus that exists some distance after
the exit aperture. As a hollow ﬁber will focus all XUV wavelengths to a
single focus, it will focus the wide spectrum that can be generated using a
HHG radiation source.
Presented in this chapter are experimental results from using a spherical
multilayer mirror and a parabolic hollow ﬁber to focus HHG radiation.
HHG radiation has been focussed to a spot size of 1 µm using an oﬀ-
45axis paraboloidal multilayer mirror [78]. There are no published results for
using a hollow ﬁber to focus HHG radiation. However, there does exist a
wealth of information for synchrotron sources. Originally reported by Stern
et. al. [79] with a 10 µm spot size, nanometer foci are now possible [80]. An
imaging resolution of 30 nm [81] and ∼80 nm [82] has been achieved using a
zone plate for synchrotron and high harmonic radiation sources respectively.
3.1 Spherical Multilayer Mirror
In this section, focussing results for a Mo/Si spherical mirror that has been
used in an oﬀ-axis arrangement are presented, along with extensive analysis
of the resulting astigmatic focus and its consequence on diﬀractive imaging.
The spherical mirror produces a vertical and a horizontal focus, which are
separated by a circle of least confusion (CLC). A theoretical model is used to
show that the most intense position through the focus depends on the hori-
zontal and vertical beam quality and that if the mirror radius of curvature
(ROC) is increased, a smaller focus may be achievable as a smaller oﬀ-axis
mirror angle will be possible. Additionally, it is shown that the phase at the
CLC is strongly saddle-shaped. However, as explained in this chapter, this
phase distortion cannot explain the signiﬁcant interference peak splitting
that is experimentally observed in diﬀraction patterns that are recorded us-
ing this focussing setup. To illustrate the observed peak splitting, an XUV
far-ﬁeld diﬀraction pattern that corresponds to an array of 196 nm diameter
polystyrene spheres is shown in ﬁgure 3.2. This ﬁgure is repeated later in
section 3.1.4 where it is proposed that the XUV beam quality is degraded
upon reﬂection from the multilayer mirror and it is this asymmetric phase
distortion that causes the diﬀraction peak splitting.
This section is organised as follows: The experimental setup is explained
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Figure 3.2: Experimentally observed diﬀraction pattern from a single layer
hexagonal array of 196 nm diameter polystyrene spheres, showing the a) whole
diﬀraction image, b) left interference peak and c) top interference peak. This
ﬁgure is identical to ﬁgure 3.13.
in section 3.1.1, along with the reason for the oﬀ-axis focussing arrangement.
Experimental reﬂectivity results are used here to determine the mirror pa-
rameters. In section 3.1.2, an introduction is given to the beam propagation
theoretical model, which uses ABCD matrices to calculate the eﬀect on the
intensity and phase upon reﬂection from an oﬀ-axis spherical mirror. Section
3.1.3 presents experimental results, which are analysed using the aforemen-
tioned model. This is a substantial section and consists of the extraction of
the XUV beam quality, the spatial intensity and phase proﬁle through the
focus, and the eﬀect on the focus of changing the mirror ROC and angle. All
results indicate that the mirror surface decreases the beam quality. Finally,
section 3.1.4 demonstrates the eﬀect of large-scale deviations from a spher-
ical proﬁle. Here it is found that deviations in the mirror surface as small
as a few nanometers can produce both the interference peak splitting that
is observed experimentally and also the observed decrease in beam quality.
This result therefore conﬁrms earlier expectations that the beam quality is
decreased upon reﬂection from the multilayer mirror.
473.1.1 Experimental Setup
For the results presented here, the 5 cm long hollow generation capillary (see
section 2.5) with an argon pressure of 70 mbar was used to produce the XUV.
By using appropriate coupling techniques, laser transmission percentages of
60% were achieved. Inside the main vacuum chamber, a Mo/Si multilayer
spherical concave mirror, with a ROC of 500 mm, was used at an incident
angle of ∼10 degrees to focus the XUV beam down to a spot size of 30
µm. Here, the deﬁnition of spot size (w0) is that given by Svelto [83],
and describes the radial distance over which the intensity reduces from its
maximum to 1/e2 of its maximum. The spot size therefore corresponds to
the radius of the beam. The spatial intensity proﬁle is recorded using the
water-cooled XUV charge coupled device (CCD) camera, which is moved
in steps of 1 mm through the focus in a direction parallel to the XUV
propagation, with typical integration times of 100 ms. Figure 3.3 shows
this experimental setup. The mirror angle is the minimum possible for the
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Figure 3.3: Schematic of the experimental setup for the multilayer mirror.
On separate experiments using the same input laser intensity and gas
pressure inside the generation capillary, the spatial proﬁle of the XUV beam
at the position of the mirror and the XUV beam at the mirror focus have
been recorded. This has enabled the total reﬂectivity of the mirror to be
48calculated at 6%. This low value is due to a wide generated spectrum and
a narrow reﬂected bandwidth. The quoted peak reﬂectivity is 20% for the
wavelengths 26.7 ± 0.3 nm. By using the observed reﬂected XUV spectrum,
as shown in ﬁgure 3.4, and the refractive index values given by [65], the
multilayer periods have been calculated to be 15 nm with a Mo/Si ratio of
0.4 to 0.6.


































Figure 3.4: XUV spectrum from the multilayer focusing mirror. The vertical
dashed lines correspond to odd harmonics of 800 nm.
The usual technique for measuring the spectrum of a polychromatic
beam is propagation onto an angular dispersive optic such as a grating,
followed by a CCD. To measure the spectrum from the XUV focusing mir-
ror, a crystalline sample with a period of 196 nm was used to diﬀract the
XUV onto a CCD. This diﬀraction sample, and associated diﬀraction pat-
tern, is discussed further in chapter 5. However, in this section we are only
concerned with the mirror reﬂectivity as a function of wavelength. Due to
splitting in the diﬀraction pattern, which can be explained by modelling
nanometer sized defects in the mirror surface (see section 3.1.4), the ob-
49served spectral widths are likely to be larger than the actual values.
3.1.2 Beam Propagation Theory
In this section the theoretical framework for analysing an astigmatic beam
is presented. By modelling the experimental results with a 3D intensity and
phase model, the beam quality and the interdependence of the experimental
parameters can be explored.
A spherical mirror at normal incidence (zero angle) has the same ROC
for both the horizontal (x) and vertical (y) axes. However, for a non-zero
angle, both the eﬀective x and y ROC change. The consequence is the
presence of distinct vertical and horizontal line foci, which are separated by
a circle of least confusion (CLC). It is important to realise that although the
intensity proﬁle at the CLC is circular, the phase is not ﬂat. This is a simple
consequence of diﬀerent values for the x and y ROC. Treating the x and y
axes separately at the CLC, one axis is diverging and one is converging, and
therefore the phase at this position is saddle-shaped.
The assumptions for this model are that the light beam always diverges
at an angle that satisﬁes the paraxial approximation (sin(θ) ≃ θ), and that
the beam is monochromatic. Although the wavelengths in the generated
beam have a spectral bandwidth (λ/∆λ) of roughly two, the narrower band
of wavelengths that are focussed by the mirror has a value greater than ten,
and hence can be treated as a monochromatic source. This theoretical ap-
proach models the light beam as a Gaussian beam. However, the theory can
be adapted to higher order propagation modes by introducing the M2 beam
quality parameter, which quantiﬁes how much faster the modelled beam di-
verges when compared to a diﬀraction-limited beam. For this analysis, the









where λ is the wavelength, w is the beam spot size, and R is the
radius of curvature. The complex beam parameter therefore includes local
information on the beam size and the degree of convergence or divergence.
The complex beam parameter after an optical element (q′) is related to





where the constants A to D are deﬁned by the type of optical ele-
ments.
The system to be modelled here (as shown in ﬁgure 3.3), starting from the
point of generation inside the capillary, consists of propagation through free
space, reﬂection from a spherical mirror positioned oﬀ-axis, and propagation
through free space. The spherical mirror proﬁle is modelled as a parabolic
surface, as the spherical aberration in this case is negligible. However, the
astigmatism is non-negligible, and hence this theoretical model describes
the focussing ability of a mirror with a parabolic proﬁle which is arranged
oﬀ-axis. This is equivalent to the experimental setup shown in ﬁgure 3.3. As
mentioned earlier, the ROC imposed on the beam by the mirror is diﬀerent
for the x and y axes. Equations 3.3 and 3.4 show the form of the two system





































































where Rx = Rcos(θ) and Ry = R/cos(θ). L is the ﬁxed distance
between the generation capillary and the mirror, θ is the angle that the
mirror deviates from the propagation direction, and z is the distance from
the mirror to a position through the focus, which in this case can be varied
in order to provide the complex beam parameter at any position through
the focus. These calculations are for a mirror that reﬂects light back at the
same height but diﬀerent yaw angle, i.e. a mirror that has been rotated
about a vertical axis.
3.1.3 Analysis of the Astigmatic Focus
In this section, results that show the intensity proﬁle in steps of 1 mm
through the focus are analysed using the beam propagation model. From
this data, all necessary parameters can be accurately extracted.
This section is outlined as follows. Firstly, the method for determination
of the beam parameters is presented. Of particular interest is the beam qual-
ity parameter (the M2 value) which is shown to be increased upon reﬂection
from the XUV mirror. Secondly, the theoretical model is used to optimise
the focussing arrangement for both intensity and spot size. Thirdly, the
theoretical phase is mapped onto the theoretical intensity proﬁles through
the focus, showing that the phase shift is large but symmetric, and therefore
the phase variation cannot explain the experimentally observed diﬀraction
peak splitting.
52Beam Quality Calculation
In this section it is shown how the mirror angle, beam M2, and the spot size
inside the capillary where the XUV is generated can be determined from
the intensity proﬁle of the XUV beam through the astigmatic focus. Figure
3.5 shows the experimentally measured spot size for the horizontal (blue
circles) and vertical (red circles) axes. The error bars in this ﬁgure are a
result of the deviations in the size of the XUV beam, at a ﬁxed distance
through the focus. It has been previously calculated to be approximately
10%. This is the error shown on the ﬁgure. The deviations in size result
from small changes in the laser intensity at the point of XUV generation; a
higher intensity will ionise a larger volume of gas atoms, producing a larger
source size and hence a larger XUV focus.
The line foci correspond to points of inﬂexion in the data. The vertical
focus exists at 0.247 m, the CLC at 0.250 m, and the horizontal focus
at 0.254 m. The theoretical curves (solid lines) are calculated by using the
aforementioned ABCD matrix model and were best ﬁt by eye. This approach
is more accurate than simply ﬁtting the data points for the individual axes to
a Gaussian beam propagation equation as the angle of the mirror changes
its apparent curvature for each axis, and hence all the parameters are to
some extent interdependent. Firstly, the mirror angle aﬀects the relative
separation of the line foci and can therefore be easily determined. It does
however have a secondary eﬀect on the ROC for the two axes and hence must
be calculated ﬁrst. Once the angle has been determined, both the beam M2
and the focussed spot size can be uniquely determined. As the generation
and focussing geometries and distances are known, the calculation of these
parameters enables the size of the XUV focus at the point of generation
inside the capillary to be deduced. The mirror angle and capillary spot size






























Figure 3.5: Experimentally observed horizontal (blue circles) and vertical
(red circles) spot sizes through the astigmatic focus. The solid lines correspond
to a mirror angle of 9.55 degrees and M2 values of 14 and 16.1 for the two
beam axes. Also shown is the eﬀect on the beam size if the M2 increase by
the mirror was only to 10 (dashed line) and 5 (dotted line). The ﬁgure shows
that a reduced M2 will not signiﬁcantly decrease the spot size at the CLC, and
therefore instead the astigmatism is the limiting factor.
54are determined to be 9.55 ± 0.1 degrees (directly observed by eye to be 10
degrees) and 65 ± 5 µm. The M2 in the horizontal and vertical axes are
14.0 ± 1 and 16.6 ± 1.
The analysis above implies that the XUV at the point of generation
inside the capillary has a radius of 65 ± 5 µm. This is unlikely for the
following reason. The XUV is generated only where the fundamental laser
light is suﬃciently intense to ionise an electron. As the boundary conditions
for an electric ﬁeld inside a hollow dielectric capillary result in zero intensity
at the edges [69] and the high-order capillary modes are lossy and therefore
do not exist at the XUV generation point towards the end of the capillary,
the XUV beam must be signiﬁcantly smaller than 65 µm. Calculations using
Keldysh ionisation theory [84] have shown that for an identical setup, the
theoretical XUV spot size is 15 µm [43].
Using the ABCD matrix framework and working backwards from the
data in ﬁgure 3.5, the size of the XUV beam at the position of the multilayer
mirror can be calculated. Using this and the calculated generated spot size
of 15 µm gives an M2 value of 3, where the sensitivity on the generated
spot size is such that 15 ± 5 µm implies a generated XUV M2 of 3 ± 1. The
generated M2 is therefore diﬀerent to the value measured at the focus. The
likely reason here is that, although the surface roughness of the multilayer
mirror is sub nanometer, the surface ﬁgure of the mirror is such that a
variable phase shift is imparted upon the XUV beam, causing the beam
quality to be degraded. The quoted surface ﬁgure of < λ/10 at 633 nm
corresponds to a value of 2λ at 30 nm, and therefore a signiﬁcant phase
shift could occur across the XUV beam should the mirror surface deviate
at the point of illumination. A model used to quantify this proposition is
presented in section 3.1.4. However, as shown in ﬁgure 3.5, if the proposed
55increase in the M2 was only to 10 (dashed line) or 5 (dotted line) instead
of ∼15, the spot size at the CLC would only decrease in size by a few
microns. Instead, the astigmatism is the limiting factor for the spot size.
The relationship between the spot size and the mirror angle is discussed
further in the next section.
Astigmatic Intensity Proﬁle Through the Focus
The theoretical model has been adapted to calculate the 2D spatial inten-
sity proﬁle at the resolution of the XUV CCD. Figure 3.6 shows, a-c) the
experimentally observed spatial intensity proﬁle at the two line foci and the
CLC and d-f) the theoretical predictions corresponding to parameter values





Figure 3.6: Experimental a-c) and theoretical d-f) intensity proﬁles at the
horizontal and vertical line foci, along with the intensity proﬁle at the CLC,
using the parameters determined from ﬁgure 3.5.
The theoretically predicted proﬁles are not identical to the experimental
results for two reasons. Firstly, the experimentally recorded intensity pro-
56ﬁles are not centered over a single pixel. This can explain the diﬀerence in
the relative intensities of the central pixels. The second reason is due to the
limitation of describing a polychromatic complex spatial proﬁle by using a
single scalar quantity (the M2 value). Whilst the width of the experimental
beam as it propagates has been successfully modelled, the M2 value does not
contain information on the actual spatial proﬁle. Instead the spatial inten-
sity proﬁle is modelled as a Gaussian which diverges faster than expected
by a factor deﬁned by the beam quality parameter.
Figure 3.7 shows the experimental (circles) and theoretical predictions
(lines) for the peak intensity through the focus. The theoretical data, corre-
sponding to a 9.55 degree mirror angle and the experimentally determined
M2 values, is shown as the solid line and normalised to the experimental
data by making the most intense data points equivalent. The most intense
data point for both experiment and theory is the horizontal line foci, and
therefore if the peak intensity is to be maximised the sample should be po-
sitioned at the horizontal line focus, instead of the CLC. The fact that the
second line focus is more intense than the ﬁrst is an artifact of the diﬀerent
M2 values for the x and y axes. For identical M2 values, the ﬁrst line focus
is always the most intense position. Also shown is the eﬀect on the peak
intensity at the CLC if the mirror angle was reduced to 5 degrees (dashed
line) and 0 degrees (dotted line), illustrating that the peak intensity at the
focus would be almost doubled if the mirror angle was reduced from 9.55 to
5 degrees, whilst further decreases in the angle provide diminishing returns.
In this case the errors are from the photon counting uncertainty (which is
small as a high signal was recorded) and the error due to the resolution of the
CCD. The vertical scale shows the photon count of the brightest pixel on the
CCD image. As the intensity of the brightest pixel depends on whether the
57XUV beam is central on a pixel, or central on a region between two pixels,
the intensity of the brightest pixel will depend on the position of the beam
on the CCD. As the beam is roughly ﬁve pixels in radius, the intensity will
drop approximately 20% of the maximum across every neighbouring pixel.
Depending on whether the signal is shared across two pixels or centred on
a single pixel, the maximum intensity will vary up to around 10%. As this
error can occur in both the horizontal and vertical axes of the CCD, the
combined error is ± 14%. This is the error shown on the ﬁgure.







































Figure 3.7: Peak intensity through the focus for experimental data (circles)
and the theoretical values (lines).
Figure 3.7 indirectly shows that the spot size at the CLC will be reduced
if the mirror angle is reduced, as the peak intensity is shown to increase.
However, the spot size is a function of both the mirror angle and the mirror
ROC. To increase the focussed intensity the mirror angle should be reduced
and the mirror ROC decreased. However, as shown in ﬁgure 3.8, the re-
lationship is nonlinear. For a mirror angle of 0 degrees, the spot size is
58generally proportional to the mirror ROC. However, for a ﬁxed mirror angle
of 10 degrees, a shorter focal length mirror will only slightly decrease the
spot size. Therefore, for mirror angles greater than 10 degrees, the most
signiﬁcant improvement in peak intensity will result from a decreased angle.
Due to the nonlinear relationship, the combination of a longer mirror focal
length and the possible corresponding smaller mirror angle can actually re-
sult in a tighter focus and a higher intensity. Therefore, a smaller ROC will
not always increase the intensity at the beam focus.
Figure 3.8: Focussed spot size at the CLC as a function of mirror ROC
and mirror angle, for the experimentally determined parameters. The arrow
demonstrates the eﬀect that increasing the mirror ROC will allow a smaller
mirror angle, which will lead to a smaller spot size at the CLC. This is demon-
strated by the colormap under the arrow, which changes from yellow, to green,
then back to yellow. Here, the ideal mirror ROC is ∼0.7 m at an angle of 7
degrees. For a diﬀerent camera width, the ideal value may be diﬀerent.
59Astigmatic Phase through the focus
This section describes the phase of the XUV beam at positions through the
focus. This is achieved using the ABCD matrix theoretical framework, as
described in this chapter. In order to understand the eﬀect of the oﬀ-axis
mirror on the spatial phase distribution of the XUV beam through the focus,
the phase of the beam before the mirror must be assumed to have a deﬁnable
radius of curvature. This would be a reasonable approximation to make if the
generated XUV beam was a Gaussian beam. However, previous calculations
have shown that the M2 value is signiﬁcantly larger than unity. The XUV
beam is therefore not a Gaussian beam, but is instead a superposition of
high-order transverse electromagnetic propagation modes. As the ratios of
the propagation modes cannot be determined from the scalar M2 value,
it is impossible to predict the phase of the beam incident on the mirror.
The assumption used here is therefore not particularly strong but it is the
best solution possible given the available data. Despite this problem, this
section is still relevant to the discussion of oﬀ-axis focussing, as the phase
distribution produced by the mirror is always symmetric and hence does not
directly produce the asymmetric diﬀraction patterns that are experimentally
observed.
The curvature imposed on the beam by the mirror is such that at the
CLC, one axis is converging and one is diverging. Therefore the phase at this
position is saddle-shaped. For the line foci, the phase is ﬂat in one axis and
curved in the other. Shown in ﬁgure 3.9 is the theoretically predicted phase
through the focus, overlaid onto the theoretical intensity proﬁles which are
thresholded at 1/e2 of the maximum intensity. In order to highlight the
phase modulations, the ﬁgure shows cos(ϕ), where ϕ is the phase angle
across the beam. For an angle of 9.55 degrees, a spherical mirror with
60ROC of 500 mm will produce a signiﬁcant phase variation across the beam.
Although the phase variation is large for all positions through the focus,
the variation is symmetrical and hence cannot produce the experimentally
observed diﬀraction peak splitting, as the phase variation must have some
asymmetry for this result. This principle is discussed further in section 3.1.4.
Although the astigmatic phase will not produce split interference peaks, it
will produce a diﬀerent diﬀraction pattern to a similar intensity proﬁle with
a ﬂat phase and hence is a consideration when using a spherical mirror in
an oﬀ-axis arrangement for diﬀractive imaging.
(b) (a) (c)
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Figure 3.9: Theoretical phase, displayed in the form cos(ϕ) in order to il-
lustrate the phase modulations, mapped onto theoretical intensity proﬁles (as
shown in ﬁgure 3.6), for the a) vertical focus, b) CLC and c) horizontal focus.
3.1.4 Mirror Defect Modelling
In this section, the eﬀect of large-scale surface modulations on the surface
of the XUV mirror is investigated. The mirror surface simulation presented
here can explain both the observed M2 increase and the diﬀraction peak
splitting that are experimentally observed. Although the mirror has an
extremely low surface roughness, the surface ﬁgure (which corresponds to
long-scale deviations from a perfect spherical proﬁle) is deﬁned as < λ/10
at 633 nm. This is equivalent to ∼2λ for a 30 nm wavelength. However, it
is important to realise that both the surface ﬁgure value and the correlation
61length of the deviations must be known in order to precisely quantify the
eﬀect of reﬂection from a mirror. In the results presented here, the latter is
not known and hence the problem is instead approached diﬀerently. Given
that we observe an increase of the beam M2, and observe diﬀraction peak
splitting, the work presented here attempts to quantify the mirror surface
quality that would result in this observation. If the required mirror surface
quality is within the manufacturers speciﬁcation, then there is a strong pos-
sibility that the observed increase in M2 and the observed diﬀraction peak
splitting is a direct result of defects in the mirror surface. Future work will
include optical interferometric results of the mirror surface, which will help
to further quantify this model.
The deviation from a perfect spherical surface in nanometers, shown in
ﬁgure 3.10a), is simulated by summing 1000 Gaussian distributions with ra-
dius 1 mm, and randomly positioned on the mirror. They have an equal
chance of being positive or negative. The height of each Gaussian is ran-
domly determined each time using the uniform distribution with range 0 to
4 nm. The central 2 mm part of the mirror, shown in ﬁgure 3.10b), rep-
resents the deviation for an area approximately equal to the incident XUV
beam, and corresponds to the central region of the simulated mirror surface.
In this case, the simulated root mean square value for the whole mirror is 8
nm, which is less than the quoted value of 63 nm.
By assuming that the incident XUV beam has a perfect Gaussian inten-
sity proﬁle and a ﬂat phase, the perturbation to the phase can be calculated
by taking into account the varying pathlength for each part of the beam.
This result is Fourier transformed to give the intensity and phase of the
XUV beam at the mirror focus. The eﬀect of the astigmatic focus is ignored
in order to understand the diﬀerent eﬀect of the two aberrations. Figure
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Figure 3.10: Simulated deviation from a perfect spherical proﬁle constructed
by the combination of 1000 Gaussians with radius of 1 mm and random heights
up to 4 nm, for the a) entire mirror surface, and b) region illuminated by the
XUV beam.
3.11 shows a) the simulated intensity proﬁle, b) the eﬀect of re-sampling the
intensity proﬁle at a resolution corresponding to the CCD and c) the phase
proﬁle at the focus. The intensity proﬁle in a) is surprisingly asymmet-
ric, and is a direct result of the phase shift produced, corresponding to the
surface in ﬁgure 3.10b). However, when ﬁgure 3.11a) is sampled at a resolu-
tion equivalent to the CCD, as shown in b), the intensity proﬁle appears to
be considerably more symmetric. This shows a qualitative agreement with
the experimentally observed intensity proﬁle in ﬁgure 3.6b), conﬁrming that
this model does not contradict experimental observations of the apparent
symmetry of the XUV spatial intensity proﬁle at the focus. This therefore
implies that the spatial intensity proﬁle may be signiﬁcantly worse than is
implied by the experimental data, due to the low resolution of the sampling.
The phase, shown in ﬁgure 3.11c) also exhibits asymmetry, as opposed
to the astigmatic phase which possesses rotational symmetry. Part c) shows
the value of the phase for all pixels that correspond to greater than 1% of the
simulated maximum intensity in order to clearly demonstrate this asymme-
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Figure 3.11: The simulated a) intensity and c) phase proﬁles at the focus,
given the mirror surface in ﬁgure 3.10b) showing the predicted asymmetry in the
beam proﬁle at the focus. Part b) illustrates the eﬀect of re-sampling the inten-
sity proﬁle onto pixel sizes that are equivalent to the XUV CCD, demonstrating
that a non-circular beam proﬁle can appear approximately circular when the
sampling resolution is reduced.
try. Simulations show that the eﬀect of using the astigmatic intensity and
phase for diﬀraction experiments results in little change when compared to
a beam with a ﬂat phase. However, as discussed in more detail later in this
section, the asymmetric phase that results from a modulated mirror surface
considerably aﬀects the diﬀraction images, and can successfully explain the
experimentally observed interference peak splitting.
The M2 that corresponds to the intensity and phase in ﬁgure 3.11 has
been calculated using software written by group member Rogers, which uses
the angular spectrum method [85]. This technique enables the electric ﬁeld
an arbitrary distance from an initial known electric ﬁeld to be determined.
The technique is discussed in more detail in section 4.1.4 where it is used to
calculate Fresnel diﬀraction patterns. Given an arbitrary beam proﬁle, the
new beam proﬁle corresponding to any propagation distance can therefore
be directly calculated. By calculating the proﬁle at ten positions, the beam
M2 for both the horizontal and vertical axes has been determined. For the
simulated beam in ﬁgure 3.11, the values 2.2 and 2.5 were calculated. The
simulated surface in ﬁgure 3.10b) has therefore increased the beam M2 by a
factor of ∼2.5, clearly showing that a modulated mirror that deviates from
64a spherical proﬁle by less than 20 nm over a 1-inch optic can signiﬁcantly
deteriorate a 30 nm XUV beam. This eﬀect is observed experimentally. As
shown in section 3.1.3, the XUV beam quality was observed to be degraded
by a factor of 5. In addition, the simulated beam quality in the horizontal
and vertical axes is diﬀerent, an eﬀect also observed experimentally.
Although the degraded intensity proﬁle is an important consideration,
the phase proﬁle at the focus is of paramount importance due to the eﬀect
on subsequent diﬀractive imaging. By moving the CCD from the focus (see
ﬁgure 3.3) and replacing it with a periodic sample, the eﬀect of the degraded
phase can be illustrated. The sample, a single-layer hexagonal array of 196
nm diameter polystyrene spheres supported on a 50 nm thick silicon nitride
substrate, is discussed extensively in chapter 5. This sample has also been
simulated by creating a hexagonal array of circles. The theoretical far-ﬁeld
diﬀraction pattern is therefore the Fourier transform of the product of the
simulated sample and the simulated beam proﬁle from ﬁgure 3.11. Figure
3.12a) shows the simulated diﬀraction pattern using the degraded intensity
with a ﬂat phase. The hexagonal structure, which results from the hexagonal
lattice on the sample, is clearly shown. Although there is some elongation
of the interference peaks, no signiﬁcant splitting is observed. Figure 3.12b)
shows the simulated diﬀraction pattern for both the degraded intensity and
the degraded phase. The interference peaks show signiﬁcant splitting and
hence clearly demonstrates the eﬀect of an asymmetric phase on a diﬀraction
pattern.
Figure 3.13 shows the experimentally observed result. Before a compari-
son is made, there are two important considerations. Firstly, the theoretical
diﬀraction peaks are larger simply as a result of using a spot size that illu-
minates fewer spheres. This is a consequence of needing at least 20 pixels to
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Figure 3.12: Simulated diﬀraction pattern from a hexagonal array of circles
when using a) the simulated intensity and a ﬂat phase, and b) both the simulated
intensity and phase from ﬁgure 3.11.
simulate a single sphere and being limited by computer memory to using a
4000 by 4000 array of double precision numbers. Secondly, the experimental
result consists of multiple wavelengths, and hence the diﬀraction peaks are
repeated for diﬀerent angles.
(a) (b) (c)
Figure 3.13: Experimentally observed diﬀraction pattern from a single layer
hexagonal array of 196 nm diameter polystyrene spheres, showing the a) whole
diﬀraction image, b) left interference peak and c) top interference peak. This
ﬁgure is identical to ﬁgure 3.2.
Figure 3.13a) shows the experimental equivalent to the results in ﬁgure
3.12, while parts b) and c) show two of the experimental diﬀraction peaks
in more detail. Although the interference peaks correspond to multiple
wavelengths in the axial direction, there is signiﬁcant splitting in the radial
66direction. The splitting is unique for each of the interference peaks, and
therefore good qualitative agreement is demonstrated with the theoretical
results in ﬁgure 3.12. This analysis shows that an asymmetric phase at the
XUV focus can be used to explain the experimentally observed interference
peak splitting. However, as it is not possible that the phase distortion
resulting from the astigmatic focus can produce this eﬀect, there must be
another factor introducing additional phase distortions. This section has
shown that this eﬀect can be explained by the presence of nanometer sized
modulations over large distances in the mirror surface, and therefore that
the mirror surface ﬁgure is an extremely important consideration for XUV
optics when diﬀractive imaging is investigated.
Aluminium Filter Simulation
In previous sections, analysis of experimental results has shown that the M2
of the XUV beam has been increased from ∼3 to ∼15. Simulations have
demonstrated that this eﬀect can be explained by nanometer sized defects
on the mirror surface. In these simulations, the eﬀect of the 200 nm thick
aluminium foil (see ﬁgure 3.3) on the XUV beam quality was not included.
Whilst it is true that there are deviations in the thickness of the aluminium
foil and this will aﬀect the XUV beam quality, this section demonstrates
that the eﬀect is negligible.
The thickness tolerance of the aluminium foil is ± 10 nm. However, the
typical maximum surface deviation is 1% per cm [86]. The simulation of
the aluminium foil thickness can therefore be treated similarly to the mirror
surface simulation. The simulated thickness of the aluminium foil used in
the presented result is shown in ﬁgure 3.14, where a 200 nm thick aluminium
foil with a 5 nm layer of aluminium oxide on either side is demonstrated.
67The refractive index data for both materials are taken from [65].
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Figure 3.14: Simulation of the aluminium foil thickness in nanometers, show-
ing a) a 2 mm square region and b) the region corresponding to a 1 mm diam-
eter XUV beam.
To simulate the eﬀect on the XUV beam quality, the intensity and phase
proﬁle immediately after the aluminium foil is calculated [87]. The input
beam has a Gaussian intensity proﬁle and a ﬂat phase. The result is shown
in ﬁgure 3.15. The previously described Angular Spectrum Method is then
used to calculate the increase in the XUV beam M2 as a direct result of
propagation through the foil. The results for the surface shown in ﬁgure
3.14 are an increase in M2 in the horizontal and vertical proﬁle of 0.25% and
0.14% respectively. For the chosen simulation parameters, the increase was
less than 1% for a series of ten outcomes. Whilst this result clearly shows
that the eﬀect on the XUV beam quality is negligible, the simulated value
relies on the accuracy of the refractive index data from [65] which is known to
have large errors in the XUV spectral region. However, simulations repeated
using refractive index data for other metals has shown that the randomness
in the simulation of the thickness of the metal foil produces a larger variety
of outcomes than a change in the metal. This is due to the small variation
in the real part of the refractive index for materials in the XUV region.
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Figure 3.15: Simulated a) intensity and b) phase shift of a 30 nm XUV beam
after propagation through the simulated foil.
3.1.5 Conclusion
Presented in this section is an extensive analysis of an astigmatic XUV beam,
produced when a spherical mirror is used in an oﬀ-axis arrangement to focus
capillary-generated XUV. By using an experimentally veriﬁed 3D model, the
balance between the experimental parameters required for an optimal focus
has been determined. As the focussed spot size is a nonlinear function of
the mirror angle and mirror ROC, increasing the ROC (if it allows a smaller
mirror angle) can actually decrease the spot size and hence increase the peak
intensity. However, in order to minimise the phase distortion and maximise
the focussed intensity, the mirror angle should be less than 5 degrees. The
theoretical model has also enabled a calculation of the XUV beam M2, at
14.0 ± 1 and 16.6 ± 1 for the horizontal and vertical axes, and has shown
that the beam M2 has been increased upon reﬂection from the XUV mirror.
The cause of the increase in the beam M2 is proposed to be the non-
zero surface ﬁgure parameter for the XUV mirror. This eﬀect has been
indirectly investigated by calculating the phase perturbation imparted on
an XUV beam upon reﬂection from a mirror that deviates from a perfect
spherical proﬁle. Using this phase perturbation, the theoretical intensity
69and phase at the XUV focus was calculated and was shown to be degraded
in a way that has been observed experimentally. Most importantly however,
the simulated beam proﬁle was shown to have a signiﬁcant eﬀect on the
diﬀraction pattern from a periodic structure. Instead of distinct interference
peaks, the interference peaks were found to show signiﬁcant splitting. This
eﬀect is observed experimentally and therefore shows that the surface ﬁgure
of an XUV optic is of critical importance when both focussing and using the
focussed source for diﬀraction imaging.
3.2 Hollow Focussing Fiber
In order to obtain a high XUV irradiance for diﬀraction experiments, a
focussing device can be used. In this section, experimental results for a
hollow focussing ﬁber with a parabolic proﬁle are presented. This device
reﬂects light through the phenomenon of total external reﬂection. Incident
XUV radiation that is well collimated will be reﬂected to a single focus.
However, the quality of the focus is very dependent on both the quality of
the parabolic proﬁle and the alignment of the optic. In this section, these
two eﬀects are quantiﬁed, with the aim of understanding the observed focus
and calculating how to improve it.
This section is outlined as follows. In section 3.2.1, the methods for fab-
rication of the ﬁber are discussed. The fabrication itself was carried out by
the company Chiral Photonics, whilst the cleaving and further characterisa-
tion was completed at the University of Southampton. The measured proﬁle
is shown, and compared to the ideal parabolic proﬁle. Section 3.2.2 shows
the experimental conﬁguration, along with alignment techniques. In section
3.2.3 experimental results for the optical transmission and focussed spot size
are given. In section 3.2.4, a ’knife-edge’ technique is demonstrated, which
70has enabled the dynamic range on the CCD to be increased from three or-
ders of magnitude to seven. This has enabled a detailed measurement of the
spatial proﬁle of the XUV beam in the far ﬁeld, after propagating through
the focus. Signiﬁcant structure is observed at wide angles. In section 3.2.5
the results from a beam propagation simulation, written by group member
Froud, is presented. The model shows that the the structure observed at
wide angles corresponds to rays of light that has reﬂected multiple times
inside the ﬁber. Finally, as shown in section 3.2.6, by measuring the spatial
intensity proﬁle of the XUV beam at increasing distances from the focus,
the M2 of the beam is calculated to be 5.4 for the central spot, and 18.3 if
the wide angle structure is taken into account.
Most of the experimental setup, and some of the experiments for the
hollow ﬁber was carried out with the assistance of the post-doctorate group
member de Paula. The analysis of the experimental results is my own.
The ray tracing model, developed to understand and optimise the ﬁber was
developed by group member Froud. Figure 3.22 is adapted from [67] and
ﬁgure 3.24 is adapted from [88].
3.2.1 Fabrication
A hollow glass ﬁber with a speciﬁc proﬁle can be fabricated by pulling both
ends of a section of cylindrical hollow ﬁber whilst heating the central section,
as shown in ﬁgure 3.16. Both the length of the heated region and the speed
of the translation stages can be varied to allow almost any proﬁle to be
developed [89]. The focussing ﬁber used in this chapter was fabricated by
the company Chiral Photonics. The measured inner diameter is shown in
ﬁgure 3.17.
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Figure 3.16: Schematic showing the fabrication technique for a hollow fo-
cussing ﬁber.


















Figure 3.17: Measured inner diameter of the hollow ﬁber (red circles) plotted
against a parabola (blue line). The measured inner diameter varies from 96
µm to 58 µm over a 5 cm length. Note the unequal scales on the two axes.
723.2.2 Experimental Conﬁguration
The introduction of a focussing ﬁber into a diﬀraction setup requires a dif-
ferent strategy to the previously discussed multilayer mirror. In this section,
the requirements of the experimental conﬁguration are presented along with
the ﬁnal setup.
The inner diameter of the focussing ﬁber entrance is 96 µm. However,
the diameter of the XUV beam at this position is ∼1 mm. Therefore a
maximum of ∼4% of the generated XUV can be focussed by the ﬁber. This
limitation is a consequence of both the required parabolic proﬁle (a small
increase in the entrance would require a large increase in the ﬁber length)
and of the available standard vacuum equipment. As shown in ﬁgure 2.11,
both a mirror and a metal foil must be positioned between the generation
optic and the focussing ﬁber. This results in a distance greater than 50 cm. If
custom vacuum equipment were to be used, this distance could be decreased
and the percentage of XUV focussed by the ﬁber could be increased. The
XUV that does not propagate through the ﬁber should be blocked as it could
interfere with the diﬀraction pattern from a sample.
The experimental requirements for the hollow ﬁber focussing apparatus
are as follows:
1. For diagnostics, the entire XUV beam must be observable, and hence
the hollow ﬁber must be able to be moved fully out of the beam.
This allows the ﬁber to be positioned at the most intense part of the
beam. This requires two long distance actuators, for the horizontal
and vertical axes.
2. Once positioned, the ﬁber must be aligned with respect to the XUV
beam, requiring a vertical and horizontal pivot movement.
733. As the XUV beam is signiﬁcantly larger than entrance aperture of the
ﬁber, light which does not pass through the ﬁber must be apertured.
However, the aperture must be variable-sized to allow the full beam
to be observed for step 1. Therefore an externally controlled iris is
required. As the iris is always positioned in line with the ﬁber, it can
use the actuators described in step 1.
For convenient mounting and handling, the focussing ﬁber was held in-
side a hollow cylindrical capillary. In addition to the required actuators for
the alignment of the focussing ﬁber, there are also three axes of movement
on the sample, and two axes for the camera. This setup is shown in ﬁgure
3.18. This gives a total of seven actuators, and two ﬁne adjustments for





Figure 3.18: Photograph of hollow ﬁber focussing experimental setup, showing
locations of the hollow ﬁber, sample, sample stage, and XUV camera.
For alignment, ﬁne angle adjustments on the order of 100 nanoradians
were used with the aim of both maximising the throughput and optimising
the shape of the transmitted beam. Typically, low throughput was found to
74correspond to signiﬁcant intensity in concentric wide-angle ring-like struc-
tures. This concept is discussed further in section 3.2.4, where it is shown
that the rings correspond to multiple reﬂections inside the hollow ﬁber.
3.2.3 Transmission and Spot Size
In order to determine the eﬀectiveness of the ﬁber as a focussing device,
the XUV spot size, transmission, and intensiﬁcation must be measured.
The spot size (w0) has been measured to be 17.3 µm and 16.7 µm in the
horizontal and vertical axes respectively. This measurement was taken at a
position immediately after the exit aperture of the ﬁber. The transmission
and increase in irradiance are harder to measure accurately. The two CCD
images shown in ﬁgure 3.19 elucidate the technique used.
1 mm 50 µm
(b) (a)
Figure 3.19: The technique used for calculation of the ﬁber transmission and
the increase in irradiance. Part a) shows the XUV spatial proﬁle with the ﬁber
mount (shown by the blue circle) moved out of the most intense part (shown
by the red circle). Part b) shows the transmitted XUV when the ﬁber is moved
to the most intense part of the beam. The color scale is logarithmic.
In both images the CCD is positioned approximately 1 cm after the ﬁber.
In part a) the following components are positioned in increasing distance
from the CCD: the mount containing the ﬁber as shown by the blue circle,
the externally controlled iris which is currently fully open, and the XUV
75radiation source. The red arrow points to the most intense spatial region
of the XUV source and hence the mount containing the focussing ﬁber was
moved to that position, as shown by the orange circle. With the ﬁber in
position, the externally controlled iris was closed. The light now incident on
the CCD corresponds only to XUV that has passed through the focussing
ﬁber. This result is shown in part b). Note the diﬀerent distance scale on
the image. Both images have been normalised for time, and therefore the
increase in irradiance resulting from the ﬁber is apparent from the ﬁgure.
It is important to realise that the ﬂuctuations in the shape and intensity
of the XUV beam make an accurate measurement of the transmission and
increase in intensity diﬃcult as the most intense part of the beam may not
correspond to the entrance of the ﬁber. However, by assuming the ﬁber
entrance is positioned at an intensity that is between 90% and 100% of
the maximum intensity, a transmission of between 32% and 39.5% and an
increase in irradiance of between 10.6 and 13.1 is determined. Interestingly,
some throughput of the ﬁber is observed in part a). At the base of the
red arrow a weak ring-like structure is observed. As shown in the following
section, this ring structure corresponds to multiple reﬂections inside the
ﬁber.
3.2.4 Ring Structure
The XUV spatial proﬁle in the far ﬁeld, after propagation through the hol-
low ﬁber, consists of two parts; a central spot corresponding to XUV that
has passed through the hollow ﬁber without reﬂecting oﬀ the sides, and a
wide-angle ring-like structure corresponding to one or more reﬂections inside
the ﬁber. To study this structure, the CCD was positioned such that the in-
tense part of the beam missed the chip whilst the less-intense ring structure
76was observed using a longer integration period. Figure 3.20 shows several
concatenated images, which have been recorded in this way and normalised
to the same integration time. Seven rather than three orders of magnitude






























Figure 3.20: Concatenated intensity proﬁles recorded for integration times
of (a) 500 s, (b) 200 s, (c) 100 s, (d) 50 s and (e) 6 s allowing the less-
intense structure to be studied. The images have been normalised to the same
integration time and put on a logarithmic scale.
Figure 3.20 shows ﬁve or six main rings, with some rings consisting of
additional structure. If a sample is placed after the ﬁber and the diﬀraction
pattern is recorded, a great deal of the scattered light will be hidden amongst
the observed ring structure. Figure 3.21 shows a selection of ﬁgure 3.20
along with an intensity proﬁle, highlighting the angular proﬁle of the rings
produced as the XUV leaves the hollow ﬁber. Also shown on ﬁgure 3.21 is the
required periodicity of a sample that would result in 30 nm radiation being
diﬀracted to the same angle as the ring structure. Information corresponding
to distances greater than 1 µm may therefore be diﬃcult to resolve. However,






Figure 3.21: (a) Thin section of ring proﬁle from ﬁgure 3.20 and (b) corre-
sponding angular proﬁle of the ring structure. Also shown are periodic spacings
that would cause interference peaks for 30 nm radiation at the ring angles. The
color scale is logarithmic.
3.2.5 Theoretical Model
To help understand the processes inside the focussing ﬁber and to interpret
the experimental results, a propagation model has been created by group
member Froud [67]. To precisely simulate the propagation of light through
a simple structure, such as a one dimensional waveguide, an analytical wave
model can be used [90]. However, in order to model propagation through a
three dimensional optic, a ray-tracing approach is generally used. This ap-
proach is appropriate when the wavelength of the light is small in comparison
to the size scale of the simulated optic [91], and therefore ray tracing is an
appropriate technique to simulate the focussing ﬁber described in this chap-
ter. The simulation by Froud builds on the model described by Vincze [88]
by introducing both a Gaussian radiation source (rather than a point source)
and interference eﬀects. The simulation concept and results are presented
78in this section.
In order to simulate the output of the ﬁber, the following calculation
steps are completed. The three dimensional ﬁber surface is constructed with
a user-deﬁned proﬁle, and bends and twists in the proﬁle can be added. The
initial distribution of rays is then determined. By choosing an appropriate
distribution of position and trajectory angles a Gaussian beam source can be
simulated [92]. All rays that do not pass through the entrance of the optic
are removed, and all rays which pass through the optic with no reﬂections
are temporarily ignored. The following is then determined for each remain-
ing ray: the intersection point of the ﬁber surface and the ray, the surface
normal and hence the reﬂected angle of the ray, all subsequent intersection
points and reﬂected angles, and the angle and position of the ray as it leaves
the optic. For each reﬂection, the Fresnel reﬂectivity is calculated, and the
intensity of the ray is updated. Although all rays will eventually leave the
optic, it was found that the simulation speed was considerably faster if all
rays that reach a tenth reﬂection were removed. The position and angle of
the rays that pass through the exit of the optic are then propagated to a
plane that is normal to the propagation of the rays, corresponding to a vir-
tual CCD. The virtual CCD is a two dimensional histogram, corresponding
to individual pixels. The coherent sum of all rays that are incident on each
pixel is then calculated.
Figure 3.22 shows a) a schematic of this described simulation, and b)
a simulated radial distribution of the XUV after propagation through the
focussing ﬁber using similar parameters to the experimental setup described
in this chapter. Part b) shows strong qualitative agreement with the exper-
imental results shown in ﬁgure 3.20. Analysis of part a) shows that the rays
that form the ring structure always correspond to one or more reﬂections
79inside the ﬁber, whilst the rays in the central spot always correspond to
paths with no reﬂections. To clarify this explanation, the rays that experi-
ence one or more reﬂections are coloured red and the rays that experience
no reﬂections are coloured blue. The fact that the central spot was found to
generally propagate in a slightly diﬀerent direction to the centre of the ring
structure (see ﬁgure 3.20) provides further evidence that the central spot is























Figure 3.22: (adapted from [67]) Part a) presents a schematic of the simu-
lation showing paths of XUV photons as the propagate through the ﬁber. Blue
rays correspond to zero reﬂections and produce the central spot. Red rays corre-
spond to one or more reﬂections inside the ﬁber and produce the ring structure.
Note the unequal distance scales. Part b) shows the simulated far-ﬁeld image
of propagated XUV from the ﬁber, and shows good agreement with ﬁgure 3.20.
During the procedure of aligning the ﬁber to the generated XUV, a large
variation of ring structures, some of which possessed little symmetry, were
often observed. Figure 3.23 presents four diﬀerent images recorded on the
experimental system presented in this chapter. The images are not fully
understood, but they are known to correspond to varying degrees of mis-
alignment. Even for a small tilt angle, the output can change considerably
as the XUV may no longer be able to pass through the ﬁber with no reﬂec-
80tions. The greater the tilt angle, the more reﬂections are required for light
to pass through the ﬁber, and this can result in a larger overall deﬂected an-
gle. These experimental results are similar to experimental results presented
in [88] corresponding to 8.9 keV radiation at the European Synchrotron Ra-
diation Facility. Theoretical results in this publication show that the tilt
angle produces symmetrical rings, and that twists and bends in the ﬁber
will produce asymmetric rings. Due to the relatively strong symmetry in
ﬁgure 3.20, the ﬁber used in this chapter can be assumed to be free of bends
and other such defects. However, the fact that the ring structure is always
present implies that the parabolic proﬁle of the ﬁber is an incorrect proﬁle
for the experimental setup. This is a consequence of the distances between
the source and the ﬁber. As the rays are not collimated by the time they
have reached the entrance of the ﬁber, they are not focussed to a single
point. The correct proﬁle for the ﬁber in the current experimental setup is
therefore an ellipse.
3.2.6 Beam Propagation
By measuring the spatial beam proﬁle at distances separated by 2 mm, the
XUV beam quality as a result of the hollow ﬁber has been calculated. This
is shown in ﬁgure 3.25, where both the quality of the central spot and the
entire beam is shown. The central spot measurement is calculated by simply
masking the outer ring structure. The error bars in this ﬁgure are a result
of the deviations in the size of the XUV beam, for a ﬁxed distance through
the focus. This has been previously calculated to be approximately 10%.
As discussed earlier, the deviations in size result from small changes in the
laser intensity at the point of XUV generation; a higher intensity will ionise
a larger volume of gas atoms, producing a larger source size and hence a
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Figure 3.23: Experimental XUV far ﬁeld images for the focussing ﬁber, for
varying tilt angles, displayed on a logarithmic color scale.
COPYRIGHT PROTECTED
Figure 3.24: (adapted from [67]) Experimental results for 10 cm long fo-
cussing ﬁber recorded for diﬀerent tilt angles at the European Synchrotron Ra-
diation Facility. No scales or intensity colormaps are presented in the paper.
82larger focus.

























Figure 3.25: The measured beam size for the central spot and the entire beam
as a function of distance away from the hollow ﬁber exit.
Figure 3.25 shows experimental data plotted against the propagation of
a 30 nm Gaussian XUV beam. However, unlike the results reported earlier
in this chapter from mirror focussing, the beam after the ﬁber has a large
bandwidth. As the divergence of a beam depends on its wavelength, the
M2 ﬁt to the experimental data must also be changed and hence the values
quoted in the ﬁgure have an associated error. By ﬁtting the data using
wavelengths between 25 and 35 nm, a good approximation to the harmonic
spectrum, the M2 values of 4.6-6.4 and 15.7-21.9 have been determined.
3.2.7 Conclusion
From the evidence gathered in this section, it can be concluded that there are
two components to the XUV after propagation through the ﬁber; a central
spot corresponding to XUV that has passed through the ﬁber without any
reﬂections, and a ring structure corresponding to one or more reﬂections
83inside the ﬁber. The smallest spot size was measured to be immediately
after the ﬁber exit aperture, and corresponded to 17.3 µm and 16.7 µm in
the horizontal and vertical axes respectively. A transmission of ∼35% and an
increase in the irradiance of ∼12 was also determined. The main drawback
of using the ﬁber for diﬀraction experiments is the resultant ring structure.
The angle of the ring structures was shown to coincide with diﬀracted light
from a periodicity of a micron or greater.
3.3 Focussing Summary
As shown in this chapter, both the size and the quality of the focus must be
considered. In the case of the focussing ﬁber, the rings caused by multiple
reﬂections is a signiﬁcant drawback as the XUV diﬀracted from a sample
would be masked by the ring structure. The multilayer mirror however also
displayed abberations at the focus due to both the astigmatism and the
nanoscale surface modulations. This resulted in a diﬀraction pattern that
exhibited asymmetric interference peak splitting. The phase at the focus of
ﬁber was not measured, but due to the multiple reﬂections, a ﬂat phase is
unlikely.
The optics must also be compared with experimental integration in mind.
The hollow ﬁber required extensive alignment each time it was to be used
and, due to the nature of the focus, the ﬁber exit had to be positioned
immediately in front of the sample. This posed problems with damage to the
ﬁber and sample, and added another layer of complexity to the experimental
setup. The multilayer mirror has the advantages of requiring only two axes
of alignment.
The understanding of the propagation of the XUV inside and after the
hollow ﬁber will enable a second generation of focussing ﬁbers to be fab-
84ricated with speciﬁc experimental parameters in mind. The possibility of
designing a parabolic-shaped generation capillary that is used for both XUV




X-ray diﬀraction can be used to determine the structural properties of pe-
riodic objects. Their diﬀraction patterns will in general consist of a series
of discrete interference peaks. The angular separation and intensity of the
peaks can be used to determine the structure of the object and the properties
of the individual unit cells.
For diﬀraction patterns corresponding to a thin sample and obtained at
a large object to detector distance, the electric ﬁeld at this position is the
Fourier transform of the electric ﬁeld immediately after the object. How-
ever, a detector will record the modulus squared of the ﬁeld, and hence
information on the phase of the ﬁeld is lost. Therefore, an inverse Fourier
transform cannot be used to determine the overall shape of the object from
the diﬀraction image.
If the detector is replaced by an objective lens, an electric ﬁeld distri-
bution that is identical to the one immediately after the object will then
be projected to an imaging plane. A detector positioned at this plane will
record an intensity distribution that is identical to that immediately after the
original object. The lens therefore performs an inverse Fourier transform.
86In this chapter, a technique that enables an object to be ‘imaged’ using only
the diﬀraction pattern that is recorded on a detector is presented. In this
case, the objective lens is replaced with an algorithm that ﬁrstly determines
the phase of the diﬀraction pattern, then performs the inverse Fourier trans-
form. The resolution limit for this imaging technique is therefore limited by
the ability of the algorithm to ﬁnd a solution, rather than abberations in the
lens. To determine the phase, the object must be smaller than the inverse
Fourier transform of the diﬀraction pattern recorded on a detector. The
diﬀraction pattern must therefore be sampled at a high enough resolution.
Although this technique, known as coherent diﬀractive imaging (CDI),
has been known for over thirty years, in the last decade there has been
signiﬁcant progress in the ﬁeld. In this chapter, the technique is described
and experimental results showing the imaging of a micron-sized object at
extreme ultraviolet (XUV) wavelengths is presented.
In section 4.1 a brief motivation for diﬀraction as a tool for sample
characterisation is given. An introduction to diﬀraction theory is then given,
covering coherence and Fresnel and Fraunhofer diﬀraction. A technique that
can be used to simulate the diﬀraction pattern for an arbitrary object to
detector distance, the angular spectrum method (ASM), is also presented.
In section 4.2 the ASM is used to verify experimental Fresnel diﬀrac-
tion results from an object with a 4 µm periodicity. The simulations show
good agreement with experimental results from both capillary and gas cell
generated XUV high harmonic generation (HHG) radiation sources.
In section 4.3, the technique of CDI is introduced. The main result of this
chapter is shown in section 4.4 where the phase of an experimental scattering
image is calculated. This enables the original sample to be determined. The
result is compared to an image of the sample taken with a optical microscope.
87A conclusion to the chapter is given in section 4.5.
4.1 Diﬀraction Theory
In section 4.1.1 the motivation behind diﬀractive imaging is given. Follow-
ing this, the topics of coherence (section 4.1.2) and Fresnel and Fraunhofer
diﬀraction (section 4.1.3) are introduced. In section 4.1.4 the ASM is demon-
strated through the use of a simulation. The output of the simulation is used
later in section 4.2 where it is compared to experimental results.
4.1.1 Motivation
When a medium is excited by an incident plane wave, the electron cloud
corresponding to each atom in the medium will oscillate. Each atom then
radiates a secondary electric ﬁeld that will interfere with the original. The
total ﬁeld propagating within the medium is the sum of all these ﬁelds. The
light beam leaving the medium is consequently dependent on its structure.
Analysis of the the emitted beam is therefore a useful method for under-
standing the structure of a medium.
As interatomic distances inside a medium are on the order of 0.1 to 1 ˚ A,
X-rays with a wavelength on this order can be used to provide information
on the interatomic structure of the medium. HHG can produce wavelengths
in the range 3 to 50 nm. Therefore, information about structures that
are on this length scale or larger can be determined. These wavelengths
could therefore provide shape information on objects such as nanostructures,
viruses and large proteins.
In the past few years there has been great interest in using a HHG source
for the understanding of small objects through diﬀraction. Although there
have been some results for ‘crystal’ diﬀraction, including diﬀraction from
88an array of polystyrene nanospheres that yielded the refractive index of
polystyrene [93] (see chapter 5 for details of the experiment and analysis),
the majority of the work has been using CDI. The technique of CDI was ﬁrst
demonstrated on a HHG source in 2007 with a resolution of 214 nm [94],
followed by a resolution of 94 nm [11] in 2008. Both of these results used
multiple reﬂections oﬀ narrow-bandwidth multilayer mirrors to modify the
generated harmonic structure into a monochromatic source. In early 2009,
results have shown that it is possible to use CDI with the entire generated
harmonic spectrum, rather than a single wavelength, with a resolution of
165 nm [95]. In mid 2009, a resolution of 119 nm was achieved despite only
illuminating the sample with a single 20 femtosecond (fs) pulse of 32 nm
radiation [32].
The rapid progress in using HHG for CDI is due to the high generated
ﬂux, the fact that it is a relatively cheap laboratory-based source and there-
fore has good experimental access, and the expertise formed on other X-ray
radiation sources. However, the science that is possible using HHG is only
beginning to be explored. In the future it should be possible to combine
nanometer spatial resolution with attosecond temporal resolution, with a
harmonic spectrum that can optimised for many applications.
4.1.2 Coherence
The radiation generated by HHG in general possesses strong spatial coher-
ence. However, the generated spectrum consists of multiple harmonics of the
fundamental laser and therefore no interference is observed between diﬀerent
harmonics.
The spatial coherence can be deﬁned by the visibility of a set of in-
terference fringes. A source illuminating two slits will in general produce
89interference fringes, caused by the constructive and destructive interference
of the waves emanating from the two slits. However, the fringes will only
possess a strong modulation if the light illuminating the two slits is coherent.
In the case of weakly coherent light, the fringes may be diﬃcult to distin-
guish. HHG radiation has been shown to possess strong spatial coherence,
through demonstration of the double slit result [26]. Spatial coherence is a
requirement for diﬀractive imaging.
HHG radiation does not possess high temporal coherence. Two light
beams with diﬀerent wavelengths will always interfere. However, the re-
sultant interference fringes will only be observed if the detector can record
the fringes faster than the beat frequency. In the case of HHG, the beat
frequency is on the order of femtoseconds and hence no interference is gen-
erally observed between the diﬀerent harmonics. Throughout this thesis,
the observed diﬀraction patterns are therefore the incoherent sum of the
diﬀraction patterns from each harmonic.
4.1.3 The Fresnel and Fraunhofer Approximations
The spatial proﬁle of light that is diﬀracted by an object depends on the
distance between the object and the imaging plane. For small distances,
corresponding to Fresnel (or near-ﬁeld) diﬀraction, the spatial proﬁle can be
calculated by propagating multiple waves from one plane to the next and
considering the interference at each step. For large distances, corresponding
to Fraunhofer (or far-ﬁeld) diﬀraction, the spatial proﬁle can be calculated
by using the Fourier transform of the intensity and phase of the light im-
mediately after the object. For computational reasons the spatial proﬁle at
large distances is therefore more convenient to calculate.
As shown in ﬁgure 4.1, the distance, z, needed for far-ﬁeld diﬀraction
90corresponds to a diﬀerence between the path lengths L1 and L2 of less than
λ/4. For distances greater than this, the interference eﬀects will not change
signiﬁcantly as the diﬀerence between the paths lengths L1 and L2 will
remain small. The diﬀraction pattern will therefore not signiﬁcantly change












Figure 4.1: Schematic of the requirement for far-ﬁeld diﬀraction.
4.1.4 Angular Spectrum Method
The far-ﬁeld diﬀraction pattern from an object can be easily calculated; it
is the modulus squared of the Fourier transform of the electric ﬁeld imme-
diately after the object. For large objects, the distance required for far-ﬁeld
diﬀraction may not be experimentally feasible. A technique for simulat-
ing a near-ﬁeld diﬀraction pattern is therefore needed. In this section the
ASM [85], which can be used to calculate Fresnel diﬀraction patterns, is
described. However, it is important to realise that the ASM can be used
91to calculate the diﬀraction pattern for any object to detector distance. To
demonstrate the technique, the Fresnel diﬀraction pattern from an array of
2 µm diameter circular apertures is simulated and discussed. This theoreti-
cal sample is similar to the experimental sample shown in section 4.2. The
simulated results show good agreement with the experimental diﬀraction
patterns. The following paragraph explains the concept of the ASM.
The Fourier transform of the spatial intensity and phase distribution
of a light beam immediately after an object yields the angular intensity
and phase distribution. This represents the intensity and initial phase of
plane waves propagating from the object for each angle, which can then
be propagated to the imaging plane. The phase shift for each plane wave





component of the wavevector k = 2π/z in the z direction. This result is then
inverse Fourier transformed to recompose the angular distribution back into
a spatial distribution. The modulus squared of this distribution yields the
diﬀraction pattern at the imaging plane.
Figure 4.2 shows the simulated sample: a square array of 2 µm diameter
circular apertures with a 4 µm basis, with a total width of 100 µm. Part
b) shows a close-up of the data array, illustrating that the diameter of each
circular aperture is 20 pixels. This resolution was chosen as a good balance
between making the apertures circular and allowing a large number of such
apertures in a 2048 by 2048 array. The underlying limitation here is the
available computer memory.
Figure 4.3 shows the propagation of 27.6 nm light from the simulated
sample, for diﬀerent distances. Part a) shows the diﬀraction pattern at a
distance of 1 mm. The simulated pattern looks like a ‘shadow’ of the sam-
ple, as light from each individual aperture does not strongly interfere with
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Figure 4.2: Simulated sample, showing a) the whole sample and b) a close-up
of the sample.
light from adjacent apertures. Another limitation of the available computer
memory now becomes apparent. The ASM composes a light ﬁeld into an
angular distribution, adds a phase shift, then recomposes the propagated
light ﬁeld back into a spatial distribution. The scaling in the ﬁnal ﬁeld is
therefore identical to the starting ﬁeld. This means that if a large prop-
agation distance is chosen, the diﬀraction pattern may be larger than the
size of the simulated data array. If a large distance is to be simulated using
the ASM, the electric ﬁeld may therefore need to be propagated a small
distance, then re-sampled, then propagated another small distance. This
inevitably leads to the loss of information, in particular the light that would
be diﬀracted to wide angles. With improvements in computer memory, this
inaccuracy could be avoided. Part b) of ﬁgure 4.3 shows the diﬀraction
pattern at a distance of 1 cm. The distance scales are diﬀerent as a result
of the re-sampling. Strong interference between adjacent apertures is now
observed, and a grid-like pattern is emerging. Part c) shows the pattern at
a distance of 5 cm, which now has a distinct set of square apertures. This
distance does not meet the condition z > 72 cm, and hence the pattern is




Figure 4.3: Simulated intensity distribution at distances from the sample
shown in ﬁgure 4.2: a) 1 mm, b) 1 cm, c) 5 cm and d) 5 cm shown on a
logarithmic color scale.
4.2 Fresnel Diﬀraction from a Periodic Sample
In this section, experimental diﬀraction results in the Fresnel regime from
an array of 2 µm diameter circular apertures is presented and compared
with results from the ASM simulation shown in section 4.1.4. The exper-
imental setup has been described in section 2.5. The experimental results
are taken under similar experimental conditions; they are described when
94the results are presented in section 4.2.2. Importantly, one diﬀraction pat-
tern corresponds to XUV radiation from a capillary and one from a gas
cell. The diﬀerence in the generated XUV spectra is clear from the results.
The ASM results from section 4.1.4 are adapted to take the spectral content
into account; good agreement is shown with the experiment results. The
experimental sample is described in section 4.2.1. The experimental results
are shown in section 4.2.2. All experimental results were recorded with no
XUV focussing optic and hence all generated wavelengths are incident on
the sample, as opposed to a focussing optic which will in general alter the
spectral nature of the source.
4.2.1 Sample
The sample, as shown in ﬁgure 4.4, is a square array of 2 µm diameter circu-
lar apertures, drilled into a 50 nm thick silicon nitride substrate. The sample
was fabricated by Silson Ltd. As a silicon nitride sample can be fabricated
as a single crystal, it can withstand large pressure diﬀerentials [96], making
it a useful test sample. The entire sample is 500 x 500 µm. The hole-to-hole
separation along the square axes is 4 µm. For the generated wavelengths,
50 nm of silicon nitride transmits ∼10% of the XUV and hence the sub-
strate was coated with a 50 nm thick gold layer, which has a transmission
of ∼5×10−3. The diﬀraction pattern therefore only results from the light
that is transmitted through the array of 2 µm apertures. As the sample was
illuminated by the unfocussed XUV beam, which at the sample has an w0
parameter of ∼1 mm, all the apertures are assumed to be illuminated by
the same intensity. The sample can therefore be approximated by the sim-
ulated sample, as shown in ﬁgure 4.2. The only important diﬀerence is the
overall sample size, which is 500 µm for the experimental sample but only
95100 µm (due to computer limitations) for the simulation. This disparity is
compensated by comparing the diﬀraction patterns for diﬀerent distances;
11 cm for the experimental results and 5 cm for the simulation.
10 µm
Figure 4.4: Photograph of the periodic diﬀraction sample used in this chapter.
The inset shows an optical microscope image of part of the sample.
4.2.2 Experimental Results
In this section, Fresnel diﬀraction from the periodic sample is demonstrated.
This is repeated under near identical conditions for both capillary and gas
cell generated XUV. A comparison is then made with the simulated results.
The high level of agreement demonstrates a good understanding of the XUV
radiation and the diﬀraction sample. For both comparisons, the logarithmic
color scales are not identical. This due to both the arbitrary intensity chosen
in the simulation and to enhance the visibility of the wide angle structure.
For the gas cell case, a beam block technique is used in order to improve the
signal to noise ratio and to further illustrate the wide angle diﬀraction.
Figure 4.5 shows the recorded diﬀraction pattern for capillary generated
96XUV using argon at a pressure of 70 mbar. Splitting in the interference
peaks, a consequence of multiple wavelengths, can be observed for the wide
angle diﬀraction peaks. The simulated result is for three XUV wavelengths.
Although the overall structure of the simulation matches the experimen-
tal result, there are some discrepancies. Two of the ‘missing’ interference
peaks are labelled by the pairs of arrows. Each purple arrow points to an
interference peak which is expected but missing at the position of its orange
counterpart arrow. This asymmetry is not produced by the simulation and







Figure 4.5: A comparison of a) the experimental and b) the simulated Fresnel
diﬀraction patterns. The experimental result corresponds to XUV generated
inside a capillary. The simulated result contains the wavelengths 25.8 nm,
27.6 nm and 29.6 nm.
Figure 4.6 shows the recorded diﬀraction pattern for gas cell generated
XUV using argon at a pressure of 10 mbar. The simulated result includes
seven wavelengths, illustrating that the gas cell generates approximately
double the number of wavelengths as the capillary, for the described experi-
mental conditions. Discrepancies that are similar to the capillary generated
diﬀraction pattern are observed.
In general, the intensity of a diﬀraction pattern recorded at the centre of
a detector is several orders of magnitude greater than the intensity recorded
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Figure 4.6: A comparison of a) the experimental and b) the simulated Fresnel
diﬀraction patterns. The experimental result corresponds to XUV generated
inside a gas cell. The simulated result contains the wavelengths 22.8 nm, 24.2
nm, 25.8 nm, 27.6 nm, 29.6 nm, 32.0 nm and 34.8 nm.
at the edge. Depending on the dynamic range of the detector, all or some
of the wide angle information is likely to remain below the noise level even
if the integration period is increased until the centre of the detector reaches
the saturation limit. If a longer integration period is used, the centre of
the image will become distorted. The usual technique to cope with this
problem is to record and then concatenate two diﬀraction images: one that
contains the whole image using a short integration period, and one with a
long integration period with the central part of the detector blocked. Figure
4.7 shows the concatenated diﬀraction image using this described method.
This is the full diﬀraction image from ﬁgure 4.6a). The beam block is a 3
mm diameter washer, held in place by a 120 µm diameter piano wire. The
wire is visible in the image. The hard edge on the right hand side is due
to an incorrect background subtraction image and not a problem with the
technique.
Although far from ideal, this proof of principle experiment shows the
advantages of using a beam block to enhance the signal-to-noise ratio at
































Figure 4.7: Experimental diﬀraction image from the periodic sample for gas
cell generated XUV, using the described beam block technique.
series of circular beam blocks with diﬀerent diameters, to further increase
the dynamic range and to help reduce the transition between diﬀerent inte-
gration times. Alternatively, a single beam block could be moved between
the sample and the detector, changing its angular acceptance.
4.3 Introduction to Coherent Diﬀractive Imaging
An object is generally imaged by illuminating it and then collecting the
diﬀracted light with an objective lens onto a detector. The smallest ob-
ject size that can be observed is related to the wavelength of the light and
therefore short wavelengths, such as XUV radiation, can produce a better
imaging resolution than for visible light. However, due to the diﬃculties
in making optics for short wavelengths, alternative methods of imaging are
99often used. In this section, an alternative is presented in which the objective
lens is removed and the object’s diﬀraction pattern, rather than an image
of the object, is recorded on a detector. An algorithm is then used instead
of the objective lens to produce an image of the sample. This is known as
coherent diﬀractive imaging (CDI).
When a far-ﬁeld scattering pattern is recorded on a detector, the in-
tensity is recorded but the phase information is lost. Therefore, an inverse
Fourier transform cannot be used to determine the sample, as both the
intensity and the phase are required. However, algorithms exist that can
determine the phase of the scattering pattern for some special cases and
hence allow the sample to be deﬁned [7,97]. These are known as phase re-
trieval algorithms. In this way, the algorithm actually replaces the imaging
objective, and instead of the imaging resolution being limited by aberrations
in the objective, the resolution is based upon the ability of the algorithm to
ﬁnd an appropriate solution [98].
A phase retrieval algorithm iterates between object space (the diﬀraction
sample) and image space (the diﬀraction image) using the Fourier relation,
and performs a process in each. In object space, there is assumed to be
a region, known as the mask, which deﬁnitely contains the entire sample.
This enables the algorithm to reduce the intensity outside the mask towards
zero, as there is deﬁnitely no sample outside the mask. In image space, the
algorithm replaces the simulated diﬀraction pattern with the experimentally
observed diﬀraction pattern. The simulated phase, however, remains the
same. After this process has been performed, the new result is Fourier
transformed to the other domain, where the alternate process is performed.
This can be repeated indeﬁnitely. In general, after ∼100 iterations, the
simulated sample closely resembles the actual diﬀraction sample. For a
1001024 by 1024 array of double precision numbers, this typically takes a few
minutes.
The algorithm is outlined in ﬁgure 4.8. An initial estimation of the sam-
ple, which has a random amplitude and phase, is Fourier transformed to
generate the ﬁrst guess of the diﬀraction pattern. The intensity distribution
in this ﬁrst guess is changed to the experimentally observed values, but the
phase distribution is left unchanged. This result is inverse Fourier trans-
formed to obtain the ﬁrst iteration of the sample. Any intensities outside
of the pre-deﬁned mask are reduced or set to zero. This is then Fourier
transformed to generate a diﬀraction pattern, where the intensities are once
again matched with the experimental results. This cycle is continued for
a ﬁxed number of iterations or until the error between the iterated and
experimental diﬀraction pattern is below a threshold.
initial guess improved diffraction image iterated diffraction image
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Figure 4.8: A schematic of the phase retrieval algorithm used for CDI.
If the iteration number is a member of a set of pre-deﬁned values, such as
every tenth iteration, the shrinkwrap modiﬁcation [99] is used. This modi-
101ﬁcation attempts to reduce the size of the mask and hence increase the area
outside the mask that can then be reduced to zero. As this increases the
strength of the object space constraint, the solution is generally improved.
The shrinkwrap technique works by calculating the convolution of the cur-
rent iterated sample and a Gaussian function, hence producing a ‘blurred’
version of the sample. All pixels that have intensities that are greater that
a deﬁned threshold are combined to form the new mask that is in general
slightly smaller than the previous mask but still bigger than the sample.
4.3.1 Geometric and Algorithmic Requirements
There are two contradicting requirements for the experimental geometry
for CDI. For a given detector, the phase retrieval algorithm in general con-
verges more eﬀectively when the diﬀraction pattern is sampled with a high
resolution, corresponding to a large object to detector distance. However,
the resolution of the solution image is highest when the diﬀraction image is
recorded at a short distance from the sample, corresponding to a large an-
gular acceptance for the detector. This section quantiﬁes these statements
in order to deﬁne the ideal experimental geometry.
There are two important concepts: the oversampling ratio and the image
pixel size. Their mathematical deﬁnitions are given after this brief explana-
tion. Firstly, the oversampling ratio describes the area of the region outside
the mask in relation to the area inside the mask. A larger value corresponds
to a larger area outside the mask that can be reduced in value in order to
help the algorithm converge towards a solution. Simulations have shown
that a value greater than two is required for a solution, but ideally the ratio
should be larger than ﬁve [100]. Secondly, the image pixel size refers to the
size of the reconstructed pixels in the solution. This represents the funda-
102mental imaging resolution limit. A schematic of the imaging setup is shown







Figure 4.9: Schematic of CDI imaging setup.
The oversampling ratio can be determined by showing that θpixel, the
small angle from the object corresponding to a single CCD pixel, can be
described by both λ/Dpixel (from the Bragg relation) and p/z. This gives
Dpixel = zλ/p. The oversampling ratio, deﬁned as O = Dpixel/Dobject, is





where z is the sample to charge coupled device (CCD) distance, λ
is the wavelength, p is the CCD pixel size and Dobject is the size of the
sample. This value can be made larger by increasing z or by decreasing
Dobject. Alternatively, the CCD pixel size can be reduced.
The image pixel size can be calculated similarly by showing that θdetector,
the small angle from the object corresponding to the whole detector, can be






where N is the number of CCD pixels. To decrease the image pixel
size, either z can be decreased, or the size of the CCD increased (either
through larger pixels or a greater number of pixels). However, if the CCD
cannot be changed, this result contradicts the requirement for z to be large
in order to obtain a large oversampling ratio. Therefore, in order to solve this
geometric problem, the size of the sample, Dobject, may need to be reduced.
Figure 4.10 shows a) the oversampling ratio and b) the image pixel size as
a function of the sample to CCD distance, for the CCD parameters used
in this thesis. The vertical dashed lines represent the minimum possible
distance in our experiment, due to the CCD being positioned 17 mm inside
the camera. To obtain the best resolution, the CCD must be positioned
at the minimum distance. This limits the sample to be no larger than 5
µm, as this will ensure an oversampling ratio value greater than ﬁve. The
experimental results in the following section therefore use a sample that is
5 µm in diameter.
4.4 Coherent Diﬀractive Imaging of an Aperiodic
Sample
In this section, experimental results are given that show the successful imag-
ing of an aperiodic micron-sized object using the technique of CDI for XUV
wavelengths. The object in this case is a combination of the sample shown in
ﬁgure 4.4 and a 5 µm diameter aperture, separated by 55 µm. A schematic
of this combination is shown in ﬁgure 4.11. Strong quantitative agreement
104(b) (a)
Figure 4.10: Part a) shows the oversampling ratio for 5 µm (red), 10 µm
(green) and 20 µm (blue) diameter samples as a function of the sample to CCD
distance. Part b) shows the reconstructed image pixel size as a function of the
sample to CCD distance. The vertical dashed line represents the minimum
possible distance for our experiment.
between the CDI solution and a white light microscope image is shown. The
imaging resolution is ∼1 µm, believed to be a consequence of the multiple
wavelengths in the incident XUV beam. Calculations show that the resolu-
tion will be reduced to < 50 nm if the source is monochromatised. Work
is currently underway to replicate the multiple wavelength phase retrieval
algorithm presented in [95] (as brieﬂy described earlier), as this is a route
to improving the imaging resolution without the need to monochromate the
XUV source.
In section 4.4.1, a microscope image of the sample is used to deter-
mine the relative positions of the 5 µm and 2 µm apertures. By using the
ASM (described in section 4.1.4), the white light from the microscope is
propagated through a 5 µm aperture for a distance of 55 µm, and a mask,
corresponding to the array of 2 µm apertures, is overlaid on the result. With
the relative positions determined, the ASM simulation is repeated for the
generated XUV wavelengths. This XUV result is therefore the expected CDI







Figure 4.11: Schematic of the CDI sample, showing the location of the 5 µm
diameter aperture in relation to the array of 2 µm diameter apertures.
shown in section 4.4.2. The CDI starting conditions, the algorithm output,
and the ﬁnal result are presented in this section.
4.4.1 Microscope Image of the Sample
Figure 4.12 shows the microscope image of a) the sample shown in ﬁgure
4.4 and b) the CDI sample as described in ﬁgure 4.11.
(b) (a)
2 µm 2 µm
Figure 4.12: Microscope images using visible radiation of a) the sample shown
in 4.4 and b) the CDI experimental sample.
There is an important diﬀerence between imaging the CDI sample with
106visible and with XUV wavelengths. As the 5 µm aperture is similarly sized
to the visible wavelengths used for the microscope, a signiﬁcant amount of
light is diﬀracted by the aperture. The result is that some 2 µm apertures
that are not directly in the shadow of the 5 µm aperture will be illuminated
by the visible radiation. Therefore the image in part b) contains a larger
number of the 2 µm apertures than is geometrically predicted. However,
the XUV wavelengths will be diﬀracted much less, and hence will illuminate
fewer apertures. A direct comparison of the microscope image and the XUV
CDI solution is therefore not appropriate. In the following paragraphs, the
microscope image is analysed in order to determine the equivalent image
that should be the CDI solution.
The relative intensities of the 2 µm apertures in ﬁgure 4.12b) contain
information on the relative position of the 5 µm aperture. Figure 4.13
shows this microscope image. The labels A→G refer to descending relative
intensities at the 2 µm apertures. The two important considerations are: G
is more intense than H, and C and D are more intense than E and F. This
information enables the relative positions of the 5 µm and 2 µm apertures
to be determined.
By using the ASM, the diﬀraction pattern for white light at a distance of
55 µm from a 5 µm aperture can be calculated. By overlaying this pattern
onto a mask which corresponds to the array of 2 µm apertures, a comparison
with the experimental microscope image can be made. This analysis is shown
in ﬁgure 4.14. In part c) the data in part b) is averaged over each aperture,
and the brightest to weakest apertures are labelled A→G. This is directly
comparable to ﬁgure 4.13 and shows that the relative position of the 5 µm
and array of 2 µm apertures has been correctly identiﬁed.










Figure 4.13: Imported microscope image from ﬁgure 4.12b) shown on an RGB
colormap to illustrate the relative intensities at the 2 µm apertures.
comparing the intensity of each circle for the simulation and the microscope
image. Figure 4.15 shows a comparison of the peak intensities of the aper-
tures A→G in ﬁgure 4.13 and ﬁgure 4.14c). Surprisingly good agreement is
shown given that the simulation only allows discrete positions for the mask,
corresponding to movements of ∼120 nm, due to the pixel resolution.
Figure 4.16 shows the outcome when the ASM simulation is repeated
using the three XUV wavelengths that are reﬂected from the XUV focussing
mirror. This is therefore the expected CDI solution.
4.4.2 Experimental Results
In this section, the experimental XUV diﬀraction pattern from the sample
is presented. This result is then used in the CDI algorithm to produce an
image of the sample. The diﬀraction pattern is presented ﬁrst, followed
by an in-depth analysis of the algorithmic process. Figure 4.17 shows the
diﬀraction image for an integration time of ﬁve minutes, displayed on a
logarithmic scale. The data was recorded at a sample to CCD distance of
17 mm, producing to a good approximation a far-ﬁeld pattern.
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Figure 4.14: An ASM simulation of a) white light at a distance of 55 µm
after a 5 µm diameter aperture. Part b) shows this result overlaid with an
appropriately positioned array of 2 µm diameter apertures. Part c) shows the
mean value of each aperture.
































Figure 4.15: A comparison of the experimental intensities measured using the
microscope (blue bars, see ﬁgure 4.13) and the simulated intensities (red bars,
see ﬁgure 4.14c)), conﬁrming that the relative position of the 5 µm aperture
and the array of 2 µm apertures has been correctly identiﬁed.
(b) (a)
Figure 4.16: An ASM simulation of a) XUV light at a distance of 55 µm
after a 5 µm diameter aperture. Part b) shows this result overlaid with an





























Figure 4.17: Experimentally observed far-ﬁeld diﬀraction pattern from the
CDI sample. The data is displayed on a logarithmic scale.
The rest of this experimental section is divided into three parts: the CDI
starting conditions, the algorithm output, and the CDI solution. The ﬁrst
part shows the randomly generated initial intensity and phase distribution
which is fed into the algorithm. The second part presents the sample in-
tensity and mask at several iteration numbers through the reconstruction
process. The third part shows the ﬁnal result. Here, the structure of the
predicted sample is reconsidered, and the experimental diﬀraction pattern
is adapted in order to quantify the phase distribution of the XUV beam as
it illuminates the sample.
Starting Conditions
In this section, the initial intensity and phase distribution is presented. The
initial guess for the sample and the mask is generally the autocorrelation of
the sample, which can be calculated by taking the inverse Fourier transform
111of the experimentally observed diﬀraction image. This guarantees that the
perfect solution is a subset of the starting condition and hence allows the
algorithm to set the sample intensity that occurs outside the mask to a value
of zero. The starting guess is shown in ﬁgure 4.18.
(b) (a)
Figure 4.18: The initial guess for a) the sample intensity and b) the sample
phase. The distance scale is calculated from ﬁgure 4.10.
Reconstruction Algorithm
As the starting condition is randomly generated each time the CDI algo-
rithm is run, the output at each iteration is not always the same, even
though the end result is usually very similar. In order to obtain a high-level
understanding of the algorithm, it is useful to analyse the output for a single
run. Described in this section are some of the algorithm iterations.
The algorithm is set to run for 200 iterations, and the mask is reduced
in size using the Shrinkwrap algorithm every tenth iteration. The error
reduction modiﬁcation [7] is also used. This causes the sample intensity
outside the mask to be reduced to 10% of its value for the ﬁrst 100 iterations,
and then reduced to 0% for the ﬁnal 100 iterations. This encourages the
algorithm to explore a large region of the parameter space for the ﬁrst half
and then ﬁne-tune the solution in the second half.
112Figure 4.19 shows the iteration numbers 1, 20, 40 and 60. Figure 4.20
shows the iteration numbers 80, 100, 150 and 200. The algorithm output
is shown as two parts, the sample (left) and the mask (right). The mask
generally appears to be a stage behind the sample. This is intentional, as
the algorithm should be allowed to ‘explore’ the parameter space before the
new (and hopefully better) mask is calculated. The correct sample is always
assumed to be a subset of the mask. However, as shown in the ﬁgures, the
mask can be incorrectly deﬁned, and hence it must be allowed to increase in
size if required. The following paragraphs summarise the progress at each
step.
Iteration 1: The starting condition is shown. The mask is set equal to
the shape of this initial guess of the sample. The ﬁnal solution is always
a subset of this mask. The sample shows a central spot, with two equally
sized spots on either side.
Iteration 20: The algorithm has produced a sample that is three circles
arranged in a line, and has updated the mask accordingly.
Iteration 40: The algorithm has now produced a sample that consists of
only two circles. It is evident that the suitability of this solution is being
tested, as the mask shows that three circles in a line is still the most likely
solution at this stage.
Iteration 60: Now that the parameter space corresponding to two circles
in a line has been explored, the algorithm has decided that two rather than
three circles must exist. The mask has been updated accordingly.
Iteration 80: The solution corresponding to two circles cannot produce
the observed diﬀraction image and therefore additional features in the sam-
ple are required. The algorithm is now exploring variants of the sample.





Figure 4.19: Intensity (left) and mask (right) for the iteration numbers 1,





Figure 4.20: Intensity (left) and mask (right) for the iteration numbers 80,
100, 150 and 200.
115is updated to take this extension into account.
Iteration 100: The algorithm is now halfway through the total number of
iterations and therefore all intensity outside the mask is now reduced to zero
during each iteration. This reduces the ability of the algorithm to search
for another local minima, and instead the local parameter space is explored
in order to reﬁne the current solution. The extension has now formed a
separate circle.
Iteration 150: The shape and intensity proﬁle for the three circles is now
optimised, and no further improvements are observed. This is believed to be
a consequence of multiple XUV wavelengths in the experimental diﬀraction
pattern.
Iteration 200: The ﬁnal solution shows three circles, where one is both
clipped and noticeably less intense. The central circle is slightly more intense
than the left circle.
CDI Solution
Figure 4.21 shows the ﬁnal solution. The intensity, presented in part a),
shows relatively good agreement with the visible microscope image in 4.13,
but it is clear that the solution is not exactly what was predicted. The
most likely reason for this is a small sample tilt. As the distance between
the 5 µm aperture and the array of 2 µm apertures is much larger than the
periodicity of the array, a small tilt angle would signiﬁcantly change the set
of illuminated 2 µm apertures. A tilt angle of 4.15 degrees would result in
a sideways distance of 4 µm, which is the periodicity of the array. By using
the CDI solution, the most likely sample tilt can be determined. Figure 4.22
shows the simulated sample under XUV illumination, for a tilt angle of 1.6
degrees. This result is now very similar to the CDI solution; the relative
116intensities of the three apertures now show good agreement.
(b) (a)
Figure 4.21: Final values for the a) intensity and b) phase of the CDI sample.



























Figure 4.22: An ASM simulation the CDI sample with a tilt angle of 1.6
degrees, for XUV wavelengths. Good agreement is now shown with the experi-
mental result in ﬁgure 4.21.
The phase of the CDI solution, as shown in ﬁgure 4.21b), is strongly
sloped. This is a consequence of the experimental diﬀraction pattern (shown
in ﬁgure 4.17) being centred towards the edge of the CCD. In order to
explain the apparent change in direction of the beam after the sample, the
algorithm has determined that the sample must have strongly altered the
117phase of the XUV beam. However, the oﬀ-centre diﬀraction pattern is really
a consequence of a misaligned CCD. The sloped phase is therefore an artifact
of the way the experimental data was recorded. If the diﬀraction pattern was
central on the CCD, the phase of the CDI solution would then correspond to
the phase of the XUV beam at the sample. The XUV beam phase can still
be determined, however, by padding the outside of the experimental data
array with zeros, cropping the data so that the most intense region is then
central and then running the CDI algorithm on this new diﬀraction pattern.
This result is shown in ﬁgure 4.23 where the phase now corresponds to the
phase of the XUV beam immediately after the array of 2 µm apertures. The
intensity proﬁle is similar to ﬁgure 4.21a) and therefore demonstrates the
repeatability of the CDI process.
(b) (a)
Figure 4.23: CDI solution for the centralised diﬀraction pattern showing the
a) intensity and b) phase. The distance scale is calculated from ﬁgure 4.10.
4.5 Conclusion
This chapter has shown the successful reconstruction of a micron-sized sam-
ple. Due to the multiple wavelengths present in the incident XUV beam, the
resolution was limited to around 1 µm. However, the imaging resolution is
118predicted to be better than 50 nm once the source is made monochromatic.
This is likely to be achieved in the near future using a mirror with a narrow
reﬂected bandwidth. Preparation is currently underway by group member
Chapman to produce a tobacco mosaic virus sample for XUV CDI. This will
move the project towards its overriding objective of single molecule imaging.
This chapter has also shown Fresnel diﬀraction from an array of 2 µm
diameter apertures. The ASM was used to simulate the data with some
success. However, diﬀerences in the number of interference peaks were ob-
served, which are believed to be a consequence of defects in the sample.
119Chapter 5
Simultaneous Determination
of Structure and XUV
Dielectric Constant of a
Nanoscale Object
High Harmonic Generation (HHG) has the ability to generate a high ﬂux of
extreme ultraviolet (XUV) radiation across many discrete wavelengths. For
diﬀraction experiments, an optical technique is generally used to attenuate
all but one of the harmonics. This wavelength selectivity can be achieved by
reﬂections oﬀ narrowband multilayer mirrors. However, each reﬂection will
also attenuate the harmonic of interest. Therefore both the total ﬂux and
the ﬂux in the brightest harmonic is reduced. One of the unique and strik-
ing features of HHG is the spectral comb that is generated. New scientiﬁc
techniques should therefore be devised to use this property. By using the
comb of harmonics and a periodic diﬀraction sample, this chapter shows how
120the refractive index of a material can be calculated for multiple wavelengths
from just a single diﬀraction image. The refractive index is extremely dif-
ﬁcult to measure accurately in the XUV spectral region due to the high
absorption for almost all materials. The structure of the diﬀraction sam-
ple and its defects can also be quantiﬁed from the same diﬀraction image.
Therefore the technique presented in this chapter is a simultaneous imaging
and spectroscopic technique.
This chapter is organised as follows. Section 5.1 provides the motivation
for this investigation. Section 5.2 shows the nanoscale sample and describes
the fabrication technique. Section 5.3 describes the theoretical background,
which includes Mie scattering and the application of some crystal lattice
theory. The experimental XUV diﬀraction pattern is shown in section 5.4.
The technique for extracting the refractive index from the diﬀraction image
is presented in section 5.5. The generality of this technique is explained in
sections 5.6 and 5.7, where the application of other diameters and refrac-
tive indices is explored. The structure of the nanosphere array can also be
determined from the same diﬀraction image. Section 5.8 compares diﬀrac-
tion images from diﬀerent regions on the sample, showing the possibilities
of this radiation source for analysing grain boundaries. The application of
coherent diﬀractive imaging (see section 4.4) to a diﬀraction pattern with
discrete interference peaks is also investigated in this section. A summary
of this chapter is presented in section 5.9.
The refractive index of a material for X-ray wavelengths is usually de-
scribed in the form (1 − δ) + iβ, where δ is nearly always positive and β
is always positive. The real part corresponds to the phase shift caused by
the material and the imaginary part corresponds to the absorption from the
material. In this chapter, when referring to the refractive index, the terms
121real and imaginary are used to refer to the values of δ and β respectively,
unless explicitly stated otherwise. The term refractive index is used to refer
to the combination of the real and imaginary component.
5.1 Motivation
To understand the interaction between light and matter, the refractive index
of the medium at the wavelength must be known. Due to the large number
of absorption edges in the XUV spectral region, the refractive index can
change rapidly. The two tabulated references for the refractive index in the
XUV are Henke [65] and Chantler [101]. Henke’s publication consists of
all experimentally-measured values for the photoabsorption cross-section of
elements, and from this the refractive index values are calculated. Chantler’s
publication takes a theoretical approach using quantum mechanics and other
techniques to help predict the refractive index for each element.
As an example of the data available, a ﬁgure from the Henke publication
is presented. Figure 5.1 shows the experimentally measured photoabsorp-
tion cross-section for hydrogen. The black dots represent experimental data
points, and the black line is a best ﬁt of this data. Within the most in-
tense part of the HHG spectrum, illustrated by the red box, there are no
experimental data points. Therefore the best ﬁt line must be extrapolated
between a set of data at wavelengths that have double the energy, and a sin-
gle data point at 20 eV. Kramers-Kronig analysis is then performed on this
best ﬁt line to obtain the refractive index. There is therefore a signiﬁcant
error in both the tabulated real and imaginary refractive index components
for hydrogen in the XUV spectral region. In fact, no value for the real part
of the refractive index is given for energies less then 50 eV. Similar prob-
lems exist for nearly all elements. Carbon, for example, has a larger number
122of photoabsorption data points, but individual data sets in general do not
agree and a weighted best ﬁt line must be drawn between them in order to
calculate the complex refractive index.
COPYRIGHT PROTECTED
Figure 5.1: The tabulated photoabsorption cross-section results and best ﬁt
line for hydrogen (adapted from [65]), showing a lack of experimental data
points in the most intense part of the generated HHG spectrum, illustrated by
the red box.
Although some experimental refractive index data exists for elements,
there are very few experimental measurements for the refractive index of
compounds in the XUV. The refractive index for a compound is instead
usually approximated by combining the refractive indices of the constituent
elements in the ratios that they exist in the compound [65]. The interac-
tion between the atoms is therefore ignored. However, the susceptibility
of hydrogen, for example, changes signiﬁcantly when it is bonded in a com-
pound, especially at XUV wavelengths [101]. An experimental measurement
is therefore required.
A major issue lies with the diﬃculty of directly measuring the real part of
the refractive index. The Kramers-Kronig analysis requires a large number
of absorption values for diﬀerent wavelengths before a single value can be
determined. A direct experimental measurement of the real part is therefore
often desirable. Current techniques for determining the real part in regions
123of high absorption typically require a large number of single-wavelength
reﬂectivity versus angle measurements [102]. In this case, the error between
the experimental and Fresnel reﬂectivity curves can be minimised in order to
extract the refractive index. There are three properties of this technique that
should be improved. Firstly, measuring the reﬂectivity as a function of angle
requires a diﬀerent geometry for each measurement. A single measurement
technique would be signiﬁcantly better. Secondly, a technique where the
theoretical curve varies extremely strongly with changing real and imaginary
components will result in a higher accuracy. Thirdly, the Fresnel reﬂectivity
technique only works for a single wavelength, and hence must be repeated
many times. Ideally, multiple wavelengths should be tested simultaneously.
Presented in this chapter is a measurement technique that meets all these
criteria.
The way that light interacts with a sphere that is similarly sized to the
wavelength is heavily dependent upon both the real and imaginary compo-
nents for the refractive index of the sphere. It is this property that is used
in this chapter. Measuring the intensity of light that is scattered by a single
sphere as a function of angle allows the refractive index to be determined, as
the error between the experimental and theoretical results can be minimised
by changing the theoretical refractive index components. However, this will
only work for a single wavelength as the intensity for multiple wavelengths at
a particular angle will overlap. By using an array of spheres, destructive in-
terference will occur, resulting in interference peaks for diﬀerent wavelengths
that are oﬀset. This enables the refractive index for multiple wavelengths
to be measured simultaneously. Using this technique, the refractive index
for polystyrene (C6H5CH-CH2) at three wavelengths (26.8 nm, 27.6 nm and
29.6 nm) has been experimentally determined.
124Polystyrene was chosen as the material to investigate, as Chau, a PhD
student at the University of Southampton, had previous experience using
polystyrene nanospheres to make single-layer hexagonal arrays. The gener-
ality of this technique is discussed extensively in section 5.7.
5.2 Sample Fabrication
With help from Chau, a single-layer, hexagonal array of polystyrene spheres
(Duke Scientiﬁc Corp.), with an average diameter of 196 ± 1.2 nm and den-
sity of 1.05 g/cm3, was fabricated onto a 50 nm thick silicon nitride substrate
(Silson Ltd). The size of the spheres was calculated by measuring the aver-
age length of three sets of ﬁfty spheres (taken along a lattice direction) and
the error in this measurement was combined with the error in the scanning
electron microscope (SEM) calibration of 10 nm. The substrate is 500 µm
by 500 µm. Figure 5.2 shows an SEM image of a section of the sample. The
sample was fabricated by ﬂoating a single layer of nanospheres on the sur-
face of water whilst the silicon nitride window was supported immediately
below the surface [103]. When the water was slowly removed, the spheres
formed a single-layer hexagonal array on the substrate.
5.3 Theoretical Background
This section provides an understanding of the interaction between the XUV
and the nanosphere sample. By combining the Mie solution to Maxwell’s
equations and parts of crystal lattice theory, a set of diﬀerential equations
can be produced that describe the far-ﬁeld diﬀraction pattern resulting from
the illumination of a hexagonal array of nanospheres.
The sample is a 2D hexagonal array of nanospheres, which is equiva-
125Figure 5.2: SEM image of a region on the hexagonal nanosphere sample
showing a ∼20 µm area of the sample that is a single crystallite with minor
defects.
lent to the convolution of a hexagonal array of delta functions and a single
nanosphere. The far-ﬁeld diﬀraction pattern from the sample is therefore
the Fourier transform of the array of delta functions multiplied by the far-
ﬁeld scattering pattern from a single nanosphere. The result is therefore
a hexagonal array of delta functions that have an intensity dependent on
the far-ﬁeld scattering pattern from a single nanosphere. An application of
crystal lattice theory can be used to calculate the angles of the interference
peaks. The Mie solution can be used to determine the far-ﬁeld scattering
pattern. The Mie solution is described in section 5.3.1. The application of
crystal lattice theory to this problem is given in the following paragraphs.
To describe the array of spheres, it is convenient to introduce the Bravais
lattice. It is deﬁned as an inﬁnite array of points such that a crystal will
look identical from whichever of the points it is observed from. The position
of each point is described by the vector,
126R = n1a1 + n2a2 + n3a3 (5.1)
where a1, a2 and a3 are three vectors not all in the same plane,
and n1, n2 and n3 are integers. For the hexagonal array of spheres, possible









a2 = ay (5.3)
a3 = cz (5.4)
where a is the diameter of a sphere, and x, y and z are unit vectors
along the x, y and z axes, as deﬁned in ﬁgure 5.3. As the lattice is a single






Figure 5.3: Deﬁnition of a1, a2 and a3 in terms of the x, y, and z axes,
illustrating a hexagonal array, looking along the axis of XUV propagation.
127The reciprocal lattice vectors correspond, and are in a direction normal,
to a set of real space lattice planes. They are deﬁned by,
b1 = 2π
a2 × a3








a1 ·(a2 × a3)
(5.7)
For any vector K, deﬁned by,
K = k1b1 + k2b2 + k3b3 (5.8)
where k1, k2 and k3 are integers, there is a lattice plane normal to K
and with a separation d, where 2π/d is the length of the shortest reciprocal
lattice vector parallel to K. Knowledge of the lattice plane separations
enable a calculation of each of the angles of the diﬀraction interference peaks
from the nanosphere sample. The ﬁrst ﬁve lattice plane separations for a
sphere diameter of 196 nm are: 169.7 nm, 98.0 nm, 84.9 nm, 64.2 nm and
49.0 nm.
5.3.1 Mie Scattering Theory
The Mie solution to Maxwell’s equations can be used to show how light is
scattered by a spherical object and hence provide an intensity versus angle
distribution. A schematic of this interaction is presented in ﬁgure 5.4.
When an electromagnetic ﬁeld crosses the boundary between a medium




Figure 5.4: The interaction of light and a spherical object can be modelled by
considering the electric ﬁeld inside the spherical object. From this, the scattered
wave can be calculated.
Across this discontinuity, the components of the ﬁeld that are tangential
to the surface of the particle must be continuous. This boundary condition,
deﬁned in equations 5.9 and 5.10, can be used to determine the electromag-
netic ﬁeld inside the particle. In this case, n is a unit vector normal to the
surface of the particle, and E and H are the electric and magnetic ﬁelds.
The subscripts refer to the ﬁeld inside (1) and outside (2) the particle.
[E2 − E1] × n = 0 (5.9)
[H2 − H1] × n = 0 (5.10)
These boundary conditions are used in conjunction with the expansion
of a set of vector plane waves, which correspond to the incident radiation,
into polar coordinates. This enables the amount of light that is scattered to
a particular angle to be calculated. A summary of the derivation is shown
in appendix A.
Figure 5.5 shows the scattered intensity as a function of angle for 27.6
nm light incident on a spherical object with a diameter of 196 nm and values
129of 0.0917 and 0.302 for δ and β respectively. An angle of zero represents
undeﬂected light and an angle of π represents light that is deﬂected back
towards the radiation source. The distribution is calculated for a single az-
imuth angle, deﬁned as the direction of a one dimensional line across a plane
that is parallel to the imaging plane. Due to the eﬀects of polarisation, light
is scattered slightly diﬀerently for azimuth angles that are perpendicular
and parallel to the XUV polarisation. In all analysis in this chapter, an av-
erage across all azimuth angles is presented, as the diﬀerence between them
is small for the angles investigated.





























Figure 5.5: Intensity versus angle distribution of 27.6 nm light scattered from
a single 196 nm diameter sphere with values of 0.0917 and 0.302 for δ and β
respectively.
5.4 Experimental Results
In this section the experimentally measured diﬀraction pattern from the
hexagonal array of spheres is presented. The sample was positioned at the
focus of the multilayer mirror (see section 3.1) using radiation produced by
the gas cell XUV radiation source (see section 2.5). The CCD was positioned
130at a distance of 17.7 mm away from the sample.
In order to test if this diﬀraction pattern is far-ﬁeld, the angular spec-
trum method (ASM) (as explained in section 4.1.4) has been used to simulate
the XUV diﬀraction pattern from a hexagonal array of circles for the exper-
imental distance. Due to limited computer memory, the circles were set to
a 5 µm diameter. This diﬀraction pattern was compared with the simulated
far-ﬁeld diﬀraction pattern. The simulated sample was illuminated with a
Gaussian beam with the experimentally measured w0 parameter. The dif-
ference in the intensity of the diﬀraction peaks for the ASM calculation and
the far-ﬁeld calculation was 0.2%. As the polystyrene spheres are more than
ten times smaller than the simulated circles, the percentage diﬀerence will
be much less. The experimental diﬀraction patterns shown in this chapter
are therefore far-ﬁeld to a good approximation.
Figure 5.6 shows the experimentally observed diﬀraction pattern for an
integration time of 240 seconds. Approximately six discrete sets of inter-
ference peaks are observed, as the sample is illuminated by multiple XUV
wavelengths that are diﬀracted to slightly diﬀerent angles.
An image was also recorded for the same period of time with no gas
present in the gas cell. This enabled a background subtraction of the laser
leakage and provided a data set that is the sum of the number of XUV
photons plus a random noise component for each CCD pixel. All analysis
was performed on this background subtracted data set.
As the multiple diﬀraction peaks correspond to the diﬀerent generated
wavelengths, an appropriately angled intensity proﬁle through the diﬀraction
pattern can therefore be used to determine the harmonic spectrum that is
incident on the sample. This corresponds to the spectrum that is reﬂected




























Figure 5.6: Experimentally observed XUV far-ﬁeld diﬀraction pattern from
the hexagonal array of spheres, for an integration time of 240 seconds, displayed
on a logarithmic intensity scale.
132be required, as the refractive index and hence the amount of light scattered
may not be constant across the spectral region. This method was used to
produce the spectrum shown in ﬁgure 3.4. Calculations have shown that in
this case the spectral intensity extracted from the CCD image is within 5%
of the spectrum incident on the sample. However, this might not be the case
if an absorption edge existed within the spectral region. An explanation for
the radial interference peak splitting was presented in section 3.1.4.
In addition to the diﬀraction pattern, to calculate the refractive index
of the sphere material a measurement of the size of the spheres and the
fundamental laser wavelength is required. These measurements can be used
to calculate the generated XUV wavelengths, the sample to CCD distance
(L), the interference peak size and subsequently the refractive index.
Firstly, the generated wavelengths and L are calculated using an error
minimisation technique. Using the diﬀraction pattern, the number of pixels
separating the central spot and each of the ﬁrst order interference peaks
(corresponding to the six diﬀerent wavelengths) are recorded. As the size
of the spheres is known, the relationship between λi and Li for i =1,2...6
can be determined using the Bragg relation. Using the fact that only odd
harmonics are generated and that the value of L should be identical for each
wavelength allows both the set of generated wavelengths and the real value
of L to be determined. By calculating each combination of odd harmonics,
a diﬀerent value for L will emerge. However, the variation in L will be
minimised for the correct set of wavelengths. This occurs for the 23rd, 25th,
27th, 29th, 31st and 33rd harmonic of 800 nm. L is calculated using this
minimisation method to be 17.7 ± 0.2 mm, and was measured by eye to be
17 mm.






where B is the half-width half-maximum of the interference peak,
t is the width of the crystal and θ is the angle of the interference peak
in relation to the incident beam. As the diﬀraction pattern in ﬁgure 5.6
has six-fold symmetry and hence is from a single crystallite, the size of the
crystallite is equivalent to the size of the XUV focus. Calculations show
that the interference peaks at the angles of 0.16, 0.27 and 0.33 radians are
11% smaller, 3% smaller and 3% larger than the size of a CCD pixel at that
angle. This implies that each non-convoluted interference peak is similarly
sized to a single pixel.
The intensity of the most intense pixel within each convoluted interfer-
ence peak was recorded. This provided the intensity for a deﬁned wave-
length and angle. This technique was repeated for the three most intense
wavelengths, and for each of the three diﬀraction orders observed. This pro-
vided data points at non-zero angles. The intensity in the central spot was
summed, and this intensity was split into the diﬀerent wavelengths in their
relative strengths, using the spectrum extracted from the diﬀraction pattern
itself (see ﬁgure 3.4). This provided the intensity for each wavelength at zero
degrees and allowed the experimental data to be normalised for comparison
with theoretical calculations.
5.5 Determination of XUV Dielectric Constant
For each wavelength there exists 19 data points; 1 at zero radians, and six
at each of the three angles at ∼0.16, ∼0.27 and ∼0.33 radians. These data
134points are then ﬁtted to the Mie scattering calculations using a nonlinear
least-squares minimisation routine, from the MATLAB function library.
A function was written that takes as arguments the wavelength, the val-
ues of δ and β and the size of the spheres and returns a Mie scattering curve.
The values of δ and β are the parameters that are used to minimise the error
between the experimental and theoretical results. The measurement error
in the size of the spheres is included in the routine.
Figure 5.7 shows the experimental data set and the error minimised
curve for 27.6 nm, along with the curves corresponding to the tabulated
values given by [65] and [101].



























Figure 5.7: Experimental data (crosses) and Mie scattering curve (solid line)
corresponding to the experimentally determined values for the refractive index
of polystyrene. Also plotted are the distributions corresponding to the tabulated
values from [65] (dashed) and [101] (dotted).
The least-squares ﬁt gives the optimal value for δ and β together with
95% conﬁdence intervals. These are illustrated by the error bars on ﬁgure
5.8. Within the ﬁtting process the data is weighted according to a Pois-
135son counting error, and therefore the lowest intensity values have a lower
weighting.
(a) (b)
Figure 5.8: The a) real and b) imaginary parts of the refractive index for
polystyrene, showing the experimentally determined results (black, with 95%
conﬁdence levels) together with tabulated data from [65] (dashed) and [101]
(dotted).
The experimentally observed trend for β matches with the tabulated
databases. However, the value of β has been measured to be roughly double
the predicted value. Both the value and trend of δ are predicted incor-
rectly. The considerable diﬀerence between experimental results and the
databases is expected for many elements in the XUV spectral region, due to
the extremely sparse existing experimental measurements and the presence
of absorption edges. To predict the refractive index of a molecule, these mea-
surements are then used in the non-interacting atom approximation, which
simply combines the refractive index of the constituent elements and ignores
the interaction between the atoms. It is clear that the susceptibility of many
elements, especially hydrogen, will change when the atom is bonded within
a molecule. Therefore, it is not surprising that the experimental results
presented in this chapter do not agree with the tabulated databases.
1365.6 Application to other Diameters
The average diameter of the spheres used for the experiment described in
this section was measured to be 196 ± 1.2 nm. Figure 5.9 shows the theoret-
ical diﬀraction result from a hexagonal array of 50, 100, 200, 500 and 1000
nm diameter polystyrene spheres when illuminated by 27.6 nm light. The
experimentally measured refractive index is used here. Similar to previous
ﬁgures, both the Mie scattering curve and the position (and hence the in-
tensity) of the interference peaks are shown. The vertical dotted line shows
the angular acceptance of the CCD when the camera is placed as close as
possible to the sample. This is an experimental limitation unique to the
camera used in this thesis and corresponds to a distance of 17 mm.






































Figure 5.9: Theoretical diﬀraction peaks from a hexagonal array of polystyrene
nanospheres of diﬀerent diameters. The circles represent the position and
hence the intensity of interference peaks for 27.6 nm light. The theoretical
curves are all normalised to unity.
137Figure 5.9 shows that in order to observe three diﬀraction orders a sphere
diameter greater than or equal to approximately 200 nm must be used. A
hexagonal array of 100 nm diameter spheres would only produce a single
observable diﬀraction peak and hence would not enable the refractive index
to be accurately determined, as the number of data points would not be
higher than the number of variables. A unique solution may therefore not
be possible. To solve this problem, an XUV detector without the described
limitation could be used.
5.7 Application to other Materials
The technique demonstrated in this chapter enables the determination of
the refractive index of polystyrene in the range 25 to 30 nm. This section
shows that the technique can be used to accurately determine the refractive
index of almost any material in the XUV wavelength range, if the material
can be formed into spheres. However, it is important to realise that the way
in which light is scattered from any object is dependent on its shape and
therefore any object that is similar in size to the wavelength could potentially
be used.
An equation that is a function of two variables can always be best-ﬁtted
to a set of data points, giving a value for each of the variables. However,
the variables can only be determined accurately if there is little correlation
between them. In other words, the partial diﬀerential with respect to one
variable must be diﬀerent to the partial diﬀerential with respect to the other.
As shown in this section, the values for δ and β can be extracted accurately
from just four data points, as the way in which they aﬀect the Mie calculation
is in general signiﬁcantly diﬀerent.
Figure 5.10 shows the eﬀect on the scattering curve when the real and
138imaginary components of the refractive index are changed independently. In
part a) the real part of the refractive index is changed whilst the imaginary
part is held constant. In part b) the real part is held constant whilst the
imaginary part is changed. In both cases the red line corresponds to a de-
crease in either the real or imaginary part by a factor of 25%, whilst the blue
line corresponds to an increase of 25%. The green line is the experimentally
observed value and is therefore identical in both parts of the ﬁgure. Of in-
terest is that a) exhibits strong variation only for the third angle, whilst b)
only for the ﬁrst angle. The two components, δ and β, therefore aﬀect the
scattering curve in signiﬁcantly diﬀerent ways and this enables the refractive
index to be accurately extracted.
(b) (a)
Figure 5.10: The eﬀect on the scattering curve whilst a) changing the real
part of the refractive index and holding the imaginary part constant and b)
vice-versa. The red lines correspond to a decrease of 25% and the blue line an
increase of 25%. The green line is the experimentally determined value. Of
interest is that a) exhibits strong variation only for the third angle, whilst b)
only for the ﬁrst angle.
Figures 5.11 and 5.12 show this eﬀect in more detail for the ﬁrst and
third angles in ﬁgure 5.10. In both cases a) corresponds to only changing
the real component and b) only changing the imaginary component.
There are several companies that sell nanospheres made from plastic
and from some metals. Coating polystyrene spheres with a metal is also
139(b) (a)
Figure 5.11: The eﬀect on the theoretical curve at the ﬁrst angle when the
a) real and b) imaginary components are changed by a factor of 25%. This is
equivalent to ﬁgure 5.10 for a speciﬁc angle range. The scattering curve at this
angle is not sensitive to small changes in the real component, but very sensitive
to changes in the imaginary component.
(b) (a)
Figure 5.12: The eﬀect on the theoretical curve at the third angle when the
a) real and b) imaginary components are changed by a factor of 25%. This is
equivalent to ﬁgure 5.10 for a speciﬁc angle range. The scattering curve at this
angle is sensitive to small changes in the real component, but insensitive to the
imaginary component due to the crossing point in the function.
140feasible as the Mie solution can be easily extended to coated spheres. Fu-
ture innovations, driven by experimental requirements, are likely to allow
the fabrication of nanospheres from other materials. The generality of this
technique is therefore of interest.
By simulating the experimental data points for a hexagonal array of 196
nm diameter spheres for each combination of real and imaginary refractive
index components in the range 0 < δ < 0.3 and 0 < β < 0.3, and simulating
the eﬀect of a small change in each of the values for δ and β, a relative value is
given for the extraction accuracy for each refractive index for 27.6 nm light.
All other factors aside, each refractive index accuracy value higher than that
calculated for polystyrene must therefore lead to a more accurate result. The
outcome of this simulation is normalised by setting the accuracy value for
the refractive index of polystyrene to a value of unity. Figure 5.13 shows the
simulated result displayed on a logarithmic color scale, where for example a
value of one represents an accuracy ten times that observed for polystyrene.
Several important materials are overlaid on the ﬁgure to give an idea of the
variety present in the XUV spectral region. The experimentally determined
value of polystyrene is shown in yellow. The orange region contains organic
compounds, and the red values correspond to inorganic materials. The
orange and red values are taken from [65]. However, as shown in this chapter,
these values are known to have large errors and therefore only indicate the
approximate refractive index value for each material.
Figure 5.13 explicitly demonstrates the generality of this technique for
other materials. This generality is a direct consequence of the diﬀerent eﬀect
of δ and β on the way XUV is scattered by a nanosphere. Interestingly, the
accuracy for polystyrene represents an unusually low value. If this technique











Figure 5.13: The predicted relative experimental accuracy in obtaining the
refractive index of a material, using the technique described in this chapter.
The accuracy value for the refractive index value for polystyrene (yellow), de-
termined in this chapter, is set to a value of one. As the color scale is loga-
rithmic, the value for polystyrene on the colorbar is therefore zero. A colorbar
value of one therefore indicates an experimental accuracy that is ten times bet-
ter than the experimental results in this chapter. Several organic (orange) and
inorganic (red) refractive indices, taken from [65], are also shown to illustrate
the variety of refractive indices for 27.6 nm light.
142be measured with a higher accuracy. It is important to realise that this ﬁgure
corresponds to 27.6 nm light and 196 nm diameter spheres. Simulations have
shown that the size of the spheres strongly determines the accuracy result,
and hence if a high accuracy is required, the size of the spheres could be
optimised for a particular wavelength.
5.8 Determination of the Structure and Defects
XUV diﬀraction can be used to quantify defects in a crystal. The diﬀrac-
tion results presented in this chapter so far are from illumination of a single
crystallite. However, regions were found on the sample that contained grain
boundaries. Figure 5.14 compares the far-ﬁeld diﬀraction images from a) a
single crystallite, and b) a grain boundary. When the boundary is illumi-
nated, two sets of rotated hexagonal interference peaks are observed.
0.35 rad 0.35 rad
(a) (b)
Figure 5.14: XUV far-ﬁeld diﬀraction images from a) a single crystallite and
b) a grain boundary.
Part b) contains useful information on the nature of the boundary. For
example, the relative intensities of the interference peaks can be used to
determine the number of spheres in each of the two crystallites, and the
angle between the interference peaks can be used to calculate the relative
143angles of the two sets of lattices.
As discussed in section 4.4, coherent diﬀractive imaging enables a sample
to be determined using only its diﬀraction pattern. It is ideal for imaging
aperiodic objects, as the measured diﬀraction pattern is continuous and
hence there is a large set of non-zero data points. However, destructive
interference eﬀects, caused by multiple scatterers in a periodic sample, can
result in a very small amount of information measured on a detector. The
error in the reconstructed sample when using a diﬀraction pattern with
discrete interference peaks is therefore generally large. Figure 5.15 shows
the reconstructed sample, where part a) shows the whole sample, and part
b) a small region. Illustrated on part b) are the reconstructed lattice planes.
For this analysis, the diﬀraction image in ﬁgure 5.14a) has been used.




Figure 5.15: Coherent diﬀractive imaging solution for the experimental
diﬀraction pattern in ﬁgure 5.14a), showing a) the entire sample, and b) a
close up of the reconstructed lattice planes. The distance scale is calculated
from ﬁgure 4.10.
The coherent diﬀractive imaging algorithm produces a sample that has
hexagonal lattices with a peak to peak separation of between ﬁve and six
pixels, corresponding to a sphere diameter of between 182 and 218 nm.
However, the reconstructed sample bears little other resemblance to the
144physical sample. Firstly, the algorithm converges on a solution that has a
distinctly diﬀerent shape each time. Secondly, the number of reconstructed
spheres is several orders of magnitude smaller than the correct value. Finally,
when reconstructing the sample corresponding to the diﬀraction pattern in
ﬁgure 5.14b), a single hexagonal lattice is determined.
Although coherent diﬀractive imaging is a useful method of imaging an
aperiodic sample, the information that can be gained from a periodic sample
is limited. However, the reconstructed solution is considerably better than
a simple inverse Fourier transform and therefore may still be of some use.
Further study is needed to understand the level of periodicity at which
the coherent diﬀractive imaging technique no longer provides an accurate
representation of the sample.
5.9 Conclusion
Presented in this chapter is a technique for simultaneously measuring the
structure and XUV dielectric constant across several wavelengths for a nanoscale
object. All that is required is a single diﬀraction image, shown to be obtain-
able within a few minutes. The experimentally measured complex refractive
index for polystyrene is presented. A signiﬁcant discrepancy was shown be-
tween the experimental results and existing tabulated values. However, this
is not surprising given the limited available data and its signiﬁcant associ-
ated errors that is used in order to obtain these values.
The generality of this technique has been demonstrated. Assuming that
a sphere of a given material can be made, this technique will allow the de-
termination of its refractive index. In fact, it is likely that a higher accuracy
than the result presented here will be achieved. A signiﬁcant improvement
in the accuracy will also be made if the observed interference peak split-
145ting, shown to be a result of small imperfections in the mirror surface, is
prevented.
Light that is diﬀracted from any object contains information on the
refractive index of the object. This technique is therefore not limited to




This thesis has described the development of a High Harmonic Genera-
tion radiation source for extreme ultraviolet (XUV) diﬀractive imaging at
the University of Southampton. The following paragraphs summarise the
important contributions that I have made during this PhD and the steps
that are now required to progress the group towards its objective of single
molecule scattering.
Two focussing techniques have been demonstrated: a spherical multi-
layer mirror and a hollow ﬁber with a parabolic proﬁle. The multilayer mir-
ror was shown to produce an astigmatic focus and decrease the XUV beam
quality. By simulating small surface deviations, both the experimentally ob-
served increase in M2 and the diﬀraction peak splitting was explained. The
hollow ﬁber produced a smaller focus but, due to multiple reﬂections, the
resultant focus comprised of ring-like structures. Currently, the intensity at
the focus is limited by the quality of the two available optics and therefore
a more eﬀective focussing optic is now required.
147The successful coherent diﬀractive imaging of a micron-sized aperiodic
sample from an XUV diﬀraction pattern has been demonstrated. By monochro-
mating the source, the imaging resolution is expected to become ∼50 nm.
Fabrication of a tobacco mosaic virus sample is currently being undertaken
by group member Chapman, with the aim of imaging a biological sample.
This will be a signiﬁcant step towards the objective of the project.
A technique for measuring the refractive index of a material at multiple
wavelengths from a single diﬀraction image was presented. By measuring the
XUV diﬀraction pattern from a hexagonal array of polystyrene nanospheres,
the refractive index of polystyrene was determined for three wavelengths in
the range 25 to 30 nm. The experimental results were shown to disagree with
the theoretical values. The crystal structure and defects can be quantiﬁed
from the same diﬀraction image, making this method a simultaneous imaging
and spectroscopic technique.
The objective of this thesis was to develop and optimise the HHG source
and work towards the ultimate goal of single-shot, single molecule imaging.
The tasks were therefore to increase the XUV ﬂux and develop the experi-
mental system to be capable of coherent diﬀractive imaging. The XUV ﬂux
has been increased by three orders of magnitude, two focussing setups have
been tested and a micron-sized object has been successfully imaged.
Whilst substantial progress has been made during this thesis, it is clear
that the objective of single-shot single molecule imaging requires consid-
erably more research. This should centre on the further increase of ﬂux,
the increase in the energy of the generated photons and the development
of a system capable of delivering biological materials into the path of the
XUV beam. Recent advances in commercial table-top laser ampliﬁcation
systems [105] will enable further increases in XUV ﬂux, and laser pulse
148compression techniques [106,107] will enable higher XUV energies. In ad-
dition, electrospray [108] systems are showing promise for the delivery of
small samples into the path of a pulsed X-ray beam [109].
Whilst the technology may be a decade away, the scientiﬁc advances
that will result from the routine imaging of large biological proteins and
viruses in a laboratory environment will perhaps be as revolutionary as the
discovery of X-rays 100 years ago.
149Appendix A
Mie Scattering Derivation
Presented here is a summary of the derivation for the interaction of light
with a spherical object. This work follows the derivation given by Bohren
and Huﬀman [110].
To determine the light that is scattered by a spherical object, the four
equations, A.1, A.2, A.5 and A.6 are required, where πn and τn are the angle
dependent functions, and an and bn are the scattering coeﬃcients. The angle












n is the associated Legendre function of the ﬁrst kind of








150τn = n(cosθ)πn − (n + 1)πn−1 (A.4)
where the fact that π0 = 0 and π1 = 1 is used to complete the
upwards recurrence relation.

















where the prime indicates diﬀerentiation with respect to the argu-
ment in the brackets.
To solve for the scattering coeﬃcients, the equations A.7, A.8, A.9 and
A.10 are used.









where a, λ, N and N1 which are the radius of the sphere, the wave-
length of incident light, and the refractive index of the medium and particle.
The functions ψn(ρ) and ξn(ρ) are deﬁned as,
ψn(ρ) = ρjn(ρ) (A.9)
151ξn(ρ) = ρh(1)
n (ρ) (A.10)
where jn(ρ) and h
(1)
n (ρ) are the spherical Bessel and Hankel func-
tions.












(2n + 1)ℜ{an + bn} (A.12)
where k = 2π/λ is the wavevector.
Also required are the matrix components for the transverse components












(anτn + bnπn) (A.14)
where |S1|2 is the scattered irradiance per unit incident irradiance
given that the incident light is polarised perpendicular to the scattering
plane, and |S2|2 corresponds to light that is polarised parallel to the scat-
tering plane. It is important to note that πn and τn are for a speciﬁc angle,
and hence |S1|2 and |S2|2 must be calculated for each required angle.
In order to improve the computation time, equations A.5 and A.6 can
be simpliﬁed to,
an =
[Dn(mx)/m + n/x]ψn(x) − ψn−1(x)
[Dn(mx)/m + n/x]ξn(x) − ξn−1(x)
(A.15)
152bn =
[mDn(mx) + n/x]ψn(x) − ψn−1(x)
[mDn(mx) + n/x]ξn(x) − ξn−1(x)
(A.16)
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