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Abstract The Lombard effect is a phenomenon of in-
creasing the vocal effort that people develop due to, amongst
others, the presence of background noise. For example, if the
background noise level rises, pitch, loudness of the phones
usually increase, but also the duration of phonemes and the
diction may change. In order to investigate this effect in any
imaginable noise scenario within either a soundproof room or
a car, a reproducible and easily changeable acoustic ambiance
simulation has been developed and is presented in this pa-
per. This noise simulation uses loudspeakers instead of closed
headphones which is the common approach. This increases
the realism of the noise scenario for the subject and conse-
quently also the ecological validity of the Lombard speech
recordings. To remove the simulated noise from the record-
ings of the subject’s microphone, multi-channel signal pro-
cessing has been implemented to achieve nearly the same
speech quality as with a common headset-based noise sim-
ulation.
Keywords Noise simulation, Lombard speech, noise can-
cellation
1. INTRODUCTION
The so-called Lombard effect [1] describes the modification
of the speech production of humans and animals, who are,
for example, located in a noisy environment or under a high
physical pressure [2]. Most speech enhancement systems are
operating in noisy environments, as they want to improve the
speech signals by applying various algorithms, for example
noise suppression. In order to evaluate or test such systems, it
is reasonable to excite them by preferably real signals. How-
ever, for evaluation purposes it is required to have the speech
and the noise component of a noisy input signal separately
available. Therefore, a clean Lombard speech database is of
great interest. Another reason for the creation of a Lombard
speech database is to further investigate the Lombard effect,
in particular in scenarios which are not yet totally understood
like the environment inside a driving vehicle.
Recordings directly made in real noise-filled environ-
ments are impaired by noise, which is hardly to remove
without distorting the speech signal. The common approach
for recording such clean speech signals is to create a noise
simulation via closed headphones [6]. In these simulations,
the test subject receives the same hearing impression as in
the real scenario. After some time, the subject is encour-
aged to start a communication. The resulting speech signal
is recorded by a so-called close-talking microphone, e.g. a
headset. The utilized headphones do affect the talking sub-
ject, as commonly closed headphones are applied, which do
change the acoustic feedback from the mouth to the ears of
the speaking subject.1
Within this paper, a new approach using a loudspeaker
setup to generate the noise simulation is introduced. The
hardware setup remains the same as with the headphone simu-
lation except that the headphones are replaced by loudspeak-
ers. A speech signal recorded within this scenario is obvi-
ously also impaired by noise, but as the noise is created ar-
tificially, it is possible to observe the loudspeaker signals. If
the loudspeaker signals are uncorrelated, they can be used to
excite an adaptive noise cancellation which allows to almost
fully cancel the noise of the microphone signal introduced
by the loudspeakers without distorting the speech signal. In
addition, this simulation can be used for testing purposes of
speech enhancement systems, as a predefined noise scenario
can be generated using the noise simulation on the one hand
and a Lombard speech signal that is suitable for the noise on
the other hand.
2. AMBIANCE SIMULATION
In this section, the ambiance simulation of noisy environ-
ments is described. The aim is to recreate any desired noise
scenario within a sound-proof room (or within a vehicle)
which can be reproduced at any time. At first, we describe
how the environmental recordings should be done and define
a few signals. How to create uncorrelated loudspeaker sig-
nals while preserving some statistical properties is described
in Sec. 2.2. The calibration of the ambiance simulation is
presented in Sec. 2.3 and the following sections. Finally, the
1In some approaches, a sidetone (direct coupling from the microphone to
the headphones) is inserted. But even though this is more realistic, it still
differs considerably from the true target environment.
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Fig. 1: Overview of noise simulation during Lombard speech
recordings.
results obtained by the presented algorithms can be found in
Sec. 2.9.
2.1. Environmental Recordings
In order to generate a reference for the simulation, the desired
noise scenario has to be recorded at first. The signals have to
be obtained using calibrated microphones at specified refer-
ence positions, e.g. using in-ear microphones. In the follow-
ing, short-term Fourier transforms of the signals originating
from a real environment will be referred to as reference micro-
phone (short-term) spectra Rm(µ, n), where m is the micro-
phone index, µ the subband index and n the frame index. Fur-
thermore, a set of signals is required to feed the loudspeaker
signal generation (see Sec. 2.2). Spectra of these signals will
be referred to as template loudspeaker spectra Xˇl(µ, n). They
are also created on the basis of microphone signals, which can
be realized either by a simple assignment of microphone sig-
nals to loudspeakers (e.g., left ear microphone signal to left
loudspeaker), or using beamforming techniques. The signals
received by the microphones while reproducing the scenario
are referred to as auxiliary microphone (short-term) spectra
Ym(µ, n). It is important that the reference and auxiliary mi-
crophones are calibrated prior to both the recording and the
equalization.
2.2. Creation of Loudspeaker Signals
In a first step, all signals are transformed into frequency do-
main by applying an overlap-add-based analysis filterbank. In
order to improve the noise cancellation described in Sec. 3.2,
uncorrelated loudspeaker signals are generated for the noise
simulation. To do so, white noise is generated separately for
each loudspeaker and in each subband using a linear congru-
ential generator N ,
Xwnl (µ, n) =
{
N , if µ = 0 or µ = NSbb−1,
N+j·N√
2
, else.
(1)
The generated noise can then be shaped in terms of the am-
plitude density, auto correlation, and short-term power.2 The
cross correlation between different microphone channels (i.e.,
the coherence) could also be adapted, but this may degrade the
quality of the noise cancellation (see Sec. 3.2). Here, we just
introduce the shaping of the short-term power in each sub-
band, which starts with the estimation of the magnitude spec-
tral densities of the template loudspeaker spectra Xˇl(µ, n),
ξl(µ, n) = βsm ξl(µ, n−1) + (1−βsm)
∣∣Xˇl(µ, n)∣∣. (2)
Thus, a first-order IIR filter is applied to perform a smoothing
in direction of time with a smoothing factor 0 ≤ βsm < 1.
If desired, a similar smoothing in direction of frequency can
be performed, for example using forward and backward IIR
filtering. In a next step, the white noise is shaped with the
short-term magnitude spectral densities, which results in the
(artificially generated) loudspeaker spectra
Xl(µ, n) = ξl(µ, n)X
wn
l (µ, n). (3)
The generated signals Xl(µ, n) are then equalized by the cal-
ibration module (see next sections).
2.3. Calibration of the Simulation
The equalization, which is applied using real-valued subband-
domain gain factors, assures that the power spectral densities
are reproduced correctly at the reference positions. In this
case, the reference positions are the ears of the listening sub-
ject.
In order to find these gain factors, a calibration is per-
formed as follows. The calibration starts with a measurement
of the impulse responses from all loudspeakers to the mi-
crophones at the reference positions. The spectral envelopes
of both the impulse responses and the non-equalized loud-
speaker signals are used to estimate the impact of each loud-
speaker on each microphone for each subband, respectively.
If the spectral power of a microphone is too low in a cer-
tain subband, the subband gain factors of the loudspeakers
2Please note that all shaping methods are applied to subband signals (not
in the “conventional” time domain).
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are increased depending on their impact on the microphone,
and vice versa. The calibration finishes when an aberration
threshold is reached or terminates after a certain amount of
time.
2.4. Definitions and Assumptions
For a description of the calibration, we first express each aux-
iliary microphone signal ym(t) by the (non-equalized) loud-
speaker signals xl(t),
ym(t) =
NLsp−1∑
l=0
(
xl(t) ∗ gl(t) ∗ hlm(t)
)
+ bm(t)︸ ︷︷ ︸
≈ 0
, (4)
where gl(t) are the impulse responses of the equalization fil-
ters to be found and hlm(t) are the room impulse responses
from loudspeaker l to microphone m. Furthermore, bm(t) is
the (ideally non-existing) background noise of the playback
room. It will be neglected for better legibility.
For the digital signal processing, the signals are sampled
and transformed into the frequency domain using an overlap-
add-based filterbank. If we do not bother to equalize the
phase, the subband-domain equalizing filter Gl(µ) is reduced
to a correction of the magnitude frequency response and is
represented by one real-valued factor per subband. Thus, just
one convolution in each subband µ over the delay k remains,
Ym(µ, n) =
NLsp−1∑
l=0
Gl(µ, n)
∑
k
Xl(µ, n−k)H
∗
lm(µ, k). (5)
Now we assume that the loudspeaker signals are orthogonal,
so the power spectral densities (PSDs) accumulate. Also, the
consecutive loudspeaker spectra are assumed to be orthorg-
onal, which is guaranteed by the signal generation. This leads
to
S(m)yy (µ, n) =
NLsp−1∑
l=0
G2l (µ, n)
∑
k
S(l)xx(µ, n−k)
∣∣Hlm(µ, k)∣∣2.
(6)
Furthermore we assume that the loudspeaker signals are
mostly stationary, i.e., their PSDs do not vary much around
their mean values over time, so we can use the approximation∑
k
S(l)xx(µ, n− k)
∣∣Hlm(µ, k)∣∣2
≈ S(l)xx(µ, n)
∑
k
∣∣Hlm(µ, k)∣∣2. (7)
Using this approximation, the PSD at a the microphone m if
only one loudspeaker l is active can be estimated as
S
(lm)
ii (µ, n) = S
(l)
xx(µ, n)
∑
k
∣∣Hlm(µ, k)∣∣2 (8)
and will be referred to as impact factors in the following. Us-
ing this abbreviation, we can estimate the microphone PSDs
as
S˜(m)yy (µ, n) =
NLsp−1∑
l=0
S
(lm)
ii (µ, n) G
2
l (µ, n). (9)
In comparison to the representation in time domain, Eq. (4),
both convolutions could be reduced to multiplications.
Summing up, the following assumptions were made:
• The equalization of the phase can be neglected. Only
the PSDs are to be adapted.
• The loudspeaker signals are considered to be orthogo-
nal.
• The loudspeaker signals are considered to be mostly
stationary, which simplifies the calculation of the mi-
crophone PSDs.
2.5. Approach
The goal of the calibration is to minimize the aberration
|Fm(µ, n)| = |S
(m)
rr (µ, n)− S
(m)
yy (µ, n)| → min (10)
for G2l (µ, n)→ G2l opt(µ) between the PSDs of the micro-
phone spectra Ym(µ, n) and the reference spectra Rm(µ, n).
The PSD S(m)yy (µ, n) of the microphone signal can be re-
placed using Eq. (9). Assuming the existence of an optimal
filter Gl opt(µ) with
S
(m)
yy opt(µ, n) =
NLsp−1∑
l=0
(
S
(lm)
ii (µ, n) G
2
l opt(µ)
)
, (11)
where S(m)yy opt(µ, n) = S
(m)
rr (µ, n), we get the error function
Fm(µ, n) =
NLsp−1∑
l=0
S
(lm)
ii (µ, n)
(
G2l opt(µ)−G
2
l (µ, n)
)︸ ︷︷ ︸
∆G2
l
(µ,n)
.
(12)
2.6. Pseudoinverse
This set of linear equations could be solved using a pseudoin-
verse. To do so, the quantities are written as vectors
f(µ, n) =

 F0(µ, n)..
.
FNMic−1(µ, n)

 (13)
and
δ(µ, n) =


∆G20(µ, n)
.
.
.
∆G2NLsp−1(µ, n)

 (14)
Lu¨ke, Theiß, Schmidt, Niebuhr, John – 3
The 6th Biennial Workshop on Digital Signal Processing for In-Vehicle Systems, Sep. 29-Oct. 2, 2013, Seoul, Korea
and as a matrix, respectively,
Jµ =


S¯
(0, 0)
ii (µ) · · · S¯
(NLsp−1, 0)
ii (µ)
.
.
.
.
.
.
.
.
.
S¯
(0, NMic−1)
ii (µ) · · · S¯
(NLsp−1, NMic−1)
ii (µ)

 .
(15)
Using these definitions, the error function Eq. (12) can be
rewritten as
f(µ, n) = Jµ δ(µ, n). (16)
Because the matrix Jµ has the dimensions NLsp ×NMic with
NLsp ≥ NMic, the matrix (JµJTµ ) usually has full rank and the
pseudoinverse
δ(µ, n) = J+µ f(µ, n) = J
T
µ
(
Jµ J
T
µ
)−1
f(µ, n) (17)
can be computed. This vector δ(µ, n) as difference from the
optimal filter can also be understood as necessary correction
of the gain factors.
2.7. Qualitative Consideration
For the sake of convenience, the pseudoinverse is not used in
the real-time implementation. Instead, the following qualita-
tive consideration is done. A large coefficient S¯(lm)ii (µ) im-
plies a large impact from loudspeaker l to microphone m. If
the PSD of a microphone m in one subband µ is too low,
ideally the gain of the loudspeaker l with the highest impact
on the microphone should be increased. Thus, the coefficient
γ¯ml(µ) ≈ J
+
ml(µ) should be large if and only if the coefficient
S¯
(lm)
ii (µ) is also large. So we choose
γ¯ml(µ) =
S¯
(lm)
ii (µ)∑
l′
(
S¯
(l′m)
ii (µ)
)2 ∀m, l, µ. (18)
This choice takes into account the impact of loudspeaker l on
microphone m, as described above.
2.8. Implementation
The calibration was implemented in our so-called Kiel Real-
time Audio Toolkit (KiRAT), so the calibration can be run us-
ing many channels in real-time.
1. Measurement of the impulse responses
The measurement of the subband impulse responses
Hlm(µ, k) is done using the complex-valued NLMS
algorithm in subband domain [3]. In order to do so,
all loudspeakers are fed consecutively with white noise
and the impulse responses to all microphones are mea-
sured, respectively. Based on the measured impulse
responses Hˆlm(µ, k), the estimated squared magnitude
frequency response U2lm(µ) is calculated by
Uˆ2lm(µ) =
NFilt−1∑
k=0
∣∣Hˆlm(µ, k)∣∣2, (19)
where NFilt denotes the order of the subband-domain
filter.
2. Measurement of the PSDs of the loudspeaker signals
The PSDs of the loudspeaker signals are measured by
simply applying an average over a time span of NR
frames,
ˆ¯S(l)xx(µ) =
1
NR
NR−1∑
n=0
∣∣Xl(µ, n)∣∣2. (20)
3. Calculation of the impact PSDs
The non-normalized impact PSDs Sˆ(lm)ii (µ) can now be
calculated by multiplying the squared magnitude fre-
quency response and the loudspeaker PSDs,
Sˆ
(lm)
ii (µ) =
ˆ¯S(l)xx(µ) Uˆ
2
lm(µ). (21)
4. Adjustment of the overall gain of a loudspeaker
The impact PSDs are normalized in such a way that
for each loudspeaker l, the maximum value is one,
max
m,µ
{
Sˇ
(lm)
ii (µ)
}
= 1,
Sˇ
(lm)
ii (µ) =
Sˆ
(lm)
ii (µ)
max
m′,µ′
{
Sˆ
(lm′)
ii (µ
′)
} ∀l,m, µ. (22)
5. Simplified pseudoinverse
In a next step, the γml(µ) are calculated as follows,
γml(µ) =
Sˇ
(lm)
ii (µ)∑
l′
(
Sˇ
(l′m)
ii (µ)
)2 ∀m, l, µ. (23)
The motivation for this procedure can be found in
Sec. 2.7.
6. Calculation of the increase and decrease factors
Now, the factors ∆gincml(µ) and ∆gdecml(µ), that will be
used in the adaptation step, are calculated,
∆gincml(µ) = (∆g
inc − 1) γml(µ) + 1, (24)
∆gdecml(µ) =
1
∆gincml(µ)
. (25)
This approach guarantees that the factors ∆gincml(µ) are
in the range of [1, ∆ginc], where ∆ginc is a user-defined
parameter.
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7. Adaption
The adaptation of the gain factors Gl(µ, n) itself is per-
formed as follows,
Gl(µ, n) =


∆gincml(µ) ·Gl(µ, n−1),
if Sˇ(m)yy (µ, n) < Sˇ(m)rr (µ, n),
∆gdecml(µ) ·Gl(µ, n−1),
else.
(26)
When doing so, the gain factors are additionally con-
strained to a range of [Gmin, Gmax]. The PSDs of both
the microphone and the reference signals are estimated
by a temporal smoothing,
Sˇ(m)yy (µ, n) = βSˇ
(m)
yy (µ, n−1) + (1−β)
∣∣Ym(µ, n)∣∣2,
(27)
Sˇ(m)rr (µ, n) = βSˇ
(m)
rr (µ, n−1) + (1−β)
∣∣Rm(µ, n)∣∣2.
(28)
The smoothing coefficients β can be defined by the
user.
In order to perform a measurement or a speech recording (see
Sec. 3), the final gain factors Gfinl (µ) that were found using
the calibration are applied to the loudspeaker signals,
X˜(µ, n) = Gfinl (µ)X(µ, n). (29)
2.9. Results and Outlook
For the acoustic ambiance simulation, eight loudspeakers and
two subwoofers were used and calibrated. The results of such
a calibration can be found in Fig. 2. For the recording of Lom-
bard speech, different driving scenarios were played back in-
side our audio lab (see Fig. 3) and in one of our test cars (see
Fig. 4).
The ambiance simulation is currently investigated inside
our test vehicle using window loudspeakers of our own de-
sign, see Fig. 4. Probably an acoustic driving simulation in-
side a car can further improve the realism of the simulation
and thus lead to even better recordings of Lombard speech,
which is a current research topic at our group and already
shows some promising results.
The implementation described above is depending on the
choice of the initial gain coefficients Gl(µ, n=0). It is an in-
teresting task to find an addition to the cost function to remove
these remaining degrees of freedom. In order to calculate the
delta gain factors ∆gincml(µ) and ∆gdecml(µ), in the future the
pseudoinverse could be used instead of the presented simpli-
fication.
3. SPEECH RECORDINGS
The aim of the generation of a Lombard speech database is
to observe and record the variations of the Lombard effect
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Fig. 2: Power spectral densities at the ears’ positions while
driving at 100 km/h (real recording) and in the playback room
(simulation), respectively, and calibration aberration.
of different subjects within different noise scenarios. In the
following, the hardware setup and the multi-channel signal
processing is presented.
3.1. Setup
For the creation of the Lombard speech database, four differ-
ent scenarios are provided by the acoustic ambiance simula-
tion. All these scenarios refer to different driving conditions
(standstill with engine turned on, driving at 50 km/h, driving
at 100 km/h, and a reference scenario without any noise). Af-
ter all acoustic scenarios have been calibrated (see Sec. 2.3),
the different speech signals can be recorded in an audio lab as
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well as in a car. For this purpose, a microphone with a fixed
position is placed at a distance of 10 cm from the mouth of
the speaking subject (see Fig. 1).
Fig. 3: Acoustic ambiance simulation and speech recording
setup with test subject.
Its fixed position ensures the functionality of the noise
cancellation step. In addition, a cardioid microphone is used
to reduce the artificial noise in the speech recording. Along-
side with the recording of the speech signal (with the corre-
sponding short-term spectra M(µ, n)), also the loudspeaker
signals (with the corresponding short-term spectra X˜l(µ, n))
which are generated by the ambiance simulation are recorded.
These loudspeaker signals are necessary to provide the input
of the noise cancellation module (see Fig. 1 and Sec. 3.2). In
any scenario, the test subjects have to read a short text in their
native language, particularly the German text “Nordwind und
Sonne” [7]. To ensure that the subjects become accustomed
to the current scenario, each test person is encouraged to start
reciting the text after the ambiance simulation is running for
30 s. In total, ten test subjects (five female and five male)
were recorded in order to generate the database. In Fig. 3 the
assembly with the needed hardware for the recording as well
as for the ambiance simulation is depicted. We currently work
on Lombard recordings inside our test vehicle. Due to space
limitation we created special window loudspeakers - as de-
picted in Fig. 4.
3.2. Noise Cancellation
In order to cancel the noise introduced by the ambiance sim-
ulation, an adaptive filter based on the normalized least mean
square (NLMS) algorithm is used. To perform the digital sig-
nal processing, all signals are transformed into the frequency
domain by using an overlap-add-based filterbank.
The loudspeaker spectra X˜l(µ, n) (see Eq. (29)) generated
by the ambiance simulation are fed into the noise cancellation
module (see Fig. 1). In order to simplify the representation of
Fig. 4: Acoustic ambiance simulation using window loud-
speakers inside our test car.
the NLMS algorithm, we define a vector of the most recent
loudspeaker spectra,
X˜ l(µ, n) =
[
X˜l(µ, n), ..., X˜l(µ, n−Nec + 1)
]T
, (30)
with Nec denoting the length in frames of the noise cancella-
tion filters. The filter coefficients that model the impulse re-
sponses from the loudspeakers l to the subject’s microphone
are also written as a vector
Hˆ l(µ, n) =
[
Hˆl(µ, n, 0), ..., Hˆl(µ, n,Nec − 1)
]T
.
The estimation of these filter coefficients is constantly up-
dated using the NLMS update rule [3]
Hˆ l(µ, n+ 1) = Hˆ l(µ, n) +
µS(µ, n) X˜ l(µ, n)E
∗(µ, n)
X˜
H
l (µ, n) X˜ l(µ, n)
,
where E(µ, n) is the so-called error spectrum which is de-
fined by
E(µ, n) = M(µ, n)−
NLsp−1∑
l=0
Hˆ
H
l (µ, n) X˜ l(µ, n), (31)
whereM(µ, n) corresponds to the spectrum of the recorded
microphone signal. The step size µS(µ, n) is chosen adap-
tively as the (estimated) ratio between the short-term power
of the undistorted error spectrum Eu(µ, n) and the short-time
power of the error spectrum E(µ, n):
µS(µ, n) =
|Eu(µ, n)|
2
|E(µ, n)|2
. (32)
For details on this control scheme, especially on how to
estimated the short-term power of the undisturbed error spec-
trum, please refer to [4]. For achieving a good adaption
of the NLMS algorithm as well as of the test subject, an
adaption phase of about 30 s before the subject starts reading
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Fig. 5: Time-frequency analyses of a recorded signal before
any signal processing, after noise cancellation, and after com-
bined noise cancellation and suppression.
is introduced. By convolving these estimated filter coeffi-
cients Hˆ l(µ, n) with the corresponding loudspeaker signals
X˜ l(µ, n), an estimation of the artificial noise at the micro-
phone can be done and subtracted from the microphone signal
as it can be seen in Fig. 1.
3.3. Noise suppression
After the noise cancellation, a residual background noise sup-
pression is applied:
Menh(µ, n) = M(µ, n)W (µ, n). (33)
The short-term spectrum Menh(µ, n) is transformed back into
the time-domain by using an appropriate overlap-add based
filter bank in order to generate the enhanced output signal for
our Lombard data base. For the noise suppression, a filter
with a so-called Wiener characteristic [5] is used. The sig-
nal processing is again performed in frequency domain. The
optimal filter coefficients are defined by
Wopt(µ, n) = 1−
Snn(µ, n)∣∣E(µ, n)∣∣2 , (34)
where |E(µ, n)|2 is the estimated short-term PSD of the
noise-canceled microphone signal and Snn(µ, n) is the esti-
mated short-term PSD of the residual noise [3, 5]. The noise
suppression filter that was actually applied,
W (µ, n) = max
{
1−
λ Sˆnn(µ, n)
|E(µ, n)|2
,Wmin
}
, (35)
also takes into account a spectral floor Wmin. In addition, a
noise overestimation can be applied by choosing the factor
λ > 1. To estimate the short-term PSD of the residual noise
Sˆnn(µ, n), the minimum of the short-term PSD of the noise-
canceled microphone signal |E(µ, n)|2 is tracked,
Sˆnn(µ, n) =


∆inc Sˆnn(µ, n− 1),
if Sˆnn(µ, n− 1) < |E(µ, n)|2,
∆dec Sˆnn(µ, n− 1),
else.
(36)
The values of ∆dec and ∆inc are two different time constants.
In order to track the minima, usually the decrease is per-
formed much faster as the increase, e.g. ∆dec ≈ −30 dBs and
∆inc ≈ 1.5
dB
s
.
3.4. Results
By way of example, a section out of the recorded microphone
signal in the scenario 100 km/h of one test subject will be
used for evaluation. In Fig. 5 the spectrograms of the mi-
crophone signal at different stages of the signal enhancement
are depicted. The first spectrogram shows the unprocessed
microphone signal recorded close to the mouth of the test
subject. As can be seen, the signal-to-noise ratio (SNR) is
already not bad due to the small distance between the mouth
and the sensor and due to the cardioid characteristic of the mi-
crophone, but of course some noise is included in this record-
ing. The second plot shows the same section after the noise
cancellation step was performed. Obviously the noise located
mostly in the low frequency range was canceled by applying
the adaptive filter. The last spectrogram shows the resulting
signal after the noise suppression was performed. It can be
seen that the noise suppression leads to a further decreasing
of the captured background noise.
In Fig. 6, the short-term power of a different section of the
recording of one test subject is depicted while the scenario
100 km/h was active. Using this representation, it is possi-
ble to summarize the achieved attenuation values. The noise
cancellation step reduces the short-term power of the noise by
about 15 dB while leaving the speech signal perfectly undis-
torted. The noise suppression step decreases the short-term
power of the noise by another 10 dB while introducing only a
small amount of distortions. In order to minimize the amount
of distortions introduced by the noise suppression, the spec-
tral floor was set to −12 dB.
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Fig. 6: Short-term power of a recorded microphone signal be-
fore any signal processing, after noise cancellation, and after
combined noise cancellation and suppression.
4. CONCLUSION AND OUTLOOK
The results presented above show that the acoustic ambiance
simulation with loudspeakers can be used to record Lombard
speech of different subjects in different noise scenarios. It
was also shown that the calibration was able to reproduce
the PSDs of the driving noise with only a very small error
at the reference positions, i.e. the ears of the speaking person.
Hence, the test subjects perceived the correct hearing impres-
sion while residing in the artificially created noise scenario. In
addition, we succeeded to achieve clean Lombard speech sig-
nals by using our loudspeaker-based acoustic ambiance sim-
ulation. The uncorrelated artificial noise produced by the
acoustic ambiance simulation was canceled by an NLMS-
based adaptive filter, which was able to decrease the power
of the artificial noise by about 15 dB. A database with five
female and five male test subjects at four different noise sce-
narios (reference scenario without any noise, stand still with
engine on, driving at 50 km/h, and driving at 100 km/h) was
created. Thus, the database now comprises 40 different en-
tries of nearly clean Lombard speech.
In order to further improve the realism of the recorded
Lombard speech, a promising research topic is the use of win-
dow loudspeakers for the acoustical ambiance simulation in-
side a test vehicle (see Fig. 4). It is also of interest to record
spontaneous speech. Therefore, more sophisticated tasks, e.g.
map tasks, should be assigned to the test subjects while ac-
tivating different noise scenarios. Another idea is to add a
visual driving simulation as extension to the acoustic am-
biance simulation. For the evaluation of the Lombard speech
database, it would be of interest to compare the features usu-
ally altered by the Lombard effect of the database entries to a
recording within a real driving vehicle.
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