In HIV/AIDS study, the measurements viral load are often highly skewed and left-censored because of a lower detection limit. Furthermore, a terminal event (e.g., death) stops the follow-up process. The time to terminal event may be dependent on the viral load measurements. In this article, we present a joint analysis framework to model the censored longitudinal data with skewness and a terminal event process. The estimation is carried out by adaptive Gaussian quadrature techniques in SAS procedure NLMIXED. The proposed model is evaluated by a simulation study and is applied to the motivating Multicenter AIDS Cohort Study (MACS).
Introduction
In many AIDS studies, the infection and progression of human immunodeficiency virus type 1 (HIV-1) are usually measured by viral load (plasma HIV-1 RNA copies) and CD4 cell count (the number of CD4+ T lymphocytes per volume of blood). Viral load is a measurement of the severity of a viral infection, and can be calculated by estimating the amount of virus in plasma. To model the viral load trajectory as a function of CD4 count and other risk factors, linear and non-linear mixed-effects models have been widely used (e.g., Davidian, 1995; Huang and Dagne, 2012) .
Despite the improvement of measurement technology, viral load measurements are still subject to censoring due to limits of detection (LOD), e.g., left censoring due to a lower LOD at 50 copies/ml in ultra sensitive assay (Schockmel et al., 1997) . To address this issue of censored longitudinal response variables, a common practice is to impute the censored values by the LOD or some values such as half of LOD. These ad hoc imputation methods may produce biased estimates, standard errors, and prediction (e.g., Hughes, 1999; Thiébaut et al., 2006) . Alternatively, Tobit models (e.g., Tobin, 1958; Lynn, 2001; Sattar et al., 2011) that treat all censored measurements as missing values of a latent variable are often used. The Tobit models explicitly incorporate into the likelihood function both the probability that an observation is below LOD and the probability distribution of an observation given that it is above the LOD. The Tobit models, which assume normal distributions for random errors, usually provide consistent parameter estimates when the normality assumption is satisfied.
However, the viral load measurements are often heavily skewed, even after some transformation. The Tobit models lack robustness against departure from the normality and outliers (e.g., Sahu et al., 2003; Bandyopadhyay et al., 2012) and give inconsistent results when the normality assumption for the random errors is violated (Dagne and Huang, 2012) . Thus, it is essential to replace the normal distributions with some more flexible skewed distributions. Azzalini (1985) has considered a skew-normal (SN) distribution and studied its properties. Multivariate SN distributions have been studied in the literature (Sahu et al., 2003) ACCEPTED MANUSCRIPT models (e.g., Ghosh et al., 2007; Huang and Dagne, 2011; Bandyopadhyay et al., 2012) . However, there is no literature discussing the SN distribution in the Tobit models. Furthermore, during the course of AIDS studies, the follow-up of some individuals is stopped by terminal events such as death, dropout due to adverse event (AE) or severe adverse event (SAE), or some other events. Because the terminal events may be related to the individuals' viral load measurement, the terminal mechanism is outcome-dependent. The dependent terminal event time is often termed "dependent censoring" or "informative censoring". Ignoring the dependent censoring leads to biased estimates (Henderson et al., 2000) . To address this issue, joint analysis of survival with repeated measures has been increasingly common (e.g., Wulfsohn and Tsiatis, 1997; Henderson et al., 2000) . Tsiatis and Davidian (2004) and Yu et al. (2004) give excellent reviews of joint modeling research. To the best of our knowledge, there is no work done to simultaneously account for skewness and dependent terminal events in the framework of Tobit models. It is not clear how these two features may interact and simultaneously influence the inferential procedures. The goal of this article is to investigate the covaraite effects in a Tobit model when these two features exist in a longitudinal prospective study. Specifically, we replace the normality assumption for random errors by multivariate skew-normal (SN) distributions and propose a joint model framework to account for the dependent terminal events.
The remainder of the article is organized as follows. In Section 2, we describe the dataset that motivates this research. Section 3 introduces the skew-normal distributions and proposes a joint model for the skewed viral load response variable subject to dependent terminal events, in addition to the estimation procedure. Section 4 provides an extensive simulation study to assess the performance of the proposed joint model. Section 5 applies the proposed model to the motivating dataset. Section 6 gives some concluding remarks and discussions.
ACCEPTED MANUSCRIPT 2 Motivating Data
This article is motivated by the Multicenter AIDS Cohort study (MACS), an ongoing prospective study of the natural and treated histories of HIV-1 infection in homosexual and bisexual men. The study participants had baseline and semiannual follow-up visits. The collected variables include patient characteristics (demographic data, medical history), physical examination, AIDS-related conditions (e.g., blood count, viral load, CD4 count), and repository storage (e.g., serum, plasma, urine, semen, etc.). Our data analysis is based on 1, 339 participants with complete data in viral load, CD4 count, ethnicity, date of birth, time to death/censoring.
To study HIV disease progression, we are interested in the relationship between viral load measurements and CD4 cell count over time while adjusting for other variables (e.g., ethnicity, age, time). These virologic and immunologic markers have been shown to predict progression to AIDS (Mellors et al., 1997) . As pointed out by Huang and Dagne (2011) , CD4 cell count, viral load, or both may be treated as responses in AIDS studies. In this article, viral load is used as a primary endpoint and CD4 cell count is viewed as a covariate to help predict virologic responses.
One caveat here is that the viral load measurements are subject to left censoring due to a lower limit of detection (LOD) at 50 copies/ml. The viral load measurements below this LOD are not accurate. Therefore, we censor these measurements (3, 035 out of 14, 445 measurements, or 21.0%) at the LOD of 50. Moreover, the viral load measurements are skewed, even after log transformation (mean, 8.509; median, 9.379) . To visualize this, Figure 1 (panels a and b) display the density histogram and associated Q-Q plots for the repeated and uncensored viral load measurements (in natural log scale), which reveals some degree of left skewness (estimated skewness is −0.562).
Panels c and d present the histogram and Q-Q plots of the estimates of residuals, obtained after fitting a Tobit model (9) to the MACS dataset. These two plots reveal some left-skewness of the residuals. To this end, some more flexible skewed distributions are to be used for the random errors.
During the course of the MACS study, there are 973 (69.5%) deaths that occurred. It is observed 4 
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that the viral load measurements are associated with the survival time. The left panel of Figure 2 shows plot of mean log viral load values over time for MACS participants with follow-up time less than 16 years (1,030 participants, dotted line) and more than 16 years (309 participants, solid line).
Participants with shorter follow-up time tend to have higher log viral load values, indicating that participants with more severe viral infection are more likely to experience death. The right panel of Figure 2 displays Kaplan-Meier curves showing the difference in time to death for participants with high (median log viral load > 9.38, dashed line) and low (median log viral load <= 9.38, solid line) viral load measurements. Participants with higher viral load values have much shorter time to death than the ones with lower viral load values (log-rank test p < 0.001). These two plots manifest the strong correlation between the viral load values and the time to death.
Statistical models and likelihood inference 3.1 The multivariate skew-normal distribution
We begin with an introduction of multivariate skew-normal (SN) distributions. Following the notation of the SN family in Azzalini (2005) and Arellano-Valle et al. (2006) , a p−dimensional random vector Y = (y 1 , . . . , y p ) has a p−dimensional SN distribution with a p × 1 location vector μ = (μ 1 , . . . , μ p ) , a p × p positive definite dispersion matrix Σ, and a p × 1 skewness parameter vector λ = (λ 1 , . . . , λ p ) , if its density is given by
where φ p (•; μ, Σ) and Φ p (•; μ, Σ) are the probability distribution function (PDF) and the cumulative distribution function (CDF), respectively, of the p-variate normal distribution N p (μ, Σ), with mean vector μ and covariance matrix Σ, and Σ −1/2 Σ −1/2 = Σ −1 . We denote Y ∼ S N p (μ, Σ, λ) for a random vector with the above density function. The mean and covariance of Y are E(Y) = μ + 2 π Δ and Var(Y) = Σ − 2 π ΔΔ , respectively, with Δ = Σ 1/2 δ and δ = λ/ √ 1 + λ λ. Note that if the 5 
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skewness vector λ = 0, then the density of Y reduces to N p (μ, Σ). Moreover, if μ = (μ 1 , . . . , μ p ) , λ 1 = . . . = λ p = λ, and Σ = σ 2 I p with I p being a p × p identity matrix, then Y ∼ S N p (μ, σ 2 I p , λ1 p )
where 1 p is a p × 1 vector of 1. Equivalently, the univariate formulation of (1) is y k ∼ S N(μ k , σ 2 , λ)
for k = 1, . . . , p, which is the case to be used in this article. This univariate SN distribution has the
where φ(•) and Φ(•) are the PDF and CDF, respectively, of the standard normal distribution. The univariate SN distribution has the CDF
where
1+x 2 dx with values between 0 and 1 is Owen's T function (Owen, 1956) . The mean and variance of y k are μ k + σδ 2 π and σ 2 (1 − 2δ 2 π ), respectively, with δ = λ 1+λ 2 . As a special case, the density of y k reduces to N(μ k , σ 2 ), when the skew parameter λ = 0.
Model and notation
Let y * i j be the response value (e.g., viral load) for individual i (i = 1, . . . , N) at time t i j ( j = 1, . . . , n i ), subject to censoring due to upper and lower limits of detection (LOD), where n i is the number of repeated measurements for individual i. For simplicity, we only consider left censoring with a lower limit d, but our method can be easily extended to right censoring, double censoring, and
. . , y * in i ) and y i = (y i1 , . . . , y in i ) . To model the covariate effects, we consider a linear mixed effects (LME) model with a SN distribution. 
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with the assumption that
where X i is the n i × p design matrix corresponding to the fixed effects (e.g., CD4 count, age, and time, etc), β is a p × 1 vector of fixed effects, Z i is the n i × q design matrix corresponding to the q × 1 vector of random effects u i , and i is the n i × 1 vector of random errors following the SN distribution with n i ×n i dispersion matrix Σ and n i ×1 skewness parameter vector λ = (λ 1 , . . . , λ n i ) .
We refer to models (4) and (5) as the multivariate skew-normal Tobit model.
Next, we discuss the model formulation under the univariate SN distribution. If λ 1 = . . . = λ n i = λ, and Σ = σ 2 I n i with I n i being a n i × n i identity matrix, then i ∼ S N n i (0, σ 2 I n i , λ1 n i ) where 1 n i is a n i × 1 vector of 1. Equivalently, i j follows univariate SN distribution S N(0, σ 2 , λ) for j = 1, . . . , n i , which is the case used in this article. The skewness parameter λ indicates the degree of skewness (skewness increases as λ increases in absolute value), with positive λ being right-skewed and negative λ being left-skewed. If λ = 0, then i j ∼ N(0, σ 2 ). Thus, when i j ∼ S N(0, σ 2 , λ),
where X i j and Z i j are the jth row of matrices X i and Z i , μ i j is the conditional mean given the random effects u i . The response value y * i j has PDF f (y * i j |μ i j , σ 2 , λ) as formulated in (2) and CDF F(y * i j |μ i j , σ 2 , λ) as formulated in (3). We refer to model (6) 
where h 0 (•) is the baseline hazard function, u i is the shared random effects accounting for the correlation between the longitudinal and survival processes and ν measures their association. We 7 
consider two types of baseline hazard function: Weibull distribution (e.g., h 0 (t i ) = αλ D t α−1 i ) and
piecewise constant function. Lawless and Zhan (1998) and Feng et al. (2005) illustrated that models using a piecewise constant baseline hazard yield good estimators for both fixed effects and frailty. Piecewise constant baseline hazard function has been widely used in the literature (Liu and Huang, 2009) . Given a set of fixed time points 0 = τ 0 < τ 1 < . . . < τ m , and the baseline hazard vec- 
We refer to the proposed joint models L i (θ|u i , D i ) assuming the skew-normal and normal distributions for i j as models JM SN and JM N , respectively. Moreover, we consider the reduced models assuming independence between the longitudinal outcomes and survival time (i.e., ν = 0). We refer to the reduced models assuming the skew-normal and normal distributions as models RM SN and RM N , respectively.
Maximum likelihood estimation
The marginal likelihood for one individual is
. This likelihood function involves an integral with respect to random effects and the integral cannot be evaluated analytically. Numerical integration such as Laplace approximation (Liu et al., 2008) or Gaussian quadrature (Liu and Huang, 2009) Gaussian quadrature is adopted to approximate the integral. In numerical analysis, a quadrature rule is an approximation of the definite integral by a weighted sum of function values at specified points within the domain of integration. Moreover, the adaptive Gaussian quadrature method accounts for the shape of the likelihood when placing quadrature points, which is more efficient and provides a better approximation than the non-adaptive Gaussian quadrature with equally spaced points (Lesaffre and Spiessens, 2001) . In addition to accurate parameter estimates and available standard error estimates, the adaptive Gaussian quadrature method possesses the advantage of easy implementation because SAS procedure NLMIXED only requires inputting the likelihood (conditional on random effects) explicitly and the approximation of the marginal likelihood can be directly maximized. To facilitate easy reading and implementation of the proposed models, a sample SAS code for fitting the proposed model with a piecewise constant baseline hazard function has been presented in the Web Supplement.
One caveat here is that the likelihood in model (8) 
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regression parameters γ in Eq (7), we fit a parametric Cox model (using proc phreg in SAS) and use the estimates as the initial values.
Simulation Study
In this section we report results from an extensive simulation study of four settings to compare the performance of the proposed joint models and reduced models. In each setting, we generate 3, 000 datasets with sample size N = 500. The simulated data structure is similar to but simpler than the MACS study. The joint model that we adopt is
where y i j is subject to left censoring at d = 4.5.
We assume the repeated measurements y * i are observed at five time points (t i j with j = 1, . . . , n i = 5). Covariates for both submodels include a continuous variable x i1 sampled from standard normal distribution, a binary variable x i2 which takes value 0 or 1 each with probability 0.5, and time variable t i j to denote the linear time trend. The random errors i j are simulated from N(0, σ 2 ) or i j ∼ S N(0, σ 2 , λ) with various σ and λ. The random effects u i are simulated from N(0, σ 2 u ) with various σ 2 u . The baseline hazard functions for terminal events are h 0 (t i ) = 0.0157t −0.57 i (Settings I, II, and III) and h 0 (t i ) = 2t i (Setting IV), respectively. The independent censoring time censors about 30% of the total individuals. We apply the estimation framework in Section 3.3 to obtain inference. The simulation results presented in Tables 1 to 4 table) distributions. Table 1 suggest that when the longitudinal data have either normal or skewnormal distributions, both the reduced and joint models generate comparable results, i.e., the bias is negligible, SE is generally close to SEM, and the confidence interval coverage probabilities are reasonably close to 95%. Under model overparameterization, the estimates of ν from both joint models JM N and JM SN are correctly close to zero.
In Setting II, the death hazard shares random effects u i with the longitudinal model with ν = 0.3, indicating that higher repeated measures (e.g., viral load) are associated with a higher death rate.
The longitudinal data have either normal (upper table) or skew-normal (lower table) distributions. Table 2 suggests that in Setting II with some correlation (i.e., ν = 0.3), both joint models provide estimates of all parameters with negligible bias, SE being generally close to SEM, CP being reasonably around the nominal value. In contrast, the reduced models give biased estimates (bias is generally one order of magnitude larger than the joint model counterparts) and low coverage probabilities, especially for the Tobit model regression parameters β, σ 2 u , and the survival regression parameter γ.
In Setting III, the terminal event is dependent on the skew-normally distributed longitudinal outcome with skewness λ = −1 and σ = 1. The results in Table 3 suggest that in the proposed joint model framework, the correct model JM SN provides reasonable estimates, while model JM N also provides reasonable estimates for all parameters except the Tobit model intercept β 0 (because of the intercept shift from the SN distribution, i.e., E( ) = σ δ √ 2/π = −0.399). Moreover, because the skewness in longitudinal measurements is modeled by the parametric skew-normal distribution, it is essential to assess the robustness of the proposed joint models under model misspecification. Table 4 displays the results of fitting the joint models JM SN and JM N in Setting IV when the random errors are simulated from a skew-t distribution (degree of freedom df=5 and skewness λ = 1.5).
The results in Table 4 suggest From the simulation study, we conclude that in the presence of independent terminal events, the joint models provide results comparable to the reduced models and the estimate of the parameter ν is correctly close to zero, when the longitudinal data have either normal or skew-normal distributions. Under the dependent terminal mechanism, the joint models provide more accurate estimates for all parameters than their reduced model counterparts, when the longitudinal data have either normal or skew-normal distributions. Furthermore, when the random errors distribution is skewed but its distribution is misspecified, the proposed joint model JM SN , by accounting for the skewness, still provides reasonably accurate estimates for all parameters except the longitudinal regression intercept.
Real Data Analysis
We apply our model to the MACS dataset. Among the 1, 339 participants included in this analysis, 
The model for the hazard of death is
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We make inference using the SAS procedure NLMIXED with the adaptive Gaussian quadrature estimation method of 50 quadrature points. For baseline hazard h 0 (•), we use both Weibull distribution and piecewise constant function (10 intervals with cutpoints at every 1/10th quantiles). Table 5 compares all joint and reduced models under various assumptions of baseline hazard functions using −2LogLik (−2 times the log likelihood), the Akaike information criterion (AIC) (Akaike, 1974) and Bayesian information criterion (BIC) (Schwarz, 1978) as model section criterion. All joint models perform significantly better than their reduced model counterparts with smaller −2LogLik, AIC and BIC values, suggesting that the joint models are more preferable than their reduced model counterparts. Moreover, the models with piecewise constant baseline hazard functions perform significantly better than their counterparts with Weibull baseline hazard functions. Model JM S N with a piecewise constant baseline hazard function is selected as the final model because it has the best predictive ability with the smallest −2LogLik, AIC and BIC values. Table 6 provides 1 and 2) . Similar conclusions can be made from those models, although the parameter estimates are slightly different.
Discussion
In this article, we propose a joint modeling framework which consists of a skew-normal Tobit 
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have modeled the covariate effects as linear. Although this assumption simplifies the models, it may not be supported by the data. In our future research, we would like investigate a class of varyingcoefficient models (Sun and Wu, 2005 ) that incorporate the time-dependent covariate effects via penalized splines with a truncated polynomial basis and a fixed number of knots (Ruppert, 2002) .
Moreover, the Tobit linear mixed model can be extended to a Tobit nonlinear mixed model to account for the nonlinearity of the viral load measurements. Another issue is that the CD4 count measurements may be subject to measurement errors. How to address covariate measurement errors is an interesting research topic in our joint modeling framework.
We have chosen a normal distribution for the random effects because it is flexible in modeling the covariance structure within subject and between the longitudinal and survival processes and it has meaningful interpretation on correlation. In generalized linear mixed models, misspecification of random effects distribution has little impact on the parameters that are not associated with the random effects (Jacqmin-Gadda et al., 2007; Rizopoulos et al., 2008; McCulloch et al., 2011) . The impact of random effects misspecification in the proposed modeling framework warrants further investigation. It is of interest to investigate our joint models performance when the underlying random effects distribution is from the more flexible parametric families of asymmetric distributions (e.g., skew-normal/independent distribution (Lachos et al., 2010) and skew-elliptical distribution (Sahu et al., 2003) ), which are analytically tractable, accommodate practical values of skewness and kurtosis, and include the skew-normal distribution as a special case. We will also investigate the effect of random effects misspecification and relax the normality assumption by considering Bayesian non-parametric (BNP) framework based on Dirichlet process mixture (Escobar, 1994) . 
