A postprocessing technique to improve the accuracy of Galerkin methods, when applied to dissipative partial differential equations, is examined in the particular case of very smooth solutions. Pseudospectral methods are shown to perform poorly. This performance is studied and a refined postprocessing technique is proposed.
Introduction
In recent years, a simple and computationally inexpensive algorithm to improve the accuracy of Galerkin methods, for dissipative partial differential equations (PDEs), has been developed. In this paper, we review this technique, the so-called "Postprocessing Galerkin Method", and examine its performance when the solutions of the PDE are in a certain Gevrey class of regularity (see [4, 5, 12, 14, 18, [33] [34] [35] [36] 42, 43] and references therein for discussions and examples concerning Gevrey regularity).
The postprocessing Galerkin method is of value when dealing with dissipative PDEs. Such evolution equations can be written in the abstract form
in an appropriate Hilbert space H with norm · and inner product (·, ·). Usually H is L 2 (Ω) for a bounded domain Ω with smooth enough boundary. The solutions of (1) are determined uniquely by the initial condition
In (1), the operator A is typically the Laplacian operator − or the biharmonic operator 2 under appropriate boundary conditions, F gathers the nonlinear terms and the lower order derivatives, f is a forcing term independent of u, and ν is a positive diagonal matrix, however, for simplicity we will consider here only the scalar case. In general, the operator A is a densely-defined, unbounded, selfadjoint positive operator with compact inverse (see, however, [42, 43] ). Therefore the Hilbert space H has an orthonormal basis {w 1 , w 2 , . . .} of eigenfunctions of the operator A. That is, Aw j = λ j w j , for j = 1, 2, . . . , with w j = 1. The corresponding eigenvalues are ordered such that 0 < λ 1 λ 2 · · · . Dissipative equations are characterized by the following property: There exist constants M 0 > 0 and M 1 > 0 such that for any R > 0, there exists a positive time T 0 = T 0 (R, ν) such that for u 0 ∈ H with u 0 < R, the solution u of (1), (2) satisfies,
That is, in dissipative evolution equations the solutions become eventually bounded, and in particular the possibility that the solutions blow up in finite time is excluded. Let us observe that depending on the regularity of the forcing term (and the nature of Eq. (1)), the solution u(t) is usually more regular than what (3) suggests, and typically for t > 0, u(t) ∈ D(A s ) for some s 1 or even u(t) ∈ D(e γ A σ/2 ) for some γ > 0 and where σ = 1 when A = − and σ = 1 2 when A = 2 (see, e.g., [5, 12, 14, 18, 35] ). Typical examples of dissipative PDEs include model equations like:
(i) The reaction-diffusion (RD) equation (real forced Ginzburg-Landau equation)
in Ω = [0, π] with boundary conditions u(0, t) = u(π, t) = 0. (ii) The Kuramoto-Sivashinsky equation
in Ω = [−π, π ] with periodic boundary conditions. For simplicity we will consider here the case of odd periodic solutions, i.e., u(−x, t) = −u(x, t). (iii) The two-dimensional Navier-Stokes (NS) equations
in a domain Ω ⊂ R 2 , with no slip boundary condition u = 0 on ∂Ω.
Other well-known instances of dissipative PDEs that fall into the framework (1), are viscous Burgers' equation, the Cahn-Hiliard equation, the complex Ginzburg-Landau equation, etc. (see, e.g., [45] for these and other dissipative equations).
Since we will present examples related to (4) and (5), we treat in detail the framework of (1) for these equations (for the NS equation, see, e.g., [6, 45] 
2 dx < ∞}, in the case of (4), and in the case of (5) we restrict ourselves to
In both cases we consider the norm
, with the associated inner product
In the case of the RD equation, the operator A is A = −∂ xx under homogeneous Dirichlet boundary conditions, and thus λ j = j 2 , j = 1, 2, . . . , and in the case of the KS equation A = ∂ xxxx restricted to L 2 per, odd and λ j = j 4 , j = 1, 2, . . . . In both cases the set The postprocessing technique, which we developed in [19, [25] [26] [27] , applies to Galerkin methods for (1), (2) . In a Galerkin method, the first requirement is a sequence of finite-dimensional subspaces W m , m = 1, 2, . . . , of V , with ∞ m=1 W m dense in H . Typical examples are the cases where W m is composed of trigonometric polynomials of degree at most m in the case of Fourier spectral methods, of polynomials of degree at most m in the case of spectral methods based on Legendre polynomials, or of piecewise polynomials of degree at most r based on a partition of Ω into m elements, in the case of finite element methods. In this paper and in the case of (4) and (5) we will consider Galerkin methods based on
(i.e., we will be considering Fourier spectral methods). Let us denote by P m : H → W m the orthogonal projection of H onto W m , which, for v ∈ H is defined by
In the particular case of (4) and (5), notice that P m is nothing else than the truncation of the Fourier series, that is, for
In the Galerkin discretization of (1), (2) one considers the following family of approximating problems:
for t ∈ (0, T ] with the initial value
The Postprocessing Algorithm. Next we describe the postprocessing technique introduced in [25] [26] [27] . Suppose we are interested in the solution of (1), (2) at a given time T , that is, u(T ).
(i) Integrate first (8), (9) up to time T .
(ii) Then solve the following linear elliptic problem: Findũ ∈ V such that
(iii) The solutionũ found in the previous step is the new approximate solution.
The new approximationũ is in general more accurate than the Galerkin approximation u m (T ), in the
The smallness of u(T ) −ũ with respect to u(T ) − u m (T ) depends on how large m is, the type of equation, and the regularity of the solution u of (1), (2) . It is well-known that if the solution u of (1), (2) satisfies max 0 t T A s u(t) < ∞, then the Galerkin approximation u m , for m sufficiently large, satisfies the bound
where C = C(max 0 t T A s u(t) ). For the approximationũ the following result is proved in [25] . 
where β = 1 in the case of the RD equation and β = 3/4 in the case of the KS equation.
Remark 1.
Similar results are proved in [25] for other model equations such as Burgers' equation, the Cahn-Hiliard equation and the two-dimensional Navier-Stokes equations under periodic boundary conditions, when discretized with Fourier spectral methods. For other boundary conditions we refer the reader to [26] . The postprocessing of spectral methods based on Chebyshev and Legendre polynomials is studied in [19, 22] , and that of finite-element methods in [27] . More refined postprocessing techniques are developed in [41] . The case of spectral elements is studied in [20, 21] .
Remark 2.
Recently, it has been shown in [38] that the postprocessing Galerkin scheme, described above, arises in a very natural way through a classical truncation analysis of the underlying dissipative evolution equation. More specifically, it is shown that, to leading order, the correct approximative scheme is actually the postprocessed Galerkin method (8)- (10), and not the standard Galerkin method (8) , (9), as is commonly believed. Consequently, the new approximationũ can be expected to be more accurate than the Galerkin approximation u m (T ).
Thus, solving the linear problem (10) brings a new approximationũ with an improved convergence rate with respect to the Galerkin method. It must be noticed that in practice, (10) is never solved, since its solution belongs to the infinite-dimensional space V . Rather its solutionũ is approximated byũ m 1 ∈ W m 1 obtained by solving
Notice that (13) is the Galerkin method, of order m 1 , applied to (10) . Accordingly, the value of m 1 is chosen so that the error in solving (13) instead of (10) is not larger than the error of the postprocessed Galerkin method. In view of Theorem 1 and the error bound (11) a sensible choice is m 1 = m l+β/s . An idea of the better accuracy of the postprocessed Galerkin method can be seen in the results shown in Fig. 1 . They correspond to the RD equation (4) with initial condition u 0 (x) = sin(x) and forcing term f taken as
The purpose of choosing this forcing term is that the regularity of solution u is not very high. For this forcing term, max 0 t T A s u(t) < ∞ for s < 7/4 but not higher, so that the effect of the extra exponent β = 1 in the error bound (12) of the postprocessed Galerkin method is more noticeable with respect to the bound (11) of the Galerkin method. We make the forcing term time-dependent so that the solution u does not evolve to a steady state. Fig. 1 is a convergence diagram depicting the errors committed by the methods when used with different values m of Fourier modes. In the horizontal axis the value N = m + 1 is represented. Each pair (N , error) is marked with an asterisk in the plot. Pairs corresponding to a given method are joined by segments, so that we get an idea of the results for values of N different from those represented in the diagram. Results corresponding to the standard Galerkin method are joined by a continuous line, and those of the postprocessed Galerkin method by a discontinuous line. It can be seen that, for a given value of N , the postprocessed method commits error substantially smaller than the Galerkin method (ten times smaller on average), and that the difference between the two methods increases as N grows. In Fig. 2 (left diagram) we have represented the same errors as in Fig. 1 but plotted against the smallest amount of computing time that it took to achieve them (on a SUN Ultra-1 Mod. 140). The purpose is to see that the accuracy enhancement brought by the postprocessing step (10) is done at negligible computational cost. As mentioned before, once u m (T ) is available, the cost of obtainingũ is that of solving the linear problem (10) (or, in practice, (13) ) which is negligible as compared with the CPU time spent in obtaining u m (T ) . Observe that the system of ordinary differential equations (8) cannot in general be solved exactly, and has to be approximated by using a numerical time integrator. We made sure that the error arising from time integrating was negligible as compared to the Galerkin error u(T ) − u m (T ) . The time integrator used in all the experiments shown in this paper was VODE [2] with internally computed diagonal Jacobians (VODE option MF=23). The efficiency of time integrators like VODE when dealing with discretizations of dissipative equations was studied in [23] (see also [24] ). The main parameter to VODE is the tolerance below which local time discretization errors are desired. For every value of m, we ran VODE with different values of the tolerance and measured errors to be sure that time-integration errors were not dominant. For example, the solution taken as exact was computed with m = 8191 and with VODE tolerances 10 −11 and 10 −13 . The norm of difference between the two computed solutions turned out to be smaller than 10 −12 , much smaller than any of the errors shown in Figs. 1 and 2 . For a given value of m, once the smallest error achieved with that value of m was determined, we looked for the largest tolerance (i.e., smaller cost) with which that error (with the same value of m) was achieved. The resulting cost was selected for Fig. 2 .
It can be seen in Fig. 2 that the results of the postprocessed method (discontinuous line) are on the left of those of the Galerkin method. This means that for a given accuracy, the combination of Galerkin method plus postprocessing requires less computing cost to achieve that accuracy than the Galerkin method. The results show that the postprocessed Galerkin method is, for a given accuracy, between 2 and 3/2 times faster than the Galerkin method.
In Fig. 2 (right diagram) the results corresponding to the pseudospectral (PS) method and the postprocessed pseudospectral method are added to those of the Galerkin and postprocessed Galerkin method. We remark that in practice, the Galerkin or spectral method is hardly used, since computing the projection P m F (u m ) of the nonlinear terms in (8) 
The error committed in replacing P m F (u m ) by I m (F (u m )) is known as aliasing error (see, e.g., [3] ). The influence of the aliasing error is in most cases negligible or so small that the smaller costs of the PS methods compensates for it, so that the PS method (although less accurate) is computationally more efficient than the Galerkin method. This can be seen in Fig. 2 where the results of the PS method, which are represented by crosses joined by continuous lines, are on the left of those of the Galerkin method (asterisks with continuous lines), meaning that the PS method requires less cost to achieve a given accuracy. It can also be seen that the postprocessed PS method (crosses joined by discontinuous lines), is the most efficient method of the four depicted. In fact, Theorem 1 is also valid when u m is the PS approximation.
The rest of this paper is as follows. In Section 2 we review the postprocessed Galerkin method. Section 3 is devoted to study the performance of the methods when dealing with problems whose solutions are very smooth (real analytic with uniform radius of analyticity). The last section contains the conclusions.
Review of the postprocessing method

Defect-correction techniques
The postprocessed Galerkin method is related to classical defect-correction techniques for steady state problems. To better appreciate this fact, suppose that we are dealing with a steady state problem, so that instead of (1) and (8) we have
Then, the postprocessed Galerkin method would be:
(1) Find first the Galerkin approximation v m ∈ W m by solving (17) .
Thus, the whole technique amounts to solve in step (1) the full nonlinear problem in the simpler space W m where the nonlinearities are more easily treated, and then compute a correction in step (2) . Furthermore, onceṽ is computed, a better approximation Defect-correction techniques, or the related two-grid, two-level or multilevel methods are a well established technique for nonlinear steady problems (see, e.g., [1, 13, 37, 47, 48] , and the references cited therein). That is, there is nothing new in the above steps (1), (2) . For evolution problems, similar defectcorrection techniques are used on the steady problems that arise when doing implicit time-stepping. 
Thus, step (2) can be used to find an approximationũ (n) to u(t n ) ∈ V better than u (n) ∈ W m . More recently, there has been renewed interest in multilevel methods for evolution problems (see, e.g., [7, 39, 40] ). But so far, the two levels (or several levels) of discretization are maintained in the whole interval (0, T ] (i.e., defect-correction techniques are used at every time step like (18)). What the postprocessed Galerkin method suggests is that it is safe (up to a point) to work at the lower level of discretization (or coarse grid) in the interval (0, T ), and use the higher level of discretization only at the time t = T when the time integration on the coarser grid is completed.
The relation between the postprocessed Galerkin method and defect-correction techniques can be better seen by considering the steady problem of finding w ∈ V such that
which has an obvious solution w = u(T ). Notice, however, that the right-hand side of (19) is not known due to the term du(T )/dt since it involves the unknown u that we want to approximate. The postprocessed Galerkin method replaces this problem by finding v ∈ V such that
That is, in the right-hand side, the unknown term du(T )/dt is replaced by the already computed du m (T )/dt. Now the postprocessed Galerkin method can be seen as nothing else than the step (2) of the defect-correction method applied to (20) , since the Galerkin approximation v m to the solution v of (20) 
The case of spectral methods
When the Galerkin method is based on the eigenfunctions w j of the operator A in (1) the postprocessing step (10) can be further simplified. We explain in this section this simplification as well as the convergence properties of the method.
If the spaces W m where the Galerkin approximation u m is sought are eigenspaces of A, that is,
then, the projection P m onto H m commutes with A, that is
Thus, since, as already shown P mṽ = u m (T ), it is only left to computeq = (I − P m )ṽ. Applying I − P m to (10), and taking into account (21) , it follows that
By decomposing
the error u(T ) −ṽ can be orthogonally decomposed as
For the first term on the right-hand side above, the following result is proved in [25] .
Theorem 2. Let u be the solution of the RD equation or the KS equation with u(0) = u 0 . Then if max 0 t T A s u(t) < ∞, there exist a positive constants C = C(max 0 t T A s u(t) )
and m 0 such that for m m 0 the Galerkin approximation or the pseudospectral approximation u m solution of (9) and (8) or (15) , respectively, satisfies that
where β is as in Theorem 1.
Comparing the bound (25) with (11), the result above states that u m is a much better approximation to p = P m u than to u itself. Thus, if the error u − u m is orthogonally decomposed as u − u m = (p − u m ) + q (recall (23) above), then, at least as m → ∞ the dominant component is q. Hence, in view of (24), the computation ofq in the postprocessing step increases the accuracy by approximating the q part of u.
To study the error component q(T ) −q, it is better to introduce Φ ∈ (I − P m )H defined as the solution of
Thus q(T ) −q can be further decomposed as
For the second term on the right-hand side above, it can be shown (see, e.g., [10] ) that
with L = L(M 1 , ν). Thus, with Theorem 2 in sight, we only have to bound the first term on the right-hand side of (27) . For this term, it is shown in [16] 
m+1 log(λ m+1 /λ 1 ) in the particular case of the Navier-Stokes equations with time independent forcing term (see [32] for the case of time dependent forcing). Similar results for other equations can be found in [8, 9, 15, 17, 29, 30, 46] . Using the techniques in these references it is possible to show that
(at least when in (3) T 0 = 0), where C = C(ν, M 1 ) (see also remarks in [25] ). The value β depends on the particular equation. For example, it is β = 1/2 for the viscous Burgers' equation and the two-dimensional Navier-Stokes equation, β = 2 for the RD equation considered here, and for general reaction-diffusion (dissipative) equations with polynomial nonlinearities, and β = 3/4 for the KS equation.
Smooth solutions
We have seen that for spectral methods, the postprocessing step (10), or, rather, (22) computes a new approximation with improved convergence rate. The error bound is decreased by a factor Cλ −β m+1 with the value β depending on Eq. (1). Obviously, this enhancement of the convergence rate with respect to the Galerkin method (or PS method) will be more significant the smaller the value of s in (11) . In the example of Section 1, the error in the Galerkin and PS methods decay like (almost) λ −7/4 m+1 = N −7/2 , whereas in the postprocessed methods, the error decays like (almost) λ
, that is N −2 smaller. As a consequence, for a given level of accuracy, the postprocessed methods can achieve that accuracy while saving between 30% and 50% of the cost that the standard methods, on which they are based, need to attain that accuracy.
If the solutions are smoother, however, the improvement is less significant. In [25] , the experiments with the two-dimensional Navier-Stokes equations, with Galerkin and PS errors decaying like N −13/2 the postprocessed methods, for a given error, save only between 20% to 40% of the cost of the standard methods (although the savings can be larger if errors are measured in the H 1 norm [26] ). However, it is usually the case that errors in standard methods decay much faster than algebraically. This is the case when the solutions u of (1), (2) [14, 18] ). In this case, the errors in Galerkin and PS can be bounded as
see [12, 31, 32] . One may then ask what will be the improvement of the postprocessing step (10) in this situation.
We first consider one of the components of the error, q(T ) − Φ (recall (27) ). As pointed out (and checked experimentally) in [28, 31] (see also [25] ) the bound (29) should be replaced by
Thus, when postprocessing, one can only expect an algebraic improvement in the error bound with respect to the exponential rate of decay of the error in Galerkin or PS methods (30) . Thus, when the solution u of (1), (2) belong to a Gevrey class of regularity, the practical usefulness of the postprocessing spectral methods becomes questionable. This is more so since spectral methods are most efficient when u is very smooth (i.e., Gevrey class). When this is not the case, other discretizations such as finite-difference methods or finite-element methods are usually more efficient from the computational point of view.
However, the outcome may not be as clear-cut as the previous paragraphs suggest. On the one hand if the geometry of the domain, software availability, etc. impose the use of finite-element methods, postprocessing may bring a substantial computational saving regardless of the smoothness of the solution. Numerical experiment with finite-element methods in [27] show an example where, while solutions belong to a Gevrey class of regularity, the postprocessed Galerkin method saves between 15% to 25% of the cost of the Galerkin method to achieve a predetermined accuracy. This is due to the fact that in finiteelement methods, unlike spectral methods, errors decay algebraically with the mesh size, rather than exponentially with m, so that the algebraic improvement in the error bound brought by postprocessing is (almost) as noticeable as that shown in the example of Section 1.
On the other hand, the factor λ −β m+1 may be not that small with respect to e −γ λ σ/2 m+1 if γ 1. In the rest of the section we consider two examples in which the effect of the size of γ and other issues pertinent to spectral methods are examined in relation to postprocessing.
We first test the postprocessing step with the KS equation with the parameter θ set to θ = 30.349489198. For this value of θ , the solution u corresponding to certain initial conditions converges to a periodic (in time) solution. The initial condition (provided to us by R. Wallace) was obtained by the bifurcation package AUTO [11] . Fig. 3 shows a convergence diagram for T = 12. The symbols to represent the different methods are the same as in Section 1. The truncation value m 1 in (13) was set to 2(m + 1) − 1, since in view of the nonlinear terms of the KS equation (5), u m (T ) ∈ H m implies that F (u m ) ∈ H 2m . We first notice the exponential convergence of the methods, that is, that errors decay exponentially with N rather than algebraically as in Fig. 1 , which is the same conclusion as in [31] . We also observe that the PS method (crosses joined by continuous lines) commits errors significantly larger than the Galerkin method (asterisks joined by continuous lines). Taking into account that the error can be decomposed as and since the last term on the right-hand side above is shared by both the Galerkin and the PS methods, then the larger errors of the PS method are due to P m u(T ) − u m (T ) being larger in the PS method than in the Galerkin method. Since this term in unaltered by the postprocessing step, it is to be expected then that postprocessing does not reduce the errors of the PS method. Indeed this is what happens: in Fig. 3 , the results of the postprocessed PS method are exactly those of the PS method (i.e., postprocessing the PS method does not increase the accuracy in this example). Error bounds for the postprocessed PS method (based on Chebyshev polynomials) are proved in [22] for some dissipative equations, with special attention to the case of smooth solutions. The proofs there can be easily adapted to the present case.
In Fig. 3 we also observe that postprocessing increases the accuracy of the Galerkin method. But compared with Fig. 1 , the postprocessed Galerkin method hardly improves on the Galerkin method. For a given value of N , the errors of the postprocessed Galerkin method are at most two times smaller than of those of the Galerkin method (recall that in Fig. 1 they were typically ten times smaller than those of the Galerkin method).
We see then that when solutions are in a Gevrey class, the benefits of postprocessing may be hardly noticeable. In this example with the KS equation, Fourier coefficients of the solution (and, hence, errors in the Galerkin method) decay very fast with the wave number. An estimate of the decay rate γ is shown to be γ ≈ 1.3 in Fig. 4 . In Fig. 4 we also show the Fourier coefficients of the solution of the RD equation with ν = 10 −4 and u 0 (x) = sin(x) at time T = 20. In this example, we used as forcing term
Notice that, again, we chose a time-periodic forcing term so that the corresponding solutions do not fall into a steady state. We see in Fig. 4 that for the RD equation forced with (33) , the decay rate is γ ≈ 9.5 × 10 −3 , more than a 100 times smaller than in the example of the KS equation. As mentioned before, this may give a chance to the postprocessing techniques to improve accuracy more noticeably. Thus in the rest of this section, we comment on this example of the RD equation. We remark that, due to our experience in [24] , the cutoff value m 1 in (13) was set to m 1 = 3(m + 1)/2.
We turn our attention first to the PS method. The errors in the postprocessed PS method (not shown here), as in the KS example, are hardly any better than those of the PS method (indeed they are practically the same). This, as in the example of the KS equation, should not be surprising in view of the convergence diagram in Fig. 5 . Comparing the continuous lines of the standard methods, it can be seen that the PS method commits double error than the Galerkin method (recall that N = m + 1).
It is interesting to study in more detail the sources of error in the PS method. In Fig. 6 (top diagram) we have represented the size of the Fourier coefficients of the error u(T ) − u m (T ) for the Galerkin (continuous line) and the PS method (discontinuous line) for N = 512. It can be seen that for the PS method the error coefficients are much larger than those of the Galerkin method up frequency j = 511 (marked with an asterisk for the Galerkin method and with a cross for the PS methods). From j = 512 onwards the error coefficients of both method coincide since they are those of (I − P 511 )u(T ). Furthermore, the norms of (P 511 u(T ) − u m (T )), for both methods, and of (I − P 511 )u(T ) are shown in the plot. We see that whereas for the Galerkin method P 511 u(T ) − u m (T ) is more than 20 times smaller than I − P 511 )u(T ) , for the PS method they are comparable. So even in the (unlikely) case that, after postprocessing (I − P 511 )(u(T ) −ũ) = 0, the error u(T ) −ũ would still be 2.8 × 10 −6 since P 511 (u(T ) −ũ) = P 511 u(T ) − u m (T ). Observe also that for the Galerkin method since
, whereas this is not the case for the PS method.
In Fig. 6 , it can be observed also that, specially for the PS method, the error grows with the wave number up to j = 511, and specially from j = 350 to j = 511 the growth rate is larger. This is not a particular feature of this example, but we have observed this phenomenon in the experimental work with Gevrey class of regularity solutions of [24] . Thus, in order to postprocess the PS method, the last modes must be discharged (filtered out). This idea of removing the last modes of the solution and postprocessing the rest was first suggested in [25] , and it has been used to postprocess with more refined techniques [41] .
Accordingly, we replace the postprocessing step in the PS method by
for some m 0 < m. In the experiments in this section, we took m 0 = 7(m+1)/8−1, and the approximation P m 0 u m (T ) +q will be denoted by postprocessed PS8 method. In −5 , for a given value of N , the errors committed by the postprocessed PS8 method are on average four times smaller than those committed by the PS method, and this ratio becomes smaller as larger values of N are used. Observe also that the errors of the postprocessed Galerkin method are, on average, more than ten times smaller than those of the Galerkin method.
We finally investigate computational efficiency. Fig. 7 shows errors vs cost. Before examining Fig. 7 we comment on how the pairs (CPU time, error) were selected for Fig. 7 . We performed experiments with a few values of N . Since in our programs nonlinear terms are evaluated by collocation and FFT (see, e.g., [3] ), and since FFT algorithms are more cost effective when the prime factors of N are small, we chose N = 256, 348, 512, 640 and 768. We tried these values of N with different values of the time integrator tolerance. Fig. 8 shows all the results we obtained for the Galerkin and the postprocessed Galerkin methods, with results corresponding to a given value of N joined by segments. For the efficiency diagram in Fig. 7 we chose the leftmost values in the plots of Fig. 8 (they appear in Fig. 8 joined by a dotted line). In this way, it is reflected more accurately what happens in actual computations. Notice that in practice, one uses values of N with small prime factors.
Let us examine then Fig. 7 . We see that the postprocessed PS8 method, for most of the error levels represented in the plot is slightly more advantageous than the standard PS method. We see, for example, that the postprocessed PS8 method, for errors around 10 −7 , cost less than 1/3 of the cost of the PS method. However, this is the most favorable case: most of the pairs (CPU time, error) corresponding to Hence, strictly speaking, the postprocessed methods in this example are not manifestly more efficient than the standard methods on which they are based. This would be a right conclusion if the postprocessed methods were independent of the standard methods, and one had to choose between postprocessed or standard method before doing the computation (as one has to when choosing between Galerkin or PS methods). With postprocessed methods, one has to use a standard method to obtain the approximation u m (T ). Then, for a more accurate approximation, there are two options. If, when computing u m (T ) we have been cautious with the time-integration tolerance and time-discretization errors are not dominant (a situation common in practice), we can computeũ with the postprocessing step (10), which cost almost nothing since u m (T ) is already computed, and the most likely outcome (as shown in Fig. 5 ) is an improved (more accurate) approximation. The other option is to start from the beginning and compute an approximation u m (T ) with m > m, whose cost amounts to that of computing u m (T ) andũ again. Looked at from this point of view, it is clear that postprocessing is a computationally efficient procedure.
Conclusions and further remarks
We have seen that when dealing with very smooth solutions (Gevrey class of regularity), the postprocessed Galerkin and PS methods do not seem to be as computationally efficient as when dealing with "not very smooth" solutions. However, and specially when the value γ = max{s ∈ R | u(t) ∈ D(e sA σ/2 ), ∀t ∈ [0, T ]} is small, postprocessing brings a significant improvement of accuracy. Furthermore, since this is done at no cost, the real outcome is a more efficient method.
For the pseudospectral method, we see that although the influence of the aliasing error is negligible with respect to the error u − u m , it is not so for the purposes of postprocessing. However, removing (filtering out) the last modes of the approximate solution and postprocessing the rest, allows the error of the postprocessed method to be significantly smaller than the error of the pseudospectral method.
Further investigation is needed to determine the optimal way to discard (filter out) the last modes of the pseudospectral method before postprocessing. Also, smaller decay rates need to be tested to better assess the practical value of the postprocessed method when dealing with Gevrey class of regularity solutions.
Finally, we mention that in practical situations, one hardly ever knows the level of accuracy achieved by a single computer run. The extended practice is to repeat the computations with a different value of m and compare the approximations to get an idea of the errors committed. We observe that postprocessing gives at a much smaller cost an estimation of the error. This is specially so when T is very large and computer runs are costly or lengthy.
