Abstract-The goal of this paper was to apply fuzzy clustering algorithm known as Fuzzy C-Means to color image segmentation, which is an important problem in pattern recognition and computer vision. For computational experiments, serial and parallel versions were implemented. Both were tested using various parameters and random number generator seeds. Various distance measures were used: Euclidean, Manhattan metrics and two versions of Gower coefficient similarity measure. The F and Q segmentation evaluation measures and output images were used to assess the result of color segmentation. Serial and parallel run times were compared.
I. INTRODUCTION
C OLOR image segmentation is a method of assigning pixels of given image to segments which share similar color. Pixels from a segment should be similar colorwise and pixels from different segments should be distinct. The problem of color image segmentation is one of the most difficult problems in computer vision. There exist many algorithms for this particular problem, however none of them work well for all kinds of images. Photos of real world are very different in colors, shapes and noise. Usually before choosing an algorithm for color image segmentation, domain knowledge is used to assess the type of algorithm needed for particular set of photos. The goal of color image segmentation research is to find an universal algorithm that would not require domain knowledge prior use and would provide good results for all kinds of photos. Color image segmentation is an important part of various computer vision problems, including pattern recognition. It is a step performed before pattern recognition, so if the color segmentation is poor, the pattern recognition step may fail. The aim of this paper was to apply fuzzy clustering algorithm known as Fuzzy C-Means to color image segmentation with intention of developing a general method for various types of images.
The paper is organized as follows. Section II introduces color image segmentation problem. In section III distance measures and fuzzy clustering method are described. In section IV the implementation details are presented. Section V presents a possible way of source code parallelization for speed-up. Section VI overviews the computational experiments and achieved results. The last section contains conclusions and plans for further research.
II. COLOR IMAGE SEGMENTATION
Formally image segmentation can be defined as follows [1] : If P () is a homogeneity predicate defined on groups of connected pixels, then segmentation is a partition of the set F into connected subsets or regions (S 1 , S 2 , . . . , S n ) such that:
The two most important problems in color image segmentation is choosing the proper algorithm for given type of images and choosing the right colorspace. There are various color representations used in color image segmentation, however none of them is perfect for all kinds of images [1] . In computational experiments the RGB color space was used (see section IV).
III. FUZZY CLUSTERING
In data clustering, elements from data set are divided into clusters where elements in the same cluster are similar and elements from different clusters are not. There are many similarity and distance measures dist(x, y) that can be used in combination with a clustering algorithm. Example distance measures are Euclidean (2) and Manhattan (3) metrics:
Fuzzy clustering is one of the possible approaches to clustering. As opposed to hard clustering where data element x belongs exclusively to one cluster, in fuzzy clustering element x belongs to every cluster to some degree. Fuzzy C-Means (FCM) is one of the fuzzy clustering algorithms that can be used for color image segmentation. It is an iterative algorithm that can make use of various similarity and distance measures. The FCM algorithm assigns membership values to each data element, which are inversely related to the relative distance of an element to the centroids. In FCM, the closeness of each data x k to the center of a cluster v i (centroid) is defined as the membership (u ik ) of x k to the i-th cluster of data set minimizing the following objective function [2] : is the weighting exponent which determines the fuzziness of the resulting clusters, U = [u ik ] matrix c x n, where u ik is membership of x k to the i-th cluster c i=1 u ik = 1, ∀k = 1, 2, . . . , n. The cluster centers and the memberships are computed as:
Algorithm 1 presents the Fuzzy C-Means method. The initU function randomly initializes the membership matrix U and the parameter maxItN um specifies the maximum number of iterations of the algorithm. U ′ stores the previous values of U and is used in line 8 to check if the solution found so far has converged according to some ε and the algorithm should stop, dist() is one of the distance measures. As a result of the algorithm membership matrix U and centroids V are computed. In (6) it is possible that the denominator will be equal to 0, such situation should be considered in computer implementation of the algorithm to avoid errors.
Algorithm 1 Fuzzy C-Means
Require: X -data set, c -number of clusters, dist -distance measure, maxItN um -maximum number of iterations Ensure:
compute new centroids V using (5) 5:
compute new membership matrix U using (6) and dist 7:
break 10:
end if 11: end while
IV. APPLYING FCM TO COLOR IMAGE SEGMENTATION
Images in a computer are stored in various formats, however many of them use the RGB color space. This means that each pixel is represented by three numbers being the red, green and blue components. Such triples can be treated as vectors, which means that it is is possible to use the FCM algorithm to cluster such data. The advantage of using fuzzy clustering for color image segmentation is that as a result we obtain a membership matrix which may be used to generate more than one segmented image. This can be achieved by choosing for each pixel which one of the membership values we want to use as the one defining the final color of a pixel in segmented image.
To perform the computational experiments for this paper the FCM algorithm was implemented in the C programming language on GNU/Linux operating system. The portable pixmap image format was used for simplicity, because it only contains a small header and the following values represent RGB triples. Binary method of randomly initializing the membership matrix U was used, where each column has value 1 in one of the rows, and the rest contains 0. The output membership matrix U and centroid values V were used to generate the segmented image file. In U , the membership information defines to which segments to what degree given pixel belongs. The centroids V contain colors of the segments. For each column of U the maximum membership value was selected, then the index of this value was used to assign color from the set of centroids V to a pixel. Algorithm 2 presents the segmentation method.
Algorithm 2 Segmentation
Require: pixels -array of RGB triples representing pixels of original image, N -number of pixels, c -number of clusters, U -membership matrix, V -centroids Ensure: pixels -segmented image 1:
m ⇐ 0 3:
if u ik > u mk then 5:
end if
end for 8:
pixels k ⇐ V m 9: end for V. PARALLELIZING SOURCE CODE USING OPENMP Serial source code was parallelized using OpenMP. Independent 'for loop' iterations were identified and OpenMP pragmas were used, which resulted in speed-up caused by parallel computation. This solution is automatically scalable, which means that when the same program is executed on a CPU with more computing cores, the program will use all of them automatically and execute faster. The experiments for this paper were performed on a laptop with Intel Core 2 Duo processor.
Although the main loop in FCM algorithm is not independent, it was possible to parallelize centroids vector V and membership matrix U computation in each iteration. Each centroid and membership can be computed independently from others, there is no data race condition. In the implementation, for research purposes, also the computation of J m objective function and square error criterion were parallelized. It is important to note that there was no need to modify the algorithm, only the source code was parallelized using few OpenMP pragmas.
VI. RESULTS OVERVIEW
Two versions of the program were used -serial and parallel. The difference between them was that the parallel version used OpenMP pragmas. Both versions were compiled from the same source code, where the serial version had disabled pragmas. The run time was measured for both programs 1050 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015 executed with the same parameters, however it is the wallclock time of the whole program, which not only computes the FCM function, but also reads, writes files and computes J m , square error criterion and more. The programs would execute even faster if the additional operations and computations were removed. The time measurement is just a very general information of how OpenMP pragmas influenced the run time of a parallel program in comparison to serial program. The experiment was performed using different parameters on the same image (photo), it was 402 pixels wide and 600 pixels high. Parameters that could be specified for the program were: photo file, number of clusters, maximum iterations number, distance measure and random number generator seed. The available distance measures were Euclidean, Manhattan metrics and two versions of Gower coefficient [3] -regular (7,9) and modified (8,9). The modified version that takes specifics of RGB vector data into account was prepared for experiments in this paper.
Since Gower coefficient is a similarity measure, it was converted to distance measure as follows: dist(x, y) = 1 − S(x, y). C is some constant and ω is weight applied to similarity of the i-th element of data vector. For experiments, the value of ω was set to 1, which means that each color component of pixel RGB vector was equally important and various values of C were tested. No satisfactory results were achieved with regular and modified Gower coefficient. The final segmented image had only one, sometimes few segments with colors not similar to colors found in original photo (see table VII ). Specifying random number generator seed allowed to test both programs with the same pseudo random numbers. For each parameter setting and different seed the programs were executed 10 times. As suggested in [4] two evaluation measures F and Q were used (10,11) to assess the quality of result color image segmentation. Both measures do not require any parameter or threshold value and can be used for automatic evaluation, however it is important to remember that they should not be treated as definitive evaluation of final segmented image.
(11) I is the segmented image, N the image size (number of pixels), r the number of regions of the segmented image, while A i and e i are, respectively, the area and the average color error of the i-th region; e i is defined as the sum of the Euclidean distances between RGB color vectors of the pixels of region i and the color vector attributed to region i in the segmented image. r(A i ) represents the number of regions having an area equal to A i . The smaller the F and Q, the better the segmentation result should be. Equation (10) is composed of three terms: the first is a normalization factor that takes into account the size of the image, the second, √ r, penalizes segmentations that form too many regions, the last term, the sum, penalizes segmentations having nonhomogeneous regions. Since the average color error e i of the region is significantly higher for large regions than for small ones, e i has been scaled by the factor √ A i . In equation (11) the body of the sum is composed of two terms: the first is high only for non-homogeneous regions (typically, large ones), while the second term is high only for regions whose area A i is equal to the area of many other regions in the segmented image (typically, small ones) [4] .
Number of result nonzero clusters was recorded, usually it was smaller than required through parameter c number of clusters. The average, minimum and maximum values of F , Q, serial and parallel run times were computed. During the experiments, the value of m was set to 2. Computational experiment results are presented in tables I-VI and the images are in tables VII and VIII.
VII. CONCLUSIONS
While performing computational experiments the following observations were made.
• The final number of clusters was always smaller than required c • Using OpenMP caused significant speed-up • Euclidean and Manhattan metrics were used successfully • In performed experiments, both regular and modified Gower coefficient similarity measures could not be used efficiently for color image segmentation Table VIII illustrates the best and worst result color image segmentations according to Q evaluation measure.
Plans for further research include applying various clustering algorithms to color image segmentation for example kernel methods and using different distance measures and color representations. The FCM algorithm may be sensitive to initial membership matrix U , so different initialization experiments could be performed. The source code, program output logs, input and output photos are available on-line [5] . 
