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We study the regularity of the solutions for the wave equations with potentials that are
time-dependent and singular. The size of the potentials is exactly a function of the spatial
dimension rather than being small enough in the known results. Based on a weighted L2
estimate for the solutions, we prove the local regularity and the Strichartz estimates. The
solvability of the equation is also studied.
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1. Introduction
In this paper we consider the initial value problem for the wave equation with time-dependent potential⎧⎪⎨⎪⎩
utt − u + V (x, t)u = 0, (x, t) ∈ Rn × R,
u(0, x) = f (x),
ut(0, x) = g(x),
(1.1)
where  is the n-dimensional Laplacian and V (x, t) is a real-valued potential. In the whole paper we assume n 3.
In the case V ≡ 0, it was established by P. Constantin, J.C. Saut [7], P. Sjölin [20] and L. Vega [23] independently that the
solution of free Schrödinger equation gains 1/2 derivative locally over the initial data almost every time, more precisely,
sup
x0,R
1
R
∫
B(x0,R)
∞∫
−∞
∣∣D 12x eitu0∣∣2 dt dx C‖u0‖2L2(Rn),
where (Dsx f )
∧(ξ) = |2πξ |s fˆ (ξ), “∧” denotes the Fourier transform, and eitu0 is the solution of the free Schrödinger equa-
tion. This type of gain is called local regularity. For more references on local regularity of Schrödinger equations, see [2,18,19]
and references therein.
This local regularizing property exhibited by the free propagator can be also found in other linear dispersive equations.
In fact, the results in [7] were motivated by the work of T. Kato [9] concerning the KdV equation. For wave equations,
however, we do not expect to gain 1/2 regularity more than the initial data. Actually for the homogeneous wave equation
(V ≡ 0), by using Theorem 2.1 in [1], we obtain easily the following local regularity
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R
1
R
∫
BR
∞∫
−∞
(∣∣D1/2x u∣∣2 + ∣∣D−1/2x ut ∣∣2)dt dx C(‖ f ‖2H˙1/2 + ‖g‖2H˙−1/2),
where H˙ s is the homogeneous Sobolev space.
In [19], by restricting certain smallness of the potential, the authors considered this kind of estimates for the wave
equation with time dependent potential that satisﬁes supt V (x, t) ∈ Lα,p where Lα,p is the Morrey–Campanato space (see
[19] for the deﬁnition). Because in the present paper the size of the potentials is exact, the proof of [19] seems not available
in our case.
The local regularizing effect for both of the wave equation and the Schrödinger equations has played a crucial role in the
existence theory for the nonlinear equations, see [11–13].
For the Strichartz estimate, it was ﬁrst studied by R. Strichartz [22] concerning the restriction theorems for the Fourier
transform over the quadratic surfaces. And the results in [22] were motivated by the work due to Thomas and Stein on
the restriction conjecture. So far, however, the Strichartz estimate has turned out to be extremely useful in the study of
the nonlinear dispersive wave equations especially the semilinear ones (see [5,21] for details). M. Keel and T. Tao [10] have
extended Strichartz’s work to the end point case. More precisely, it holds that, for the Schrödinger equation, let q, r  2,
(q, r, n2 ) = (2,∞,1), 2q = n( 12 − 1r ), such pairs are called admissible pairs, then there exists a constant C = C(q, r,n), such
that ∥∥eit f ∥∥Lqt (Lrx(Rn))  C‖ f ‖L2(Rn) (1.2)
and ∥∥∥∥∥
t∫
0
ei(t−s)F (·, s)ds
∥∥∥∥∥
Lqt (L
r
x(R
n))
 C‖F‖
Lq¯
′
t (L
r¯′
x (R
n))
. (1.3)
For the wave equation, one requires q, r  2, (q, r, n−12 ) = (2,∞,1), 2q = (n − 1)( 12 − 1r ), and the gap condition: 1q + nr +
γ − n2 = σ = 1q¯′ + nr¯′ + γ − 2− n2 , then there exists a constant C such that∥∥(−)σ/2u∥∥Lqt (Lrx(Rn))  C(‖ f ‖H˙γ + ‖g‖H˙γ−1 + ∥∥(−)σ/2F∥∥Lq¯′t (Lr¯′x (Rn))),
where F (x, t) is the nonhomogeneous term.
The question of whether the Strichartz estimates also hold for more general wave equations has been considered by
various authors. When the potential is independent of time, the critical decay case V (x) ∼ c|x|2 , with c > − (n−2)
2
4 was
studied in [3,4,15]. In [15] the initial data is radially symmetric, and in [3,4] the results are extended to general non-radial
data. Because their proofs relied heavily on the estimate for the elliptic operator Pc := − + c|x|2 , it seems impossible to
extend it to the time-dependent case by using the same method.
In the present paper, we extend the results in [3,4] to the time-dependent case, and we relax the certain smallness
assumption in [19] by giving an exact size of the potential which is a function of the spatial dimension n. More precisely,
we assume that the potential V (x, t) satisﬁes the following condition:
(A) sup
t∈R
∣∣V (x, t)∣∣< a(n)|x|2 ,
where
a(n) =
{
π(n−2)2
24 if n 4,
π
24+2π if n = 3.
Remark 1.1. Examples of potentials satisfying this assumption are V (x, t) = cos(t)V0(x) where V0(x) a2(n)|x|2 , and V (x, t) =
(1+ t2)−βV0(x), β > 0.
The potentials are allowed to have one point singularity, without loss of generality, we take it to be at the origin of
coordinates. In addition we do not need the differentiable restriction for the potentials.
Our main result concerning the local regularity is the following theorem.
Theorem 1.1. Let V (x, t) : Rn × R → R, n 3, satisfy the assumption (A). Then the initial value problem (1.1) with ( f , g) ∈ H˙1/2 ×
H˙−1/2 , admits a unique solution u(x, t) such that
u ∈ X := {F : ‖F‖X = max(∥∥|x|−1F∥∥ 2 2 n ,‖F‖ ∞ ˙ 1/2 n )< ∞}.Lt (Lx (R )) Lt (Hx (R ))
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sup
R
1
R
∫
BR
∞∫
−∞
(∣∣D1/2x u∣∣2 + ∣∣D−1/2x ut ∣∣2)dt dx C(‖ f ‖2H˙1/2 + ‖g‖2H˙−1/2), (1.4)
where the constant C depends only on the dimensions n.
Remark 1.2. Existence of the solution was ﬁrst established in [24] and recently considered in [14,17]. The main differences
are the choice of the space and the regularity of the potentials as well as the initial data. In this paper we choose the
weighted L2 space.
Our second result shows the Strichartz estimate.
Theorem 1.2. Under the same assumption of Theorem 1.1, the solution u(x, t) of (1.1) satisﬁes∥∥(−)σ/2u∥∥Lqt (Lrx(Rn))  C(‖ f ‖H˙1/2(Rn) + ‖g‖H˙−1/2(Rn)), (1.5)
where (q, r) are admissible pairs, q > 2, 2q = (n − 1)( 12 − 1r ), and σ = 1q + nr − n−12 (gap condition).
Remark 1.3. Estimate (1.5) does not include the end-point (2, 2(n−1)n−3 ) since we obtain only the weighted estimate in the
form |x|−1u. It will be an interesting question to answer whether this is just technical. It will be also interesting to consider
the time decay of the solutions (see [8]).
The method of proving the above two estimates is to deduce them from the corresponding estimates for the free case
by using Duhamel’s principle. This is the approach taken in [18,19] for the local regularity and in [3,4,17] for the Strichartz
estimate. To deal with the singularity of the potentials in our paper, we adopt the idea in [4] by considering the Lorenz
space (see [19] for a similar way by choosing the Morrey–Campanato space). The key ingredient in this argument is to
establish a weighted space–time L2 estimate for the solutions. More precisely, we need the following estimate (see (2.24)
below)∥∥Ω−1u∥∥L2t (L2x (Rn))  C(‖ f ‖H˙1/2(Rn) + ‖g‖H˙−1/2(Rn)), (1.6)
where Ω denotes |x|.
We shall ﬁrst prove this estimate for the free case (V ≡ 0) which is deduced from a weighted resolvent estimate for
the operator (−) and the Kato’s smoothing lemma (see [16, Section XIII.7]). Then using Duhamel’s principle and the
assumption of V , we obtain (1.6). Finally, since we aim to give an explicit size of the potentials, we shall estimate carefully.
Notation.
(1) f (ξ, τˆ ) = ∫∞−∞ f (ξ, t)e−2π itτ dt .
(2) f (ξˆ , τ ) = ∫
Rn
f (x, τ )e−2π ixξ dx.
(3) f (ξˆ , τˆ ) will be the whole Fourier transform.
(4) Dsx f will be the fractional derivative, (D
s
x f )
∧(ξ) = (2π |ξ |)s fˆ (ξ).
(5) Sn−1r and dσr denote the Euclidean sphere of radius r and its measure, respectively.
(6) BR denotes the ball of Rn centered in the origin of radius R .
(7) ||| f |||2 := supR 1R
∫
BR
∫∞
−∞ | f |2 dt dx.
(8) Ω denotes |x|.
(9) λ := n−22 .
2. Proof of the main results
Note ﬁrst that the solutions of the nonhomogeneous wave equation⎧⎪⎨⎪⎩
utt − u = F (x, t), (x, t) ∈ Rn × R,
u(0, x) = f (x),
ut(0, x) = g(x)
can be written as (see [21])
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∫
Rn
e2π ixξ cos
(
2πt|ξ |) fˆ (ξ)dξ + ∫
Rn
e2π ixξ
sin(2πt|ξ |)
2π |ξ | gˆ(ξ)dξ +
t∫
0
∫
Rn
e2π ixξ
sin[2π(t − s)|ξ |]
2π |ξ | F (ξˆ , s)dξ ds, (2.1)
i.e.
u(x, t) = cos(t√−) f + sin(t√−)D−1x g +
t∫
0
sin
(
(t − s)√− )D−1x F (x, s)ds.
Denote W1(t) f = cos(t
√−) f (x, t), W2(t)g = sin(t
√−)D−1x g(x, t), then we have the Duhamel’s formula
u = W1(t) f + W2(t)g +
t∫
0
W2(t − s)F ds. (2.2)
Let us now consider the homogeneous equation without any potential.
Lemma 2.1. Let u(x, t) be the solution of the homogeneous wave equation⎧⎪⎨⎪⎩
utt − u = 0, (x, t) ∈ Rn × R,
u(0, x) = f (x),
ut(0, x) = g(x).
(2.3)
Then there exists a constant C depending only on n, such that
sup
R
1
R
∫
BR
∞∫
−∞
(∣∣D1/2x u∣∣2 + ∣∣D−1/2x ut ∣∣2)dt dx C(‖ f ‖2H˙1/2 + ‖g‖2H˙−1/2).
Proof. The solution of (2.3) is
u(x, t) = cos(t√−) f + sin(t√−)D−1x g.
To estimate D1/2x u, it is suﬃcient to establish
sup
R
1
R
∫
BR
∞∫
−∞
∣∣D1/2x eit√− f ∣∣2  C∥∥D1/2x f ∥∥2L2(Rn).
Using the transform of polar coordinates, we can write
D1/2x e
it
√− f =
∫
Rn
e2π ixξ |2πξ |1/2e−2π i|ξ |t fˆ (ξ)dξ = (2π)1/2
∞∫
0
e−2π irtr1/2
∫
Sn−1r
e2π ixξ fˆ (ξ)dσr(ξ)dr.
Using the Plancherel’s identity in t and the Minkowski’s integral inequality, we have
1
R
∫
BR
∞∫
−∞
∣∣D1/2x eit√− f ∣∣2 dt dx C
(
1
R
∫
BR
∞∫
0
r
∣∣∣∣ ∫
Sn−1r
e2π ixξ fˆ (ξ)dσr(ξ)
∣∣∣∣2 dr dx
)
 C
(
1
R
∞∫
0
∫
BR
∣∣∣∣ ∫
Sn−1r
e2π ixξ r1/2 fˆ (ξ)dσr(ξ)
∣∣∣∣2 dxdr
)
 C
∞∫
0
∫
Sn−1r
∣∣r1/2 fˆ (ξ)∣∣2 dσr(ξ)dr
= C∥∥D1/2 f ∥∥2L2(Rn),
where the last inequality is the consequence of Theorem 2.1 in [1].
To estimate D−1/2x ut , note the identity
D−1/2x ut(x, t) = −
∫
Rn
e2π ixξ sin
(
2πt|ξ |)(D1/2x f )∧(ξ)dξ + ∫
Rn
e2π ixξ cos
(
2πt|ξ |)(D−1/2x g)∧(ξ)dξ,
thus by using similar argument we bound D−1/2x ut by
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R
1
R
∫
BR
∞∫
−∞
∣∣D−1/2x ut ∣∣2 dt dx C(‖ f ‖2H˙1/2 + ‖g‖2H˙−1/2),
which completes the proof. 
Lemma 2.2 (Resolvent estimate). Let u be a solution of the Helmholtz equation
−u + (τ + iε)u = f , (2.4)
where ε = 0, then the following a priori estimate holds∥∥Ω−1u∥∥L2(Rn)  12λ2 ‖Ω f ‖L2(Rn), (2.5)
where λ = n−22 , and n 3.
Proof. We adopt the method in [4]. Choose z ∈ C, such that z2 = τ + iε, Re z = σ > 0. By density we can take
f ∈ C∞0 (Rn\{0}). Let w : R+ × Sn−1 → C be deﬁned by
w(r, θ) := rλ+1/2erzu(rθ),
then we have
−∂2r w −
1
r2
τ w +
(
λ2 − 1
4
)
w
r2
+ 2z∂r w = ezrrλ+1/2 f , (2.6)
where ∂r denotes the radial derivative and τ the spherical Laplacian.
Multiplying (2.6) by re−2rσ ∂r w¯ , taking the real part, integrating on R+ × Sn−1 and performing an integration by parts,
we obtain
1
2
∞∫
0
∫
|θ |=1
e−2rσ
[
(1+ 2rσ)
(
|∂r w|2 − |w|
2
4r2
)
+ 1
r2
(|∇τ w|2 + λ2|w|2)+ 2rσ
r2
(|∇τ w|2 + λ2|w|2)]dθ dr
=
∞∫
0
∫
|θ |=1
Re
(
rλ+
3
2 er(z−2σ)∂r w¯ f
)
dθ dr, (2.7)
where ∇τ denotes the spherical gradient on the unit sphere.
It follows from Cauchy’s inequality that the right-hand side of (2.7) is less than or equal to
1
4a2
‖Ω f ‖2L2(Rn) + a2
∞∫
0
∫
|θ |=1
e−2rσ |∂r w|2 dθ dr.
On the other hand the left-hand side of (2.7) can be estimated from below by
1
2
∞∫
0
∫
|θ |=1
e−2rσ (1+ 2rσ)
[
|∂r w|2 +
(
λ2 − 1
4
) |w|2
r2
]
dθ dr.
We are now at the position as in [4], thus we get∥∥Ω−1u∥∥L2(Rn)  12λ2 ‖Ω f ‖L2(Rn),
which gives the result. 
Let us now give a weighted estimate for the free propagator, we need the following lemma.
Lemma 2.3 (Kato’s lemma). (See [16, Section XIII.7].) Let H be a self-adjoint operator on the Hilbert space X, and for μ /∈ R, let
R(μ) := (H − μ)−1 denote the resolvent. Suppose A is a densely deﬁned, closed operator, possibly unbounded, from X into a Hilbert
space Y . Suppose that
Γ := sup
∗
∥∥AR(μ)A∗χ∥∥Y < ∞,
μ/∈R,χ∈D(A ),‖χ‖=1
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‖A‖2H := sup
ϕ∈X,‖ϕ‖=1
1
2π
+∞∫
−∞
∥∥Ae−itHϕ∥∥2Y dt  Γ 2π2 .
Lemma 2.4. The following inequalities hold
∥∥Ω−1W1 f ∥∥L2t (L2x (Rn)) 
√
3
λ2
√
2π
∥∥D1/2x f ∥∥L2(Rn), (2.8)
∥∥Ω−1W2g∥∥L2t (L2x (Rn)) 
√
3
λ2
√
2π
∥∥D−1/2x g∥∥L2(Rn), (2.9)
∥∥∥∥∥D−1/2x
T∫
0
W1F (·, t)dt
∥∥∥∥∥
L2(Rn)

√
3
λ2
√
2π
‖Ω F‖L2t (L2x (Rn)), (2.10)
∥∥∥∥∥D1/2x
T∫
0
W2F (·, t)dt
∥∥∥∥∥
L2(Rn)

√
3
λ2
√
2π
‖Ω F‖L2t (L2x (Rn)). (2.11)
Proof. According to Lemma 2.3, we set X = H˙1/2 × H˙−1/2, Y = L2(Rn), and let A = (Ω−1,0), then A∗ = ((−)−1/2Ω−1,0).
We also set H = ( 0 −i−i 0 ), hence we have W1 f + W2g = eitH( fg ). The resolvent of H is
R(z) = (H − z)−1 =
( −z(− + z2)−1 i(− + z2)−1
−i(− + z2)−1(−) −z(− + z2)−1
)
,
so that
E := AR(z)A∗ = −Ω−1z(− + z2)−1(−)−1/2Ω−1.
Let S := Ω−1(− + z2)−1/2 and T := Ω−1(−)−1/2z(− + z2)−1/2, then E = ST ∗ .
Claim.
‖S‖ 1√
2λ
,
∥∥T ∗∥∥ √3√
2λ
.
So we have
‖E‖
√
3
2λ2
.
By Lemma 2.3 we have∥∥∥∥Ω−1eitH ( fg
)∥∥∥∥
L2t (L
2
x (R
n))

√
3
λ2
√
2π
.
Let us now prove the claim. Note that S S∗ = Ω−1(− + z2)−1Ω−1, it follows from Lemma 2.2 that
‖S‖ = ∥∥S S∗∥∥1/2  1√
2λ
. (2.12)
Similarly
T T ∗ = Ω−1(− + z2)−1z2(−)−1Ω−1 = Ω−1((−)−1 − (− + z2)−1)Ω−1
= Ω−1(−)−1Ω−1 − Ω−1(− + z2)−1Ω−1. (2.13)
By Hardy’s inequality we have∥∥Ω−1u∥∥L2(Rn)  1∥∥(−)1/2u∥∥L2(Rn).λ
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By combining (2.12)–(2.14), we have ‖T ∗‖
√
3√
2λ
.
The proofs of (2.10) and (2.11) rely on the dual argument. We show only (2.10).∥∥∥∥∥D−1/2x
T∫
0
W1F (·, t)dt
∥∥∥∥∥
2
L2(Rn)
=
(
D−1/2x
T∫
0
W1F (·, t)dt, D−1/2x
T∫
0
W1F (·, s)ds
)
=
T∫
0
(
D−1/2x W1F (·, t), D−1/2x
T∫
0
W1F (·, s)ds
)
dt.
Applying Hölder’s inequality in space, then in time, and combining with (2.8), we deduce that∥∥∥∥∥D−1/2x
T∫
0
W1F (·, t)dt
∥∥∥∥∥
2
L2(Rn)

√
3
λ2
√
2π
‖Ω F‖L2t L2x
∥∥∥∥∥D−1/2x
T∫
0
W1F (·, t)dt
∥∥∥∥∥
L2(Rn)
,
which proves (2.10). 
Now we turn to consider the nonhomogeneous Cauchy problem.
Lemma 2.5. Let u(x, t) be a solution of the equation⎧⎪⎨⎪⎩
utt − u = F (x, t), (x, t) ∈ Rn × R,
u(0, x) = 0,
ut(0, x) = 0,
(2.15)
then we have∣∣∣∣∣∣D1/2x u∣∣∣∣∣∣2 + ∣∣∣∣∣∣D−1/2x ut ∣∣∣∣∣∣2  C‖Ω F‖2L2t (L2x (Rn)) (2.16)
and ∥∥Ω−1u∥∥L2t (L2x (Rn)) 
(
1
2λ2
+ 3
2λ4π
)
‖Ω F‖L2t (L2x (Rn)). (2.17)
Proof. (2.16) can be derived from Theorem 1 in [19] so here we omit the details.
Let us show (2.17). Inspired by the method in [19], we have the following representation of the solutions of Eq. (2.15),
denote
v(x, t) = lim
ε→0+
∫
Rn
∫
R
e2π ix·ξ+2π it·τ F (ξˆ , τˆ )−4π2|ξ |2 − (2πτ + iε)2 dτ dξ,
then
u(x, t) = v(x, t) + R(x, t),
where
R(x, t) = − i
2
(
W1W
∗
2 + W2W ∗1
)
(G)
for G(x, t) = sign(t)F (x, t), sign(·) stands for the sign function and W ∗i is deﬁned by
W ∗i F =
+∞∫
−∞
Wi
(
F (x, t)
)
dt, i = 1,2.
In fact we need only to give the remainder term R(x, t).
R(x, t) = −(W1(v(·,0))(x, t) + W2(∂t v(·,0))(x, t))
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v(x,0) = lim
ε→0+
∫
Rn
∫
R
e2π ix·ξ F (ξˆ , τˆ )−4π2|ξ |2 − (2πτ + iε)2 dτ dξ
= lim
ε→0+
∫
Rn
∫
R
∫
R
e2π ix·ξ F (ξˆ , t) e
−2π it·τ
−4π2|ξ |2 − (2πτ + iε)2 dτ dt dξ
= iπ
2π
∫
Rn
∞∫
−∞
e2π ix·ξ |2πξ |−1 sin(2πt|ξ |)F (ξˆ , t) sign(t)dt dξ
= i
2
∞∫
−∞
W2
(
F (·, t) sign(t))dt,
where we have used ( 1s )
∧ = −iπ sign(t).
By similar argument for ∂t v(·,0) we obtain
∂t v(·,0) = i
2
∫
Rn
∞∫
−∞
e2π ix·ξ cos
(
2πt|ξ |)F (ξˆ , t) sign(t)dt dξ = i
2
∞∫
−∞
W1
(
F (·, t) sign(t))dt.
Let us now bound R(x, t) and v(x, t). It follows from Lemma 2.4 that∥∥Ω−1R∥∥L2t (L2x (Rn))  32πλ4 ‖Ω F‖L2t (L2x (Rn)). (2.18)
It remains to bound v(x, t). By using Plancherel’s identity in t , we have∥∥∥∥Ω−1 ∫
Rn
∫
R
e2π ix·ξ+2π it·τ F (ξˆ , τˆ )−4π2|ξ |2 − (2πτ + iε)2 dτ dξ
∥∥∥∥
L2t (L
2
x (R
n))
=
∥∥∥∥Ω−1 ∫
Rn
e2π ix·ξ F (ξˆ , τˆ )−4π2|ξ |2 − (2πτ + iε)2 dξ
∥∥∥∥
L2t (L
2
x (R
n))
. (2.19)
By Lemma 2.2 and Plancherel’s identity in τ again, (2.19) is less than or equal to
1
2λ2
‖Ω F‖L2t (L2x (Rn)). (2.20)
The result follows easily from (2.18) and (2.20). 
Proof of Theorem 1.1. We shall ﬁrst establish the solvability of (1.1).
According to Duhamel’s principle (2.2), the solution u(x, t) can be written as
u = W1(t) f + W2(t)g −
t∫
0
W2(t − s)V (s)u(s)ds.
Deﬁne the operator J by
J F =
t∫
0
W2(t − s)V (x, s)F (x, s)ds (2.21)
and the space of functions X by
X := {F : ‖F‖X = max(∥∥Ω−1F∥∥L2t (L2x (Rn)),‖F‖L∞t (H˙1/2x (Rn)))< ∞}.
We shall look for a solution of the equation
u = W1 f + W2g + Ju.
In order to ﬁnd it, it will be suﬃcient to prove that W1 f +W2g is in X provided that ( f , g) ∈ (H˙1/2, H˙−1/2) and to ﬁnd
an inverse of (I − J ) in X . In fact it is easy to observe the bound of W1 f + W2g from Lemma 2.4 and Plancherel’s identity
in (2.1). Hence we need only to prove that the operator norm of J from X onto itself is less than one.
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(
1
2λ2
+ 3
2πλ4
)
‖ΩV F‖L2t (L2x (Rn))  α
∥∥Ω−1F∥∥L2t (L2x (Rn)), (2.22)
where n 3 and 0 < α < 1.
On the other hand, because W2(t − s) = −W1(t)W2(s) + W2(t)W1(s) we have∥∥∥∥∥W1(t)
t∫
0
W2(s)F
∥∥∥∥∥
H˙1/2

∥∥∥∥∥
t∫
0
W2(s)F
∥∥∥∥∥
H˙1/2

√
3
λ2
√
2π
‖Ω F‖L2t (L2x (Rn)),
where (2.11) has been used in the second inequality. Similarly we also have∥∥∥∥∥W2(t)
t∫
0
W1(s)F
∥∥∥∥∥
H˙1/2

√
3
λ2
√
2π
‖Ω F‖L2t (L2x (Rn)).
Then by (2.21) and the assumption of V (x, t), we get
‖ J F‖
L∞t (H˙
1/2
x (R
n))

√
6
λ2
√
π
‖ΩV F‖L2t (L2x (Rn))  α‖Ω
−1F‖L2t (L2x (Rn)). (2.23)
Thus by combining (2.22) and (2.23), we obtain
‖ J F‖X  α‖F‖X ,
where 0 < α < 1.
We conclude now that the norm of operator J from X onto itself is less than one. Therefore (I − J ) is invertible in X ,
and we establish the solvability of (1.1).
From the argument above, one can deduce easily that the solution u(x, t) of (1.1) satisﬁes
‖u‖X  C
(‖ f ‖H˙1/2 + ‖g‖H˙−1/2). (2.24)
Thus from Lemmas 2.1 and 2.5, it holds that∣∣∣∣∣∣D1/2x u∣∣∣∣∣∣2 + ∣∣∣∣∣∣D−1/2x ut ∣∣∣∣∣∣2  C‖ f ‖H˙1/2(Rn) + C‖g‖H˙−1/2(Rn) + C‖ΩV u‖L2t (L2x (Rn))
 C‖ f ‖H˙1/2(Rn) + C‖g‖H˙−1/2(Rn) + C‖Ω−1u‖L2t (L2x (Rn))
 C‖ f ‖H˙1/2(Rn) + C‖g‖H˙−1/2(Rn),
which is the desired estimate. 
Proof of Theorem 1.2. We write the solution to (1.1) as the sum of the solution to the free wave equation plus a Duhamel
term
u = W1(t) f + W2(t)g −
t∫
0
W2(t − s)V (s)u(s)ds, (2.25)
where
∂tW2 = W1, W2(t − s) = −W1(t)W2(s) + W2(t)W1(s). (2.26)
We can ignore the ﬁrst two terms in (2.25) (see [10]), and focus on the third term. In view of (2.26), we need only to deal
with W1(t)W2(s), the treatment of W2(t)W1(s) is similar. We need the following lemma (see [6]).
Lemma 2.6. Let X , Y be two Banach spaces and let T be a bounded linear operator from Lβ(R+; X) to Lγ (R+; Y ), T f (t) =∫∞
0 K (t, s) f (s)ds. Then the operator T˜ f (t) =
∫ t
0 K (t, s) f (s)ds is bounded from L
β(R+; X) to Lγ (R+; Y ), when β < γ and
‖T˜‖ Cβ,γ ‖T‖ with Cβ,γ = (1− 2
1
γ − 1β )−1 .
We turn now to the proof of Theorem 1.2. Set
Th(t) = W1(t)
∞∫
W2(s)Ω
−1h(s)ds.
0
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By using (2.11), we see that∥∥∥∥∥
∞∫
0
W2(s)G(s)ds
∥∥∥∥∥
H˙1/2(Rn)
 C‖ΩG‖L2(Rn+1), (2.28)
which together with (2.27) and (2.28) gives
‖Th‖Lqx H˙σr  C
∥∥∥∥∥
∞∫
0
W2(s)Ω
−1h(s)ds
∥∥∥∥∥
H˙1/2(Rn)
 C‖h‖L2(Rn+1),
where q, r, σ satisfy the conditions of Theorem 1.2. Using Lemma 2.6,
‖T˜ h‖Lqx H˙σr  C‖Th‖Lqx H˙σr  C‖h‖L2(Rn+1).
By the assumption of V (x, t) and (2.24), we get∥∥∥∥∥W1(t)
t∫
0
W2(s)V (s)u(s)ds
∥∥∥∥∥
Lqx H˙
σ
r
=
∥∥∥∥∥W1(t)
t∫
0
W2(s)Ω
−1(ΩV u)ds
∥∥∥∥∥
Lqx H˙
σ
r
 C‖ΩV u‖L2(Rn+1)  C
∥∥Ω−1u∥∥L2(Rn+1)
 C
(‖ f ‖H˙1/2 + ‖g‖H˙−1/2),
which gives (1.5). 
3. Conclusion
Luis Vega et al. showed in [2] that the local regularity estimate on the Schrödinger equation holds for the initial data
imposed in H1/2 if the time-independent potential satisﬁes V < (n−1)(n−3)
4|x|2 . Through using the same method one can obtain
the similar results corresponding to the wave equation with the initial data in H˙1 × L2. In view of the remarks of Theorem 1
in [2], the question that whether or not the restriction of the initial data can be weakened, that is, for wave equation,
whether or not the local regularity estimate holds for the initial data in H˙1/2 × H˙−1/2 instead of H˙1 × L2 becomes naturally
the main interesting point of this paper.
Indeed, L. Vega considered this similar issue in [19] earlier than [2]. However compared with the assumption in [2], one
can see the size of the potentials in [19] is required to be small enough. This smallness assumption of the time-dependent
potential is involved in the L2 weighted estimate for Eq. (2.15), which is established by the method of pseudo-differential
operators. For more details, one can refer to Proposition 4.2 in [19]. In that case it seems impossible to determine the exact
size of the potential.
In this work, combining ideas in both [19] and [4] with the technique of the generalized multipliers, we ﬁrst establish
the related L2 weighted estimate and then obtain the exact constants in the estimate of the solution of (2.15) so that we can
give a slightly good answer to the concerned question in this paper. Finally we successfully remove the stronger restriction
of the “constant small enough” on the singular time-dependent potential. We leave the sharpness and the application of the
value of the obtained explicit constants for the future work.
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