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Abstract
A nonparametric estimate of the mean survival time can be obtained as the area
under the Kaplan-Meier estimate of the survival curve. A common modification
is to change the largest observation to a death time if it is censored. We conducted
a simulation study to assess the behavior of this estimator of the mean survival
time in the presence of right censoring.
We simulated data from seven distributions: exponential, normal, uniform, log-
normal, gamma, log-logistic, and Weibull. This allowed us to compare the results
of the estimates to the known true values and to quantify the bias and the variance.
Our simulations cover proportions of random censoring from 0% to 90%.
The bias of the modified Kaplan-Meier mean estimator increases with the pro-
portion of censoring. The rate of increase varied substantially from distribution
to distribution. Distributions with long right tails (log-logistic, log normal, expo-
nential) increased the quickest (i.e., at lower censoring proportions). The other
distributions are relatively unbiased until around 60% censoring. The Normal dis-
tribution remains unbiased up to 90% censoring.
Thus, the behavior of the modified Kaplan-Meier mean estimator depends heavily
on the nature of the distribution being estimated. Since we rarely have knowledge
of the underlying true distribution, care must be taken when estimating the mean
from censored data. With modest censoring, estimates are relatively unbiased, but
as censoring increases so does the bias. With 30% or more censoring the bias may
be too high. This is in contrast to the Kaplan-Meier estimator of the median which
is relatively unbiased.
 1 
Introduction 
 
In the presence of right censoring, the usual estimate of the mean survival time is not 
appropriate [1]. The censoring leads to an underestimate of the true mean which worsens 
as the censoring increases. Alternatively, the mean survival time can be defined as the 
area under the survival curve, S(t) [2, 3]. In the absence of censoring, this is equivalent to 
the usual estimate of the mean. 
 
A nonparametric estimate of the mean survival time can be obtained by substituting the 
Kaplan-Meier estimator for the unknown survival function. 
∫= dttS )(ˆµˆ  
where )(ˆ tS is the Kaplan-Meier estimator [2]. When the largest observed time is 
censored, the Kaplan-Meier estimator is undefined beyond the largest observed time. 
Thus, this estimator is only appropriate when the largest observed time is a death time [2, 
3]. 
 
One approach to overcome this limitation is to change the largest observation to a death 
time if it is censored [4]. This modification is used by several statistical programs in 
computing the mean survival time [5]. While the estimator has been shown to be 
consistent and asymptotically normal [6, 7], the behavior of the estimator has not been 
studied. We conducted a simulation study to assess the behavior. 
 
 
Methods 
 
We assume that we have n independent, identically distributed lifetimes (that is, non-
negative random variables), Ti, with continuous distribution function F, and n 
independent, identically distributed censoring times, Ci, with continuous distribution 
function G. We also assume that Ci and Ti are independent for i =1, 2,…, n. The actual 
observations consist of (xi, di), where xi = min(Ti, Ci) and di = I[Ti < Ci] is an indicator of 
the censoring status of xi. This set of assumptions is often referred to as the random 
censorship model.  
 
For our comparisons, we simulated data from known distributions. This allowed us to 
compare the results of the estimates to the known true values and to quantify the bias and 
the variance. We chose seven distributions for simulation: exponential, normal, uniform, 
lognormal, gamma, log-logistic, and Weibull (Figure 1). The density functions of the 
seven distributions are listed in Table 1 as well as their true means and medians. 
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Figure 1: The seven distributions used in the simulation study  
 
 
 
Table 1: The underlying true distributions with their means and medians 
 
 
To implement random censorship, we independently generated uniform censoring times 
on the interval [0, U], where U was selected to achieve a given proportion of censoring 
and solved analytically.  Our simulations cover proportions of random censoring from 
0% to 90%.  
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Results 
 
Figure 2 shows how the bias of the Kaplan-Meier mean estimator increases with the 
proportion of censoring. The rate of increase varied substantially from distribution to 
distribution. Distributions with long right tails (log-logistic, log normal, exponential) 
increased the quickest (i.e., at lower censoring proportions). The other distributions are 
relatively unbiased until around 60% censoring. The Normal distribution remains 
unbiased up to 90% censoring. 
 
 
Figure 2: Bias vs. proportion censored. Lowess smooths superimposed. 
 
Figure 3 shows the variance of the modified Kaplan-Meier mean estimator vs. the 
proportion of censoring. The variances are much smaller than the biases in general and do 
not increase with the proportion censoring. 
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Figure 3: Variance vs. proportion censored. Lowess smooths superimposed. 
 
We also studied the bias and variance of the Kaplan-Meier estimator of the median (time 
at which the Kaplan-Meier estimator crosses 50% survival). Because this estimator is 
undefined when the Kaplan-Meier estimator does not fall below 50%, we were able to 
study its behavior from 0% to 60% censoring (for the survival time distributions we 
studied). As expected, the estimator remains relatively unbiased (mean bias = 0.0001). 
The variance increases slowly with increasing censoring. 
 
Discussion 
 
The behavior of the modified Kaplan-Meier mean estimator (i.e., area under the Kaplan-
Meier curve with the last observation changed to uncensored if originally uncensored) 
depends heavily on the nature of the distribution being estimated. Since we rarely have 
knowledge of the underlying true distribution, care must be taken when estimating the 
mean from censored data. With modest censoring, estimates are relatively unbiased, but 
as censoring increases so does the bias. With 30% or more censoring the bias may be too 
high. This is in contrast to the Kaplan-Meier estimator of the median which is relatively 
unbiased. Given that most survival-time distributions are skewed with longer right tails, it 
would seem prudent to report an unbiased estimate of the median rather than a biased 
estimate of the mean.  
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