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Abstract
In this paper we further describe the features of the topological space K(R)
obtained from the loop nerve of R, for R = (S, T ) a bi-secondary structure. We
will first identify certain distinct combinatorial structures in the arc diagram
of R which we will call crossing components. The main theorem of this paper
shows that the total number of these crossing components equals the rank of
H2(R), the second homology group of the loop nerve.
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1. Introduction
In [1] Loop Homology of Bi-secodary Structures, we proved that H2(R) is
free abelian. However, we’ve yet to identify the combinatorial object within the
diagram of the bi-structure R that contributes a generator to H2(R). In the
the following, we will identify the precise sub-structures of a given bi-secondary
structure R, that when considered within the loop nerve K(R), correspond
to sub-complexes that triangulate 2-spheres. These sub-structures we will call
crossing components (CCs). We will show that there is a bijective correspon-
dence between any minimal generating set of H2(R) and the set of CCs of R
and thus, the number of CCs equals the rank of H2(R).
2. Secondary and Bi-Secondary Structures
Definition 1. An RNA diagram S over [n], is a vertex-labeled graph whose
vertices are drawn on the horizontal axis and labeled by [n] = {1, . . . , n}. An
arc µ = (i, j), i < j, is an ordered pair of vertices, which represents the base
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pairing between the i-th and j-th nucleotides in the RNA structure. We denote
by b(µ) = i and e(µ) = j the start and endpoints of an arc µ ∈ S. Furthermore,
each vertex can be paired with at most one other vertex, and the arc that connects
them is drawn in the upper half-plane. We introduce two “formal” vertices
associated with positions 0 and n + 1, respectively, closing any diagram by the
arc (0, n + 1), called the rainbow. The set [0, n + 1] is called the diagram’s
backbone.
Definition 2. Let S be an RNA diagram over [n]. Two arcs (i, j) and (p, q) are
called crossing if and only if i < p < j < q. S is called a secondary structure
if it does not contain any crossing arcs. The arcs of S can be endowed with a
partial order as follows: (k, l) ≺S (i, j) ⇐⇒ i < k < l < j. We denote this by
(S,≺S) and call it the arc poset of S. Finally, an interval [i, j] on the backbone
is the set of vertices {i, i+ 1, . . . , j − 1, j}.
Definition 3. Let S be a secondary structure over [n]. A loop s in S is a
subset of vertices, represented as a disjoint union of a sequence of contiguous
blocks on the backbone of S, s =
⋃˙k
i=1[ai, bi], such that (a1, bk) and (bi, ai+1),
for 1 ≤ i ≤ k−1, are arcs and such that any other interval-vertices are unpaired.
Let αs denote the unique, maximal arc (a1, bk) of the loop.
In this paper we shall identify a secondary structure with its set of loops.
Remark 1. Let S be a secondary structure over [n] and s =
⋃˙k
i=1[ai, bi] a loop
in S, then
• Each unpaired vertex is contained in exactly one loop.
• The arc (a1, bk) is maximal w.r.t. ≺S among all arcs contained in s,
i.e. there is a bijection between arcs and loops, mapping each loop to its
maximal arc.
• The Hasse diagram of the S arc-poset is a rooted tree Tr(S), having the
rainbow arc as the root.
• Each non-rainbow arc appears in exactly two loops.
Let X = {x0, x1, . . . , xm} be a collection of finite sets. We call Y =
{xi0 , . . . , xid} ⊆ X a d-simplex of X iff
⋂d
k=0 xik 6= ∅. We set Ω(Y ) =
⋂d
k=0 xik
and denote by ω(Y ) = |Ω(Y )| 6= 0. Let Kd(X) be the set of all d-simplices of
X , then the nerve of X is
K(X) =
⋃˙∞
d=0
Kd(X) ⊆ 2
X .
A d′-simplex Y ′ ∈ K(X) is called a d′-face of Y if d′ < d and Y ′ ⊆ Y . By
construction, K(X) is an abstract simplicial complex.
Let S be a secondary structure over [n]. The geometric realization of K(S),
the nerve over the set of loops of S, is a tree.
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Definition 4. Given two secondary structures S and T over [n], we refer to
the pair R = (S, T ) as a bi-secondary structure. Let S ∪ T be the loop set of R
and K(R) =
⋃˙∞
d=0Kd(R) be its nerve of loops.
We represent the arc diagram of a bi-secondary structure R = (S, T ) with
the arcs of S in the upper half plane while the arcs of T reside in the lower half
plane.
Let R = (S, T ) be a bi-secondary structure with loop nerve K(R). A 1-
simplex Y = {ri0 , ri1} ∈ K1(R) is called pure if ri0 and ri1 are loops in the
same secondary structure and mixed, otherwise. Any 2-simplex Y ∈ K2(R) had
exactly one pure edge and two mixed edges as its 1-faces (See Part Two: Loop
Homology of Bi-secodary Structures).
Definition 5. Given R = (S, T ), a bi-secondary structure on [n], R is called
a non-overlapping bi-secondary structure, if any nucleotide q ∈ {1, . . . , n} has
degree at most three in the arc diagram of R.
3. Decorations and Closures
Definition 6. Let R = (S, T ) be a bi-secondary structure with loop set R =
S ∪ T . We define the arc line graph of R to be G = (R,E) where
E ∋ e = (s ∈ S, t ∈ T )⇔
b(αs) < b(αt) < e(αs) < e(αt) or b(αt) < b(αs) < e(αt) < e(αs)
i.e. the arc αs intersects the arc αt if we were to flip αt to the upper half
plane. In this case we say the two arcs αs and αt are crossing. We call the
set of arcs associated to a non-trivial connected component of this graph, a
crossing component (CC) of R. By non-trivial, we mean the vertex size of
such a component must be strictly larger than 1. When convenient, and when
no possibility of confusion exists, we will also identify X with the set of loops
whose unique maximal arcs are the elements of X. We denote the set of all CCs
of R by χ(R).
Definition 7. Let R = (S, T ) be a non-overlapping bi-secondary structure on
[n]. Let q ∈ {1, . . . , n} be a nucleotide of degree exactly three in the arc diagram
of R. Furthermore, let Y ∈ K2(R) be a 2-simplex. We call a copy of Y , indexed
by q and denoted by Yq, a decoration of Y at q if q ∈ Ω(Y ). We denote by
K2(R)
∗ the set of all possible decorations of elements of K2(R).
Remark 2. We make the following observations about decorations
• Clearly K2(R) −֒→ K2(R)
∗.
• Since 1 ≤ ω(Y ) ≤ 2 any Y ∈ K2(R) has at most two, and at least one
decoration in K2(R)
∗.
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• Let Y = [x, y, z] ∈ K2(R) and assume that [x, y] is the pure edge of Y
Note then that x ≤ y ≤ z in terms of the simplicial ordering on K(R)(See
Part Two: Loop Homology of Bi-secodary Structures).Then, for any dec-
oration Yq ∈ K2(R)
∗ we have q = b(αx) or q = e(αx). Hence, to each
decoration Yq ∈ K2(R)
∗ there corresponds a unique arc γ(Y ) = αx such
that either b(γ(Y )) = q or e(γ(Y )) = q. We call this arc the pure arc of
the decoration. (See Figure 1)
r
y
x
z
...
...
yx
z
Figure 1: A decoration Ye(r) = [x, y, z]e(r), and its pure arc γ(Y ) = r = αx.
Definition 8. Let K =
⋃˙∞
d=0Kd be an abstract simplicial complex and let Y ∈
Kd be a d-simplex. Let Y
′ be a k-face of Y , where k < d. We say Y ′ is Y -
exposed if and only if any simplex of K that contains Y ′ as a k-face must be a
face of Y .
Lemma 1. Let R = (S, T ) be a non-overlapping bi-secondary structure. For
any 2-simplex Y ∈ K2(R), if γ(Y ) is not contained in any CC of R, then the
pure edge of Y is Y -exposed.
Proof. W.l.o.g., let us assume Y = [s0, s1, t0] with pure arc γ(Y ) = αs0 . Since R
is non-overlapping, b(γ(Y )) and e(γ(Y )) are unpaired nucleotides in the T sec-
ondary structure. Hence, each of b(γ(Y )) and e(γ(Y )) are contained in exactly
one loop in T . Furthermore, as γ(Y ) does not cross any arc in T , then for any
arc z ∈ T we must have that [b(z) < b(γ(Y )) < e(z)]⇔ [b(z) < e(γ(Y )) < e(z)].
Therefore, b(γ(Y )) and e(γ(Y )) are contained in the same loop in T , namely,
t0. Since t0 is the unique loop in T that has nonempty mutual intersection with
s0 and s1, Y = [s0, s1, t0] is the unique 2-simplex in K(R) that contains [s0, s1]
as an edge. Thus [s0, s1] is Y -exposed and the lemma follows.
Lemma 2. Let R = (S, T ) be a bi-secondary structure. For any 3-simplex W
in K3(R), there exists one mixed edge Z ∈ K1(R) that is W -exposed.
Proof. Let W = [s0, s1, t0, t1] ∈ K3(R), with s0 ≤ s1 ≤ t0 ≤ t1 (in terms of the
simplicial ordering on K(R)). Since s0 ∩ s1 ∩ t0 ∩ t1 6= ∅, αs0 and αt0 must
share at least one endpoint. W.l.o.g., we distinguish the following two cases
(See Figure 2):
Case 1: b(αs0) < e(αs0) = b(αt0) < e(αt0).
In this case, we have s0 ∩ t0 = s0 ∩ s1 ∩ t0 ∩ t1 = {e(αs0)}. Suppose there exists
another 2-simplex (triangle) that contains the 1-simplex (edge) [s0, t0]. Namely,
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suppose there exists x ∈ R, with s0,1 6= x 6= t0,1, and such that s0 ∩ t0 ∩ x 6= ∅.
Then
∅ 6= s0 ∩ t0 ∩ x = s0 ∩ s1 ∩ t0 ∩ t1 ∩ x =⇒
{
s0 ∩ s1 ∩ x 6= ∅, x ∈ S
t0 ∩ t1 ∩ x 6= ∅, x ∈ T
.
Either case this yields a contradiction, since three loops of the same secondary
structure intersect trivially (See Part Two: Loop Homology of Bi-secodary
Structures).Thus, it must be the case that Z = [s0, t0] is W -exposed.
s
0
s1
t
1
t0
s0
s
1
t
1
t0
Figure 2: LHS: Case 1, [s0, t0] is the mixed exposed W -edge. RHS: Case 2, [s0, t1] is the
mixed exposed W -edge.
Case 2: b(αs0) = b(αt0) < e(αs0) < e(αt0).
In this case, we have s0∩t1 = s0∩s1∩t0∩t1 = {b(αs0)}. By a similar argument
as in Case 1, we conclude that Z = [s0, t1] is W -exposed. The arguments for
the remaining cases can be obtained by symmetry from the ones above and have
similar arguments. The lemma then follows.
Definition 9. Let X be a CC of a non-overlapping bi-secondary structure R =
(S, T ). We call
C(X) = { Yδ ∈ K2(R)
∗|γ(Y ) ∈ X}
the closure of X.
Lemma 3. Let X be a CC of a non-overlapping bi-secondary structure R =
(S, T ). Then, for all Yp, Y
′
q ∈ C(X) we have Y = Y
′ =⇒ p = q. I.e.
the closure of a crossing component does not contain two copies of the same
2-simplex.
Proof. Let Yp, Yq ∈ C(X) with Y = [x, y, z] ∈ K2(R) and where w.l.o.g. we can
assume that [x, y] is the pure edge of Y . Since R is non-overlapping we must
have that ω(Y ) = 1. This means that [{b(αx)} = Ω(Y )] ∨ [{e(αx)} = Ω(Y )].
Thus [p = b(αx) = q ∈ Ω(Y )] ∨ [p = e(αx) = q ∈ Ω(Y )]. In either case the
lemma follows.
Lemma 4. Let X,X ′ be two distinct CCs of the non-overlapping bi-secondary
structure R = (S, T ). Then C(X) ∩ C(X ′) = ∅.
Proof. Suppose Yp ∈ C(X) ∩ C(X
′). Then there exists γ(Y ) ∈ X, γ′(Y ) ∈ X ′
with p = b(γ(Y )) or p = e(γ(Y )) and similarly p = b(γ′(Y )) or p = e(γ′(Y )).
Combining either of the cases would imply either:
The two arcs γ(Y ) and γ′(Y ) share p as an endpoint - a contradiction, since by
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hypothesis, R is non-overlapping and hence has no nucleotides of degree four in
its arc diagram.
Or: it would imply the fact that γ(Y ) = γ′(Y ). But then X ∩ X ′ 6= ∅. By
defintion of CCs we must then conclude that X = X ′ - another contradiction
to the hypothesis. Thus it must be that C(X) ∩C(X ′) = ∅, and so the lemma
follows.
4. Closures and Spheres
Lemma 5. Let R = (S, T ) be a non-overlapping bi-secondary structure and
let C(X) be the closure of a CC X of R. Then, for any Yp ∈ C(X) and any
1-face [u, v] of Y , there exists Y ′q ∈ C(X), Yp 6= Y
′
q , with Yp ∩ Y
′
q = [u, v]. I.e.
any decoration (triangle) in C(X) is glued along all of its 1-faces (edges) to
decorations still in C(X). Furthermore, the only decorations in C(X) that have
as a face the edge [u, v] are Yp and Y
′
q .
Proof. Let N(X) = {δ|Yδ ∈ C(X)} be the set of nucleotides that index the
decorations in the closure of the CCX ofR. We can introduce a cyclical ordering
on N(X) by letting p ∈ N(X) precede q ∈ N(X) if q is the smallest nucleotide
such that p < q. Furthermore we set max[N(X)] to precede min[N(X)]. This
cyclical order induces a cyclical order on C(X) where Yp ∈ C(X) precedes
Y ′q ∈ C(X) if p precedes q in N(X). By virtue of Lemma 3 this order is well
defined. We call this order the band order of C(X).
Now, w.l.o.g. let Yp = [x, y, z]p ∈ C(X) be a decoration at p with γ(Y ) ∈ X
the pure arc of Yp and let the pure edge of Y be [x, y]. For each edge of the
decoration Yp we would like to identify another decoration Y
′
q ∈ C(X) that
shares that edge with Yp. Firstly, clearly Yp shares the pure edge [x, y] with the
decoration Y ′e(γ(Y )) ∈ C(X). This is since γ(Y ) = αx and so p = b(γ(Y )) =
b(αx) =⇒ q = e(αx) = e(γ(Y )) (See Figure 3). Since [x, y] is the pure edge of
Y , it can only appear as a 1-simplex in Yp and in Y
′
e(γ(Y )), also as its pure edge.
Hence they are the only two decorations in C(X) that contain [x, y] as a face.
y
x
z
yx
z'
...
xy
Figure 3: The decoration Yp = [x, y, z]p with p = b(αx), is glued along its pure edge [x, y] to
the decoration Y ′q = [x, y, z
′]q with q = e(αx). Note that in this case γ(Y ) = γ(Y ′) = αx.
Consider now a mixed edge of Yp. We claim that this edge is present in the
decoration Y ′q that: is the predecessor OR that precedes Yp in the the band
order of C(x). Suppose our chosen edge is [x, z] ⊆ Yp and let Y
′
q succeed Yp in
the band order. Note that, by definition, we must then have that q is the closest
(minimal) nucleotide to p (w.r.t. the cyclic ordering on N(X)). To show that
[x, z] ⊆ Y ′q it suffices to note that if r would be a nucleotide at which we would
6
have a decoration Y ′′r , and said nucleotide would be in between p and q then,
we must have ∀Y ′′r ∈ K2(R)
∗ =⇒ Y ′′r 6∈ C(X). Otherwise r would violate the
minimality of q (See Figure 4).
r
y
q
z
... ...x
p
z
x
x
z
y
Figure 4: The decoration Yp = [x, y, z]p with p = b(αx), is glued along its mixed edge [x, z]
to the decoration Y ′q = [x, y, z
′]q. By minimality of Y ′q we must have that for any decoration
Y ′′r with p ≤ r ≤ q, Y
′′
r 6∈ C(x).
Hence we must have [x, z] ⊆ Y ′q . Now, to show that Y
′
q is the only other
decoration in C(X) that contains the face [x, z] we argue as follows:
Suppose there exists another decoration Y ′′r ∈ C(X), r 6= q that also contains
the face [x, z]. Then by lemma 3 we must have Y ′′ 6= Y ′ and so γ(Y ′) 6= γ(Y ′′).
Since q is minimal, we must have b(αx) ≤ b(γ(Y
′)) ≤ e(γ(Y ′)) ≤ b(γ(Y ′′)) ≤
e(γ(Y ′′)) ≤ e(αx) (See Figure 5).
r
y
q
z
...
x
p
z
x
x
z
y
x
z
Figure 5: The decoration Yp = [x, y, z]p with p = b(αx), is glued along its mixed edge [x, z]
to the decoration Y ′q = [x, y, z
′]q. By minimality of Y ′q we must have that for any decoration
Y ′′r ∈ C(x) with [x, z] ⊆ Y
′′
r , b(αx) ≤ b(γ(Y
′)) ≤ e(γ(Y ′)) ≤ b(γ(Y ′′)) ≤ e(γ(Y ′′)) ≤ e(αx).
Since γ(Y ′) ∈ X , there must exists a sequence of pairwise crossing arcs that
terminates with αx, i.e. a path between γ(Y
′) and αx in the X-vertex induced
arc line sub-graph of R. Note that for such arcs w in this sequence we cannot
have b(w) ≤ b(x) ≤ e(w) otherwise the edge [x, z] ⊆ Yp would have to contain w
in its labeling. Hence this sequence of arcs must connect γ(Y ′) to αx through an
arc w′ such that b(w′) ≤ e(x) ≤ e(w′). However, since e(γ(Y ′)) ≤ b(γ(Y ′′)) ≤
e(γ(Y ′′)) ≤ e(αx) then, either b(w
′′) ≤ b(γ(Y ′′)) ≤ e(γ(Y ′′)) ≤ e(w′′) for some
w′′ in the sequence, or at the very least b(w′′) ≤ b(γ(Y ′′)) ≤ e(w′′). In either
case however, the label of the edge [x, z] ⊆ Y ′′r would have to contain w
′′. Since
[x, z] is fixed, so is its labeling, and hence a contradiction arises. This show that
there does not exists another decoration Y ′′r ∈ C(x) with [x, z] as a face.
A similar argument holds for the edge [x, z] ⊆ Yp, and thus the lemma
follows.
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Lemma 6. Let R = (S, T ) be a non-overlapping bi-secondary structure and
let C(X) be the closure of a CC X of R. There exists a Euclidean 3-space
embedding of C(X) that is homeomorphic to a 2-sphere.
Proof. By Lemma 5 and Lemma 3 we can conclude that there exists a Euclidean
3-space embedding of C(X) that is a closed surface. It suffices to show that this
surface is a sphere. To this end we argue as follows: Let P be the triangulated
annular region obtained by the pairwise consecutive gluing of the decorations in
C(X) following the band order, only along edges that are mixed (See Figure 6).
S
T
1
2
a b
c
a a
Figure 6: LHS: a bi-secondary structure with one CC, X = {αb, αc, α2}, and the CC’s closure
in terms of corresponding decorations. MS: The closure as a triangulation of a 2-sphere in
K(R). RHS: the triangulation of the annular region P with the gluing arcs corresponding to
the arcs in the CC.
We draw a ”gluing” arc between two pure edges in P if they are to be glued.
It suffices to show that these arcs can be embedded in R2 \ P without crossing.
The R2 \ P embedding is given by the fact that, as mentioned in the proof of
Lemma 5, pure edges of a decoration at the endpoint of a given gluing arc will
be glued to pure edges of a decoration at the other endpoint of the gluing arc.
Hence, the ”gluing” arcs are actually the pure arcs themselves. Furthermore
the pure-arcs corresponding to the inside boundary of P will be arcs from the
secondary structure S while those corresponding to the outside boundary of
P correspond to arcs in T . Since R = (S, T ) is a bi-secondary the pure arcs
will thus have a planar embedding into R2 \ P by virtue of the planarity of
R = (S, T ). Hence the lemma follows.
Remark 3. Lemma 6 and Lemma 4 allow us to immediately conclude that
|χ(R)| ≤ r(H2(R))
in the case where R = (S, T ) is a non-overlapping bi-secondary structure. This
prompts the natural question as to whether or not we actually have strict equality
in the above relation. As we shall see in the following, that will indeed be the
case.
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5. The Tree of Irreducible Components
Definition 10. We call a (potentially trivial) connected component of the line
graph of R, an irreducible component (IC) of R.
Remark 4. By definition, an IC is either a non-crossing arc in R, or a CC
in R. Hence, any bi-secondary structure R can be uniquely decomposed into
disjoint ICs.
Definition 11. Let R = (S, T ) be a non-overlapping bi-secondary structure.
Let X and X ′ be two distinct ICs of R. Then we say X is nested by X ′ which
we denote by X ≪ X ′, if and only if there exists an arc ǫ′ ∈ X ′, such that for
all ǫ ∈ X, we have ǫ ≺S ǫ
′ or ǫ ≺T ǫ
′.
Remark 5. Clearly, the ≪ relation defines a poset structure on the the set of
ICs of R. As a result, a bi-secondary structure can be constructed from ICs via
nesting and concatenation. Hence, each IC has a unique cover (parent) w.r.t
the ≪ poset order.
Below, we extend in a natural fashion, the definition of the closure of a CC
to that of the closure of an IC.
Definition 12. Let X be an IC of a non-overlapping bi-secondary structure
R = (S, T ). We call
C(X) = {Yδ ∈ K2(R)
∗|γ(Y ) ∈ X}
the closure of X.
The ≪ poset order induces a tree-like structure over all the sub-simplicial
complexes generated by the closures of the ICs. Let 〈C(X)〉 denote the sub-
simplicial complex of K(R) generated by {Y |γ(Y ) ∈ X}. Lemma 6 shows that
when X is a CC, 〈C(X)〉 is homeomorphic to a 2-sphere. We first show that
when X is a trivial IC, i.e., X contains only 1 arc, 〈C(X)〉 is a single 2-simplex
(triangle).
Lemma 7. Let X be a trivial IC of a non-overlapping bi-secondary structure
R = (S, T ). Then 〈C(X)〉 is a 2-simplex.
Proof. W.l.o.g, we can assume X = {µ}, where µ ∈ S. Let ǫ be the cover of µ
w.r.t. ≺S . Let β be the cover of µ w.r.t. ≺T (when µ is flipped to the T side
of the diagram). Since µ ∈ S does not cross an arc in T we must w.l.o.g. have
b(β) ≤ b(µ) ≤ e(µ) ≤ e(β). Let Y = [s0, s1, t] with αs0 = µ, αs1 = ǫ, αt = β.
Then Yb(µ) = Ye(µ) and so we must have C(X) = {Yb(µ), Ye(µ)} = {Y } (See
Figure 7).
Hence, the lemma follows.
Definition 13. Let X be an IC of a non-overlapping bi-secondary structure
R = (S, T ). We say ǫ is the minimal S-arc that nests X and β is the minimal
T -arc that nests X if and only if ∀µ ∈ X, ǫ ≺S µ ≺T β (when µ is flipped to the
9
ts
0
s
1
Figure 7: Here µ = αs0 . The decorations at b(αs0 ) and e(αs0 ) come from the same 2-simplex
Y = [s0, s1, t].
S and T sides of the diagram respectively). Two such arcs always exist since R
is a bi-secodary structure. The 1-simplex {s, t} ∈ K1(R) with αs = ǫ, αt = β is
called the up (mixed) edge of 〈C(X)〉. All other mixed 1-simplices of 〈C(X)〉
are called down (mixed) edges of 〈C(X)〉.
Remark 6. The up edge of C(X) is in fact present as a 1-simplex of the complex
〈C(X)〉. To see this, it suffices to show that the up edge is a 1-face of at least
one decoration in C(X).
Proof. Let p = minN(X). W.l.o.g., we can assume p is an end point of an
arc ǫ′ in S. Note that b(ǫ) ≤ p ≤ e(ǫ) and Similarly, b(β) ≤ p ≤ e(β). Let
Y = {s0, s1, t} with αs0 = ǫ
′, αs1 = ǫ, αt = β. Then we must have Yp ∈ C(X)
and the remark follows (See Figure 8).
S
T
1
2
a
b
c
1
Figure 8: LHS: a bi-secondary structure with a single CC X = {αb, αc, α2}. The 1-simplex
[1, a] is the up-edge of the CC. RHS: The closure of the LHS’s CC.
Remark 7. Let X be an IC of a non-overlapping bi-secondary structure R =
(S, T ). Let ǫ be the minimal S-arc that nests X and let β be the minimal T -arc
that nests X. Let {s′, t′} be a down edge of 〈C(X)〉, and let αs′ and αt′ be the
corresponding maximal arcs of the s′ and t′ loops respectively. Based on the
annular construction in the proof of Lemma 6, we know {αs′ , αt′} ⊂ X
⋃
{ǫ, β}.
Furthermore, the set {αs′ , αt′} contains at most one arc from the set {ǫ, β}.
Hence {αs′ , αt′} contains at least one arc from X.
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We next reveal the tree-like structure of {〈C(X)〉}X=IC mentioned above.
We do this by investigating the poset order ≪ over the set of all ICs.
Lemma 8. Let X be an IC of a non-overlapping bi-secondary structure R =
(S, T ) and let {s, t} be the up edge of 〈C(X)〉, where s ∈ S, t ∈ T and αs = ǫ,
αt = β. Then X
′, the cover of X under the ≪ poset order, is the unique IC
such that 〈C(X ′)〉 contains {s, t} as a down edge.
Proof. We distinguish the following two cases:
Case 1: ǫ and β are contained in the same IC. In this case, both ǫ and β
are contained in X ′, since ǫ and β are the minimal S-arc and T -arc respectively
that both nest X . Let p′ be the largest nucleotide in N(X ′) that is smaller than
the smallest nucleotide p ∈ N(X). The decoration Yp′ ∈ C(X
′) thus contains
[s, t] as a mixed edge for αs = ǫ and αt = β. Since both ǫ and β are contained in
X ′, by Remark 7, [s, t] is a down mixed edge of 〈C(X ′)〉. Furthermore, since X ′
is the unique IC that contains ǫ and β, X ′ is the unique IC such that 〈C(X ′)〉
contains [s, t] as a down mixed edge.
Case 2: ǫ and β are contained in different ICs. In this case, ǫ and β must be
nested within one another. W.l.o.g. we can assume b(β) ≤ b(ǫ) ≤ e(ǫ) ≤ e(β),
i.e. ǫ is nested by β. Then ǫ is contained in X ′. Since ǫ and β are contained in
different ICs, β must be the minimal T -arc that also nests X ′.
Let p′ be the largest nucleotide in N(X ′) that is smaller than the smallest
nucleotide p ∈ N(X).The decoration Yp′ ∈ C(X
′) thus contains [s, t] as a mixed
edge for αs = ǫ and αt = β. Since ǫ is contained in X
′, by Remark 7, [s, t] is a
down mixed edge of 〈C(X ′)〉. On the other hand, let X ′′ be the IC that contains
β, since ǫ is nested by β, [s, t] can not be a 1-face of 〈C(X ′′)〉 (See Figure 9).
t
X
s
X'X'
X'' X''
s
t
p' p
Figure 9: Here ǫ = αs, β = αt and X′′ ≪ X′ ≪ X.
Since X ′ is the unique IC that contains ǫ, X ′ is the unique IC such that
〈C(X ′)〉 contains [s, t] as a down mixed edge. Hence the lemma follows.
Remark 8. Lemma 8 shows us that {〈C(X)〉}X=IC, and hence K(R), has a
tree-like structure (See Figure 10).
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x
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2
Figure 10: LHS: a bi-secondary R structure with tree CCs, X1 = {α2, α6},X2{α3, α5} and
X3 = {α4, α7}. MS: the CC spheres in K(R). RHS: the tree-like structure of {〈C(X)〉}X=IC .
RHS: Note that only X2 ≪ X1, while 〈C(X1)〉 and 〈C(X3)〉 share the mixed up edge [1, 8].
6. Crossing Components and Homology Ranks for Non-overlapping
Bi-structures
Theorem 1. Let R = (S, T ) be a non-overlapping bi-secondary structure. Let
r(H2(R)) denote the rank of the second homology group of K(R). Then
r(H2(R)) = |χ(R)|.
Proof. The basic idea behind this proof is to recursively decompose Ker(∂2),
following the tree-like structure of K(R) such that each CC will contribute
exactly one basis vector to Ker(∂2).
Since R is a non-overlapping bi-secondary structure, K3(R) = ∅. Therefore
Im(∂3) = 0 and thus H2(R) ∼= Ker(∂2). Let us consider τ ∈ Ker(∂2) where
τ =
∑
Y ∈K2(R)
nY Y.
Note that for each Y , its corresponding pure arc γ(Y ) is either crossing or non-
crossing. Furthermore, if γ(Y ) is crossing, then it must be contained in exactly
one of the CCs by definition. Assume |χ(R)| = k and let X1, X2, . . . , Xk be the
CCs of R. We can further decompose τ into the following sum
τ =
∑
γ(Y ) non−crossing
nY Y +
k∑
j=1
∑
γ(Y j)∈Xj
nY jY
j .
Since τ ∈ Ker(∂2), we have
∂2(τ) =
∑
γ(Y ) non−crossing
nY ∂2(Y ) +
k∑
j=1
∂2(
∑
γ(Y j)∈Xj
nY jY
j)
=
∑
γ(Y ) non−crossing
nY ZP +
∑
γ(Y ) non−crossing
nY (ZM1 + Z
M
2 )+
12
+
k∑
j=1
∂2(
∑
γ(Y j)∈Xj
nY jY
j) = 0,
where ZP and ZM1,2 are the signed pure 1-faces and the mixed 1-faces of Y
respectively, such that γ(Y ) is non-crossing. By Lemma 1, we know that for all
non-crossing arcs γ(Y ), ZP is exposed. Thus the coefficient of ZP in ∂2(τ) is
nY . Since ∂2(τ) = 0, we must have nY = 0. Thus, in the expression of ∂2(τ),
the sum over non-crossing arcs disappears.
Next, we will focus on the term j∂2(
∑
γ(Y 1)∈X1
nY 1Y
1) in the expression
of ∂2(τ), where X1 is a CC that is minimal w.r.t. ≪ among all other CCs of
R (i.e. X1 does not nest any other CC of R). We will rewrite this term as a
linear combination of 1-faces of 〈C(X1)〉 while further partitioning said linear
combination based on the types of 1-faces in 〈C(X1)〉, namely, pure, down mixed
and up mixed
∂2(
∑
γ(Y 1)∈X1
nY 1Y
1) =
∑
ZP∈〈C(X1)〉 pure
mZPZ
P+
+
∑
ZD∈〈C(X1)〉 down mixed
mZDZ
D +mZUZ
U .
The first sum is taken over all pure 1-faces Zp of 〈C(X1)〉. The second sum is
taken over all down mixed 1-faces of 〈C(X1)〉. The last term corresponds to the
unique up mixed edge of 〈C(X1)〉.
Let us examine the first sum. Note that each pure edge ofK1(R) corresponds
to a unique arc in R, namely, the pure arc of any decoration that contains said
pure edge (see Remark 2). By Remark 5 we can conclude that for any ZP , X1
is the unique IC such that 〈C(X1)〉 contains Z
P as a pure edge. Therefore, the
coefficient of ZP in ∂2(τ) is mZP . Since ∂2(τ) = 0, we must have mZP = 0.
Hence, the first sum in the decomposition of ∂2(
∑
γ(Y 1)∈X1
nY 1Y
1) disappears.
Now, for the second sum, since X1 is a CC that does not nest any other CC
in R, by Lemma 8, each ZD is either: the up edge of some Y Z
D
where γ(Y Z
D
)
is non-crossing, OR it is not contained in any other 〈C(X ′)〉 for X ′ another CC
of R. We can then conclude that the coefficient of Y Z
D
in τ must be zero, since
if γ(Y Z
D
) is non-crossing then its coefficient in τ must be 0 by the argument
above regarding the first sum. Therefore, regardless, the coefficient of ZD in
∂2(τ) is mZD . Since ∂2(τ) = 0, we must have mZD = 0. Hence, the second sum
in the decomposition of ∂2(
∑
γ(Y 1)∈X1
nY 1Y
1) disappears.
We can thus conclude that
∂2(
∑
γ(Y 1)∈X1
nY 1Y
1) = mZUZ
U .
Note however that
0 = ∂1(∂2(
∑
γ(Y 1)∈X1
nY 1Y
1)) = mZU∂1(Z
U ).
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Since K(R) is a simplicial complex, each of its 1-faces contains two distinct
0-faces. Therefore, ∂1(Z
U ) 6= 0. As a result, we must have mZU = 0. Hence we
can conclude that if τ ∈ Ker(∂2) then
∂2(
∑
γ(Y 1)∈X1
nY 1Y
1) = 0.
We now apply the above argument recursively, from bottom to top, following
the ≪ poset order on the CCs of R. Thus, for each CC Xj ∈ R, we will
eventually have
∂2(
∑
γ(Y j)∈Xj
nY jY
j) = 0.
Since for each CC Xj ∈ R, 〈C(Xj)〉 is a triangulation of a 2-sphere, by [2],
H2(〈C(Xj)〉) ∼= Z.
Thus, there exists Vj =
∑
γ(Y j)∈Xj
vY jY
j , such that
∑
γ(Y j)∈Xj
nY jY
j can be
uniquely represented as ljVj , for some lj ∈ Z. Furthermore, By Lemma 4, all
closures C(Xj) for Xj a CC of R are disjoint. Thus {Vj}1≤j≤k are linearly
independent. Therefore, any τ ∈ Ker(∂2) can be uniquely represented as τ =∑k
j=1 ljVj . As a result, we have
H2(R) ∼= Ker(∂2) ∼= Z
k = Z|χ(R)| =⇒ r(H2(R)) = |χ(R)|,
and the theorem follows.
7. Scoops, Splits and Homology Ranks for arbitrary Bi-structures
Let R(S, T ) be a bi-secondary structure over [n] and let
P = {p ∈ {1, . . . , n}|deg(p) = 4 in the arc diagram of R}.
The two arcs that meet at p determine four mutually intersecting loops s0, s1, t0, t1
which contribute a unique 3-simplexW ∈ K3(R) to the simplicial complexK(R)
(See Figure 11).
s0
s
1
t
1
t0
s
1
t
1t0
p
Figure 11: LHS: s0 ∩ s1 ∩ t0 ∩ t1 = {p}. RHS: the 3-simplex W = [s0, s1, t0, t1].
Lemma 2 guarantees that, among the 1-faces of the simplex W , at least
one of them, call it Z ∈ K1(R), is W -exposed. W.l.o.g. we can assume that
Z = [s1, t0].
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Definition 14. Let Rp be a topological retraction
Rp : K(R) −→ K(R)
where K(R) =
⋃˙∞
d=0Kd(R) is the induced topological space of the simplicial com-
plex obtained by removing the 1-simplex Z and all subsequent higher dimensional
simplices of K(R) that have Z as a face. Namely,
K0(R) = K0(R),K1(R) = K1(R) \ {Z},
K2(R) = K2(R) \ {[s0, s1, t0], [s1, t0, t1]},
K3(R) = K3(R) \ {W},Kd(R) = Kd(R) for all d ≥ 4.
We call Rp the scoop of R at p (See Figure 12).
s
1
t
1t0
s
s
1
t
1t0
Figure 12: LHS: (before the scoop) the 3-simplex W = [s0, s1, t0, t1]. RHS: (after the scoop)
removing the 1-simplex Z = [s1, t0] and all higher dimensional simplices that contain it as a
face, we are left with the two 2-simplices [s0, s1, t1] and [s0, t0, t1].
Remark 9. Since for each p ∈ P , Rp is a retraction, we can immediately
conclude that
H2(◦p∈PRp(K(R))) ∼= H2(R).
Definition 15. Let Sp be a mapping that takes the bi-secondary structure R
over [n] to the bi-secondary structure R′ over [n+ 1] by splitting the nucleotide
p into two adjacent nucleotides q1, q2 such that the arcs in R that have one
endpoint at p now have endpoints at q1 and q2 respectively and do not cross.
We call Sp a split of R at p.
Remark 10. For each p ∈ P , it is immediately clear that such a mapping Sp
always exists.
Lemma 9. Let R(S, T ) be a bi-secondary structure over [n] and let P be defined
as above. Furthermore let p ∈ P be fixed. Then,
K(Sp(R)) ∼= Rp(K(R)).
I.e. the simplicial complex of R split at p, is homeomorphic as a topological
space to the scoop of R at p.
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Proof. Let W = [s0, s1, t0, t1] ∈ K3(R), with s0 ≤ s1 ≤ t0 ≤ t1 (in terms of the
simplicial ordering on K(R)) be the 3-simplex determined by the two arcs that
meet at p. Since {p} ⊆ s0 ∩ s1 ∩ t0 ∩ t1, αs0 and αt0 must share at least one
endpoint. W.l.o.g., we distinguish the following two cases (See Figure 2):
Case 1: b(αs0) < e(αs0) = b(αt0) < e(αt0).
In this case, after splitting R at p, we obtain b(αs0) < e(αs0) < b(αt0) < e(αt0)
with the new loops s0 = (s0 \{p})∪{q1}, t0 = (t0 \{p})∪{q2}, s1 = (s1 \{p})∪
{q1, q2} and finally t1 = (t1 \ {p}) ∪ {q1, q2}.
Note that, s1 ∩ x 6= ∅ ⇔ s1 ∩ x 6= ∅, ∀x ∈ R and t1 ∩ x 6= ∅ ⇔ t1 ∩ x 6=
∅, ∀x ∈ R. Also, s0 ∩ x 6= ∅ ⇔ s0 ∩ x 6= ∅, ∀x ∈ R \ {t0} and t0 ∩ x 6= ∅ ⇔
t0 ∩ x 6= ∅, ∀x ∈ R \ {s0}.Finally, s0 ∩ t0 = ∅. Thus, in this case we must have
K(Sp(R)) ∼= Rp(K(R)).(See Figure 13).
s0
s
1
t
1
t0p
s
0
s
1
t
1
t
0
s0
s
1
t
1
t0
p
s0
s
1
t
1
t
0
q
q
2
1
q
q
2
1
Figure 13: LHS: before the split. RHS: after the split. TOP: Case 1 split. BOTTOM: Case
2 split.
Case 2: b(αs0) = b(αt0) < e(αs0) < e(αt0).
In this case, after splitting R at p, we obtain b(αt0) < b(αs0) < e(αs0) <
e(αt0) with the new loops s0 = (s0 \ {p}) ∪ {q2}, t0 = (t0 \ {p}) ∪ {q1},
s1 = (s1 \ {p}) ∪ {q1, q2} and finally t1 = (t1 \ {p}) ∪ {q1}.
Note that, s1 ∩ x 6= ∅ ⇔ s1 ∩ x 6= ∅, ∀x ∈ R and t1 ∩ x 6= ∅ ⇔ t1 ∩ x 6=
∅, ∀x ∈ R \ {s0}. Also, s0 ∩ x 6= ∅ ⇔ s0 ∩ x 6= ∅, ∀x ∈ R \ {t1} and
t0 ∩ x 6= ∅ ⇔ t0 ∩ x 6= ∅, ∀x ∈ R. Finally, s0 ∩ t1 = ∅. Hence in this
case as well, we must have K(Sp(R)) ∼= Rp(K(R)).
The arguments for the remaining cases can be obtained by symmetry from
the ones above and have similar arguments. The lemma then follows.
Finally, we are in the position to prove the main result of this paper.
Theorem 2. Let R = (S, T ) be an arbitrary bi-secondary structure. Then
r(H2(R)) = |χ(R)|.
Proof. Denote by R′ = ◦p∈PSP (R) the bi-secondary structure obtained by se-
quential splits of R at all nucleotides p ∈ P where P is defined as above. By
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Lemma 9 we must have that
K(R′) ∼= ◦p∈PRp(K(R)).
From this homeomorphism we obtain
H2(K(R
′)) ∼= H2(◦p∈PRp(K(R))).
By Remark 9
H2(◦p∈PRp(K(R))) ∼= H2(R).
Hence H2(R) ∼= H2(R
′). Now R′ is non-overlapping since each nucleotide of
degree four in the arc diagram of R has been split into two nucleotides each
of degree three in the arc diagram of R′. Thus, by Theorem 1, we have that
r(H2(R
′)) = |χ(R′)|. Finally, since each split introduces no new crossing arcs
in R′, the number of crossing components is conserved under splitting. Hence,
we must have that |χ(R′)| = |χ(R)|. Thus
r(H2(R)) = r(H2(R
′)) = |χ(R′)| = |χ(R)|
and the theorem follows.
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