The convergence properties of a patched Cartesian field mesh using a gridless boundary condition treatment are presented in the solution of the Euler equations for transonic flow. The gridless treatment employs a least squares fitting of the conserved flux variables using a cloud of nodes in the vicinity of the body in order apply requisite surface boundary conditions. Various multi-grid acceleration strategies are discussed for both single and dual NACA 0012 airfoil configurations. Results show that multigrid acceleration can provide a substantial decrease in computational work indicating a significant advantage over purely gridless schemes in which efficient implementation of multi-grid is problematic. Additionally, an enhanced treatment of the trailing edge discretization is presented in which issues associated with thin body geometry are alleviated, establishing an advantage over other Cartesian mesh methodologies.
Introduction
The advantages of using a Cartesian mesh in computational fluid dynamics simulations is popular with many investigators [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , and has numerous inherent advantages. These include simple and efficient mesh generation, superior implementation of high order discretization schemes, minimal phase error associated with shock-capturing calculations, and an absence of issues associated with mesh skewness and distortion. However, an obvious difficulty with the Cartesian approach is the implementation of solid wall boundary conditions. Boundary treatment can be especially problematic for "thin body" regions such as airfoils, turning vanes, or fins, in which the body geometry much is thinner than the local cell size. 3 Additionally, boundary treatments that incorporate "cut cells" near the body/grid interface can suffer significant convergence problems when very small cells are formed.
An alternative approach to reducing the effort associated with mesh generation is the use of a purely "gridless" approach for the entire computational domain. [14] [15] [16] [17] [18] Such methods typically incorporate either a direct least squares fitting of the flux variables, or may employ a moving least squares fitting to establish trial and test functions in a finite element formulation. In some instances, however, global conservation of mass, momentum, and energy for these schemes are not necessarily assured. Another disadvantage of purely gridless schemes is efficiently incorporating acceleration techniques such as multi-grid.
A method was introduced in Reference 1 that incorporates a compromise between the abovementioned strategies. Namely, the use of a Cartesian field mesh while incorporating a gridless treatment for the surface boundary conditions was proposed. Described in detail in Reference 1, application of the gridless boundary treatment requires the evaluation of shape functions with least squares approximations of flow field gradients in the vicinity of the surface. To form the shape functions, a "cloud" of nodes is chosen which may or may not be directly associated with the Cartesian grid. That is, surface nodes beyond those formed by the intersection of the body geometry and Cartesian mesh may be included.
Furthermore, additional adaptive cloud nodes, unassociated with either the surface or field mesh, may also be introduced to facilitate shape function evaluation in regions where the nodal density is insufficient. Though nodes associated with the field grid are incorporated into the boundary treatment, their geometric connectivity with the field is not retained for purposes of obtaining surface properties. It is noted that a similar method to that presented here was presented in Reference 2 that uses least squares fitting of nodes near the boundary to apply surface boundary conditions. In that work, the flux discretization is based on central differencing with artificial dissipation as opposed to the flux splitting 1 American Institute of Aeronautics and Astronautics Paper-2003-3974 approach used here. As noted by the authors, the boundary method of Reference 2 exhibited excessive smearing of shock waves. However, the dissipative nature of their method typically provides for smoother solutions that exhibited by the present method. Additionally, the method of Reference 2 is not truly gridless in that it does not provide for arbitrary cloud nodes and unaligned meshes, thus restricting is applicability to arbitrarily spaced multiple body problems.
This work presented here provides an extension to that described in Reference 1. Namely, the following enhancements to the code have been incorporated: 1) embedded grid patches may intersect the body requiring the treatment of hanging boundary nodes, 2) capability for multiple bodies, 3) refined airfoil trailing edge treatment, 4) the capability to use adaptive cloud nodes unassociated with the surface or field mesh, and 5) the ability to use an unaligned Cartesian mesh in which the airfoil trailing edge does not directly line on a grid line. In addition to discussion of these enhancements, a more detailed description of the mult-grid implementation for the embedded grids is discussed along with presentation of the characteristics. For the single airfoil cases using embedded grids which intersect the body, comparisons with a body fitted solution using Jameson's FLO52 code are provided to gauge the accuracy of the method.
Governing Equations
In this study, the two-dimensional flow of an inviscid, compressible gas is considered. Such flows are governed by the Euler equations, which provide for the conservation of mass, momentum, and energy, and are given by
where t is time, x and y are the Cartesian coordinates, and
where ρ is the density, u is the x-velocity component, v is the y-velocity component, p is the pressure, E is the total energy, and H is the total enthalpy. For an ideal gas, the total energy and total enthalpy can be written
where γ is the ratio of specific heats. Additionally, the equation of state is given by
where T is the static temperature and R is the ideal gas constant.
Flow Field Discrtization
Field Node Discretization The entire flow domain is discretized using a purely Cartesian mesh, which is generated independently of the body. In order to solve for the flow field, a finite difference scheme using Van Leer flux vector splitting is performed 19 . In this scheme, the convective flux vectors f and g are decomposed into "upwind" and "downwind" components based on the sign of the eigenvalues of the system of governing equations. Namely, at each grid point, the convective flux vectors are written as
where the positive and negative superscripts indicate the portion of the total flux that travels in the positive and negative coordinate directions, respectively. For supersonic flow, there is no splitting and the entire flux quantity travels in the downstream direction. For subsonic flow (in a given coordinate direction), the flux vectors are given by
where c is the acoustic speed. The governing equations are then re-written as
which can be discretized into a finite difference formulation. Considering the grid location defined by the nodal indices i and j in the x and y directions respectively, a three point second order upwind discretization is written (11) where the δ are first order upwind fluxes 1 , (12) and similarly for the y direction. The flux limiter, Ψ(r) in the above is implemented to suppress oscillations of the second order solution in high gradient regions (i.e shocks). In the results presented here, the standard minmod limiter is incorporated in which "Gridless" Node Definition
In order to treat the region of the flow field in the vicinity of the body, the locations where the surface geometry intersect the Cartesian grid are first evaluated. To facilitate this process, the body is described by a series of surface definition nodes through which a spline curve fit is created. Once the intersection of the body with the Cartesian grid has been determined, the field nodes are then categorized into three types: those far from the body which can be treated as field points using the finite difference expression, Equation (11); those embedded within the body, or located very close to the surface, which are removed from the calculation; and those near the body which do not have a complete computational stencil to apply Equation (11) . This last category of nodes is to be solved with the gridless method using least squares approximation. Also, nodes associated with the body geometry are treated using the gridless method. Namely, the surface nodes formed by the intersection of the body and field mesh, as well any surface definition (spline) nodes that may be desired to ensure that intricacies in the body geometry not captured by the intersection nodes are retained in the solution. Finally, additional "cloud" nodes may be introduced into the solution to facilitate the least squares approximation. Figure 1 provides a graphical representation of the various types of nodes described above.
Figure 1 Nodal Assignments for Gridless Method
Gridless Node Discretization Implementation of the gridless boundary method requires the definition of nodal shape (or weight) functions. Derivation of these shape function is presented in detail in Reference 1, and is not repeated here. Once derived, an approximated conservative flux variable f h at any gridless point located at (x p ,y p ) (either on the body surface or in the field) can be written in terms of the N surrounding cloud of nodes and shape function φ as
Similarly the spatial derivative of the flux in the k-th direction can also be written in terms of a derivative shape function as ( ) For nodes on the surface, two distinct options are available for implementation of the surface boundary conditions. These two methods are termed "Boundary Gradient Method" and "Time Marching Method". For the boundary gradient method, one can specify gradients of flow properties normal to the wall ( ỹ -direction) as boundary conditions. Namely, where the first three equations are reflection conditions, and the last equation represents a balance between the pressure in the fluid and the centrifugal force associated with the fluid motion along a curved path defined by the local surface radius of curvature, R. The tildes indicates that the velocity components are in the local (surface normal) coordinate system.
The surface boundary conditions of Equations (19) can be written in terms of gridless shape functions at any surface node p by The above equations can be evaluated subsequent to evaluation of the field nodes after each time step. In the boundary formulation of Equation (20), only shape functions for the flux direction normal to the wall ( ỹ -direction) are required.
For the time marching boundary method, the solution at the wall is evolved in the same manner as the gridless field nodes using Equation (11) . That is, shape function for flux directions parallel to the wall ( x ± directions) are introduced for a total of three fluxes. As indicated in Reference 1, and established here, the boundary gradient method provides for a better solution, though it would be more difficult to incorporate into 3D simulation (than the time marching method). Alhough the majority of examples presented here implement the boundary gradient method, some cases using the time marching method are also presented for completeness For the airfoil trailing edge stagnation point, since the radius of curvature is ill defined, the time marching method is always implemented. However, as the surface normal is not well defined either, the procedure used here is to compute to preliminary values of the conserved variable, u, based on the two surface normals on either side of the surface discontinuity. The final value of u at the trailing edge is then taken to be the average of two preliminary values. In Reference 1, the trailing edge properties were extrapolated from the local field values. The extrapolation method yielded trailing edge stagnation pressures that were much too low as compared to (FLO52). The method used here is shown to be a substantial improvement
In forming the shape functions for the gridless field nodes, three points are fit in each flux direction using a polynomial basis given by [1, x, y] . For wall points, a three-term basis is used in the tangential direction, and a six-term basis, given by [1, x, y, xy, x 2 , y 2 ] is used for the wall normal ( ỹ -direction), in which is used. Nominally, six nodes are used to fit the six term basis. However, in some instances, seven nodes are required to preclude a near-zero pivot in the least squares matrix.
Adaptive cloud nodes, when incorporated, are positioned at 0.5 of the local grid spacing, ∆x, normal to the wall at each surface node. Cloud nodes that fall within 0.3∆x of a Cartesian field node are omitted from the solution. The adaptive cloud nodes incorporate a local ( x , ỹ ) coordinate system based on the surface node from which they are generated. A six term polynomial basis is used in the + ỹ -direction, while a 3 term basis for the other three directions.
Multistage Time Stepping
Time integration (evolution) of the flow field is achieved using Runge-Kutta time stepping, as first presented by Jameson, et al 20 . This explicit multi-stage scheme is ideally suited for multigrid acceleration and 4 provides an increased (though limited) allowable time step compared to computational work. Considering separate temporal and spatial discretization (i.e. method of lines), the semi-discrete form of the governing equations can be written
where the residual at node j, Res j , is a discretized representation of the spatial derivative (e.g. Equation (11)) The Runge-Kutta integrations is a sequence of updates which takes the solution from time level n to time level n+1. For k stages, the scheme reads
where α k are the stage coefficients, and ∆t is the local allowable time step at node j. The stage coefficients can be optimized for various spatial discretizations. For instance, Van Leer, et al 21 , provides stage coefficients for 3, 4, and 5 stage schemes optimized for first order and second order upwind schemes. For a 4 stage first order upwind scheme, the coefficients read
It is noted that in solutions containing shocks, stage coefficients optimized for first order schemes is preferred regardless of the spatial discretization 22 . The optimal CFL number for the stage coefficients presented above is reported to be 2.0. 21 For time marching of the field nodes with constant grid spacing ∆x in both directions coordinate directions, the CFL number, σ, is defined by
Multigrid for Embedded Meshes
A full approximation storage (FAS) multgrid scheme based on the work of Jameson 23 has been incorporated for communication and convergence acceleration of the flow solution on an embedded mesh hierarchy.
In the FAS method, the simulation is accelerated to convergence by transferring (restricting) both the solution and residual vector to successively coarser meshes. After performing iterations on the coarser grids, corrections to the fine grid solution are then transferred (prolonged) back to the fine grid. The multi-grid method accelerates the solutions to convergence primarily by means of two effects. First, larger time steps can be applied on a coarser grid with reduced numerical effort. More importantly, iterative schemes are most efficient at reducing the high frequency components of the solution error, whereas low frequency error is barely affected. Thus, upon transferring the solution from a fine grid to a course grid, the low frequency components of error now become high frequency components and are therefore more effectively damped. Additionally, first order spatial discretization may be used on the coarse grids since their contribution does not affect the accuracy of the fine grid, only the convergence rate.
The implementation of multi-grid acceleration presented here is different than that typically considered on traditional computational grids. Namely, a traditional computational grid typically spans the entire domain and coalescing neighboring cells results in generation the successive coarser grids. This process is exemplified in Figure 2 , which shows a coarsening process for a one-dimensional domain.
Figure 2 Traditional Mesh Coarsening for 3 Layer Multi-Grid
The process then proceeds as follows. The solution at time step n+1 on the fine grid, , is transferred to the first coarse grid using an interpolation (restriction) operator providing an initial solution of the coarse grid given by
In order to maintain the accuracy of the fine grid solution, the residual vector, R, is also transferred from the fine grid to the coarse grid using a forcing function defined by
which is the difference of the residual transferred from the fine grid and the residual calculated on the coarse grid after one stage of the Runge-Kutta integration using the transferred solution, . Iteration(s) are then carried out on the coarse grid using Runge-Kutta multi-stage process defined in Equation (22) in the same manner as the fine grid, but with the forcing function added to the residual at each stage. Thus,
In this manner, the residual after the first stage is identical to that transferred from the fine grid thus retaining the fine grid accuracy. The process can be carried down to several coarse grids, each transferring the forcing function from the grid above. For instance a second coarsening would transfer the forcing function given by In contrast to the above, the approach taken here is for an embedded mesh hierarchy differs somewhat from the traditional coarsening approach. That is, coarsening of any individual embedded mesh is not even considered. Here, grids of various resolution are generated prior to flow field evolution, and finer grids are "patched" above coarser ones. Instead of coarsening a fine grid, the region of coarse grid that extends beneath a finer one is used for multi-grid communication. This process is depicted in Figure 3 .
Figure 3 Multi-Grid Strategy for Embedded Mesh
As shown, only the grid nodes that are colored solid red in the figure carry a forcing function for multi-grid acceleration of embedded meshes located above. Nodes on the perimeter of an embedded mesh do not pass a forcing function, but are instead prescribed with a Dirichlet boundary condition obtained from the coarser mesh below. These boundary conditions are applied during prolongation of the coarse mesh along with the transfer of the coarse grid corrections. Embedded meshes with a locally rectangular domain have the significant advantage of low storage requirement per cell since any grid point in the domain can be located by the cell index (i,j), and the grid spacing ∆x of the particular mesh. Actual coordinates of grid points and face dimensions of each cell need not be stored.
In this study, five strategies for flow field evolution are considered and their convergence properties are demonstrated. These five strategies are listed in Table I . All multi-grid implementations incorporate a V-cycle approach, but vary the number of iterations prior to prolongation. Also considered is Laplacian smoothing of the coarse grid corrections. This is achieved by solving the tridiagonal system given by
where the caret indicates smoothed corrections in i direction, the over bar indicates corrections smoothed in both i and j directions, and ε is a smoothing coefficient, taken here to be 2.0, unless otherwise mentioned. Convergence properties of the five various evolution methods are presented below.
For flow field evolution without multi-grid acceleration, the solution from a fine mesh is transferred to a "red" node (see Figure 3 ), but no Runge-Kutta iterations are performed on those nodes, and the Dirchlet boundary conditions are imposed after the Runge-Kutta iteration on the fine grid. One Runge-Kutta iteration prior to restriction and one Runge-Kutta iteration prior to prolongation 5 .
One Runge-Kutta iteration prior to restriction and one Runge-Kutta iteration prior to prolongation with Laplacian smoothed corrections
Results and Discussion
One advantage of using the gridless boundary treatment for a Cartesian mesh is that significant features of the surface geometry (i.e. the trailing edge of an airfoil) need not necessarily be aligned with the mesh. However, alignment with the mesh would be beneficial should it be feasible, as is the case for many 2-dimensional considerations.
Thus, convergence examples for both aligned and unaligned geometry are presented below. For the aligned cases, surface nodes can be well established by only considering the intersection points between the body and Cartesian grid. However, for an unaligned airfoil case, there is no intersection of the trailing edge with the mesh so that point becomes omitted. To rectify such an occurrence, incorporating some of the surface definition nodes into the solution is required. At a minimum, the surface definition node associated with the trailing edge stagnation point must be incorporated. Figure 4 is provided to clarify the distinction between aligned and unaligned grids in which the trailing edge of the NACA 0012 is shown. As shown, for the unaligned case, the trailing edge lies within the middle of a grid cell and is not directly seen by the mesh. However, results below indicate that the boundary treatment presented here has no trouble with such an occurrence.
Figure 4 Comparison of NACA 0012 Trailing Edge Region for Aligned and Unaligned Mesh Cases
In addition to unaligned mesh cases, results for an unaligned mesh with the addition of adaptive cloud nodes inserted in the large empty spaces formed between the body and the Cartesian mesh are also presented. Results below indicate that these cloud nodes have only a small effect on convergence, but can facilitate fitting of gridless shape functions. A list of the various cases considered here is provided in Table  II. It is noted that the far field (vortex) correction for lifting bodies of Reference 24 was used for the single airfoil cases. Also all cases were run on a Pentium III 800 MHz with single precision arithmetic. For all cases, the finest grid level has a spacing of 0.01 chord lengths. 
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Dual NACA 0012 airfoils separated by 0.4 chord lengths, Mach = 0.5, Aligned Mesh
4.
Single NACA 0012 airfoil, Mach = 0.8, α=1.25º, Boundary Gradient, Unaligned Mesh, with and without cloud nodes 5.
Dual NACA 0012 staggered airfoils separated by 0.5 chord lengths, Mach = 0.7, Aligned and Unaligned Mesh, with and without cloud nodes Case 1 Results Cases 1a and 1b consider subsonic flow t Mach 0.5, and 3 degrees angle of attack around the NACA 0012 airfoil using the boundary gradient and time marching methods, respectively. The computational mesh for this case is presented in Figure  5 , which is aligned with the airfoil and has 10,418 toplevel grid points in the field, and 137 body nodes. Preprocessing of this grid required 0.611 CPU seconds to evaluate all grid intersections and evaluate the gridless shape functions.
To assess the accuracy of the method, a comparison is made with results of a FLO52 simulation. Figure 6 presents both the Cartesian mesh and the FLO52 body-fitted mesh. Note that the intersection of the body with Cartesian mesh has resulted in hanging boundary nodes. Essentially, these are nodes that cannot be set using a Dirichlet condition prescribed from the mesh below. Instead, they must be treated as gridless field nodes and solved using the least squares fitting.
Although the body-fitted mesh allows for better clustering of grid cells near the nose, comparisons of the pressure coefficient distribution on the surface of the airfoil are in excellent agreement, as shown in the left portion of Figure 7 . Predicted lift coefficient is shown to be within 1% of the FLO52 values. Note that peak pressure at the leading edge was missed to the lack of grid clustering near the nose. The flow field pressure distribution for this case is presented in the right portion of Figure 7 . The convergence history for this case is presented in Figure  8 in terms of density residual and lift coefficient. It is seen here that all multi-grid methods considered are very effective in increasing convergence of the solution. Although the smoothing of coarse grid corrections provides a lower final residual, the convergence rate is slightly longer. For this case, using two Runge-Kutta (R-K) iterations per cycle with no smoothing has the best convergence, offering a factor of roughly 12 increase in speed. Figure 9 presents the pressure distribution NACA 0012 at Mach 0.5, α=3, using the time marching boundary method. As seen by comparisons with Figure 7 , the results are not quite as good as that of the boundary gradient method, but are still in relatively good agreement with FLO52 providing a lift coefficient within 5%.
Convergence results are provided in Figure 10 and are similar to the boundary gradient method shown in Figure 8 
Case 2 Results
The computational mesh used for the transonic NACA 0012 airfoil at Mach 0.8, α=1.25º, is presented in Figure 11 . This mesh is nearly identical to that of Case 1 with the exception of a larger grid patch near the nose in anticipation of the weak shock formed there under these flight conditions. As in Case 1, the domain extends 20 chord lengths from the body. The surface pressure coefficient and flow field pressure distribution are provide in Figure 12 which show good agreement with the FLO52 solution, particularly with respect to location of the shocks. The predicted lift coefficient is found to be within roughly 6% of the value predicted by FLO52. The convergence rate here is not as good as Case 1 due to presence of shocks in the flow field. In this case, performing smoothing of the coarse grid corrections significantly helped the one R-K iteration per cycle multi-grid method. Without the smoothing, persistent oscillations in the lift coefficient were prominent, and the density residual remained elevated, as shown in Figure 13 . By far the best method here is with two R-K iterations per cycle and no smoothing providing a factor of roughly 3 increase in convergence speed. Figure 14 and Figure 15 provide the flow field results and convergence history for this case, respectively, for the time marching boundary method. Here, convergence was obtained for all multigrid strategies. As in Case 1, results are not as good as the boundary gradient method, yielding roughly a 7% difference in lift coefficient as compared to the FLO52 results, and a surface pressure distribution that is not quite as smooth. As in the boundary gradient method, convergence history indicates a factor of roughly 3 speed increase using two R-K iterations per cycle.
Case 3 Results
Case 3 considers the flow about a dual airfoil configuration at Mach 0.5. The computational mesh for this case is shown in Figure 16 which contains 13,062 top level grid cells, and 141 surface nodes on each body. Grid pre-processing required 1.623 CPU seconds to evaluate grid intersection and evaluate gridless shape functions. This case is challenging since it represents a shock formation just downstream of the choke point between the two airfoils. In fact, using the minimod limiter as in the previous cases, the mult-grid acceleration worked well in the initial evolution of the solution, but obtaining convergence requires substantial smoothing of the course grid corrections. The surface and flow field Mach number distribution is provided in Figure 17 . The density residual and drag coefficient history during the simulation are provided in Figure 18 . As shown, convergence for this case is poor, and is attributed to contamination by the flux limiter. As a result, the case was repeated using a fixed limiter value of Ψ = 0.8. This resulted in small movement of the shock wave as shown in Figure 17 in conjunction with a slight overshoot. Convergence using multi-grid with 2 R-K iterations per cycle required a smoothing factor of ε = 8 if the minmod limiter is used. A factor of 5.0 increase is realized using multi-grid with a constant limiter of 0.8, and a factor 3.2 is obtained using minmod in conjunction with smoothing.
Case 4 Results
Case 4 considers again the single NACA 0012 airfoil at Mach 0.8, α = 1.25º. Here, a comparison is made between solutions on an aligned mesh with that on an unaligned mesh. Also considered is the effect of adaptive cloud nodes used in conjunction with an unaligned mesh. With the exception of misalignment of the airfoil with the grid, the grid is identical to that of Case 2. Total pre-processing time for this case is 0.961 CPU seconds when incorporating the adaptive cloud nodes, and 0.671 CPU seconds when considering the unaligned mesh without the cloud nodes. A close up view of the nose and tail for the unaligned grid with a total of 77 adaptive cloud nodes is provide in Figure  19 . In addition to using the grid intersection nodes for the boundary solution, a point for the trailing edge has been incorporated. Additionally, three points at the nose have also been added to help capture the leading edge stagnation pressure.
On the left side of Figure 20 , a comparison is made between the surface pressure coefficient obtained using FLO52 with that on the aligned mesh (taken from Figure 12 ), on the unaligned mesh, and on the unaligned mesh with the addition of adaptive cloud nodes. As shown, all cases are in close agreement indicating that the solution is insensitive to the mesh misalignment. Furthermore the introduction of the adaptive cloud nodes has resulted in a solution that is nearly identical of the body-fitted simulation. The right side of Figure 20 provides the flow field pressure distribution for this case (unaligned mesh with adaptive cloud nodes)
The convergence history for this case is provided in Figure 21 , which considers either no multigrid, or 2 R-K iterations per cycle. As shown, convergence history is very similar for all mesh configurations, with multi-grid offering a speed increase of roughly a factor of 3, the case with adaptive cloud nodes being the fastest. Thus introduction of the adaptive cloud nodes has been shown to increase accuracy and, to a small degree, the convergence rate.
Case 5 Results
The final case presented considers a staggered NACA 0012 configuration at Mach 0.8. The computational grid for this case is presented in Figure  22 . As shown, this case incorporates four embedded meshes within a single host grid. Again, considered here will be the case of the aligned and unaligned mesh with adaptive cloud nodes, establishing insensitivity to mesh alignment. There are 17,233 top-level cells in this mesh with 149 surface nodes on each airfoil for the aligned case. For the unaligned case, there are 157 surface nodes on each with an additional 92 cloud nodes per airfoil. The pre-processing time for this grid requires 1.793 CPU seconds for the aligned mesh, and 3.014 CPU seconds for the unaligned mesh with adaptive cloud nodes.
The surface pressure coefficient for this case is presented on the left side of Figure 23 . As shown, the solutions are nearly identical for both aligned and unaligned meshes. The right side of the figure provides the flow field pressure distribution for the unaligned case. The convergence history is presented in Figure  24 . As shown, 2 R-K iteration per cycle multi-grid requires smoothing of the course grid corrections in order to establish convergence. Both the aligned unaligned (with cloud nodes) exhibited similar convergence properties, with roughly a factor of 4 increase in speed with multi-grid.
To summarize the qualities of the various multi-grid strategies, performing a Runge-Kutta iteration after prolongation is beneficial for cases where shocks are present, whereas for no shocks (or very weak shocks as in Case 4) there no significant difference in convergence time.
The Laplacian smoothing of the coarse grid corrections in the manner considered here did not typically help convergence, except in the case of the single transonic airfoil while using 1 Runge-Kutta iteration prior to restriction and none prior to prolongation. However, the best choice for that case is to incorporate a Runge-Kutta iteration prior to prolongation, in which case the smoothing had no benefit.
Conclusions and Future Work
The functionality of the "gridless" boundary condition treatment originally introduced in Reference 1 has been increased to incorporate multiple bodies, and embedded grids that may intersect surface geometry, allowing for more appropriate clustering of grid cells in high gradient regions. As shown in some of the computational grids presented here, there exists the potential for gaps and misalignments in the nodes available for least square fitting of the flux variables. To remedy such occurrences, the ability to incorporate "adaptive cloud nodes" has been added which can be placed in these sparse regions of the grid. Given the "gridless" nature of the method, the addition of the adaptive cloud nodes is a natural extension that is easily incorporated.
For simple geometries, such as a single airfoil, the ease of body-fitted grid generation precludes use of this technique. However, comparisons presented here with body-fitted results for such cases show good agreement indicating that the method is well suited for multiple-body geometries, and an excellent candidate for extension into three-dimensional simulations where grid generation is more problematic. For the two-body airfoil cases, mesh pre-processing is shown to take less than a few seconds. Furthermore, the method has been shown to be insensitive to mesh alignment allowing for arbitrary spacing of multiple bodies within the domain. The method does not require extensive grid generation effort and provides very reasonable solutions, making an excellent and efficient tool for preliminary analyses.
A convergence study has been presented which indicated that multi-grid can accelerate convergence of the solution by a factor of 3 or 4 in cases with shock waves present, and greater than a factor of 10 for cases without shocks. As a result, the method has advantages over purely gridless algorithms in which mult-grid is not easily incorporated, and issues with global conservation are present. Additionally, the method has advantages over other Cartesian implementations in that there are no issues associated with thin body geometry or small cut cells near the surface. 
