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3Zusammenfassung
In dieser Dissertation studieren wir drei Vermutungen von Kerz, Esnault und Wittenberg
zu Restriktionsabbildungen für relative Nullzykel auf glatten projektiven Schemata über
henselschen diskreten Bewertungsringen. Das Thema der ersten beiden Vermutungen ist
eine Basiswechseleigenschaft mit endlichen Koeﬃzienten, die prim zur Restklassencharak-
teristik der Basis sind, für sogenannte höhere Nullzykel und Nullzykel mit Koeﬃzienten in
Milnor K-Theorie. Die dritte Vermutung behandelt Chow-Gruppen relativer Nullzykel mit
Koeﬃzienten, die nicht prim zur Restklassencharakteristik sind. Dies führt unter anderem
zum Studium von Deformationen von Nullzykeln. Die drei Vermutungen hängen eng mit
Vermutungen von Colliot-Thélène zur Struktur von Chow-Gruppen von Nullzykeln glatter
projektiver Varietäten über p-adischen lokalen Körpern zusammen.
Wir beweisen einen Spezialfall der ersten Vermutung, beweisen die Basiswechseleigen-
schaft für Nullzykel mit Koeﬃzienten in Milnor K-Theorie und geben zwei verschiedene
Beweise einer Aussage zur Algebraisierung von Nullzykeln.
Abstract
In this thesis, we study three conjectures by Kerz, Esnault and Wittenberg on restriction
maps for relative zero-cycles on smooth projective schemes over henselian discrete valuation
rings. The ﬁrst two concern base change properties with ﬁnite coeﬃcients prime to the
residue characteristic of the base for higher zero-cycles and zero-cycles with coeﬃcients in
Milnor K-theory. The last one concerns the p-part, i.e. the part not prime to the residue
characteristic of the base, and involves studying the deformations of zero-cycles. These
conjectures are closely related to conjectures of Colliot-Thélène on the structure of the
Chow group of zero-cycles of smooth projective schemes over p-adic local ﬁelds.
We give evidence for the ﬁrst conjecture proving a special case, prove the base change
property for zero-cycles with coeﬃcients in Milnor K-theory and give two very diﬀerent
proofs of an algebraization theorem for zero-cycles.
Für meinen Freund François
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Introduction
Let k be a ﬁeld and Xk a k-variety. The Chow group of zero-cycles of Xk is deﬁned to
be the free abelian group Z0(Xk) generated by the closed points of Xk modulo the group
Z0(Xk)rat generated by divisors of rational functions on integral curves C ⊂ Xk, i.e.
CH0(Xk) := Z0(Xk)/Z0(Xk)rat.
An element of Z0(Xk) is called a zero-cycle. The degree of a zero-cycle is deﬁned by
deg(
∑
x nxx) =
∑
x nx[k(x) : k]. If Xk is proper over k, then the degree of a zero-cycle is
invariant modulo rational equivalence, i.e. there is a factorisation
Z0(Xk)

deg // Z.
CH0(Xk)
::
We denote the kernel of deg by A0(Xk).
If k = F is ﬁnite, then the study of CH0(XF) is the study of class ﬁeld theory, the Kato
conjectures and the étale fundamental group. One of the main results is that A0(XF) is
ﬁnite. In this thesis we are mainly interested in the structure of the group CH0(XK) for a
p-adic ﬁeld K, i.e. a ﬁnite extension of Qp for a prime p.
Let K be a p-adic ﬁeld, OK the ring of integers in K and XK a smooth projective
geometrically integralK-variety. In [10], Colliot-Thélène poses, among others, the following
questions which have been guiding the study of zero cycles over p-adic ﬁelds:
(a) Is A0(XK)/n ﬁnite for any n ∈ N>0? Furthermore, is A0(XK)/n zero for almost all
n?
(b) Is A0(XK)[n] ﬁnite for any n ∈ N>0?
(c) Is the group A0(XK)tors ﬁnite?
(d) Is the maximal divisible subgroup D(XK) of A0(XK) uniquely divisible?
(e) Is the group A0(XK)/D(XK), up to a ﬁnite group, isomorphic to a group of the form
Zmp for some m ∈ N?
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One notes that (a) is equivalent to
(f) A0(XK) is the direct sum of a ﬁnite group and a p′-divisible group, i.e. a group
divisible for any prime p′ 6= p.
if we require (n, p) = 1 in (a) and that (e) is implied by
(g) Is there a (non-canonical) isomorphism
CH0(XK) ∼= Z⊕ Zmp ⊕ (ﬁnite group)⊕ (divisible group)?
In particular, a positive answer to (g) would imply the ﬁniteness of A0(XK)/p.
In the case of curves, i.e. dimXK = 1, all of these questions have an aﬃrmative answer
since in that case the Albanese map A0(XK)→ J(K) is injective with ﬁnite cokernel and
the group of rational points of the Jacobian of XK , J(K), is known to be the direct sum
of a ﬁnite group and OmK for some m ∈ N by a result of Mattuck ([55]).
Let us turn to the case of higher dimension. For surfaces a few results on these questions
were shown in the 1980s using ideas of Bloch involving algebraic K-theory and the theorem
of Merkurjev-Suslin. Most notable is the ﬁniteness of the n-torsion which was shown by
Colliot-Thélène, Sansuc and Soulé (see [14]). The ﬁrst breakthrough in arbitrary dimension
was achieved by Saito and Sato in 2006 in [66]. In [66], Saito and Sato propose to study not
zero-cycles on XK but relative zero-cycles on a regular model X of XK over OK in order
to approach Question (a). More generally, let from now on OK be an excellent henselian
discrete valuation ring with residue ﬁeld k of characteristic p and quotient ﬁeld K. Let X
be regular, ﬂat, quasi-semistable and projective over OK with generic ﬁber XK and special
ﬁber X0. Let n ∈ N with (n, p) = 1. Let d be the ﬁber dimension of X over OK . The main
result of [66] is that the cycle class map
clX : CH1(X)/n→ H2dét (X,µ⊗dn )
is an isomorphism if k is ﬁnite or separably closed. From this result they deduce that
Question (f) has a positive answer. Furthermore they deduce, using class ﬁeld theory,
that the restriction map
resCH : CH1(X)/n→ CH0(X0)/n
induced by restricting an integral one-cycle Z on X in good position, i.e. Z is ﬂat over OK
and does not meet the singular locus of Xk, to [Z ∩Xk], is an isomorphism if X is smooth
over OK . The proof in [66] involves homology theories, a variant of the Kato complexes,
Lefschetz theorems for étale cohomology and an extension of a base change theorem of
Rapoport and Zink ([63, Satz 2.19]).
More recently, Bloch gave a new and purely geometric proof of the theorem of Saito and
Sato that clX is an isomorphism if k is separably closed (see [17, App.]). In order to show
that ker(clX) is n-divisible, Bloch's idea is to normalise cycles in the kernel of clX , which
in this case is just the degree map, and to embed them into PNX for some N ∈ N. Since the
9embedding dimension of these nonsingular cycles is ≤ 1, one may use Bertini theorems in
PNX to reduce the n-divisibility to relative dimension 1 in which case it is known.
Building on this idea Kerz, Esnault andWittenberg show in [46] that the restriction map
resCH : CH1(X)/n→ CH0(X0)/n is an isomorphism if X is smooth over OK for arbitrary
perfect residue ﬁelds k. In fact they show a more general statement assuming that X0 is a
simple normal crossing divisor (see the introduction of Chapter 1). For simplicity, and since
we make this assumption throughout this thesis, we assume from now on that X is smooth
over OK or that XK has a smooth model over OK . Let CHs(X, t)Λ := CHs(X, t,Z/nZ)
denote Bloch's higher Chow groups with coeﬃcients in Λ = Z/nZ. Generalising this
restriction isomorphism, Kerz, Esnault and Wittenberg state the following conjectures:
(h) The restriction map
resCH : CHd(X, j)Λ → CHd(X0, j)Λ
is an isomorphism for all j ≥ 0.
(i) The restriction map
resCH : CHd+j(X, j)Λ → CHd+j(X0, j)Λ
is an isomorphism for all j ≥ 0.
(j) If ch(K) = 0 and if k is perfect of characteristic p > 0, then the restriction map
res : CHd(X)⊗ Z/prZ→ ”limn”Hd(X1,KMd,Xn/pr)
is an isomorphism in the category of pro-abelian groups pro-Ab considering CHd(X)⊗
Z/prZ as a constant pro-system.
For the deﬁnition of the restriction maps in (h) and (i) see Chapter 1 and for the deﬁnition
of the restriction map in (j), assuming the Gersten conjecture for the Milnor K-theory
sheaf KMX , see Chapter 3. We make a few remarks on the above questions and conjectures
and their relations:
1. Conjecture (h) is related to the following conjecture by Saito and Sato stated in [66]:
(k) If k is ﬁnite or separably closed, then the Kato complex KC(X,Q`/Z`) deﬁned
in [66, Sec. 2] is exact except in degree 1.
2. Conjecture (h) is related to Question (b) (see Remark 1.2.3 and Proposition 2.5.4).
3. Conjecture (j) would imply a positive answer to Question (a) for n = p and is related
to Question (g) (see Remark 4.4.7).
4. In [2], Asakura and Saito show the existence of a smooth projective surface over a
p-adic ﬁeld with inﬁnite torsion in the Chow group of zero-cycles giving a negative
answer to Question (c). In particular, if (g) is true, then (d) is false.
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Let us list our main results chapter by chapter:
In Chapter 1 we show the following theorem which makes progress on Conjecture (h):
Theorem A. Let OK be an excellent henselian discrete valuation ring with quotient ﬁeld
K and residue ﬁeld k = OK/piOK and assume that 1/n ∈ k×. Let X be a smooth and
projective scheme over SpecOK of ﬁber dimension d. Let X0 denote the reduced special
ﬁber. Then the restriction map
resCH : CHd(X, 1)Λ  CHd(X0, 1)Λ
is surjective.
If dimX = 2 we also show that resCH is injective. We thereby obtain a new proof of
the ﬁniteness of CHd(XK)[n] for a smooth projective surface XK with good reduction.
In Chapter 2 we study zero-cycles with coeﬃcients in Milnor K-theory. Our main result
is the following:
Theorem B. Let the notation be as in Theorem A. Then Conjecture (i) holds.
The proofs of Theorem A and B are purely geometric and make use of the above
mentioned idea of Bloch. In an excursus we also study the n-torsion groups CHd+j(X, j)[n]
for a smooth (projective) scheme X of dimension d over a ﬁnite or local ﬁeld for j ≥ 1.
In Chapter 3 we study Conjecture (j). The topic of this and the following chapter is
diﬀerent from that of the ﬁrst two chapters in the sense that here we study the deformation
of zero-cycles on smooth projective schemes over henselian discrete valuation rings and are
interested in the p-part of CH0(XK). Our main theorem is the following:
Theorem C. Let A be a henselian discrete valuation ring with uniformising parameter pi
and residue ﬁeld k. Let X be a smooth projective scheme over Spec(A) of relative dimension
d. Let Xn := X ×A A/(pin). Assume that the Gersten conjecture holds for the Milnor K-
theory sheaf KMX . Then the restriction map res : Hd(X,KMd+j,X) −→ Hd(X1,KMd+j,Xn) is
surjective. In particular the map of pro-systems
res : Hd(X,KMd+j,X)→ ”limn”Hd(X1,KMd+j,Xn)
is an epimorphism in the category of pro-abelian groups pro-Ab for all j ≥ 0. Here we
consider Hd(X,KMd+j,X) as a constant pro-system.
The proof uses an idelic argument which shows that Hd+1(X,KMd+j,X|Xn) = 0 for all
j ≥ 0. We also show Conjecture (j) for d = 1 and j = 0 and give a suﬃcient condition for
it to be true in general. Taking into account the known results on the Gersten conjecture
for Milnor K-theory, we get the following corollary:
Corollary D. (i) If A is equi-characteristic, then the map
res : CHd+j(X, j)→ ”limn”Hd(X1,KMd+j,Xn)
is is an epimorphism in pro-Ab for all j ≥ 0.
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(ii) If A is of mixed characteristic (0, p) with p > d+ j − 1, then the map
res : CHd+j(X, j,Z/pr)→ ”limn”Hd(X1,KMd+j,Xn/pr)
is is an epimorphism in pro-Ab for all j ≥ 0.
In the last section of Chapter 3 we relate the restriction map res to the p-adic cycle
class map %d,0pr : CH
d(X)/pr → H2dét (X, Tr(d)) which was shown to be surjective by Saito
and Sato in [67].
In Chapter 4 we give a completely diﬀerent proof of Theorem C by studying the exact
sequence
Hd(X1,Ω
d−1
X1
)→ Hd(X1,KMd,Xn)→ Hd(X1,KMd,Xn−1)
induced by the short exact sequence
Ωd−1X1 → KMd,Xn → KMd,Xn−1 → 0.
We ﬁrst prove Theorem C in the case dimX1 = 2 using a moving lemma for H2(X1,Ω1X1).
Then the general case is reduced to this one via a Lefschetz theorem.
In the Appendix we review p-adic étale Tate twists and homology theories and show
why homology theories, which are used in the approach of [66], can't be used to attack
Conjecture (j).
The content of chapter 1, 2 and 3 has appeared in essentially the same form in the
following (pre-)publications:
Chapter 1: Morten Lüders, On a base change conjecture for higher zero cycles, Homology, Ho-
motopy and Applications, Volume 20 (2018) Number 1, p. 59-68.
Chapter 2: Morten Lüders, A restriction isomorphism for zero-cycles with coeﬃcients in Milnor
K-theory, preprint 2017.
Chapter 3: Morten Lüders, Algebraization for zero-cycles and the p-adic cycle class map, preprint
2017.
12 INTRODUCTION
Acknowledgements. I would like to heartily thank my supervisor Moritz Kerz for his
continuous help, for many ideas for this thesis and the opportunity to work on such in-
teresting problems with a lot of freedom and little pressure. I would also like to thank
the entire AG-Seminar Kerz (Federico Binda, Christian Dahlhausen, Johann Haas, Shuji
Saito, Florian Strunk, Georg Tamme, Enlin Yang and especially Yigeng Zhao) for the
opportunity to present many of the obtained results over the years as well as helpful dis-
cussions and Jean-Louis Colliot-Thélène for helpful comments. Finally, I would like to
thank the department of mathematics of the university of Regensburg and the SFB 1085
Higher Invariants for the nice working environment.
Chapter 1
Base change for higher zero-cycles
Let OK be an excellent henselian discrete valuation ring with quotient ﬁeld K and residue
ﬁeld k = OK/piOK and always assume that 1/n ∈ k×. Let X be a regular scheme, ﬂat and
projective over SpecOK of ﬁber dimension d. Let XK denote the generic ﬁber and X0 the
reduced special ﬁber. Let Λ = Z/nZ.
In [66, Cor. 9.5] and [17, App.] it is shown that forX → SpecOK smooth and projective
and k ﬁnite or algebraically closed, the restriction map
CH1(X)Λ
'−→ CH0(X0)Λ
is an isomorphism of Chow groups with coeﬃcients in Λ. This result is reproven in [46]
for more general residue ﬁelds and generalised to the case that X0 is a simple normal
crossings divisor. In that case one needs to replace CH0(X0) by H2dcdh(X0,Z/nZ(d)), i.e. the
hypercohomology of the motivic complex Z/nZ(d) in the cdh-topology, which is isomorphic
to CH0(X0) for X0/k smooth. The result then says that if k is ﬁnite, or algebraically
closed, or (d − 1)! prime to m, or A is of equal characteristic, or X/OK is smooth and
always assuming that k is perfect, then there is an isomorphism
CH1(X)Λ
'−→ H2dcdh(X0,Z/nZ(d))
which is induced by restricting a one-cycle in general position to a zero-cycle on Xsm0 ,
where Xsm0 is the smooth locus of X0. Generalising this result, the following conjecture is
stated in Section 10 of [46]:
Conjecture 1.0.1. The restriction homomorphism
res : H i,d(X,Z/nZ)→ H i,dcdh(X0,Z/nZ)
is an isomorphism for all i ≥ 0.
HereH i,d(X,Z/mZ) = H i(X,Z/mZ(d)) are the motivic cohomology groups for schemes
over Dedekind rings deﬁned in [70]. In this chapter we consider the corresponding restric-
tion map on higher Chow groups of zero-cycles with coeﬃcients in Λ
resCH : CHd(X, 2d− i)Λ −→ CHd(X0, 2d− i)Λ
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for X/OK smooth which we deﬁne to be induced by the following composition:
resCH : CHn(X,m) −→ CHn(XK ,m) ·(−pi)−−−→ CHn+1(XK ,m+ 1) ∂−→ CHn(X0,m).
Here ·(−pi) is the product with −pi ∈ CH1(K, 1) = K× deﬁned in [4, Sec. 5], pi is a local
parameter for the discrete valuation on K and ∂ is the boundary map coming from the
localization sequence for higher Chow groups (see [50]). We call the composition
spCHpi : CH
n(XK ,m)
·(−pi)−−−→ CHn+1(XK ,m+ 1) ∂−→ CHn(X0,m)
a specialisation map for higher Chow groups. We note that resCH does not depend on the
choice of pi whereas spCHpi does. For a detailed discussion of the specialisation map see also
[16, Sec. 3].
Our main theorem is the following:
Theorem 1.0.2. Let X/OK be smooth. Then the restriction map
resCH : CHd(X, 1)Λ  CHd(X0, 1)Λ
is surjective. This implies in particular the surjectivity part of Conjecture 1.0.1 for the pair
(2d− 1, d).
This implies the following corollary:
Corollary 1.0.3. Let X/OK be smooth. Then the specialisation map
spCHpi : CH
d(XK , 1)Λ  CHd(X0, 1)Λ
is surjective.
The restriction map in the special degree of Theorem 1.0.2 is of particular interest since,
as noted in the introduction, it is related to Conjecture (b) on the ﬁniteness of CHd(XK)[n]
forK a p-adic ﬁeld. In Section 1.2 we show the injectivity for d = 2. Furthermore, Theorem
1.0.2 together with the main result of [46] may be considered as a generalisation to perfect
residue ﬁelds of the vanishing of the Kato homology group KH3(X,Q`/Z`) deﬁned in [66]
where it is proven for k ﬁnite or separably closed.
1.1 Main theorem
Let OK be an excellent henselian discrete valuation ring with quotient ﬁeld K and residue
ﬁeld k = OK/piOK and always assume that 1/n ∈ k×. From now on let X be a smooth
and projective scheme over SpecOK of ﬁber dimension d in which case we also say that X
is of relative dimension d over OK . Let XK denote the generic ﬁber and X0 the reduced
special ﬁber. By X(p) we denote the set of points x ∈ X such that dim({x}) = p, where
{x} denotes the closure of x in X.
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We are going to use the following notation for Rost's Chow groups with coeﬃcients in
Milnor K-theory (see [64, Sec. 5]):
Cp(X,m) =
⊕
x∈X(p)
(KMm+pk(x))⊗ Z/nZ,
Zp(X,m) = ker[∂ : Cp(X,m)→ Cp−1(X,m)],
Ap(X,m) = Hp(C∗(X,m)).
We write Zk(X) for the group of k-cycles on X, i.e. the free abelian group generated by
k-dimensional closed subschemes of X.
Let pi be some ﬁxed a local parameter of OK . We deﬁne the restriction map
respi : Cp(X,m)→ Cp−1(X0,m+ 1)
to be the composition
respi : Cp(X,m)→ Cp−1(XK ,m+ 1) ·{−pi}−−−→ Cp−1(XK ,m+ 2) ∂−→ Cp−1(X0,m+ 1).
In the above composition the map Cp(X,m)→ Cp−1(XK ,m+1) is deﬁned to be the identity
on all elements supported on X(p) \X0(p) and zero on X0(p). The map ∂ is deﬁned to be the
boundary map induced by the tame symbol on Milnor K-theory for discrete valuation rings.
More precisely, ∂ is deﬁned as follows: Let {x} be the subscheme corresponding to x ∈ X(p).
Let us assume for simplicity that {x} is normal. Otherwise we take the normalisation and
use the norm map. Now if y ∈ {x}(p−1), then y deﬁnes a discrete valuation on k(x). Let pi′
be a local parameter of k(x). Let ∂xy : K
M
n+1k(x)→ KMn k(y) be the tame symbol deﬁned by
sending {pi′, u1, ..., un} to {u¯1, ..., u¯n}, where the ui are units in the discrete valuation ring
of k(x) and the u¯i their images in k(y). ∂ is deﬁned to be the sum of all ∂xy taken over all
x ∈ X(p) and all y ∈ {x}(p−1). Note that the restriction map respi has to be distinguished
from the specialisation map
spxy,pi′ = ∂
x
y ◦ {−pi′} : KMn k(x)→ KMn k(y).
spxy,pi′ sends {pi′i1u1, ..., pi′inun} to {u¯1, ..., u¯n}, where again the ui are units in the discrete
valuation ring of k(x) and the u¯i their images in k(y).
The map respi depends on the choice of pi but the induced map on homology
res : Ap(X,m)→ Ap−1(X0,m+ 1)
is independent of the choice. This can be seen as follows: Let u ∈ O×K and α ∈ Cp(X,m).
Then resupi(α) = ∂({−piu} · α) = ∂({−pi} · α) + ∂({u} · α) = respi(α) + ∂({u} · α). Now if
α ∈ Ap(X,m), then ∂({u} · α) = 0 and resupi(α) = respi(α). In the following we will write
res for respi, ﬁxing a local parameter pi ∈ OK .
We now turn to our principle interest of study, the restriction map
res : C2(X,−1)→ C1(X0, 0).
We start with the following lemma:
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Lemma 1.1.1. The map res : C2(X,−1)→ C1(X0, 0), after having ﬁxed pi, is surjective.
Proof. Let u¯ ∈ KM1 k(x) for some x ∈ X(d−1)0 . As in the proof of [66, Lem. 7.2] we
can ﬁnd a relative surface Z ⊂ X containing x and being regular at x and such that
Z ∩ X0 contains {x} with multiplicity 1. Let Z0 = ∪i∈IZ(i)0 ∪ {x} be the union of the
pairwise diﬀerent irreducible components of the special ﬁber of Z with those irreducible
components diﬀerent from {x} indexed by I. Since all maximal ideals, mi corresponding
to Z(i)0 and mx corresponding to {x}, in the semi-local ring OZ,Z0 are coprime, the map
OZ,Z0 →
∏
i∈I OZ,Z0/mi×OZ,Z0/mx is surjective. Therefore we can ﬁnd a lift u ∈ KM1 k(z),
z being the generic point of Z, of u¯ which specialises to u¯ in K({x})× and to 1 in K(Z(i)0 )×
for all i ∈ I.
The main result we are going to prove is the following:
Proposition 1.1.2. The restriction map res : A2(X,−1)→ A1(X0, 0) is surjective.
It will be implied by the following key lemma:
Key lemma 1.1.3. Let ξ ∈ ker[Z1(X)/n res→ Z0(X0)/n], then there is a ξ′ ∈ ker[C2(X,−1) res→
C1(X0, 0)] with ∂(ξ′) = ξ.
Proof of Proposition 1.1.2. Let ξ0 ∈ ker[C1(X0, 0) ∂→ C0(X0, 0)]. By Lemma 1.1.1 there is
a ξ ∈ C2(X,−1) with res(ξ) = ξ0. As res(∂(ξ)) = ∂(res(ξ)) = 0, key Lemma 1.1.3 tells us
that there is a ξ′ ∈ ker(C2(X,−1)→ C1(X0, 0)) with ∂ξ′ = ∂ξ. As res is a homomorphism,
it follows that ξ0 = res(ξ − ξ′) and ∂(ξ − ξ′) = 0. Hence res : Z2(X,−1) → Z1(X0, 0) is
surjective and the commutativity of ∂ and res implies that res : A2(X,−1) → A1(X0, 0)
is surjective.
Proof of Key lemma 1.1.3. We start with the case of relative dimension d = 1, i.e. X is a
smooth ﬁbered surface over OK , and consider the following diagram:
C2(X,−1) = K(X)∗ ⊗ Z/nZ res //
∂

C1(X0, 0) = K(X0)
∗ ⊗ Z/nZ
∂

Z1(X)/n
res // Z0(X0)/n
where we write Zi(X)/n for Ci(X,−i) which are just the cycles of dimension i modulo n.
The restriction map in the lowest degree res : Z1(X)/n→ Z0(X0)/n agrees with the spe-
cialisation map on cycles deﬁned by Fulton in [19, Rem. 2.3] since X0 is a principle Cartier
divisor and ∂xy ({−pi}) = ordO{x},y(pi). Modifying ξ ∈ ker[Z1(X)/n
res→ Z0(X0)/n] by ele-
ments equivalent to zero in Z1(X)/n, we may represent it by an element x ∈ ker[Z1(X)→
Z0(X0)].
We consider the following short exact sequence of sheaves:
0→ O∗X;X0 →M∗X;X0 → Div(X,X0)→ 0, (1.1.1)
1.1. MAIN THEOREM 17
where M∗X;X0(resp. O∗X;X0) denotes the sheaf of invertible meromorphic functions (resp.
invertible regular functions) relative to SpecOK and congruent to 1 in the generic point of
X0, i.e. in OX,µ, where µ is the generic point of X0, and Div(X,X0) is the sheaf associated
toM∗X;X0/O∗X;X0 . In other words, Div(X,X0)(U) is the set of relative Cartier divisors on
U ⊂ X which specialise to zero in X0. For the concept of relative meromorphic functions
and divisors see [29, Sec. 20, 21.15].
We want to show that (Div(X,X0)(X)/M∗X;X0(X))/n = 0.
Claim 1.1.4. Pic(X,X0) ∼= Div(X,X0)(X)/M∗X;X0(X).
Short exact sequence (1.1.1) induces the following exact sequence:
O∗X;X0(X)→M∗X;X0(X)→ Div(X,X0)(X)→ Pic(X,X0)→ H1(X,M∗X;X0)
Now Pic(X,X0) = H1(X,O∗X;X0) can also be described as the group of isomorphism classes
of pairs (L, ψ) of an invertible sheaf L with a trivialisation ψ : L|X0 ∼= OX0 (see e.g. [71,
Lem. 2.1]).
The following argument shows that the map Div(X,X0)(X)→ Pic(X,X0) is surjective:
Let (L, ψ) ∈ Pic(X,X0). The trivialisation ψ gives an isomorphism ψ : L⊗OX OX0
∼=−→ OX0
and by localising an isomorphism ψµ : Lµ⊗OX,µOX0,µ
∼=−→ OX0,µ, where µ again denotes the
generic point of X0. Let s denote a lift of ψ−1µ (1) under the surjective map Lµ  Lµ⊗OX,µ
OX0,µ. Then s is a meromorphic section of L and the divisor div(s) ∈ Div(X,X0)(X)
maps to (L, ψ).
It follows that Pic(X,X0) ∼= Div(X,X0)(X)/M∗X;X0(X).
Claim 1.1.5. Pic(X,X0) is uniquely n-divisible.
Since
Pic(X,X0) ∼= lim←−
m
Pic(Xm, X0) ∼= lim←−
m
H1(X0, 1 + piOXm),
where the ﬁrst isomorphism follows from [28, Thm. 5.1.4], it suﬃces to show thatH1(X0, 1+
piOXm) is uniquely n-divisible. This can be seen as follows:
1 + piOXm ⊃ 1 + pi2OXm ⊃ ... ⊃ 1
deﬁnes a ﬁnite ﬁltration on the sheaf 1 + piOXm with graded pieces grn = (pi)n/(pi)n+1 ∼=
OX0 ⊗ (pi)n. We use this ﬁltration to deﬁne a ﬁltration on H1(X0, 1 + piOXm) by
F n := Im(H1(X0, 1 + pi
nOXm)→ H1(X0, 1 + piOXm)).
The unique divisibility of H1(X0, 1+piOXm) follows now by descending induction from the
exact sequence
0→ 1 + pin+1OXm → 1 + pinOXm → grn → 0,
the unique divisibility of H i(X0,OX0 ⊗ pin) as a ﬁnitely generated k-module and the ﬁve-
lemma.
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It follows that Pic(X,X0)/n ∼= (Div(X,X0)(X)/M∗X;X0(X))/n = 0 and therefore that
the class of x in Z1(X)/n, i.e. ξ, is in the image of ker[C2(X,−1) res→ C1(X0, 0)] under ∂.
Let now d > 1. We start with some reduction steps.
As above we may represent ξ by an element of ker[Z1(X) → Z0(X0)] and as in the
proof of [46, Prop. 4.1] we may assume that ξ is represented by a cycle of the form
[x]− r[y] ∈ ker[Z1(X)→ Z0(X0)] with x and y integral and such that y is regular and has
intersection number 1 with X0. Let us recall the argument: First note that one can lift a
reduced closed point of X0 to an integral horizontal one-cycle having intersection number
1 with X0. Now if ξ =
∑s
i=1 ni[xi] ∈ ker[Z1(X) → Z0(X0)], then we lift (xi ∩X0)red to a
one-cycle yi of the aforementioned type. Furthermore, we choose the same yi for all the xi
intersecting X0 in the same closed point. Let ri be the intersection multiplicity of xi with
X0. Then also
∑s
i=1 niri[yi] ∈ ker[Z1(X)→ Z0(X0)] and it suﬃces to show the statement
for each xi − riyi separately, i.e. the claim follows.
By an idea of Bloch put forward in [17, App.] we may assume furthermore that x is
regular: Let x˜ be the normalisation of x. Since OK is excellent, x˜ is ﬁnite over x. This
implies that there is an imbedding x˜ ↪→ X ′ := X ×SpecOK PN such that the following
diagram commutes:
x˜ //

X ′ = X ×SpecOK PN
prX

x //

X

SpecOK = // SpecOK
Let [x˜ ∩ X ′0] = r′[z¯] for z¯ an integral zero-dimensional subscheme of X ′0. We take a
regular lift z of z¯ in y × PN ⊂ X ′ which has intersection number 1 with X ′0 and get
that [x˜] − r′[z] ∈ ker[Z1(X ′) → Z0(X ′0)] and prX∗([x˜] − r′[z]) = [x] − r[y] = ξ. The
commutativity of the following diagram implies that proving the key lemma for a cycle
[x] − r[y] ∈ ker[Z1(X) → Z0(X0)] with x regular and y intersecting the special ﬁber
transversally suﬃces to prove it in general.
C2(X
′,−1)


// C1(X
′
0, 0)

  
Z1(X
′)/n

// Z0(X
′
0)/n
  
C2(X,−1)

// C1(X0, 0)

Z1(X)/n // Z0(X0)/n
The commutativity of the diagram follows from [64, Sec. 4] since all the maps in question
are deﬁned in terms of the 'four basic maps' which are compatible.
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We now prove the key lemma in the situation that ξ = [x]−r[y] ∈ ker[Z1(X)→ Z0(X0)]
with x regular and y intersecting the special ﬁber transversally by an induction on the
relative dimension of X over SpecOK , assuming that the key lemma holds in this situation
for relative dimension d− 1. By a standard norm argument we may from now on assume
that k is inﬁnite. We need the following Bertini theorem deduced from Bertini theorems
by Altman and Kleiman:
Lemma 1.1.6. There exist smooth closed subschemes Z,Z ′ ⊂ X with the following prop-
erties:
1. Z has ﬁber dimension one, Z ′ has ﬁber dimension d− 1.
2. Z contains x˜, Z ′ contains z.
3. The intersection Z ∩ Z ′ ∩X0 consist of reduced points.
Proof. First note that for a sheaf of ideals J ⊂ OX we have the following short exact
sequence:
0→ J ⊗OX OX(−[X0])(M)→ J ⊗OX OX(M)→ J ⊗OX i∗OX0(M)→ 0
for i : X0 ↪→ X and M ∈ Z. For M  0 Serre vanishing implies that H1(X,F(M)) = 0
for F coherent and therefore that the map
Γ(J ⊗OX OX(M)) Γ(J ⊗OX OX0(M))
is surjective. This allows us to lift the sections on the right deﬁning subvarieties of X0 to
sections of a twisted sheaf of ideals on X ′.
Let Jx˜ be the sheaf of ideals deﬁning x˜ and Jz be the sheaf of ideals deﬁning z. Let
p ∈ x˜ ∩X0 (q ∈ z ∩X0). Then dimX0(p) = d ≥ 2 and since x˜ (resp. z) is regular, we have
that ex˜∩X0(p) ≤ ex˜(p) = dimk(p)(Ω1x˜(p)) = 1 < 2, where ex˜(p) is the embedding dimension of
x˜ at p and analogously for q. Therefore by [49, Thm. 7] we can ﬁnd sections in σ¯1, ..., σ¯d−1 ∈
Jx˜|X0(M) (resp. σ¯′ ∈ Jx˜|X0(M)) deﬁning smooth subschemes containing p (resp. q)
that intersect transversally. Let σ1, ..., σd−1 (resp. σ′) be liftings under the surjections
Γ(Jx˜⊗OX OX(M)) Γ(Jx˜⊗OX OX0(M)) and Γ(Jz ⊗OX OX(M)) Γ(Jz ⊗OX OX0(M)).
Then the complete intersections Z := V (σ1, ..., σd−1) and Z ′ := V (σ′) have the desired
properties.
Using these subschemes, we can now do the induction step. Since Z ∩Z ′ ∩X0 consists
of reduced points, the component z′ of Z ∩Z ′ that contains z∩X0 has intersection number
1 with X0 and is a regular curve as it is regular over the closed point of SpecOK . Now since
Z ′ is of relative dimension d− 1 and z and z′ both lie in Z ′ and satisfy res([z′]− [z]) = 0,
we get by the induction assumption that there is a ξ with support on Z ′ restricting to 1
and with ∂(ξ) = [z′]− [z].
By the relative dimension one case proved in the beginning we get that for x˜, z′ ⊂ Z and
[x˜]− r′[z′], which also restricts to 0, there is a ξ′ with support on Z such that res(ξ′) = 0
and ∂(ξ′) = [x˜]− r′[z′]. It follows that res(ξ′ + rξ) = 1 and ∂(ξ′ + rξ) = [x˜]− r′[z].
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Corollary 1.1.7. The restriction map
resCH : CHd(X, 1)Λ → CHd(X0, 1)Λ
deﬁned in the introduction is surjective.
Proof. We ﬁrst show that the homology of the sequence⊕
x∈X(d−2)0
KM2 k(x)→
⊕
x∈X(d−1)0
KM1 k(x)→
⊕
x∈X(d)0
KM0 k(x)
is isomorphic to CHd(X0, 1) which implies that A1(X0, 0) ∼= CHd(X0, 1)Λ. This follows
from the spectral sequence
Ep,q1 =
⊕
x∈X(p)0
CHr−p(Speck(x),−p− q)⇒ CHr(X0,−p− q) (1.1.2)
(see [4, Sec. 10]) for r = d = dimX0, the fact that CH
r(k(x), r) ∼= KMr (k(x)) and the
vanishing of CHr(Speck(x), j) for r > j as well as the vanishing of CH0(k(x), 1).
Using a limit argument and the localization sequence for schemes over a regular noethe-
rian base B of dimension one constructed in [50], we also get the existence of spectral
sequence (1.1.2) for X/OK . Now for the same reasons as above this spectral sequence
implies that the homology of⊕
x∈X(d−2)
KM2 k(x)→
⊕
x∈X(d−1)
KM1 k(x)→
⊕
x∈X(d)
KM0 k(x)
is isomorphic to CHd(X, 1) which implies that A2(X,−1) ∼= CHd(X, 1)Λ.
The claim now follows from Proposition 1.1.2 and the compatibility of res and resCH.
Remark 1.1.8. The isomorphism A1(X0, 0) ∼= CHd(X0, 1)Λ also follows from the isomor-
phism CHp(X0, 1) ∼= Hp−1(X0,Kp) for p ≥ 0 and Kp the K-theory sheaf (see e.g. [58, Cor.
5.3]).
1.2 Remarks on the injectivity of res
In this section we prove the injectivity of the restriction map for d = 2 in our case and
remark on implications of the conjectured injectivity.
Conjecture 1.2.1. The map res : A2(X,−1)→ A1(X0, 0) is injective.
Proposition 1.2.2. Conjecture 1.2.1 holds for X/OK of relative dimension 2.
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Proof. Let Λ := Z/n and Λ(q) := µ⊗qn . We use the coniveau spectral sequence
Ep,q1 (X,Λ(c)) =
⊕
x∈Xp
Hp+qx (X,Λ(c))⇒ Hp+qét (X,Λ(c)),
where H∗x is étale cohomology with support in x.
Cohomological purity (respectively absolute purity) gives isomorphismsHp+qx (X,Λ(c)) ∼=
Hq−p(k(x),Λ(c− p)) which lets us write the above spectral sequence in the following form:
Ep,q1 (X,Λ(c)) =
⊕
x∈Xp
Hq−p(k(x),Λ(c− p))⇒ Hp+qét (X,Λ(c)).
For more details see for example [12]. Writing out this spectral sequence for X and X0
respectively and using the norm residue isomorphism KMn (k)/m ∼= Hn(k, µ⊗nm ) for n ≤ 2
(see [56]), we get injective edge morphisms A2(X,−1) ↪→ H3ét(X,Λ(2)) and A1(X0,−1) ↪→
H3ét(X0,Λ(2)) for dimensional reasons. The restriction map induces a map between these
spectral sequences and therefore a commutative diagram
A2(X,−1) // _

A1(X0, 0) _

H3ét(X,Λ(2))
∼= // H3ét(X0,Λ(2))
whose lower horizontal morphism is an isomorphism by proper base change. It follows that
A2(X,−1)→ A1(X0, 0) is injective.
Remark 1.2.3. The injectivity of res would have implications for a ﬁniteness conjecture
on the n-torsion of CH0(XK) for XK a smooth scheme over a p-adic ﬁeld with ﬁnite residue
ﬁeld and good reduction (see for example [10]). More precisely, using the coniveau spectral
sequence, we can see that the group A1(XK , 0) is isomorphic to H
2d−1
Zar (XK ,Z/n(d)) and
therefore surjects onto CH0(XK)[n]. Furthermore it ﬁts into the exact sequence (see [64,
Sec. 5])
A2(X,−1)→ A1(XK , 0)→ A1(X0,−1) ∼= CH1(X0)/n.
Now Conjecture 1.2.1 implies that there is a sequence of injections
A2(X,−1) ↪→ A1(X0, 0) ↪→ H2d−1e´t (X0,Z/n(d))
into the ﬁnite group H2d−1e´t (X0,Z/n(d)). Note that the second injection follows from the
Kato conjectures. More precisely, there is an exact sequence
KH3(X0,Z/nZ)→ A1(X0, 0) ∼= CHd(X0, 1)Λ → H2d−1e´t (X0,Z/n(d))
(see [36, Lem. 6.2]) and the Kato homology group KH3(X0,Z/nZ) is zero due to the
Kato conjectures (see [47]). Therefore the ﬁniteness of CH0(XK)[n] would depend on the
ﬁniteness of CH1(X0)/n.
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In the case of relative dimension 2 the ﬁniteness of CH1(X0)/n ∼= Pic(X0)/n can be
shown using the injection Pic(X0)/n ↪→ H2e´t(X0, µn) and the ﬁniteness of H2e´t(X0, µn) (see
f.e. [57, VI.2.8]). Therefore Proposition 1.2.2 implies the ﬁniteness of CH0(XK)[n] for
XK a smooth surface over a p-adic ﬁeld with ﬁnite residue ﬁeld and good reduction which
is a well-known result by Colliot-Thélène, Sansuc and Soulé. For more details on torsion
questions see Section 2.5.
Remark 1.2.4. In the light of Remark 1.2.3 and the base change conjecture for higher
zero-cycles stated in the introduction one might ask if
CHd(XK , i)[n]
is ﬁnite for all i ≥ 0 for smooth schemes over p-adic ﬁelds.
Chapter 2
Zero-cycles with coeﬃcients in Milnor
K-theory
Let OK be an excellent henselian discrete valuation ring with quotient ﬁeld K and residue
ﬁeld k = OK/piOK and always assume that 1/n ∈ k×. Let X be a smooth and projective
scheme over SpecOK of ﬁber dimension d. Let XK denote the generic ﬁber and X0 the
reduced special ﬁber. By X(p) we denote the set of points x ∈ X such that dim({x}) = p,
where {x} denotes the closure of x in X.
We call the groups
coker(
⊕
x∈X(d−1)0
KMj−d+1k(x)→
⊕
x∈X(d)0
KMj−dk(x))
and
H(
⊕
x∈X(d−1)
KMj−d+1k(x)→
⊕
x∈X(d)
KMj−dk(x)→
⊕
x∈X(d+1)
KMj−d−1k(x))
as well as the higher Chow groups
CHj(X0, j − d)
and
CHj(X, j − d)
Chow groups of zero-cycles with coeﬃcients in Milnor K-theory. Here H(A→ B → C) :=
ker(B → C)/im(A → B) for abelian groups A,B,C. We will see in Section 2.1 that the
groups coker(⊕
x∈X(d−1)0
KMj−d+1k(x)→ ⊕x∈X(d)0 K
M
j−dk(x)) and CH
j(X0, j−d) are isomorphic.
The identiﬁcation of H(⊕x∈X(d−1)KMj−d+1k(x)→ ⊕x∈X(d)KMj−dk(x)→ ⊕x∈X(d+1)KMj−d−1k(x))
and CHj(X, j − d) depends on the Gersten conjecture for a henselian DVR for higher
Chow groups if we work integrally. However, which is suﬃcient for our purposes, they are
isomorphic if considered with ﬁnite coeﬃcients (see Section 2.1).
In this chapter we study the restriction homomorphism on higher Chow groups
resCH : CHj(X, 2j − i) −→ CHj(X0, 2j − i)
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for i−j = d. We recall the deﬁnition of the restriction homomorphism resCH from Chapter
1. It is deﬁned to be the composition
CHj(X, 2j − i) −→ CHj(XK , 2j − i) ·(−pi)−−−→ CHj+1(XK , 2j − i+ 1) ∂−→ CHj(X0, 2j − i).
Here ·(−pi) is the product with a local parameter −pi ∈ CH1(K, 1) = K× deﬁned in [4,
Sec. 5] and ∂ is the boundary map coming from the localization sequence for higher Chow
groups (see [50]). We call the composition
CHj(XK , 2j − i) ·(−pi)−−−→ CHj+1(XK , 2j − i+ 1) ∂−→ CHj(X0, 2j − i)
a specialisation map and denote it by spCHpi . One notes that res
CH is independent of the
choice of pi whereas spCHpi depends on it. We denote higher Chow groups with coeﬃcients
in a ring Λ by CHj(X, j−d)Λ. From now on let Λ = Z/nZ. Our main result in this chapter
is the following:
Theorem 2.0.5. The restriction map
resCH : CHj(X, j − d)Λ −→ CHj(X0, j − d)Λ
is an isomorphism for all j.
As mentioned in the introduction, this was conjectured in [46, Conj. 10.3] by Kerz,
Esnault and Wittenberg. More precisely, they conjecture that the corresponding restric-
tion homomorphism for motivic cohomology res : H i,j(X,Z/nZ)→ H i,jcdh(X0,Z/nZ) is an
isomorphism for i− j = d. The case j = d was ﬁrst proved in [66] assuming that k is ﬁnite
or separably closed and then generalised to arbitrary perfect residue ﬁelds in [46] using an
idea of Bloch put forward in [17].
For j = d + 1 and k ﬁnite, Theorem 2.0.5 also follows from the Kato conjectures. In
fact, Jannsen and Saito observe that for j = d+ 1 and k ﬁnite, the étale cycle class map
ρj,j−dX : CH
j(X, j − d)Λ → Hd+jét (X,Λ(j))
ﬁts into the exact sequence
...→ KH02+a(X,Z/nZ)→ CHd+1(X, a)Λ → H2d+2−aét (X,Λ(d+ 1))
→ KH01+a(X,Z/nZ)→ CHd+1(X, a− 1)Λ → ...,
where KH0a(X,Z/nZ) denotes the homology of certain complexes C0n(X) in degree a de-
ﬁned by Kato. For more details see Section 2.2.
Theorem 2.0.5 implies the following two well-known corollaries:
Corollary 2.0.6. Let XK be a smooth projective scheme of dimension d with good reduction
over a local ﬁeld K with ﬁnite residue ﬁeld k of characteristic p. Then the groups
1. CHj(XK , j − d)Λ are ﬁnite for all j ≥ 0.
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2. CHj(XK , j − d)Λ = 0 for j ≥ d+ 3.
Corollary 2.0.7. Let X be a smooth projective scheme over an excellent henselian discrete
valuation ring OK with ﬁnite or algebraically closed residue ﬁeld. Then
ρj,j−dX : CH
j(X, j − d)Λ → Hd+je´t (X,Λ(j))
is an isomorphism for all j.
In the last two sections of this chapter, we turn to torsion questions for Chow groups of
zero-cycles with coeﬃcients in Milnor K-theory. We show the following two propositions:
Proposition 2.0.8. Let XK be a smooth and proper scheme over a local ﬁeld K with ring
of integers OK and ﬁnite residue ﬁeld k of characteristic p. Assume that XK has good
reduction over OK and let n > 0 be a natural number prime to p. Then for all j ≥ 1 the
groups
CHd+j(XK , j)[n]
are ﬁnite.
Proposition 2.0.9. Let Xk be a smooth projective scheme of dimension d over a ﬁnite
ﬁeld k of characteristic p > 0. Then the group
CHd+1(Xk, 1)
is ﬁnite.
2.1 Identiﬁcation of zero-cycles with coeﬃcients in Mil-
nor K-theory
We start by recalling some basic facts about Milnor K-theory.
Deﬁnition 2.1.1. Let k be a ﬁeld. We deﬁne the n-th Milnor K-group KMn (k) to be the
quotient of (k×)⊗n by the Steinberg group, i.e. the subgroup of (k×)⊗n generated by elements
of the form a1⊗ ...⊗ an satisfying ai + aj = 1 for some 1 ≤ i < j ≤ n. Elements of KMn (k)
are called symbols and the image of a1 ⊗ ...⊗ an in KMn (k) is denoted by {a1, ..., an}.
One can easily see that in KM2 (k) the following relations hold:
{x,−x} = 0 and {x, x} = {x,−1}
This implies the following lemma:
Lemma 2.1.2. Let K be a discrete valuation ring with ring of integers A, local parameter
pi and residue ﬁeld k. Then KMn (k) is generated by symbols of the form
{pi, u2, ..., un} and {u1, u2, ..., un}
with ui ∈ A× for 1 ≤ i ≤ n.
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Keeping the notation of Lemma 2.1.2 and denoting the image of ui in KMn (k) by u¯i,
one can show that there exists a unique homomorphism
∂ : KMn (K)→ KMn−1(k)
satisfying
∂({pi, u2, ..., un}) = {u¯2, ..., u¯n},
called the tame symbol, and a unique homomorphism
sppi : K
M
n (K)→ KMn (k)
satisfying
sppi({pii1u1, pii2u2, ..., piinun}) = {u¯1, ..., u¯n},
called the specialisation map. Note that sppi, unlike ∂, depends on the choice of a local
parameter in K and that ∂({u1, u2, ..., un}) = 0, if ui ∈ A× for all 1 ≤ i ≤ n.
We now return to the situation of the introduction: Let OK be an excellent henselian
discrete valuation ring with quotient ﬁeld K and residue ﬁeld k = OK/piOK and always
assume that 1/n ∈ k×. Let X be a smooth and projective scheme over SpecOK of ﬁber
dimension d. Let XK denote the generic ﬁber and X0 the reduced special ﬁber. By X(p)
we denote the set of points x ∈ X such that dim({x}) = p, where {x} denotes the closure
of x in X.
We use the following notation for Rost's Chow groups with coeﬃcients in Milnor K-
theory (see [64, Sec. 5]):
Cp(X,m) =
⊕
x∈X(p)
(KMm+pk(x))⊗ Z/nZ,
Zp(X,m) = ker[∂ : Cp(X,m)→ Cp−1(X,m)],
Ap(X,m) = Hp(C∗(X,m))
and similarly for X0 (resp. XK) replacing X by X0 (resp. XK). Furthermore, let
Cgp (X,m) =
⊕
x∈Xg
(p)
(KMm+pk(x))⊗ Z/nZ
and
Zgp (X,m) = ker[∂ : C
g
p (X,m)→ Cp−1(X,m)]
be the corresponding groups supported on cycles in good position, i.e. the sum is taken
over all x ∈ X(p) such that {x} is ﬂat over OK . Note that Ck(X,−k) = Zk(X) ⊗ Z/nZ,
the group of k-cycles on X, i.e. the free abelian group generated by k-dimensional closed
subschemes of X, tensored with Z/nZ.
Let now pi be a local parameter of OK . We deﬁne the restriction map
respi : Cp(X,m)→ Cp−1(X0,m+ 1)
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as in Chapter 1 to be the composition
respi : Cp(X,m)→ Cp−1(XK ,m+ 1) ·{−pi}−−−→ Cp−1(XK ,m+ 2) ∂−→ Cp−1(X0,m+ 1),
where Cp(X,m)→ Cp−1(XK ,m+1) is deﬁned to be the identity on all elements supported
on X(p) \X0(p) and zero on X0(p) and ∂ is the boundary map induced by the tame symbol.
For the fact that this composition is compatible with the corresponding cycle complexes
see [64, Sec. 4]. For more details see Chapter 1. We just recall that the restriction map
respi depends on choice of pi but the induced map res : Ap(X,m) → Ap−1(X0,m + 1) is
independent of such a choice. From now on, we will ﬁx a pi ∈ OK and write res instead of
respi.
We now prove the identiﬁcations of the two versions of Chow groups of zero-cycles with
coeﬃcients in Milnor K-theory stated in the introduction.
Proposition 2.1.3. For all j ≥ 0, there are the following isomorphisms:
1. CHj(X0, j − d) ∼= coker(
⊕
x∈X(d−1)0
KMj−d+1k(x)→
⊕
x∈X(d)0
KMj−dk(x)).
2. CHj(X, j − d)Λ ∼= A1(X, j − d− 1).
Proof. In [4, Sec. 10], Bloch proves the existence of the spectral sequence
CHEp,q1 =
⊕
x∈X(p)0
CHr−p(Speck(x),−p− q)⇒ CHr(X0,−p− q). (2.1.1)
Using the localization sequence for higher Chow groups for schemes over a regular noethe-
rian base (see [50]) and a limit argument, one also gets the existence of the spectral sequence
CHEp,q1 =
⊕
x∈X(p)
CHr−p(Speck(x),−p− q)⇒ CHr(X,−p− q). (2.1.2)
Setting j = r, and noting that CHr(k(x), r) ∼= KMr (k(x)), it follows from spectral
sequence (2.1.1) that CHj(X0, j − d) is isomorphic to the cokernel of⊕
x∈X(d−1)0
KMj−d+1k(x)→
⊕
x∈X(d)0
KMj−dk(x)
since E•,≥−j+11 = 0 as CH
s(k(x), t) = 0 for s > t.
Similarly, we get from spectral sequence (2.1.2) that CHj(X, j − d)Λ is isomorphic to
A1(X, j − d− 1), noting that the map⊕
x∈X(d)
CHj−d(k(x), j − d+ 1)Λ →
⊕
x∈X(d+1)
CHj−d−1(k(x), j − d)Λ
is surjective for all j (see Figure 2.1). This can be seen as follows: Let x ∈ X(d+1) and let y
be the generic point of a regular lift Z of x toX which is ﬂat overOK . Now by the Beilinson-
Lichtenbaum conjecture (see Theorem 2.2.3), CHj−d(k(x), j − d + 1)Λ is isomorphic to
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Hj−d−1(k(y),Λ(j−d)) and CHj−d−1(k(x), j−d)Λ is isomorphic toHj−d−2(k(x),Λ(j−d−1)).
The assertion now follows from the surjectivity of the map
∂ : Hj−d−1(k(y),Λ(j − d))→ Hj−d−2(k(x),Λ(j − d− 1)).
Since OZ,x is henselian, Hj−d−2(k(x),Λ(j−d−1)) ∼= Hj−d−2(OZ,x,Λ(j−d−1)) by rigidity
for étale cohomology. An element α ∈ Hj−d−2(k(x),Λ(j − d − 1)) corresponding to an
element α′ ∈ Hj−d−2(OZ,x,Λ(j−d−1)) lifts to an element α′∪s ∈ Hj−d−1(k(y),Λ(j−d)),
s being a generator of the maximal ideal of OZ,x, with ∂(α′ ∪ s) = α (see also [38, Lem.
1.4 (2)]).
Remark 2.1.4. 1. For similar identiﬁcations for X0 with motivic cohomology see also
[65].
2. In order to show the isomorphism
CHj(X, j − d) ∼= H(
⊕
x∈X(d−1)
KMj−d+1k(x)→
⊕
x∈X(d)
KMj−dk(x)→
⊕
x∈X(d+1)
KMj−d−1k(x))
integrally, one would need to show the Gersten conjecture for a henselian DVR for
higher Chow groups, i.e. the exactness of the sequence
0→ CHr(SpecA, q)→ CHr(SpecK, q)→ CHr−1(Speck, q − 1)→ 0
for a henselian discrete valuation ring A with ﬁeld of fractions K and residue ﬁeld
k.
3. Let A be as in (2). If k is of characteristic p > 0, then the sequence
0→ CHr(A,Z/prZ, q)→ CHr(K,Z/prZ, q)→ CHr−1(k,Z/prZ, q − 1)→ 0
is exact. This follows from the fact that in this case CHr−1(Speck,Z/prZ, q − 1) = 0
for r 6= q by [22, Thm. 1.1] and that
CHr(K,Z/prZ, r) ∼= KMr (K)/pr → KMr−1(k)/pr ∼= CHr−1(k,Z/prZ, r − 1)
is surjective which implies that the long exact localization sequence
...→ CHr(A,Z/prZ, q)→ CHr(K,Z/prZ, q)→ CHr−1(k,Z/prZ, q − 1)→ ...
splits (see also [21, Cor. 4.3]).
4. If k is ﬁnite, then CHj(X0, j− d) = 0 for j > d+ 1 since KM2 (k) = 0 in that case. If
K is a local ﬁeld, then CHj(XK , j − d)Λ = 0 for j > d+ 2 since KMn (K) is uniquely
divisible for n ≥ 3 (see [78, VI. 7.1]).
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d d+ 1
−j + 1 0 0 0
−j ... ⊕x∈X(d) CHj−d(k(x), j − d) //⊕x∈X(d+1) CHj−d−1(k(x), j − d− 1)
−j − 1 ... ⊕x∈X(d) CHj−d(k(x), j − d+ 1) //⊕x∈X(d+1) CHj−d−1(k(x), j − d)
... ... ...
Figure 2.1: Table of CHEp,q1 for X/OK .
2.2 Relation with Kato complexes
In this section we recall some facts about the Kato conjectures which we will need in the
following sections.
Let X be an excellent scheme. In [38], Kato deﬁnes the following complexes:
Cin(X) : ...→
⊕
x∈Xa
H i+a+1(k(x),Z/n(i+ a))→ ...→
⊕
x∈X1
H i+2(k(x),Z/n(i+ 1))
→
⊕
x∈X0
H i+1(k(x),Z/n(i))
Here the term⊕x∈XaH i+a+1(k(x),Z/n(i+a)) is placed in degree a. We denote the homology
of Cin(X) in degree a by KH
i
a(X,Z/nZ). The groups H i+a+1(k(x),Z/n(i+a)) are the étale
cohomology groups of Speck(x) with coeﬃcients in Z/n(i + a) := µ⊗i+an if n is invertible
on X and Z/n(i + a) := WrΩi+aX1,log[−(i + a)] ⊕ Z/m(i) if n = mpr is not invertible on X
and X is smooth over a ﬁeld of characteristic p.
The complex C0n(X) for a proper smooth scheme X over a ﬁnite ﬁeld or the ring of
integers in a (1-)local ﬁeld is the subject of the study of the Kato conjectures. The Kato
conjectures say the following and have been fully proved in case the coeﬃcient characteristic
is invertible on X by Jannsen, Kerz and Saito (see [47]):
Conjecture 2.2.1. Let X be a proper smooth scheme over a ﬁnite ﬁeld. Then
KH0a(X,Z/nZ) = 0 for a > 0.
Conjecture 2.2.2. Let X be a regular scheme proper and ﬂat over Spec(Ok), where Ok
is the ring of integers in a local ﬁeld. Then
KH0a(X,Z/nZ) = 0 for a ≥ 0.
In [36, Lem. 6.2], Jannsen and Saito relate the complex C0n(X) for a smooth scheme X
over a ﬁnite ﬁeld to the étale cycle class map
ρr,2r−sX : CH
r(X, 2r − s)Λ → Hsét(X,Λ(r))
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for r = d. More precisely, they show that there is an exact sequence
...→ KH0q+2(X,Z/nZ)→ CHd(X, q)Λ → H2d−qét (X,Λ(d))
→ KH0q+1(X,Z/nZ)→ CHd(X, q − 1)Λ → ...
(2.2.1)
This sequence is a tool to deduce ﬁniteness results for Chow groups of higher zero cycles
with ﬁnite coeﬃcients from the Kato conjectures. The proof of the exactness of (2.2.1)
uses the coniveau spectral sequence for the domain and target of ρr,qX and the following
theorem of Voevodsky:
Theorem 2.2.3. (Beilinson-Lichtenbaum conjecture, see [77]) Let X be a smooth scheme
over a ﬁeld. Then the étale cycle map
ρr,2r−sX : CH
r(X, 2r − s)Λ → Hse´t(X,Λ(r))
is an isomorphism for s ≤ r.
We recall the following Proposition from [46, Prop. 9.1]:
Proposition 2.2.4. Let X be a proper smooth scheme over a ﬁnite or algebraically closed
ﬁeld. Then the étale cycle map
ρj,j−d+aX : CH
j(X, j − d+ a)Λ → Hj+d−ae´t (X,Λ(j))
is an isomorphism for all j ≥ d and all a except possibly if k is ﬁnite, j = d and a = −1.
In particular the groups CHj(X, j − d+ a)Λ are ﬁnite if j ≥ d, a ≥ 0.
Proof. We consider the spectral sequences
CHEp,q1 (X) = ⊕x∈X(p)CHj−p(Speck(x),−p− q)Λ ⇒ CHj(X,−p− q)Λ
and
étEp,q1 (X,Λ(j)) = ⊕x∈XpHq−p(k(x),Λ(j − p))⇒ Hp+qét (X,Λ(j)). (2.2.2)
The étale cycle class map ρr,qX induces a map of spectral sequences
ρr,qX :
CH Ep,q1 →ét Ep,q+2j1
which by Theorem 2.2.3 is an isomorphism for q ≤ −j. By cohomological dimension, the
diﬀerence between the two spectral sequences is given by
étE•,j+11 = C
j−d
n (X)
which is equal to the zero-complex if j > d or if k is an algebraically closed ﬁeld. If j = d,
then the complex étE•,d+11 = C
0
n(X) is exact except for possibly the last term on the right
due to Conjecture 2.2.1.
We now turn to the arithmetic case (see also [47, Sec. 9]).
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Proposition 2.2.5. Let X be a proper smooth scheme over a henselian discrete valuation
ring OK with ﬁnite residue ﬁeld k. Let d be the relative dimension of X over OK. Then
for j = d+ 1, there is an exact sequence
...→ KH02+a(X,Z/nZ)→ CHd+1(X, a)Λ → H2d+2−ae´t (X,Λ(d+ 1))
→ KH01+a(X,Z/nZ)→ CHd+1(X, a− 1)Λ → ...
(2.2.3)
and for j > d+ 1, there are isomorphisms
CHj(X, j − d+ a)Λ → Hj+d−ae´t (X,Λ(j)).
Proof. We keep the notation of the proof of Proposition 2.2.4. Like there, we get a map of
spectral sequences
ρr,qX :
CH Ep,q1 →ét Ep,q+2j1
which by Theorem 2.2.3 is an isomorphism for q ≤ −j. The diﬀerence between the two
spectral sequences is given by
étE•,j+11 = C
j−d−1
n (X)
if j ≥ d+ 1 since all other rows vanish by cohomological dimension and Cj−d−1n (X) = 0 for
j ≥ d+ 2 again by cohomological dimension. This implies the proposition.
Remark 2.2.6. For X be a scheme over an excellent henselian discrete valuation ring with
ﬁnite residue ﬁeld and j = d we are in the situation of [66] which is more complex since
there are two rows (e´tE•,j+11 = C
−1
n (X) and
e´tE•,j+21 ) which might not be quasi-isomorphic
to zero. In [66], Saito and Sato show that KH−1a (X,Qn/Zn) = 0 for a = 2, 3.
We keep the notation of Proposition 2.2.5. It follows from Conjecture 2.2.2 that
resCH : CHd+1(X, a)Λ → CHd+1(X0, a)Λ
is an isomorphism for all a. In the next section, we generalise this result for a = 1 to arbi-
trary residue ﬁelds. It remains an open problem if resCH : CHd+1(X, a)Λ → CHd+1(X0, a)Λ
is an isomorphism for arbitrary residue ﬁelds for all a.
2.3 Main theorem
We keep the notation of the introduction of this chapter. In this section we prove Theorem
2.0.5. By the identiﬁcations of Proposition 2.1.3, this comes down to studying the following
commutative diagram:⊕
x∈X(d−1) K
M
j−d+1k(x)
sp //
∂

⊕
x∈X(d−1)0
KMj−d+1k(x)
∂
⊕
x∈X(d) K
M
j−dk(x)
sp //
∂

⊕
x∈X(d)0
KMj−dk(x)
⊕
x∈X(d+1) K
M
j−d−1k(x)
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j ...
⊕
x∈X(1) H
j−1(k(x),Λ(j − 1)) //⊕x∈X(2) Hj−2(k(x),Λ(j − 2))
j − 1 ... ⊕x∈X(1) Hj−2(k(x),Λ(j − 1)) //⊕x∈X(2) Hj−3(k(x),Λ(j − 2))
... ... ...
2 ...
⊕
x∈X(1) H
1(k(x),Λ(j − 1)) //⊕x∈X(2) H0(k(x),Λ(j − 2))
1 ...
⊕
x∈X(1) H
0(k(x),Λ(j − 1)) 0
0 ... 0 0
0 1 2
Figure 2.2: Table of E1p,q(X,Λ) for X/OK and d = 1.
We ﬁrst note the surjectivity of resCH resp. res.
Proposition 2.3.1. The specialisation map
res : A1(X, j − d− 1) −→ A0(X0, j − d)
is surjective for all j.
Proof. Let {u¯1, ..., u¯j−d} ∈ KMj−dk(x) for some x ∈ X(d)0 . Let y ∈ X(d) be the generic point
of a lift Z of x which intersects X0 transversally in x. Let A be the stalk of Z at y and
denote by ui ∈ A× a lift of u¯i to the units of A. Then res({u1, ..., uj−d}) = {u¯1, ..., u¯j−d}
and ∂({u1, ..., uj−d}) = 0.
Key lemma 2.3.2. Let
α ∈ ker(Zg1 (X, j − d− 1)→ Z0(X0, j − d)).
Then α ≡ 0 ∈ A0(X, j − d− 1). In particular there is a well-deﬁned map
φ : Z0(X0, j − d)→ A1(X, j − d− 1).
Proof. We start with the case of relative dimension d = 1. Let Λ := Z/n and Λ(q) := µ⊗qn .
We consider the coniveau spectral sequence
Ep,q1 (X,Λ(j)) = ⊕x∈XpHq−p(k(x),Λ(j − p))⇒ Hp+qét (X,Λ(j))
for X and X0 respectively (see Figure 2.2 for E1p,q(X,Λ) for X/OK and d = 1) and the
norm residue isomorphism KMn (k)/m ∼= Hn(k, µ⊗nm ) to show that there are injective edge
morphisms
A1(X, j − d− 1) = Ed,j2 (X) ↪→ Hd+jét (X,Λ(j))
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and
A0(X0, j − d) = Ed,j2 (X0) ↪→ Hd+jét (X0,Λ(j)).
The injectivity in the second case, i.e. for X0, is trivial since we just have two non-trivial
columns for dimensional reasons. In the ﬁrst case, we have three columns but E2,j2 (X,Λ(c))
is equal to zero for all j since the map
⊕x∈X(1)Hj−2(k(x),Λ(j − 1))→ ⊕x∈X(2)Hj−3(k(x),Λ(j − 2))
is surjective by the same arguments as in the proof of 2.1.3. The restriction map induces a
map between the respective spectral sequences for X and X0 and therefore a commutative
diagram
A1(X, j − d− 1) // _

A0(X0, j − d) _

Hd+jét (X,Λ(j))
∼= // Hd+jét (X0,Λ(j))
whose lower horizontal morphism is an isomorphism by proper base change. It follows that
A1(X, j − d− 1)→ A0(X0, j − d) is injective.
Let now d > 1. We start with some reduction steps. Let
α ∈ ker(Zg1 (X, j − d− 1)→ Z0(X0, j − d)).
By deﬁnition,
α =
∑
x∈Xg
(1)
αx ∈ ker(res : ⊕x∈Xg
(1)
KMj−dk(x)→ ⊕x∈X(d)0 K
M
j−dk(x))
and α ∈ ker(∂ : ⊕x∈X(d)KMj−dk(x) → ⊕x∈X(d+1)KMj−d−1k(x)) with αx ∈ KMj−dk(x). We may
assume that
α ∈ ker(res : ⊕x∈Xg
(1)
KMj−dk(x)→ KMj−dk(x0))
for some x0 ∈ X(d)0 .
Let y ∈ Xg(1) be the generic point of a lift Z1 of x0 which intersects X0 transversally in
x0. We may now assume that
α = (αy, αz) ∈ ker(res : KMj−dk(y)⊕KMj−dk(z)→ KMj−dk(x0))
for some z ∈ Xg(1). This follows from the fact that for every z ∈ Xg(1) which intersects X0
in x0, we can lift res(αz) to an element αy ∈ KMj−dk(y) such that ∂(αy) = ∂(αz). This can
be seen as follows: Let α′y ∈ KMj−dk(y) be a lift of res(αz). If
∂(α′y)− ∂(αz) =
∑
s∈S
{u¯(s)1 , ..., u¯(s)j−d−1} 6= 0
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for some u¯(s)i ∈ k(x0)×, 1 ≤ i ≤ j − d− 1 and some ﬁnite index set S, then choosing u(s)i to
be a lift of u¯(s)i to a unit in the discrete valuation ring of k(y), we can set
αy := α
′
y −
∑
s∈S
{pi, u(s)1 , ..., u(s)j−d}.
This has the required properties since res({pi, u(s)1 , ..., u(s)j−d}) = 0 and ∂({pi, u(s)1 , ..., u(s)j−d}) =
{u¯(s)1 , ..., u¯(s)j−d−1}.
We now apply an idea of Bloch to reduce our situation to the case that Z1 = {y}
intersects X0 transversally and that Z2 = {z} is regular (see [17, App.]). Let Z˜2 be the
normalisation of Z2. Since OK is excellent, Z˜2 → Z2 is ﬁnite and projective. This implies
that there is an imbedding Z˜2 ↪→ X ′ := X ×SpecOK PN such that the following diagram
commutes:
Z˜2 //

X ′ = X ×SpecOK PN
prX

Z2 //

X

SpecOK = // SpecOK
Let (Z˜2 ∩ X ′0)red = x′0 for x′0 an integral zero-dimensional subscheme of X ′0. Let Z˜1 be a
regular lift of x′ in Z1×PN ⊂ X ′ which has intersection number 1 with X ′0. We denote the
generic points of Z˜1 and Z˜2 by y′ and z′ respectively. Note ﬁrst now that αz ∈ KMj−dk(z′).
Then, taking into account ramiﬁcation, we can lift res(αz) ∈ KMj−dk(x′0) to an element
α′y ∈ KMj−dk(y′) such that (α′y, αz) lies in the kernel of res : ⊕x∈X′(d+N)KMj−d+1k(x) →
⊕
x∈X′(d+N)0
KMj−dk(x) as well as the kernel of ∂ : ⊕x∈X′(d+N)KMj−dk(x)→ ⊕x∈X′(d+N−1)KMj−dk(x)
and such that, furthermore, we have that prX((α′y, αz)) = (αy, αz). It therefore remains to
show that (α′y, αz) is in the image of the boundary map
∂ : ⊕x∈X′(d+N+1)KMj−d+1k(x)→ ⊕x∈X′(d+N)KMj−dk(x).
We show that the key lemma holds for
α = (αy, αz) ∈ ker(res : KMj−dk(y)⊕KMj−dk(z)→ KMj−dk(x0))
as above assuming that Z1 = {y} intersects X0 transversally and that Z2 = {z} is regular
by an induction on the relative dimension d of X over SpecOK .
Using a standard norm argument, we may assume that the residue ﬁeld of SpecOK is
inﬁnite. By standard Bertini arguments (cf. [46, Sec. 4] or Lemma 1.1.6), we can ﬁnd
smooth closed subschemes S1, S2 ⊂ X with the following properties:
1. S1 has ﬁber dimension one, S2 has ﬁber dimension d− 1.
2. S1 contains Z1, S2 contains Z2.
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3. The intersection S1 ∩ S2 ∩X0 consist of reduced points.
Let Z3 denote the component of S1 ∩ S2 containing x0 and let t denote its generic point.
Then again there is an αt ∈ KMj−dk(t) such that res(αt) = res(αy) = −res(αz) and
∂(αt) = ∂(αy) = −∂(αz). Now by our induction assumption, both (αy, αt) and (αx, αt)
map to zero in A1(X, j − d− 1) and therefore so does (αy, αz).
Proposition 2.3.3. The restriction map
resCH : CHj(X, j − d)Λ −→ CHj(X0, j − d)Λ
is an isomorphism.
Proof. By the identiﬁcation of Proposition 2.1.3, it suﬃces to show that res : A1(X, j −
d− 1) −→ A0(X0, j − d) is an isomorphism.
We need to show that the map φ : Z0(X0, j − d)→ A1(X, j − d− 1) factorises through
the group A0(X0, j−d). In other words, we need to show that there is a φ : A0(X0, j−d)→
A1(X, j − d− 1) such that the following diagram commutes:
A0(X0, j − d)
φ
))
Z0(X0, j − d) φ //
OO
A1(X, j − d− 1)
Then res ◦ φ = id and since φ is surjective the result follows.
Let α0 = (α10, ..., α
j−d+1
0 ) ∈ C1(X0, j− d) = ⊕x∈X(d−1)0 K
M
j−d+1k(x) be supported on some
x ∈ X(d−1)0 . As in the proof of [66, Lem. 7.2], we can ﬁnd a relative surface Z ⊂ X
containing x which is regular at x and such that Z ∩X0 contains {x} with multiplicity 1.
Let Z0 be the special ﬁber of Z and denote by ∪i∈IZ(i)0 ∪ {x} the union of the pairwise
diﬀerent irreducible components of Z0. Here the irreducible components diﬀerent from {x}
are indexed by I. Let z be the generic point of Z. Now as in the proof of Lemma 1.1.1,
we can for all 1 ≤ t ≤ j− d+ 1 ﬁnd a lift αt ∈ k(z)× of αt0 which specialises to αt0 in k(x)×
and to 1 in K(Z(i)0 )
× for all i ∈ I. Let α = (α1, ..., αj−d+1). Then φ(∂(α0)) = ∂(α) = 0 in
A1(X, j − d− 1) which implies the above factorisation.
The surjectivity of φ follows from the surjectivity of φ which follows from key Lemma
2.3.2: Let α ∈ A1(X, j − d − 1). By arguments as in the last paragraph, one sees that
Zg1 (X, j−d−1) generates A1(X, j−d−1). We may therefore assume that α ∈ Zg1 (X, j−d−
1). Let α0 be the restriction of α to Z0(X−0, j−d) and α′ be a lift of α0 to Zg1 (X, j−d−1).
Then, by key Lemma 2.3.2, we have that α ≡ α′ ∈ A1(X, j − d− 1).
2.4 Applications and open problems
We list some applications of Proposition 2.3.3:
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Corollary 2.4.1. Let X be a smooth projective scheme of relative dimension d over an
excellent henselian discrete valuation ring OK with ﬁnite or algebraically closed residue
ﬁeld. Then
ρj,j−dX : CH
j(X, j − d)Λ → Hd+je´t (X,Λ(j))
is an isomorphism for all j.
Proof. Consider the diagram
CHj(X, j − d)Λ
ρj,j−dX //
∼=

Hd+jét (X,Λ(j))
∼=

CHj(X0, j − d)Λ ∼= // Hd+jét (X0,Λ(j)).
The left vertical isomorphism follows from Proposition 2.3.3, the lower horizontal isomor-
phism from Proposition 2.2.4 and the right vertical isomorphism from proper base change.
This implies that ρj,j−dX is an isomorphism for all j.
Corollary 2.4.2. Let XK be a smooth projective scheme of dimension d with good reduction
over a local ﬁeld K with ﬁnite residue ﬁeld k of characteristic p. Then the groups
1. CHj(XK , j − d)Λ are ﬁnite for all j ≥ 0.
2. CHj(XK , j − d)Λ = 0 for j ≥ d+ 3.
Proof. Consider the localisation sequence
CHj−1(X0, j − d)Λ i∗−→ CHj(X, j − d)Λ j
∗−→ CHj(XK , j − d)Λ −→ CHj−1(X0, j − d− 1)Λ.
By Proposition 2.3.3 and Proposition 2.2.4, the groups CHj(X, j − d)Λ are ﬁnite for all j
and vanish for j ≥ d+ 2. By Proposition 2.2.4, the groups CHj−1(X0, j− d− 1)Λ are ﬁnite
for all j and vanish for j ≥ d + 3. This implies that CHj(XK , j − d)Λ is ﬁnite for all j,
vanishes for j ≥ d+ 3.
We now state a conjecture generalising the moving Lemma of [20] to zero-cycles with
coeﬃcients in Milnor K-theory. This would make it possible to generalise Theorem 2.0.5
to the non-smooth case.
Conjecture 2.4.3. Let X be a regular, ﬂat and quasi-projective scheme over a discrete
valuation ring S. Let Zg1 the set of one-cycles in good position, i.e. the set of 1-cycles Z
such that Z ∩Xsing0 = ∅ and let Xg(1) be the set of all x ∈ X(1) such that {x} ∈ Zg1 (X). Let
Cg1 (X, j−d−1) = ⊕x∈Xg(1)KMj−dk(x) and Z
g
1 (X, j−d−1) = ker[∂ : Cgp (X,m)→ Cp−1(X,m)].
Then the map
Zg1 (X, j − d− 1)→ A1(X, j − d− 1)
is surjective.
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We also expect the following conjecture, motivated by the remarks at the end of Section
2.2, to hold:
Conjecture 2.4.4. Let X be as in the introduction of this chapter. Then the restriction
map
resCH : CHi(X, j)Λ → CHi(X0, j)Λ
is an isomorphism for all i ≥ d+ 1 and j ≥ 0.
2.5 Torsion
In this section we prove ﬁniteness theorems for torsion subgroups of some higher Chow
groups of zero-cycles with coeﬃcients in Milnor K-theory for smooth (projective) schemes
over p-adic local ﬁelds. These theorems generalise results of [14] (see also [15]) and [73].
The proofs are very similar.
Notation 2.5.1. For an abelian group A we denote by A[n] the kernel of the multiplication
by n. For a prime l we denote by A{l} the l-primary torsion subgroups of A and by Ators
the entire torsion subgroup of A.
For X a scheme we denote by Hq(µ⊗mn ) the Zariski sheaf associated to the presheaf
U 7→ Hqe´t(U, µ⊗mn ).
Let X be a smooth variety over a ﬁeld. Recall that by [8] the Leray spectral sequence
associated to the canonical morphism of sites Xét → XZar
Ep,q2 = H
p(X,Hq(µ⊗mn ))⇒ Hp+qét (X,µ⊗mn ) (2.5.1)
and the coniveau spectral sequence
Ep,q1 = ⊕x∈XpHq−p(k(x), µ⊗m−pn )⇒ Hp+qét (X,µ⊗mn ) (2.5.2)
agree from E2 onwards and that therefore in particular
Hp(X,Hq(µ⊗mn )) = 0 for p > q.
Proposition 2.5.2. Let S be a smooth surface over a ﬁeld k. Let n > 0 be a natural
number prime to the characteristic of k. Then for all j ≥ 0 there is a surjection
CH2+j(S, j + 1,Z/nZ) CH2+j(S, j)[n]
and CH2+j(S, j+1,Z/nZ) is an extension of H1(S,KM2+j/n) by a ﬁnite group. Furthermore,
we have the following diagram:
H1(S,KM2+j/n)
'

H1(S,H2+j(µ⊗2+jn )) ' // E1,2+j∞
F 1H3+j
OOOO
  // H3+je´t (S, µ
⊗2+j
n )
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In particular, if k is either separably closed, local of dimension 1 or ﬁnite, then the groups
CH2+j(S, j)[n]
are ﬁnite.
Proof. The surjectivity of CH2+j(S, j+ 1,Z/nZ) CH2+j(S, j)[n] is clear. For the second
statement consider the spectral sequence
CHEp,q1 (S) = ⊕x∈S(p)CH2+j−p(Speck(x),−p− q)Λ ⇒ CH2+j(S,−p− q)Λ
and use Theorem 2.2.3 to show that E1,−(2−j)∞ (S) ∼= H1(S,KM2+j/n) and that E2,−(3−j)∞ (S)
is ﬁnite.
We now turn to the sequence of arrows in the diagram of the proposition. By the
Bloch-Kato conjecture (see [77]) and the results recalled from [8] at the beginning of this
section, we have an isomorphism
H1(S,KM2+j/n) ∼= H1(S,H2+j(µ⊗2+jn ))
in the Zariski topology. Since dim(S) = 2, we have that H1(S,H2+j(µ⊗2+jn )) ∼= E1,2+j2 ∼=
E1,2+j∞ which is a quotient of F
1H3+j ⊂ H3+j(S, µ⊗2+jn ). If k is separably closed, then
H3+jét (S, µ
⊗2+j
n ) is ﬁnite by [30, Ch. XVI, Thm. 5.2]. This implies the ﬁniteness for k ﬁnite
of local of dimension 1 by the Hochschild-Serre spectral sequence.
Remark 2.5.3. 1. The case j = 0 of Proposition 2.5.2 was ﬁrst shown in [14] and [15].
The case j = 1 is shown in [73] assuming that S is proper.
2. Let X be a smooth projective scheme of dimension d over a p-adic ﬁeld K. In [2,
Sec. 1, Sec. 5], Asakura and Saito show that neither the group CHd(X)tors nor the
group CHd+1(X, 1)tors may be expected to be ﬁnite.
3. It would be interesting to have a conjecture on the expected structure of CHj(X, j −
d)∧p, the p-completion of CHj(X, j−d), for X a variety over a p-adic ﬁeld for j > 0.
For j = 0 see [10, Sec. 1].
For proper smooth schemes one can generalise the above proposition for j ≥ 1 to
arbitrary dimension:
Proposition 2.5.4. Let XK be a smooth and proper scheme over a local ﬁeld K with ring
of integers OK and ﬁnite residue ﬁeld k of characteristic p. Assume that XK has good
reduction over OK and let n > 0 be a natural number prime to p. Then for all j ≥ 1 the
groups
CHd+j(XK , j)[n]
are ﬁnite.
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Proof. For higher Chow groups we have the following exact sequence:
0→ CHs(XK , t)/n→ CHs(XK , t,Z/nZ)→ CHs(XK , t− 1)[n]→ 0
In order to study CHd+j(XK , j)[n], one can therefore study the group CH
d+j(XK , j +
1,Z/nZ). By Levine's localization sequence for higher Chow groups, CHd+j(XK , j +
1,Z/nZ) ﬁts into the exact sequence
CHd+j(X, j + 1,Z/nZ)→ CHd+j(XK , j + 1,Z/nZ)→ CHd+j−1(Xk, j,Z/nZ).
By Proposition 2.2.4, Proposition 2.2.5 and the Kato conjectures, the groups CHd+j(X, j+
1,Z/nZ) and CHd+j−1(Xk, j,Z/nZ) are ﬁnite if j ≥ 1. This implies that CHd+j(XK , j)[n]
is ﬁnite if j ≥ 1.
2.6 A ﬁniteness theorem
In [42], Kato and Saito prove the following theorem:
Theorem 2.6.1. ([42, Thm. 7.1]) Let F be a number ﬁeld, OF the ring of integers of
F and C an open subset of OF . Let X be projective and integral over C and K be the
function ﬁeld of X. Let d = dimX. Then the following statements hold:
(1) If n > d + 1, then the group HdΣ(XNis,KMn+1(OK , I)) vanishes for any non-zero ideal
I of OK.
(2) For a suﬃciently small non-zero ideal I of OK, there exists a canonical isomorphism
sX : H
d
Σ(XNis,KMd+1(OK , I)) ∼= µ(K).
Here KMd+1(OK , I) := ker(KMd+1(OK)→ KMd+1(OK/I)) and µ(K) is the group of all roots
of 1 in K. For the exact deﬁnition of HdΣ(XNis,KMd+1(OK , I)) see [42, (1.4.1)]. We just note
that HdΣ(XNis,KMd+1(OK , I)) = Hd(XNis,KMd+1(OK , I)) if ch(K) 6= 0. Theorem 2.6.1 implies
in particular the ﬁniteness of CHd+1(X, 1) for a smooth projective scheme X of dimension
d over a ﬁnite ﬁeld. In this section we give a diﬀerent proof of this ﬁniteness using ideas
of [14] and [15]. Note that CHd(X) is studied in unramiﬁed class ﬁeld theory and treated
for example in [15], [41] and [74, Sec. 8].
Let X be a smooth scheme over a ﬁeld k. Let Z(i) denote the motivic complex on
the Zariski site of X deﬁned by Suslin and Voevodsky (see [72]). For a ring Λ we denote
Z(i) ⊗ Λ by Λ(i). In the following let l be a prime number. We recall that Z(i) has the
following properties:
1. There is an isomorphism Hn(X,Z(i)) ∼= CH i(X, 2i− n).
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2. Let pi : Xét → XZar be the canonical map of sites. Let
Z/lnZ(i) :=
{
µ⊗iln l 6= p
vn(i)[−i] l = p
in the derived category of étale sheaves on X. There are quasi-isomorphisms
pi∗Z(i)⊗ Z/lnZ ∼=−→ Z/lnZ(i),
and
Z(i)⊗ Z/lnZ ∼=−→ τ≤iRpi∗Z/lnZ(i),
in the derived category of étale and Zariski sheaves on X respectively. For l 6= p
these isomorphisms are shown in [72] and [71] respectively if k is of characteristic 0
and without assumption on k in [22] and [23]. For l = p they are shown in [22, Thm.
8.5].
We now note that for all j ≥ 0 we have the following commutative diagram:
H2d+j−1(X,Z/lnZ(d+ j))

// // CHd+j(X, j)[ln]

H2d+j−1ét (X,Z/lnZ(d+ j)) // H
2d+j
ét (X,Z/lmZ(d+ j))
Let us recall the construction (cf. [73, Sec. 3], where the commutativity of the above
diagram is shown in detail, and [74, Sec. 8]):
1. The upper horizontal map comes from the distinguished triangle
Z(i) l
n−→ Z(i)→ Z/lnZ(i)→ Z(i)[1].
2. The lower horizontal map comes from the exact sequence
0→ µ⊗d+jlm → µ⊗d+jlmn → µ⊗d+jln → 0
on Xét inducing the distinguished triangle
Rpi∗µ
⊗d+j
lm → Rpi∗µ⊗d+jlmn → Rpi∗µ⊗d+jln → Rpi∗µ⊗d+jlm [1].
in the D(XZar).
3. The two vertical maps are induced by the change of sites map pi : Xét → XZar, i.e.
H2d+j−1(X,Z/lnZ(d+ j)) '−→ H2d+j−1(X, τ≤d+jRpi∗Z/lnZ(d+ j))
→ H2d+j−1(X,Rpi∗Z/lnZ(d+ j)) '−→ H2d+j−1ét (X,Z/lnZ(d+ j))
and
H2d+j(X,Z(d+ j))→ H2d+j(X, τ≤d+jRpi∗Z/lnZ(d+ j))→ H2d+jét (X,Z/lnZ(d+ j)).
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Taking the colimit over n and the limit over m in the above commutative diagram, we
get the following commutative diagram:
H2d+j−1(X,Q`/Z`(d+ j))

// // CHd+j(X, j){l}

H2d+j−1ét (X,Q`/Z`(d+ j)) // H
2d+j
ét (X,Z`(d+ j))
(2.6.1)
Proposition 2.6.2. Let X be a smooth projective scheme of dimension d over a ﬁnite ﬁeld
k of characteristic p > 0. Then the group
CHd+1(X, 1)
is ﬁnite and the cycle map
ρ : CHd+1(X, 1){l} → H2d+1e´t (X,Z`(d+ 1))
is an isomorphism for l a prime diﬀerent from p.
Proof. We ﬁrst note that CHd+1(X, 1) = CHd+1(X, 1)tors. It therefore suﬃces to show the
ﬁniteness of CHd+1(X, 1)tors.
Let us ﬁrst show that CHd+1(X, 1) does not contain any p-torsion. Since KMX,∗ is p-
torsion free by [35], we get an exact sequence
0→ KMX,∗ p
n−→ KMX,∗ → KMX,∗/pn → 0.
This induces a surjection
Hd−1(X,KMX,d+1/pn) Hd(X,KMX,d+1)[pn] ∼= CHd+1(X, 1)[pn].
Since Hd−1(X,KMX,d+1/pn) ∼= Hd−1(X, vn(d + 1)) = 0 by the Bloch-Kato-Gabber theorem,
the statement follows.
Let l be a prime diﬀerent from p. For j = 1, diagram (2.6.1) takes the form
H2d(X,Q`/Z`(d+ 1))
∼=

// // CHd+1(X, 1){l}
ρ

H2dét (X,Q`/Z`(d+ 1))
∼= // H2d+1ét (X,Z`(d+ 1))
The left vertical morphism is an isomorphism by Proposition 2.2.4 (j = d + 1 and a =
1). That the lower horizontal map is an isomorphism follows from the vanishing of
H2dét (X,Q`(d+ 1)) and H2d+1ét (X,Q`(d+ 1)) which follows from the fact that the groups
H iét(X,Z`(r))
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are torsion for i 6= 2r, 2r + 1. This follows from the Weil conjectures (see [15, Sec. 2]).
In particular ρ is an isomorphism. The ﬁniteness of CHd+1(X, 1)tors now follows from the
above diagram and the fact that for a smooth projective scheme X over a ﬁnite ﬁeld k,
the groups
H iét(X,Q`/Z`(r))
are ﬁnite for i 6= 2r, 2r + 1 and zero for almost all ` (see [14, Thm. 2] and [15, Sec. 2])
and the fact that CHd+1(X, 1) does not contain any p-torsion which we showed in the
beginning.
Remark 2.6.3. Two remarks are in order:
1. The injectivity of ρ, implying the ﬁniteness of CHd+1(X, 1), may be reduced to curves
as follows: Let C be a smooth curve over k and l be a prime number prime to p. In
this case we have the following commutative diagram by the the same arguments as
in the proof of Proposition 2.6.2:
H2(C,Q`/Z`(2))
∼=

// // CH2(C, 1){l}

H2e´t(C,Q`/Z`(2))
∼= // H3e´t(C,Z`(2))
In particular, the map CH2(C, 1){l} → H3e´t(X,Q`/Z`(2)) is an isomorphism.
We now show that the map CHd+1(X, 1){l} → H2d+1e´t (X,Z`(d + 1)) is injective. Let
α ∈ ker(CHd+1(X, 1){l} → H2d+1e´t (X,Z`(d+ 1))). By the Bertini theorem of Poonen
(see [62]) and noting that
CHd+1(X, 1) ∼= coker(
⊕
x∈X(d−1)
KMd+2k(x)→
⊕
x∈X(d)
KMd+1k(x)),
we can ﬁnd a smooth curve C containing the support of α. Since CH2(C, 1) is torsion,
α ∈ CH2(C, 1){lm} for m prime to l. Furthermore m is prime to p since CH2(C, 1) is
p-torsion free. The injectivity now follows from the following commutative diagram:
CH2(C, 1){lm}

  // H3e´t(C,Z`m(2))
'

CHd+1(X, 1){lm} // H2d+1e´t (X,Z`m(d+ 1))
CHd+1(X, 1){l} //
?
OO
H2d+1e´t (X,Z`(d+ 1))
?
OO
Note that the upper horizontal map is injective since H i
ét
(X,Z`m(r)) ∼= H iét(X,Z`(r))×
H i
ét
(X,Zm(r)). The isomorphism on the right follows from the weak Lefschetz the-
orem (see [57, Thm. 7.1]) and the Hochschild-Serre spectral sequence (cf. [15, p.
793]).
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2. Let X be a smooth projective scheme of dimension d over a ﬁnite ﬁeld k of charac-
teristic p > 0. For j = 0, diagram (2.6.1) takes the form
H2d−1(X,Q`/Z`(d))
∼=

// // CHd(X){l}

H2d−1e´t (X,Q`/Z`(d))
  // H2de´t (X,Z`(d))
The left vertical arrow is an isomorphism by Proposition 2.2.4 and the injectivity of
the lower horizontal map follows from the vanishing of H2d−1e´t (X,Q`(d)). In particular
the map CHd(X){l} → H2de´t (X,Z`(d)) is injective (see [15, Thm. 22(iii)] for the
surface case).
Now again the fact that the groups
H ie´t(X,Q`/Z`(r))
are ﬁnite for i 6= 2r, 2r+1 and zero for almost all ` (see [14, Thm. 2] and [15, Sec. 2])
implies that CHd(X){l} is ﬁnite and zero for almost all l. A similar argument works
for the p-primary torsion part. In fact there is a surjection CHd(X, 1;Z/pnZ) →
CHd(X)[pn] and CHd(X, q;Z/prZ) → H2d−qe´t (X,Z/prZ(d)) is an isomorphism since
the Kato homology groups KH0i (X,Z/prZ) vanishes for 1 ≤ i ≤ 4 by [36, Thm. 0.3]
(see also the proof of Lemma 3.6.7). Noting that A0(X) is torsion (see [15, Prop.
4]), this implies that
A0(X)
is ﬁnite. We therefore see that a reduction to surfaces, which was used in [13] (see
also [9, Sec. 5]), is not necessary if one uses the Kato conjectures. This was already
remarked upon in [74, p. 25].
Remark 2.6.4. That CHd+1(X, 1) is torsion is a special case of Parshin's conjecture saying
that Ki(X)⊗Q = 0 for a smooth projective scheme over a ﬁnite ﬁeld if i > 0. Proposition
2.6.2 says more: CHd+1(X, 1) is not just torsion but ﬁnite. This proves a special case
of Bass's ﬁniteness conjecture saying that CHr(X, q) should be ﬁnitely generated for all
r, q ∈ N if X is of ﬁnite type over Z or a ﬁnite ﬁeld.
We ﬁnish this chapter with the following conjecture:
Conjecture 2.6.5. Let X be proper and of ﬁnite type over Z. Then the group
CHd+1(X, 1)
is ﬁnite.
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Chapter 3
An idelic approach to the algebraization
of zero-cycles
Let A be an excellent henselian discrete valuation ring with uniformising parameter pi and
residue ﬁeld k. Let X be a smooth projective scheme over Spec(A) of relative dimension
d. Let Xn := X ×A A/(pin), i.e. X1 is the special ﬁber and the Xn are the respective
thickenings of X1.
For n invertible in k and Λ = Z/nZ the following commutative diagram has been
studied extensively:
CH1(X)/n
ρ //
clX

CH0(X1)/n
clXs

H2dét (X,Λ(d))
∼ // H2dét (X1,Λ(d))
(3.0.1)
The lower horizontal map is an isomorphism by proper base change. The map clXs is
an isomorphism assuming that k is ﬁnite or separably closed by unramiﬁed class ﬁeld
theory (see [15, Thm. 5, Rem. 3] and [41]). In [66], Saito and Sato show that clX is an
isomorphism if k is ﬁnite or separably closed which implies that ρ is an isomorphism under
these conditions. That ρ is in fact an isomorphism for arbitrary perfect residue ﬁelds is
shown in [46] without using étale realizations by making use of a method introduced by
Bloch in [17, App.]. In Chapter 2 we generalised these results to zero-cycles with coeﬃcients
in Milnor K-theory.
Let KMX,d be the improved Milnor K-sheaf deﬁned in [44] and KMd,Xn its restriction to
Xn. In this chapter we study the restriction map
resXn : CH
d+j(X, j)
∼= // Hd(X,KMd+j,X)
resXn // Hd(X1,KMd+j,Xn).
If j = 0, we assume the Gersten conjecture for the Milnor K-sheaf KMn,X (see Deﬁnition
3.2.1) for the isomorphism on the left. By [43] and [44] it holds if X is equi-characteristic.
If j > 0, we additionally assume the Gersten conjecture for the sheaf CHr(−q) associated
to the presheaf U 7→ CHr(U,−q) for the isomorphism on the left (see Chapter 2). This
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holds with ﬁnite coeﬃcients or again if X is equi-characteristic (see e.g. Chapter 2). For
our applications we will need the following additional result which is well-known to the
expert and easily follows from what is known about the Gersten conjecture for Quillen
K-theory with ﬁnite coeﬃcients (see Section 3.2):
Proposition 3.0.6. Let ch(k) = p > (n − 1). Then the Gersten conjecture holds for the
sheaf KMn,X/pr for all r ≥ 1.
The main theorem of this chapter is the following:
Theorem 3.0.7. The restriction map res : Hd(X,KMd+j,X) −→ Hd(X1,KMd+j,Xn) is surjec-
tive. In particular the map of pro-systems
res : Hd(X,KMd+j,X)→ ”limn”Hd(X1,KMd+j,Xn)
is is an epimorphism in the category of pro-abelian groups pro-Ab for all j ≥ 0.
Theorem 3.0.7 is a partial response to conjecture (j) of the introduction by Kerz,
Esnault and Wittenberg saying that assuming the Gersten conjecture for the Milnor K-
sheaf KMn,X the restriction map res : CHd(X) ⊗ Z/prZ → ”limn”Hd(X1,KMd,Xn/pr) is an
isomorphism if ch(Quot(A)) = 0 and if k is perfect of characteristic p > 0 (see [46, Sec.
10]).
Let again ch(Quot(A)) = 0 and k be perfect of characteristic p > 0. In the ﬁnal
section of this chapter we relate the restriction map res to the p-adic cycle class map
%d+j,jpr : CH
d+j(X, j)/pr → H2d+jét (X, Tr(j)). The Tr(n) are the complexes deﬁned in [69]
and called p-adic étale Tate twists. Tr(n) is an object in the derived category Db(X,Z/prZ)
of bounded complexes of étale Z/prZ-sheaves on X. Tr(n) is expected to agree with
Z(n)ét⊗L Z/prZ, where Z(n)ét denotes the conjectural étale motivic complex of Beilinson-
Lichtenbaum (see [67, Sec. 1.3]). If p > n+1, then i∗Tr(n) ∼= Sr(n), where i is the inclusion
X1 → X and Sr(n) is the syntomic complex deﬁned in [40] (see [69, Sec. 1.4]). In [67],
Saito and Sato show the following result on the p-adic cycle class map:
Theorem 3.0.8. ([67, Thm. 1.3.1]) Let X be a regular scheme which is proper ﬂat of
ﬁnite type over the ring of integers A of a p-adic local ﬁeld K. Assume that X has good or
semistable reduction over A and let d be the ﬁber dimension of X over A. Then the cycle
class map
%d,0pr : CH
d(X)/pr → H2de´t (X, Tr(d))
deﬁned in [69, Cor. 6.1.4] is surjective.
We will show the following proposition:
Proposition 3.0.9. Let W (k) be the Witt ring of a ﬁnite ﬁeld k of characteristic p and
p > d. Let X be smooth and projective over W (k). Then for all j ≥ d the map
”limn”H
d(X1,KMj,Xn/pr)→ Hd+je´t (X1,Sr(j))
is an isomorphism of pro-abelian groups. Here we consider Hd+je´t (X1,Sr(j)) as a constant
pro-system.
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In sum we establish, making use of the above result on the Gersten conjecture, the
following commutative diagram analogous to diagram (3.0.1) for X smooth over A = W (k)
for a ﬁnite ﬁeld k of characteristic p, j ≥ 0 and p > d + j + 1 (see Proposition/Deﬁnition
3.6.10):
CHd+j(X, j,Z/prZ)
∼= // Hd(X,KMd+j,X/pr) res // //

”limn”H
d(X1,KMd+j,Xn/pr)
∼=

H2d+jét (X, Tr(d+ j))
∼= // H2d+jét (X1,Sr(d+ j))
(3.0.2)
Notation. Unless otherwise speciﬁed, all cohomology groups are taken over the Zariski
topology.
3.1 Parshin chains
Let X be an excellent scheme.
Deﬁnition 3.1.1. 1. A chain on X is a sequence of points P = (p0, ..., ps) on X such
that
{p0} ⊂ {p1} ⊂ ... ⊂ {ps}.
2. A Parshin chain on X is a chain P = (p0, ..., ps) such that dim{pi} = i for all
0 ≤ i ≤ s.
3. A Q-chain on X is a chain Q = (p0, ..., ps−2, ps) such that dim{pi} = i for i ∈
{0, 1, ..., s − 2, s}. We denote by B(Q) the set of all x ∈ X such that Q(x) =
(p0, ..., ps−2, x, ps) is a Parshin chain.
4. Let Z be a closed subscheme of X and U = X−Z. A Parshin chain (resp. Q-chain)
on (X,Z) is a Parshin chain P = (p0, ..., ps) (resp. Q-chain Q = (p0, ..., ps−2, ps))
such that pi ∈ Z for i ≤ s − 1 and ps ∈ U (resp. pi ∈ Z for i ≤ s − 2 and ps ∈ U).
A Parshin chain (resp. Q-chain) on (X,X) is a Parshin chain in the sense of (2)
(resp. Q-chain in the sense of (3)).
5. We say that a Parshin chain P = (p0, ..., ps) on X is supported on a closed subscheme
Z of X if pi ∈ Z for all 0 ≤ i ≤ s.
6. The dimension d(P ) of a chain P = (p0, ..., ps) is deﬁned to be dim{ps}.
Deﬁnition 3.1.2. Let P = (p0, ..., ps) be a chain on X.
1. We deﬁne OX,P = OX,ps and k(P ) = k(ps).
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2. We deﬁne the ﬁnite product of henselian local rings OhX,P inductively as follows: If
s = 0, then OhX,P = OhX,p0. If s > 0, then assume that the ring OhX,P ′ over OX,p0 has
already been deﬁned for P ′ = (p0, ..., ps−1). Denote OhX,P ′ by R. Let T be the ﬁnite
set of prime ideals of OhX,P ′ lying over ps and
OhX,P =
∏
p∈T
Rhp .
Let kh(P ) denote the ﬁnite product of residue ﬁelds of OhX,P .
We note that T in Deﬁnition 3.1.2(2) is ﬁnite by [29, Thm. 18.6.9 (ii)] since X is
excellent and therefore in particular noetherian. For a Parshin chain P on X we denote
SpecOX,P by XP and SpecOhX,P by XhP . For more details on Parshin chains see [42, Sec.
1.6].
We will need the following facts (see e.g. [31, Ch. IV.]): Let X be a locally noetherian
scheme, F be a sheaf of abelian groups on X and τ ∈ {Zar,Nis}. Then there are coniveau
spectral sequences
Ep,q1 =
⊕
x∈X(p)
Hp+qx (Xτ ,F)⇒ Hp+q(Xτ ,F)
and isomorphisms
Hqx(XZar,F) ∼= Hqx(OX,x,F) and Hqx(XNis,F) ∼= Hqx(OhX,x,F)
for every x ∈ X and q ≥ 0. From the coniveau spectral sequence we get complexes
...→
⊕
x∈X(p−1)
Hp+q−1x (Xτ ,F)→
⊕
x∈X(p)
Hp+qx (Xτ ,F)→
⊕
x∈X(p+1)
Hp+q+1x (Xτ ,F)→ ..
We denote a morphism Hp+qy (Xτ ,F)→ Hp+q+1x (Xτ ,F) arising this way by ∂yx. We explain
this notation as follows: If F = KMn,X , y ∈ X(p+q), x ∈ X(p+q+1), and if the Gesten conjecture
holds for KMn,X (see Section 3.2.2), then the diagram
Hp+qy (Xτ ,KMn,X)
∼=

// Hp+q+1x (Xτ ,KMn,X)
∼=

KMn−p−q(k(y)) // K
M
n−p−q−1(k(x))
commutes, where the lower horizontal map is the tame symbol deﬁned by passing to the
normalisation and using the norm map for Milnor K-theory (see f.e. [24, 8.1.1]).
Finally recall that the cohomological dimension of XZar and XNis is at most equal to
dim(X).
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3.2 The Gersten conjecture for Milnor K-theory mod p
Let X be an excellent scheme and let KMn,X be the improved Milnor K-sheaf deﬁned in [44].
Deﬁnition 3.2.1. We say that the Gersten conjecture holds for the (Milnor K-)sheaf KMn,X
if the sequence of sheaves
0→ KMn,X →
⊕
x∈X(0)
ix,∗KMn (k(x))→
⊕
x∈X(1)
ix,∗KMn−1(k(x))→ ...
is exact.
This conjecture is known to hold for KMn,X if all local rings of X are regular and equi-
characteristic (see [43] and [44, Prop. 10(8)]). If X is smooth over a henselian local discrete
valuation ring of mixed characteristic (0, p), then the Gersten conjecture is not known to
hold for the sheaf KMn,X . However, if p > n − 1, then we have the following much weaker
result which we will use in Section 3.6.
Proposition 3.2.2. Let A be a discrete valuation ring with uniformising parameter pi and
residue ﬁeld k of characteristic p > 0. Let B be a local ring, essentially smooth over A
with ﬁeld of fractions F and let p > (n− 1). Then the sequence
0→ KMn (B)/pr in−→ KMn (F )/pr →
⊕
x∈X(1)
KMn−1(x)/p
r → ...
is exact for all r ≥ 1.
Proof. First note that the Gersten conjecture for Quillen K-theory with ﬁnite coeﬃcients
holds for B by [22, Thm. 8.2].
We consider the following commutative diagram:
KMn (B)/p
r in //

KMn (F )/p
r

//

⊕
x∈X(1) K
M
n−1(x)/p
r

KQn (B,Z/pr)
iQn //

KQn (F,Z/pr)

//
⊕
x∈X(1) K
Q
n−1(x,Z/pr)
KMn (B)/p
r // KMn (F )/p
r //
⊕
x∈X(1) K
M
n−1(x)/p
r
The composition µ : KMn (B) → KQn (B) → KMn (B) is multiplication by (n − 1)! by [59,
Sec. 4] and [44, Prop. 10(6)]. Let us ﬁrst show the injectivity of in: Let α ∈ KMn (B)/pr
and suppose that in(α) = 0. Then (n− 1)! · α = 0 since iQn is injective. For p > (n− 1) we
have that (p, (n − 1)!) = 1. This implies that α = 0. The exactness at KMn (F )/pr can be
seen as follows: Let α ∈ ker[KMn (F )/pr →
⊕
x∈X(1) K
M
n−1(x)/p
r]. Then (n− 1)!α ∈ im(in)
since the square on the upper right commutes (see [78, p. 449f.]) and the middle row is
exact at KQn (F,Z/pr). Again since (p, (n− 1)!) = 1 it follows that α ∈ im(in).
Exactness at the other places follows for example from [21, Cor. 4.3].
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Remark 3.2.3. See [59, Cor. 4.4] for a similar result.
We will repeatedly use the following purity statement which follows from the Gersten
conjecture:
Lemma 3.2.4. Let x ∈ X be a point which is not be contained in D and assume the Gersten
conjecture for the sheaf KMn,X . Then for t = codimX(x) there is a canonical isomorphism
H tx(X,KMn,X|D) ∼= KMn−t(k(x)).
(for the deﬁnition of KMn,X|D see Deﬁnition 3.3.1(2)).
3.3 Some topology on Milnor K-groups
In this section we deﬁne a topology on Milnor K-groups and state two lemmas which we
will need in the proof of our main theorem.
Recall that the naive Milnor K-sheaf KM,naiven is deﬁned to be the sheaﬁﬁcation of the
functor
R 7→ (R×)⊗n/ < a1 ⊗ ...⊗ an|ai + aj = 1 for some i 6= j >
from the category of commutative rings to abelian groups and that there is a natural
homomorphism of sheaves
KM,naiven → KMn
to the improved Milnor K-sheaf which is surjective (see [44]). In particular there is the
following commutative diagram for a commutative local ring R, an ideal I ⊂ R and K =
Frac(R):
KMn (R) //
&&
KMn (R/I)
KMn (K)
KM,naiven (R)
OOOO
88
// KM,naiven (R/I)
OOOO
This implies that that when deﬁning a topology on KMn (K) as in the following Deﬁnition
3.3.1(4) we may work with both KM,naiven or KMn . We will use the improved Milnor K-sheaf
and at some points implicitly use its generation by symbols.
Deﬁnition 3.3.1. 1. For a commutative ring R and an ideal I ⊂ R we deﬁne KMn (R, I)
to be ker[KMn (R)→ KMn (R/I)] and similarly for KM,naiven (R, I).
2. Let D be an eﬀective Cartier divisor on X. We deﬁne KMn,X|D to be the kernel of the
restriction map KMn,X → i∗KMn,D for i : D → X the inclusion. Again similarly for
KM,naiven,X|D .
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3. Let R be an excellent semi-local integral domain of dimension 1 with ﬁeld of frac-
tions K. We endow R with the JR-adic topology, where JR is the Jacobsen radical
of R. We endow KMn (K) with the structure of a topological group by taking the sub-
groups generated by {U1, ..., Un}, where Ui ranges over all open subgroups of R×, as
a fundamental system of neighbourhoods of 0 in KMn (K).
4. For a Parshin chain P = (p0, ..., ps−1, ps), and P ′ = (p0, ..., ps−1), on an excellent
scheme X and Y = {ps} we deﬁne a topology on KMn (k(P )) (resp. KMn (kh(P ))) by
taking the images of KMn (OY,P ′ , I) (resp. KMn (OhY,P ′ , I)) as a fundamental system of
neighbourhoods of 0, where I ranges over all open ideals, with respect to the topology
deﬁned in (3), of the one dimensional local ring OY,P ′ (resp. semi-local ring OhY,P ′).
Remark 3.3.2. If we set R := OY,P ′ (resp. OhY,P ′), then the topologies on KMn (K), K =
Frac(R), deﬁned in (3) and (4) coincide.
Example 3.3.3. Let m ≥ 0 be an integer. If R in (3) is a discrete valuation ring with
quotient ﬁeld K, maximal ideal p ⊂ R and generic point η, then the subgroups generated
by KMn (K,m) := {1 + pm, R×, ..., R×} of KMn (K) generate the topology on KMn (K) with
respect to the Parshin chain (p, η).
Lemma 3.3.4. (Cf. [39, Prop. 2]) Let R be an excellent semi-local integral domain of
dimension 1 with ﬁeld of fractions K. Let R˜ be the integral closure of R in K. Then the
topology of KMn (K) deﬁned by R˜ coincides with that deﬁned by R.
Proof. Since R is excellent, the normalisation is ﬁnite and there is some f ∈ JR \ {0} such
that fR˜ ⊂ R. Therefore for every i ≥ 1
1 + f i+1A˜ ⊂ 1 + f iA.
Lemma 3.3.5. (cf. [42, Prop. 2.7], [45, Lem. 6.2]) Let X be an excellent integral scheme.
Let U be a regular open subscheme of X and D an eﬀective Weil divisor with support X−U .
Let y ∈ U and x be of codimension 1 on {y}. Let dimOX,y = t and assume the Gersten
conjecture for the sheaf KMn,U . Then the map
∂yx : K
M
n−t(k(y)) ∼= H ty(X,KMn,X|D)→ H t+1x (X,KMn,X|D)
annihilates the image of KMn−t(OY,x, Jx) for some non-zero ideal Jx ⊂ OY,x. In particular
the kernel of ∂yx is open with respect to the topology deﬁned in Deﬁnition 3.3.1(4) and the
Parshin chain (x, y).
Proof. We proceed by induction on t. The case t = 0 is clear since in that case Y = X
and H1x(X,KMn,X|D) ∼= KMn (k(y))/KMn (OY,x, J) for x ∈ D(0) and J corresponding to D.
52 CHAPTER 3. ALGEBRAIZATION
If t ≥ 1, then we take some point z ∈ X t−1 such that y lies in the regular locus of {z}.
Consider the complex
H t−1z (X,KMn,X|D)→
⊕
y′∈SpecO(1)Z,x\D
H ty′(X,KMn,X|D)⊕
⊕
y′′∈SpecO(1)Z,x∩D
H ty′′(X,KMn,X|D)
→ H t+1x (X,KMn,X|D) (3.3.1)
coming from the coniveau spectral sequence in Section 3.1. Applying the induction as-
sumption to H t−1z (X,KMn,X|D) → H ty′′(X,KMn,X|D) for all y′′ ∈ SpecO(1)Zx ∩D, we see that it
suﬃces to show that the map
KMn−t+1(k(z))
(∂,Id)−−−→
⊕
y′∈SpecO(1)Z,x\D
KMn−t(k(y
′))⊕
⊕
y′′∈SpecO(1)Z,x∩D
KMn−t+1(K(z))/K
M
n−t+1(OZ,y′′ , Jy′′)
annihilates the image of KMn−t(OY,x, Jx) in KMn−t(k(y)) for some non-zero ideal Jx ⊂ OY,x
given some non-zero ideals Jy′′ ⊂ OZ,y′′ . Indeed, in that case if α ∈ Im(KMn−t(OY,x, Jx) →
KMn−t(k(y))), then there is some β ∈ KMn−t+1(k(z)) such that ∂zy(β) = α and such that
(
⊕
y′ 6=y∈SpecO(1)Zx
∂zy′′ , Id)(β) = 0. Since (3.3.1) is a complex, this implies that ∂yx(α) = 0.
Now let A := OZ,x. By Lemma 3.3.4 we may assume that the OZ,y′′ are normal (semi-
local) rings. By the deﬁnition of ∂ we may work with the normalisation A˜ of A. Let
{y′′1 , ..., y′′r} = SpecO(1)Z,x ∩D and let J (y
′′
i ) be ideals in A˜ such that J (y
′′
i )OZ,y′′i = Jy′′i . Let q
be the prime ideal corresponding to y. Let pi ∈ A such that vq(pi) = 1. Let {p1+r, ..., pt}
be the ﬁnite set of prime ideals in A˜ such that vpi(pi) > 0, 1 + r ≤ i ≤ t. By a standard
approximation lemma (see e.g. [51, Lem. 9.1.9(b)]) we can choose an element pii for all i
with r + 1 ≤ i ≤ t satisfying vpi(pii) = 1 and vq(pii) = 0. Now we can choose a non-zero
ideal
J (x) ⊂ J (y′′1 )...J (y′′r )(pir+1)...(pit)(A˜/q) J (y′′1 )...J (y′′r )(pir+1)...(pit)A˜. (3.3.2)
Let Jx := J (x)OY,x. Now given a symbol α := {a¯1, ..., a¯n−t} ∈ KMn−t(OY,x, Jx) with a¯1 ∈
1 + Jx, lift α to β := {pi, a1, ..., an−t} ∈ KMn−t+1(k(z)) lifting a¯1 via the surjection in (3.3.2)
to a1 and lifting the other a¯i arbitrarily. Then β satisﬁes the required properties since
1. ∂zy(β) = α.
2. If y˜′ /∈ div(pi), then ∂zy˜′ = 0 since pi, a1, ..., an−t ∈ O×A˜,y˜′ .
3. If y˜′ ∈ div(pi), i.e. y˜′ ∼ pi, then ∂zy˜′ = 0 since a1 = 1 mod (pii).
4. a1 ∈ KMn−t+1(OZ,y′′ , Jy′′) for all y′′ ∈ SpecO(1)Z,x ∩D.
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Remark 3.3.6. In [42, Prop. 2.7] the above lemma was proved in the Nisnevich topology.
The proof in the Zariski topology follows the argument in loc. cit. We recall the proof for
the convenience of the reader and to convince them of this claim. In [45, Lem. 6.2] the
last step of the proof is given under the assumption that A is a two-dimensional excellent
henselian local ring.
Lemma 3.3.7. Given a family of inequivalent discrete valuations v1, ..., vs on a valued ﬁeld
F , the diagonal map
KMn (F )→
⊕
vi
KMn (Fvi),
has dense image, were we write Fvi instead of F in order to indicate which valuation deﬁnes
the topology on F .
Proof. This follows from standard approximation theorems for F . See e.g. [60, II.3.4].
3.4 Main theorem
In this section we prove Theorem 3.0.7.
We return to the situation of the introduction. Let A be an excellent henselian discrete
valuation ring with uniformising parameter pi and residue ﬁeld k and let X be a smooth
projective scheme over Spec(A) of relative dimension d. Let Xn := X ×A A/(pin), i.e. X1
is the special ﬁber and the Xn are the respective thickenings of X1.
Proposition 3.4.1. For all j ≥ 0 the group
Hd+1Zar (X,KMj+d,X|Xn) = 0.
Proof. By the coniveau spectral sequence and cohomological vanishing we have to show
that the map ⊕
y∈X(d)
Hdy (X,KMd+j,X|Xn)→
⊕
x∈X(d+1)
Hd+1x (X,KMd+j,X|Xn)
is surjective. In order to show this, we show that the map⊕
y∈(SpecOX,x[ 1pi ])d
Hdy (X,KMd+j,X|Xn)→ Hd+1x (X,KMd+j,X|Xn)
is surjective for any x ∈ X(d+1). This suﬃces since (SpecOX,x[ 1pi ])d ⊂ X(d) and since, as A
is henselian, any y ∈ (SpecOX,x[ 1pi ])d restricts to just one closed point x ∈ X(d+1). Let us
start with the case d = 0: Let X ′x := Xx − x. Then
H1x(X,KMj,X|Xn) ∼= H0(X ′x,KMj,X|Xn)/H0(Xx,KMj,X|Xn),
and H0µ(X,KMj,X|Xn), µ being the generic point of X, surjects onto H1x(X,KMj,X|Xn) since
H0µ(X,KMj,X|Xn) is isomorphic to H0(X ′x,KMj,X|Xn).
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Let d ≥ 1 and x ∈ X(d+1). We have that
Hd+1x (X,KMd+j,X|Xn) ∼= Hd(X ′x,KMd+j,X|Xn)
and again it follows from the coniveau spectral sequence and cohomological vanishing that
Hd(X ′x,KMd+j,X|Xn) is isomorphic to
coker(
⊕
z∈(Xx)d−1
Hd−1z (Xx,KMd+j,X|Xn)→
⊕
y∈(Xx)d
Hdy (Xx,KMd+j,X|Xn)).
By Lemma 3.2.4 we have that
Hdy (Xx,KMd+j,X|Xn) ∼= KMj,X(k(x, y))
for y ∈ (Xx[ 1pi ])d. It therefore suﬃces to move elements of Hdy (Xx,KMd+j,X|Xn) for y ∈
Xd−rx \ (Xx[ 1pi ])d to the horizontal components, i.e. with y ∈ (Xx[ 1pi ])d, using the 'Q-chains'
Hd−1z (Xx,KMd+j,X|Xn).
We write Pr for a Parshin chain (x, ...) of dimension r and let xPr denote the closed
point of XPr and X
′
Pr
the open subscheme XPr \ {xPr}. We proceed by descending in
induction in r ≥ 0, starting with r = d, to show that the map⊕
y∈(XPr [ 1pi ])d−r
Hd−ry (XPr ,KMd+j,X|Xn)→ Hd−r+1xPr (XPr ,KMd+j,X|Xn)
is surjective for all Parshin chains Pr supported on X1.
The group Hd−r+1xPr (XPr ,KMd+j,X|Xn) is isomorphic to
coker(
⊕
z∈(XPr )d−1−r
Hd−1−rz (XPr ,KMd+j,X|Xn)→
⊕
y∈(XPr )d−r
Hd−ry (XPr ,KMd+j,X|Xn))
∼= Hd−r(X ′Pr ,KMd+j,X|Xn)
for r < d and to
H0(X ′Pd ,KMd+j,X|Xn)/H0(XPd ,KMd+j,X|Xn)
for r = d. If r = d, then H0y (XPd ,KMd+j,X|Xn) is isomorphic to H0(X ′Pd ,KMd+j,X|Xn) which
implies the induction beginning.
We now do the induction step. Let α ∈ Hd−ry (XPr ,KMd+j,X|Xn) for y ∈ Xd−rPr \(XPr [ 1pi ])d−r.
Then ⊕
z∈(X(Pr,y))d−r−1
Hd−r−1z (X(Pr,y),KMd+j,X|Xn) Hd−ry (XPr ,KMd+j,X|Xn)
and by assumption we have that
coker(
⊕
t∈(X(Pr,y))d−r−2
Hd−r−2t (X(Pr,y),KMd+j,X|Xn)→
⊕
z∈(X(Pr,y))d−r−1
Hd−r−1z (X(Pr,y),KMd+j,X|Xn))
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is generated by KMr+j+1(k(P )) for all Parshin chains P = (Pr, y, z) of dimension r + 2 on
(X,X1). We may assume that α is in the image of KMr+j+1(k(P )) for some such P . Then
by Lemma 3.3.5 the kernel of the map
∂zy − α : KMr+j+1(k(P ))→ Hd−ry (XPr ,KMd+j,X|Xn)
is open in KMr+j+1(k(P )) and the kernel of the map
∂zy′ : K
M
r+j+1(k(P ))→ Hd−ry′ (XPr ,KMd+j,X|Xn)
is open in KMr+j+1(k(Pr, y
′, z)) for all y′ 6= y ∈ Xd−rPr ∩ X1 with {xPr} ⊂ {y′} ⊂ {z}. By
Lemma 3.3.7 the diagonal image of
KMr+j+1(k(Q))
∼= Hd−r−1z (XPr ,KMd+j,X|Xn)
for a Q-chain Q = (Pr, z) is dense in the direct sum (with ﬁnitely many summands)
KMr+j+1(k(P )) ⊕y′ 6=y∈Xd−rPr ∩{z}1 K
M
r+j+1(k(Pr, y
′, z)) which implies that α is in the image of
some β ∈ Hd−r−1z (Xx,KMd+j,X|Xn) with β mapping to zero in Hd−ry′ (Xx,KMd+j,X|Xn) for all
y′ 6= y ∈ ((Xx)1)d.
Remark 3.4.2. The proof of Proposition 3.4.1 is inspired by the proof of Theorem 2.5
in [42] and the proof of Theorem 8.2 in [45]. In both of these articles the authors work
in the Nisnevich topology. We note that the proof of Proposition 3.4.1 also works in the
Nisnevich topology if for every Parshin chain P = (p0, ..., ps) we replace OX,P = OX,ps by
OhX,P according to Deﬁnition 3.1.2. We therefore get that
Hd+1Nis (X,KMj+d,X|Xn) = 0
for all j ≥ 0.
Remark 3.4.3. If ch(k) = 0 and A = k[[t]] or if A is the Witt ring W (k) of a perfect ﬁeld
k of ch(k) > 2, then there are exact sequences of sheaves
0→ Ωr−1X1 → KMr,Xn → KMr,Xn−1 → 0
and
0→ Ωr−1X1 /Bn−2Ωr−1X1 → KMr,Xn → KMr,Xn−1 → 0
respectively, by [5, Sec. 2] and [6, Sec. 12]. Under the above assumptions this implies that
the canonical map
HdZar(X1,KMd+j,Xn)→ HdNis(X1,KMd+j,Xn)
is an isomorphism for all n ∈ N>0. Indeed, it follows from the Gersten conjecture for the
Milnor K-sheaf KM∗,X1, that the maps H iZar(X1,KMd+j,X1) → H iNis(X1,KMd+j,X1) are isomor-
phisms for all i and the sheaves Ωr−1X1 and Ω
r−1
X1
/Bn−2Ωr−1X1 are coherent. The claim now
follows by induction on n.
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Corollary 3.4.4. 1. The restriction map res : Hd(X,KMd+j,X) −→ Hd(X1,KMd+j,Xn) is
surjective. In particular the map of pro-systems
res : Hd(X,KMd+j,X)→ ”limn”Hd(X1,KMd+j,Xn)
is an epimorphism in pro-Ab for all j ≥ 0.
2. The restriction map res : Hd(X,KMd+j,X/pr) −→ Hd(X1,KMd+j,Xn/pr) is surjective. In
particular the map of pro-systems
res : Hd(X,KMd+j,X/pr)→ ”limn”Hd(X1,KMd+j,Xn/pr)
is an epimorphism in pro-Ab for all j ≥ 0.
Here and in the following we always consider Hd(X,KMd+j,X) (resp. Hd(X,KMd+j,X/pr))
as a constant pro-system in in pro-Ab.
Proof. For (1) consider the short exact sequence
0→ KMd+j,X|Xn → KMd+j,X → KMd+j,Xn → 0
and the induced long exact sequence
...→ Hd(X,KMd+j,X|Xn)
i−→ Hd(X,KMd+j,X) res−→ Hd(X1,KMd+j,Xn)→ Hd+1(X,KMd+j,X|Xn)→ ...
The statement now follows from Proposition 3.4.1 and the fact that ”limn” is exact when
considered as a functor Hom(Iop,Ab)→ pro-Ab, where I is a small ﬁltering category (see
[1, App. Prop. 4.1]).
(2) can be seen as follows: Since ⊗Z/prZ is right exact, there is a short exact sequence
0→ KMd+j,X|Xn/pr/I → KMd+j,X/pr → KMd+j,Xn/pr → 0
for some sheaf of abelian groups I. This induces an exact sequence
Hd+1(X,KMd+j,X|Xn/pr)→ Hd+1(X,KMd+j,X|Xn/pr/I)→ Hd+2(X, I).
By [27, Thm. 3.6.5] the group Hd+2(X, I) vanishes for dimensional reasons. The group
Hd+1(X,KMd+j,X|Xn/pr) vanishes by the same arguments as in the integral case or in fact
from the surjectivity of the map Hd+1(X,KMd+j,X|Xn)→ Hd+1(X,KMd+j,X|Xn/pr) which also
holds for dimensional reasons. Together this implies the vanishing ofHd+1(X,KMd+j,X|Xn/pr/I).
This implies the statement by the same argument as in the proof of (1).
Corollary 3.4.5. If A is equi-characteristic, then the map
res : CHd+j(X, j)→ ”limn”Hd(X1,KMd+j,Xn)
is an epimorphism in pro-Ab for all j ≥ 0. If A is of mixed characteristic (0, p) with
p > d+ j − 1, then the map
res : CHd+j(X, j,Z/pr)→ ”limn”Hd(X1,KMd+j,Xn/pr)
is an epimorphism in pro-Ab for all j ≥ 0.
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Proof. For j = 0, Corollary 3.4.4 implies the ﬁrst assertion since the Gersten conjecture for
the sheaf KMn,X holds for regular schemes of equal characteristic and the second assertion
since the Gersten conjecture holds for KMn,X/pr if p > n− 1 by Proposition 3.2.2.
If j > 0, then the identiﬁcation of CHd+j(X, j) withHd(X,KMd+j,X) additionally requires
the Gersten conjecture for higher Chow groups (see Chapter 2). This holds if A is equi-
characteristic by [4, Sec. 10] and the method developed by Panin in [61] to extend the
Gersten conjecture to the equi-dimensional setting. In mixed characteristic the Gersten
conjecture for higher Chow groups with Z/prZ-coeﬃcients holds by [21, Cor. 4.3].
3.5 Remarks on the injectivity of res
In this section we make a few remarks on the conjectured injectivity of res. Whether it is
true or not is at this point unclear.
Let the notation be as in Section 3.4 and consider again the short exact sequence
0→ KMd,X|Xn → KMd,X → KMd,Xn → 0
and the induced long exact sequence
...→ Hd(X,KMd,X|Xn)
i−→ Hd(X,KMd,X) res−→ Hd(X1,KMd,Xn)
0−→ Hd+1(X,KMd,X|Xn)→ ...
We denote the image of Hd(X,KMd,X|Xn) under i by FXn .
As mentioned in the introduction, Kerz, Esnault and Wittenberg conjecture in [46, Sec.
10] that if ch(Quot(A)) = 0 and k is perfect of characteristic p > 0 and if we assume that
the Gersten conjecture for KMX holds, then the map
resX : CH1(X)⊗ Z/pr → ”limn”Hd(Xn,KMXn,d/pr)
is an isomorphism in the category of pro-systems of abelian groups.
We note that this conjecture would be implied by the following conjecture:
Conjecture 3.5.1.
FXn =< g∗F
Y
n |g : Y → X projective, Y/A smooth projective relative curve > .
This can be seen as follows: F Yn ⊂ H1(Y,KM1,Y ) is the image of H1(Y,KM1,Y |Yn) =
H1(Y,O×Y |Yn). By the p-adic logarithm isomorphism, assuming that p is large enough,
H1(Y,O×Y |Yn) ∼= H1(Y, pnOY ) and therefore the composition
H1(Y,O×Y |Yn+1)→ H1(Y,O×Y |Yn)
is multiplication by p. This implies that ”limn”FXn ⊗ Z/pr = 0.
The following conjecture and the following Bertini theorem reduce the injectivity of res
to the case of two horizontal one-cycles intersecting the special ﬁber transversally.
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Conjecture 3.5.2. Let Y be a smooth projective subscheme of X of relative dimension
d− 1. Let x ∈ Y1. Then the map
Hdx(Y,KMd−1,Y |Yn+1)→ Hd+1x (X,KMd,X|Xn+1)
is injective for all n ≥ 1.
Proposition 3.5.3. Let A be a henselian discrete valuation ring with uniformising param-
eter pi and inﬁnite residue ﬁeld k. Let X be a smooth projective scheme over Spec(A) of
relative dimension d. Let X1 denote the special ﬁber. Let Z1, Z2 ⊂ X be regular horizontal
subschemes of dimension 1 such that ZieX1 for i = 1, 2. Then there is a smooth subscheme
H ⊂ X of relative dimension 1 over A containing Z1 and Z2.
Proof. We may assume that d = 2. The case Z1 ∩Z2 = ∅ is clear. Let us therefore assume
that Z1 and Z2 intersect in the closed point x. We start with a local analysis and then
use this to ﬁnd a global hypersurface section containing Z1 and Z2. Let S1, S2 ⊂ X (resp.
T1, T2 ⊂ X) be smooth relative curves containing Z1 (resp. Z2) and such that S1 ∩S2 ∩X1
(resp. T1 ∩ T2 ∩X1) is reduced. Let
(x1, x2, pi)
and
(y1, y2, pi)
be the respective local parameter systems at x coming from the Si and Ti. Z1 is deﬁned by
the ideal (x1, x2) and Z2 by the ideal (y1, y2). We may express the xi in terms of (y1, y2, pi):
x1 = α1y1 + β1y2 + γ1pi
and
x2 = α2y1 + β2y2 + γ2pi
with αi, βi, γi ∈ OX,x, i ∈ {1, 2}. Now (x1, x2) = (x1 + bx2, x2) with b ∈ OX,x and
x1 + bx2 = (α1 + bα2)y1 + (β1 + bβ2)y2 + (γ1 + bγ2)pi.
Therefore if γ1 + bγ2 = 0, then x1 + bx2 ∈ (x1, x2) and x1 + bx2 ∈ (y1, y2). We now
distinguish the following two cases:
1. Case: γ2 is invertible (if γ1 is invertible, then we start by replacing x2 by x2 + ax1).
Then we set b := −γ1/γ2.
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2. Case: Neither γ1 nor γ2 is invertible. We may assume that γ1 is of the form pii · u1
and γ2 is of the form pij · u2 with i > j and u1, u2 ∈ O×X,x. Then we set b := −pii−ju1/u2.
We now turn to the global situation. Since V (x1) and V (x2) are smooth at x and
transversal, V (x1 + bx2) is also smooth at x and contains Z1 and Z2. This implies that the
embedding dimension
e(Z1∪Z2|X1 )(x) ≤ 1.
Let I denote the sheaf of ideals deﬁning Z1 ∪ Z2. Then for n large enough the natural
homomorphism
H0(X, I(n))→ H0(X1, I(n)|X1)
is surjective by Serre vanishing. By [49, Thm. 7] and possibly enlarging n, there is
a section s1 ∈ H0(X1, I(n)|X1) deﬁning a smooth hypersurface section of X1. Any lift
s ∈ H0(X, I(n)) of s1 satisﬁes the properties of the proposition.
Remark 3.5.4. We may in general not ﬁnd a smooth hypersurface section containing more
than two, let's say Z1, Z2, Z3, horizontal one-cycles intersecting X1 transversally since the
embedding dimension e(Z1∪Z2∪Z3|X1 )(x) might be bigger than 1. This is not the case though
if they are in a certain sense collinear.
3.6 Relation with the p-adic cycle class map
In this section we prove Proposition 3.0.9.
Let k be a ﬁnite ﬁeld of ch(k) = p > 0, A = W (k) and X be a smooth projective
scheme over A of ﬁber dimension d. We let X1/k denote the reduced special ﬁber. Let
τ ∈ {Nis, ét} and X1,τ be the respective small site. Let  : X1,ét → X1,Nis be the canonical
map of sites.
Deﬁnition 3.6.1. ([6, Def. A.3])
(a) By Sh(X1,τ ) we denote the category of sheaves of abelian groups on X1,τ . By C(X1,τ )
we denote the category of unbounded complexes in Sh(X1,τ ).
(b) By Shpro(X1,τ ) we denote the category of pro-sytems in Sh(X1,τ ).
(c) By Cpro(X1,τ ) we denote the category of pro-systems in C(X1,τ ).
(d) By Dpro(X1,τ ) we denote the Verdier localization of the homotopy category of Cpro(X1,τ ),
where we kill objects which are represented by systems of complexes which have level-
wise vanishing cohomology sheaves.
Deﬁnition 3.6.2. We deﬁne
W·Ω•X1 ∈ Cpro(X1)τ
to be the pro-system of de Rham-Witt complexes in the étale or Nisnevich topology (see
[33]). We deﬁne
W·ΩrX1,log ∈ Shpro(X1)τ
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to be the pro-system of étale or Nisnevich subsheaves in WrΩ
j
X1
which are locally generated
by symbols
dlog{[a1]} · ... · dlog{[aj]}
with a1, ..., aj ∈ O×X1 local sections and where [−] is the Teichmüller lift (see [33, p. 505,
(1.1.7)]).
Deﬁnition 3.6.3. Assuming j < p, we deﬁne Sr(j)e´t to be the syntomic complex deﬁned
in [40, Def. 1.6]. We denote the corresponding object in Dpro(X1)e´t by SX.(j)e´t.
Deﬁnition 3.6.4. ([6, Sec. 4]) We deﬁne Sr(j)Nis := τ≤jR∗Sr(j)e´t and SX.(j)Nis :=
τ≤jR∗SX.(j)e´t, where τ≤j is the good truncation.
Let j < p. In [6, Sec. 7], Bloch, Esnault and Kerz deﬁne a motivic pro-complex
ZX.(j) := cone(SX.(j)⊕ ZX1(j)→ W.ΩjX1,log[−j])[−1]
in the Nisnevich topology. ZX.(j) is an object in Dpro(X1,Nis) with the following properties:
Proposition 3.6.5. ([6, Prop. 7.2])
(0) ZX.(0) = Z, the constant sheaf in degree 0.
(1) ZX.(j) = Gm,X· [−1].
(2) ZX.(j) is supported in degrees ≤ j and in [1, j] if j ≥ 1 and if the Beilinson-Soulé
conjecture holds.
(3) ZX.(j)⊗LZ Z/p. = SX.(j)Nis in Dpro(X1,Nis).
(4) Hj(ZX.(j)) = KMj,X. in Shpro(X1,Nis).
(5) There is a canonical product structure ZX.(j)⊗LZ ZX.(j′)→ ZX.(j + j′).
We now start the proof of Proposition 3.0.9 proving the following lemmas:
Lemma 3.6.6. Let j < p. Then the map
HdNis(X1,KMj,X· ⊗ Z/p·)→ Hd+jNis (X1,S·(j))
is an isomorphism in the category of pro-abelian groups.
Proof. By properties (2)-(4) of Proposition 3.6.5 we have that KMj,X· ⊗Z/p· ∼= Hj(S·(j)Nis).
Let us be more precise:
KMj,X· ⊗ Z/p·
(4)∼= Hj(ZX.(j))⊗ Z/p·
(2)∼= Hj(S·(j)Nis ⊗ Z/p·)
(3)∼= Hj(S·(j)Nis).
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Note that we do not work with the derived tensor product here and that ZX.(j)⊗Z Z/p. =
SX.(j)Nis follows from the same arguments as in the proof of [6, Prop. 7.2(3)]. This implies
that
HdNis(X1,KMj,X· ⊗ Z/p·) ∼= HdNis(X1,Hj(S·(j))).
The hypercohomology spectral sequence
Epq2 = H
p
Nis(X1,Hq(Sr(j)))⇒ Hp+qNis (X1,Sr(j))
together with the Nisnevich cohomological dimension of X1 and the concentration of
Sr(j)Nis in degrees ≤ j implies that HdNis(X1,Hj(Sr(j))) ∼= Hd+jNis (X1,Sr(j)) and therefore
that HdNis(X1,KMj,X· ⊗ Z/p·)→ Hd+jNis (X1,S·(j)).
Lemma 3.6.7. The natural map
H2d−qNis (X1,WrΩ
d
X1,log
[−d])→ H2d−qe´t (X1,WrΩdX1,log[−d])
is an isomorphism for q ≤ 2.
Proof. Let KH0a(X1,Z/prZ) denote the so called Kato homology groups, i.e. the homology
in degree a of the complex C0pr deﬁned in [38]. By [36, Lem. 6.2] (see also [47, Sec. 9])
there is a long exact sequence
...→ KH0q+2(X1,Z/prZ)→ CHd(X1, q;Z/prZ)→ H2d−qét (X1,Z/prZ(d))→
KH0q+1(X1,Z/prZ)→ CHd(X1, q − 1;Z/prZ)→ H2d−q+1ét (X1,Z/prZ(d))→ ...
where Z/prZ(d) = WrΩdX1,log[−d]. We ﬁrst identify the group CHd(X1, q;Z/prZ) with
H2d−qNis (X1,WrΩ
d
X1,log
[−d]) for q = 0, 1. Consider the spectral sequence
CHEp,q1 (X1) = ⊕x∈X(p)1 CH
d−p(Speck(x),−p− q,Z/prZ)⇒ CHd(X1,−p− q,Z/prZ)
from [4, Sec. 10] and note that
CHa(Speck(x), a,Z/prZ) ∼= KMa (k(x))/pr ∼= WrΩak(x),log
for all a ≥ 0. The ﬁrst isomorphism follows from [59, Thm. 4.9] (see also [76]) and the
fact that CHa(Speck(x), a,Z/prZ) ∼= CHa(Speck(x), a)⊗Z/prZ. The second isomorphism
follows from the Bloch-Gabber-Kato theorem (see [7]). This implies the identiﬁcation since
CH0(k(x), 1) = 0 and since⊕
x∈X0
ix∗WrΩdk(x),log →
⊕
x∈X1
ix∗WrΩd−1k(x),log → ...→
⊕
x∈Xd
ix∗WrΩ0k(x),log
is a (Gersten-)resolution for the sheaf WrΩdX1,log considered in the Zariski topology (see
[26]) and therefore also in the Nisnevich topology. In particular H iZar(X1,WrΩ
d
X1,log
) ∼=
H iNis(X1,WrΩ
d
X1,log
) for all i ≥ 0.
Now the Kato homology groups KH0i (X1,Z/prZ) vanishes for 1 ≤ i ≤ 4 by [36, Thm.
0.3] (see also [47, Thm. 8.1]) which implies the lemma.
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Lemma 3.6.8. Let j < p. Then
Hj+dNis (X1,S·(j))→ Hj+de´t (X1,S·(j))
is an isomorphism for all j ≥ d.
Proof. By [6, Thm 5.4] we have an exact triangle
p(j)Ω≤jX· [−1]→ SX·(j)Nis → W·ΩjX1,log[−j]
[1]−→ ..
in Dpro(X1)Nis which comes from the exact triangle
p(j)Ω≤jX· [−1]→ SX·(j)ét → W·ΩjX1,log[−j]
[1]−→ ..
in Dpro(X1)ét by applying the functor τ≤j ◦ R∗. This induces the following commutative
diagram with exact rows:
Hd+j−1Nis (X1,W·Ω
j
X1,log
[−j]) //
α

Hd+jNis (X1, p(j)Ω
≤j
X· [−1])
β

//

Hd+jNis (X1, SX·(j)Nis)

Hd+j−1ét (X1,W·Ω
j
X1,log
[−j]) // Hd+jét (X1, p(j)Ω≤jX· [−1]) // Hd+jét (X1, SX·(j)ét)
// Hd+jNis (X1,W·Ω
j
X1,log
[−j]) //
γ

Hd+j+1Nis (X1, p(j)Ω
≤j
X· [−1])
δ
 
// Hd+jét (X1,W·Ω
j
X1,log
[−j]) // Hd+j+1ét (X1, p(j)Ω≤jX· [−1])
Now α and γ are isomorphisms by Lemma 3.6.7 and the fact that W·Ω
j
X1,log
[−j] = 0 for
j > d. The maps β and δ are isomorphisms since p(j)Ω≤jX· [−1] is a complex of coherent
sheaves. The result follows by the ﬁve-lemma.
Proposition 3.6.9. Let p > j and j ≥ d. Then the map
”limn”H
d
Nis(X1,KMj,Xn/pr)→ Hd+je´t (X1,Sr(j))
is an isomorphism of pro-abelian groups.
Proof. It follows from Lemma 3.6.6 and Lemma 3.6.8 that
HdNis(X1,KMj,X· ⊗ Z/p·)→ Hd+je´t (X1,S·(j)).
Tensoring with Z/pr gives the desired result since it is right exact and both cohomology
groups are taken in the top degree. Note furthermore that S·(j)e´t ⊗ Z/pr ∼= Sr(j)e´t. This
follows for example from [21, Thm. 1.3].
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Proposition/Deﬁnition 3.6.10. Diagram (3.0.2) of the introduction commutes.
Proof. Let XK be the generic ﬁber of X. Let i : X1 ↪→ X and j : XK ↪→ X be the
canonical inclusions.
The exact Kummer sequence
0→ µpn → O×XK
pn−→ O×XK → 0
on XK,e´t induces an exact sequence
j∗O×XK
pn−→ j∗O×XK → R1j∗µpn → 0
on Xe´t which induces a Galois symbol map
j∗KMq,XK → Rqj∗(Z/prZ(q))
(see [7, (1.2)]). This map induces a map
KMq,X → ker(σqX,r : Rqj∗(Z/prZ(q))→ WrΩq−1X1,log) ∼= Hq(Tr(q))
in the étale topology. For the deﬁnition of σqX,r see [69, Sec. 3.2] and for the isomorphism on
the right see [69, Def. 4.2.4]. Taking cohomology groups we get the following commutative
diagram:
Hde´t(X,KMq,X/pr)

// Hde´t(X1,KMq,Xn/pr)
(∗)

Hde´t(X,Hq(Tr(q)))
∼=

∼= // Hde´t(X1,Hq(Sr(q)))
∼=

Hd+qe´t (X, Tr(q))
∼= // Hd+qe´t (X1,Sr(q))
Here (∗) is induced by Kato's syntomic regulator map ([40, Sec. 3]) and the commutativity
of the upper sqare follows from [40, Lem. 4.2]. The horizontal isomorphisms follow from
proper base change and the fact that i∗Tr(n) ∼= Sr(n) if p > n + 1. For the isomorphism
on the right see the proof of Proposition 3.6.6. The change of sites  : Xe´t → XZar now
gives the result.
As a corollary we get the following result:
Corollary 3.6.11. Let j + 1 < p. Then the cycle class map
%j,j−dpr : CH
j(X, j − d,Z/prZ)→ Hd+je´t (X, Tr(j))
is surjective for all j ≥ d.
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Proof. By Corollary 3.4.5 and Remark 3.4.3 the map
res : CHj(X, j − d,Z/prZ) −→ ”limn”HdZar(X1,KMj,Xn/pr) ∼= HdNis(X1,KMj,Xn/pr)
is surjective for j − 1 < p. By Proposition 3.6.9 we have that ”limn”HdNis(X1,KMj,Xn/pr) ∼=
Hd+jét (X1,Sr(j)) for j < p. Furthermore, for j + 1 < p we have that Hd+jét (X1,Sr(j)) ∼=
Hd+jét (X, Tr(j)) (see [69, Sec. 1.4]). The result now follows from the commutativity of
(3.0.2).
Remark 3.6.12. As we noted in the introduction, Saito and Sato show in [67] that the
the cycle class map
%d,0pr : CH
d(X)/pr → H2de´t (X, Tr(d))
deﬁned in [69, Cor. 6.1.4] is surjectiv for X a regular scheme which is proper, ﬂat, of
ﬁnite type and which has semistable reduction over OK, where OK is the ring of integers
in a p-adic local ﬁeld K, by [67]. We expect that this map coincides with the map deﬁned
in Proposition 3.6.10.
Finally we note the following injectivity result for curves:
Proposition 3.6.13. Let X be smooth projective of relative dimension 1 over a p-adic
local ring A. Then the cycle class map
%1,0pr : CH1(X)/p
r → H2e´t(X, Tr(1))
is injective.
Proof. This follows immediately from the spectral sequence
Eu,v1 = ⊕x∈XuHv+ue´t,x (X, Tr(d))⇒ Hv+ue´t (X, Tr(d))
since by absolute cohomological purity and the purity property of p-adic étale Tate twists
E1,12
∼= CH1(X)/pr (see [68]).
Keeping the assumptions of Proposition 3.6.13 we get a sequence of isomorphisms
H2e´t(X, Tr(1))
∼=←− CH1(X)/pr
∼=−→ ”limn”H1(X1,KMXn,1/pr).
The isomorphism on the right follows from Section 3.5. It would be interesting to have a
similar result for CH2(X, 1,Z/prZ).
Chapter 4
Deformation theory of zero-cycles
Let A be a henselian discrete valuation ring with uniformising parameter pi and residue
ﬁeld k. Let X be a smooth projective scheme over Spec(A) of relative dimension d. Let
Xn := X ×A A/(pin), i.e. X1 is the special ﬁber and the Xn are the respective thickenings
of X1. Let KM∗,X be the improved Milnor K-sheaf deﬁned in [43] and KM∗,Xn its restriction
to Xn.
In this chapter we assume that either (1) A is the Witt ring W (k) of a perfect ﬁeld k
of ch(k) > 2 or that (2) k is of characteristic 0 and A = k[[t]]. In each of these two cases
there exists a well-deﬁned exponential map
exp : Ωd−1X1 → KMd,Xn
deﬁned by
xdlog(y1) ∧ ... ∧ dlog(yd−1) 7→ {1 + xpin−1, y1, ..., yd−1}
(see [6, Sec. 12] for (1) and [5, Sec. 2] for (2)). In these two cases we therefore get an
exact sequence
Ωd−1X1 → KMd,Xn → KMd,Xn−1 → 0
which we use to study the restriction map
resXn : CH
d(X)
∼= // Hd(X,KMd,X)
resXn // Hd(X1,KMd,Xn)
assuming the Gersten conjecture for the Milnor K-sheaf KM∗,X (see Deﬁnition 3.2.1) for the
isomorphism on the left. One may consider Hd(X1,KMd,Xn) to be an ad hoc cohomological
deﬁnition of the Chow group CH0(Xn) of zero-cycles on Xn. This deﬁnition was also used
in [5, Sec. 4].
By proving a moving lemma for H2(X1,Ω1X1) if d = 2 and a Lefschetz theorem, we give
a diﬀerent proof of the following theorem which we already saw in Chapter 3.
Theorem 4.0.14. With the above notation, and assuming the Gersten conjecture for the
Milnor K-sheaf KM∗,X , the map
res : CH1(X)→ (Hd(X1,KMd,Xn))n
is an epimorphism in pro-Ab.
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Furthermore, we give a detailed proof of Conjecture (j) for d = 1. Recall that Conjec-
ture (j) says the following:
Conjecture 4.0.15. (see [46, Sec. 10]) The map
res : CHd(X)⊗ Z/prZ→ ”limn”Hd(X1,KMd,Xn/pr)
is an isomorphism in pro-Ab if ch(Quot(A)) = 0 and if k is perfect of characteristic p > 0
.
4.1 Local cohomology and some calculations
In this section we recall some deﬁnitions and calculations in local cohomology which we
will need later on. A standard reference for the following is [31, Ch. IV].
Let X be a locally noetherian scheme. To any sheaf of abelian groups F on X we can
associate a coniveau complex of sheaves
C(F) :=
⊕
x∈X(0)
ix,∗H0x(X,F)→
⊕
x∈X(1)
ix,∗H1x(X,F))→ ...
where ix : x→ X is the natural inclusion. This complex is also called the Cousin complex
of F .
Deﬁnition 4.1.1. A sheaf F on X is called Cohen-Macaulay, or simply CM, if for every
x ∈ X it holds that H ix(X,F) = 0 for i 6= codim(x).
Via the coniveau spectral sequence
Ep,q1 =
⊕
x∈X(p)
Hp+qx (X,F)⇒ Hn(X,F)
one can easily deduce that the property of being CM for F is equivalent to C(F) being
an acyclic resolution of F (see [31, Ch. IV, prop. 2.6]). In that case one can use C(F) to
calculate the cohomology of F , i.e. H∗(X,F) ∼= H∗(X, C(F)).
Locally free sheaves are CM (see [31, p.239]) so in particular the sheaf of diﬀerential
forms Ω1X and its exterior powers Ω
a
X are CM if X is a smooth variety over a ﬁeld. These
sheaves are our main tool in this chapter to study the deformation of zero-cycles on a
model X/A as above. We can make the following calculations:
Lemma 4.1.2. Let k be a ﬁeld and X1 be a scheme of dimension 1 over Spec(k). Let
x ∈ X1 be a regular closed point and f a local parameter at x. Then
OX1,x[
1
f
]/OX1,x ∼= H1x(X1,OX1).
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Proof. We calculate H1x(X1,OX1) locally as follows: Let X1,x := SpecOX1,x. Applying
Motif B of [31, p.217] to the triple (x,X1, X1 − x), we get a short exact sequence
H0(X1,x,OX1|X1,x)→ H0(X1,x−x,OX1|X1,x−x)→ H1x(X1,x,OX1 |X1,x)→ H1(X1,x,OX1|X1,x).
Since H1(X1,x,OX1|X1,x) = 0, this gives an isomorphism
OX1,x[
1
f
]/OX1,x ∼= H1x(X1,x,OX1|X1,x).
We now turn to the higher dimensional case. Similar calculations can be found in [3,
Sec. 5].
Lemma 4.1.3. Let k be a ﬁeld and X1 be a scheme of dimension d > 1 over Spec(k). Let
x ∈ X1 be a regular closed point and f1, ..., fd ∈ mx a local parameter system at x. Then
Hdx(X,Ω
d−1
X1
) is generated by elements of the form
df1 ∧ ... ∧ dˆfi ∧ ... ∧ dfd
fn11 ...f
nd
d
modulo df1∧...∧dˆfi∧...∧dfd
f
n1
1 ...fˆj ...f
nd
d
over OX1,x.
Proof. Let U be an aﬃne neighbourhood of x ∈ X1. Let V = {Vi := U − V (fi)} be a
covering of U − x. Then the Cˇech complex
0→
∏
Ωd−1X1 (Vi)→
∏
i 6=j
Ωd−1X1 (Vi ∩ Vj)→ ...→ Ωd−1X1 (V1 ∩ ... ∩ Vd)
gives an isomorphism of coker(
∏
Ωd−1(V1 ∩ ... ∩ Vˆi ∩ ... ∩ Vd))→ Ωd−1(V1 ∩ ... ∩ Vd)) with
Γ(U,Rd−1j∗(Ωd−1|U−x)), where j is the inclusion X1 − x ↪→ X1. Now Rd−1j∗(Ωd−1|X1−x)
is isomorphic to the sheaf Hdx(X1,Ωd−1X1 ) (again Motif B of [31, p.217] and that d ≥ 2). In
other words, Γ(U,Hdx(X,Ωd−1X1 )) is generated by elements of the form df1∧...∧dˆfi∧...∧dfdfn11 ...fndd modulo
df1∧...∧dˆfi∧...∧dfd
f
n1
1 ...fˆj ...f
nd
d
over O(U). Passing to the limit, we get the desired result.
Proposition 4.1.4. Let k be a perfect ﬁeld with ch(k) = p > 2 and let X be a smooth
scheme over A := W (k). Then there is an exact sequence
0→ Ωr−1X1 /Bn−1Ωr−1X1 → KMr,Xn+1 → KMr,Xn → 0. (4.1.1)
Proof. Let Rn be an essentially smooth local ring over A/pin. We deﬁne a ﬁltration
U iKMr (Rn) ⊂ KMr (Rn) by
U iKMr (Rn) :=< {1 + piix, x2, ..., xr | x ∈ Rn, x2, ..., xr ∈ R∗n} > .
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The U i ﬁt into the following exact sequences:
0→ UnKMr (Rn+1)→ KMr (Rn+1)→ KMr (Rn)→ 0.
By [6, 12.3] there is an isomorphism
Ωr−1R1 /Bi−1Ω
r−1
R1
∼= griKMr (Rn) ∼= U iKMr (Rn)/U i+1KMr (Rn)
and since Un+1(KMr (Rn+1)) = 0, this implies that U
n(KMr (Rn+1))
∼= Ωr−1R1 /Bn−1Ωr−1R1 and
therefore the exact sequence
0→ Ωr−1R1 /Bn−1Ωr−1R1 → KMr (Rn+1)→ KMr (Rn)→ 0.
Remark 4.1.5. For k a ﬁeld of characteristic 0, Sn = Speck[t]/(tn), S = Speck[[t]] and
X smooth, separated and of ﬁnite type over S, there exists a short exact sequence
0→ Ωr−1X1 → KMr,Xn → KMr,Xn−1 → 0
by [5, Prop. 2.3].
Corollary 4.1.6. Let X be as in Proposition 4.1.4. Then the sheaf KMr,Xn is CM.
Proof. Applying the derived functor H ix(X1,−) to (4.1.1), we get the exact sequence
H ix(X1,Ω
r−1
R1
/Bn−1Ωr−1R1 )→ H ix(X1,KMr,X2)→ H ix(X1,KMr,X1).
By [33, Cor. 3.9, p. 572], the sheaf Ωr−1X1 /Bn−1Ω
r−1
X1
is locally free and therefore CM. The
sheaf KMr,X1 is CM by [43] and [44]. The result follows inductively.
Remark 4.1.7. Let X be as in Proposition 4.1.4. Then if KMr,X satisﬁes the Gersten
conjecture, then the relative Milnor K-sheaf KMr,X|Xn of Deﬁnition 3.3.1 is CM: The short
exact sequence
0→ KMr,X|nX1 → KMr,X → KMr,Xn → 0
induces the exact sequence
...→ Hc−1x (X1,KMr,Xn)→ Hcx(X,KMr,X|Xn)→ Hcx(X,KMr,X)→ ...
The statement follows from Lemma 4.1.6 and the assumption that KMr,X satisﬁes the Gersten
conjecture.
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4.2 CH1(X)/pi ∼= ”lim”Pic(Xn)/pi for relative dimension 1
Before we state the main proposition of this section, we quickly review the theory of pro-
objects. Standard references are [1] and [30].
Let C be a category. The category of pro-objects pro-C in C is deﬁned as follows: A
pro-object is a contravariant functor
X : I◦ → C,
from a ﬁltered index category I to C, i.e. an inverse system of objects Xi in C. We
denote X also by ”lim”Xi or (Xi)i. The morphisms between two objects X = ”lim”Xi and
Y = ”lim”Yi ∈ in pro-C are given by
Hom(X, Y ) = lim←−
j
(lim−→
i
Hom(Xi, Yj)).
There is a natural fully faithful embedding of C into pro-C which associates to an object
C ∈ C the constant diagram C. This functor has a right adjoint pro-C → C, ”lim”Xi 7→
lim←−iXi. If C has ﬁnite direct (inverse) limits, then the functor
Hom(I◦, C)→ pro-C
commutes with ﬁnite direct (inverse) limits. In particular if C has ﬁnite direct and inverse
limits, then the above functor is exact (see [1, p.163]).
A criterion for when a map of pro-systems is an isomorphism is given by the following
proposition (see [34, Lem. 2.3]):
Proposition 4.2.1. A level map A → B in pro-C, i.e. a map between pro-systems with
the same index category and maps As → Bs for all s ∈ I, is an isomorphism if and only if
for all s there exists a t ≥ s and a commutative diagram
At

// Bt
}}
As // Bs.
We now give a proof of Conjecture 4.0.15 for d = 1.
Theorem 4.2.2. Let k be a ﬁnite ﬁeld of characteristic p > 2 and A = W (k) the Witt
ring of k. Let X be a smooth projective scheme of relative dimension 1 over A. Then the
map
res : CH1(X)⊗ Z/piZ→ ”lim”H1(X1,KM1,Xn/pi)
is an isomorphism in the category of pro-systems of abelian groups.
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Proof. We ﬁrst note that CH1(X) ∼= Pic(X) and that Pic(X) ∼= lim←−Pic(Xn) by [28, Thm.
5.1.4]. Furthermore, H1(X1,KM1,Xn) = H1(X1,O×Xn) ∼= Pic(Xn). It therefore suﬃces to
show that
lim←−Pic(Xn)⊗ Z/p
iZ→ ”lim”Pic(Xn)⊗ Z/piZ
is an isomorphism.
Using the p-adic logarithm isomorphism 1 + pOXn
∼=−→ pOXn , the short exact sequence
1→ (1 + pjOXn)→ O×Xn → O×Xj → 1
induces a short exact sequence
0→ H1(X1, pjOXn)→ H1(X1,O∗Xn)→ H1(X1,O∗Xj)→ H2(X1, pjOXn) = 0
(the last equality following for dimension reasons). Applying the Functor lim←−n, we get an
exact sequence
lim←−
n
H1(X1, p
jOXn)→ lim←−
n
Pic(Xn)→ Pic(Xj)→ lim←−
n
1H1(X1, p
jOXn).
Now lim←−
1
n
H1(X1, p
jOXn) = 0 since the inverse system (H1(X1, pjOXn))n satisﬁes Mittag-
Leer being an inverse system of ﬁnite dimensional vector spaces. Tensoring with Z/piZ
gives the exact sequence
lim←−
n
H1(X1, p
jOXn)⊗ Z/piZ→ lim←−
n
Pic(Xn)⊗ Z/piZ→ Pic(Xj)⊗ Z/piZ→ 0.
We now apply the exact functor ” lim←−j ” to this sequence. By the theorem on formal
functions, there is an isomorphism
” lim←−
j
” lim←−
n
H1(X1, p
jOXn)⊗ Z/piZ ∼= ” lim←−
j
” lim←−
n
H1(X, pjOX)⊗A A/pinA⊗ Z/piZ.
Since the image of the inclusion pi+jOX ↪→ pjOX vanishes modulo pi, the same holds for
the image of the morphism H1(X, pi+jOX) → H1(X, pjOX). By Proposition 4.2.1 this
implies that
” lim←−
j
” lim←−
n
H1(X1, p
jOXn)⊗ Z/piZ
is pro-isomorphic to zero and therefore that the theorem holds.
4.3 A Lefschetz theorem
In this section we prove a Kodaira vanishing theorem which implies a Lefschetz theorem
allowing us later in Section 4.4 to reduce our main theorem to relative dimension 2.
In this section let X1, unless otherwise stated, be a smooth projective scheme over a
ﬁeld k. Let H ⊂ X1 be a hyperplane section and L(d) = |dH|, d > 0, be the linear system
of hypersurface sections of degree d. We say that a hypersurface section Y1 ⊂ X1 is of high
or suﬃciently high degree if Y1 ∈ L(d) with d suﬃciently large such that certain higher
cohomology groups vanish by Serre vanishing.
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Proposition 4.3.1. Let Y1 be a smooth hypersurface of X1 and d = dimX1. If Y1 is of
suﬃciently high degree, then
Ha(X1,Ω
b
Y1
⊗OX1 OX1(Y1)) = Ha(Y1,ΩbY1 ⊗OY1 OX1(Y1)|OY1 ) = 0
for a+ b > d− 1.
Proof. Note that the ﬁrst equality in the statement follows from the projection formula
since i∗ΩbY1 ⊗OX1 OX1(Y1) = i∗(ΩbY1 ⊗OY1 i∗OX1(Y1)) for i the inclusion Y1 ↪→ X1.
We ﬁrst show that for ωX1 = Ω
d
X1
and ωY1 = Ω
d−1
Y1
, we have that
Ha>0(X1, ωY1 ⊗OX1 OX1(Y1)) = 0
if Y1 is of high degree. By [32, Ch. II, Prop. 8.20] we know that
ωY1
∼= ωX1 ⊗OY1 ⊗OX1(Y1).
This implies that ωX1|Y1 = ωY1(−Y1) and therefore that the sequences
0→ ωX1(Y1)→ ωX1(2Y1)→ ωY1(Y1)→ 0
and
Ha(X1, ωX1(2Y1))→ Ha(X1, ωY1(Y1))→ Ha+1(X1, ωX1(Y1))
are exact. Since by Serre vanishing Ha(X1, ωX1(2Y1)) = H
a(X1, ωX1(Y1)) = 0 for a > 0
and Y1 of suﬃciently high degree, this implies that if Y1 is of suﬃciently high degree we
also have that Ha>0(X1, ωY1(Y1)) = H
a>0(Y1, ωY1 ⊗OX1 OX1(Y1)|OY1 ) = 0.
We now consider the exact sequence
0→ Ωp−1Y1 (−Y1)→ ΩpX1|Y1 → ΩpY1 → 0
coming from the conormal exact sequence 0→ OY1(−Y1)→ Ω1X1|Y1 → Ω1Y1 → 0. Tensoring
with OY1(2Y1) gives an exact sequence
0→ Ωp−1Y1 (Y1)→ ΩpX1(2Y1)|Y1 → ΩpY1(2Y1)→ 0.
This implies that the sequence
Ha(X1,Ω
b
Y1
(2Y1))→ Ha+1(X1,Ωb−1Y1 (Y1))→ Ha+1(X1,ΩbX1(2Y1))
is exact. The proposition follows inductively.
Proposition 4.3.2. Let Y1 be a smooth hypersurface section of X1 and d = dimX1. Let i
denote the inclusion Y1 ↪→ X1. Then the map
i∗ : Hq(X1,Ω
p
X1
)→ Hq(Y1,ΩpY1)
is an isomorphism for p+ q < d− 1 and injective for p+ q = d− 1 if Y1 is of high degree.
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Proof. We factorise the map i∗ : ΩpX1 → i∗ΩpY1 by
ΩpX1 → i∗(ΩpX1|Y )
followed by
i∗(Ω
p
X1
|Y1)→ i∗ΩpY1
and show that each of these maps induce isomorphisms, resp. injections, on cohomology
in the stated range.
We ﬁrst consider the exact sequence
0→ ΩpX1(−Y1)→ ΩpX1 → ΩpX1|Y1 → 0.
This induces the exact sequence
Hq(X1,Ω
p
X1
(−Y1))→ Hq(X1,ΩpX1)→ Hq(Y1,ΩpX1 |Y1)→ Hq+1(X1,ΩpX1(−Y1)).
By Serre dualityHq(X,ΩpX1(−Y1)) ∼= Hd−q(X,Ωd−pX1 (Y1)). This implies thatHq(X1,ΩpX1)→
Hq(Y1,Ω
p
X1
|Y1) is an isomorphism for p+ q < d− 1 and injective for p+ q = d− 1 if Y1 is
of suﬃciently high degree by Serre vanishing.
We now consider the exact sequence
0→ Ωp−1Y1 (−Y1)→ ΩpX1|Y1 → ΩpY1 → 0
on Y1. This induces the exact sequence
Hq(Y1,Ω
p−1
Y1
(−Y1))→ Hq(Y1,ΩpX1 |Y1)→ Hq(Y1,ΩpY1)→ Hq+1(Y1,Ωp−1Y1 (−Y1))
which by Serre duality and Proposition 4.3.1 implies that Hq(Y1,Ω
p
X1
|Y1)→ Hq(Y,ΩpY1) is
an isomorphism for p+ q < d+ 1 and injective for p+ q = d+ 2 if Y1.
Proposition 4.3.3. Let Y1 be a hypersurface section of X1 and d = dimX1. Then there
is a map
φ : Hd−1(Y1,Ωd−2Y1 )→ Hd(X1,Ωd−1X1 )
which is an isomorphism for d ≥ 4 and surjective for d = 3 if Y1 is of high degree.
Proof. Let i denote the inclusion Y1 ↪→ X1. We deﬁne φ to be the composition
Hd−1(Y1,Ωd−2Y1 ) −→ Hd−1(Y1, R1i!Ωd−1X1 ) ∼= HdY1(X1,Ωd−1X1 )→ Hd(X1,Ωd−1X1 )
where the ﬁrst map is induced by the Gysin map
g : Ωd−2Y1 → R1i!Ωd−1X1 , ω 7→ ω ∧
dfd
fd
(see [25, Ch. II, (3.2.13)]) with fd is the regular parameter deﬁning Y1. Since Hd(X1 −
Y1,Ω
d−1
X1−Y1) = 0 for d ≥ 1, we have that
HdY1(X1,Ω
d−1
X1
) ∼= Hd(X1,Ωd−1X1 )
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for d ≥ 2. We are therefore reduced to showing that g induces an isomorphism on Hd−1
for d− 1 ≥ 3 and a surjection for d− 1 = 2. We deﬁne a ﬁltration
g(Ωd−2Y1 ) = F1 ⊂ F2 ⊂ ... ⊂ ∪i≥0F = R1i!Ωd−1X1 ,
letting Fi be the subsheaf of R1i!Ωd−1X1 locally deﬁned by
< ω ∧ dfd
fndd
|nd ≥ i > .
This is independent of the choice of parameters.
Let griR1i!Ω
d−1
X1
:= Fi+1/Fi. Then griR1i!Ωd−1X1 ∼= Ωd−2Y1 ⊗OY1 OX1(Y1)|OY1 and the short
exact sequence
0→ Fi → Fi+1 → griR1i!Ωd−1X1 → 0
induces the following exact sequence on cohomology groups:
Hd−2(Y1,Ωd−2Y1 ⊗OY1 OX1(Y1)|OY1 )→ Hd−1(Y1,Fi)→ Hd−1(Y1,Fi+1)
→ Hd−1(Y1,Ωd−2Y1 ⊗OY1 OX1(Y1)|OY1 )
(4.3.1)
By Proposition 4.3.1 we have that if Y1 is of high degree, thenHd−1(Y1,Ωd−2Y1 ⊗OX1OX1(Y1)|OY1 )
vanishes for d > 2 and Hd−2(Y1,Ωd−2Y1 ⊗OX1 OX1(Y1)|OY1 ) for d > 3.
This implies that the maps Ha(Y1,Fi)→ Ha(Y1,Fi+1) are isomorphisms for d ≥ 4 and
surjective for d = 3 if Y1 is of suﬃciently high degree. Since Ha(Y1, lim−→Fi) ∼= lim−→H
a(Y1,Fi)
(see [32, Ch. III, Prop. 2.9]), the same holds for the maps Ha(Y1,F1 = Ωd−2Y1 ) →
Ha(Y1, R
1i!Ωd−1X1 ). In particular, for d = dimX1 = 3 we get that H
d−1(Y1,Ωd−2Y1 ) →
Hd(X1,Ω
d−1
X1
) is surjective and for d = dimX1 ≥ 4 that Hd−1(Y1,Ωd−2Y1 )→ Hd(X1,Ωd−1X1 ) is
an isomorphism.
Corollary 4.3.4. Let X be as in the introduction of this chapter and d ≥ 3. Let Y1 a
smooth hypersurface section of X1. Let α ∈ Hd(X1,KMd,Xn). If Y1 is of suﬃciently high
degree and contains the image of α in CH0(X1) under the restriction map Hd(X1,KMd,Xn)→
Hd(X1,KMd,X1) ∼= CH0(X1), then α is in the image of Hd−1(Y1,KMd−1,Yn)→ Hd(X1,KMd,Xn) .
Proof. We do the n = 2 case. The general case follows inductively. Consider the commu-
tative diagram
Hd(X1,Ω
d−1
X1
) // Hd(X1,KMd,X2) // Hd(X1,KMd,X1) // 0
Hd−1(Y1,Ωd−2Y1 )
//
OO
Hd−1(Y1,KMd−1,Y2) //
OO
Hd−1(Y1,KMd−1,Y1)
OO
// 0
induced by the (right-)exact sequence of sheaves
Ωd−1 → KM2 → KM2 → 0
on X1 and Y1. The statement follows from Proposition 4.3.3 and a simple diagram chase.
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4.4 Main theorem
We return to the situation of the introduction of this chapter. Let A be a henselian
discrete valuation ring with uniformising parameter pi and residue ﬁeld k. Let X be a
smooth projective scheme over Spec(A) of relative dimension d. Let Xn := X ×A A/(pin),
i.e. X1 is the special ﬁber and the Xn are the respective thickenings of X1. We assume
furthermore that either (1) A is the Witt ring W (k) of a perfect ﬁeld k of ch(k) > 2 or
that (2) k is of characteristic 0 and A = k[[t]].
Let us ﬁrst recall how one can lift a regular closed point x ∈ X1 to a 1-cycle on X: Let
{f1, ..., fd} ⊂ OX1,x be a generating set of local parameters and let {f˜1, ..., f˜d} be lifts of
these generators to OX,x. The ideal f˜1OX,x + ...+ f˜dOX,x deﬁnes a subscheme of SpecOX,x
and its closure in X deﬁnes a subscheme Z of X. The unique irreducible component of Z
containing x is a prime-cycle C ∈ Z1(X) which is ﬂat and ﬁnite over A. Such liftings are
of course not unique.
We also introduce the following notation: Let X be a scheme and Z an eﬀective Cartier
divisor on X. Let C be a curve in X, i.e. an eﬀective 1-cycle on X. Let
(Z,C)x := lengthOX,x(OX,x/IZ + IC)
be the intersection multiplicity of Z and C at x. We say that Z and C intersect transversally
at x if (Z,C)x = 1 and if Z and C are regular at x. If Z and C intersect transversally
everywhere, we denote this by Z e C.
In this section we show the following proposition:
Proposition 4.4.1. Let X be of relative dimension 2 over A. Then, assuming the Gersten
conjecture for the Milnor K-sheaf KM∗,X , the map
res : CH1(X)→ ”limn”H2(X1,KM2,Xn)
is an epimorphism in pro-Ab.
We need some preparation for the proof. Consider the (right-)exact sequence
Ω1X1 → KM2,X2 → KM2,X1 → 0.
We will lift elements which lie in the kernel of res : H2(X1,KM2,X2) → H2(X1,KM2,X1) in a
compatible way to CH1(X). The kernel of res is in the image of H2(X1,Ω1X1). Now since
Ω1X1 is CM, H
2(X1,Ω
1
X1
) is isomorphic to
coker(⊕
x∈X(1)1
H1x(X1,Ω
1
X1
)→ ⊕
x∈X(2)1
H2x(X1,Ω
1
X1
)).
In order to proceed, we need to study this cokernel and the occurring local cohomology
groups a bit further. By Lemma 4.1.3 we have that H2x(X1,Ω
1
X1
) is generated by diﬀerential
forms of the form
df1
fn11 f
n2
2
OX1,x ⊕
df2
f
n′1
1 f
n′2
2
OX1,x mod
dfi
f
nj
j
OX1,x
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for {f1, f2} a system of local parameters in OX1,x and i, j ∈ {1, 2}.
We deﬁne subgroups
Fr :=<
df1
fn11 f
n2
2
+
df2
f
n′1
1 f
n′2
2
|n1 + n2 − 1 ≤ r, n′1 + n′2 − 1 ≤ r >
of H2x(X1,Ω
1
X1
) with respect to a system of local parameters. Sometimes we therefore write
H2x(X1,Ω
1
X1
)(f1,f2) instead of H
2
x(X1,Ω
1
X1
) to indicate with respect to which system of local
parameters we are working. Then
0 ⊂ F1 ⊂ F2 ⊂ ... ⊂ H2x(X1,Ω1X1)(f1,f2)
deﬁnes an ascending ﬁltration on H2x(X1,Ω
1
X1
). We will call elements of F1 forms with
simple poles. The following lemma shows that this deﬁnition is in fact independent
of the chosen parameter system, meaning that there is a natural isomorhism between
H2x(X1,Ω
1
X1
)(f1,f2) and H
2
x(X1,Ω
1
X1
)(f ′1,f ′2) for two local parameter systems {f1, f2} and{f ′1, f ′2} inducing isomorphisms on the respective ﬁltrations. This isomorphism is given
by considering a diﬀerential form with respect to the respective deﬁning parameter sys-
tems.
Lemma 4.4.2. (1) Let x ∈ X1 be a closed point. Then subgroups Fr ⊂ H2x(X1,Ω1X1) are
independent of the local parameter system we consider them in.
(2) In particular, the subgroup
F1 =<
df1
f1f2
OX1,x ⊕
df2
f1f2
OX1,x >⊂ H2x(X1,Ω1X1)
is independent of the chosen local parameter system of OX1,x. We therefore denote it
by Λx.
(3) The graded pieces
Fr+1/Fr
are independent of the chosen local parameter system of OX1,x.
Proof. It suﬃces to show the proposition for two parameter systems (f1, f2) and (f1, f ′2)
and f2 = f ′2 + βf1. We saw in Section 4.1 that H
2
x(X1,Ω
1
X1
) can be calculated locally as
Hˆ1(SpecOX1,x \{x},Ω1X1) with respect to coverings of of SpecOX1,x \{x}. Now considering
df2
f
n1
1 f
n2
2
∈ Hˆ1(SpecOX1,x \ {x},Ω1X1) for the covering D(f1) ∪D(f2) of SpecOX1,x \ {x}, we
can pass to the smaller covering D(f1)∪D(f2f ′2) of SpecOX1,x \ {x}. With respect to this
covering
df2
fn11 f
n2
2
=
df ′2
fn11 f
′n2
2 (1 + β
f1
f ′2
)n2
+
βdf1
fn11 f
′n2
2 (1 + β
f1
f ′2
)n2
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is equivalent to
(
∑∞
n=0(−β f1f ′2 )
n)n2df ′2
fn11 f
′n2
2
+
(
∑∞
n=0(−β f1f ′2 )
n)n2βdf1
fn11 f
′n2
2
since 1
f
n1
1 f
′n2
2 (1+β
f1
f ′2
)n2
converges to
(
∑∞
n=0(−β f1f ′2 )
n)n2
f
n1
1 f
′n2
2
in OX1,x[ 1f1f2f ′2 ]/OX1,x[
1
f2f ′2
], which lies
again in Fn1+n2−1 considering it as an element of Hˆ
1(SpecOX1,x \ {x},Ω1X1) with respect to
the covering D(f1) ∪D(f ′2). This proves (1). (2) and (3) follow immediately.
In order to prove Proposition 4.4.1, we need to prove key Lemma 4.4.4. Its proof is
inspired by the techniques of [48] from which we cite the following lemma:
Lemma 4.4.3. ([48, Lemma 10.2]) Let X be a noetherian scheme, E an eﬀective Cartier
divisor on X, and A be an eﬀective Cartier divisor on E. Let F be a coherent OX-module
such that
H1(X,F ⊗OX(−E)) = H1(E,F|E ⊗OE(−A)) = 0.
Then the restriction resA : H0(X,F)→ H0(A,F|A) is surjective.
By Lemma 4.4.2 we can talk about the pole order of elements of H2x(X1,Ω
1
X1
) indepen-
dent of the parameter system chosen. In particular, the following lemma makes sense:
Key lemma 4.4.4. Every element γ ∈ H2x(X1,Ω1X1) is equivalent to a sum of forms with
simple poles in H2(X1,Ω1X1).
Proof. Without loss of generality we work with γ = αdf1
f
n1
1 f
n2
2
∈ H2x(X1,Ω1X1). Let D1 be a
regular curve containing x and f ′1 a local parameter of D1 at x. We consider
αdf1
f
n1
1 f
n2
2
in
H2x(X1,Ω
1
X1
)(f ′1,f2). By Lemma 4.4.2, γ is still in Fr+1 for r+ 1 = n1 + n2. We may assume
that it is of the form αdf
′
1
f
′n1
1 f
n2
2
.
Let H ⊂ X1 be a hyperplane section and for an integer d > 0 let L(d) = |dH| be the
linear system of hypersurface sections of degree d.
Now for d 0 there exists an F 1 ∈ L(d) such that
1. x ∈ F 1,
2. F 1 eD1 at any y ∈ F 1 ∩D1.
For d′ suﬃciently large relative to d, there exists an F 2 ∈ L(d′) such that
1. x ∈ F 2,
2. F 2 eD1 at any y ∈ F 2 ∩D1,
3. F 1 ∩ F 2 ∩D1 − x = ∅.
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We choose F 3, ..., F n2 analogously. Furthermore, we choose F n2 to be of suﬃciently high
degree so that
H1(X1,Ω
1
X1
((n1−1)D1+F 1+...+F n2))) = H1(D,Ω1X1(n1D1+F 1+...+F n2)|D⊗OD(−x)) = 0
holds by Serre vanishing. By Lemma 4.4.3, the last condition implies that the restriction
map
H0(X1,Ω
1
X1
(n1D1 + F
1 + ...+ F n2))
res−→ H0(x,Ω1X1(n1D1 + F 1 + ...+ F n2)⊗ k(x))
is surjective. Let y be the generic point of D1. By construction, the diagram
H0(X1,Ω
1
X1
(n1D1 + F
1 + ...+ F n2))

res // // Ω1X1(n1D1 + F
1 + ...+ F n2)⊗ k(x)

H1y (X1,Ω
1
X1
)
dx // Fr+1/FrH
2
x(X1,Ω
1
X1
)
is commutative and αdf1
f
n1
1 f
n2
2
lies in Ω1X1(n1D1 + F
1 + ... + F n2) ⊗ k(x). Notice that the
map on the right is well-deﬁned. This implies that there is a γ ∈ H1y (X1,Ω1X1) such that
dx(γ) =
αdf1
f
n1
1 f
n2
2
. Furthermore for any x′ ∈ |D1| − x, the form dx′(γ) has at most simple
poles in f2 at x′, i.e. dx′(γ) ∈ Fn2+1. Now we apply the same construction to the form
dx′(γ) which completes the proof.
Proof of Proposition 4.4.1. Let x ∈ X be a closed point and X1,x be the spectrum of the
stalk of OX1 in x. The Cˇech to derived functor spectral sequence
Ep,q2 = Hˇ
p(U ,Hq(X,F))⇒ Hp+q(X,F)
induces an edge map
Hˇ i(U ,F)→ H i(X,F).
Since this edge map is functorial in F , we get a commutative diagram
Hˇ1(X1,x − x,Ω1X1)
∼=

// Hˇ1(X1,x − x,KM2,Xn)

H1(X1,x − x,Ω1X1) ∼= H2x(X1,Ω1X1) // H1(X1,x − x,KM2,Xn) ∼= H2x(X1,KM2,Xn)
for a closed point x ∈ X1. We saw in Lemma 4.1.3 that Hˇ1(X1,x− x,Ω1X1) is generated by
elements of the form α1
f
n1
1
df2
f
n2
2
+ α2
f
n2
2
df1
f
n1
1
for a local parameter system (f1, f2) ∈ OX1,x and by
key Lemma 4.4.4 we may assume that it has simple poles. The point of the proof is that
for forms with simple poles we can write down explicit lifts to CH1(X).
Without loss of generality we consider the form αdf1/(f1f2). The upper horizontal map
in the above diagram maps αdf1/(f1f2) to {f1, 1 + pin−1α/f2}. Now the map
CH1(X)→ H2(X,KM2,X),
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induced by the assumption of the Gersten conjecture, sends the cycle V (f˜1, f˜2 + pin−1α)−
V (f˜1, f˜2) to ({f˜1, f˜2 + pin−1α},−{f˜1, f˜2}) in
Hˇ1(X
V (f˜1,f˜2+pin−1α)
− V (f˜1, f˜2 + pin−1α),KM2,X)⊕ Hˇ1(XV (f˜1,f˜2) − V (f˜1, f˜2),K
M
2,X).
The restriction map
H2(X,KM2,X)→ H2(X,KM2,Xn)
sends the tuple of Cˇech-cycles ({f˜1, f˜2+pin−1α},−{f˜1, f˜2}) to {f˜1, 1+pin−1α/f˜2} ∈ Hˇ1(X1−
x,KM2,Xn). This shows in particular that ker(H2(X1,KM2,Xn) → H2(X1,KM2,Xn−1)) is in the
image of CH1(X).
The surjectivity of CH1(X)→ H2(Xn,KM2,Xn) now follows by induction: For n = 1 this
is just the surjectivity of CH1(X) → CH0(X1). For n > 1, let α ∈ H2(X1,KM2,Xn). Let
αn−1 be the image of α in H2(X1,KM2,Xn−1). By assumption there is a cycle Z ∈ CH1(X)
mapping to αn−1. Denote the image of Z in H2(Xn,KM2,Xn) by αZ . Now α − αZ is in
the kernel of H2(X1,KM2,Xn) → H2(X1,KM2,Xn−1) and by the above construction lifts to an
element Z ′ ∈ CH1(X). Now Z ′ − Z maps to α.
The proof of Proposition 4.4.1 can be summed up in the following diagram:
Λx
&&
lift
yy
CH1(X)

H2x(X1,Ω
1
X1
)

H2(X,KM2,X) // H2(X1,KM2,X2)

H2(X1,KM2,X1)
The question remains if there is a well-deﬁned map Λx → CH1(X)/Fn for some ﬁltration
.. ⊂ F2 ⊂ F1 ⊂ CH1(X)
making the above diagram commutative and vanishing in the pro-sense mod p over suitable
bases.
Remark 4.4.5. Let X be of relative dimension 1 over A. Let Fn be the subgroup of CH1(X)
generated by all cycles vanishing on Xn. By Lemma 4.1.2 we know that H1x(X1,OX1) ∼=
OX1,x[
1
f
]/OX1,x for a local parameter f ∈ OX1,x. In this case we can deﬁne a map
γx : OX1,x[
1
f
]/OX1,x → CH1(X)/Fn
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by
α =
α0
fm
7→ V (f˜m + α0pin−1)− V (f˜m).
That γx is well-deﬁned can be seen as follows: Let f˜1, f˜2 ∈ OX,x be liftings of f . Then
(1 + α0˜fm1
pin−1)/(1 + α0˜fm2
pin−1) ≡ (1 + ( α0˜fm1 −
α0
˜fm2
)pin−1) = 1 mod Fn. An indication of how to
deﬁne a good candidate for Fn is also given in Section 3.5.
Corollary 4.4.6. Let X be as in Proposition 4.4.1 but of arbitrary relative dimension d
over A. Then, assuming the Gersten conjecture for the Milnor K-sheaf KM∗,X , the map
res : CH1(X)→ ”limn”Hd(X1,KMd,Xn)
is an epimorphism in pro-Ab.
Proof. This follows immediately from Corollary 4.3.4, Proposition 4.4.1 and standard
Bertini arguments.
Remark 4.4.7. In [46, Sec. 10], a relation between Conjecture 4.0.15 and Question (g)
is postulated. Let us sketch this relationship. Let A be the ring of integers in a p-adic local
ﬁeld K. Let X be asmooth and projective of relative dimension d over A. For a smooth
projective (over A) subscheme of codimension one Y ⊂ X we expect that the map
”limn”H
d−1(Y1,KMd−1,Yn/pr)→ ”limn”Hd(X1,KMd,Xn/pr)
is an isomorphism for d ≥ 3 and surjective for d = 2 if we choose Y to be of high degree.
For n = 1, this follows from class ﬁeld theory and standard Lefschetz theorems for the étale
fundamental group. In order to prove this for arbitrary n, the Lefschetz theorem of Section
4.3, Proposition 4.3.3, needs to be improved by one degree. This and the injectivity of res
for arbitrary dimension would imply that the map
CH1(Y )/p
r → CH1(X)/pr
is bijective for d ≥ 3 and surjective for d = 2 and since CH1(Y ) → CH0(YK) and
CH1(X)→ CH0(XK) are surjective, the same statement for
CH0(YK)/p
r → CH0(XK)/pr.
For a curve CK we know, as mentioned in the introduction, that
A0(CK) ∼= Am ⊕ (ﬁnite group)
for some m ∈ N. This implies, under the above assumptions, the same result for the
p-completion of CH1(XK) and therefore give a positive answer to Question (g).
The corresponding weak Lefschetz theorem for l prime to p saying that the map
CH1(Y )/l
r → CH1(X)/lr
is bijective for d ≥ 3 and surjective for d = 2 is proved in [66, Cor. 9.6].
80 CHAPTER 4. DEFORMATION
Appendices
81

Appendix A
p-adic étale Tate twists and homology
theories
Let B be the spectrum of a discrete valuation ring with residue ﬁeld k. In [66], Saito and
Sato deﬁne a homology theory
Hq(X,Λ) := H
2−q(X,Rf !Λ)
for X a quasi-projective B-scheme with structural morphism f : X → B and coeﬃcients
Λ = Λn = Z/lnZ with l a prime diﬀerent from ch(k). This homology theory is used to
construct a cycle class map
ρX : CH1(X)/n→ H2dét (X,Z/nZ)
for X of relative dimension d over B via the niveau spectral sequence associated to a
homology theory. The localization property of the constructed homology theory is then
used to show that ρX is an isomorphism if X is regular ﬂat and projective over B and if
B is an excellent henselian discrete valuation ring with ﬁnite or separably closed residue
ﬁeld. For a nice survey of the work of Saito and Sato and see [11].
In this appendix we give the deﬁnition of p-adic étale Tate twists and explain why they
can't be used to construct a homology theory playing the role of Hq(X,Λ) in the p-adic
case. This is probably well-known to experts since this approach has not been taken to
study the cycle class map
cldX,r : CH
d(X)/pr → H2dét (X, Tr(d))
(see f.e. [67]).
In this chapter all cohomology groups are taken over the étale cohomology.
A.0.1 Homology theories
Deﬁnition A.0.8. Let S be the spectrum of a ﬁeld or of an excellent Dedekind domain.
We denote by CS the category of S-schemes X, which are separated and of ﬁnite type over
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S. We denote by CS∗ the category whose objects are the same as those of CS and whose
morphisms are proper maps in CS.
A homology theory is deﬁned as follows:
Deﬁnition A.0.9. A homology theory H = {Ha}a∈Z on CS is a sequence of covariant
functors
Ha(−) : CS∗ → Ab
satisfying the following conditions:
(i) For each open immersion j : V → X in CS, there is a map j∗ : Ha(X) → Ha(V ),
associated to j in a functorial way.
(ii) If i : Y → X is a closed immersion in X, with open complement j : V → X, there is
a long exact functorial localization sequence
...
∂−→ Ha(Y ) i∗−→ Ha(X) j
∗−→ Ha(V ) ∂−→ Ha−1(Y )→ ...
A morphism between homology theories H and H ′ is a morphism ψ : H → H ′ of functors
on CS∗, which is compatible with the long exact sequences in (ii).
Given a homology theory H on CS∗, one can associate to it for every X ∈ CS the niveau
spectral sequence
E1a,b(X) = ⊕x∈X(a)Ha+b(x)⇒ Ha+b(X), (A.0.1)
where Ha(x) = lim−→V⊆{x}Ha(V ) with the limit being taken over all non-empty open subsets
V of {x}. For more details see [8].
Example A.0.10. Let X be a scheme which is separated and of ﬁnite type over a noethe-
rian scheme S with structural morphism f : X → B. Let Λ ∈ Db(Se´t) be a bounded
complex of étale sheaves. Let Rf ! be the right adjoint of Rf! deﬁned in [30, XVIII, 3.1.4].
Then
Ha(X,Λ) := H
−a
e´t (X,Rf
!Λ)
deﬁnes a homology theory. For more details see [37, Ex. 2.2].
A.0.2 p-adic étale Tate twist
Let us recall some basic facts about p-adic étale Tate twist. Let B be the spectrum of a
discrete valuation ring of mixed characteristic (0, p) and X a regular noetherian scheme,
ﬂat of ﬁnite type over B and with semistable reduction. Let j be the open immersion
X[1/p] ↪→ X and Y be the special ﬁber. In [69], Sato proves the following theorem:
Theorem A.0.11. ([69, Thm. 1.1.1.]) For each n ≥ 0 and r ≥ 1, there exists an object
Tr(n)X ∈ Db(Xe´t,Z/prZ), which we call a p-adic étale Tate twist, satisfying the following
properties:
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1. There is an isomorphism t : j∗Tr(n)X ' µ⊗npr .
2. Tr(n)X is concentrated in [0, n], i.e. the q-th cohomology sheaf is zero unless 0 ≤ q ≤
n.
3. For a locally closed regular subscheme i : Z ↪→ X of characteristic p and of codimen-
sion c (≥ 1), there is a Gysin isomorphism
WrΩ
n−c
Z,log[−n− c]
∼=−→ τ≤n+cRi!Tr(n)X in Db(Ze´t,Z/prZ).
4. Let iy : y ↪→ X and ix : x ↪→ X be points on X with ch(x) = p, x ∈ {y} and
codimX(x) = codimX(y) + 1. Put c := codimX(x). Then the connecting homomor-
phism
Rn+c−1iy∗(Ri!yTr(n)X) −−−→ Rn+cix∗(Ri!xTr(n)X)
in localization theory agrees with the (sheaﬁﬁed) boundary map of Galois cohomology
groups due to Kato{
Rn−c+1iy∗µ⊗n−c+1pr (ch(y) = 0)
iy∗WrΩn−cZ,log[−n− c] (ch(y) = p)
}
−−−→ ix∗WrΩn−cZ,log[−n− c]
up to a sign depending only on (ch(y), c) via Gysin isomorphisms.
5. There is a unique morphism
Tr(m)X ⊗L Tr(n)X −−−→ Tr(m+ n)X in D−(Xe´t,Z/prZ)
that extends the natural isomorphism µ⊗mpr ⊗ µ⊗npr ' µ⊗m+npr on X[1/p].
An important property of Tr(n)X is that it ﬁts into the following exact triangle:
i∗vn−1Y,r [n− 1]→ Tr(n)X → τ≤nRj∗µ⊗npr → i∗vn−1Y,r [n] (A.0.2)
Sato shows furthermore that the pair (Tr(n)X , t) is unique up to isomorphism inDb(Xét,Z/prZ)
([69, Thm. 1.3.5]). From now on we will ﬁx such a pair for all n ≥ 0, r > 0 and denote it
by Tr(n)X .
A.0.3 Cycle class map
For the following see also [68, Sec. 4]. There is a localization spectral sequence
Eu,v1 = ⊕x∈XuHv+ux (X, Tr(n)X)⇒ Hv+uét (X, Tr(n)X). (A.0.3)
Let us introduce the following notation:
Z/prZ(n)x :=
{
µ⊗npr if ch(x) 6= p.
WrΩ
n
x,log[−n] if ch(x) = p.
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One notes that
Eu,v1
∼= ⊕x∈XuHv−u(x,Z/prZ(n− u)x), if v ≤ n
since
1. if ch(x) 6= p, then
Hv+ux (X, Tr(n)X) = Hv+ux (OX,x, Tr(n)X) ∼= Hv−u(x, µ⊗npr )
by the absolute purity isomorphism
Gysnψ : µ
⊗n−c
pr [−2c]
∼=−→ Rψ!µ⊗npr
in Db(Uét,Z/prZ), where U := {x}[1/p] and ψ : U → XK (see [18], [75]).
2. if ch(x) = p, then
Hv+ux (X, Tr(n)X) ∼= Hv−u(x,WrΩnx,log[−n])
if v ≤ n by Theorem A.0.11(3).
In particular, En,n2 ∼= CHn(X)/pr and there is a cycle class map given by the edge map
clnX,r : CH
n(X)/pr → H2nét (X, Tr(n))
Proposition A.0.12. The map
cldX,r : CH
d(X)/pr → H2de´t (X, Tr(d))
is injective for d = 1 and the map (again induced by (A.0.3))
CHd(X, 1,Z/prZ)→ H2d−1e´t (X, Tr(d))
is injective for d ≤ 2.
Proof. This follows immediately from spectral sequence (A.0.3).
We would like to pose the following question:
Question A.0.13. Let d = n. Is the complex
E•,d+11
exact?
Remark A.0.14. The main diﬃculty or obstruction seems to be the lack of full purity for
logarithmic de Rham-Witt sheaves.
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A.0.4 p-adic homology theories
Ideally one would like the cycle class map
cldX,r : CH
d(X)/pr → H2dét (X, Tr(d))
to arise from the niveau spectral sequence associated to a homology theory. This would
allow us to use the localization sequence of Deﬁnition A.0.9(ii) to study it. We will now
explain the problems with this approach.
Denote Tr(n)B by Λ(n). Let fX : X → B be as in Example A.0.10 and assume that X
is quasi-projective over B. Then
Hq(X,Λ(n)) := H
2−q
ét (X,Rf
!
XΛ(n))
deﬁnes a homology theory and there is an associated homologically graded spectral se-
quence
E1a,b(X,Λ(n)) = ⊕x∈XaHa+b(x,Λ(n))⇒ Ha+b(X,Λ(n)) (A.0.4)
Lemma A.0.15. There is a trace isomorphism
Tr(d+ 1)X [2d]→ Rf !XTr(1)B
Proof. This follows from the exact triangle A.0.2 and the trace isomorphisms for i∗vdY,r[d]
and τ≤d+1Rj∗µ⊗d+1pr .
Proposition A.0.16. Let Y be a subscheme of X and d be the relative dimension of X
over B. Let i denote the inclusion Y ↪→ X. Then there is an isomorphism
H2d+2−qY (X, Tr(d+ 1))→ Hq(Y,Λ(1)).
Proof. By Lemma A.0.15 we have that
H2d+2−qY (X, Tr(d+ 1)) = H2d+2−q(Y,Ri!Tr(d+ 1)) = H2−q(Y,Ri!Tr(d+ 1)[2d])
∼= H2−q(Y,Ri!Rf !XTr(1)B) ∼= H2−q(Y,Rf !Y Tr(1)B) = Hq(Y,Λ(1)).
It follows from Proposition A.0.16 that for n = 1, (A.0.4) is isomorphic to
E1a,b(X,Λ(1)) = ⊕x∈XaHa−b(x,Λ(a))⇒ Ha+b(X,Λ(1)) (A.0.5)
More precisely, for a = dim{x}
Ha+b(x,Λ(1)) = lim−→
V⊆{x}
Ha+b(V,Λ(1)) ∼= lim−→
V⊆{x}
Ha−b(V,Λ(d+ 1)) = Ha−b(x,Λ(d+ 1)).
We ﬁnally note now that the spectral sequence (A.0.5) induces an edge (or cycle) map
E20,0
∼= CH0(X)/pr → H0(X,Λ(1)) ∼= H2d+2ét (X, Tr(d+ 1)).
In order to study CH1(X)/pr, one would need a purity isomorphism H
2d+2−q
Y (X, Tr(d))→
Hq(Y,Λ(0)) as in Proposition A.0.16 which fails due to the lack of full purity for logarithmic
de Rham Witt sheaves.
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