Abstract-Over the last few decades, pattern classification has become one of the most important fields of artificial intelligence because it constitutes an essential component in many different real-world applications. Artificial neural networks and fuzzy logic are two most widely used models in pattern classification. To build an efficient and powerful model, researchers have introduced hybrid models that combine both fuzzy logic and artificial neural networks. Among the hybrid models, the fuzzy min-max (FMM) neural network has been proven to be a premier model for undertaking pattern classification problems. While FMM is useful in terms of its capability of online learning, it suffers from several limitations in the learning procedure. Therefore, over the past years, researchers have proposed numerous improvements to overcome the limitations of the original FMM model. This paper carries out a comprehensive survey of the developments conducted on the FMM model for pattern classification. In order to assist recent researchers in selecting the most suitable FMM variant and to provide proper guidance for future developments, this study divides the variants of FMM into two main board categories, namely FMM variants with and without contraction. This division facilitates understanding of the developments conducted by researchers on the original FMM neural network, as well as provides the scope to identify the limitations that still exist in the FMM models. This paper also summarizes the use of FMM and its variants in solving different benchmark and real-world problems. Finally, the possible future trends are highlighted.
Artificial neural networks (ANNs) are considered to be one of the most useful methods in handling pattern classification problems. An ANN has a number of capabilities that distinguish it from other methods, such as handling nonlinear problems, being able to learn and handle a large set of data samples [7] , etc. Different ANN structures are available for pattern classification, which include the radial basis function network [8] , Hopfield network [9] , Boltzmann machine, and multilayer perceptron [10] . However, most ANNs use an offline learning process for training, which makes ANNs suffer from the "catastrophic forgetting" problem [11] , [12] .
Catastrophic forgetting is also known as the stabilityplasticity dilemma [13] , [14] . It describes the inability of ANNs to remember what they have previously learned when new information is absorbed. To overcome this problem, several ANN networks with the ability to learn incrementally have been introduced. One of these categories of online learning neural networks is the family of adaptive resonance theory (ART) networks [15] . Even though ART was able to handle the stability-plasticity dilemma, problems associated with overlapping between hyperboxes related to different classes still existed. As a result, Simpson proposed the fuzzy min-max (FMM) neural network models for pattern classification (supervised learning) [13] and pattern clustering (unsupervised learning) [16] . In pattern classification, a number of machine learning models have appeared to be effective classifiers, e.g., support vector machine (SVM) [17] [18] [19] , Navie Bayes [20] , K-nearest (Kn) neighbor [21] [22] [23] , decision tree [24] , [25] , random forest [26] [27] [28] [29] , and hidden Markov models [30] , [31] , also another neural network and fuzzy logic techniques focused on solving the stability problem in dynamic systems [32] , e.g., Markovian jumping neural networks [33] , and fuzzy markovian jump systems (MJS) [32] . However, the focus of this research is on reviewing the FMM neural network; its variants, the current existing reviewer papers, proposed techniques, and application papers used benchmark/real-world datasets for pattern classification under the same topic.
In general, an FMM network consists of three layers: input, hidden, and output layers. It is able to absorb information online, and there is no need to retrain the network when new information is available. The FMM network possesses several features that make it an effective network in addressing pattern classification problems [13] , [34] .
1) Online learning: FMM learns new classes and refines the existing ones quickly without forgetting the information gathered from the existing classes.
2) Nonlinearity: FMM builds a nonlinear decision boundary to separate different classes regardless of their shapes and sizes. 3) Overlapping classes: FMM builds a decision boundary that decreases the number of misclassification patterns falling in the overlapping region. 4) Soft and hard decisions: FMM supports both hard and soft decisions. A hard decision determines whether an input pattern is in one of the classes or otherwise (0 or 1), while a soft decision measures the degree to which an input pattern fits within a class. In general, FMM learning consists of three procedures starting with expansion process, overlap test, and ending with contraction process. Even though FMM can handle the stabilityplasticity dilemma and does not allow a fully overlapping of hyperboxes belonging to different classes, the FMM learning procedures still suffer from numerous limitations. As such, a number of FMM variants have been proposed to overcome the limitations [13] , [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] .
In spite of the fact that the FMM neural network and its variants are important in pattern classification field, many researchers have been paying attention on modifying the original FMM neural network for different purposes over the past years. While there is no wide range or complete survey that highlights the advantages and disadvantages in this field, new researchers tend to focus on very limited and common FMM variants. Hence, FMM variants are often blindly selected to solve different classification problems without exploring the most appropriate model for that problem. In order to handle this gap, we investigated the FMM neural network, and introduced and categorized the newly developed variants of FMM into two groups, i.e., FMM with and without contraction process, summarizing the current limitations that still exist in the literature as well as introducing several possible future trends in order to facilitate enhancing or applying the current models for the interested researchers.
In this work, we have focused on publications from indexed journals by searching IEEE Xplore, ACM Digital Library, Web of Science, Springer, and Google Scholar from the period of 1992-2017. In a nutshell, the main contributions of this paper can be summarized as follows.
1) A comprehensive review on some of related works as well as recent techniques/methods that have been implemented in order to improve the FMM performance for solving pattern classification problems. 2) Highlighting and summarizing the current drawbacks /limitations of the FMM and its variants. 3) A detailed report about the current FMM applications in solving both benchmark and real-world problems. That could provide a better understanding of a specific problem and select the suitable model to solve it. 4) Suggesting some possible improvements that could further enhance the current FMM performance as a future work. The remaining part of the paper is organized as follows. Section II discusses some of the existing related works. In Section III, the FMM neural network is explained in detail.
Section IV presents an overview of FMM variants and their modifications. The applications of FMM and its variants in the pattern classification field are highlighted in Section V. Section VI provides a general discussion of FMM variants. Finally, conclusion and future trends are presented in Section VII.
II. RELATED WORK
The significance and popularity of FMM and its variants in pattern classification domain have led to different surveys. The earliest related review was conducted by Jambhulkar, which introduced a review of FMM and its variants used in pattern classification [47] . This review paper compared the multilevel FMM (MLF) model with other four FMM variants in order to show the effectiveness of the MLF model in solving pattern classification problem. Based on the performance and accuracy rate, the MLF was highlighted as one of the robust FMM variants in that review work. However, that study was limited because it introduced only five FMM variants and turned a blind eye on other existing FMM variants.
In order to overcome the limitation in previous review paper, Jain and Kolhe introduced a survey paper on some recent FMM variants models that were proposed until 2014 [48] . In that work, based on the analysis and the compression between various FMM variants, the authors concluded that multilevel is considered as one of the most efficient FMM model. The reason behind that is the ability of the multilevel model to produce more accurate decision boundaries compared to other models. In 2016, Kulkarni and Honwadkar presented a comprehensive study on fuzzy neural networks techniques that are used for classification and clustering [49] . Kulkarni and Honwadkar categorized the using of fuzzy neural networks into three groups including classification, clustering, and hybrid models that combine both classification and clustering. The authors suggested the design of fuzzy neural network allowing single pass training through the data appropriate for online adaption.
Although these survey works had introduced meaningful information about the usefulness of FMM and its variants for pattern classification domain, they were short sighted and overlooked other FMM models. Furthermore, these surveys did not clarify limitations/drawbacks that still existed in the current models; hence, no significant future work suggestions were made. Based on that, this paper has been introduced to overcome these limitations by providing a comprehensive review on the FMM and its variants for pattern classification.
III. FMM NEURAL NETWORK
The FMM network for pattern classification is a supervised learning model introduced by Simpson in 1992 [13] . This network builds decision boundaries by creating hyperboxes in the pattern space. Each hyperbox is characterized by a pair of minimum and maximum points in an n-dimensional space with a membership function. Fig. 1 shows the structure of a hyperbox in a three-dimensional (3-D) space. The FMM network structure is shown in Fig. 2 .
FMM uses a membership function to measure the belongingness of the input pattern with respect to the jth hyperbox. The membership value ranges from 0 to 1. In this case, the input pattern contained in the hyperbox has a full-class membership. The membership degree of the input pattern with respect to the jth hyperbox decreases whenever the distance between the input pattern and the jth hyperbox increases. The membership value is calculated using
where b j (A h ) is the membership function; A h = (a h1 , a h2 , a h3 , . . . , a hn ) I n is the hth input pattern; γ is the sensitivity parameter that controls how fast the membership value decreases as the distance between input pattern A h and hyperbox B j increases; and
are the minimum and maximum points of the hyperbox, respectively. Mathematically, the jth hyperbox fuzzy set Bj is defined as follows [13] :
The hyperbox size in the FMM model is regulated by an expansion parameter (θ) that varies between 0 and 1. Using a small expansion parameter leads to generating small hyperboxes size, as a result, FMM creates more complex network structure with large number of hyperboxes, and the vice versa. Fig. 2 shows the FMM network structure which consists of three layers, i.e., input layer F A , hidden (hyperbox) layer F B , and output layer F C . The number of nodes in F A equals the dimension of the input pattern, while the number of nodes in F C equals the number of target classes. Each node in F B represents a hyperbox (fuzzy rule). The connection between F A and F B nodes are the minimum and maximum points. The connection between F B and F C is in binary values and is stored in a matrix U described as follows:
where b j is the jth F B node, j = (1, 2, 3, . . . , m), and c k is the kth F C node with k = (1, 2, 3, . . . , p). Given an input pattern, the node in the F C layer that has the highest membership degree is selected as the winner. The transfer function for each node in the F C layer is defined as
The output of the F C layer can be 0 or 1, where one indicates the winning c k , class. This is the hard classification decision. The soft classification decision determines the output directly. In the FMM learning stage, the network structure is built by creating hyperboxes in the F B layer and adding a new class node in the F C layer. The FMM learning process consists of three procedures: expansion, overlap test, and contraction. During learning, an input pattern with its class is selected. Then, a hyperbox from the same class that has the highest membership degree is selected and expanded to include the input pattern. If the hyperbox fails to expand and include the input pattern, a new hyperbox is created. Overlapping among hyperboxes of the same class is allowed, while overlapping among hyperboxes from different classes is forbidden. A contraction procedure is triggered when overlapping between two hyperboxes belonging to two different classes occurs. In general, the FMM learning stages can be described as follows.
Expansion: Before the expansion procedure begins, the membership value of the input pattern is calculated to identify the winning hyperbox. The winning hyperbox is expanded if (5) is satisfied. Otherwise, a new hyperbox is created.
where the hyperbox size (θ) is a user-defined parameter between 0 and 1, 0 ≤ θ ≤ 1, n is the input dimension (the number of input features), and w j i , v j i , a hi are the maximum point, minimum point, and input pattern, respectively. The minimum and maximum points of the winning hyperbox are adjusted by using (6) and (7), if the expansion equation condition is satisfied
Overlap test: After the expansion procedure, the overlap test is used to determine whether there is an overlap between hyperboxes that belong to different classes. To determine any overlapped region, a dimension-by-dimension comparison is performed using the following overlap test rules:
Case 3:
Case 4:
Initially δ old = 1. If the difference between δ old = 1 and δ new is greater than 1, then δ new = δ old . The minimal overlap dimension is determined using Δ = i. When Δ = −1, this indicates no overlapping issue, and there is no need to trigger the contraction procedure.
Contraction: The contraction procedure is used to eliminate the detected minimum overlapped dimension between the hyperboxes belonging to different classes. FMM contracts the minimal overlap dimension only, and the contraction rules are as follows:
Case 2:
Case 3a:
Case 3b:
Case 4a :
IV. RECENT FMM VARIATIONS
Although the FMM network is considered an effective online learning model, there is still plenty of room to enhance the FMM learning algorithms. In particular, the expansion, overlap test, and contraction procedures need further improvement [34] . Researchers have proposed many FMM variants to enhance the classification performance. In this paper, we catalog FMM developments into two categories as shown in Fig. 3 . The first category covers FMM variants that keep the original FMM learning stages (expansion, overlap test, and contraction) along with modifications or enhancements [34] [35] [36] [37] [38] [39] , [41] , [50] , while the second highlights FMM variants that eliminate the contraction procedure [40] , [42] [43] [44] [45] [46] .
A. FMM Variant With Contraction
There are a number of FMM variants that maintain the same learning stages, and apply some modifications to overcome the FMM limitations or enhance its performance by updating the expansion procedure and the membership function, as well as extending the overlap test rules or contraction rules. This category of variants uses the contraction procedure to obtain a pure dimension between the overlapped hyperboxes. Several FMM variants using the contraction procedure are discussed in the following section.
In 2000, Gabrys and Bargiela proposed a general FMM model called general fuzzy min max (GFMM) [35] . GFMM simultaneously extends the FMM model for both classification and clustering. GFMM improves the original model and adapts it to a new type of data. These modifications include the expansion equation, membership function, and the network structure. Modifications in network structure cover both the input and output layers. In the input layer, the number of the input pattern is increased twice to take into consideration the minimum and maximum points of each pattern, while in the output layer, a new neuron is added to represent all unlabeled hyperboxes. Although GFMM is capable of dealing with supervised and unsupervised learning, it suffers from certain limitations, especially the overlap test and contraction rules.
In 2004, Kim et al. devised a weighted FMM network (WFMM) [36] . A hyperbox is not subject to expansion, either with the consideration of its contraction process or the overlap test. The feature distribution information is utilized in the course of the learning process to compensate for the distortion of the hyperbox, which may be caused by elimination of the overlapping area of hyperboxes during the contraction process. The weight concept is added for the purpose of reflecting the frequency factor of the feature values. According to Kim and Yang (2004) , because the weight factor effectively reflects the relationship between the feature range and its distribution, the model can prevent an undesirable performance degradation caused by noisy patterns. However, this method inherits the limitations related to the expansion, overlap test, and contraction procedures of the original FMM model.
In 2008, Quteishat and Lim designed a modified version of the FMM (MFMM) [37] . MFMM enhances the performance of FMM when the size of the expansion parameter is large. It uses the Euclidian distance and the membership function to select the winning hyperbox for predicting the winning target class. MFMM also reduces the complexity of FMM using a pruning strategy. The drawbacks of MFMM are the same as the FMM learning phase, as mentioned earlier. In 2010, the same authors developed a hybrid model of FMM and the genetic algorithm (FMM-GA) for pattern classification and rule extraction [38] . The first stage is used to reduce the FMM complexity by applying a pruning strategy. In the second stage, a "do-not-care" strategy is applied by a genetic rule extractor for decreasing the number of features in the extracted rules. Evaluated using benchmark datasets from the university of california at irvine (UCI) machine learning repository and a real medical diagnosis task, the classification performance of FMM-GA is better than that of FMM and pruned FMM.
Liu et al. developed an adaptive fuzzy (AFMN) classifier based on the principal component analysis (PCA) and adaptive genetic algorithm (GA) to improve the classification performance of FMM [39] . AFMN uses the PCA as a preprocessing step to reduce the input dimension and extract only useful information. The confidence coefficient for each hyperbox is calculated for enhancing the classification rate. The GA is used for parameter optimization, which is able to improve the speed and precision of AFMM. This method maintains the simple shape of the original FMM network, while reducing its complexity.
Mohammed and Lim presented an enhanced FMM (EFMM) model to overcome a number of limitations in the original FMM network [34] . Three heuristic rules to improve the training phase of FMM are introduced, namely the modified expansion, overlap test, and contraction procedures. First, the expansion procedure is updated using a novel expansion rule, which employs a dimension-by-dimension scheme rather than the summation of all dimensions. Using the new expansion rule leads to reducing the overlap areas between hyperboxes belonging to different classes. Second, the overlap test rules are extended to cover all overlap cases. Finally, a new contraction procedure is introduced to eliminate all overlapped cases. EFMM contracts all overlapped dimensions, rather than only the minimal overlapped dimension as in FMM. The empirical results show EFMM efficiency as compared with FMM, GFMM, fuzzy min-max neural network classifier with compensatory neuron (FMCN), and the SVM classifiers [34] .
In 2017, Mohammed and Lim proposed a new improvement on the FMM network using a Kn hyperbox expansion rule [50] . The Kn hyperbox expansion rule is used to increase classification accuracy through reducing the FMM network complexity. The concept of selecting the winner hyperbox is modified. Instead of selecting only one winner, the Kn hyperboxes capable of expanding and including the input pattern without violating (5) are selected as the winners. Using different benchmark datasets, the proposed model reveals good classification accuracy with less network complexity as compared with the original FMM model.
Mohammed and Lim further presented an extension of EFMM, known as EFMM-II [41] . EFMM-II enhanced the performance of EFMM with two strategies, Kn hyperboxes and a pruning strategy. First, the Kn rule is used to reduce the number of established hyperboxes in the hidden layer. Second, a new pruning strategy is used to reduce the noise effect by removing weak hyperboxes that affect the network efficiency. The experimental results show the efficiency of the proposed strategies in improving the EFMM performance in terms of network complexity and classification accuracy.
Although significant improvements on the original FMM model have been proposed over the past years, FMM variants with contraction suffer from the data distortion problem. Data distortion happens due to loss of part of contracted hyperbox information during the contraction procedure [36] , [42] . Table I shows how the limitations of original FMM are handled by different FMM variants. From Table I , it is evident that FMM and its variants inherit at least one limitation in the learning stage, i.e., expansion, missing overlap rule, missing contraction rules, data distortion, and susceptible to noise.
B. FMM Variants Without Contraction
Another category of FMM modifications focus on eliminating the contraction procedure from the learning stage. The aim is to improve classifier accuracy by avoiding data distortion that leads to increasing misclassification cases, which are generated during the contraction procedure. The negative effect of this category of modification is a more complex network structure due to adding more new neurons (in case of overlap) to cover omission of the contraction procedure. A survey of this category of FMM variants is as follows.
In 2004, Bargiela et al. proposed two new types of hyperboxes, inclusion and exclusion, to overcome the problem of the contraction procedure [42] in FMM. The inclusion hyperbox represents the input patterns within the same classes, while the exclusion hyperbox represents the overlap region between hyperboxes belonging to different classes. In this model, two fuzzy sets are used for expressing the class set, rather than using one fuzzy set as in FMM. Each class is represented by taking the union of inclusion of hyperboxes of the same class minus the exclusion one. The empirical results show better results than those of FMM and GFMM [13] , [35] . An issue occurs when the size of the exclusion hyperbox is relatively large compared with those of the inclusion hyperboxes, leading to a high ratio of patterns that cannot be classified as belonging to a specific class. In the same year, another research study by Bargiela et al. proposed an improved model, known as adaptive exclusion inclusion, by updating the expansion parameter to overcome the weakness of the inclusion and exclusion model [43] .
To enhance classification accuracy in the overlap region, Nandedkar and Biswas proposed a new model with compensatory neurons, known as FMCN [40] . FMCN uses three types of neurons: 1) the classified neuron that represents a pure hyperbox; 2) the overlap compensation neuron (OCN) that represents the overlap region; and 3) the containment compensation neuron (CNN) that represents a hyperbox inside a hyperbox. Two activation functions for the OCN and CNN neurons are derived. The empirical results show that FMCN performs better than FMM and GFMN. The primary weakness of FMCN is its complexity. Besides that, the membership function of the compensatory neuron often does not yield a correct decision. In the same year, Nandedkar and Biswas proposed a general reflex FMM network to handle the overlap problem [44] . General reflex fuzzy min max neural network (GRFMN) is capable of clustering and classification in a single pass. It gives good classification accuracy as compared with that of GFMM. Later, in 2011, Zhang et al. proposed a data core FMM (DCFMN) model for pattern classification [45] . DCFMN updates the FMM structure using two types of neurons, i.e., classifying and overlapping neurons. Furthermore, a new membership function for the classifying and overlapping neurons is designed, which takes noise, geometric center, and data core into consideration. The empirical results show that DCFMN outperforms FMM, GFMM, and FMCN with decreased computation time.
In 2014, Davtalab et al. proposed an MLF using two types of subnets to improve classification accuracy in the overlap regions [46] . Each node in MLF is known as a subnet and acts as an independent classifier. Each subnet has two types of hyperboxes, i.e., hyperbox segment (HBS) and overlap hyperbox segment (OLS), that represent the hyperbox segment and the overlap hyperbox segment, respectively. HBS is created during the training stage, while OLS is utilized to classify the input pattern in the overlap region. For enhancing classification accuracy in the overlap region, different sizes of hyperboxes are created in different network levels. MLF shows high performance in training accuracy with low sensitivity with respect to the expansion parameter, as compared with FMM, FMCN, GFMM, and DCFMN. Table II summarizes the strengths and weaknesses of each proposed model. From Table II , all these FMM variants still suffer from numerous limitations in the learning phase. These include a shortage of overlap rules in addition to the expansion limitation. Certain FMM variants also suffer from the complexity problem because of the high number of nodes in the hidden layer.
By studying the FMM network and its variants, it has been concluded that most researchers used the UCI machine learning repository to evaluate their proposed models and conducted performance comparison with the existing models [51] . Table III shows the UCI datasets used by each proposed model, in order to facilitate interested researchers in making performance comparison with their proposed models. The first column in Table III shows the dataset name. The second column contains the reference number of the respective model. The third column indicates the size for each dataset (number of samples), while the fourth and fifth columns show the number of input features and output classes for each dataset, respectively. From Table III , the Iris dataset is considered as one of the most popular datasets. The Wine dataset contains the most number of classes (six), while the Thyroid data set is the largest in size, with 7200 samples.
V. FMM VARIANTS AND THEIR APPLICATIONS
FMM and its variants have been used for undertaking classification problems with different benchmark and real-life datasets. One of the real-world applications of FMM is character recognition. In 1997, Chiu and Tseng introduced a system for recognizing Chinese characters with invariant features using FMM [52] . Uppercase English character recognition was conducted by Nandedkar et al. using FMM [53] . The rotation, translation, and scale invariants are used as the features for FMM classification. The result shows that FMM is a good classifier. FMM was used for recognizing Persian printed numeral characters [54] . For each image character, the central geometrical moments are extracted and sent to the FMM network as the input features.
One popular task of FMM and its variants is biometrics. A biometrics system provides automatic recognition of a person based on certain characteristics owned by the person. Biometrics systems cover a wide range of applications, e.g., speaker recognition [55] , [56] , signature recognition [57] , [58] , face detection [59] , [60] , human action recognition [61] , emotion recognition [62] , iris recognition [63] , intrusion detection [64] [65] [66] [67] , object recognition [68] [69] [70] , and verification mode [71] . Fig. 4 shows the number of published papers in the biometrics field.
In the healthcare area, FMM and its variants have been used to enhance classification accuracy with reduced complexity. Various medical diagnosis and healthcare problems have been evaluated, which include stroke and heart diseases [34] , [72] [73] [74] , optic nerve diseases [75] , cancer [76] 80], fall detection [81] , [82] , and genetics [83] . Fig. 5 shows the number of published papers in the healthcare area.
Fault detection and diagnosis (FDD) is considered as another important field that utilizes FMM and its variants. FDD has an essential role in industrial systems because early detection of faults helps reduce damage and expenses. FMM and its variants have shown good performance in FDD, e.g., cooling systems [74] , [84] [85] [86] , induction motors [87] [88] [89] [90] [91] [92] , robotics [93] , suspension systems, leakage in water and oil systems, and cell formation [35] , [45] , [94] , [95] . Fig. 6 presents the number of published papers in various industrial fields. Most of the published papers focus on FDD in induction motors and cooling systems, while other tasks, such as suspension, robotics, and detection of leakages in water and oil systems, are limited.
Over the past years, FMM and its variants have been used in image processing. FMM has been employed for segmenting images and simplifying image analysis [96] [97] [98] . Kshirsagar and Kulkarni used GRFMN to make image retrieval more efficient and flexible [99] . In 2012, Nandedkar used GRFMN to remove the shadow from colored images [100] . Fig. 7 shows the usage percentages of FMM and its variants in real-world applications. The biometrics field is where the FMM network is most frequently applied (31%), while the industrial and medical diagnosis fields rank second (26% each) The respective references, years, models, and real-world applications in these fields are shown in Table IV. VI. DISCUSSION There have been many improvements to the FMM network over the years. Researchers have enhanced the learning process in various stages (membership, expansion, overlap rules, and contraction) to improve accuracy and reduce complexity. In this study, we notice that several researchers have focused on the development of the membership function. This is because the FMM network does not observe the problem associated with data distortion. Researchers have therefore conducted their experiments by adding distortion to the data samples. Other researchers who studied the disadvantages of the expansion procedure argue that it leads to more overlap regions, and they Researchers also reasoned that the method of contraction proposed by Simpson distorts the hyperboxes and leads to the loss of certain key segments of a hyperbox. As a result, the contraction procedure is omitted, in order to prevent data distortion. The network structure is modified by the addition of neurons representing the overlap zone, which in turn need to be adjusted for their membership function.
In our study, we have classified FMM and its variants into two categories: with and without the contraction procedure. The first category of variants aims to obtain pure, nonoverlapping dimensions. Table I shows five characteristics of this category of FMM variants: four of which are concerned with the learning algorithm (expansion, missing overlap rules, missing contraction rules, and data distortion) and the last is concerned with the capability of the network to classify distorted data. Table I also shows that all the models still suffer from the problem of data distortion. The lack of overlap and contraction rules is another issue faced by most of these FMM variants, except EFMM and EFMM-II, which extended the rules in both procedures. As for the expansion procedure, most of the variants use the original one proposed by Simpson, although it leads to more overlap regions between hyperboxes belonging to different classes.
For the category of FMM variants without contraction, the aim is to preserve the hyperbox structure and prevent the distortion by modifying the components pertaining to the overlapping hyperboxes. Therefore, in the case of an overlap between hyperboxes belonging to different classes, a neuron is added to the network to represent the overlap area. However, adding neurons to the network increases the degree of complexity. As for the expansion and overlap test procedures, these variants apply Simpson's equations, although the equations of overlap are known to be suboptimal, while the equation of expansion could result in more overlap regions.
VII. CONCLUSION AND FUTURE TRENDS
Recently and because of its robust characteristics, FMM neural network has been witnessing high popularity, i.e., online learning, single one pass, fewer parameters compared with other neural networks, and the hidden layer that has been built in a dynamic way, although the salient characteristics of FMM have a number of shortcomings. In order to overcome these limitations, a number of variants have been developed over the past years. With the large number of proposed models, techniques, and benchmark/real-world FMM applications, determining the suitable model for further improvement in this domain becomes a difficult job. Based on that, we introduced a comprehensive review paper in order to facilitate selecting the correct starting point for any researcher.
In this paper we present two types of reviews, i.e., introducing the current FMM-related survey works, and analyzing the recognized FMM variants. Based on that, all the FMM previous review papers were introduced, and that led us to infer a number of shortcomings. Although these survey works introduced the usefulness of using FMM and its variants for pattern classification domain, they turned a blind eye to other FMM models/techniques, did not summarize limitations/drawbacks that were still existing in the current models, and also, did not propose significant future work suggestions or even touch on the real world problems that were present in the FMM or its variants. In order to overcome those drawbacks, we introduced the second review part which is represented by reviewing each FMM variant individually. Since there are a large number of articles published in this domain, there was a need to find a new review way to ensure that the idea will be delivered smoothly to the end reader. Based on that, we classified FMM and its variants model into two categories, i.e., models with contraction process and models without contraction process. Based on that, we inferred that all FMM variants with contraction process suffer from data distortion problem. That problem referred to losing a part of information from the contracted area hence, producing less accurate decision boundaries areas and increased misclassification rating. Added to that, there were limitations in overlap test, expansion process, and contraction process rules (excluding EFMM and EFMMII). On the other side, all variants without contraction process were able to avoid the data distortion problem; however, limitations in overlap test process and expansion process still existed. In general, all of FMM variants inherit at least one limitation from the original FMM model.
In terms of performance evaluation and in order to facilitate for researchers to select the suitable model to solve specific classification problems, this paper summarized all FMM and its variant applications for undertaking different benchmark problems. Furthermore, this paper showed the increment of interest in implementing the FMM and its variants for real-world problems. Based on that, we conclude that the FMM and its variants are still promising in terms of the ability to solve different realworld problems.
Despite the possession of many robust characteristics of FMM and its variants, there are a number of existing limitations pertaining to the current model-learning dynamics. For future research, further improvements on FMM and its variants are possible. One of the possible solutions to overcome the current drawback is to generate an adaptive hyperbox expansion process. This kind of expansion process could overcome the user-defined parameter θ. That also could avoid generating any overlapping between hyperboxes belonging to different classes, reduce/eliminate contraction process, and reduce the structure model complexity. Besides that, a new pruning strategy could be used to further reduce the model complexity by overcoming the insignificant hyperboxes. In order to use the FMM and its variants more broadly in real-world problems that own huge number of features, such as big data, we suggest integrating the feature selection algorithms with FMM neural network, as such, improving the membership function prediction quality by reducing the effects of the less relevant features, i.e., selecting better subset of features in decision making.
