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Abstract
Friction is a nonlinear phenomenon that is present in almost all motion systems.
Friction often limits systems performance by causing tracking and positioning
errors and limit cycles. When these errors are unacceptable, the effect of friction
needs to be compensated by the system controller, which estimates the friction
force and feed this estimate back to the drives. Both model-free and model-
based friction force estimation approaches exist. This thesis focuses on the
modeling of friction and model-based friction estimation.
Accurate model-based friction estimation is obtained provided that the friction
model structure includes all major physical characteristics, and accurate real-
time estimation of the model states and parameters is performed. This thesis
presents a novel advanced friction model and a moving horizon estimator that
allows to estimate model parameters and states in real-time.
Moving horizon estimation (MHE) is an optimal control approach aiming to
find the states and parameters of the system that are most consistent with
current and past input-output data and the available system model. Moreover,
real-time MHE is a gradient-based estimation technique that greatly benefits
from a model that is differentiable with regards to state and parameter.
Accurate friction models, which include all essential friction characteristics, as
the generalized Maxwell-slip (GMS) model, are hybrid models with switching
state conditions between presliding and sliding motion. To overcome these
switching conditions, a smoothed version of the GMS model, called S-GMS,
which consists of a set of differential equations well suited for gradient-based
estimation is developed. Similar to the GMS model, the S-GMS model is a
multi-state model that also describes all essential friction characteristics.
A MHE friction observer is implemented for both the S-GMS model and
the standard single-state LuGre model. Experimental state and parameter
estimation shows the benefit of the multi-state S-GMS in presliding regime,
where complex hysteresis behavior occurs. Moreover, a real-time embedded
v
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MHE friction observer is implemented for the S-GMS model via the automatic
code generation tool ACADO and validated on a high-precision direct-drive
linear motor. A sampling time in the millisecond range is achieved.
Beknopte samenvatting
Wrijving is een niet-lineair fenomeen dat aanwezig is in bijna alle bewegingende
systemen. Vaak beperkt wrijving de prestaties van deze systemen: het
veroorzaakt volg- en positioneringsfouten en limiet cycli. Indien deze fouten
onaanvaardbaar zijn, moet de regelaar van het systeem het effect van wrijving
trachten te compenseren door de wrijvingskrachten te schatten en deze
schattingen terug te koppelen naar het aandrijfsysteem. Er bestaan zowel
modelgebaseerde als model-vrije schattingstechnieken. Dit proefschrift richt
zich op de ontwikkeling modelgebaseerde schatting van wrijving.
Nauwkeurige modelgebaseerde schatting van de wrijving vereist ten eerste een
modelstructuur die alle belangrijke fysische karakteristieken van wrijving omvat
en ten tweede technieken die in reële tijd zowel de modeltoestanden als de
modelparameters nauwkeurig kunnen schatten. In dit proefschrift werden een
nieuw gevorderd wrijvingsmodel en een glijdende-horizon schatter ontwikkeld
die toestands- en parameterschatting in reële-tijd toelaten.
De glijdende-horizon-schatter (moving horizon estimator) lost een optimaal
controleprobleem op en berekent zo de modeltoestanden en modelparameters
die het best aansluiten bij de huidige ingangs-uitgangsmeting, ingangs-
uitgangsmetingen uit het verleden en het gegeven model. Deze schattings-
techniek is een gradiënt-gebaseerde techniek die efficiënt geïmplementeerd
kan worden indien het beschikbare model afleidbaar is naar de te schatten
toestanden en parameters.
Wrijvingsmodellen die alle belangrijke fysische wrijvingskarakteristieken om-
vatten, zoals bijvoorbeeld het “Generalized Maxwell-Slip (GMS)” model, zijn
hybride modellen die afhankelijk van de toestand schakelen tussen twee modes:
“pre-sliding” en “gross-sliding”. Door dit schakelen zijn deze modellen niet
geschikt voor gradiënt-gebaseerde schattingstechnieken. Daarom werd er in
dit proefschrift op basis van het GMS model een nieuwe modelstructuur
ontwikkeld (het “smoothed-GMS” of S-GMS model) dat bestaat uit een
vii
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stelsel van differentiaalvergelijkingen zonder schakelfuncties. Net zoals het
GMS model beschrijft het S-GMS model het wrijvingsgedrag met meerdere
toestandsvariabelen en omvat het alle belangrijke wrijvingskarakteristieken.
In dit proefschrift werd een glijdende-horizon-schatter ontwikkeld en geïmple-
menteerd voor zowel het S-GMS model als het LuGre model. Het LuGre model
is één van de vaakst gebruikte gevorderde wrijvingsmodellen en bevat slechts
één toestandsvariabele. Op basis van experimentele data werd aangetoond
dat het S-GMS model het wrijvingsgedrag nauwkeuriger kan voorspellen dan
het LuGre model. Dit verschil is vooral duidelijk in het “pre-sliding” regime
waar het wrijvingsgedrag zeer complex is. Bovendien werd deze glijdende-
horizon-schatter voor het S-GMS model met behulp van de automatische code-
generatie-software ACADO geïmplementeerd in de regelaar van een precisie-
positioneersysteem. Deze implementatie laat toe om in reële-tijd, aan een
bemonsteringsfrequentie van 1 kHz, de S-GMS modelparameters en toestanden
te schatten.
Symbols, Definitions and
Abbreviations
General Definitions
ACADO : Toolkit for Automatic Control
and Dynamic Optimization
AS : Active-Set
CGN : Constrained Gauss-Newton
DoF : Degree(s) of Freedom
EKF : Extended Kalman Filter
EnKF : Ensemble Kalman Filter
KKT : Karush-Kuhn-Tucker
IP : Interior-Point
LP : Linear Program
LQE : Linear Quadratic Estimator
LQG : Linear Quadratic Gaussian
LQR : Linear Quadratic Regulator
LTI : Linear Time-Invariant
LTV : Linear Time-Varying
min. : minimize
MHE : Moving Horizon Estimation
MPC : Model Predictive Control
MSE : Mean Squared Error
NLP : Nonlinear Program
NLS : Nonlinear Least-Squares
NRMSE : Normalized Root-Mean-Square Error
OCP : Optimal Control Problem
ODE : Ordinary Differential Equation
PF : Particle Filter
QP : Quadratic Program
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x SYMBOLS, DEFINITIONS AND ABBREVIATIONS
qpOASES : Parametric QP Solver with Online AS Strategy
RTI : Real-Time Iteration
s.t. : subject to
SQP : Sequential Quadratic Program
UKF : Unscented Kalman Filter
EP : Elasto-Plastic
GMS : Generalized Maxwell-Slip
S-GMS : Smoothed Generalized Maxwell-Slip
Symbols for State and Parameter Estimation
ϕ : Continuous-time dynamical system equation (ODE)
f : Discrete-time dynamical system equation
h : Measurement equation
F k : Jacobian matrix of function f(xk)
Hk : Jacobian matrix of function h(xk)
Sk : Weighting matrix
Tk : Weighting matrix
Vk : Weighting matrix, such as R
−1
k = V
T
k V k
Wk : Weighting matrix, such as Q
−1
k =W
T
kW k
P k : Estimate error covariance matrix
Qk : System noise covariance matrix
Rk : Measurement noise covariance matrix
Q(t) : System noise spectral density matrix
R(t) : Measurement noise spectral density matrix
p : Parameter vector
x : Augmented state vector, such as xk = [z
T
k ,p
T
k ]
T
z : State vector
Cn : A function is said to be of class Cn if its first
n-order derivatives exist and are continuous
Symbols for Friction Modeling and Mechanical System
C : Attraction parameter (GMS model only)
FC : Coulomb friction force [N]
FS : Static friction force [N]
s+ : Positive Stribeck function [N]
vs : Stribeck velocity [m/s]
zi : Elementary Maxwell-slip deflection [m]
SYMBOLS, DEFINITIONS AND ABBREVIATIONS xi
z
s+
i : Elementary steady-state deflection [m]
zba : Elasto-Plastic (EP) breakaway deflection [m]
α, ζ, λ, γ : Smoothing parameters for ηi [-]
β : Relation between static and Coulomb forces [-]
ηep : Elasto-Plastic (EP) transition function [-]
ηi : Elementary smoothing function ηi = ηAiηBi [-]
ηAi : Elementary transition function in ηi [-]
ηBi : Elementary reset function in ηi [-]
κi : Elementary Maxwell-slip stiffness [N/m]
νi : Elementary Maxwell-slip fraction,
∑nz
i=1 νi = 1 [-]
σi : Micro-viscous friction coefficient [Ns/m]
σv : Viscous friction coefficient [Ns/m]
nz : Number of Maxwell-slip elements, i = 1, . . . , nz [-]
κ0 : Initial contact stiffness, κ0 =
∑nz
i=1 κi [N/m]
kT : Motor constant [N/A]
Sets
R,R0 : Set of real numbers and nonzero real numbers
Z,Z+,Z+0 : Set of integers, positive integers,
and strictly positive integers, respectively
S
n : Set of symmetric n× n matrices
S
n
+,S
n
++ : Set of symmetric positive semidefinite, and
symmetric positive definite n× n matrices
Vector Norms
||x||1 =
∑n
i=1 |xi| : ℓ1-norm of a vector (Manhattan distance)
||x||2 =
√
xTx : ℓ2-norm of a vector (Euclidian distance)
||x||∞ = max(|xi|),∀i : ℓ∞-norm of a vector (Chebyshev distance)
||x||p =
(∑n
i=1 |xi|p
)1/p
: ℓp-norm of a vector (Minkowski distance)
xii SYMBOLS, DEFINITIONS AND ABBREVIATIONS
The ℓ2-norm of a vector is also called the quadratic norm
||x|| =
√
xTx : By default, the quadratic norm of a vector
||x||A =
√
xTAx : Weighted quadratic norm of a vector, with A ∈ Sn++,
also called the A-quadratic norm of a vector
||x||2A = xTAx : Square of the A-quadratic norm of a vector
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Chapter 1
Introduction
This thesis focuses on real-time friction estimation and characterisation for
model-based friction compensation in mechatronic systems, especially for high-
precision motion systems subject to friction. Traditionally, motion systems
are controlled using a linear feedback and feedforward controller, designed
using a linear time-invariant (LTI) system representation. However, friction
exhibits a nonlinear behavior that deteriorates the performance, specially at
low velocity and at velocity reversal. In practice, a common way to tackle
friction is to compensate for the Coulomb friction in feedforward and combine
it with integral position feedback. Another way is to use a disturbance observer,
which aims to handle friction as a disturbance bias on the system input.
In this work, a model-based friction observer approach is considered. Moreover,
real-time friction state and parameter estimation is needed to track friction
characteristics changes in time and space. For this purpose, the approach
developed in this thesis relies on two key elements: (i) an accurate friction
model that incorporates all known friction characteristics and (ii) a real-time
state and parameter estimation tool.
This first chapter briefly addresses the background and context of friction
modeling and real-time estimation in dynamical systems. Then, the research
objectives and approaches taken are outlined, followed by the thesis contribu-
tions. Finally, this introductory chapter concludes with an overview of the
thesis.
1
2 INTRODUCTION
1.1 Background and Context
1.1.1 Friction Modeling
Friction is the force resisting the relative motion of solid surfaces, fluid layers,
and material elements sliding against each other. There are several types of
friction: like fluid friction, dry friction, and sliding friction. This work will
mainly focus on “dry sliding” friction effects. Dry sliding friction resists relative
lateral motion of two solid surfaces in contact and can be subdivided into
static friction, or “stiction”, between non-moving surfaces, and kinetic friction
between moving surfaces, further leading to sliding friction. The transition
between static and sliding friction is characterised by a presliding regime.
Friction modeling versus position and velocity is illustrated in Fig. 1.1.
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(a) (b)
Figure 1.1: (a) Friction vs position in presliding regime with back-and-forth
motion. (b) Friction vs velocity, with static friction FS , Coulomb friction FC
and the negative friction slope known as the Stribeck effect.
Since the early days of friction study, the observed friction phenomena have
included various combination of viscous, static, and Coulomb friction, as well
as a velocity weakening effect, known as the Stribeck curve. The negative
slope of friction at the onset of motion, characterized by the Stribeck curve, is
responsible for the stick-slip phenomenon, which leads either to the annoying
experience of squeaking doors or the pleasure of singing violins.
Among the existing friction models, single-state friction models like the
Dahl [29] or LuGre [27] model, are still widely used due to (i) their ability
to capture – approximately – the presliding effect, which occurs at the onset of
motion, and (ii) their relatively simple analytical expression. Then, to further
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be able to model all essential friction characteristics in presliding and sliding,
the use of a multi-state friction model such as the generalized Maxwell-slip
(GMS) model [1] is needed. The essential friction characteristics, illustrated in
Fig 3.5, include arbitrary hysteresis shape, the nonlocal memory effect, rate-
independent hysteresis, and the nondrifting property in presliding, combined
with the Stribeck effect and frictional lag in sliding [2, 9].
However, an accurate friction model such as the GMS is an hybrid model with
switching state conditions between presliding and sliding, which impede its use
for real-time gradient-based estimation.
Friction is present in mechatronic systems such as in positioning systems with
ball-bearing guideways, subject to rolling friction. In addition to compensate
for friction, the estimation of friction may also be used for fault detection to
indicate a need for system maintenance.
Extensive and interesting reviews on friction characteristic and phenomena are
available in Lampaert [67] and De Moerlooze [32].
1.1.2 Real-Time State and Parameter Estimation
The fundamental question of state estimation arises in many fields of science
and engineering, and to some extent in all aspects of life. How does one best
combine knowledge from two sources – a given model and online measurements
from a dynamic system – to estimate the state of the system?
State estimation aims to reconcile a model prediction with measurement infor-
mation, while both the model and measurements are subject to approximations
and disturbances. As good as it can be, a model is only an approximation of
reality, and measurements are only a “perception” of reality.
Traditionally, the technique of choice for state estimation from a noisy batch
of measurements is the least-squares method, which aims to provide the “most
likely” solution in the least-squares sense. However, if the batch of data is large,
an online estimation might not be possible. A classical approach to solve the
online state estimation problem is the Kalman filter, which yields a recursive
solution to the least-squares estimation problem [63].
However, while the Kalman filtering technique is well defined for linear systems
with known disturbance distributions, its extension, or approximation, to
nonlinear systems, such as the extended Kalman filter (EKF) and its variants,
might not yield a correct estimation [31, 95].
Recently, with new developments in optimization theory combined with
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increasing computational resources, the processing of larger batches of data in
real-time became possible. These techniques, called moving horizon estimation
(MHE), aim to solve an optimization problem over a fixed-size observation
window of past data, moving in time towards more recent measurements.
The MHE algorithms are known to better handle nonlinearites and structural
constraints than classical recursive Kalman filtering techniques [47, 87, 66].
Both EKF and MHE are gradient-based1 estimation techniques that greatly
benefit from a model that is differentiable with regards to state and parameter.
Moreover, code generation tools for fast embedded MHE, such as the ACADO
Code Generation tool [51, 53], even requires the model to be analytic to exploit
automatic differentiation techniques (Appendix A.7).
1.2 Approach and Main Contributions
In this work a model-based friction observer approach is considered for friction
state and parameter estimation. The test setup application is a high-precision
positioning system with ball-bearing guideways subject to rolling friction. The
goal is to propose a framework for online friction estimation, following three
steps:
Modeling: Select, adapt or develop a friction model that 1) contains essential
friction characteristics and 2) is suited for online estimation.
Estimation: Gradient-based estimation is considered. In addition to recursive
Kalman filtering techniques, an optimization-based approach, such as
moving horizon estimation (MHE), is investigated.
Real-time implementation: Compared to recursive techniques, MHE al-
gorithms can be computationally intensive for online use. Recently,
efficient automatic code generation for MHE became available for online
embedded implementation, such as the ACADO Code Generation tool [51,
53] developed within OPTEC, KU Leuven.
1In literature, both gradient-based and derivative-based terminologies are commonly used
with similar interpretation, even thought gradient-based terminology may be more restrictive,
i.e. limited to the derivative of a scalar-valued function of several variables or scalar field.
In this work, gradient-based terminology is used while keeping in mind that derivative-based
terminology could be more appropriate.
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Main contributions
• Development of an analytic friction model, the Smoothed GMS (S-GMS)
model, well suited for gradient-based state and parameter estimation.
The S-GMS describes all essential friction characteristics, similar to the
standard GMS model, but in an analytic set of ODEs.
• Development of an approach for simultaneous state and parameter
estimation for comparison between the S-GMS and LuGre model on
experimental data. The benefit of the S-GMS in presliding regime is
shown.
• Implementation of an unconstrained moving horizon estimator (uMHE)
for the S-GMS model and comparison with the extended Kalman filter
(EKF) on experimental data. Similar behavior in state estimation and
parameter update are obtained with EKF and uMHE.
• Real-Time, embedded implementation of an MHE friction observer with
ACADO Code Generation for the S-GMS (and LuGre) model. Validation
on simulation and experimental data, offline and online on an industrial
setup, with a sampling time between 0.2 ms (estimation of 1 state + 1
parameter for LuGre) to 2 ms (estimation of 4 states + 2 parameters
for S-GMS). Fast MHE parameter convergence is obtained at startup,
despite large initialization errors.
1.3 Overview of the thesis
This thesis is organized as follows:
Chapter 2 presents the estimation techniques used in this thesis. First, a
dynamical system model representation is formulated for continuous and
discrete-time systems, followed by the presentation of the full information
estimation framework. Then, the recursive extended Kalman filter (EKF)
technique for joint state and parameter estimation is reviewed, followed
by the presentation of the moving horizon estimation (MHE) technique,
which aims to solve an optimization problem over a fixed-size observation
window. Two different MHE formulations, an unconstrained (uMHE) and
a constrained one (cMHE), are outlined depending on how parameters,
model uncertainties and constraints are introduced. Then, to make a
link to our application, the friction observer framework is drawn in two
different versions: a general full-order observer and a simplified reduced-
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order observer with measurement preprocessing. An overview of the two
MHE implementations used in this work concludes the chapter.
Chapter 3 develops the analytic friction model, namely the Smoothed
Generalized Maxwell-Slip (S-GMS) model. First, the classical static and
kinetic friction behaviors are briefly reviewed, before giving an overview
of the most important single-state dynamic friction models, which aim
to partially describe presliding friction behavior. Then, the hybrid
structure of the multi-state GMS friction model, describing all essential
friction characteristics, is presented before leading to the development
and validation of the analytic, smoothed GMS (S-GMS) model suited for
gradient-based estimation.
Chapter 4 deals with experimental friction state and parameter estimation,
based on offline experimental data. First, the test setup is introduced
with the frequency response function (FRF) identification of the direct-
drive motor. Then, an EKF state and parameter estimation implemented
for both the multi-state S-GMS and single-state LuGre models is
performed. This experimental validation shows the benefit of the S-GMS
in presliding regime. Moreover, the unconstrained MHE is implemented
for the S-GMS model and compared with the EKF estimation. Similar
behaviors in state and parameter estimation are obtained with the EKF
and unconstrained MHE.
Chapter 5 discusses the embedded real-time estimation realized via ACADO
Code Generation tool, on simulation and experimental data. The
implementation on the test setup performs friction state and parameter
estimation in real-time at sampling rates up to 5-10 kHz.
Chapter 2
State and Parameter
Estimation Framework
2.1 Introduction
The fundamental question of state estimation arises in many fields of science
and engineering, and to some extent in all aspects of life. How does one best
combine knowledge from two sources – a given model and online measurements
from a dynamic system – to estimate the state of the system?
State estimation aims to reconcile a model prediction with measurement infor-
mation, while both the model and measurements are subject to approximations
and disturbances.
In addition to state trajectory estimation for a given model structure, we often
aim to track parameter changes in the system. A way to handle parameters
is to consider them as extra states with slowly varying dynamics. With
the assumption that the system remains observable, it is possible to fully
reconstruct the augmented system state from its measurements.
Historically, the technique to obtain an optimal estimate from a noisy batch
of measurements goes back to the least-squares method of Gauss in the early
XIXth century. 150 years later, with new developments from system theory and
the onset of – yet limited – computer technology, online estimation became
possible with the recursive Kalman filter technique. Then again, with new
developments in optimization theory combined with increasing computational
power, it became possible to tackle large batches of data for online nonlinear
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estimation in an iterative way similar to Gauss, while possibly taking into
account additional constraints on the estimate.
This chapter is organized as follows: First, a dynamical system model
representation is formulated for continuous and discrete-time systems. This
section is followed by the presentation of the full information estimation
framework, for which the complete measurement history is available. Then, the
recursive extended Kalman filter (EKF) technique for joint state and parameter
estimation is reviewed, followed by the presentation of the moving horizon
estimation (MHE) technique, which aims to solve an optimization problem
over a fixed-size observation window. Two different MHE formulations, an
unconstrained (uMHE) and a constrained one (cMHE), are outlined depending
on how parameters, model uncertainties and constraints are introduced. Then,
to make a link to the application, the friction observer framework is drawn in
two different versions: a general full-order observer and a simplified reduced-
order observer with measurement pre-processing. Finally, an overview of the
two MHE implementations used in this work are given.
2.2 Dynamical System Representation
A general system model consists of two submodels: a model to describe the
system state dynamics and another one to describe the output of the system
that maps to the measurements. The following continuous-time system model
is proposed:
z˙(t) = ϕz(z(t),p(t),u(t)) +wz(t), (2.1)
y(t) = h(z(t),p(t),u(t)) + v(t), (2.2)
where (2.1) is the dynamic model equation consisting of a set of ordinary
differential equations (ODE) and (2.2) represents the measurement model
equations. z(t) ∈ Rnz is the state vector and wz(t) is the state uncertainty,
modeled as zero-mean uncorrelated process noise. The output function
h(·) ∈ Rny maps the state to the measurement y(t), and v(t) is zero-mean
uncorrelated measurement noise. u(t) ∈ Rnu are given inputs and p(t) ∈ Rnp
is a set of parameters.
The continuous-time model (2.1-2.2) can be discretized at time instant tk = kTS
with k the time index, and TS the sampling rate:
zk+1 = fz(zk,pk,uk) +wzk , (2.3)
yk = h(zk,pk,uk) + vk, (2.4)
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where {wzk} and {vk} are zero-mean, uncorrelated sequences of random
vectors.
When parameters are unknown or subject to changes it is common [45, 8, 94, 48]
to treat parameters as additional state variables. If no explicit model for the
parameter variations is available the following assumption can be used:
p˙(t) = 0+wp(t) in continuous-time (2.5)
pk+1 = pk +wpk in discrete-time (2.6)
where wp(t) and {wpk} are additional disturbances, zero-mean uncorrelated
random noise in the continuous-time case, and zero-mean uncorrelated random
vector sequences in the discrete-time case, respectively.
In joint state and parameter estimation, the augmented continuous-time state
vector x(t) ∈ Rnz+np , defined as x(t) = [z(t)T ,p(t)T ]T , form the following
augmented state equation:[
z˙(t)
p˙(t)
]
︸ ︷︷ ︸
x˙(t)
=
[
ϕz(z(t),p(t),u(t))
0
]
︸ ︷︷ ︸
ϕ(x(t),u(t))
+
[
wz(t)
wp(t)
]
︸ ︷︷ ︸
w(t)
. (2.7)
And the corresponding augmented discrete-time state vector xk ∈ Rnz+np ,
defined as xk = [z
T
k ,p
T
k ]
T , form the following augmented state equation:[
zk+1
pk+1
]
︸ ︷︷ ︸
xk+1
=
[
fz(zk,pk,uk)
pk
]
︸ ︷︷ ︸
f(xk,uk)
+
[
wzk
wpk
]
︸ ︷︷ ︸
wk
. (2.8)
With the assumption of uncorrelated disturbances w(t), the integration of the
augmented set of ODE (2.7) yields the discrete-time formulation (2.8), written
as follows:
xk+1 = x(tk) +
∫ tk+1
tk
ϕ(x(t),u(t))dt︸ ︷︷ ︸
f(xk,uk)
+
∫ tk+1
tk
w(t)dt︸ ︷︷ ︸
wk
(2.9)
where x(tk) = xk.
Equations (2.8) and (2.4) are combined to represent the general discrete-time
model for the augmented state vector xk = [z
T
k ,p
T
k ]
T :
xk+1 = f(xk,uk) +wk, (2.10)
yk = h(xk,uk) + vk, . (2.11)
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Disturbances
So far, no explicit assumption has been made about the probabilistic
distribution of the continuous-time disturbances w(t) and v(t) and the discrete-
time random variables wk and vk.
A common approach is to consider Gaussian white-noise disturbances for
continuous-time systems, which yields uncorrelated Gaussian distribution for
the discrete-time disturbances. A Gaussian distribution is completely defined
by its first and second moments, i.e. mean E[·] and covariance E[(·)(·)T ].
In continuous-time, zero-mean Gaussian distributions of disturbances w(t) and
v(t) with spectral density matrices Q(t) and R(t), respectively, are defined by:
w(t) ∼ N (0,Q(t)) : E[w(t)] = 0, E[w(t)w(τ)T ] = Q(t)δ(t− τ), (2.12)
v(t) ∼ N (0,R(t)) : E[v(t)] = 0, E[v(t)v(τ)T ] = R(t)δ(t− τ), (2.13)
where E[·] is the expectation operator and δ(t− τ) the Dirac function.
In discrete-time, zero-mean Gaussian distributions of random vector distur-
bances wk and vk with covariances matrices Qk and Rk, respectively, are
defined by:
wk ∼ N (0,Qk) : E[wk] = 0, E[wkwTj ] = Qkδkj , (2.14)
vk ∼ N (0,Rk) : E[vk] = 0, E[vkvTj ] = Rkδkj . (2.15)
where δkj is the Kronecker delta.
The relations between the discrete-time covariance matrices Qk and Rk, and
the spectral density matricesQ(t) andR(t), taking into account the integration
time step TS = tk+1 − tk for the state equation (2.9), are as follows:
Qk = Q(tk)TS (2.16)
Rk = R(tk). (2.17)
Additive noise: In (2.10) the process noise wk enters additively in the right-
hand side of the ODE model. A more general formulation would be to include
the process noise inside the function f(xk,uk,wk). However, as no detailed
knowledge of the model disturbance is available, it can be justified to assume
a simpler additive process noise into the dynamical model [65].
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2.3 Full-Information Estimation
State and parameter estimation, when a complete measurement history is
available from initial conditions to a final time, is called a full-information
estimation problem [88]. Traditionally, it is formulated as a least-squares batch
estimation problem [97] and solved in a deterministic way by minimizing a
weighted sum of squared errors between initial conditions, model dynamics,
and measurements, from time t0 up to final time tℓ:
min.
x
∥∥x0 − x¯0∥∥2P−1
0︸ ︷︷ ︸
initial cond.
+
ℓ−1∑
k=0
∥∥xk+1 − f(xk)∥∥2Q−1
k︸ ︷︷ ︸
state propagation (2.10)
+
ℓ∑
k=1
∥∥yk − h(xk)∥∥2R−1
k︸ ︷︷ ︸
measurements (2.11)
(2.18)
The first term is the cost associated with the initial conditions uncertainty, the
second term is a penalization of the state uncertainty, and the third term is a
penalization of the measurement uncertainty. The three terms are weighted by
the confidence matrices: P−10 , Q
−1
k and R
−1
k , respectively. Solving the least-
squares problem (2.18) yields the optimal state sequence x = [xT0 , . . . ,x
T
ℓ ]
T .
In the linear case, provided that the system is observable, a least-squares
problem has a unique solution (Appendix A.3). When the model is nonlinear,
multiple state sequences x, i.e. multiple local solutions, could generate the
observed output sequence y = [yT1 , . . . ,y
T
ℓ ]
T . Also, solving a nonlinear
least-squares problem (Appendix A.4) requires to perform several Gauss-
Newton iterations to reach convergence. A note on observability is given in
Section 2.6.3.
Deterministic approach: Solving a least-squares problem as (2.18) indirectly
leads to find the unknown state and measurement disturbances wk and vk,
respectively, which best fit the state (2.10) and measurement (2.11) equations.
In this sense, no probabilistic distributions need to be assumed on the unknown
disturbances wk and vk, which can be interpreted as unknown inputs. Only
in the case of a linear system with zero-mean uncorrelated random variables
for the unknown disturbances wk and vk, the inverse of the weighting matrices
is directly related to the covariance matrices Qk and Rk, respectively. In the
nonlinear case, or with non-Gaussian distributions on the disturbances, or with
possible constraints on the state estimates, the connection between weighting
and inverse covariance matrices is only an approximation. Keeping this in mind,
we will equally speak of weighting, information or confidence matrix as related
to the inverse of the covariance matrix. All these matrices are assumed to be
symmetric positive definite, and thus invertible.
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Computational burden: The full-information estimation problem requires
the treatment of an increasing number of measurements each time new
samples come in. The computational load to solve the optimization problem
also increases to reach an infeasible task. Furthermore, model responses
for measurements lying far in the past might no longer be consistent with
current model parameter estimates, which makes the “forgetting” of older
measurements necessary in the estimator design [65].
For online implementation, handling the full-information estimation problem
can be achieved, or approximated, in two different ways, which will be the topic
of the next two sections:
In a recursive way - via Kalman filtering techniques, which emerged in the
early sixties [63].
In an iterative way - by solving an optimization problem over a fixed-size
observation window, or finite horizon, which is shifted – “moved” – in
time towards more recent measurements. This technique, referred as
moving horizon estimation (MHE), goes back to the full-information
formulation (2.18), while benefiting from fast computing techniques.
2.4 The Extended Kalman Filter (EKF)
The classical approach to solve the state estimation problem is the Kalman
filter, which yields a recursive solution to the least-squares estimation problem.
The Kalman filter is a predictor-corrector type estimator that is optimal in
the sense that it minimizes the estimation error covariance [104]. The Kalman
filter propagates the first and second moment, mean and covariance, of the
state estimate. The Extended Kalman Filter (EKF) is a nonlinear version
of the Kalman filter that essentially linearizes the nonlinear functions around
the current state estimate to propagate a linear approximation of the error
covariance.
The EKF [94] prediction step (or time update) and correction step (or
measurement update) for the augmented state estimate xˆk = [zˆ
T
k , pˆ
T
k ]
T and
its estimation error covariance matrix P k, are formulated as follows:
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Prediction step / Time update, based on (2.10):
xˆ−k = f(xˆ
+
k−1,uk−1) = xˆ
+
k−1 +
∫ tk
tk−1
ϕ(·)dt (2.19a)
P−k = F k−1P
+
k−1F
T
k−1 +Qk−1 (2.19b)
Correction step / Measurement update, based on (2.11):
Kk = P
−
kH
T
k (HkP
−
kH
T
k +Rk︸ ︷︷ ︸
Sk
)−1 (2.20a)
xˆ+k = xˆ
−
k +Kk(y˜k − h(xˆ−k ,uk)︸ ︷︷ ︸
rk
) (2.20b)
P+k = (I −KkHk)P−k (2.20c)
= (I −KkHk)P−k (I −KkHk)T +KkRkKTk (2.20d)
Here xˆ−k and P
−
k represent the a priori state and covariance estimate after
the prediction step, while xˆ+k and P
+
k represent the a posteriori state and
covariance estimate after the correction step. In the linear case, the first two
moments of the state distribution (xˆk,P k) are expressed as: xˆk = E[xk] and
P k = E[(xˆk − xk)(xˆk − xk)T ], with xk being the unknown true state. Qk
and Rk are the system noise and the measurement noise covariance matrices,
respectively, as defined in Section 2.2. Kk represents the Kalman gain and
Sk the covariance matrix (2.20a) of the measurement residual rk = y˜k − h(·)
defined in (2.20b). The Jacobian matrices F k and Hk are defined as
F k =
∂f
∂x
∣∣∣∣
xˆ
+
k
=
[
∂f
∂z
∣∣∣
zˆ
+
k
,pˆ+
k
∂f
∂p
∣∣∣
zˆ
+
k
,pˆ+
k
0np×nz Inp
]
, and (2.21)
Hk =
∂h
∂x
∣∣∣∣
xˆ
−
k
=
[
∂h
∂z
∣∣
zˆ
−
k
,pˆ−
k
∂h
∂p
∣∣∣
zˆ
−
k
,pˆ−
k
]
. (2.22)
Partial sensitivities Φz =
∂f
∂z and Φp =
∂f
∂p are either obtained through finite-
differences, or better, through the adjoint sensitivity ODEs,
Φ˙z =
∂ϕ
∂z
Φz and Φ˙p =
∂ϕ
∂z
Φp +
∂ϕ
∂p
, (2.23)
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integrated alongside the prediction step (2.19a). ∂ϕ∂z and
∂ϕ
∂p are the analytic
Jacobians of the ODE (2.1) obtained through manual differentiation or
automatic differentiation (c.f. Appendix A.7).
One-step Kalman filter
The Kalman filter equations (2.19-2.20) can be combined into a single equation.
This is called, the one-step Kalman filter and leads, for the covariance matrix,
to the Discrete Algebraic Riccati Equation (DARE) update:
P k+1 = F kP kF
T
k − F kP kHTk (HkP kHTk +Rk)−1HkP kF Tk +Qk (2.24)
Depending on the order we merge the time and measurement updates, the
Kalman filter (KF) or Kalman predictor (KP) is obtained. Section 2.5.4
proposes a derivation of the KF/KP, formulated as an optimization problem.
Steady-state gain
For linear time-invariant (LTI) systems, the error covariance matrix converges
to a constant steady-value P k+1 = P k, defined by the DARE (2.24). This
gives a constant Kalman gain matrix (2.20a), and reduces the “one-step horizon”
Kalman filter, suitable for time-varying systems, to the “infinite horizon” Linear
Quadratic Estimator (LQE).
Input uncertainty
The Kalman filter considers an independent input u without uncertainty. In
case uncertainty is present in “some of” the inputs u′, then the measurement
function h(·) and its related covariance matrix R could be augmented with the
inputs u′ and covariance matrix R′u, respectively.
Linear and nonlinear estimation
For linear systems, when f (2.10) and h (2.11) are linear, and if the
disturbances wk and vk are zero-mean uncorrelated sequences of random
variables with Gaussian distributions, the Kalman filter yields the optimal
solution. Even if the disturbance distributions are not Gaussian, but with finite
variances, the Kalman filter is still the optimal linear filter in a least-squares
sense [94, 105].
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For nonlinear systems, the EKF is only an linear approximation of the
estimation problem and cautious interpretation of the solution is required.
Also, even for linear systems, joint state and parameter estimation can easily
turn into a nonlinear problem, and thus yield some biased or divergent
estimates [69, 65], except if the parameters to be estimated are all “additive”.
An interesting overview of nonlinear filters beyond the Kalman filter is given
by Daum [31]. A survey of existing techniques to tackle state constraints in
the Kalman filter is presented by Simon [95].
A popular variant of the EKF, the unscented Kalman filter (UKF) [60, 59],
aims at better propagating the first and second moment estimates by sampling
the nonlinear response at carefully chosen points, called sigma points, around
the mean. Moreover, the UKF is a derivative-free technique that removes the
requirement to explicitly calculate Jacobians. Another approach, the particle
filter (PF) [11], does not need any assumptions on the disturbance probability
distributions, but instead approximates the probability distributions via Monte
Carlo sampling. The major drawback of the PF is the so called “curse of
dimensionality”, which bounds the application to relatively small state spaces.
For large system, such as in weather forecast data assimilation, a simpler version
of the PF, called the ensemble Kalman filter (EnKF) [39], introduces Gaussian
assumptions to get more efficient implementations.
Since the seminal paper from Kalman [63], numerous monographies have
unveiled the Kalman filter intricacies, such as Jazwinski [58], Gelb [45],
Anderson [8], Stengel [98], Kailath [62], and Simon [94]. Historical reviews on
linear state estimation can be found in Sorenson [97] and Kailath [61]. Relevant
connections to optimization are presented by Bryson [23] and Humpherys [55].
Due to its relatively ease of implementation, the EKF remains an appealing
solution for joint state and parameter estimation. However, convergence issues
are still a matter of concern and optimization-based estimation techniques, such
as moving horizon estimation, are showing improved behaviors [47, 87].
2.5 The Moving Horizon Estimation (MHE)
The idea behind a moving horizon estimator (MHE) [91] is to solve an
optimization problem over a fixed-size observation window, or finite horizon
of length N , which is shifted – “moved” – in time towards more recent
measurements. The initial cost at t0 in (2.18) is then replaced by an arrival
cost at tℓ−N , which summarizes past information between t0 and tℓ−N . This
results in solving a batch estimation problem over a fixed-size horizon from
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tℓ−N to tℓ, as shown in Fig. 2.1. In this sense, the MHE aims to approximate
the full-information estimation problem (2.18) with a realistic implementation.
This section presents two MHE structures:
The unconstrained MHE (uMHE), which solves an unconstrained non-
linear least-squares problem. The uMHE is further formulated in two
different versions, depending on how the parameter estimation is handled.
The constrained MHE (cMHE), which handles the dynamical system
model as an equality constraint. The cMHE is further formulated in two
different versions depending on how the model uncertainty is handled.
Then, some MHE features and properties are highlighted, followed by a note
on the one-step Kalman Filter/Predictor formulated as an MHE problem.
2.5.1 The unconstrained MHE (uMHE)
This first MHE formulation closely follows the representation of the full-
information filter (2.18), with the exception that the initial condition at t0 is
replaced by an arrival cost at tℓ−N , which summarizes past information between
t0 and tℓ−N . This results in solving a batch estimation problem over a fixed-size
horizon from tℓ−N to tℓ. The MHE problem is formulated as follows: at current
time tℓ, we consider a finite-time horizon containing N measurements y˜k taken
at time tk = tℓ−N+1, ..., tℓ and solve the resulting nonlinear least-squares (NLS)
problem to yield the optimal state sequence x = [xTℓ−N , . . . ,x
T
ℓ ]
T :
minimize
xℓ−N , . . . ,xℓ
ℓ−1∑
k=ℓ−N
∥∥xk+1 − f(xk,uk)∥∥2Q−1
k︸ ︷︷ ︸
dynamical system mismatch
(2.25a)
+
ℓ∑
k=ℓ−N+1
∥∥y˜k − h(xk,uk)∥∥2R−1
k︸ ︷︷ ︸
measurement mismatch
(2.25b)
+
∥∥xℓ−N − x¯ℓ−N∥∥2P−1
ℓ−N︸ ︷︷ ︸
arrival cost
. (2.25c)
The first term in the objective function (2.25a) is the weighted squared
difference between the estimated state and model prediction, taking into
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Figure 2.1: Illustration of the Moving Horizon Estimation (MHE) approach.
The measurement space is described by (2.11). The state and parameter space
are described by (2.10). The MHE considers the interval from tℓ−N to tℓ. All
information prior tℓ−N is summarized by an arrival cost, which can also be seen
as a regularization term on the states and parameters at tℓ−N .
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account the model uncertainty Qk. The second term (2.25b) is the weighted
squared difference between the measurement y˜k and the state mapping yk =
h(·), taking into account the measurement uncertainty Rk. Finally, the
third term (2.25c), referred to as the arrival cost, summarizes all available
information prior to the data horizon in (x¯ℓ−N ), and is weighted through the
covariance matrix P ℓ−N .
In the above uMHE (2.25), parameter estimation is treated as part of the
augmented state xk = [z
T
k ,p
T
k ]
T for k = ℓ − N, . . . , ℓ, in a similar way to the
EKF formulation of the previous section.
An alternative to the above formulation is to consider the parameter as a
single-degree-of-freedom pℓ over the horizon. This new optimization problem
is formulated as:
minimize
zℓ−N , . . . , zℓ
pℓ
ℓ−1∑
k=ℓ−N
∥∥zk+1 − fz(zk,pℓ,uk)∥∥2Q−1
k︸ ︷︷ ︸
dynamical system mismatch
(2.26a)
+
ℓ∑
k=ℓ−N+1
∥∥y˜k − h(zk,pℓ,uk)∥∥2R−1
k︸ ︷︷ ︸
measurement mismatch
(2.26b)
+
∥∥∥ zℓ−N − z¯ℓ−N
pℓ − p¯ℓ
∥∥∥2
P
−1
ℓ−N︸ ︷︷ ︸
arrival cost
. (2.26c)
In this unconstrained MHE formulation (2.26), parameters are added as single-
degrees of freedom to the optimization problem. This is similar to the approach
followed by Kuehl et al. [66] and Kraus [65]. This is in contrast to the EKF,
the previous uMHE (2.25), and the ACADO CodeGen MHE presented in the
next Section, where parameters have to be formulated as augmented states. In
this new formulation (2.26), the parameter uncertainty model does not enter
into the dynamical system mismatch term (2.26(a)), but in the lower diagonal
block of the arrival cost weighting matrix P−1ℓ−N .
In MHE (2.25), the number of optimization variables is N(nz + np), while in
MHE (2.26) this number reduces to Nnz+np. However, the problem structure
of the latter becomes more dense, while the former keeps a diagonal banded
structure [17].
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Numerical Implementation
The unconstrained nonlinear least-squares (NLS) problems (2.25) and (2.26)
can efficiently be solved with the Gauss-Newton or Levenberg-Marquardt
methods (Appendix A.4). In an MHE implementation, a single Gauss-Newton
iteration is performed at each time instant ℓ. Then, at the next time instant,
the oldest measurement is discarded, and a new one is introduced, while the
previously estimated states are used as initial values for the next Gauss-Newton
iteration.
In Chapter 4, the unconstrained MHE (2.26) is implemented in MATLAB
with the lsqnonlin function, while providing the function with user-defined
Jacobian J(x) as developed in Appendix A.5.
2.5.2 The constrained MHE (cMHE)
Similar to the unconstrained MHE (2.25), an equality-constrained MHE can be
formulated with the dynamical system model written as an equality constraint:
minimize
xℓ−N , . . . ,xℓ
wℓ−N , . . . ,wℓ−1
∥∥xℓ−N − x¯ℓ−N∥∥2P−1
ℓ−N︸ ︷︷ ︸
arrival cost
(2.27a)
+
ℓ∑
k=ℓ−N+1
∥∥y˜k − h(xk,uk)∥∥2R−1
k︸ ︷︷ ︸
measurements
(2.27b)
+
ℓ−1∑
k=ℓ−N
∥∥wk∥∥2Q−1
k︸ ︷︷ ︸
model mismatch
(2.27c)
subject to xk+1 = f(xk,uk) +wk, k = ℓ−N, . . . , ℓ− 1.
(2.27d)
In this equality-constrained formulation the model mismatchw vector explicitly
appears as an extra optimization variable in the cost function (2.27a-c). An
equality-constrained least-squares problem can be solved by a constrained
Gauss-Newton (CGN) method as sketched in Appendix A.6. Even though the
problem dimension increases, the algorithm resolution may also benefit from a
well structured matrix formulation [36, 108].
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So far, the given input u has been considered as independent input, without
uncertainty. However, the input u can also be considered as an optimization
variable, to behave as a control input for our estimator. By doing so, the
additive model uncertainty w can be dropped, while the model mismatch
is taken into account by the control input variable u. Moreover, inequality
constraints, in the form of bounding boxes on x and u, are also considered.
This new optimization problem is formulated as:
minimize
xℓ−N , . . . ,xℓ
uℓ−N , . . . ,uℓ
∥∥xℓ−N − x¯ℓ−N∥∥2P−1
ℓ−N︸ ︷︷ ︸
arrival cost
(2.28a)
+
ℓ∑
k=ℓ−N+1
∥∥y˜k − h(xk,uk)∥∥2R−1
k︸ ︷︷ ︸
measurement mismatch
(2.28b)
subject to xk+1 = f(xk,uk), k = ℓ−N, . . . , ℓ− 1 (2.28c)
xlok ≤ xk ≤ xupk , k = ℓ−N, . . . , ℓ (2.28d)
ulok ≤ uk ≤ uupk , k = ℓ−N, . . . , ℓ. (2.28e)
In both constrained MHEs (2.27) and (2.28), the augmented state vector x
accounts for states and parameters, the parameters being treated as augmented
states.
If the input u comes from measurements, which commonly happens with
MHE, then the measurement function h(·) and its related weighting matrix Rk
are augmented with the measured input u and its related confidence matrix,
respectively.
Constrained MHE problems are efficiently solved using sequential quadratic
programming (SQP) techniques based on the generalized Gauss-Newton
method (Appendix A.6).
The constrained MHE formulation (2.28) is implemented in the ACADO Code
Generation tool [53] and used in the real-time estimation of Chapter 5.
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2.5.3 MHE Features and Properties
Arrival Cost update
The arrival cost summarizes past information into a state vector x¯ℓ−N and
a weighting matrix P−1ℓ−N , and is a measure of confidence into the arrival
state x¯ℓ−N . The vector-matrix pair (x¯ℓ−N ,P−1ℓ−N ) can be considered as a
regularization term for the first estimate xˆℓ−N |ℓ at the beginning of the horizon.
This regularization is essential to ensure stability of the MHE algorithm,
especially for short horizons.
For linear systems, the arrival cost weighting matrix P−1ℓ−N can either be
updated via a smoothed EKF recursion [48, 65], or by taking the first diagonal
block of the Gauss-Newton Hessian approximation (see Appendices A.3
and A.4). However, the Gauss-Newton Hessian might not always be well
conditioned when there is a lack of information. An efficient implementation
of the MHE arrival cost has been proposed by Kuehl et al. [66].
Interestingly, the MHE approximation of the full-information filter via an
arrival cost can be proved via Bellman’s principle of optimality for dynamic
programming : “An optimal policy has the property that whatever the initial
state and initial decision are, the remaining decisions must constitute an
optimal policy with regard to the state resulting from the first decision.”
The arrival cost is also a way to add regularization when there is a lack
of observability in the system, or not enough persistence of excitation, or
information, into the MHE. A regularization scheme has been proposed by
Sui and Johansen [99].
Intuitively, when the horizon length N is increased to include enough
information, the importance of the arrival cost is reduced and could even
be omitted in some practical implementations, whereas when N is small, the
importance of the arrival cost is increased. At the extreme, when N = 1, the
optimization problem boils down to the Kalman filter, which yields a recursive
solution to the least-squares estimation problem.
Covariance Matrix
A nice feature of the Gauss-Newton method is to provide a “quick and fair”
approximation of the objective function Hessian (Appendix A.4.1), which is
directly related to the inverse of the state error covariance matrix for a linear
estimator (Appendix A.3 and [55]). For a linear estimator, the minimum
covariance (A.27) is known as the Cramer-Rao Lower Bound (CRLB) and is the
22 STATE AND PARAMETER ESTIMATION FRAMEWORK
inverse of the Fisher Information Matrix (FIM) [14, 68]. This is a lower bound
covariance for any linear approximation of a nonlinear estimation problem.
The covariance matrix for a constrained parameter estimation problem is based
on the generalized Gauss-Newton method and is presented in more detail in
Bock et al. [18].
In real-time MHE, we are mostly interested in the covariance of the last, most
recent estimate at the end of the horizon. However, the MHE is closely related
to the fixed-interval Kalman smoother [82, 94, 48] and a by-product of the
MHE is to provide a smoothing of the states on the considered horizon.
Numerical Implementation
Direct Multiple Shooting Method To solve an optimal control problem as
in the MHE, a direct method uses a “first discretize, then optimize” approach,
in contrast to an indirect method based on the calculus of variations [23]. A
direct multiple shooting technique [19, 35, 34] discretizes all states within the
considered estimation horizon and solves the resulting initial value problems
simultaneously in each of the resulting time intervals, or shooting intervals.
In the cMHE (2.28), continuity constraints for the state trajectories (2.28c)
are imposed between neighboring intervals to guarantee continuous state
trajectories over the whole estimation horizon. An initial relaxation allows
discontinuous state trajectories when the algorithm is started far off the
solution. The relaxation is then reduced stepwise with each Gauss-Newton
iteration.
Real-Time Iteration scheme The real-time iteration (RTI) concept essen-
tially reduces the computational burden to only one Gauss-Newton iteration
per sample. Rather than fully solving each single MHE problem up to
convergence, the solution of the underlying least-squares problem is coupled
with the evolving process. The particular structure of RTI also allows one to
split each iteration into two phases: a preparation phase carried out between
two sampling instants and an estimation phase that delivers state estimation
almost instantaneously after the latest measurement enters the MHE problem.
The RTI concept, that builds on the multiple shooting technique, has been
integrated into NMPC algorithms by Diehl et al. [35, 34] and into MHE by
Kuehl et al. [66].
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Implementation and Applications An overview of numerical methods for
MHE is presented in Diehl et al. [36] and in Haverbeke [48]. Fast and large-
scale MHE are also efficiently solved for well structured problems and nonlinear
programming sensitivity concepts as shown in Zavala et al. [109].
Automatic code generation for fast embedded MHE has been developed
by Ferreau et al. [42], alongside with fast explicit and implicit integrators
by Quirynen et al. [83], and implemented in the ACADO Code Generation
tool [51, 52].
MHE has been implemented in various applications, including chemical
engineering [66], space applications [101], agricultural machinery [65] and tire-
road friction estimation [107], as well as an offline validation for vibration
dynamics estimation in nanopositioning system [81].
Benefits of an MHE approach
MHE may provide a faster convergence when starting from large initialization
errors, and an increased estimation accuracy for nonlinear systems, in some
circumstances, with respect to EKF. This may particularly be the case when
simultaneous state and parameter estimation is performed. System nonlinearity
may get higher when additional model parameters need to be estimated.
A critical evaluation of EKF and MHE is also provided by Haseltine and
Rawlings [47].
The MHE minimizes a norm objective, e.g. a least-squares criterion ℓ2-
norm or a ℓ1-norm, and does not require any assumption on the disturbance
distributions. As the MHE does not require particular assumptions on the
disturbance distributions, it can handle state and parameter constraints that
could be imposed for physical reasons.
The MHE is a reasonable approximation and embeddable solution of the full-
information filter. Moreover, as model responses for measurements lying far in
the past might no longer be consistent with current model parameter estimates,
an MHE structure is a natural way of “forgetting” older measurements [65].
The ability of the MHE to approximate a full information filter over a finite
horizon makes it well suited for online estimation.
Furthermore, it was shown in [66] that the computational requirement for the
EKF and the MHE is similar when efficient software is applied.
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2.5.4 A Note on Filtering and Prediction
This section provides a quick look on how to formulate and derive the one-step
Kalman filter as an MHE with horizon length N = 1 and two optimization
variables xk and xk+1. The Kalman filter is called “one-step” when both the
time update and the measurement update are merged. Now, depending on the
time instant the measurement is introduced, we will obtain either the Kalman
filter (KF) or the Kalman predictor (KP). As a recursive scheme is derived, only
two time instants are considered: tk and tk+1. The initial state-covariance pair
is (x¯k, P¯k), after the optimization, the estimated state-covariance pair is([
xk
xk+1
]
,
[
Pk ×
× Pk+1
])
. (2.29)
If the measurement enters the optimization problem at time tk, we will get
the MHE predictor for the one-step KP recursion. Whereas the measurement
enters the optimization problem at time tk+1, we will get the MHE filter for
the one-step KF recursion.
The one-step MHE predictor is given by:
min.
x
1
2
∥∥xk − x¯k∥∥2P¯−1
k
+ 12
∥∥xk+1 − Fkxk∥∥2Q−1
k
+ 12
∥∥yk −Hkxk∥∥2R−1
k
(2.30)
The one-step MHE filter is given by:
min.
x
1
2
∥∥xk − x¯k∥∥2P¯−1
k
+ 12
∥∥xk+1 − Fkxk∥∥2Q−1
k
+ 12
∥∥yk+1 −Hkxk+1∥∥2R−1
k+1
(2.31)
A linear system is considered, in which Fk =
∂f
∂x
∣∣∣
xk
and Hk =
∂h
∂x
∣∣
xk
.
Analytic representation of the covariance matrices Pk and Pk+1 is provided in
(A.2.1) for the KP and in (A.2.2) for the KF.
Interestingly enough, the covariance matrix Pk+1 is the DARE update (2.24),
while Pk is the smoothed covariance update, also written as Pk|k+1.
Definition Filtering, Prediction and Smoothing: Given a sequence of measure-
ments up to time tℓ, the estimation problem consists of finding a state estimate
xk. If k = ℓ, the estimation is referred to filtering. If k > ℓ, the estimation is
referred to prediction, and if k < ℓ, the estimation is referred to smoothing, i.e.
smoothed estimate.
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Figure 2.2: Mechanical system with friction observer. The friction observer
consists of a preprocessing unit P and a dynamical system model (ϕ, π) used
by the gradient-based estimator.
2.6 The Friction Observer
This section presents the friction observer in a general and a simplified
formulation.
The architecture of the mechanical system and the friction observer is
represented in Fig. 2.2. The moving mass m, subject to friction yF = ψ(qs, q˙s),
is driven by a position feedback controller K to track a reference trajectory qr.
The friction observer receives as input the control force ua and the measured
position qs. The output of the friction observer is the estimated friction force
yˆF . The friction observer consists of a preprocessing unit P and a dynamical
system model (ϕ, π) used by the estimator.
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2.6.1 The General and Simplified Observer
In the general observer approach, also referred to as the full-order observer,
the states to be estimated are the position q, the velocity q˙, the internal states
z of the friction model ϕz and a set of parameters p. The set ϕ of ODEs is
shown in Table 2.1, with the estimated friction force yˆF = π(·). The full-order
observer receives as input, from the preprocessing unit P, the position qs, and
the control input ua. In this case, the preprocessing unit is a bypass, i.e. no
preprocessing is performed.
In the simplified observer approach, also referred to as the reduced-order
observer, the states to be estimated are reduced to the internal states z of
the friction model ϕz and a set of parameters p. The reduced set ϕ of
ODEs is shown in Table 2.1, with the estimated friction force yˆF = π(·).
The reduced-order observer receives as input, from the preprocessing unit P,
the preprocessed indirect friction force y˜F = ua − m˜¨q and the preprocessed
velocity ˜˙q.
The preprocessed velocity ˜˙q is obtained by low-pass filtering the finite-difference
derivative (FDD-LPF) of the measured position qs. Similarly, the preprocessed
acceleration ˜¨q is obtained by double differentiation.
Table 2.1 summarizes the formulation of the full-order and reduced-order
observers.
2.6.2 Overview of Implemented Schemes
Three estimation algorithms are used in this work:
• the extended Kalman Filter (EKF) of Section 2.4,
• the unconstrained MHE (uMHE) as in (2.26), where the parameters enter
the estimator as single degrees of freedom,
• and the constrained MHE (cMHE) as in (2.28), implemented via ACADO
CodeGen.
The EKF and the uMHE are implemented for the reduced-order observer only,
while the cMHE is implemented for both the reduced-order and full-order
friction observers.
The uMHE and cMHE are summarized in Table 2.2, and briefly commented
here below.
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Table 2.1: Full and Reduced Order Friction Observer
Full Order Reduced Order
dq
dt = q˙
Model dq˙dt = (u− yˆF )/m
ODE ϕ dzdt = ϕz(z,p, q˙)
dz
dt = ϕz(z,p, q˙)
dp
dt = 0
dp
dt = 0
State x [ q, q˙, zT , pT ]T [ zT , pT ]T
Input u u q˙
Output π yˆF = π(z,p, q˙) yˆF = π(z,p, q˙)
Measurement q yF = π(z,p, q˙)
equation h u q˙
Measurement y˜ qs y˜F = ua −m˜¨q
from P pre-proc. ua ˜˙q : via FDD-LPF
a) The uMHE is implemented via the lsqnonlin function in MATLAB for
the reduced friction observer. The cMHE is implemented via ACADO Code
Generation and for both the reduced-order and full-order friction observers.
b) The input u of the uMHE, is considered as an independent variable, while
in the cMHE it is an optimization variable, also called control input.
c) The uMHE objective function contains three weighting matrices: P−10 ,
R−1k and Q
−1
k , on the arrival cost, measurement noise and state uncertainty,
respectively. In the cMHE, the objective function contains only two weighting
matrices: P−10 and R
−1
k , while the matrix Q
−1
k is taken into account for the
update of the arrival cost weighting matrix P−10 .
d) In the uMHE, the model uncertainty is directly reported on the estimated
states, while in the cMHE it is first reported on the estimated control input,
and then propagated to the estimated states.
e) Each estimated parameter in the uMHE is considered as a single
optimization variable for the whole horizon, while in the cMHE it is considered
as an augmented state, with Nnp optimization variables for the whole horizon.
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Both formulations are qualitatively equivalent.
f) The total number of optimization variables for the uMHE is Nnz + np,
while for the cMHE it is N(nz + np + nu).
g) The covariance matrix of the estimated states is related to the inverse of the
Gauss-Newton Hessian approximation. For the constrained case, an extension
is presented in Bock et al. [18].
h) The arrival cost weighting matrix P−10 can either be updated via a
smoothed EKF recursion, or by taking the first diagonal block of the Gauss-
Newton Hessian approximation (see Appendices A.3 and A.4). Arrival cost
update is not implemented in the uMHE and a constant term is used for P 0.
i) Various choices of explicit and implicit ODE integrators are available.
For the uMHE implemented in MATLAB, explicit integrators such as the
Runge-Kutta Dormand-Prince (ode45) or the Runge-Kutta Bogacki-Shampine
(ode23) are available. For stiff ODE, implicit integrators such as the backward
differentiation formula (BDF) (ode15s) or the Rosenbrock formula (ode23s)
may be used. For the cMHE implemented via ACADO CodeGen, aside
an explicit Runge-Kutta integrator (INT_RK4) efficient implicit Runge-Kutta
Gauss-Legendre of order 2 or 4 are available (INT_IRK_GL2 and INT_IRK_GL4)
[84, 83].
j) In the uMHE, the optimization rate fopt and the measurement rate fmea
are equal, while the input can be sampled at a higher rate fin. In the cMHE, the
standard configuration is to have equal rates for measurement, control input
and optimization: fmea = fin = fopt; however there is a possibility to include
higher multi-rate measurement [83].
k) The uMHE has been developed for offline state and parameter estimation,
while for fast online embedded implementation, the cMHE via ACADO Code
Generation is used.
2.6.3 A Note on Observability
A system is said to be observable if it is possible to uniquely reconstruct its
state from the knowledge of its input-output data.
For linear time-invariant (LTI) systems, a convenient test to check if a system
is observable exists, which consists to check that the rank of the observability
matrix is equal to the state dimension.
For nonlinear systems, the situation is much more complex in the sense that
system observability depends on the system input. Different inputs may lead to
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Table 2.2: Implemented algorithms for MHE
Unconstrained MHE Constrained MHE
via MATLAB lsqnonlin via ACADO CodeGen
a) Observer Reduced Full and Reduced
Model Order Order
b) Input Independent Input Control Input
NOT an part of
optimization variable optimization variable
c) Tuning P−10 : Weight on Arrival State
Weights, R−1k : Weight on Measurement noise
inverse of Q−1k : Weight on State uncertainty
Covariance In ACADO, the matrix Qk is only used to update the
Matrices Arrival Cost, it does not appear in the objective function
d) Model reported on states reported on control inputs
mismatch
e) Parameters One variable over the Parameter treated as
horizon (single DoF) augmented state
f) Number of
Optimization Nnz + np N(nz + np + nu)
Variables
g) Estimation Inverse of the Gauss-Newton Hessian
Covariance: approximation of the objective function
Implementation Cov(x) ≈ (JTJ)−1 Bock et al. method [18]
h) Arrival Cost P 0 related to first block of Cov(x)
update: equivalent to smoothed EKF recursion for (x0,P 0)
Implementation Constant term for P 0 Kuehl et al. method [66]
i) Integrators
- Explicit: ode23, ode45 INT_RK4
- Implicit: ode15s, ode23s INT_IRK_GL2,4
j) Optimization fin ≥ fmea = fopt fmea ≥ fin = fopt
rate fopt Possibility to use Possibility to use
higher input rate higher measurement rate
k) Coding For off-line comparison Generated C-code for
with EKF estimation Real-Time implementation
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different states, or local solutions. In other words, depending on the input, the
reconstructed state may not be unique, i.e. cannot be distinguished between
various state solutions.
For nonlinear system, an observability rank condition exists via Lie differentia-
tion to check local weak observability, as mentioned and defined in Besançon [16]
and Hermann and Krener [50].
In general, the observability rank condition is not enough as observability may
vanish depending on the system input [16]. To guarantee that the system is
observable over time, the input must be persistent, i.e. to ensure persistence
of excitation.
A weaker notion than observability is detectability. A system is detectable if
its unobservable states are asymptotically stable.
Identifiability of parametric models: Identifiability is the question whether
the free parameters of a model structure can be uniquely recovered from data,
as in Ljung and Glad [70]. Identifiability requires to answer two questions: (i)
model structure identifiability: is it possible to distinguish two given parameter
values, provided we may choose the input in the best way possible ? and (ii)
persistence of excitation: is the actual input “informative enough” to allow this
distinction ?
It should be pointed out that identifiability can be seen as nonlinear
observability, as mentioned by Ljung and Glad [70, 69].
Practical observability: No formal observability analysis is performed in this
thesis. However, some practical observability considerations are proposed to
improve the identifiability of the friction observer, such as a change of state
variables in Section 3.5.5 and a limitation of the parameters to be estimated to
the most significant ones, as mentioned in Section 4.5.3.
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2.7 Conclusion
Two main state and parameter estimation techniques are presented in
this chapter, the extended Kalman filter (EKF) and the moving horizon
estimation (MHE). Among these two categories, three different algorithms are
implemented in this work: (i) the EKF, (ii) the unconstrained MHE (uMHE)
and (iii) the constrained MHE (cMHE).
All presented algorithms are gradient-based estimators, which require differen-
tiable model equations. The cMHE algorithm is implemented via ACADO Code
Generation tool, which allows for a real-time embedded estimator.
Also, two different friction observer structures are introduced, a general – full-
order – observer, and a simplified – reduced-order – observer.

Chapter 3
The Analytic Friction Model
3.1 Introduction
This chapter aims to develop a friction model that is 1) analytic, i.e.
differentiable, and 2) contains all essential friction characteristics in sliding
and presliding:
1. Gradient-based optimization techniques for on-line state and parameter
estimation, such as the Extended Kalman Filter (EKF) or the Moving
Horizon Estimator (MHE), presented in Chapter 2, are efficient provided
that the derivatives of the model with respect to the states and
parameters are continuous. Moreover, real-time MHE implemented
via dynamic optimization tools like ACADO Code Generation require
analytic ODEs for algorithmic differentiation [51, 53], (A.7).
2. Accurate friction estimation is obtained provided that the friction model
includes all major friction characteristics in sliding and presliding. The
essential friction characteristics include arbitrary hysteresis shape, the
nonlocal memory effect, rate-independent hysteresis, and the nondrifting
property in presliding, combined with the Stribeck effect and frictional
lag in sliding [2, 9].
Since the early days of friction study [10, 20], the observed friction phenomena
have included various combinations of viscous, static, and Coulomb friction, as
well as a velocity weakening effect, known as the Stribeck curve.
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Among the existing friction models, the LuGre [27, 26], is most widely used
due to its ability to capture most of the observed frictional behaviors and its
relatively simple analytical expression. Another single-state model is the Elasto-
Plastic [38, 49], which reduces the drifting behavior present in the LuGre model.
The Generalized Maxwell-slip (GMS) model [1, 67] is a multi-state model known
to be able to describe all essential friction characteristics [2], which is not the
case for the above mentioned models.
However, the GMS model has an hybrid structure with switching state
conditions between presliding and sliding motion. To overcome these switching
state conditions, a smoothed and analytic version of the GMS friction model,
called S-GMS, was developed in this work, while keeping all properties of
the GMS. In addition, the S-GMS model description includes the single-state
LuGre model and Elasto-Plastic model as special cases by providing a uniform
equation structure.
The analytic structure of the S-GMS model is well suited for fast on-line
gradient-based state and parameter estimation techniques. Many applications
show the need to track on-line changes in friction dynamics during normal
machine operation to compensate for their effects, as for the reduction of
stick-slip [79] and hysteresis compensation [96], friction compensation in direct-
drive robots [21] and induction motors [54], as well as for robust tracking [75].
Adaptive tire-road friction estimation in automotive applications, as mentioned
in [6, 13, 85], are other examples. Auto-tuning of feedforward friction
compensation based on gradient methods has been used with a simplified LuGre
model without Stribeck effect [5]. Identification and compensation of friction
based on the GMS model are discussed in [57, 28, 90], and with application
on high-precision positioning system [7]. Adaptive friction compensation based
on a linearly-parametrized Stribeck function in the GMS model is proposed in
[76], yet with an extra robustifying term to account for unmodeled dynamics.
The chapter is organized as follows. Section 3.2 briefly reviews the classical
static and kinetic friction behaviors. Section 3.3 gives an overview of the
most important single-state dynamic friction models, which aim to partially
describe presliding friction behavior, while Section 3.4 presents the hybrid
structure of the multi-state GMS friction model, describing all essential friction
characteristics. Then, Section 3.5 introduces the analytic, smoothed GMS
(S-GMS) model suited for gradient-based estimation, and provides validation
of this newly developed friction model.
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3.2 Static and Kinetic Friction Models
Since the early days of friction study, the observed friction phenomena have
led to static models including Coulomb and static friction, and kinetic models
including viscous friction and a velocity weakening effect, known as the Stribeck
curve. An illustration of these various friction component is shown in Fig. 3.1.
A general description [67] of static-kinetic1 friction models is:
yF (q˙, uF ) =


s(q˙) + c(q˙) if q˙ 6= 0,
uF if q˙ = 0 and |uF | < FS ,
FS sgn(uF ) otherwise,
(3.1)
with yF the resulting friction force and q˙ the velocity. Here, uF stands for
the external force applied to the system, FS the static force, c(q˙) the viscous
friction, and s(q˙) the Stribeck function. A common description of the Stribeck
curve is:
s(q˙) = FC
(
1 + βe−(q˙/vs)
2
)
︸ ︷︷ ︸
s+(q˙)
sgn(q˙) (3.2)
where β = FS−FCFC > −1 represents a relation between the static force FS and
the Coulomb force FC , while vs represents the Stribeck velocity. For β positive
FS > FC , and for −1 ≤ β < 0 the relation 0 ≤ FS < FC holds, while for
β = 0, there is no Stribeck effect and s+(q˙) = FC . The positive function
s+(q˙) > 0, ∀q˙ ∈ R, is introduced to simplify future definitions. The Gaussian
function in (3.2) offers a good experimental data fitting and is commonly used
in practice. Other existing parametrizations are reviewed by Olsson [78] and
Altpeter [4]. Another advantage of the Gaussian function is to offer an analytic,
i.e. smooth, expression for s+(q˙).
The viscous friction c(q˙) in (3.1) is commonly represented by a linear viscous
term c(q˙) = σv q˙. A nonlinear viscous friction model c(q˙) = σ
√
n
v |q˙|nsgn(q˙) is
used by Thiery et al. [100] with n ≃ 0.4 on an ETEL linear direct-drive motor.
A way to get the Stribeck curve (3.2) continuously differentiable is to replace
the signum function by hyperbolic tangent function, i.e. s(q˙) ≈ s+(q˙) tanh(ςq˙)
for ς ≫ 1. A continuously differentiable Stribeck function constructed using
only hyperbolic tangents is proposed by Makkar et al. [72]:
sMak(q˙) = γ1
(
tanh(γ2q˙)− tanh(γ3q˙)
)
+ γ4 tanh(γ5q˙) (3.3)
with γi ∈ R+ ∀i = 1, 2, ..., 5.
1The static-kinetic models formulation (3.1) refers to two similar models descriptions: one
coined by Altpeter (1999) [4] as “kinetic” models and one coined by Lampaert (2003) [67] as
“static” models.
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Figure 3.1: Kinetic friction versus velocity with (a) a discontinuous Stribeck
curve (3.2) and (b) a continuous Stribeck curve (3.3). In (a), the parameters
are FC = 0.1N, FS = 0.3N, and vs = 0.1m/s. In (b), the parameters are
γ1 = 0.25N, γ2 = 100s/m, γ3 = 10s/m, γ4 = 0.1N, and γ5 = 100s/m. The
linear viscous coefficient is set to σv = 0.05Ns/m for both figures.
There, the static friction FS can be approximated by γ1+ γ4 and the Coulomb
friction FC is modeled by the term γ4 tanh(γ5q˙). The Stribeck effect is captured
by the term tanh(γ2q˙)− tanh(γ3q˙) with presliding dyFdq˙ ≫ 0 (q˙ small) defined
by γ2 and onset of slipping
dyF
dq˙ < 0 by γ3.
Fig. 3.1(a) illustrates the kinetic friction with discontinuous Stribeck curve (3.2)
for parameters FC = 0.1 N, β = 2, i.e. FS = FC(1 + β) = 0.3 N, and vs =
0.1 m/s. Fig. 3.1(b) illustrates the kinetic friction with continuous Stribeck
curve (3.3) for parameters γ1 = 0.25 N, γ2 = 100 s/m, γ3 = 10 s/m, γ4 = 0.1 N,
and γ5 = 100 s/m. The linear viscous coefficient is set to σv = 0.05 Ns/m for
both figures.
The continuous kinetic friction model [72] has been used for Lyapunov-based
tracking control by Makkar et al. [73] and in Port-Hamiltonian analysis of the
LuGre friction model by Koopman et al. [64].
3.3 Single-State Dynamic Friction Models
Dynamic friction models have come into play to capture the presliding behavior,
and merge existing static and kinetic descriptions into a dynamic equation.
For this purpose, a state variable z, which models a lumped deflection of the
asperity, was introduced. An overview of three dynamic single-state friction
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models: Dahl [29, 30], LuGre [27, 78] and Elasto-Plastic [37, 38, 49], is shown
in Table 3.1.
Table 3.1: Single-state dynamic friction models
Model State equation
dz
dt
Friction yF
Dahl
∣∣∣∣∣1− sgn(q˙) zzs+β=0(q˙)
∣∣∣∣∣
δd
× κ1z
sgn
(
1− sgn(q˙) z
z
s+
β=0(q˙)
)
q˙
LuGre
(
1− sgn(q˙) z
zs+(q˙)
)
q˙ κ1z + σ1z˙ + σv q˙
Elasto-Plastic
(
1− ηep(z, q˙) sgn(q˙) z
zs+(q˙)
)
q˙ κ1z + σ1z˙ + σv q˙
For all three models, the function zs+(q˙) reflects the positive steady-state
deflection of the hypothetical asperity displacement z. zs+(q˙) is related to
the positive Stribeck curve by the stiffness coefficient κ1:
zs+(q˙) =
s+(q˙)
κ1
=
FC
κ1
(
1 + βe−(q˙/vs)
2
)
. (3.4)
In the Dahl model, the Stribeck effect is not defined (β = 0) and zs+(q˙) reduces
to FCs0 . Morever, if the shape factor δd = 1, the Dahl model reduces to the
LuGre model without Stribeck effect.
The Elasto-Plastic (EP) model [49] introduces a transition function ηep(z, q˙)
into the state equation, expressed as
ηep(z, q˙) =


0 if |z| ≤ zba or sgn(q˙) 6= sgn(z)
1
2
(
1 + sin
(
π
|z|− z
s+ +zba
2
zs+−zba
))
if zba < |z| < zs+
1 if |z| ≥ zs+
(3.5)
where zs+ stands for the steady-state deflection as defined in (3.4), and
zba stands for the breakaway deflection, which means that for |z| ≤ zba,
i.e. ηep(·) = 0, the model behaves elastically. For zba < |z| < zs+ , i.e.
0 < ηep(·) < 1, the model shows a mixed elastic and plastic behavior. Ratio
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between breakaway deflection zba and steady-state deflection zs+ is about 70-
80% [38, 49]. By keeping a pure elastic regime for |z| ≤ zba, the EP model is
able to reduce the drifting effect.
3.3.1 Properties and limits of single-state models
Dahl offers a model parameter δd determining the shape of the hysteresis and
is rate-independent, as observed in physical friction behavior. LuGre includes
the Stribeck effect, however by doing this the model becomes rate-dependent.
Both models suffer also from nonlocal memory effect and drifting behavior
in presliding. The Elasto-Plastic is able to reduce the drifting and nonlocal
memory effects, but its hysteresis shaping ability is also limited.
Ruderman and Bertram [92] recently introduced a two-state dynamic friction
model with elasto-plasticity, called 2SEP friction model. The 2SEP is able to
introduce the Stribeck and keep rate-independence, yet the local memory effect
in presliding is still present and hysteresis shaping limited.
Nowadays, if one has to choose a single-state friction model, the choice goes
to the LuGre model, which has a fair tradeoff between accuracy and ease of
implementation. Single-state model structures, as presented in (Table 3.1),
need special care with ODE integration at high velocities. Modified LuGre
models for friction compensation at high speed motion have been proposed [43,
44, 71].
However, for high precision positioning at low velocities, there is a need to
model the shape of the presliding friction with an arbitrary degree of freedom.
This will be possible with multi-state friction models, as presented in the
following section.
3.4 The Multi-State GMS Friction Model
The GMS model [1] is a multi-state dynamic friction model relating the velocity
q˙ of the object to the friction force yF depending on an internal state vector
z ∈ Rnz . The GMS model consists of a friction force equation yF = h(z, q˙)
and a differential state equation z˙ = φ(z, q˙).
Each state variable zi represents the displacement of a massless element i
(Fig. 3.2). Each element i can switch between a sticking and a slipping mode:
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• when the element i sticks:
dzi
dt
= q˙ until zi = sgn(q˙)z
s+
i (q˙), (3.6)
• then the element i slips:
dzi
dt
= Ci
(
sgn(q˙)− zi
z
s+
i (q˙)
)
, (3.7)
until q˙ goes through zero.
z
s+
i (q˙) =
νi
κi
s+(q˙) is a positive steady-state deflection corresponding to a
normalized fraction νi (with
∑
νi = 1) of the positive velocity weakening
Stribeck function s+(q˙). κi is the stiffness of element i. In sliding mode (3.7),
the attraction parameter C (with Ci =
νi
κi
C) is a gain that determines how fast
|zi| converges to zs+i (q˙).
The resulting friction force is the summation of the nz stiffness forces κizi and
micro-viscous forces σiz˙i plus a viscous term:
yF =
nz∑
i=1
(κizi + σiz˙i) + σv q˙. (3.8)
The hysteresis shape in presliding is defined by the stiffness distribution (κi, νi),
as revised in Appendix B.4 and illustrated in Fig. B.1 and Fig. B.2. The
influence of the attraction parameter C is illustrated in Fig. 3.7 and further
discussed in Section 3.5.1.
As already mentioned, the GMS model describes and simulates all essential
friction characteristics in presliding and sliding regime, while offering a
simplified heuristic friction model [1]. However, its drawback lies in its
switching structure (3.6)-(3.7) creating discontinuities in the state variable
derivatives. Moreover, in addition to the state vector, a binary state condition
vector is needed to indicate the mode of each element, i.e. presliding (3.6) or
sliding (3.7), in order to determine the state equation to be solved at each
time instant. This yields a non-differentiable state vector with discontinuous
gradient. This discontinuity prevents the use of gradient-based estimation
techniques, as well as ODE solvers that are more advanced than the basic
explicit Euler integration scheme.
3.4.1 Relation to Multi-State Hysteresis Models
Historically, research on hysteresis, which means “to lag behind” in Greek, has
been motivated by studying ferromagnetic materials behavior [56]. Hysteresis
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κ1
κi
κnz
z1 + z¯0
zi + z¯0
znz + z¯0
1
i
nz
ν1s(q˙)
νis(q˙)
νnzs(q˙)
Figure 3.2: Representation of the GMS friction model using nz elementary
Maxwell-Slip (MS) models in parallel, which all have one common input
displacement q. Each of the elements i has an output force κizi, characterized
with a stiffness κi, a spring deflection zi (state variable), and a slip force limit
νis(q˙). z¯0 is the spring deflection at rest. The MS elements have no mass.
models, based on the Preisach model or its discrete version, the Prandtl-
Ishlinskii model, are weighted superpositions of stop-type operators called
hysterons [74, 67]. In contrast to this, a superposition of play-type operators,
inverse of stop-type operators, would lead to backlash modeling [74, 56].
Preisach and Prandtl-Ishlinskii operators are phenomenological, or geometrical,
models representation without physical interpretation. On the other hand,
a Maxwell-slip model is usually an elasto-plastic element, characterized by a
stiffness and a force limit. In the literature, the Maxwell-slip model [46] is
also called a Masing model consisting of Jenkin elements in parallel [67, 93].
In addition, an interesting synthesis of friction-induced hysteresis via Duhem
modeling is presented by Padthe et al. [80].
More information about the hysteresis shaping with the Maxwell-slip elements
and the (κi, νi) distribution is found in Appendix B.4.
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A Differential-Algebraic Multistate (DAM) friction model
Recently, a differential-algebraic multistate (DAM) friction model, closely
related to the GSM model, was presented by Xiong et al. [106]:
a˙ =
s+(q˙)− a
τd
(3.9)
z˙i =
sat(νia, κizi + σiq˙)
σi
(3.10)
yF =
nz∑
i=1
sat(νia, κizi + σiq˙) + σv q˙. (3.11)
Compared to the GMS model, the DAM has the same (κi, νi) distribution
to shape the hysteresis, but one extra state a and parameter τd to replace the
attraction parameter C present in the GMS. Also, the micro-viscous coefficents
σi are mandatory in the DAM model, which is not the case in the GMS/S-GMS
models, see Section 3.5.3. Moreover, in the DAM model, the micro-viscous
coefficents σi multiply the velocity q˙ in the differential equation (3.10) and the
output equation (3.11), while in the GMS/S-GMS models they multiply z˙i only
in the output equation (3.8). The DAM model aims to have a more compact
formulation, but it still relies on non-smooth, conditional, saturation functions.
3.5 The Smoothed GMS Model Formulation
The smoothed GMS model (S-GMS) aims to preserve the benefits of the GMS
model, while using an analytic formulation of the differential state equations.
The S-GMS is a multi-state model similar to the GMS model, but combines
state equations (3.6) and (3.7) into a single state equation z˙ = ϕz(z, q˙) for
each element i. The following analytic multi-state model is proposed:
dzi
dt
= q˙ − ηi(zi, q˙)q˙a zi
z
s+
i (q˙)
, (3.12)
where q˙a represents the absolute value of the velocity q˙a = |q˙|. The piecewise
differentiability of class C0 at q˙ = 0 is allowed, as the velocity is not part of the
state variables2.
2If the velocity would be part of the state variables, a smoothed approximation of the
absolute velocity, either q˙a =
√
q˙2 + ǫ with ǫ an arbitrarily small positive constant or
q˙a = q˙ tanh(ςq˙) for some ς ≫ 1, could be used.
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In (3.12), ηi(zi, q˙) ∈ (0, 1) is a smoothed transition function between presliding
(ηi ≃ 0) and sliding (ηi ≃ 1) regime for each element i. ηi consists of two
multiplicative terms:
ηi(zi, q˙) = ηAi(zi, q˙) ηBi(zi, q˙), (3.13)
where the transition function ηAi , shown in Fig. 3.3(a), vanishes when |zi| <
ζz
s+
i (presliding), and reaches unity otherwise (sliding):
ηAi(zi, q˙) = 1− 12 tanh
[
λ
(
zi
z
s+
i (q˙)
+ ζ
)]
+ 12 tanh
[
λ
(
zi
z
s+
i (q˙)
− ζ
)]
. (3.14)
Parameter λ defines the transition sharpness of (3.14) while parameter ζ ∈
[0.7, 1) defines the transition points where ηAi(±ζzs+i , ·) = 12 . Both parameters
ζ and λ are chosen to get ηAi arbitrarily close to one when |zi| = zs+i . Tuning
rules will be further discussed in Section 3.5.2.
The reset function ηBi , shown in Fig. 3.3(b), vanishes at velocity reversal (onset
of presliding) when sgn(q˙) 6= sgn(zi):
ηBi(zi, q˙) =
1
2 +
1
2 tanh
(
γ
zi
z
s+
i (q˙)
q˙
vs
)
, (3.15)
where γ defines the transition sharpness.
The different transitions between sticking and sliding mode for each element are
summarized with a pseudo state diagram in Fig. 3.4. Four combinations result
from a two-tuple 〈ηAi , ηBi〉 representation: {〈0, 0〉, 〈0, 1〉, 〈1, 1〉, 〈1, 0〉}, where 0
and 1 represent the infimum and supremum values of ηAi and ηBi . The sticking
mode (ηAiηBi ≃ 0) is represented by three combinations: {〈0, 0〉, 〈0, 1〉, 〈1, 0〉}
and the slipping mode (ηAiηBi ≃ 1) is represented by one combination:
{〈1, 1〉}. It should be noted that smooth transitions occur between the four
combinations. This embedded smoothing scheme annihilates the need of a
binary state condition vector present in the GMS model.
3.5.1 Properties of the S-GMS Model
The S-GMS model is a multi-state friction model, similar to the GMS model.
If the state equation (3.12) reduces to one single-state (nz = 1) the S-GMS
is similar to the single-state Elasto-Plastic (EP) friction model [38], [49]. If
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Figure 3.3: Smooth sigmoidal-like transition functions ηAi and ηBi between
sticking and slipping mode for element i. The element i sticks when ηAiηBi ≃ 0
and slips when ηAiηBi ≃ 1. The smoothing function ηAi is shown in (a) for
three different values of ζ and λ while satisfying the condition ηAi(1, ·) = 0.99.
Correspondingly, the smoothing function ηBi is shown in (b) for three different
values of γ.
0, 0
0, 1
1, 1
1, 0
Stick
Stick
Slip
Stick
|q˙|9 0 xor |zi|9 0
(for both directions) |zi| → z
s+
i
|q˙|9 0
(for both directions)
|zi| < ζz
s+
i
Figure 3.4: Pseudo state diagram representation of the transitions of the
smoothing function ηi = ηAiηBi . The function ηi can be represented as a
two-tuple 〈ηAi , ηBi〉 with four combinations: {〈0, 0〉, 〈0, 1〉, 〈1, 1〉, 〈1, 0〉}. Three
combinations for the sticking mode (ηAiηBi ≃ 0) and one combination for
the slipping mode (ηAiηBi ≃ 1). The diagram shows the possible smoothed
transitions between the four combinations. Definition: x 9 0 means that the
value of x goes through 0.
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additionally the smoothing function η = 1, the S-GMS model boils down to
the LuGre model [27]. The state equation (3.12) is indeed closely related to
the single-state Elasto-Plastic (EP) friction model. Hence, the S-GMS model
can also be viewed as a multi-state EP model. The EP model uses a piecewise
continuous transition function (of class C1) between the presliding and sliding
regime. On the other hand, the S-GMS model introduces an analytic transition
function, which is infinitely differentiable (also known as smooth or C∞). This
makes the analytic multi-state S-GMS model (3.12) completely free of any
conditional switching (e.g. if-then-else statements), in contrast to the GMS
model (3.6-3.7). This is further discussed in Section 4.4.3.
For a fixed set of parameters, Fig. 3.5 compares the S-GMS, GMS and
LuGre models with regard to four friction behaviors: (a) presliding hysteresis,
(b) nondrifting friction, (c) frictional lag, and (d) transition behavior. The
corresponding input trajectories to generate the four friction behaviors are
shown in Fig. 3.6. Fig. 3.7 shows the influence of the smoothing parameter ζ of
the S-GMS model and the influence of the attraction parameter C of the GMS
model in both presliding and friction lag properties.
The S-GMS model has the same set of parameters as the GMS model, except
for the smoothing parameters λ, ζ, γ (see Section 3.5.2), and the attraction
parameter C (discussed below). For the parameters common to both models,
the values can simply be copied.
The multi-state representation of the GMS and S-GMS models allows the
presliding hysteresis behavior to be shaped through the elements’ stiffnesses
distribution (κi, νi), while guaranteeing the nonlocal memory effect (Fig. 3.5(a))
and the nondrifting property (Fig. 3.5(b)). No noticeable differences between
the S-GMS and GMS can be observed in Fig. 3.5(a). The ability to shape the
hysteresis curvature in presliding is a major advantage of multi-state models
such as GMS and S-GMS, as demonstrated in Section 4.4.4 for experimental
friction estimation.
In response to a positive/negative oscillating velocity, the transition behavior
(Fig. 3.5(d)) of the S-GMS and GMS models are still similar. However, the
frictional lag (Fig. 3.5(c)) obtained with an oscillating positive velocity around
the Stribeck velocity looks different for both models (especially in case of a
significant Stribeck effect, when FS ≫ FC). This is due to the absence of an
explicit attraction parameter C in the S-GMS model.
In frictional lag behavior, Fig. 3.7(c) shows the effect of the attraction
parameter C for the GMS model while Fig. 3.7(d) shows the effect of the
smoothing parameter ζ (function of λ and γ as described in Section 3.5.2) for
the S-GMS model. For both models, a decrease of C and ζ will decrease the
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maximum amplitude of the frictional lag limit cycle. While for the GMS model
the limit cycle area gets wider, the limit cycle area for the S-GMS model keeps
rather constant, yet showing an overall behavior similar to the GMS model. It
should be noted that an increased smoothing of ηi (decrease of ζ value) makes
the frictional lag behavior of the S-GMS model look like the LuGre model. In
presliding, there is no effect of parameter C for the GMS model as shown in
Fig. 3.7(a). In Fig. 3.7(b), the influence of the smoothing parameter ζ for the
S-GMS model shows a slight nonlocal memory effect appearing for ζ < 0.9, yet
much smaller than for the LuGre model.
To summarize, the S-GMS model captures all physical friction properties of
the GMS model. The main added value of the S-GMS over the GMS is
that the S-GMS provides a completely smooth and differentiable set of ODEs,
without conditional switching with regard to the state variables and model
parameters. This feature makes the S-GMS well suited for on-line gradient-
based estimation techniques for both state and parameter estimation in an
optimization framework, such as the ACADO Toolkit [51, 52, 42].
3.5.2 Setting of the Smoothing Parameters
Three smoothing parameters (ζ, λ, γ) are needed to set the smoothed transition
function ηi = ηAiηBi (3.13). However, only one parameter, i.e. ζ ∈ [0.7, 1)),
needs to be tuned to get the required smoothing behavior as shown in Fig. 3.7.
The parameter λ is set to get ηAi arbitrarily close to one when |zi| = zs+i , i.e.
ηAi(z
s+
i , ·) = 12 + 12 tanh(λ(1− ζ)) = 1− α with α ∈ (10−2, 10−3). This results
in:
λ =
atanh(1− 2α)
1− ζ . (3.16)
By definition, parameters λ and γ are equivalent to twice the maximum slope
of ηAi (3.14) and ηBi (3.15), respectively, i.e.
λ
2
=
dηAi
dzi
∣∣∣∣
zi=ζz
s+
i
and
γ
2
=
dηBi
dziq˙
∣∣∣∣
ziq˙=0
. (3.17)
Hence, to get similar slopes for ηBi and ηAi , γ is set equal to λ.
Remarks of practical importance
Limited Stribeck effect: In high-precision positioning, where well lubricated
ball-bearing guideways are used, the Stribeck effect is either absent or limited
(FS ≈ FC) and the friction lag is almost non-existent in sliding (i.e. z˙ ≈ 0)
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Figure 3.5: Four friction behaviors of the GMS, S-GMS and LuGre friction
models. (a) Hysteresis with nonlocal memory during presliding. (b) The
nondrifting property, which is the response to an oscillatory force input whose
amplitude remains under the breakaway limit, after sliding. (c) Frictional
lag with an oscillating positive velocity. (d) Periodic-motion friction with
sliding. For all four behaviors, the friction parameters are nz = 8 elements,
κi =
10
i
∑
1
i
106N, νi =
1
nz
, FS = 3N, FC = 2N, vs = 1µm/s, C = 15N/s
(GMS only). The smoothing parameters of the S-GMS model are ζ = 0.9 and
λ = γ = 35 (to get α = 10−3).
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Figure 3.6: Input trajectories for the four friction behaviors of the GMS, S-GMS
and LuGre friction models presented in Fig. 3.5. (a) Position profile for the
hysteresis behavior, with two minor loops, in presliding. (b) Force input
for the nondrifting property, for which the amplitude of the oscillatory part
remains under the breakaway limit, and assuming a moving mass of 1 kg. (c)
Strictly positive velocity profile for the frictional lag. (d) Velocity profile for
the transitional behavior.
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Figure 3.7: Effect of the attraction parameter C in the GMS model (plots (a)
and (c)), and the smoothing parameters ζ in the S-GMS (plots (b) and (d)).
In presliding, plots (a) and (b) show the effect of the attraction parameter C
and the smoothing parameter ζ for the GMS and S-GMS models, respectively,
at the closing of a minor loop (magnification of Fig. 3.5(a)). For the frictional
lag behavior, plots (c) and (d) show the effect of the attraction parameter C
and the smoothing parameter ζ for the GMS and S-GMS models, respectively.
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[10]. In such case, the influence of the smoothing parameters tuning is more
important in presliding than in sliding around the Stribeck velocity.
Smoothing in presliding: A sharp transition of the smoothing function helps
the S-GMS model to accurately match the GMS model in presliding. Yet, for a
limited number of elements, the GMS model has the drawback to show a linear
piecewise hysteresis shape. The use of smooth transitions helps to reduce the
piecewise effect due to a limited number of elements, yet with the trade-off to
get some nonlinear memory effect.
Limited derivative amplitude: A too sharp transition of the smoothing
function η may yield some numerical issues in the evaluation of the Jacobian
and non-desirable effects in gradient-based estimation. In particular, a steep
gradient may cause jumps around the optimal solution. The tuning rule (3.16)
has the advantage to preserve the model properties while defining the maximum
slopes (3.17). For the simulation (Fig. 3.5) and the experiment (Table 4.1), the
maximum slope value is 17.5.
3.5.3 On the micro-viscous coefficients
The micro-viscous coefficients σi in (3.8) are optional in the GMS and S-GMS
models, as the presliding hysteresis behavior is completely captured by the
(κi, νi) distribution [1]. This is not the case for the single-state LuGre model in
which the hysteresis is defined by the unique stiffness coefficient κ1. The micro-
viscous coefficient σ1 does help to shape the presliding hysteresis. Moreover,
to ensure that the LuGre friction model stays dissipative, the condition σ1 <
min
(
σv
β ,
4s+(q˙)
|q˙|
)
should hold for the LuGre model [78, 15, 12]. The σ1 value
chosen for the experimental validation (Table 4.1) respects the dissipativity
condition, while giving a fair behavior of the LuGre model. A velocity-
dependent micro-damping σ1 in the LuGre model has also been proposed by
its initiators [78, 12], but seldom used in practice.
The only use of σi coefficients in the GMS model, as for the S-GMS, is to keep
the model dissipative if a small amount of elements (e.g. 1-2) is used. As the
GMS works with piecewise segments, it may happen that the working range
stays within the range of the first linear piece for very small displacements
resulting in no energy dissipation, i.e. resulting in spring behavior without
damping. Thus, the micro-viscous term in the friction force equation imposes
dissipation of energy and prevents limit cycle problems due to the piecewise
approximation. On the other hand, if a big enough amount of elements (e.g.
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> 2) is used and that the motion never keeps the first element in sticking mode,
the resulting hysteresis behavior will impose dissipativity, proportional to the
hysteresis surface, know as structural dissipation, without the need of artificial
micro-viscous damping [3, 1].
Inherent to its structure, the DAM model [106] requires the micro-viscous
coefficients σi > 0 as they appear in the dynamical state equation (3.10).
3.5.4 Internal States Simulation
A closer look at the S-GMS internal states z and smoothing functions η is
provided in Fig. 3.8 for the presliding behavior with nonlocal memory hysteresis
shown in Fig. 3.5(a). Model parameters are the same as for the friction
behaviors described in Fig. 3.5, excepted that the state dimension is nz = 4.
The four internal states zi are shown in Fig. 3.8(a) and the four smoothing
functions ηi are shown in Fig. 3.8(b). It clearly shows that when state zi
reaches its steady-state deflection z
s+
i (q˙), shown in dashed green in Fig. 3.8(a),
then the corresponding smoothing function ηi → 1. On the contrary, when
state zi lies in the elastic region −ζzs+i (q˙) < zi < ζzs+i (q˙), then ηi → 0.
The (κi, νi) distribution in the above simulation follows the harmonic sequence
defined in Appendix B.4.
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Figure 3.8: States zi and smoothing functions ηi for the S-GMS model with
nz = 4.
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3.5.5 Alternative S-GMS Formulations
This section presents the S-GMS in a compact matrix formulation that shows
a unified structure to the single-state models. Also, structural links between
the single/multi-states models are outlined. Finally, a change of variable is
introduced to reduce the model nonlinearities for use with combined state and
parameter estimation.
Matrix formulation: The analytic set of ODEs of the S-GMS model can be
written in a compact vector-matrix formulation as follows:
z˙ = q˙ [Inz×1 −Υ(z, q˙)z] (3.18)
yF = κ
Tz + σT z˙ + σv q˙ (3.19)
where the diagonal matrix Υ(z, q˙) contains normalized smoothing functions
describing presliding behavior and Stribeck effect.
This matrix formulation shows the unified structure of the S-GMS including
single-state LuGre and Elasto-Plastic models (Table 3.1) as special cases.
This unified structure of the S-GMS is emphasized by Prof. Farid Al-Bender,
the co-inventor of the GMS model: “This is very interesting and, from a
historical point of view, very amusing. You have actually re-invented, in an
indirect way, the LuGre model, which is the special case (of your multi-state
model or the single-state elasto-plastic) when η, the smoothing function, is made
identical to unity. In other words, you have closed the circle completely.”
Fig. 3.9 shows the shared structural features between the S-GMS and the other
friction models.
Change of variables: A redefinition of the state variable zi can be introduced
as z′i = κizi. Then the new state z
′
i is expressed in force unit [N] instead
of displacement unit [m]. This is particularly interesting from a linearization
point of view, when one aims to estimate both the state zi and the stiffness
parameter κi, as the output equation yF becomes independent of the stiffness
parameters κ. Yet, z′i and κi still have a nonlinear dependence in the model
ODE. This change of variable is implemented for friction state and parameter
estimation, which also helps to improve the model structure identifiability [70].
Both formulations are explicitly written down in Appendix B. The GMS
formulations with state zi in [m] or [N] units already appeared in Al-Bender [1]
and Lampaert [67], respectively; however, without mention about linearization
properties.
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Figure 3.9: Relation between the S-GMS and other friction models. The links
show the shared structural features.
3.6 Conclusion
This chapter introduced the S-GMS friction model, a smoothed and analytic
model that closely approximates the generalized Maxwell-slip (GMS) model, a
multi-state friction model known to describe all essential friction characteristics
in presliding and sliding motion. In contrast to the GMS model, which
consists of a switching structure to accommodate for its hybrid nature, the
S-GMS model consists of an analytic set of differential equations well suited for
automatic differentiation and gradient-based state and parameter estimation.
Similar to the GMS model, the S-GMS model is a multi-state model that also
describes all essential friction characteristics. Moreover, the S-GMS model
description includes the single-state LuGre model and Elasto-Plastic model as
special cases by providing an uniform equation structure.

Chapter 4
Experimental Friction
Estimation
4.1 Introduction
This chapter presents offline results of experimental friction state and
parameters estimation. Two gradient-based estimation techniques presented in
Chapter 2, the EKF and unconstrained MHE, are implemented for the S-GMS
analytic friction model developed in Chapter 3.
First, the test setup is introduced in Section 4.2 along with the frequency
domain identification of the direct-drive motor.
Then, Section 4.4 compares EKF state and parameter estimation using the
S-GMS and LuGre model. This experimental validation shows the benefit of
the S-GMS in presliding regime.
Section 4.5 implements the unconstrained MHE (uMHE) for the S-GMS model
and compares it with the EKF. Similar behaviors in state and parameter
estimation are obtained with the EKF and uMHE.
4.2 The Direct-Drive Linear Motor Test Setup
The test setup under study is an ETEL XY positioning table, shown in Fig 4.1,
used in optical wafer inspection.
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10 cm
Figure 4.1: Direct-drive XY positioning table for wafer inspection
The positioning of the XY axes is performed with direct-drive permanent-
magnet synchronous linear motors. A direct-drive technology means that the
motor power is transmitted directly to the translational motion, without any
reduction or gearbox mechanisms.
The XY positioning table shown in Fig 4.1 uses ball-bearings guideways, and
hence rolling friction is present. In this chapter, friction of the lower X axis is
considered.
The linear encoders present on the axes are Heidenhain LIP 481 R, analog
sin/cos 1Vptp and a period of 2µm. With a digital interpolation of 4·211 = 8192,
the encoder resolution is 0.24nm.
4.2.1 X-Axis System Identification
This section discusses the identification of the system dynamic based on the
frequency response function (FRF) measurements of the system. The FRF, and
hence the system behavior depends on the level of excitation. Two asymptotic
linear regimes, corresponding to the sliding and presliding friction behavior,
are captured by the FRF [4, 67].
In the following derivation a single-state friction model such as the LuGre model
or the S-GMS with nz = 1 is considering for ease of notation, however a similar
reasoning can be extended to a multi-state friction model.
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For high velocities, assuming that the state z1 of the friction model has
reached its steady-state value, i.e. z˙1 = 0, the system dynamics reduces to:
mq¨ + σv q˙ + Fcog = u, (4.1)
where Fcog is an averaged cogging force. A corrected input force u˜ = u− Fcog
is considered to obtain a linear system. Hence, the transfer function between
u˜ and the position q, can be expressed as:
Gsliding =
Q(s)
U˜(s)
=
1
m
s(s+ σvm )
. (4.2)
For small displacements, in presliding regime, |z1| ≪ zs+1 and then
Equation (3.12) reduces to z˙1 ≃ q˙, which after integration leads to z1 = q+ q0,
where q0 is an integration offset. Therefore, the system dynamics for small
displacements is described as:
mq¨ + (σv + σ1)q˙ + κ1(q + q0) = u− Fcog. (4.3)
Hence, considering the corrected input u˜ = u−Fcog and the corrected position
q˜ = q + q0, the transfer function in presliding can be described as:
Gpresliding =
Q˜(s)
U˜(s)
=
1
m
s2 + σv+σ1m s+
κ1
m
. (4.4)
The slope of the Bode diagram of the two transfer functions (4.2) and (4.3) are
shown in Fig. 4.2.
The experimental identification of the lower X axis is achieved using various
levels of multi-sine, ranging from presliding to sliding. The resulting FRF’s are
shown in Fig. 4.3. These experimental results are simular to those obtained
in [4, 67].
The following characteristic frequencies are identified from the FRF’s:
fσv =
σv
m
≃ 5Hz (4.5)
fκ1 =
√
κ1
m
≃ 170Hz (4.6)
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Figure 4.2: Theoretical frequency responses of the the two asymptotical friction
behaviors: (i) the sliding behavior (4.2) with the -20/-40 dB/decade curve, and (ii)
the presliding behavior (4.3) with the 0/-40 dB/decade curve.
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Figure 4.3: Experimental frequency responses for different levels of multi-sine
excitation. The sliding behavior is captured with the highest level of excitation, while
the presliding behavior is captured with the lowest level of excitation. Experimental
FRFs with intermediate levels of excitation are lying in between the two theoretical
asymptotic behaviors and represent also local linear approximations of the nonlinear
presliding behavior with varying stiffness and onset of sliding.
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which leads to the following parameters:
κ1 ≃ 7 · 105 kTA/m (4.7)
σv ≃ 20 kTAs/m (4.8)
m ≃ 0.6 kTAs2/m (4.9)
where the motor constant kT = 20 N/A as per the motor specification.
The resonance mode at low frequency flow ≃ 10 Hz is coming from the frame
supporting the XY table. In industrial applications, this low resonance mode
would be reduced by appropriate active damping of the base structure. The
group of high frequencies fhigh ≃ 300, 600, 900 Hz are the resonance modes of
the XY table itself.
4.3 The Reduced-Order Friction Observer
A model of a moving mass m with the actual friction force yF = ψ(·) is
represented in Fig. 4.4. The position qs of mass m is controlled through a
feedback controller K, which outputs an actuation force ua. Based on the
position qs, the friction state vector z and parameter vector p are estimated by
minimizing the error in the least-squares sense [block Z] between the estimated
friction force yˆF = h(xˆ, ˜˙q) [block F ] and the indirect friction force measurement
y˜F . The latter, y˜F = ua − m˜¨q, is obtained as the control input ua minus
an inertial term m˜¨q [block Y], assuming a known mass m and estimates
of velocity ˜˙q and acceleration ˜¨q [block V]. The velocity and acceleration
estimates ˜˙q and ˜¨q are discussed in Section 4.4.1. To clarify the notation, we
mention that estimated variables from the friction observer [blocks Z & F ] (i.e.
xˆ = [zˆT , pˆT ]T , yˆF ) are denoted by the hatˆsign, while kinematic estimates (i.e.
˜˙q, ˜¨q, y˜F ) are denoted by the tilde˜sign. The friction observer [blocks Z & F ]
implements the reduced-order model as defined in Table 2.1.
4.4 Estimation Comparison between LuGre and
S-GMS Models
This section discusses the experimental validation of the EKF friction model
state and parameter estimation. The LuGre model (Table 3.1) is compared
with the S-GMS model (3.12) for friction estimation in presliding regime.
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Figure 4.4: A moving mass m, subject to friction yF = ψ(·), is driven by a
position feedback controller K to track a reference trajectory qr. The friction
observer comprises four parts: block V, a velocity and acceleration observer;
block Y, an indirect friction force measurement y˜F based on the control input
ua minus an inertial term m˜¨q; block F , the estimated friction force yˆF , a
function of the estimated state vector xˆ and the velocity input ˜˙q; and block Z,
a state observer to get the estimated state vector xˆ from the velocity input ˜˙q
and a correction between the indirect friction force measurement y˜F and the
estimated friction force yˆF . The friction observer [blocks Z & F ] implements
the S-GMS friction model as defined in Chapter 3. In this study, the estimated
friction force yˆF is not fed back to the system to compensate for friction (dashed
line).
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Figure 4.5: Experimental trajectory. (a) Measured velocity ˜˙q, (b) Measured
position qs, (c) Indirect friction force measurement y˜F = ua−m˜¨q, (d) Friction
force vs position depicting minor loops hysteresis.
4.4.1 Data Acquisition and Trajectory Profile
Friction state and parameter estimation is validated offline with experimental
input-output data from the direct-drive linear motor setup presented in
Section 4.2. Position qs and control input ua are sampled at fS = 10kHz. The
control input current, expressed in [A], is multiplied by the motor constant kT
in [N/A] to get the actuation force ua in [N]. The estimated velocity ˜˙q and
acceleration ˜¨q are obtained by taking the first order finite-difference derivative
of the measured position q and the estimated velocity ˜˙q, respectively, combined
with a second order low-pass filter with a cutoff frequency of fC = 500Hz.
The EKF friction observer prediction step (2.19) uses the estimated velocity
˜˙q, while the indirect friction force measurement y˜F = ua −m˜¨q is used in the
correction step (2.20). The prediction time step is 0.1ms, while two different
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Table 4.1: Nominal S-GMS and LuGre Friction Parameters Values used for
Experimental State and Parameter Estimation
S-GMS LuGre
Parameters Values Values Unit
nz 4 1 –
[ κ, ν, σ ]


2400 0.067 0
500 0.056 0
142 0.047 0
158 0.83 0

 [240, 1, 0.2] [ N/mm, –, Ns/mm ]
σv 0.4 0.4 Ns/mm
FC 9 9 N
β 0.12 0.12 –
vs 1 1 mm/s
ζ 0.9 – –
λ, γ 35 (α = 10-3) η = 1 –
correction time steps, 10ms and 1ms, are taken into consideration to investigate
the influence of the time step on the friction estimation. State estimation with
a slower correction step rate relies more on the accuracy of the model, due to
the longer open loop estimation, than state estimation with a faster correction
step rate. A slower correction step rate is also required if computationally
intensive moving horizon approaches are used.
The reference trajectory is a back and forth motion with a maximum range of
200µm, which spans from presliding to sliding, combined with smaller motions,
called minor loops, as shown in Fig. 4.5(b) for a piecewise linear velocity profile,
in Fig. 4.5(a), and an acceleration of ±0.02m/s2. The indirect friction force
measurement y˜F is shown in Fig. 4.5(c). Fig. 4.5(d) shows y˜F versus the
measured position q. Typical minor loops of friction hysteresis are visible.
In this experiment, with a maximum acceleration of ±0.02m/s2 and a mass
m = 20kg, the inertial term is limited to 0.4N. The use of a low-pass filter
introduces a lag in the estimated acceleration ˜¨q and inertial term m˜¨q. However,
its influence on the indirect friction force y˜F is limited. The low-pass filter lag
effect is mostly visible by little glitches of about 0.4N on y˜F when the piece-wise
acceleration changes sign, (e.g. circles in Fig. 4.6).
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Figure 4.6: Estimated S-GMS friction force yˆF (Estimate) with correction step
at 10ms from the indirect friction force measurement y˜F (Measure). Circles
indicate influence of inertial term m˜¨q at acceleration reversal.
4.4.2 Estimation Setup
A common choice for the number of states zi in the (S)GMS models is nz = 4
[57]. This is a tradeoff between reasonable presliding hysteresis modeling and
model complexity. We aim to estimate the stiffness parameter vector κ ∈ Rnz
and the Coulomb force FC , assuming a fixed distribution vector ν ∈ Rnz . For
nz = 4, the augmented vector is
x = [ z1 z2 z3 z4 | κ1 κ2 κ3 κ4 FC ]T , (4.10)
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Figure 4.7: Estimated LuGre friction force yˆF (Estimate) with correction step
at 10ms from the indirect friction force measurement y˜F (Measure).
and the corresponding sparsity pattern of the Jacobian F (2.21) is
F =


• | • •
• | • •
• | • •
• | • •
− − − − + − − − − −
| •
| •
| •
| •
| •


. (4.11)
Here, • stands for a non-zero entry. The corresponding compactness factor is
as low as 22%. The Jacobian H (2.22) is given by:
H = [ κ1 κ2 κ3 κ4 | z1 z2 z3 z4 0 ]. (4.12)
For better numerical conditioning, we introduce a change of state variables
and a parameter normalization. The new state vector z′ is defined as z′i = κizi,
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Figure 4.8: Estimated friction with correction time step at 10ms. Estimated
S-GMS friction force yˆF (blue) vs time (a) and vs position (b). Estimated
LuGre friction force yˆF (green) vs time (c) and vs position (d). Uncertainty
bounds at ±2σ are shown in (a) and (c). Indirect friction force measurement
y˜F is shown in red in all four graphs.
and the normalized parameter vector p′ is defined as p′ = diag(p0)
−1p, where
p0 is the nominal (initial) parameter vector. Equation (3.8) reduces to yF =∑
z′i + σv q˙, and (3.12) is recast to z˙
′ = ϕ′(z′, q˙). The new Jacobian F ′ keeps
the same sparsity pattern as in (4.11), while the new Jacobian H ′ becomes
equal to:
H ′ = [ I1×nz | 01×np ]. (4.13)
As mentioned in Section 3.5.3, the S-GMS micro-viscous coefficients σi in (3.8)
are set equal to zero, as they do not add any friction modeling improvement.
On the other hand, the LuGre σ1 coefficient is set to the value defined in
Table 4.1 to ensure a fair comparison.
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Figure 4.9: Estimated friction with correction time step at 1ms. Estimated
S-GMS friction force yˆF (blue) vs time (a) and vs position (b). Estimated
LuGre friction force yˆF (green) vs time (c) and vs position (d). Uncertainty
bounds at ±2σ are shown in (a) and (c). Indirect friction force measurement
y˜F is shown in red in all four graphs.
4.4.3 Numerical Implementation Issues
The analytical expression of the S-GMS model (3.12) is much easier to
implement in a gradient-based estimation framework than expressions (3.6)-
(3.7) of the GMS model. In the EKF, integration of state equation (2.19a)
and evaluation of Jacobian F (2.21) are straightforward for the S-GMS model,
while it requires quite a few conditional switching steps for the GMS model
(e.g. if-then-else statements). For the GMS model, in addition to the state
vector, a binary state condition vector is needed to indicate the mode of each
element, i.e. presliding (3.6) or sliding (3.7), in order to determine the state
equation to be solved at each time instant. To this end, 2nz + 1 conditions
have to be checked at each time instant: the value of each state zi (below or
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Figure 4.10: Estimated S-GMS friction state z with correction time step at
10ms. (a) state z′1, (b) state z
′
2, (c) state z
′
3, (d) state z
′
4. Uncertainty bounds
at ±2σ are shown.
above its breakaway limit), the condition of each element i, and the sign of
the velocity q˙. This yields a non-differentiable augmented state vector with a
priori rules limiting the evaluation of the Jacobian and sensitivities. Also, the
use of an adaptive step-size and implicit ODE solver are cumbersome with the
GMS model.
In offline experimental estimation (Section 4.4.4), the ode23 solver from
MATLAB is used to integrate the S-GMS set of ODE equations (3.12). This
Runge-Kutta Bogacki-Shampine scheme is also able to handle the moderate
ODE stiffness for higher κ values1.
1In friction model equations, numerical stiffness is closely related to mechanical stiffness.
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Figure 4.11: Parameter estimation. (a) Estimated S-GMS friction force yˆF , (b)
parameters κ′1, κ
′
2 and κ
′
3, (c) parameter κ
′
4, (d) parameter F
′
C . Uncertainty
bounds at ±2σ are shown.
4.4.4 Experimental Results
The nominal set of friction parameters used in the EKF estimator is listed in
Table 4.1. These parameters were identified using the virgin curve technique
from [57]. The normalized augmented state vector x′ = [z′T ,p′T ]T comprises
the new state vector z′ = [z′1 z
′
2 z
′
3 z
′
4]
T in force units [N] and the normalized
parameter vector p′ = [κ′1 κ
′
2 κ
′
3 κ
′
4 f
′
C ]
T without units [–].
The parameter covariance matrix Qp = σ
2
pInp×np is set with σp = 0.05,
i.e. corresponding to 5% of the normalized nominal value. The state noise
covariance matrixQz = diag(σ
2
z1 , ..., σ
2
znz
) is set with σzi = 0.1νiFC , to account
for the distribution ν of the steady-state κiz
s+
i (q˙) = νis+(q˙) ≃ νiFC . By
analyzing the measurement noise and the uncertainty of the indirect friction
force measurement y˜F , influenced by ˜¨q, the variance R = σ
2
y is set with
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σy = 0.5N.
To ensure a fast convergence at start, the EKF state vector is initialized in
sliding regime at z′0 ≃ ν(y˜F −σv ˜˙q). This relation holds since all elements i are
sliding (i.e. ∀ηi ≃ 1).
Fig. 4.6 and Fig. 4.7 show the estimated friction during the complete trajectory
using a correction time step of 10ms for the S-GMS model and the LuGre model,
respectively. The S-GMS model estimates the minor loops friction hysteresis in
presliding more accurately than the LuGre model. This is especially visible at
the onset of presliding when the velocity goes through zero and the stiffness is
the highest, and also when the minor loop is closing to the outer loop without
gap (nonlocal memory effect). The estimated friction for one minor loop is
shown in Fig. 4.8(a-b) for the S-GMS model and in Fig. 4.8(c-d) for the LuGre
model. Accuracy is also improved with a higher correction step rate, for both
the S-GMS and LuGre models, as shown in Fig. 4.9 with a correction time
step of 1ms, yet with a better estimation from the S-GMS than the LuGre.
Moreover, the friction estimate of the S-GMS with a correction time step of
10ms (Fig. 4.8(a-b)) is more accurate than the estimate of the LuGre with a
correction time step of 1ms (Fig. 4.9(c-d)). This is particularly significant at
the onset of presliding when the velocity goes through zero and the stiffness
is the highest, as it happens at positions q = 0.05mm and q = 0.07mm in
Fig. 4.8(b)(d) and Fig. 4.9(b)(d). The S-GMS model is able to follow more
accurately the hysteresis curve. The quantitative improvement of the S-GMS
over the LuGre is summarized in Table 4.2. The ±2σ uncertainty bounds
are shown in Fig. 4.8(a)(c) and Fig. 4.9(a)(c). The uncertainty bounds at
±2σ represent 95% of the normal distribution. The standard deviations σ’s
correspond to the square-root of the diagonal elements of the covariance matrix
P , updated at the prediction step (2.19) and at the correction step (2.20).
Fig. 4.10 shows the four estimated states corresponding to the estimated
S-GMS friction of Fig. 4.8(a-b). States z′1, z
′
2, and z
′
3 have predominant
sliding (saturating) regions, while state z′4 is mostly in sticking mode. The
four estimated states are shown with their ±2σ uncertainty bounds. It can
be noticed that the uncertainty bounds of state z′4 (Fig. 4.10(d)) are growing
quickly between two correction steps. This appears mainly where the other
states are in sliding (saturating) mode. As the saturation level of state z′4 is
the highest (ν4 in Table 4.1), it increases also its variance Qz4 ∼ ν24 , as defined
in Section 4.4.2.
Fig. 4.11(a) shows the S-GMS estimated friction for the complete trajectory.
Fig. 4.11(b) shows the update of the normalized parameters κ′1, κ
′
2, and κ
′
3,
while Fig. 4.11(c) and Fig. 4.11(d) show the update of normalized parameters
κ′4 and F
′
C , respectively. This illustrates the ability of the EKF to estimate
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Table 4.2: Normalized Root-Mean-Square Error (NRMSE)
NRMSE [%] between the indirect friction force y˜F and the estimated friction
yˆF is evaluated for both the S-GMS and the LuGre friction. Comparison is
done for two different correction steps: tc = 10ms and 1ms, as well as for two
different sets of data: the complete trajectory (Figs. 4.6, 4.7) and one minor
loop (Figs. 4.8, 4.9).
NRMSE [%]
Set of data S-GMS LuGre
Full trajectory at tc = 10ms 2.34 5.00
tc = 1ms 1.43 2.61
One minor loop at tc = 10ms 1.90 4.01
tc = 1ms 1.22 2.13
and fine tune the friction parameters of the S-GMS model.
4.5 Estimation Comparison between EKF and un-
constrained MHE
The comparison between the EKF and the unconstrained MHE (uMHE) is done
for the S-GMS model, with similar settings as the ones used in the previous
Section 4.4. The EKF and uMHE are both implemented for the reduced-order
observer as defined in Section 4.3. The data acquisition and the trajectory
profile follow the settings of Section 4.4.1.
4.5.1 Moving Horizon Estimation
The MHE observer implements the unconstrained nonlinear least-squares
problem 2.26, which can efficiently be solved with the Gauss-Newton method
(Appendix A.4.1). Solving the optimization problem (2.26) requires to
perform several Gauss-Newton iterations to reach convergence. To reduce the
computational burden, only a single iteration is performed at each time instant
ℓ. Then, at the next time instant, the oldest measurement is discarded, and a
new one is introduced, while the previously estimated states are used as initial
values for the next Gauss-Newton iteration.
ESTIMATION COMPARISON BETWEEN EKF AND UNCONSTRAINED MHE 71
Defining the MHE optimization variable x = [zTℓ−N , ...,z
T
ℓ ,p
T ]T , the residual
vector r(x) of the nonlinear least-squares problem (2.26), and the Jacobian
J(x) = ∂r∂x of the residual can be evaluated. The internal structure of the
unconstrained MHE is detailed in Appendix A.5.
Set of estimated states and parameters: A common choice for the number
of states zi in the (S)GMS models is nz = 4 [57]. This is a tradeoff between
reasonable presliding hysteresis modeling and model complexity. Moreover,
we aim to estimate the stiffness parameter vector κ ∈ Rnz , assuming a fixed
distribution vector ν ∈ Rnz . Thus, the state vector at instant k is zk =
[ z1 z2 z3 z4 ]
T
k and the parameter vector p = [ κ1 κ2 κ3 κ4 ]
T .
Covariance matrix: A linear approximation of the state and parameter
estimation uncertainties for the MHE is given by the Cramer-Rao Lower Bound
(CRLB) (A.27) applied to the Gauss-Newton iteration (A.4.1).
On the arrival cost: By summarizing past information before k = ℓ−N , the
arrival cost, which can be seen as a regularization term on the initial state zℓ−N
and the parameter p, ensures stability of the MHE algorithm [86], especially
in case of a short horizon or poor observability. In the uMHE, the weighting
matrix on the arrival cost for the parameter p is set constant.
Benefit of a smoothed model: Evaluation of the Jacobian (A.53) and
sensitivity equations (A.56) is efficiently carried out from the analytical
expression of the S-GMS model (3.12), which would not have been the case
with the switching structure of the GMS. Also, the S-GMS model may benefit
from the use of adaptive step-size and implicit ODE solvers.
In the offline experimental validation, the ode23 solver from MATLAB is used
to integrate the S-GMS set of ODE’s (3.12). This Runge-Kutta Bogacki-
Shampine scheme is also able to handle the moderate ODE stiffness for higher
κ values. The MATLAB lsqnonlin function using the Levenberg-Marquardt
algorithm is used to solve one Gauss-Newton iteration at each time instant ℓ,
while providing the function with the user-defined Jacobian J(x) (A.53).
4.5.2 Experimental Results
The nominal set of friction parameters used in the MHE and EKF estimators
is listed in Table 4.1. These parameters were identified using the virgin curve
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technique from [57]. The estimated state vector and parameter vector are
respectively z = [ z1 z2 z3 z4 ]
T and p = [ κ1 κ2 κ3 κ4 ]
T . A parameter
normalization is introduced for better numerical conditioning. The normalized
parameter vector p′, without units [–], is defined as p′ = diag(p0)
−1p, where
p0 is the initial parameter vector κ shown in Table 4.1.
The prediction time step for the EKF and MHE is 0.1ms, as in the previous
section, which corresponds also to the sampling time of the velocity input ˜˙q.
The correction time step for the EKF and MHE is 10ms, which correspond to
the sampling time of the indirect friction force measurement y˜F . Note that in
the MHE context, the correction rate is equivalent to the optimization rate, i.e.
a Gauss-Newton iteration is performed when a new measurement is available.
An horizon length of N = 20 samples, at the correction time step of 10ms, is
chosen for the MHE.
Noise covariance matrices have been set identically for the MHE and EKF.
The parameter covariance matrix Qp = σ
2
pInp×np is set with σp = 0.05,
i.e. corresponding to 5% of the normalized nominal value. The state noise
covariance matrix Qz = diag(σ
2
z1 , ..., σ
2
znz
) is set with σzi = 0.1νifC , to account
for the distribution ν of the steady-state κiz
s+
i (q˙) = νis+(q˙) ≃ νifC . By
analyzing the measurement noise and the uncertainty of the indirect friction
force measurement y˜f , the variance R = σ
2
y is set with σy = 0.5N.
Fig. 4.12 shows the estimated friction yˆf during the complete trajectory with
the MHE and EKF, respectively. It can be noticed that the MHE friction
estimate shows a similar behavior as the EKF friction estimate. Fig. 4.13 shows
the estimated parameter p during the complete trajectory with the MHE and
EKF, respectively. It can be observed that the MHE parameter estimation
shows a smoother convergence behavior than the EKF parameter estimation,
mainly due to a fixed weight on the MHE arrival cost. The ±2σ uncertainty
bounds are shown in Fig. 4.13.
4.5.3 Remarks on stiffness parameter estimation
The experimental estimation results presented in the previous sections are
obtained with a rather conservative tuning of the parameter covariances for
both the EKF and the uMHE. This was necessary as the amount of parameter
to estimate is high.
The first two states are in sticking mode only for a very short period of time
after velocity reversal as their respective stiffness parameters κ1, κ2 are high
for short fractions ν1, ν2, see values in Table 4.1. Thus, the steady-state value
z
s+
i (q˙) =
νi
κi
s+(q˙), where the sliding behavior of the maxwell-slip element starts,
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Figure 4.12: S-GMS friction force estimation with correction time step at 10ms.
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Figure 4.13: Normalized S-GMS parameter κ′ estimation with correction time
step at 10ms. Uncertainty bounds at ±2σ are shown.
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is quickly reached after velocity revershal. The relative importance and effect
of the (κi, νi) distribution is visible in Figs. B.3–B.4. Hence it is reasonable to
restrict the online estimation to the two lower stiffness parameters κ3 and κ4.
This will be considered in next chapter on real-time implementation, and will
also allow to consider large initialization error on the parameter, i.e. without
a priori initialization on the parameter.
Observability and identifiability
The limitation of the number of parameters to be estimated offers a practical
way to ensure model structure identifiability, as underlined in Section 2.6.3.
Moreover, the change of variable z′i = κizi for the friction states, introduced in
Section 3.5.5, provides a more linear relation between the states and parameters,
which further improves the model structure identifiability.
4.6 Conclusion
In this chapter, several reduced-order friction estimation schemes are imple-
mented and validated offline using experimental input-output data.
First, an EKF for state and parameter estimation is implemented for both
the S-GMS model and LuGre model. The comparison between both models
shows the benefit of the S-GMS to better characterizes the hysteresis effect in
presliding regime, especially at lower correction rate.
Then, the unconstrained MHE is implemented for the S-GMS and compared
with the EKF. Similar behaviors in state and parameter estimation are obtained
with the EKF and uMHE.
In the reduced-order friction estimation framework implemented in this chapter,
the prediction and correction step rates are not identical. The prediction step
or time update, based on the velocity input ˜˙q, is performed at a faster rate than
the correction or measurement step rate, based on the indirect friction force
measurement y˜F . In the uMHE context, the optimization rate is equivalent
to the correction rate, i.e. a Gauss-Newton iteration is performed when a
measurement enters the estimator.
The two reasons a slower rate was chosen for the measurement/correction/op-
timization step are:
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1. To evaluate the prediction ability of the S-GMS and LuGre models, for
both the EKF and uMHE. For this purpose, long shooting intervals are
implemented to integrate state and sensitivity ODEs.
2. To increase the MHE horizon length in time, while keeping the number
of optimization variables, i.e. shooting intervals, at a reasonable amount
of N = 20 ∼ 30 for the nonlinear least-squares problem.

Chapter 5
Real-Time Estimation with
ACADO Code Generation
5.1 Introduction
This chapter discusses the real-time MHE implementation and results on
friction estimation. First, the ACADO Code Generation tool is introduced in
Section 5.2, with the formulation of the constrained MHE (2.28). Then, the
configuration of the code generator and the interface to the generated code
is described, followed by a presentation of the xPC Target platform. The
particular configuration for the friction estimation is discussed.
Section 5.3 presents the simulation results of a full-order MHE, implemented
for the S-GMS model (Table B.2). Then, Section 5.4 describes the experimental
results of a reduced-order MHE implemented for both the S-GMS and LuGre
models. Finally, estimation performance is discussed in term of optimality
conditions and execution time.
5.2 ACADO Code Generation
ACADO Code Generation, part of the ACADO Toolkit1, allows to export
optimized, efficient self-contained C-code to solve nonlinear model predictive
control (MPC) and moving horizon estimation (MHE) problems [51, 52, 42,
1http://acadotoolkit.org
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103, 102]. The ACADO Code Generation assumes the following constrained
MHE problem formulation, which closely resemble (2.28):
minimize
x0, . . . ,xN
u0, . . . ,uN−1
∥∥x0 − xAC∥∥2P−1
AC
(5.1a)
+
N−1∑
k=0
∥∥y˜k − h(xk,uk)∥∥2R−1
k
+
∥∥y˜N − hN (xN )∥∥2R−1
N
(5.1b)
subject to xk+1 = f(xk,uk), k = 0, . . . , N − 1 (5.1c)
xlok ≤ xk ≤ xupk , k = 0, . . . , N (5.1d)
ulok ≤ uk ≤ uupk , k = 0, . . . , N − 1. (5.1e)
Here, xk ∈ Rnx denotes the differential state and uk ∈ Rnu the control input.
Measurement functions in (5.1b) are denoted by h ∈ Rny and hN ∈ Rny,N .
Variables y˜k ∈ Rny and y˜N ∈ Rny,N are the measurements. The corresponding
weighting matrices are denoted byR−1k ∈ Rny×ny andR−1N ∈ Rny,N×ny,N . The
optional first term in the cost function (5.1ab) is weighted with P−1AC ∈ Rnx×nx .
Equality constraints: The analytic, user-provided, continuous-time ODE x˙ =
ϕ(x,u) (Table 2.1) is integrated and discretized to the function f via multiple
shooting over N intervals. To ensure continuity of the discrete-time function f ,
equality constraints (5.1c) are imposed between the N shooting intervals over
the horizon.
Inequality constraints (optional): Bounds on state xlok ≤ xupk ∈ Rnx (5.1d)
and control input ulok ≤ uupk ∈ Rnu (5.1e) can be defined.
Last measurement: The ACADO MHE formulation (5.1) is similar to the
cMHE formulation (2.28). The main difference is a third term in the cost
function (5.1b), which weights the ℓ2-norm of the difference between the last
measurement y˜N and the function hN of the state xN only, as the last control
input uN is not available in the ACADO Code Generation implementation
2.
2As per the real-time iteration (RTI) scheme mentioned in Section 2.5.3 and Section 5.2.1.
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Implication on the full and reduced-order friction observer is discussed in
Section 5.2.3.
5.2.1 Configuration of the embedded MHE
The setup of an embedded MHE requires two main steps: 1) the code generator,
which exports the MHE algorithmic components into a customized and fast
generated code and 2) the MHE interface to the generated code to form the
embedded MHE. The resulting workflow is represented in Fig 5.1.
✲
ACADO
Code Generator
ACADO
Generated Code
MHE
Interface
Embedded
MHE
Figure 5.1: ACADO Code Generation workflow
The configuration of 1) the code generation and 2) the MHE interface is briefly
detailed hereunder:
1) Code Generation
The main elements to be defined in the ACADO code generator file, are the
following:
• Analytic, continuous-time ODE.
• Measurement equations.
• Estimated states, parameters, and inputs.
• Horizon length N .
• Sampling time TS .
• Type of ODE integrator.
Other technical functionalities can be found in the ACADO Toolkit user’s
manual [53]
The continuous-time ODE and its derivatives obtained through automatic
differentiation (Appendix A.7) are exported as C-code. Then, dedicated explicit
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or implicit Runge-Kutta methods (ERK, IRK) are generated to integrate
the continuous-time ODE and corresponding sensitivities [83]. Furthermore,
a discretization algorithm is exported that organizes the multiple shooting
evaluation, and further condenses the resulting QP. Finally, a real-time
iteration Gauss-Newton method is auto-generated and interfaced to the online
active-set QP solver qpOASES [40, 41].
The exported RTI scheme allows to split each iteration into two phases: (i)
a preparation phase carried out between two sampling instants and (ii) an
estimation phase that delivers state estimation almost instantaneously after
the latest measurement enters the MHE problem.
2) MHE interface
In the MHE interface to the generated code, the following components are
defined:
• Tuning parameters, which can be adapted online but are not part of the
estimated parameters.
• Weighting matrix R−1k on the measurements.
• Initialization of the arrival cost (5.1a) with the state xAC and its
confidence matrix P−1AC.
• Initial state trajectory over the horizon, which is either manually provided
or automatically initialized through forward simulation of the model ODE
and a given control input.
• An I/O interface to receive the input measurement and send the estimated
states.
Extra features for MHE
MHE covariance matrix: An optional covariance matrix of the current state
estimate can be computed. The covariance matrix is calculated according to
the method presented by Bock et al. [18], which is an extension of the linear
estimator covariance matrix (Appendix A.3) for constrained nonlinear least-
squares problems (Appendix A.6).
MHE arrival cost: An arrival cost can be included in the objective func-
tion (5.1a). An automatic arrival cost update of (xAC,P
−1
AC) is calculated
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according to Kuehl et al. [66], taking into account the weighting matrix Q−1k
on the state disturbances.
Multi-rate measurements: Auto-generated IRK integrators allows to handle
multi-rate measurement [83], i.e. measurements at a higher rate than the
control input. This is particularly interesting when multiple sensors with
different measurement rates are used.
In our application (Fig. 2.2), only two measurements are used, the position qs
and actuator input ua for the full-order observer, or the preprocessed velocity ˜˙q
and the indirect friction force y˜F in the reduced-order observer. In both cases,
the two measurements have the same rate, while one of them is treated as the
so called control input u in the ACADO MHE formulation (5.1).
5.2.2 Real-Time Platform
The test setup consists of a MATLAB/Simulink development environment
linked to an xPC Target machine, Speedgoat industrial PC, which ensures
a real-time connection to the ETEL drives, as shown in Fig. 5.2.
The MHE observer, based on the ACADO generated C-code, is wrapped in a
MATLAB/Simulink C++ S-function and compiled into a MEX file. The MHE
observer alongside the feedforward/feedback controller, the trajectory genera-
tor and the input/output interface are implemented into a MATLAB/Simulink
project. The project is then compiled and built using the MATLAB Coder and
xPC Target toolboxes, before being downloaded in the real-time xPC Target
kernel on board of the Speedgoat machine. The Speedgoat processor is an Intel
Core 2 Duo at 2.66 GHz and 2GB RAM.
The sampling rate between the xPC Target and the ETEL Drive is scalable up
to 20kHz.
MATLAB
Simulink
xPC Target
Speedgoat
ETEL Drive
Motor/Sensor
Real
Time
Figure 5.2: Real-time xPC Target setup
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5.2.3 Particular configuration for friction estimation
Inequality constraints: The ACADO MHE formulation (5.1) allows to
incorporate bound constraints on the estimated states and parameters.
Practically, such constraints may be imposed to maintain the physical
significance of the estimates. For example, in case of friction estimation, the
parameters are always non-negatives.
However, bounds may have an adverse effect when the MHE has to recover
from poor initial guesses. At initialization, jumps on states and parameters are
usually beneficial for a fast convergence and possibly avoiding local minima.
Usually, state or parameter saturation on a bound does not express a physical
behavior, but rather indicates an incorrect estimation setting.
Tuning of the ACADO MHE with arrival cost update for the friction state and
parameter estimation proves to better behave and converge without inequality
constraints on parameters.
Measurements and control input: As mentioned in Section 2.5.2, to consider
uncertainty on the control input u in (5.1), the measurement equation h is
augmented with the corresponding measured input.
The measurement configuration for the full-order and reduced-order observers,
with reference to Table 2.1, is the following:
Full-order MHE: the actuator input ua is the control input. The measure-
ment equation, which already contains the position qs, is augmented
with ua:
qs
control input u→ ua
}
→ measurement y˜ (5.2)
Reduced-order MHE: the preprocessed velocity ˜˙q is the control input. The
measurement equation, which already contain the indirect friction force
y˜F , is augmented with ˜˙q:
y˜F
control input u→ ˜˙q
}
→ measurement y˜ (5.3)
Last measurement and control input: The MHE cost function (5.1b) weights
the difference between the last measurement y˜N with a function hN of the state
xN only, as the last control input uN is not available at time instant tN in the
estimation phase of the RTI scheme. This has no particular implication on
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the full-order observer as the last measurement simply reduces to y˜N = qs
with its corresponding measurement function hN = q, which is independent
of the control input u = ua. However, for the reduced-order observer, the
last measurement is equal to y˜N = y˜F with its corresponding measurement
function hN =
∑
z′i + σv q˙, which is dependent of the control input u = q˙.
A way to tackle the issue is to make a change of variable with an indirected
friction force without viscous term, i.e. y˜′F = ua−mq¨−σv q˙ and a corresponding
measurement function h′N =
∑
z′i independent of the control input u = q˙.
Validation: The experimental validation of the MHE discussed in Section 5.4
considers a moving horizon of length N = 20, which allows for a sampling time
of 2ms with the S-GMS model. For comparison, the same sampling time is
used with the LuGre model, even though the smallest possible sampling time
is 0.2ms.
The Table 5.4 shows the minimum sampling time that can be selected to run the
real-time MHE implemented for the S-GMS and LuGre models, with different
horizon lengths N .
5.3 Full-order MHE – simulation results
A full-order MHE observer is implemented for the S-GMS model based on
simulated input-output data.
The simulation considers a moving mass m with a two-state S-GMS friction
model driven by a sinusoidal input force u(t) = sin(2π5 t). The S-GMS friction
parameters are defined in Table 5.1. The input force u and the resulting output
position x are shown in red on the top graphs in Fig. 5.3. All other simulated
internal states, the velocity v, and the two friction states z1, z2, are shown
in dashed-dot green, as well as the resulting friction force yF . The stiffness
parameters κ1 = 2N and κ2 = 1N are also shown in dashed-dot green as
references.
The full-order MHE observer, which has the same friction model structure
as the simulated system, aims to estimate the following four states and two
parameters: the position x, the velocity v, the two friction states z1, z2 and
the two stiffness parameters κ1, κ2. The measurements are the force input u
and the position x. The velocity v can be added as an optional measurement.
The measurement weighting matrix R−1k is set to the identity matrix, and the
arrival cost update is activated. The MHE is configured with a sampling time of
TS = 0.1s and an horizon length of N = 30 samples. The ODE integrator is an
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Table 5.1: Parameters for a moving mass with S-GMS friction
Parameters Values Unit
m 1 kg
nz 2 –
κ [ 2.0, 1.0 ]T N/mm
ν [ 0.3, 0.7 ]T –
σv 0 Ns/mm
FC 1 N
β 0.2 –
ζ, α 0.9, 10−3 –
implicit Runge-Kutta Gauss-Legendre of order 2. An excerpt of the ACADO
code generator file is presented in Table 5.2.
Estimated states and parameters are shown in blue in Fig. 5.3 with their
uncertainty bounds. Initial state and parameter conditions are set to zero.
At start-up, the first N = 30 measurement samples are used to initialize the
MHE and get the first state and parameter estimate at t = 3s.
After a few iterations, the stiffness parameters converge to their theoretical
values of κ1 = 2N/mm and κ2 = 1N/mm, with a shrinking uncertainty
bound. A small residual bias of about 10% is observed on κ1 and κ2, with
an underestimation for κ1 and an overestimation for κ2. This is an indication
that κ1 and κ2 are compensating each other, as the initial contact stiffness at
velocity reversal is the sum of κ1 + κ2 (B.8).
The estimated friction states z1 and in a lesser extend z2 show increased
uncertainties in the short presliding region, due to the sharpness of the
smoothing transition functions η1, η2.
The estimated parameter κ1 is subject to a damped, yet big oscillation. This
is related to the higher sensitivity on the corresponding state z1 in presliding
region, which influences the parameter sensitivity (A.56).
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Table 5.2: ACADO Code Generation file of Full-order MHE for the S-GMS
model
---------------------------------------------------------------
#define Nz 2 // Number of internal states ’z’
#define Np 2 // Number of estimated parameters
double Ts = 0.1; // Sampling time [s]
int N = 30; // Horizon length (Shooting intervals)
DifferentialState x, v, z(Nz); // Estimated States
DifferentialState p(Np); // Estimated Parameters
Control u; // Input u
DifferentialEquation f; // Set of ODEs
Parameter (...), m, s2, Fc; // Exported user-defined parameters
IntermediateState yF, zdot(Nz); // Friction, state derivatives
zdot(0) = (...); // S-GMS Friction model
zdot(1) = (...); //
yF = z(0) + z(1) + s2*v; //
f << dot( x ) == v; // Set of ODEs
f << dot( v ) == (u - yF)/m;
f << dot( z(0) ) == zdot(0);
f << dot( z(1) ) == zdot(1);
f << dot( p(0) ) == 0;
f << dot( p(1) ) == 0;
OCP ocp( 0.0, N*Ts, N ); // Define the horizon grid
ocp.subjectTo( f ); // Equality constrained set of ODEs
Function h; // Measurement function
h << x; // position
h << v; // velocity (optional)
h << u; // control input
ocp.minimizeLSQ( W, h ); // Weighthing matrix W on the measurement
OCPexport mhe( ocp );
mhe.set( INTEGRATOR_TYPE, INT_IRK_GL2 );
mhe.set( NUM_INTEGRATOR_STEPS, N * 2 );
mhe.set( HESSIAN_APPROXIMATION, GAUSS_NEWTON );
mhe.set( DISCRETIZATION_TYPE, MULTIPLE_SHOOTING );
mhe.set( SPARSE_QP_SOLUTION, CONDENSING );
mhe.set( LEVENBERG_MARQUARDT, 1e-10 ); // QP regularization
mhe.set( CG_USE_ARRIVAL_COST, YES );
mhe.set( CG_COMPUTE_COVARIANCE_MATRIX, YES );
mhe.exportCode("code_export");
---------------------------------------------------------------
86 REAL-TIME ESTIMATION WITH ACADO CODE GENERATION
0 5 10 15 20
−2
−1
0
1
2
u
 [N
]
0 5 10 15 20
−2
−1
0
1
2
y F
 
[N
]
0 5 10 15 20
−2
−1
0
1
2
x 
[m
m]
4 states + 2 parameters
0 5 10 15 20
−2
−1
0
1
2
v 
[m
m/
s]
0 5 10 15 20
−1
−0.5
0
0.5
1
z 1
 
[N
]
0 5 10 15 20
0
1
2
3
4
κ
1 
[kN
/m
]
0 5 10 15 20
−1
−0.5
0
0.5
1
z 2
 
[N
]
Time [s]
0 5 10 15 20
0
0.5
1
1.5
2
κ
2 
[kN
/m
]
Time [s]
Figure 5.3: Full-order MHE with S-GMS model. Simulated system input u and
position output x are shown in red on the top two subplots. Simulated system
states and parameters are shown in dash-dot green as references. Estimated
states are shown in blue with their uncertainty bounds.
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5.4 Reduced-order MHE – experimental results
A reduced-order MHE observer is implemented for the S-GMS and LuGre
models based on experimental data.
The same back-and-forth reference trajectory (Fig. 4.5) as considered for the
experimental estimation in Chapter 4 is used.
The reduced-order MHE implemented for the S-GMS model aims to estimate
four internal friction states zi and the two lowest stiffness parameters κ3, κ4,
while for the LuGre model, one aims to estimate the single friction state z1
and the stiffness parameter κ1. At the initialization, the parameters to be
estimated are set to zero, while all other parameters are set according to the
friction parameter values defined in Table 4.1. The preprocessed measurements
are the preprocessed velocity ˜˙q and the indirect friction force y˜F .
The MHE is configured with a sampling time of TS = 2ms and an horizon
length of N = 20.
An excerpt of the ACADO code generator file is presented in Table 5.2 for the
reduced-order MHE implemented for the S-GMS. The arrival cost update is
activated.
The measurement weighting matrix is set to R−1k = diag([ 0.5N, 10µm/s ]
−2),
for which the diagonal elements are related to the inverse of the variances of
the estimated friction yF and the velocity q˙. Standard deviation are chosen
to be about one order of magnitude less than the preprocessed measurements.
More weight, i.e. less uncertainty, is added to the velocity as this information
is more reliable and also used as control input in the MHE.
Estimated states and parameters for the S-GMS model are shown in Fig. 5.4
with their uncertainty bounds. Initially, the stiffness parameters are set to
zero, κ3 = κ4 = 0, and then after a few iterations, tend to converge to κ3 ≈
100N/mm and κ4 ≈ 150N/mm, which are in the range of the identified values
(Table 4.1).
Estimated state and parameter for the LuGre model are shown in Fig. 5.5 with
their uncertainty bounds. Initially, the stiffness parameter is set to zero, κ1 = 0,
and then after a few iterations, tends to converge around κ1 ≈ 300N/mm, above
the value of 240N/mm used for the EKF estimation in Section 4.4.
For the S-GMS, the estimated friction states zi, i = 1, . . . , 4 show increased
uncertainties in the short presliding region, due to the sharpness of their
respective smoothing transition functions ηi. This is particularly visible for
the first two states z1, z2, which have the highest stiffness parameters.
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Fig. 5.6 and Fig. 5.7 show the friction force estimation versus position for
the S-GMS and LuGre models, respectively. The S-GMS model estimates the
minor loops friction hysteresis in presliding more accurately than the LuGre
model. This is especially visible at the onset of presliding when the velocity
goes through zero and the stiffness is the highest. Also, the closing of the
minor loops, where [yF , q]t1 = [yF , q]t2 and t1 the start of a minor loop and t2
its closure, better fits the indirect friction force measurement in red.
As expected, the MHE LuGre estimation at TS = 2ms resembles more the
LuGre EKF estimation with tc = 1ms (Fig. 4.9d) than with tc = 10ms
(Fig. 4.8d).
In general, the overall minor loop is better estimated with the S-GMS than the
LuGre model.
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Table 5.3: ACADO Code Generation file of Reduced-order MHE for the S-GMS
model
---------------------------------------------------------------
#define Nz 4 // Number of internal states ’z’
#define Np 2 // Number of estimated parameters
double Ts = 2e-3; // Sampling time [s]
int N = 20; // Horizon length (Shooting intervals)
DifferentialState z(Nz); // Estimated States
DifferentialState p(Np); // Estimated Parameters
Control v; // Velocity
DifferentialEquation f; // Set of ODEs
Parameter (...), s2; // Exported user-defined parameters
IntermediateState yF, zdot(Nz); // Friction, state derivatives
yF = s2*v;
for( int i=0; i<Nz; ++i ) { // S-GMS Friction model
zdot(i) = (...);
yF += z(i);
f << dot( z(i) ) == zdot(i); // ODE for z
}
for( int i=0; i<Np; ++i )
f << dot( p(i) ) == 0; // ODEs for p
OCP ocp( 0.0, N*Ts, N ); // Define the horizon grid
ocp.subjectTo( f ); // Equality constrained set of ODEs
Function h; // Measurement function
h << yF; // friction
h << v; // velocity, defined as control input
ocp.minimizeLSQ( W, h ); // Weighthing matrix W on the measurement
OCPexport mhe( ocp );
mhe.set( INTEGRATOR_TYPE, INT_IRK_GL4 );
mhe.set( NUM_INTEGRATOR_STEPS, N * 8 );
mhe.set( HESSIAN_APPROXIMATION, GAUSS_NEWTON );
mhe.set( DISCRETIZATION_TYPE, MULTIPLE_SHOOTING );
mhe.set( SPARSE_QP_SOLUTION, CONDENSING );
mhe.set( LEVENBERG_MARQUARDT, 1e-10 ); // QP regularization
mhe.set( CG_USE_ARRIVAL_COST, YES );
mhe.set( CG_COMPUTE_COVARIANCE_MATRIX, YES );
mhe.exportCode("code_export");
---------------------------------------------------------------
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Figure 5.4: Reduced-order MHE with S-GMS model on experimental data.
Preprocessed velocity and friction measurements are shown in red. Estimated
states are shown in blue with their uncertainty bounds.
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Figure 5.5: Reduced-order MHE with LuGre model on experimental data.
Preprocessed velocity and friction measurements are shown in red. Estimated
states are shown in blue with their uncertainty bounds.
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Figure 5.6: S-GMS friction estimation vs position, sampling time TS = 2ms
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Figure 5.7: LuGre friction estimation vs position, sampling time TS = 2ms
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5.4.1 Estimation performance
Optimality conditions
Performing only one SQP iteration at each sampling time results in suboptimal
estimation. A way to know how well the estimator performs in term of
optimality is to evaluate the Karush-Kuhn-Tucker (KKT) (A.59) tolerance,
which in ACADO Code Generation is calculated as the absolute value of the
gradient of the Lagrangian function (A.58) applied to the MHE (5.1), as in
Vukov et al. [103]. The objective value of the MHE cost function (5.1a-b) is
also provided.
The KKT tolerance and objective value are shown in Fig. 5.8 for the MHE with
S-GMS model and in Fig. 5.9 for the MHE with LuGre model. In our case, no
inequality constraints are imposed in the estimation problem (5.1), this means
that the KKT tolerance stays rather uniform, yet with a noisy pattern due to
the experimental measurements and some spikes at velocity reversal.
The initial big value of the KKT tolerance comes from the QP relaxation
of the equality constraints to allow discontinuous state trajectories when the
algorithm starts far off the solution. Then the KKT tolerance decreases quickly
due to the good contraction properties of the Gauss-Newton iteration scheme.
Note that the KKT tolerance would decrease even more for a linear system as
in each iteration a QP is solved exactly; thus, the increased KKT tolerance is
also an indication of the system nonlinearity.
The average KKT tolerance is similar between the S-GMS model (Fig. 5.8) and
the LuGre model (Fig. 5.9). However, bigger spikes occurs at velocity reversal
for the S-GMS model (Fig. 5.8) than for the LuGre model (Fig. 5.9) as more
nonlinearities are present in presliding with the S-GMS model. The objective
value of the cost function, an indication of the model mismatch towards the
measurements, is overall similar for both models; slightly smaller values are
observed for the S-GMS (Fig. 5.8), yet with bigger spans between min-max
values than for the LuGre (Fig. 5.9).
Execution time
Table 5.4 shows the minimum sampling time that can be selected to run the
real-time MHE implemented for the S-GMS model and the LuGre model, with
different horizon lengths N . The minimum sampling time has to be above the
maximum execution time to avoid a CPU overload.
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The MHE implemented for the S-GMS model estimates four states, two
parameters and one input, i.e. (nz, np, nu) = (4, 2, 1), while the MHE
implemented for the Lugre model estimates one state, one parameter and one
input, i.e. (nz, np, nu) = (1, 1, 1).
The experimental estimation discussed in this Section 5.4 considers a moving
horizon of length N = 20, which allows for a sampling time of 2ms with the
S-GMS model. The same sampling time is used with the LuGre model, even
though a further sampling time reduction up to 0.2ms is possible.
Also, the MHE LuGre model can run and provide a good estimate with an
horizon length of N = 2 and a sampling rate of 50µs, the smallest sampling
rate achieved with the ETEL xPC Target platform.
Table 5.4: Minimum sampling time TS to insure the maximum execution time
of one iteration (RTI)
Friction Variables Horizon length
Model (nz, np, nu) N = 2 N = 20 N = 30
LuGre (1, 1, 1) 0.05 ms 0.2 ms 0.5 ms
S-GMS (4, 2, 1) n/a 2 ms 5 ms
Remark: The execution time is the sum of the time spend in the preparation
phase and the estimation phase.
The time spend in the preparation phase is rather constant over the estimation
run as this operation is deterministic. Also, the time spend in the estimation
phase is rather constant over the estimation run as no inequality constraints
are imposed, which would require active-set changes.
The preparation phase takes about 80% of the overall execution time for the
S-GMS, while it reduces to 50% of the overall execution time for the LuGre.
With an increase of the horizon length N , the runtime of the condensed QP
based estimation phase scales with N3 [102].
However, with the arrival cost update activated, no particular influence of the
horizon length have been noticed on the estimation behavior. This is also in
concordance with the similar results obtained with the EKF, as presented in
the next section.
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Figure 5.8: S-GMS – KKT tolerance and objective value
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Figure 5.9: LuGre – KKT tolerance and objective value
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5.4.2 Comparison to EKF estimation
For the sake of comparison to the reduced-order ACADO MHE, the EKF is
implemented for the S-GMS model with exactly the same settings, back-and-
forth trajectory and objectives than for the MHE at the beginning of this
section.
The reduced-order EKF implemented for the S-GMS model aims to estimate
four internal friction states zi and the two lowest stiffness parameters κ3, κ4.
At the initialization, the parameters to be estimated are set to zero, while all
other parameters are set according to the friction parameter values defined in
Table 4.1. The preprocessed measurements are the preprocessed velocity ˜˙q and
the indirect friction force y˜F .
The EKF is configured with a sampling time of TS = 2ms, which is equivalent
for both the prediction and correction time steps.
The measurement noise variance R = σ2yF is set with σyF = 0.5N, similar as
in previous experiments. The state noise covariance Q is set similar to the one
used for the update of the arrival cost in the ACADO MHE.
Estimated states and parameters for the S-GMS model are shown in Fig. 5.10
with their uncertainty bounds. Initially, the stiffness parameters are set to
zero, κ3 = κ4 = 0, and then after a few iterations, tend to converge to κ3 ≈
100N/mm and κ4 ≈ 120N/mm, which are in the range of the identified values
(Table 4.1).
As a major conclusion, the estimation behavior of the reduced-order EKF,
shown in Fig. 5.10, is similar to the reduced-order ACADO MHE implemented
for the S-GMS shown in Fig. 5.4.
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Figure 5.10: EKF with S-GMS model - Experiment
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5.5 Conclusion
This chapter introduced the ACADO Code Generation tool, which exports
optimized embedded code, to solve real-time nonlinear MHE problems. The
configuration of the code generator and the MHE interface to the generated
code was discussed.
From a user point of view, the major advantage of ACADO is to automatically
build-up and export an embedded MHE algorithm based on an analytic
continuous-time ODE model. This is a kind of “plug-and-play” solution that
allows to focus on the MHE tuning.
The main differences between the unconstrained MHE presented in the previous
chapter and the ACADO implementation of the constrained MHE in this
chapter are:
• A real-time embedded code running 1000 times faster than plain
MATLAB code.
• The ODE input is treated as an augmented measurement, which allows
to handle input uncertainty.
• Equivalent sampling rate for input and measurement.
• Allow to handle multi-rate measurement with higher rate than the control
input, even though this feature was not used. In the uMHE, it was the
opposite, an higher rate for the velocity input, and a lower correction rate
from the indirect friction force measurement.
• Automatic arrival cost update.
Based on simulation, a full-order MHE is implemented for the model including
a moving mass and a two-states S-GMS model. State and parameter
estimation were demonstrated as well as a good parameter convergence despite
large initialization errors. Moreover, if velocity is available, e.g. through
preprocessing, then it could also be used in the full-order MHE.
For comparison with Chapter 4, the cMHE implementation with experimental
data is based on a reduced-order MHE implemented for a four-state S-GMS
model. The experimental data and the S-GMS model are similar to those
used in Chapter 4. Four states and two parameters were estimated. A good
parameter convergence was obtained despite large initialization errors.
A tentative to estimate a third parameter did not prove successful, i.e. the
MHE algorithm did not find a feasible solution. The first two states are in
sticking mode only for a very short period of time after velocity reversal as
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their respective stiffness parameters κ1, κ2 are high for short fractions ν1, ν2,
see values in Table 4.1. Thus, the steady-state value z
s+
i (q˙) =
νi
κi
s+(q˙), where
the sliding behavior of the maxwell-slip element starts, is quickly reached
after velocity revershal. The relative importance and effect of the (κi, νi)
distribution is visible in Figs. B.3–B.4. Hence it is reasonable to restrict the
online estimation to the two lower stiffness parameters κ3 and κ4.
The two extra features of MHE, covariance matrix and arrival cost update, are
valuable options to get a working MHE, keeping in mind that for nonlinear
systems, they are only approximations.
The computation of the covariance matrix is needed to tune the MHE and
check that the state and parameter estimation converges in a stable way.
The automatic arrival cost update offer an “optimal” regularization on the
arrival cost. This also allows to use a reduced horizon length for the MHE and
obtain a fast and smooth parameter convergence despite large initialization
errors.
Moreover, in our case, no inequality constraints were needed on the parameter.
In addition, the change of state variable z′i = κizi provides a “globally” linear
model behavior with limited “locally” nonlinear influences only present at the
smoothing function transitions during short time intervals.
This linearization effect and no inequality constraints further explain the similar
estimation behavior between the MHE and EKF implemented for the S-GMS
model.

Chapter 6
Conclusion
This chapter summarizes the contributions and presents suggestions for future
work.
6.1 Main Contributions
The contributions of this thesis fit in the following three categories:
Modeling: An analytic friction model, the Smoothed GMS (S-GMS) model,
is developed to fulfil two criteria: 1) to describe all essential friction
characteristics in presliding and sliding, similar to the standard GMS
model, and 2) to provide an analytic set of ODEs well suited for gradient-
based state and parameter estimation. Moreover, the S-GMS formulation
naturally includes single-state models, such as LuGre and EP, as special
cases.
Estimation: 1) An approach is developed for simultaneous state and pa-
rameter estimation for comparison of the S-GMS and LuGre model on
experimental data. The benefit of the S-GMS in presliding regime is
shown. 2) Moving horizon estimation (MHE) and extended Kalman
filtering (EKF) are implemented for the S-GMS friction model and
validated on experimental data. Similar behavior in state and parameter
estimation are obtained with EKF and MHE.
Real-time implementation: A real-time embedded MHE friction observer
is implemented with ACADO Code Generation for the S-GMS and LuGre
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models. The code generated MHE is validated on simulation and
experimental data, and further implemented on an industrial test setup
with a sampling time between 0.2ms and 2ms, for LuGre (1 state, 1
parameter) and S-GMS (4 states, 2 parameters), respectively. Fast MHE
parameter convergence is obtained at startup, despite large initialization
errors.
In other words, the following components were considered:
• Two models, LuGre and S-GMS, the latter offering a better friction
hysteresis modeling in presliding.
• Two estimators, the EKF and the MHE (code generated), with similar
performance as the S-GMS is “only locally” nonlinear and no inequality
constraints are considered.
• The estimators can further be implemented as full-order or reduced-
order observers, depending on how information about velocity and/or
acceleration are handled.
The different estimation schemes should be further analysed and validated in
model-based friction compensation, as mentioned in future work.
Observability and identifiability
As mentioned in Section 2.6.3, observability of nonlinear observers is a
complex issue and no formal observability analysis is performed in this thesis.
However, some practical observability considerations are proposed to improve
the identifiability of the friction observer, such as the change of variable
z′i = κizi for the friction states to provide a more linear relation between
the states and parameters. Also, the stiffness parameters to be estimated are
limited to those with the lowest stiffness values. In addition to model structure
identifiability, the observer input has to be “informative enough” to ensure
persistence of excitation [70]. In the MHE, extra regularization can be added
on the parameters to be estimated to handle the lack of persistence of excitation.
Similarly, in the EKF, the system noise covariance matrix can be used to add
extra regularization.
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6.2 Future Work
Suggestions for future work are divided in three categories: friction estimation,
compensation and real-time implementation.
Friction estimation
• In the multi-state (S)GMS models, the selection of Maxwell-slip elements
is defined by the stiffness distribution (κ,ν). The experimental stiffness
distribution is based on the manual selection of (x,y) transition points
as described in Appendix B.4. One could argue to use an optimization
technique to find the minimum number of elements and their distribution.
In this regard, a ℓ1-norm regularization [22] on the second derivative of the
hysteresis curve has been investigated to search for the minimal number of
transition knots, further defining the number and location of MS elements.
However, as the second derivative of the experimental hysteresis curve,
which quantifies the magnitude of the curvature, does not show any
particular discontinuities, the ℓ1-norm selection is not proved satisfactory.
An optimal selection of the (κ,ν) distribution still remain an open subject
for further research.
• The full-order MHE should be further investigated. In addition to the
position and actuator input, its general formulation allows to include
extra measurement, such as velocity from higher-rate preprocessing
and/or acceleration from an accelerometer sensor.
• Robustness of the MHE algorithm is defined by the arrival cost, and
convergence is ensured, provided the measurements contain sufficient in-
formation with regard to the model and parameters. If the measurement
data does not contain sufficient information due to lack of excitation, the
computation of the arrival cost update may become ill-conditioned. A
regularization scheme, such as the one proposed by Sui and Johansen [99],
would prove worth to be investigated.
• The unscented Kalman filter (UKF) is a derivative-free algorithm with
computational requirements similar to the EKF, and possibly providing
a better mean and covariance propagation. It would be interesting to
evaluate the use of the UKF on the non-smooth GMS model, and compare
it with the results presented in this thesis.
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Friction compensation
In future research, model-based friction compensation should be analysed and
the different estimation schemes presented in this thesis should be validated
again with the compensation of friction as a criterion.
In a direct-drive linear motor, compensation for friction can be considered in
two cases:
• Path following of back and forth motions, such as a sine tracking used
in circular motions, aiming to minimize the tracking error. Friction
disturbances are particularly important at velocity reversals where the
friction stiffness is the highest.
• Fast and accurate point-to-point motion aiming to minimize the settling
time and residual errors at the end of the motion. The steady-
state disturbance, which mainly comes from the Coulomb friction, is
traditionally handled with an integral term in the feedback controller. In
this case, accurate estimation of all essential friction characteristics might
not always be needed, mainly the Coulomb friction and the initial contact
stiffness should be accurately modeled. A nonlinear integral action, based
on the simple Dahl model, which includes the Coulomb friction and the
initial contact stiffness, is proposed by Bucci et al. (2013) [24, 25] and
implemented on an AeroTech stage, to improve the settling time.
The estimation schemes presented in this thesis, EKF/MHE implemented for
LuGre/S-GMS, should be considered for model-based friction compensation in
a bottom-up approach:
• The EKF implemented for the LuGre model, then for the S-GMS model.
First, the model-based friction compensation should be validated with a
simple observer structure, i.e. a reduced-order EKF with the single-state
LuGre model. Then, S-GMS model complexity can be added according
to the need and possible improvement.
The EKF implemented for the LuGre has been proposed by Ray et al. [89]
as a disturbance observer for friction compensation. Recently, without
EKF, the LuGre is considered in adaptive robust control [71] and high-
gain observer [44] for friction compensation. However, plain model-based
estimation for friction compensation still need to be validated.
• The ACADO code-generated MHE implemented for the LuGre, then for
the S-GMS. Despite its added complexity and similar performance to
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EKF for friction estimation, automatic code-generated MHE offers a turn-
key solution easily configurable to any analytic ODE model, which could
even take into account additional constraints from the feedback loop for
robustness purposes. Moreover, execution runtime for MHE with a short
horizon and a limited number of states and parameters is in the same
range than a 10-20 kHz feedback loop.
Real-Time Implementation
The LTI feedback controller and the nonlinear friction observer are imple-
mented on the xPC Target platform. The present configuration only allows
one single clock rate, which has to be downscaled to the slowest component
in the system. With multi-rate capabilities, the LTI feedback controller loop
could be set up at a higher sampling rate of 10-20 kHz, and hence a higher
bandwidth, while the friction observer loop could be set up at a lower sampling
rate of about 1 kHz, allowing to run the MHE optimization problem. This
would also be profitable for the preprocessing of velocity ˜˙q and inertia m˜¨q in
the reduced-order friction observer. Furthermore, the ACADO Code Generation
tool allows to use multi-rate measurement and hence multi-rate data handling.

Appendix A
Estimation, Covariance and
Regularization
A.1 Schur complement and Inversion Lemma
Let A and D be square matrices and B and C be given so that A, D and SA
are non-singular, i.e. invertible, then[
A B
C D
]−1
=
[
A−1 +A−1BS−1A CA
−1 −A−1BS−1A
−S−1A CA−1 S−1A
]
(A.1)
where
SA =D −CA−1B (A.2)
is called the Schur complement of A in
[
A B
C D
]
.
Similarly, if A, D and SD are non-singular, i.e. invertible, then[
A B
C D
]−1
=
[
S−1D −S−1D BD−1
−D−1CS−1D D−1 +D−1CS−1D BD−1
]
(A.3)
where
SD = A−BD−1C (A.4)
is called the Schur complement of D in
[
A B
C D
]
.
By equating (A.1) and (A.3), we get the Matrix Inversion Lemma :
(A−BD−1C)−1 = A−1 +A−1B(D −CA−1B)−1CA−1 (A.5)
also known as the Sherman-Morrison-Woodbury Identity [22, 77].
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Relation to block elimination
The Schur complement arises naturally in solving a system of linear equations
such as (
A B
C D
)(
x
y
)
=
(
u
v
)
(A.6)
where x, u are m-dimensional, y, v are n-dimensional, and A, B, C, D, are as
above. If we eliminate y from the bottom block equation and substitute it into
the top block equation, we obtain
(A−BD−1C)︸ ︷︷ ︸
SD
x = u−BD−1v. (A.7)
If D and SD are non-singular, one can solve for x, and then by using the
bottom block equation of (A.6), one can solve for y. This reduces the problem
of inverting a (m + n) × (m + n) matrix to that of inverting a m ×m matrix
and a n×n matrix. Large block diagonal or banded systems of linear equation
can efficiently be solved by block elimination using cascaded substitutions of
Schur complements [22].
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A.2 Filtering, Prediction and Smoothing
A.2.1 One-step Kalman Predictor
min.
x0,x1
1
2
∥∥x0 − x¯0∥∥2P−1
0
+ 12
∥∥F0x0 − x1∥∥2Q−1
0
+ 12
∥∥H0x0 − y0∥∥2R−1
0
(A.8)
with the weighting matrices P−1
0
= ST
0
S0, Q
−1
0
= WT
0
W0 and R
−1
0
= V T
0
V0, the cost
function residual r(x), the residual Jacobian J(x) and the Hessian Hes(x) are:
r(x) =
[
S0 (x0 − x¯0)
W0 (F0x0 − x1)
V0 (H0x0 − y0)
]
, J(x) =
∂r(x)
∂x
=
[
S0
W0F0 −W0
V0H0
]
, (A.9)
Hes(x) = JT J =
[
P−1
0
+ FT
0
Q−1
0
F0 +HT0 R
−1
0
H0 −F
T
0
Q−1
0
−Q−1
0
F0 Q
−1
0
]
. (A.10)
The Covariance is related to the inverse of the Hessian:
Cov(x) = Hes(x)−1 =
[
P0|1 P
T
ρ
Pρ P1
]
. (A.11)
Using the Schur complement SD = A−BD
−1C (A.4) on the Hessian (A.10) and the inversion
lemma (A.5), the smoothed covariance P0|1 of x0|1 is obtained:
P−1
0|1
= P−1
0
+ FT0 Q
−1
0
F0 +H
T
0 R
−1
0
H0 − F
T
0 Q
−1
0
Q0Q
−1
0
F0 (A.12a)
P0|1 =
[
P−1
0
+HT0 R
−1
0
H0
]−1
(A.12b)
P0|1 = P0 − P0H
T
0
(H0P0H
T
0
+R0)
−1H0P0 (A.12c)
Similarly, using the Schur complement SA = D − CA
−1B (A.2) on the Hessian (A.10) and
twice the inversion lemma (A.5), the discrete algebraic Riccati equation (DARE) of the
covariance P1 of x1 is obtained:
P−1
1
= Q−1
0
−Q−1
0
F0(P
−1
0
+ FT0 Q
−1
0
F0 +H
T
0 R
−1
0
H0)
−1FT0 Q
−1
0
(A.13a)
P1 = Q0 + F0(P
−1
0
+HT
0
R−1
0
H0)
−1FT
0
(A.13b)
P1 = Q0 + F0(P0 − P0H
T
0 (H0P0H
T
0 +R0)
−1H0P0)F
T
0 (A.13c)
P1 = F0P0F
T
0 − F0P0H
T
0 (H0P0H
T
0 +R0)
−1H0P0F
T
0 +Q0 (A.13d)
P1 = F0P0|1F
T
0 +Q0 (A.13e)
Where (A.13d) is the classical DARE formulation (2.24).
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Off diagonal covariance matrices
1st version from (A.1)
PTρ = −A
−1B
P1︷ ︸︸ ︷
(D − CA−1B)−1 (A.14a)
PTρ = (P
−1
0
+ FT0 Q
−1
0
F0 +H
T
0 R
−1
0
H0)
−1FT0 Q
−1
0
P1 (A.14b)
Pρ = −
P1︷ ︸︸ ︷
(D − CA−1B)−1 CA−1 (A.14c)
Pρ = P1Q
−1
0
F0(P
−1
0
+ FT
0
Q−1
0
F0 +H
T
0
R−1
0
H0)
−1 (A.14d)
2nd version from (A.3)
PTρ = −
P0|1︷ ︸︸ ︷
(A−BD−1C)−1 BD−1 (A.15a)
PTρ = P0|1F
T
0
(A.15b)
Pρ = −D
−1C
P0|1︷ ︸︸ ︷
(A−BD−1C)−1 (A.15c)
Pρ = F0P0|1 (A.15d)
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A.2.2 One-step Kalman Filter
min.
x0,x1
1
2
∥∥x0 − x¯0∥∥2P−1
0
+ 12
∥∥F0x0 − x1∥∥2Q−1
0
+ 12
∥∥H1x1 − y1∥∥2R−1
1
(A.16)
with the weighting matrices P−1
0
= ST
0
S0, Q
−1
0
= WT
0
W0 and R
−1
1
= V T
1
V1, the cost
function residual r(x), the residual Jacobian J(x) and the Hessian Hes(x) are:
r(x) =
[
S0 (x0 − x¯0)
W0 (F0x0 − x1)
V1 (H1x1 − y1)
]
, J(x) =
∂r(x)
∂x
=
[
S0
W0F0 −W0
V1H1
]
, (A.17)
Hes(x) = JT J =
[
P−1
0
+ FT
0
Q−1
0
F0 −F
T
0
Q−1
0
−Q−1
0
F0 Q
−1
0
+HT
1
R−1
1
H1
]
. (A.18)
The Covariance is related to the inverse of the Hessian:
Cov(x) = Hes(x)−1 =
[
P0|1 P
T
ρ
Pρ P1
]
(A.19)
Using the Schur complement SD = A−BD
−1C (A.4) on the Hessian (A.10) and the inversion
lemma (A.5), the smoothed covariance P0|1 of x0|1 is obtained:
P−1
0|1
= P−1
0
+ FT
0
Q−1
0
F0 − F
T
0
Q−1
0
(Q−1
0
+HT
1
R−1
1
H1)
−1Q−1
0
F0 (A.20a)
P−1
0|1
= P−1
0
+ FT
0
Q−1
0
F0 − F
T
0
Q−1
0
(Q0 −Q0H
T
1
(H1Q0H
T
1
+R1)
−1H1Q0)Q
−1
0
F0
(A.20b)
P−1
0|1
= P−1
0
+ FT0 H
T
1 (H1Q0H
T
1 +R1)
−1H1F0 (A.20c)
P0|1 = P0 − P0F
T
0 H
T
1 (H1F0P0F
T
0 H
T
1 +H1Q0H
T
1 +R1)
−1H1F0P0 (A.20d)
P0|1 = P0 − P0F
T
0 H
T
1 (H1(F0P0F
T
0 +Q0)H
T
1 +R1)
−1H1F0P0 (A.20e)
Similarly, using the Schur complement SA = D − CA
−1B (A.2) on the Hessian (A.10) and
the inversion lemma (A.5), a modified discrete algebraic Riccati equation (DARE) of the
covariance P1 of x1 is obtained:
P−1
1
= Q−1
0
+HT1 R
−1
1
H1 −Q
−1
0
F0(P
−1
0
+ FT0 Q
−1
0
F0)
−1FT0 Q
−1
0
(A.21a)
P1 =
[
(F0P0F
T
0 +Q0︸ ︷︷ ︸
P∗
)−1 +HT1 R
−1
1
H1
]−1
(A.21b)
P1 = P∗ − P∗H
T
1 (H1P∗H
T
1 +R1)
−1︸ ︷︷ ︸
K∗
H1P∗ (A.21c)
P1 = (I −K∗H1)P∗ (A.21d)
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Off diagonal covariance matrices
1st version from (A.1)
PTρ = −A
−1B
P1︷ ︸︸ ︷
(D − CA−1B)−1 (A.22a)
PTρ = (P
−1
0
+ FT0 Q
−1
0
F0)
−1FT0 Q
−1
0
P1 (A.22b)
Pρ = −
P1︷ ︸︸ ︷
(D − CA−1B)−1 CA−1 (A.22c)
Pρ = P1Q
−1
0
F0(P
−1
0
+ FT
0
Q−1
0
F0)
−1 (A.22d)
2nd version from (A.3)
PTρ = −
P0|1︷ ︸︸ ︷
(A−BD−1C)−1 BD−1 (A.23a)
PTρ = P0|1F
T
0 Q
−1
0
(Q−1
0
+HT1 R
−1
1
H1)
−1 (A.23b)
Pρ = −D
−1C
P0|1︷ ︸︸ ︷
(A−BD−1C)−1 (A.23c)
Pρ = P0|1(Q
−1
0
+HT
1
R−1
1
H1)
−1Q−1
0
F0 (A.23d)
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A.3 Linear Estimator and Covariance Matrix
Based on Humpherys et al. [55], here is recalled some facts about linear least-
squares estimation properties and Newton’s method.
Suppose that data are generated by the linear model
b = Ax+ ε, (A.24)
where A is a known m × n matrix of rank n, ε is an m-dimensional random
variable with zero mean and known positive-definite covariance Q = E[εεT ] > 0,
and b ∈ Rm represents known, but inexact, measurements with errors given by
ε. The vector x ∈ Rn contains the parameters to be estimated.
A linear estimator xˆ = Kb is said to be unbiased if, for all x, we have
x = E[xˆ] = E[Kb] = E[K(Ax+ ε)] = KAx, (A.25)
where K is some n×m matrix. The following theorem states that, among all
linear unbiased estimators, there is a unique choice that minimizes the mean-
squared error and that this estimator also minimizes the covariance.
Gauss-Markov Theorem. The linear unbiased estimator for (A.24) that
minimizes the mean-squared error is given by
xˆ = (ATQ−1A)−1ATQ−1︸ ︷︷ ︸
K
b, (A.26)
and has covariance
Cov(xˆ) = E
[
(xˆ− x)(xˆ− x)T ] (A.27a)
= KE[εεT ]KT (A.27b)
= (ATQ−1A)−1. (A.27c)
Moreover, any other unbiased linear estimator xˆL of x has larger covariance
than (A.27). Thus, (A.26) is known as the best linear unbiased estimator
(BLUE). It is also called the minimum covariance linear unbiased estimator
and the Gauss-Markov estimator. The minimum covariance (A.27) is known
as the Cramer-Rao Lower Bound (CRLB) and is the inverse of the Fisher
Information Matrix (FIM) [14, 68].
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Newton’s method
Interestingly, the linear estimator (A.26) is also the solution of the weighted
least squares problem
xˆ = argmin
x
1
2‖Ax− b‖2Q−1 , (A.28)
where the objective function
f(x) = 12‖Ax− b‖2Q−1 = 12 (Ax− b)TQ−1(Ax− b) (A.29)
is a positive-definite quadratic form. The minimizer is found by root finding
on the gradient of the objective function,
∇f(x) = ATQ−1(Ax− b) (A.30)
which reduces to solving the normal equations
∇f(x) = ATQ−1(Ax− b) (A.31)
Note that the Hessian of f(x) is given by
∇2f(x) = ATQ−1A (A.32)
and is nonsingular by hypothesis; in fact, the inverse Hessian equals the
covariance matrix given by (A.27).
Moreover, since f(x) is a positive-definite quadratic form, a single iteration
of Newton’s method, also called Newton step, yields the minimizing solu-
tion (A.26), irrespective of the initial guess x:
xˆ = x−∇2f(x)−1∇f(x) (A.33a)
= x− (ATQ−1A)−1ATQ−1︸ ︷︷ ︸
K
(Ax− b). (A.33b)
In the case of a nonlinear least-squares problem, a solution may iteratively be
obtained via the Gauss-Newton method (A.4.1).
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A.3.1 Tikhonov Regularization
To handle ill-posed linear least-squares problems, which may occurs when the
matrix A is ill-conditioned or singular, a Tikhonov regularization is commonly
used by adding an extra regularization term in the minimization:
min.
x
||Ax− b||2 + λ||x||2 (A.34)
the explicit solution is given by
xˆ = (ATA+ λI)−1AT b (A.35)
along with its covariance matrix
Cov(xˆ) = (ATA+ λI)−1. (A.36)
Generalized Tikhonov Regularization
For weighted norm on the residual, the Thikhonov regularization can be
generalized as
min.
x
||Ax− b||2Q−1 + ||x− x0||2P−1 (A.37)
The explicit solution is given by
xˆ = (ATQ−1A+ P−1)−1(ATQ−1b+ P−1x0) (A.38a)
= x0 + (A
TQ−1A+ P−1)−1ATQ−1(b−Ax0) (A.38b)
along with its covariance matrix
Cov(xˆ) = (ATQ−1A+ P−1)−1. (A.39)
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A.4 Nonlinear Least-Squares Estimation
A.4.1 Gauss-Newton algorithm
While a linear least-square problem can be solve in one step, a nonlinear least-
squares (NLS) problem needs to be iteratively solved to find a local minimum.
At each step, the NLS problem is linearized at the current estimate and a
Gauss-Newton iteration is solved.
A NLS problem has the form
min.
x
1
2r(x)
T r(x)︸ ︷︷ ︸
f(x)
(A.40)
with a nonlinear residual vector r(x) = η − M(x), and r : Rn → Rm with
m > n (overdetermined system).
The residual r(x) is linearized at the current estimate xk
r(x) ≃ r(xk) + J(xk)(x− xk︸ ︷︷ ︸
pk
) (A.41)
where J(x) = ∂r(x)∂x ∈ Rm×n is the Jacobian of the residual.
Then, the following linear least-square problem can be solved
min.
pk
1
2 ||Jkpk + rk||2 (A.42)
to yield
JTk (Jkpk + rk) = 0 (A.43)
JTk Jkpk = −JTk rk (A.44)
pk = −(JTk Jk︸ ︷︷ ︸
≈∇2fk
)−1 JTk rk︸ ︷︷ ︸
=∇fk
(A.45)
and get the next iterate
xk+1 = xk + pk. (A.46)
The “beauty” of Gauss-Newton method is to provide an approximation of
the cost function Hessian ∇2fk ≈ JTk Jk “for free”. Moreover, a quadratic
convergence rate is reached when rk is nearly linear.
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Globalization technique
To accommodate for the problem nonlinearities and improve the solution
convergence, two globalization strategies – the line-search and the trust-region
– exist to update the current estimate variable xk to the new iterate xk. The
commonly used line-search method is implemented as follows:
xk+1 = xk + αkpk (A.47)
where αk ∈ (0, 1] can be adjusted to satisfy Armijo backtracking conditions [77].
A.4.2 Levenberg-Marquardt algorithm
The Levenberg-Marquardt method adds some robustness to the Gauss-Newton
method when the approximated Hessian JTJ is not invertible or ill-conditioned.
The method makes the step pk smaller by penalising the norm of the step.
min.
p
1
2 ||Jp− r||2 + λ2 ||p||2 (A.48)
to yield
(JTk Jk + λI)pk = −JTk rk (A.49)
A similar “damping” factor λ appears in Tikhonov regularization (A.3.1), which
is used to solve linear ill-posed problems.
A.4.3 Numerical implementation
Computation of the Jacobian J(x) can be performed via finite-difference
or automatic differentiation, as outlined in Appendix A.7. The Jacobian
J(x) structure for the unconstrained MHE problem (2.26) is described in
Appendix A.5.
Additional material on NLS estimation can be found in [22, 77, 33].
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A.5 Internals of unconstrained MHE
A.5.1 uMHE Residual and Jacobian Structure
The unconstrained MHE problem (2.26) is recalled here and written at time
instant ℓ = N to clarify the notation:
minimize
z0, . . . , zN
p
∥∥∥ z0 − z¯0
p− p¯
∥∥∥2
P
−1
0
(A.50a)
+
N−1∑
k=0
∥∥zk+1 − fz(zk,p,uk)∥∥2Q−1
k
(A.50b)
+
N∑
k=0
∥∥y˜k − h(zk,p,uk)∥∥2R−1
k
(A.50c)
Defining the MHE optimization variable x = [zT0 , . . . ,z
T
N ,p
T ]T , the residual
vector r(x) of the nonlinear least-squares problem (A.50), and the Jacobian
J(x) = ∂r∂x of the residual can be evaluated. The residual vector is organized
as follows:
r(x) =


S0 (z0 − z¯0)
V0 (h(z0,p)− y˜F,0)
W 0 (f(z0,p)− z1)
V1 (h(z1,p)− y˜F,1)
...
WN−1 (f(zN−1,p)− zN )
VN (h(zN ,p)− y˜F,N )
TN (p− p¯)


, (A.51)
with the weighting matrices S0, T 0, W k, Vk related to the inverses of
covariance matrices PN , Qk, Rk as follows:
P−10 =
[
ST0 S0 0
0 T TNTN
]
, Q−1k =W
T
kW k, R
−1
k = V
T
k Vk. (A.52)
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The resulting sparse Jacobian J is obtained:
J(x) =
∂r
∂x
=


S0 0
V0C0 V0D0
W 0A0 −W 0 W 0B0
V1C1 V1D1
W 1A1 −W 1 W 1B1
. . .
...
VNCN VNDN
T


, (A.53)
with
Ak =
∂f
∂z
∣∣∣∣
zk
, Bk =
∂f
∂p
∣∣∣∣
zk,p
, (A.54)
Ck =
∂h
∂z
∣∣∣∣
zk
, Dk =
∂h
∂p
∣∣∣∣
zk,p
. (A.55)
Sensitivities Φz =
∂f
∂z and Φp =
∂f
∂p are either obtained through finite-
differences, or better, through the adjoint sensitivity ODE’s:
Φ˙z =
∂ϕ
∂z
Φz and Φ˙p =
∂ϕ
∂z
Φz +
∂ϕ
∂p
(A.56)
integrated alongside the model ODE’s ϕ(·). ∂ϕ∂z and ∂ϕ∂p are the analytic
Jacobians of ϕ(·) obtained through manual differentiation or automatic
differentiation, as outlined in Appendix A.7.
Dimensions
State zk ∈ Rnz , k = 0, . . . , N
Parameter p ∈ Rnp ,
Optim. Var. x ∈ Rnx , nx = (N + 1)nz + np
Measurement yk ∈ Rny , k = 0, . . . , N
y ∈ Rm, m = (N + 1)ny
Residual r ∈ Rnx+m
Jacobian J ∈ R(nx+m)×nx
Approx. Hessian H ∈ Rnx×nx
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A.5.2 Estimation via Multiple-shooting
Multiple shooting state and parameter estimation illustration in Fig. A.1 of
one Gauss-Newton iteration of the unconstrained MHE (2.26) implemented for
the S-GMS model. Horizon length N = 9, nz = 4 and np = 5.
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Figure A.1: One Gauss-Newton iteration of MHE
The Jacobian J(x) and Hessian JTJ patterns (A.5) are presented in Fig. A.2
for the augmented state vector x = [ z1 z2 z3 z4 | κ1 κ2 κ3 κ4 FC ]T .
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Figure A.2: Jacobian and Hessian
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A.6 Equality Constrained NLS
To solve the general equality constrained nonlinear problem:
min.
x
f(x)
s.t. g(x) = 0
(A.57)
we define the following Lagrangian L :
L(x, λ) = f(x) + λT g(x) (A.58)
with the Lagrange multipliers λ and where the Karush-Kuhn-Tucker (KKT)
conditions:
∇xL = 0
g(x) = 0
(A.59)
hold at the optimal solution x∗.
A.6.1 Generalized Gauss-Newton
In case of an equality constrained nonlinear least-squares (NLS) problem, the
general problem (A.57) becomes:
min.
x
1
2
∣∣∣∣F1(x)∣∣∣∣22
s.t. F2(x) = 0
(A.60)
where F1(x) is the residual vector of our constrained MHE problem (2.27) or
(2.28).
Linearizing (A.60) at the working point x¯ :
min.
x
1
2
∣∣∣∣F1(x¯) + J1(x¯)(x− x¯)∣∣∣∣22
s.t. F2(x¯) + J2(x¯)(x− x¯) = 0
(A.61)
as per the Lagrangian definition (A.58) and neglecting constant terms, we have:
L(x, λ) = 12 (x− x¯)TJT1 J1(x− x¯)+ (x− x¯)TJT1 F1+λT (F2+J2(x− x¯)) (A.62)
by following the KKT conditions (A.59), the following linear system equations
is obtained: (
JT1 J1 J
T
2
J2 0
)
︸ ︷︷ ︸
KKT matrix
(
x
λ
)
=
(
JT1 (J1x¯− F1)
J2x¯− F2
)
(A.63)
Reference to Bock et al. [18] for the related covariance matrix.
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A.7 Calculating Derivatives
Brief overview of several techniques for calculating the derivative ∇f as per
Nocedal and Wright [77], and Diehl [33].
Manual or Symbolic Differentiation
Manual differentiation, by hand, may quickly be expensive and error prone.
Symbolic differention rely on computer algebra system (CAS), such as
Mathematica, Maple or Maxima, a free open-source CAS. The disadvantage
is that the result is often a very long code and expensive to evaluate.
Finite-Difference Derivative Approximation
The direction derivative ∇f(x)T p can always be approximate via finite-
differences:
∇f(x)T p ≈ f(x+ ǫp)− f(x)
ǫ
. (A.64)
A good rule of the thumb is to choose ǫ =
√
εmach, with εmach the machine
precision. The accuracy of this method is
√
εmach, which means in practice
that we loose half the valid digits compared to the function evaluation.
The “Imaginary Trick” in MATLAB
An easy way to obtain high precision derivatives in MATLAB. It is based on
the observation that if f : Rn → Rm is analytic and can be extended to complex
numbers as inputs and outputs, then for any ǫ > 0 holds
∇f(x)T p ≈ imag(f(x+ iǫp))
ǫ
. (A.65)
With this technique, ǫ can be chosen extremely small, e.g. ǫ = 10−100, without
danger of numerical errors and the accuracy of the computed derivative is up
to machine precision.
Automatic or Algorithmic Differentiation (AD)
Automatic or Algorithmic Differentiation (AD) exploits the fact that each
differentiable function f : Rn → Rm is composed of several elementary
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Figure A.3: Forward and Backward mode automatic differentiation for the
function f(x1, x2) = x1x2 + sin(x1). Example source from Wikipedia.
arithmetic operations (addition, subtraction, multiplication, division, etc.) and
elementary functions (exp, log, sin, cos, etc.). By applying the chain rule
repeatedly to these operations, derivatives of arbitrary order can be computed
automatically, accurately to working precision, and with a limited amount of
arithmetic operations.
Two alternatives ways exist to evaluate the derivatives, the forward mode and
backward mode. As an example, for the simple composition f(x) = g(h(x))
the chain rule gives dfdx =
dg
dh
dh
dx . Forward mode specifies that one traverses the
chain rule from right to left (that is, first one computes dh/dx and then dg/dh),
while backward mode has to go from left to right. An example of forward
and backward modes is illustrated in Fig. A.3 for the function f(x1, x2) =
x1x2 + sin(x1).
Forward mode is superior to backward mode for functions f : R → Rm with
m ≫ 1 as only one sweep is necessary, compared to m sweeps for backward
mode.
Backward mode is superior to forward mode for functions f : Rn → R with
n≫ 1, where forward mode requires roughly n times as much work.
In most application, backward mode can be much faster than forward mode,
but requires also to store more intermediate variables. Various combinations
of forward and backward modes exist to get the better of each mode.
The AD techniques are used in the ACADO Toolkit [51, 53].

Appendix B
The GMS/S-GMS Model
Structure
B.1 The GMS model formulation
The GMS model [67, 1, 2] can be formulated with internal states in
displacement unit zi[m] or in force unit z
′
i[N ]. The relation between both
state representations is z′i = κizi. The advantage of the state representation
in force units z′i[N ] is to specify an output force equation for yF that is
independent of the stiffness parameters κ, provided that the micro-viscous
coefficients σi = 0, which is the case in practice as mentioned in Section 3.5.3.
Both GMS formulations are presented in Table B.1.
B.2 The S-GMS model formulation
Similarly to the GMS, the S-GMS model can be formulated with internal states
zi[m] or z
′
i[N ]. Both S-GMS formulations are presented in Table B.2.
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Table B.1: GMS formulations
GMS zi[m] formulation GMS z
′
i[N ] formulation
Element Sticks Element Sticks
dzi
dt
= q˙
dz′i
dt
= κiq˙
until |zi| = zs+i (q˙) = νiκi s+(q˙) until |z′i| = νis+(q˙)
Element Slips until v 9 0 Element Slips until v 9 0
dzi
dt
= C
(
sgn(q˙)
νi
κi
− zi
s+(q˙)
)
= Ci
(
sgn(q˙)− zi
z
s+
i (q˙)
)
dz′i
dt
= C
(
sgn(q˙)νi − z
′
i
s+(q˙)
)
= νiC
(
sgn(q˙)− z
′
i
νis+(q˙)
)
with Ci =
νi
κi
C
Friction Force Friction Force
yF =
N∑
i=1
(κizi + σiz˙i) + c(q˙) yF =
N∑
i=1
(
z′i +
σi
κi
z˙′i
)
+ c(q˙)
where
∑
νi = 1, and the elementary steady-state deflection z
s+
i (q˙) =
νi
κi
s+(q˙).
The absolute Stribeck effect is written as s+(q˙) = FC
(
1 + βe−(q˙/vs)
2
)
,
where β = FS−FCFC > −1 represents the relation between the static force FS and
the Coulomb force FC , while vs is the Stribeck velocity.
The viscous term can either be of a linear form: c(q˙) = σv q˙, or a nonlinear
form: c(q˙) = σ
√
n
v |q˙|nsgn(q˙).
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Table B.2: S-GMS formulations
S-GMS zi[m] formulation S-GMS z
′
i[N ] formulation
State Equation State Equation
dzi
dt
= q˙ − ηi(zi, q˙)q˙a zi
z
s+
i (q˙)
dz′i
dt
= κiq˙ − ηi(z′i, q˙)q˙a
z′i
z
s+
i (q˙)
Friction Force Friction Force
yF =
N∑
i=1
(κizi + σiz˙i) + c(q˙) yF =
N∑
i=1
(
z′i +
σi
κi
z˙′i
)
+ c(q˙)
where
∑
νi = 1, and the elementary steady-state deflection z
s+
i (q˙) =
νi
κi
s+(q˙).
The absolute Stribeck effect is written as s+(q˙) = FC
(
1 + βe−(q˙/vs)
2
)
.
A smoothed approximation of the absolute velocity q˙a ≃ |q˙| can be implemented
either as q˙a =
√
q˙2 + ǫ, with ǫ an arbitrarily small positive constant, or as
q˙a = q˙ tanh(ςq˙) for some ς ≫ 1.
The viscous term can either be of a linear form: c(q˙) = σv q˙, or a nonlinear
form: c(q˙) = σ
√
n
v |q˙|nsgn(q˙).
Smoothing function for the S-GMS zi[m] formulation:
ηi(zi, q˙) =
(
1∓ 12 tanh
[
λ
(
zi
z
s+
i (q˙)
± ζ
)])
︸ ︷︷ ︸
→1 if |zi|≥zs+i (q˙)
1
2
(
1 + tanh
(
γ
zi
z
s+
i (q˙)
q˙
vs
))
︸ ︷︷ ︸
→0 if sgn(q˙) 6=sgn(zi)
(B.1)
Smoothing function for the S-GMS z′i[N ] formulation:
ηi(z
′
i, q˙) =
(
1∓ 12 tanh
[
λ
(
z′i
νis+(q˙)
± ζ
)])
︸ ︷︷ ︸
→1 if |z′
i
|≥νis+(q˙)
1
2
(
1 + tanh
(
γ
z′i
νis+(q˙)
q˙
vs
))
︸ ︷︷ ︸
→0 if sgn(q˙) 6=sgn(z′
i
)
(B.2)
Setting of the three smoothing parameters (ζ, λ, γ) is described in Section 3.5.2.
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B.3 S-GMS Matrix Form
The matrix formulation of the S-GMS analytic set of ODEs can be written as:
z˙(t) = q˙(t) [Inz×1 −Υ(z,p, q˙)z(t)] , (B.3)
where the state vector z ∈ Rnz represents spring deflections of nz internal
elements. The diagonal matrix Υ(z,p, q˙) contains normalized smoothing
functions describing presliding behavior and Stribeck effect, which are defined
by a set of parameters p. Then, the resulting friction of an object moving at
velocity q˙ is given by
yF = κ
Tz + σT z˙ + σv q˙, (B.4)
with a stiffness vector κ ⊂ p, an optional micro-viscous friction coefficient
vector σ and a macro-viscous friction coefficient σv. While describing all
essential friction characteristics, the S-GMS is a generalized friction model that
naturally includes well-known single-state LuGre and Elasto-Plastic models as
special cases.
B.4 GMS Hysteresis Shaping
The hysteresis loop function in presliding can be determined by nz Maxwell-
slip (MS) elements in parallel as defined in Fig. 3.2. An hysteresis loop with 4
MS elements is represented in Fig. B.1 with its corresponding virgin curve in
Fig. B.2. The so-called virgin curve is defined as the curve starting at position
x = 0 and force y = 0 to end at position xnz when the friction force reaches
the Coulomb force ynz = FC . Then, a full hysteresis loop is composed of
two double-stretched and shifted versions of the virgin curve, of which one is
rotated.
The relationship between (i) the force amplitude versus displacement (xi, yi)
and (ii) the stiffness distribution (κi, νi) is represented in the following linear
combination: 

x1 x1 · · · x1
x1 x2 · · · x2
...
...
. . .
...
x1 x2 · · · xnz




κ1
κ2
...
κnz

 =


y1
y2
...
ynz

 (B.5)
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or expressed in an lighter way:

∆z1 ∆x1 · · · ∆x1
∆x2 · · · ∆x2
. . .
...
∆xnz




κ1
κ2
...
κnz

 =


∆y1
∆y2
...
∆ynz

 (B.6)
where ∆xi = xi − xi−1 and ∆yi = yi − yi−1, while the following relations hold:
κixi = νiynz , and
nz∑
i=1
νi = 1. (B.7)
In addition, the maximum stiffness at velocity reversal, also known as the initial
contact stiffness, can be defined as:
κ0 =
nz∑
i=1
κi. (B.8)
Out of curiosity, some mathematical series have been investigated for the
stiffness distribution and represented in Tables B.5 and B.6
Experimental MS identification for the X-axis
The MS elements distribution is selected to fit the experimental virgin curve,
as mentioned in [67, 57]. Experimental hysteresis loop is obtain with small
excitation amplitude, sinusoidal or piecewise motion, similar to the trajectory
profile of Fig. 4.5. Experimental MS selection for the X-axis is given in
Table B.3 and represented in Fig. B.3 with a zoom on initial contact stiffness
in Fig. B.4.
Table B.3: Identified and normalized Maxwell-slip parameters
physical values normalized values
x y κ ν x y κ ν
[µm] [mA] [A/mm] [−] [xc] [FC ] [FC/xc] [−]
0.25 40 120 0.067 0.0053 0.089 12.67 0.067
1 70 25 0.056 0.0211 0.156 2.64 0.056
3 100 7.1 0.047 0.0632 0.222 0.75 0.047
47.5 450 7.9 0.83 1 1 0.83 0.83
where FC = kT yn = 9 N, xc = xn = 47.5µm, and kT = 20 N/A.
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Figure B.1: Hysteresis: force y versus position x
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Figure B.2: The virgin curve with 4 MS elements
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Figure B.3: Experimental (κi, νi) hysteresis
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Figure B.4: Zoom on the experimental virgin curve
132 THE GMS/S-GMS MODEL STRUCTURE
−1 0 1
−Fs
0
Fs
Position [−]
Fr
ic
tio
n 
Fo
rc
e 
[N
]
Constant series
κi =
κ0
nz
νi =
2(nz + 1− i)
nz(nz + 1)
i = 1, . . . , nz
−1 0 1
−Fs
0
Fs
Position [−]
Fr
ic
tio
n 
Fo
rc
e 
[N
]
Arithmetic series
κi =
2(nz + 1− i)
nz(nz + 1)
κ0
νi =
1
nz
i = 1, . . . , nz
−1 0 1
−Fs
0
Fs
Position [−]
Fr
ic
tio
n 
Fo
rc
e 
[N
]
Geometric series
κi =
2nz−i
2nz − 1κ0
νi =
1
nz
i = 1, . . . , nz
−1 0 1
−Fs
0
Fs
Position [−]
Fr
ic
tio
n 
Fo
rc
e 
[N
]
Harmonic series
κi =
κ0
i
∑nz
i=1
1
i
νi =
1
nz
i = 1, . . . , nz
Figure B.5: Stiffness distribution examples (part one)
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Figure B.6: Stiffness distribution examples (part two)
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