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We obtain the necessary and sufficient conditions for the pth power integrability 
of a matrix coefftcient of an admissible representation of a reductive p-adic group in 
terms of the exponents of the matrix coeffkient. 
In [ 1, Theorem 4.4.41, we have stated and proved a theorem of Harish- 
Chandra which gives necessary and sufficient conditions for the square 
integrability of a matrix coefficient of an admissible representation of a 
reductive padic group in terms of properties of the constant term of the 
matrix coefficient. In two recent papers [2,31 we have needed a more general 
statement, i.e., a theorem providing necessary and sufficient conditions for 
the pth power integrability of a matrix coefficient in terms of the matrix coef- 
ficient’s asymptotic rate of decay. The purpose of this paper is to state and 
prove the generalization of Harish-Chandra’s theorem which is valid for 
arbitrary p > 0. 
1. PRELIMINARIES 
We begin with some notation and terminology. The reader should consult 
[ 11 both for more details and for the definitions of terms used in this paper 
without explication. 
Let D be a non-archimedean local field. Let G be a connected reductive 
algebraic group defined over S2. Let Z denote the largest Q-split torus lying 
in the center of G. 
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We denote algebraic groups which are defmed over 52 by boldfaced capital 
Roman letters, the corresponding roups of a-points by the same letter in 
ordinary type. 
Let q denote the module of 0. We normalize the absolute value ]] on R 
such that log, ] ] maps 0’ onto the ring Z of rational integers. 
Let A,, be a maximal a-split torus contained in G. We fix a minimal p- 
pair (PO, A,,) (P, = M, N,) of G and an &-good maximal compact subgroup 
K of G [l, Sect. 0.61. 
A p-pair (P, A) of G is called standard if P 3 P, and A c A,,. If only the 
second condition is satisfied, we call (P, A) a semi-standard p-pair. An 0 
split torus A of G is called a standard torus if A c A,, and A is a split 
component of a p-pair. 
Let A be a standard torus. We write 9(A) for the set of all parabolic a- 
subgroups of G which have A as a split component. For every P E 9(A) 
(P = MN) there is a unique P E 9(A)(P = MN) such that P n P = M. We 
call the p-pair @, A) the opposite of (P, A). 
For any standard torus A with centralizer M and normalizer No(A) we 
write W(G/A) for the finite group N,(A)/M. We also write W,, = W(G/A,). 
1.1. The Real Lie Algebras and Dual Real Lie Algebras of Standard Tori 
Let A be a standard torus of G with centralizer M. We write X(A) for the 
group of rational characters of A, X(M) for the group of rational characters 
of M which are defined over 0. Each is a free abelian group of finite rank; 
restriction injects X(M) onto a subgroup of finite index in X(A). Identifying 
elements of X(M) or X(A) with the homomorphisms they induce of M or A 
to .(ax, we write ‘M = nxox(Mj ker 1x1 and ‘A = A n ‘M. The factor group 
M/‘M is also a free abelian group of finite rank and A/“,4 may be regarded 
as a subgroup of finite index. 
We define the real Lie algebra of A, a = (M/‘M) @ IR = (A/‘A) 0 IR, and 
the dual real Lie algebra of A and its complexification, 
There is a natural mapping H: M -+ a which factors through and injects 
M/‘M on a lattice in a, Identifying X(A) with a lattice in a*, we set 
(x, mm)) = 1% Ix(m)1 
for all m EM and x E X(M); we extend (,) to a (complex-valued) bilinear 
form on a,* x a. For any P E 4(A)(P = MN) we set H,(x) = H(m), where 
x=kmn (kEK, mEM, nEN). 
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We fix a W,-invariant inner product on a,. By restriction, we obtain a 
W(G/A)-invariant inner product on a. We define i: a* -+ a such that 
(i(v), H(a)) = (b H(a)) 
for all a~.4 and vEa*; when convenient, we use i to identify a* with a. 
1.2. A-Roots and Chambers 
Let (P, A), (P = MN) be a semi-standard p-pair of G. The non-trivial 
rational characters of A which occur in the restriction to A of the adjoint 
representation of G are called A-roots. We write ,Z(P, A) (respectively, 
C,(P, A)) for the set of A-roots (respectively, reduced A-roots) which occur 
in the action of A on the Lie algebra of N, Z”(P, A) for the set of simple A- 
roots associated to P, i.e., for the smallest subset of C(P, A) whose set of 
non-negative integer linear combinations (taken in the H-module X(A)) 
contains all of C(P, A). 
The set C(P, A) is canonically imbedded in a*; the scalar product (, ) 
identities C(P, A) with a subset of a. We write +a*(P) or +a*(+a(P) or +a) 
for the set of all linear combinations of elements of C(P, A) with non- 
negative coefficients, a* + (P) or a* + (a’(P) or a+) for the dual cone (i.e., 
closed positive chamber). We also write A+(P) or A+ (respectively, M+(P) 
or M+) for the subset of A (respectively, 44) mapped into a+ by H. 
We write 6, for the modular function of P, pp for the unique element of 
+a*(P) such that log,(b,(m)) = (2p,, H(m)) for all m E M. 
2. CRITERIA FOR THEPTH POWER INTEGRABILITY AND 
NON-INTEGRABIL~Y OF MATRIX COEFFICIENTS 
LEMMA 2.1. Let p be a positive constant. Let f be a locally constant 
complex-valued function on G. Let q be a character of Z and assume that 
f (gz) = q(z)f( g) for all g E G and z E Z. Then 
I G,zlfWdg* 
converges if and only if the sum 
converges. 
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ProoJ Since G = UmoeMo+,OMG Km,ZK, IO,= If(g dg* converges if 
and only if C mosM,+lOMoZ jKmoK (J(g)]” dg is finite. By [ 1, Lemma 4.1.11, there 
exist constants c, and c2 such that 
for all m E M,+ . Therefore, assuming J-K xK dk = 1, we have 
Cl I,,, I f( d P’ dg < 4-,(m) jK x K If@, mk2) lp dk G c2 jK, I f( d I’ & 
for all m E M,‘. Summing over representatives m,, E Ml/‘MoZ, we obtain 
the lemma. 
Let 23’ = C”O(K x K). For any v E 23’ set 
IbIl&= jxnKl~(k,:kz)12dk,dkz. 
For any locally constant function f on G we set 
f(k, : X: k,) = f(k,xk,) 
(k,, k, E K, x E G) and regard f as a function on G with values in 8’. 
COROLLARY 2.2. If, in addition to the hypotheses of Lemma 2.1, there 
exists an open subgroup K, of K such that f is K,-bi-invariant, then 
1 G,Z If (dip &* < * 
C ~p,(mo)llf(mo)ll% < ~0. 
mo6M$/QM$ 
Proof: Without loss of generality we may assume K, is normal in K. 
Since K x K/K, x K, is finite, it is clear that 
2 moeYo+/%+Qz &,(mo)jKXK If(k~mok2)lpdk,dk2 < 00 
if and only if 
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for every (k,, k2) E K x K, if and only if 
Given x E M(n, LI), we set /xl = maxr<i,jcn (xij/* If XE GL(n, L’), we 
define )/x/I = max(lx), 1x-r I). We also define u(x) = logq IIxjl. We may regard 
G as a subgroup of GL(n, Q). Thus, both ()I[ and u are defined for points of 
G. We may (and do) assume that (lk,xk,(( = ((x(( for all k,, k, E K and 
x E G. We also define u+.(x) = infrez a(xz) (x E G). 
Letx I ,..., xs be any set of generators for X(G) and let T > 1, We write G, 
for the set of all x E G such that 
for all i = l,..., s. 
T-l < IXi(X)) < T 
We write a -tP co on A if {a, H(u)) -+ co for all a f C(P, A) and a -+ co 
onAnG,if(a,H(a))-+coforatleastoneaE~(P,A),aEAnG,. 
LEMMA 2.3. For every d > 0 and every E > 0 there exists a positive 
constant c = c(d, E) such that 
(1 -I- u*(u))” < CqE(-H(Q)) 
forulluEA+. 
Proof Since 
o*@z) = u*(a) and @P, Wz)) = @P* WI) 
for all a E A and z E 2, it is enough to show that there exists c such that 
(1 + u(u))d < Cq+p’H(0)) 
for all a f A+ n G,, any fixed T > 1. Since 
log(( 1 + ~(a))~) = d log( 1 + u(u)) 
for all a E A, it is enough to show that 
lwtl + u(u)) ~ o 
1 +@Pvfm)) ’ 
U-+CQ 
(a E A+ n GT). It is, however, clear from the definition of u(u) that there 
exists c, > 0 such that 
1 + u(a) < c,(l + @PV W))) 
for all a E A + n G,. The lemma follows. 
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LEMMA 2.4. Let v E +a*(P). Then there exists E > 0 such that 
05 Wa)) > 4th Wa)) f or all a E A+(P) if and only if v= Cc,a with 
c, > 0 for all a E C”(P, A). 
Proof. For every root a E C’(P, A) there exists L, E a+(P) such that 
(a,IZ,)=1and(a’,1,)=Oforalla’E~o(P,A)-{a).Ifthereexists~>O 
such that (v, H(a)) > E&,, H(a)) for all a E A ‘(P), then (v, A,) > 0 for 
every a E C’(P, A). This implies that v = Cc,a with c, > 0 for all 
a E C”(P, A). Conversely, if v = 2 c,a with c, > 0 for all a E C’(P, A), 
then there exists E > 0 such that (v, 2,) = c, > ~(p,,, A,) for all a; this 
implies that (v, H(a)) > E&, , H(a)) for all a E A ’ (P). 
We write d(G) for the vector space spanned by the set of all matrix coef- 
ficients of admissible representations of G. Given a quasi-character q of 2, 
we write &(G, r,r) for the subspace of d(G) consisting of all functionsfsuch 
that f( gz) = f(g)?(z) for all g E G, z E 2. 
We recall that, if 71 is an admissible representation of G and if (P, A) 
(P = MN) is a semi-standard p-pair, then K has a Jacquet representation z(P) 
with respect to (P, A): x(P) is the largest quotient representation of 7~1 P 
whose restriction to N is trivial. We regard n(P) as a representation of M; it 
is admissible (cf. [ 1, Sect. 2.31). If a quasi-character x of A occurs as the 
central character of a component of Sj.‘* @ n(F), then x is called an exponent 
of rr with respect o (P, A). We write S,(P, A) for the set of all exponents of 
rr with respect o (P, A). If rz has a finite composition series, then S,(P, A) 
is a finite set. 
Let fE d(G). Then f generates, under right translations, an admissible 
representation ,u, of G. For any semi-standard p-pair (P, A) of G we write 
S,(P, A) = ZM,(P, A). The constant term of f along P is denoted fp and 
satisfies 
where f p,X denotes the X-primary component of fp for any x belonging to the 
finite set SAP, A) (cf. [ 1, Sects. 2.6 and 3.1 I). 
PROPOSITION 2.5. Let 0 (p ( a0 and let q be a character of Z. Let 
f E &‘(G, ?,I). Then the following statements are equivalent: 
(1) hi,, IfWY &* < 00. 
(2) For every standard p-pair (P, A) # (G, Z) (P = MN) 
6,(a)“‘P- I’*) ]]f,(ma)]]sO 4 0, a+, a3 
for all m E A4. 
ASYMPTOTIC54 AND INTEGRABILITY 397 
(3) For every standard p-pair (P, A) # (G, Z) (P = MN) 
r3p(u)(l’p-l’2) ~~fp(??Uz)\~nO -+ 0, U-P CD (uEA+(P)nG,,unyfZedT> I), 
for all m E M. 
(4) For every standard p-puir (P, A) (P = MN) and every 
x E %,JP, A) there exists E > 0 such that 
h3,(lxWK (l-5 -E) GhW)) 
for all a E A+(P). 
(5) For every r > 0 there exists a positive constant c(r) such that 
If( i c(r)W))““(1 + c&))-~ 
for all x E G. (See [ 1, Sect. 4.21 for the definition of the spherical function 
S(x).) 
ProoJ (1) * (2). Since there is a finite subset S of M: such that any set 
of representatives for SA,+/‘A,Z is a set of representatives for M~/“MoZ, it 
follows from Corollary 2.2 that (1) is true if and only if 
for every m, E Ml. 
If (2) fails, there is a standard p-pair (P, A) # (G, Z)(P = MN), an 
element m, E MO, a constant E > 0, and a sequence (a,} c A ’ such that 
a,-+, a,n-t co, and such that 
4&J wp-1’2) Ilf,(m,a,)((, > E 
for all n. In this case, 
c 4J~o) Ilf(m,a,) IIt 
a&4o+pAgZ 
= f5;p’2 (mo) 2 II &.(uJ(~‘~- l’*) fp(mou,)ll$ 
It=1 
which implies that the integral diverges. Therefore, not (2) implies not (1). 
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(2) 3 (3). If (3) is false, there is a standard p-pair (P, A), an element 
m E MO, and a sequence {a,} c A +(P) n G, such that a, + 00, n --) co, and 
such that 
6p(a n )(1’p-1’2) (If,(mc7”) I(@ > E > 0 
for some constant E. Since {a,} c A +(P) n G,, a,, + co implies that there is 
a proper subset F c C”(P, A) such that (a, H(a,)) --t co, n --f co if and only 
if a E C”(P, A) -F.. 
Let A’ be the largest subtorus of A which lies in the intersection of the 
kernels of the root characters corresponding to elements of F. Let (P’, A’) 
(P’ = M’N’) denote the standard p-pair of G having A’ as split component. 
Restriction maps the set C”(P, A) -F bijectively onto the set of simple A’- 
roots CO(P’, A’). 
Let a’* denote the dual real Lie algebra of the torus A’. Then a’ * may be 
identified with a subspace of a*. The pairing (,) on a’* X a induces a 
mapping of H,(A) onto a lattice subgroup L’ of a’, the real Lie algebra of 
A’ (We regard a’ as a quotient of a.). Since HM,(A’) is a sublattice of L’, we 
may choose a finite subset X’ of L’ with the property that every element of 
L’ differs from X’ by an element of H,,.JA ‘). Write X for a fixed subset of A 
which maps, under the above restriction mapping, bijectively onto X’. 
The sequence {a,} may be decomposed into a product {~,,a:}, where 
x, E X for all n, a:, E A’ for all 12, and (a’, H,,,(a~)) = (a, H,(a~)) --t co, 
n + a~, for all a’ E CO@“, A’) (a E C”(P, A) -F). Write (*P, A) for the p- 
pair (P n M’, A). Then ~5, = 6,&.,. We have shown that, if (3) fails, 
= W,) (I’P- l’*) &$+zx,) 6, &J ’ (~‘p-l’*)l)fpl(lftXna~)ll~ > E > 0 
for all n. However, since a; +p, co, IZ --t co, (2) implies that 
c3p,(u’)“‘~-“*’ ~~fp,(mu~)J(gO+ 0, n n-+ co, 
for every fixed mx E A4 c 44’. From this we may conclude that the limit 
exists uniformly for all mx lying in any fared compact subset of M’. Since 
the sequence {xn} has only finitely many values, this implies that 
~&2y’p-“*) ~lf,@X,a&0 + 0, n-, co. 
Since the sequence {cI~(xJ(~‘~- 1’2)8$?(ntxJ} also has only finitely many 
values and is, therefore, bounded, (2) implies that the limit of the product of 
the two sequences is zero, too. Thus, if (3) fails forf, (2) fails also; not (3) 
implies not (2). 
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(3) Z- (4). Let (P, A) (P = MN) be a standard p-pair of G. Assume 
that 
4(a) (lh- 1’2) 11 fp(ma) &yl -+ 0, a+ 00 (aEA+(P)nG,), 
for every fixed m E M. Then the same limit holds with fp replaced by any 
linear combination of A-translates of f,, ; in particular, we may replace fp by 
fp ,x for any x E %j(P, A ). 
Let %JX denote the vector space spanned by the set of A-translates of the 
function fp,X. Since fp,z is an A-finite function, ZIz is a finite-dimensional 
space. Let ~1, denote the representation of A on BX. Then ,u,@ x-r is a 
representation of A by unipotent matrices. Therefore, by [ 1, Lemma 4.1.41, 
there exists a positive constant c, such that 
for all m E M and a E A. Therefore, the hypothesis that the above limit is 
zero implies that 
Ua) (l’p-“*) Ix(u) 1 -i 0, U-+CO (aEA+(P)nG,). 
Given any a E C’(P, A), we may choose a sequence (a,} c A + (P) n G, 
such that (a, H&J) -+ co, n + co, and (a, H(u,)) =0 for all 
a’ E CO(P, A) - {a}. Therefore, if 
f%(a) (l’p- 1’2) Ix(u)1 -3 0, U+OZ (aEA+(P)nG,), 
then there exists v = C c,a with c, > 0 for all a E C”(P, A) such that 
Ix(u)I~p(u)“/P-m = q-mf(a)~ 
for all a EA. By Lemma 2.4, this implies that there exists E > 0 such that 
Ix(u)I~p(u)“/P- 112) < q--rhIfw) 
for all a E A + (P). Thus, 
hz,Ix(4l~ (I --$--E)@,m)) 
for all a E A ‘(P). We have proved that (3) implies (4). 
(4) * (5). By [ 1, Theorem 4.2.11, there is a positive constant cI such 
that 
c,<d~f(m)Z(m) 
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for all m E M,+ . Therefore, 
cf’” < 6;~(m)(S(m))2’p 
for all m E Ml. Applying Lemma 2.3, we see that, to prove (4) implies (5), 
it is enough to show that there exist positive constants c2 and E such that 
for all m E Mt , provided (4) holds. 
From the structure theory of Bruhat and Tits we know that there is a finite 
subset S of Mi such that SA: = M$ . Thus, it is sufficient to fix m E Mi 
and show that 
c5po(mu)(“P+E) ]]f(ma)]]s & c2 
for all a E A:. Since both S,, and ]]f(] W are Z-invariant continuous functions 
on M, it is sufftcient to show that E may be chosen such that, for any 
sequence {a,} c A,+ n G, (T > 1) which satisfies (I, + co, n + co, 
~po(mf2,)(1'p+") Ilf(ma,)ll,o< c2. 
Let {a,} be a sequence as above. Let F denote the set of all 
u E C”(Po, A,) for which {(a, H(u,))} is a bounded sequence. Then F is a 
proper subset of C”(Po, A,). Let A be the largest torus lying in the kernels 
of all the A,-root characters corresponding to elements of F. Then A is a 
standard torus; it is the split component of a standard p-pair (P, A) # (G, Z). 
As in the case (3) * (4), we may write a, = x,uA for all n, where the set of 
values of the sequence {x,} is a finite subset of A,, (a;} c A + (P), and 
(a, H(u:)) + co, n + co, for all a E C”(P, A). For all large 12 
f(ma,) = 6;‘/2(mu,) f,(mu,). 
Since fp = C fp,X, x summed over the finite set %,(P, A), and since the A- 
finiteness of fp,x and [ 1, Lemma 4.1.41 imply that positive constants cj and d 
exist such that 
for all a E A and x E S,(P, A), hypothesis (4) implies the existence of a 
positive constant cq such that 
Ilfp(m411~o G Zllfp,&Wll~ 
< c*fMu) W-VP-r’)(l + o*(u))d 
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= f%,(mxJ (“p+c) 6;1’2(mx,) 8p(u~)(“p+c-1’2) jlfp(mu,)llroo 
for some c, > 0. Since E’ depends only on the p-pair (P, A) and not on the 
sequence {a,} and since there are only finitely many standard ppairs, we 
may choose E’ uniformly for all sequences (a,} and standard p-pairs (P, A). 
Thus, it sufftces, once E’ is fixed, to require that 2s be no larger than E’ in 
order to conclude that 
&,(m) (1’pts) Ilf(m)lls is bounded on Mi . 
(5) 3 (1). Refer to [ 1, Lemma 4.2.51. As the proof is quick and easy, 
for completeness we recall it. 
By [ 1, Theorem 4.2.11, there are positive constants c, and d such that 
6:?(m) Z(m) < cl( 1 + o*(m))d’2 
for all m E Ml. For any r > 0, (5) implies that 
I f(xI” < wY(=w)‘(l + cJ*(x)) -pr 
< (~(~))p~~~&l(m)(l + u*(m))d-pr, 
x=k,mk,, k,,k,EK and mEM,+. Thus, 
c 4&4 IlfhJll% < cz (1 + o*(m))d-pr 
PfEMo+/ZW, m.MO+/ZOM~ 
for some c2 > 0. For r sufftciently large the right side converges [ 1, 
Lemma 4.1.31. By Corollary 2.2, this implies that IG,Z If(g)lP dg* < to. 
Thus, (5) implies (1). 
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COROLLARY 2.6. Let 0 <p < 00 and let v be a character of Z. Let 
fE d(G, q). Then 
I c/z If(dlPtE &* < a~ 
for every E > 0 if and only g For every standard p-pair (P, A) (P = MN) 
and every x E SAP, A) 
lof3,Ma)l) 6 (P~,HW) 
for all a E A + (P). 
ProoJ: This is an obvious consequence of Proposition 2.5, parts (1) and 
(4). 
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