Abstract: This paper considers an algebraic approach for selection of the control structure aiming at facilitating the design of decentralised control schemes. This requires the selection of inputs, outputs, as well as their coupling that will allow the generic solvability of a variety of decentralised control problems. The approach is based on the use of necessary and sufficient conditions for generic and exact solvability of decentralised control problems, expressed in terms of properties of Plücker invariants and Markov type matrices. The results lead to a classification of desirable input and output partitions and a parametric design of structural invariants. Copyright  2005 IFAC
INTRODUCTION
The problem of control structure selection is part of the Global System Instrumentation (Karcanias 1984) and involves three major steps: (a) Classification of variables of the model into inputs, outputs and internal variables (Karcanias, 1996) , (b) Definition of effective sets of inputs, outputs (Karcanias etc, 2000) and (c) Structuring of the feedback coupling of the Control Scheme. These problems may be considered within the framework of structural methodologies for linear systems. The design of decentralisation schemes is a problem belonging to the third class. Such a problem may be studied using criteria based on the nature of the process, geographical location of subsystems, graph based analysis (Siljak,1991) , interaction indicators and general coupling diagnostics (Leventides, etc 1998) . The aim of this paper is to address the problem of design of decentralisation schemes in order to guarantee, or well condition the solvability of families of control problems. As such the overall approach is based on the philosophy of defining schemes, which exclude undesirable characteristics, such as fixed modes or Plucker invariants with undesirable properties.
The current approach aims at developing the generic solvability conditions and the parametric invariant conditions linked to solvability of decentralised control problems and devise methods for design, or redesign the system in order to facilitate the solvability of such problems. Amongst the specific problems considered are: (i) Define the desirable cardinality of input, output structures to permit satisfaction of generic solvability conditions, (ii) Design the structure of input, output maps (matrices ) to eliminate the existence of fixed modes and guarantee full rank properties to the decentralised Plücker matrices (Leventides etc 1998) . The paper considers results from the structural methodologies for the design of decentralisation schemes, which contribute to the development of an overall C B, philosophy for selection of such schemes. In fact, we are using the solvability conditions of decentralised problems as indicators suggesting the desirable values of inputs, outputs and their partitioning. An integral part of the approach is the parameterisation of the partitions of the input, output sets. The results of the exterior algebra framework provide the means for simple tests for avoiding fixed modes, whereas the link of Plücker matrices to decentralised Markov parameters allow the effective linking of the algebraic invariants to state space design.
PROBLEM STATEMENT
Consider a k-channel linear system S(A,B,C) described by
where are vectors, respectively, and and are the input and output of the i-th channel in a decentralisation scheme. We use a right coprime MFD for the transfer function ie
If local feedback laws of the type
are applied to each of the k-channels, the closed-loop pole polynomial is expressed as
The above problem belongs to a more general category of pole placement problems where the multivariable feedback controller is structured. More specifically if 
The structured pole placement map X is the function that maps every structured feedback to the closed loop poles:
where s Ω denotes the number of free parameters in . The decentralised pole placement map,
is defined this way to be:
. The pole placement map (Leventides, etc 1992) carries all the information as far as the pole placement and for the decentralised case can be considered as a restriction of the general pole placement map of the centralised output feedback case and contains a subset of the Markov parameters (Leventides, etc 1998) . The latter property allows the linking of decentralised Plücker invariants to the state space parameters and thus to system design issues.
In the following, we examine issues linked to the selection of decentralisation schemes: (a) Generic conditions for selection of decentralisation partitioning. (b) Well conditioning of Plücker invariants by selection / redesign of decentralised Markov parameters. These problems are linked to necessary conditions and thus introduce possible solutions for design of decentralisation.
DECENTRALISED POLE ASSIGNMENT:
BACKGROUND RESULTS
The study of the pole placement map is central in the investigation of solvability conditions of the decentralised pole assignment (constant or dynamic) and provides the required necessary conditions for addressing the design of the decentralisation schemes. In the following, we review two approaches. The first is based on the decentralised Plücker matrix and the second on the differential map, which leads to the definition of the decentralised Markov parameters.
Decentralised Plücker Matrices:
Using the Binet Cauchy Theorem on equation (5), we have:
where denotes p-th compound, (Karcanias, etc 1988) . . and
invariants under the given decentralisation scheme and their significance in the characterisation of fixed modes (Anderson, 1981) and solvability of decentralised assignment is summarised by the following result (Karcanias, etc 1988) :
Theorem (1): For a given decentralisation scheme defined on by , the following properties hold true:
A necessary and sufficient condition for to be a decentralised fixed mode is that is a zero of , i.e.
(ii) A necessary condition for decentralised assignment is that .
, then the system has no decentralised fixed modes.
Such results may be extended to dynamic compensation schemes (Leventides, etc 2001) and can be used to test the properties of the given decentralisation scheme. However, they provide no insight in how we can modify a decentralisation scheme, since the links to the state space parameters are not explicit. Such links are established by examining the differential of the pole assignment map, which leads to the decentralised Markov parameters (Leventides, etc 1998) .
Decentralised Markov Parameters:
We consider the decentralised pole placement map d that can be factorised as:
where is the centralised pole placement map and 
which is an 
Similarly, we may define the decentralised Markov parameters by using the differential of X at . In fact, if , then for we have
where denotes the reduced column obtained from after eliminating all the entries that do not correspond to the indices Ω . The matrix
is known as decentralised Markov matrix (Leventides, etc 1998) :
The presence of fixed modes is the result of the structure of the decentralisation scheme and it is independent of dynamics of decentralisation scheme. The above test stated for the decentralised constant compensation case is thus valid for all decentralised dynamic compensations having decentralisation characteristic.
Theorem (3):
For a system and a decentralisation scheme defined by Ω set the following properties hold true:
(ii) For a generic system such that , then rank .
Furthermore, under these conditions the arbitrary pole assignment via complex output feedback can be solved.
PARTITIONING OF INPUTS AND OUTPUTS AND DECENTRALISED CONTROL
The decentralised Plücker and decentralised Markov matrices characterise the solvability of decentralised control problems. For the centralised case the link between them is expressed as (Leventides, etc 1992 
A similar family of results that may lead to a parameterisation of possible partitions is based on the notion of partition of integers and on the evaluation of a function of pairs, known as the height (Leventides, etc 1995) is described below:
has full rank, then the Plücker matrix has also full rank.
For the decentralised case we have the result: Definition (1): A binary partition t of the number of length is a sequence of integers
such that n and for every , there is most one 1 in all j-th digits of the binary representations of t 
ρ Theorem (7): A sufficient condition for arbitrary pole placement by a real static decentralised output
Step (2) (Leventides, etc 1995) Step (4) 
. If then proceed to next step; otherwise, alternative schemes based on dynamic compensation have to be used, or work with the corresponding Plücker matrices.
Theorem (7) gives a simpler test when compared to testing the results in (Wang, 1994) and it is directly related to the decentralisation parameters .
Alternative parameterisations may be derived using other sufficient conditions. The existing sufficient conditions can be used as long as the necessary conditions are satisfied and this leads to a strategy for design of the decentralisation based on the conditions of Theorem (4) which is considered next.
The above procedure produces schemes with no fixed modes and which satisfy the necessary conditions. If the generic sufficient conditions are not satisfied, then tests based on non-generic cases, or dynamic schemes have to be used.
Selection of Input, Output Matrices and the Markov Matrices Framework
The selection of the decentralisation involves as an integral part the formulation of the selection of full rank Markov matrices for both centralised and decentralised case. A typical problem of this framework that is the explicit representation of the Markov matrix and the formulation of some standard design problem on it. For the system the Markov matrix M may be expressed in the following form, if Step (1) 
The selection of R that guarantees full rank M is thus reduced to a design problem, where R appears as a design param ter and can be expressed as: Find R such that:
where is given and T is unknown. These problems on decentralised Markov parameters may be addressed within the exterior algebra framework (Karcanias etc, 1988 
CONCLUSIONS
The problem of designing the decentralisation scheme has been addressed using as criteria the conditions for solvability of the constant output feedback problem. The overall philosophy has been based on the well conditioning of the problem by satisfying the necessary conditions which guarantee absence of fixed modes and existence of complex solutions for the generic case ( ∑ ). Sufficient conditions guaranteeing solvability of the generic problem may then be deployed to screen further the resulting candidate solutions. Whenever such tests fail to provide solutions, dynamic problems may be considered and in particular, criteria guaranteeing low dynamics output feedback schemes (Leventides, etc 2001) . Results linking the parameterisation of decentralisation schemes with the existence of degenerate solutions of the dynamic assignment problem (Karcanias, 1999) may be also used. The advantage of the latter schemes is that they also provide means for computing the decentralised solutions, using the notion of global linearization (Leventides, etc 2001 ). An advantage of the approach based on the decentralised Markov matrices is that explicit links are established between the necessary conditions and the state space parameters and this provides the required framework for system redesign by modification of matrices. The conditions characterising the desirable partitions are a mixed set of equalities and inequalities and their solution may lead to parameterisations of desirable sets. This is a topic under investigation.
