Abstract. For a space, we investigate its CJL (cohomology jump loci), sitting inside varieties of representations of the fundamental group. To do this, for a CDG (commutative differential graded) algebra, we define its CJL, sitting inside varieties of flat connections. The analytic germs at the origin 1 of representation varieties are shown to be determined by the Sullivan 1-minimal model of the space. Up to a degree q, the two types of CJL have the same analytic germs at the origins, when the space and the algebra have the same q-minimal model. We apply this general approach to formal spaces (obtaining the degeneration of the Farber-Novikov spectral sequence), quasi-projective manifolds, and finitely generated nilpotent groups. When the CDG algebra has positive weights, we elucidate some of the structure of (rank one complex) topological and algebraic CJL: all their irreducible components passing through the origin are connected affine subtori, respectively rational linear subspaces. Furthermore, the global exponential map sends all algebraic CJL into their topological counterpart.
Introduction and statement of main results
Representation varieties of the fundamental group into linear algebraic groups parametrize (types of) finite rank local systems on a space. We tackle the basic question of computing the corresponding twisted Betti numbers, i.e., describing the so-called jump subvarieties. Our main results give both local answers, concerning homomorphisms near the trivial representation, and global information on these jump loci. We approach the problem via flat connections and algebraic jump loci coming from the associated covariant derivative.
1.1. Relative jump loci. We work over the field k = R or C. We consider, up to homotopy, a connected CW complex X, and we want to analyze twisted Betti numbers of X up to a fixed degree q (1 ≤ q ≤ ∞). We also fix a homomorphism of k-linear algebraic groups, ι : B → GL(V ), with derivative denoted θ : b → gl(V ). Setting G = π 1 (X), let H(G, B) be the set of group homomorphisms, Hom gr (G, B). We view ρ ∈ H(G, B) as a rank ℓ local system on X (ℓ = dim k V ) factoring through ι, denoted ιρ V . When ι is an inclusion, this allows us to treat simultaneously various types of local systems (general, volume-preserving, unitary, unipotent...). Following [19] , we are interested in the relative characteristic varieties V i r (X, ι), defined for i, r ≥ 0 by
When X has finite q-skeleton X (q) (where X (∞) = X), it turns out that both V i 0 (X, ι) = H(G, B) and V i r (X, ι) are affine varieties, for all i ≤ q and r. Their analytic germs at the trivial representation 1 ∈ H(G, B) will be denoted by the subscript (·) (1) .
Our goal is to replace X by a commutative differential graded algebra (CDGA) A • . The algebraic analog of H(G, B) is the set of flat connections,
whose construction is given in detail in Section 3. When ω ∈ A 1 ⊗ b is flat, the covariant derivative d ω = d + ad ω (depending on θ) satisfies d 2 ω = 0, giving thus rise to the Aomoto cochain complex,
we refer to Section 3 for full details. The analog of (1.1) is provided by the relative resonance varieties R i r (A, θ), defined for i, r ≥ 0 by
This definition extends the setup from [19] , where only CDGA's with trivial differential (d = 0) were considered. When A • is connected (i.e., A 0 = k · 1) and dim k A ≤q < ∞ (where A ≤q denotes ⊕ i≤q A i ), it turns out that both R i 0 (A, θ) = F(A, b) and R i r (A, θ) are affine varieties, for all i ≤ q and r. Their analytic germs at the trivial connection 0 ∈ F(A, b) will be denoted by the subscript (·) (0) .
Rational homotopy theory.
The space X and the CDGA A • may be related via homotopical algebra, in the sense of D. Sullivan [54] . The starting point is the notion of q-equivalence: a CDGA map inducing in cohomology an isomorphism up to degree q, and a monomorphism in degree q + 1. We say that two CDGA's have the same q-type (notation: A ≃ q B) if they can be connected by a zigzag of q-equivalences. In particular, A • is q-formal (in the sense from [41] and [18] ) if (A • , d) ≃ q (H • A, d = 0). For q = ∞, we recover Sullivan's celebrated notion of formality.
For a space X, we denote by Ω • (X, k) Sullivan's CDGA of piecewise C ∞ k-forms on X, with cohomology algebra H • (X, k), the untwisted singular cohomology ring. When X is path-connected, it is known that Ω • (X, k) ≃ q A • if and only if X and A • have the same q-minimal model. In particular, we may speak about q-formal spaces, and groups (by considering X = K(G, 1)).
Local results.
We aim at a simultaneous extension of [25] and [19] . In [25] , Goldman and Millson analyze analytic germs of representation varieties, via the deformation theory of flat connections on differentiable manifolds. We will extend this (at 1) to topological spaces, taking also into account the characteristic varieties (1.1). In [19] , analytic isomorphisms V 1 r (X, ι) (1) ∼ = R 1 r (A, θ) (0) are obtained for all r ≥ 0, assuming X to be 1-formal with X (1) finite and taking A • = (H • (X, C), d = 0). We will extend this beyond formality, and in arbitrary degree.
The result below is proved in Theorem 7.9. In the particular case when the group G is 1-formal, it was obtained by Kapovich and Millson in [35] , based on [25] .
Theorem A. Let G be a finitely generated group and B be a k-linear algebraic group. Then the analytic germ H(G, B) (1) depends only on the 1-minimal model of G and the Lie algebra of B.
Our second main local result offers a concrete description of H(G, B) (1) , compatible with the jump loci (1.1) and (1.2).
Theorem B. Let ι : B → GL(V ) be a rational representation of k-linear algebraic groups (k = R or C), with tangent Lie representation θ : b → gl(V ). Let X be a connected CW complex with finite q-skeleton (1 ≤ q ≤ ∞), up to homotopy, and let A • be a connected k-CDGA with dim k A ≤q < ∞. If Ω • (X, k) ≃ q A • , the following hold.
(1) There is an isomorphism of reduced analytic germs, e : F(A, b) (0) ≃ → H(π 1 (X), B) (1) , inducing a local analytic isomorphism, e : R i r (A, θ) (0) ≃ → V i r (X, ι) (1) , for all i ≤ q and r ≥ 0. (2) When B is abelian, there is a natural identification, F(A, b) ∼ = Hom gr (π 1 (X), b), and e is induced by the analytic map exp B : Hom gr (π 1 (X), b) → Hom gr (π 1 (X), B), where exp B : b → B is the exponential map.
Examples. (cf. Section 5 and §9.12)
Theorem B applies in particular to a connected CW complex X with X (q) finite (up to homotopy) that is q-formal (over k), by taking A • = (H • (X, k), d = 0); the case q = 1 was treated in [19, Theorem A] .
Another particular case of considerable interest covered by Theorem B arises when X is a connected, smooth, quasi-projective complex variety (for short, a quasi-projective manifold). Here, q = ∞ and we may take A • to be the Gysin model constructed by Morgan in [46] , by using a compactification of X. In the rank one case, when B = GL 1 (C) and ι = id C × , the characteristic varieties (or, Green-Lazarsfeld sets of a space X) are usually denoted V i r (X); they were introduced for projective manifolds by Green-Lazarsfeld in [27] , and reinterpreted topologically by Beauville in [4] . Green-Lazarsfeld sets of quasiprojective manifolds received a lot of attention, over the years; see e.g. [19] and the references therefrom. Our result from Theorem B, in the quasi-projective case, may be viewed as a substantial nonabelian extension of previously known facts about GreenLazarsfeld sets.
Nonabelian cohomology jump loci of an arbitrary finitely generated nilpotent group G may also be handled by Theorem B. Here, q = ∞ and A • is the 1-minimal model of G; see Corollary 9.16. Another interesting class of polycyclic groups to which the approach from Theorem B applies consists of the fundamental groups of Hattori's solvmanifolds from [32] , where q = ∞ and A • is the CDGA of cochains on a certain solvable Lie algebra; see Corollary 9.15 .
To the best of our knowledge, only sporadic computations of twisted cohomology for polycyclic groups exist in the literature. For example, unipotent representations of finitely generated, torsion-free nilpotent groups were studied in [51] ; a similar analysis was recently carried out in [36] , for lattices in 1-connected solvable Lie groups; SL 2 -jump loci for a family of nilmanifolds were described in [1] ; the finiteness of characteristic varieties, for the solvmanifolds we consider in Corollary 9.15, was established in the rank one case in [45] ; for arbitrary finitely generated nilpotent groups, the triviality of rank one characteristic varieties was obtained in [42] .
1.5. Positive weights. In our next three results, we illustrate the fact that Theorem B sheds a new light even in abelian cases. The presence of positive weights (in the sense from Definition 5.1) will be a unifying theme.
The notion of positive-weight decomposition for a Q-CDGA (A • , d) goes back to BodySullivan [5] and Morgan [46] . This restrictive property means the existence of a grading (required to be positive in degree 1), called weight, preserved by both multiplication and differential.
When Ω • (X, k) ≃ 1 A • , the weight decomposition induces a grading, H 1 (X, k) = ⊕ j∈J H 1 j , on the first cohomology group. We say that a subspace E ⊆ H 1 (X, k) is weighted homogeneous with respect to this grading if E = ⊕ j∈J (E ∩ H 1 j ). A rich source of examples is provided by CDGA's of the form A • = (H • (X, k), d = 0), with weight equal to degree. Gysin models of quasi-projective manifolds also have positive weights, as we recall in Example 5.3. The corresponding grading, H 1 (X, Q) = H 1 1 ⊕ H 1 2 , has the property that H 1 1 = W 1 H 1 (X, Q), i.e., it is a rational splitting of the weight filtration of the Deligne MHS on H 1 (X, Q), see (4) in [17] .
Our viewpoint in the next three (global) results is that the existence of positive weights is a good substitute, in a purely topological context, for the Deligne mixed Hodge structure on the cohomology of algebraic varieties. (Needless to say, the positive-weight decomposition contains weaker information than the MHS.) See also Hain and Matsumoto [30] .
1.6. Global results. Our first global result clarifies the qualitative structure of rank one non-translated components (i.e., irreducible components passing through the origin), for both characteristic and resonance varieties, in the presence of positive weights.
Theorem C. In Theorem B, suppose moreover that ι = id C × , the CDGA A is defined over Q and has positive weights, and the isomorphism induced by the zigzag of q-equivalences,
is a finite union of linear subspaces of F(A, C) = H 1 A, that are defined over Q and weighted homogeneous. (2) For all i ≤ q and r ≥ 0, every irreducible component of V i r (X) passing through 1 is an affine subtorus of the character torus T(π 1 (X)) = H(π 1 (X), C × ).
Theorem C works in particular for a connected CW complex X with finite q-skeleton (up to homotopy) that is q-formal (over Q). As explained in §9.20, we recover for q = 1 Theorem B from [19] . At the same time, Theorem C (2) provides a substantial generalization (for non-translated components) of a basic result due to Arapura, who proved in [3] that V 1 1 (X) is a finite union of (possibly translated) subtori of T(π 1 (X)), when X is a quasi-projective manifold. He has obtained a similar result for V i r (X) with i > 1 under the additional assumption that H 1 (X, Q) is a pure Hodge structure. In the recent preprint [11] , Budur and Wang use Theorem C (2) as a key ingredient to prove that all rank one characteristic varieties of a quasi-projective manifold are finite unions of torsiontranslated subtori. Note that the strong conclusions of Theorem C may not hold without our positive weight hypothesis; see Example 9.21.
In the case when X is a quasi-projective manifold, we get the following consequence of Theorem C. The proof of this corollary follows the ideas in Deligne's Lemma, stated as Lemma 2 in §3 from Voisin's paper [58] . Corollary 1.7. Let X be a connected smooth quasi-projective variety. Then, for any i ≥ 1 and r ≥ 1, every irreducible component E of the resonance variety R i r (A, θ), where A is a Gysin model of X, is a (rational) mixed Hodge substructure in H 1 (X) = H 1 (A).
In particular, the associated irreducible component W = exp(E) of the characteristic variety V i r (X) is of exponential Hodge type in the terminology of Arapura [3] . It follows that for any such irreducible component W there is a holomorphic map f W : X → T W , where T W is a complex torus, such that W = f * W (H 1 (T W , C × )). More precisely, if h 1,0 = h 0,1 and h 1,1 are the mixed Hodge numbers of the MHS E, then one has an extension
where T a is an affine torus of dimension h 1,1 and T c is a complex compact torus of (complex) dimension h 1,0 . In particular, dim T W = h 1,0 + h 1,1 ≤ dim W = b 1 (T W ). For details, see the end of §II.1, and Corollary 1.2 and its proof in §V of Arapura's paper [3] .
Our approach to non-translated components of rank one characteristic varieties for quasi-projective manifolds, via positive-weight decompositions of Gysin models, is in the same spirit as a key result due to Morgan [46] , where mixed Hodge structures are used to show that the Malcev Lie algebra of the fundamental group is obtained by completion from a finitely presented Lie algebra having positive weights, on both generators and relations.
In the rank one case, the resonance varieties R i r (A, θ) are usually denoted R i r (X), when
. They first appeared in work by Falk [21] on complements of complex hyperplane arrangements, and have been intensively studied, by using a variety of techniques. As we recall in Example 5.5, an arrangement complement X = X A is formal over Q, by results due to Brieskorn [8] , Orlik and Solomon [47] , Orlik and Terao [48] . In particular, Theorem C may be applied to X A , with q = ∞, by replacing the cohomology ring of X A with the Orlik-Solomon algebra of the arrangement A, that depends only on the underlying combinatorics of A.
Adopting this viewpoint, we may infer from Theorem B that all analytic germs of characteristic varieties,
, are combinatorially determined. This represents an extension from a broad nonabelian perspective of the main (local) result on X A due to Esnault, Schechtman and Viehweg [20] (corresponding to our Theorem B (2)), where only the rank one case was treated and those due to Schechtman, Terao and Varchenko [53] where the abelian case is considered.
For an arrangement complement, Theorem C (2) follows from [3] , and then Theorem C (1) on R i r (X A ) becomes a consequence of [20] . Our next result gives a global version of Theorem B (2): exp B (R i r (A, θ)) ⊆ V i r (X, ι), for all i ≤ q and r ≥ 0, under a positive-weight assumption. To formulate this more precisely, we define, for each
Theorem D. In Theorem B (2), identify F(A, b) with Hom gr (π 1 (X), b). Then the following hold, for all i ≤ q and r ≥ 0.
(
, where R i r (A, θ) 0 denotes the union of the irreducible components of R i r (A, θ) passing through the origin. (2) If in Theorem B (2) we also assume A • has positive weights, then exp B (R i r (A, θ)) ⊆ V i r (X, ι). In other words
for every ω ∈ F(A, b) and all i ≤ q, over k = R or C.
Note that Theorem D holds in particular when X is a compact Kahler manifold and
, since X is formal (cf. Deligne, Griffiths, Morgan and Sullivan [16] ). Another particular case occurs when X is an arrangement complement, A • is the associated Orlik-Solomon algebra, q = ∞ and ι = id C × . In this case, the global inequalities were obtained by Libgober and Yuzvinsky in [39] . They may be extended to the case of an arbitrary quasi-projective manifold X, for arbitrary abelian coefficients B and q = ∞, replacing the Orlik-Solomon algebra by a Gysin model. We also have the following. Corollary 1.8. Suppose that ι = id C × , X is a compact Kahler manifold and we take
for every ω ∈ H 1,0 (X) ∪ H 0,1 (X) and all i. Moreover, the spectral sequence with E p,q 1 = H q (X, Ω p X ) and differential d 1 induced by the cup product with ω ∈ H 1,0 (X), converging to the hypercohomology groups H p+q (X; (Ω • X , ω∧)), degenerates at E 2 . Our last main result uses the canonical positive-weight decomposition of cohomology rings with trivial differential. It concerns the Farber-Novikov spectral sequence of a connected, finite CW complex X, with respect to a group epimorphism, ν : π 1 (X) ։ Z, reviewed in §9. 25 .
Denote by ν C ∈ H 1 (X, C) the associated cohomology class, and let (H • (X, C), ν C ·) be the corresponding Aomoto complex. Let ν * : C × ֒→ T(π 1 (X)) be the algebraic map induced on character tori. The Farber-Novikov spectral sequence starts at E i 2 = H i (H • (X, C), ν C ·) and converges to H i (X, ν * (t) C), where t ∈ C × \ F , with F a finite set.
Theorem E extends considerably Farber's degeneracy result from [22] , where X is assumed to be a connected, compact complex manifold satisfying the dd c -Lemma (known then to be formal, according to [16] ). Theorem E was also obtained by Kohno and Pajitnov, in the recent preprint [37] , with a different technique, based on twisted versions of Aomoto complexes.
In another recent preprint [59] , Wang proposes a more general construction of twisted Aomoto complexes, Aom
• (X, ρ), associated to a connected, finite CW complex X, and an arbitrary representation ρ ∈ H(π 1 (X), GL(C n )). When X is compact Kahler and ρ is semi-simple, the author succeeds to adapt our proof of Theorem B (1) in the case ι = id GL n and to obtain an interesting extension, with ρ in place of 1, F(A, b) changed to the Goldman-Millson quadratic cone [25] , and R i r (A, θ) replaced by the corresponding jump loci of Aom
• (X, ρ). Note that Wang's result does not hold on arbitrary quasiprojective manifolds, even for n = 1 and ρ = 1; see Example 9.21.
A brief guide to the proofs
Roughly speaking, we use the k × -action associated to the positive-weight decomposition of A • (described in §9.17) to globalize local results; we obtain the local analytic isomorphisms at the level of completions, and then invoke either M. Artin's approximation theorem or faithful flatness (here, Tougeron's book [56] is a good reference).
The first task is to show that the local analytic rings of H(G, B) (1) , denoted by R, and of F(A, b) (0) , denoted by R, have isomorphic completions, i.e., in the language from [25] , they have the same functor of Artin rings. This requires two ingredients. The passage from (algebraic) flat connections on A • to (topological) flat connections on X is made possible by our assumption Ω • (X, k) ≃ 1 A • . This allows the use of the 'equivalence theorem' in the deformation theory of flat connections from [25] , recorded here as Theorem 3.9. To relate in a convenient way the deformation theory of flat connections on X and the functor of Artin rings of H(G, B) (1) , we need to reformulate Sullivan's result [54] , on the relationship between the 1-minimal model of X and Quillen's [52] k-unipotent completion of G = π 1 (X). This second tool is provided by our Corollary 6.14, where we use monodromy representations of certain flat connections on X, associated to its 1-minimal model. In this way, we obtain an identification R ∼ ↔ R, as explained in Proposition 7.6 and Remark 7.7. At the same time, Corollary 6.14 leads to the proof of Theorem A.
In the proof of Theorem B, the isomorphism between Aomoto complex cohomology of A and twisted cohomology of X also needs two steps. The first is achieved in Theorem 3.7. Here, we fully use our assumption Ω • (X, k) ≃ q A • to identify naturally, up to degree q, the cohomology of Aomoto complexes coming from Artin rings, associated to A • and Ω • (X, k) respectively. The second step is a natural identification, between the cohomology of Aomoto complexes coming from flat connections on X, and the twisted cohomology of X with coefficients in the associated monodromy representations. This is provided by the Sullivan-Gomez Tato twisted De Rham theorem from [26] , recorded here in a convenient form in Theorem 7.11.
Finally, we have to show in Theorem B that the picture for cohomology jump loci is compatible with the isomorphism R ∼ ↔ R. This is done in Section 8. We denote by P (respectively P ) the coordinate ring of H(G, B) (respectively F(A, b)), described in the book of Lubotzky and Magid [40] (respectively in §3.2). Note that R = P and R = P , where the completions are taken with respect to the maximal ideals of P and P corresponding to the chosen basepoints.
In Section 8, we construct two universal cochain complexes, C • (X, ι) (over P ) and C • (A, θ) (over P ). They have the property of computing, via specialization, the twisted cohomology of X, respectively the Aomoto complex cohomology of A. We conclude in Proposition 8.14, where we consider two ring epimorphisms, R ։ S and R ։ S, compatible with the identification R ∼ ↔ R, and we show that the cohomologies of the corresponding specializations, C • (X, ι) ⊗ P S and C • (A, θ) ⊗ P S, are S-isomorphic up to degree q. This is used in § §9.1-9.10 to finish the proof of Theorem B (1).
In the abelian case from Theorem B (2), the local analytic isomorphism (1) turns out to induce on completions the canonical identification R ∼ ↔ R. Therefore, there is no need for Artin approximation. This may be replaced by a faithful flatness argument, to infer that the corresponding cohomology jump loci are identified by exp B .
Algebraic preliminaries
We draw up an inventory of algebraic tools, needed for establishing the 'equivalence theorems' for deformations of flat connections and of cohomology with respect to the covariant derivative, following [25] , [54] , [34] .
We consider non-negatively graded vector spaces over a characteristic 0 ground field k; ⊗ means ⊗ k , Hom stands for Hom k , and V * denotes the k-dual of V .
3.1. Commutative algebras and Lie algebras. We denote by CDGA the category of commutative differential graded algebras over k. The category of differential graded Lie algebras is denoted DGL. (In both settings, we follow the standard sign conventions.) In particular, we consider A • ∈ Ob(CGA) (the category of commutative graded algebras) as a CDGA with differential d = 0. We may also view E ∈ Ob(Lie) (the category of Lie algebras) as a DGL, with differential d = 0 and grading
The cochain functor, C : Lie → CDGA, associates to a finite-dimensional Lie algebra E with bracket β the CDGA C • (E) = ∧ • E * , with differential d = −β * : E * → ∧ 2 E * (extended to ∧ • E * by the derivation property). In this way, the category of finite-dimensional Lie algebras is identified with the category of CDGA's that are free (as CGA's) and finitely generated in degree 1.
The bifunctor L : CDGA × Lie → DGL associates to A • ∈ Ob(CDGA) and E ∈ Ob(Lie) the graded vector space L(A, E) = A • ⊗ E, with differential d ⊗ E (here and in the sequel, we denote the identity map of a vector space E by E); the Lie bracket is defined by [a ⊗ e, a ′ ⊗ e ′ ] = aa ′ ⊗ [e, e ′ ], for a, a ′ ∈ A and e, e ′ ∈ E.
If L • ∈ Ob(DGL) and Λ ∈ Ob(Comm) (the category of ungraded, commutative kalgebras), we have a natural extension of scalars,
, that is, it is a differential graded Lie algebra over Λ.
The above set of flat connections has a distinguished element, 0 ∈ F(L). For Λ ∈ Ob(Comm), we will consider maximal ideals m ⊆ Λ with residue field Λ/m = k. We denote k-algebra homomorphisms by Hom alg (Λ, Λ ′ ). Whenever Λ and Λ ′ have distinguished maximal ideals, m and m ′ , Hom loc (Λ, Λ ′ ) stands for k-algebra homomorphisms sending m into m ′ . This applies in particular to the category of Artinian local k-algebras, Art. For A ∈ Ob(Art), we denote by m A the maximal ideal.
If L ∈ Ob(DGL) and m ⊆ Λ is a maximal ideal, note that L • ⊗m is a sub-DGL of L • ⊗Λ. We will use the notation
For A ∈ Ob(CDGA) and E ∈ Ob(Lie), F(A, E) := F(A ⊗ E) denotes the set of flat connections (3.1) on the DGL L(A, E) constructed in §3.1. When both A 1 and E are finitedimensional, note that F(A⊗E) is an (usually nonreduced) affine variety, with coordinate ring denoted P , and maximal ideal m corresponding to the basepoint 0 ∈ F(A ⊗ E).
Moreover, there is an universal flat connection, ω ∈ F loc (A ⊗ E ⊗ P ). Picking k-bases for A 1 and E, {a i } and {e α }, with dual bases {a * i } and {e * α }, we may write
modulo the relations defining P . Clearly, there is a natural bijective correspondence, Hom loc (P , A)
3.3. Flat connections and Lie cochains. It will be very useful to interpret flat connections in CDGA terms, as follows. 
, and the map f → (f ⊗ E)(ω E ) gives the inverse bijection, Fix a Lie module V over b, with structure map θ : b → gl(V ). Consider the semi-direct product Lie algebra, V ⋊ θ b. For A • ∈ Ob(CDGA) and Λ ∈ Ob(Comm), there is a natural, split exact sequence in Λ − DGL,
, see Lemma 3.6. The above construction extends the one from [19] , where only CDGA's with zero differential were considered. The Aomoto complex is natural, in the following sense. For f ∈ Hom CDGA (A, A ′ ) and ϕ ∈ Hom alg (Λ, Λ ′ ), there is a Λ-linear cochain map,
Assuming A 1 , b and V to be finite-dimensional over k, we have the universal Aomoto complex,
2. This is a free P -cochain complex (finitely generated in degrees up to q, when
We will say that a cochain map f : The first 'equivalence theorem' says that the construction (3.6) preserves q-equivalences, in the following sense.
Proof. Consider the finite, decreasing filtration {A • ⊗V ⊗m s A } s≥0 . Since ω ∈ F(A⊗b⊗m A ), the filtration is compatible with the differential d ω and E s,t
, where gr • (A) stands for the m A -adic associated graded, in the spectral sequence converging to
is an isomorphism for • ≤ q and a monomorphism for • = q + 1. The conclusion follows by a standard spectral sequence argument.
Note that the assumption ω ∈ F loc (A ⊗ b ⊗ A) is essential: when ω ∈ F(A ⊗ b ⊗ A) is an arbitrary flat connection, Theorem 3.7 may fail.
3.8. The Deligne-Schlessinger-Stasheff theorem. We will need to consider the category ACDGA of augmented CDGA's (A, ε), where ε ∈ Hom CDGA (A, k) is the augmentation;
We say that
Clearly, H 0 A = 0 when A is h-connected, and A 0 = 0 if A is connected. Similarly, when f ∈ Hom ACDGA (A, A ′ ) is a q-equivalence and both A and
Note also that a connected CDGA A • has a unique augmentation ε, sending A + to 0 and 1 to 1. Moreover, Hom ACDGA (A, A ′ ) = Hom CDGA (A, A ′ ), when both A and A ′ are connected.
If (A • , ε) ∈ Ob(ACDGA), E ∈ Ob(Lie) and Λ ∈ Ob(Comm), the sequence
Furthermore, if f is a q-equivalence and both A and A ′ are h-connected, then f ⊗ E is a q-equivalence.
The second 'equivalence theorem' is an immediate consequence of Theorem 2.4 from Goldman and Millson [25] .
is a natural bijection, for E ∈ Ob(Lie) and A ∈ Ob(Art).
Proof. By the above remarks, we may replace A by A and A ′ by A ′ in the conclusion; at the same time, we know that f ⊗ E is a 1-equivalence in DGL.
By the Deligne-Schlessinger-Stasheff theorem proved in [25] ,
in F of a certain action of degree 0 components. Since both algebras are connected, these degree 0 pieces are trivial, and our conclusion follows.
Rational homotopy theory
In this section, we start by recalling a couple of basic facts from rational homotopy theory (RHT), harvested from [7, 31, 38, 46, 52, 54] . We then establish the RHT setup for the proofs of the results from the Introduction. Except otherwise stated, we work over a characteristic zero field k.
Minimal algebras.
The free CGA on a positively graded vector space W • is denoted W • . It is the tensor product of the exterior algebra on W odd and the symmetric algebra on W even ; in particular it is connected. We denote by Min the full subcategory of CDGA consisting of free CGA's whose differentials satisfy a certain condition, called minimal.
The category Min 1 will be particularly important for our purposes, so we describe it in detail. Let N • = (
• W, d) be freely generated in degree 1. N is 1-minimal if W = ∪ n≥1 F n (N ), where the canonical, increasing filtration of W = N 1 is inductively defined by F 1 = 0 and
, as explained in 3.1, and N gives rise to a Lie tower of finite-dimensional nilpotent Lie algebras and central extensions,
This construction associates to F n the dual vector space E n , with Lie bracket the negative dual of d : F n → 2 F n , and the above projections q n are dual to the inclusions F n ֒→ F n+1 .
For E ∈ Ob(Lie), the descending lower central series filtration will be denoted by {E r } r≥1 , where E 1 = E and E r+1 = [E, E r ]. (For a group G, we may replace the Lie bracket [·, ·] by the group commutator (·, ·) and perform the same construction to get the lower central series filtration {G r } r≥1 .) With this notation, it is known that E n n = 0 in (4.1), for all n.
4.2.
Campbell-Hausdorff groups. We will need later on the following functorial construction, that associates to a finite-dimensional nilpotent Lie algebra E the exponential group exp(E) = E, endowed with the Campbell-Hausdorff multiplication from classical local Lie theory: x · y = x + y + 1 2 [x, y] + · · · Note that in this way exp(E) becomes a unipotent linear algebraic group with Lie algebra E, that is uniquely divisible and nilpotent as an abstract group, and exp(E r ) = exp(E) r , for all r. Moreover, Hom Lie (E, E ′ ) = Hom alggr (exp(E), exp(E ′ )), and Hom Lie (E, E ′ ) = Hom gr (exp(E), exp(E ′ )), when k = Q. Example 4.3. Starting with a finite-dimensional Lie algebra E and A ∈ Ob(Art), we may construct another finite-dimensional Lie algebra, E ⊗ m A , by extension of scalars; see 3.1. Moreover, E ⊗ m A is a nilpotent Lie algebra, since m A is a nilpotent ideal. The groups exp(E ⊗ m A ) play a key role in the analysis of analytic germs of representation varieties at the origin.
Minimal models.
A q-minimal model map is a q-equivalence in CDGA, N → A, with N ∈ Ob(Min q ). A basic result in rational homotopy theory is that every h-connected A ∈ Ob(CDGA) has a unique q-minimal model M q (A) ∈ Ob(Min q ), for which there is a q-equivalence in CDGA, M q (A) → A. For q = ∞, we shall omit q from notation.
If The key definition below is inspired from D. Sullivan's notion of formality (corresponding to ∞-formality) introduced in [16] .
Definition 4.5. The CDGA's A and A have the same q-type (1 ≤ q ≤ ∞) if there is a zigzag of q-equivalences in CDGA connecting them. Notation: A ≃ q A; the associated homology isomorphism will be denoted
By minimal model theory for h-connected CDGA's, A ≃ q A if and only if there is a diagram A ← N → A in CDGA, where both arrows are q-minimal model maps.
Untwisted De Rham theory.
We briefly review the De Rham algebras of a topological space X ∈ Ob(Top). Denote by K • the simplicial set Sing • (X) ∈ Ob(SS). The singular simplices, K n = {σ : ∆ n → X}, are endowed with the usual face and degeneracy operators,
Let Ω • k (n) denote the CDGA of differential forms on ∆ n having k-polynomial coefficients in the barycentric coordinates. Let
For K ∈ Ob(SS), denote by Ω • k (K) ∈ Ob(CDGA) the global sections of the associated simplicial sheaf in CDGA, that is, 
and this implies, when X is pathconnected, the existence of two q-minimal model maps,
We will say that the space X is q-formal
When X is path-connected with finite Betti numbers, it is known that formality (i.e., ∞-formality) is independent of k.
For a pointed space (X, pt), note that
4.8. Finiteness conditions. If X is a connected CW-complex, we may and we shall suppose (up to homotopy) that
Assume that X (1) is finite, that is, the group G is finitely generated. Later on, we shall see that the exponential groups arising from (4.1) give, in a particularly convenient way, the so-called Q-Malcev completion for the nilpotent quotients {G/G n } n≥1 . We recall that the Q-Malcev completion map of a nilpotent group N , κ : N → Mal(N ), is a group homomorphism, universal with respect to morphisms into uniquely divisible groups [52] .
When looking at cohomology jump loci from an analytic viewpoint, the following finiteness properties emerge naturally, for 1 ≤ q ≤ ∞. Definition 4.9. A topological space X is q-finite if X has the homotopy type of a connected CW-complex with finite q-skeleton. A CDGA A • is q-finite if A is connected and dim k A ≤q < ∞. For q = ∞, our convention is that X (∞) = X and A ≤∞ = A.
4.10.
The CDGA setup. Let X be a pointed path-connected topological space. Assume
where both f and f are q-equivalences. Furthermore, M is defined over Q, and we may assume that H • f preserves Q-structures. We will denote by N ֒→ M the 1-minimal model, giving rise to the induced diagram in ACDGA, Ω • (X, k)
−→ A • , where both f 1 and f 1 are 1-equivalences.
Positive weight
We discuss, on examples, a property of CDGA's introduced by Body-Sullivan and Morgan, see [5] : the existence of positive weight decompositions. This notion is related to a natural extension of formality.
We will say that A has positive weights if there is a weight decomposition with the property that A 1 j = 0, for all j ≤ 0.
Example 5.2. Let X be a q-formal (over Q), q-finite space. Then there is a length two zigzag of q-minimal model maps, [46] , see also [24] ) Let X be a quasi-projective manifold. Pick any smooth compactification,
union of smooth divisors with normal crossings.
There is an associated Q-CDGA,
, called the Gysin model of the compactification, constructed as follows. As a vector space,
, where S runs through the l-element subsets of {1, . . . , n} and (−l) denotes the Tate twist. The multiplication is induced by cup-product, and has the property that
is defined by using the various Gysin maps coming from intersections of divisors. See [24] for full details.
Morgan proved in [46] that
) ⊗ k, and the associated homology isomorphism preserves Q-structures. By definition the weight of A p,l is p + 2l, and we clearly obtain a positive weight decomposition of (A • , d), inducing a splitting of Deligne's weight filtration on H • (X, Q) (as noted in the Introduction for H 1 (X, Q)).
Note also that both X and A are ∞-finite objects. Let ι : X → X be the inclusion and note that A p,l (with the Tate twist forgotten) is just the E p,l 2 -term H p (X, R l ι * Q X ) in the Leray spectral sequence of the inclusion ι, see also [15, (3.2.4.1)], where a different indexing of the spectral sequence is used. The fact that the cohomology of (A • , d) is the cohomology of X is nothing else but the fact that the above spectral sequence degenerates at E 3 , see Corollary (3.2.13) in [15] .
If f : X → X ′ is a morphism of quasi-projective manifolds and if X and X ′ are smooth compactifications as above, with normal crossing divisors at infinity D and D ′ , such that f extends to a regular map f : X → X ′ , then there is an induced CDGA morphism
which respects the bigrading. This comes from the functoriality of the Gysin spectral sequence and the fact that the d 2 -differentials, identified to the Gysin morphisms, are morphisms of Hodge structures of type (−1, −1). See also §3.2.11 in [15] , which explains in particular how two Gysin models coming from two different compactifications of X are related. The functoriality with C-coefficients may be obtained by using logarithmic differential forms, see Proposition 3.9 in [46] (where special attention is paid to the functoriality of the products involved). Assume X ′ is a (connected) curve and f is non-constant (a particularly important case for applications, cf. [3] ). Then it is well known that the induced morphism f * : [57] . Using this, it is easy to see that
is also injective in this case. Indeed, the only injectivity that remains to be checked is related to the points b i , the irreducible components of 
is given by a direct sum of morphisms of type
the sum being taken over all the points
, and the associated homology isomorphism preserves Q-structures.
Example 5.5. (cf. [8] , [47] , [48] ) Let p = n i=1 p i be a complex polynomial that splits into distinct degree one factors, defining an affine arrangement of complex hyperplanes, A, with quasi-projective complement, X A = {p = 0}. Denote by A • A the Orlik-Solomon algebra of A. It is a CDGA defined over Z, with d = 0, whose underlying CGA is the quotient of the exterior algebra generated in degree 1,
• (h 1 , . . . , h n ), by an ideal depending only on the combinatorics of A. Plainly, both X A and
, with the property that H • f preserves the natural Z-structures. In particular, X A is formal over Q, and A • A ⊗ Q has positive weight (equal to degree).
Example 5.6. Let S be a 1-connected, solvable R-analytic Lie group, with Lie algebra s. For a co-compact discrete subgroup G ⊆ S, let X = S/G be the associated ∞-finite solvmanifold. Left translation in S gives rise to an inclusion in CDGA between invariant forms, f :
When ad x has only real eigenvalues, for every x ∈ s, f is an ∞-equivalence [32] . Conse-
Example 5.7. Let G be a finitely generated, torsion-free nilpotent group. By a classical result of Malcev [43] , there is a finite-dimensional, nilpotent Q-Lie algebra E, with the property that G embeds as a co-compact discrete subgroup in the unipotent group S = exp(E ⊗ R). Note that the associated nilmanifold X = S/G is a K (G, 1) .
Since the condition on ad x , x ∈ E ⊗ R, from Example 5.6 is satisfied (by nilpotence), we infer that [54] . Conversely, it follows from [54] and [33] that, given any finite-dimensional, nilpotent Q-Lie algebra E, there is a finitely generated, torsion-free nilpotent group G, with ∞-finite
These conditions impose non-trivial restrictions on the algebraic group Aut Lie (E ⊗ C) ⊆ GL(E ⊗ C). Indeed, let C × → Aut Lie (E ⊗ C) be the algebraic 1-parameter subgroup associated to the weight splitting. Letting t ∈ C × tend to 0, positivity of the weights implies that 0 ∈ End Lie (E ⊗ C) belongs to the Zariski closure of Aut Lie (E ⊗ C).
For example, let E be the 2-dimensional, non-abelian solvable Q-Lie algebra with basis {x, y} and bracket [y, x] = x. The group Aut Lie (E ⊗ C) consists of the matrices ( a c 0 1 ), with a ∈ C × and c ∈ C. Clearly, C • (E) cannot have positive weights.
Monodromy and Malcev completion
We make the first step in our analysis of analytic germs of representation varieties and cohomology jump loci. We reformulate D. Sullivan's description of the Malcev completion of the fundamental group in terms of the 1-minimal model, by bringing into play flat connections and their monodromy representations.
6.1. Monodromy of flat connections. We review the classical construction of the monodromy, following [25] . Let M be a C ∞ manifold, and G a k-analytic Lie group, with Lie algebra g.
Every 1-form ω ∈ Ω 1 DR (M, k) ⊗ g gives rise to a connection in the trivial principal bundle M × G. For a differentiable path σ : Monodromy is natural, in the following sense. Let f : M → M ′ be a differentiable map between pointed manifolds, and ϕ : G → G ′ a Lie homomorphism, with tangent map
, for any C ∞ path σ in M , and ϕ • mon(ω) = mon(ω ′ ) • f ♯ , when both ω and ω ′ are flat, where f ♯ : π 1 (M, pt) → π 1 (M ′ , pt) is the homomorphism induced on fundamental groups. 6.2. Artin points of group schemes. (cf. [40] , [25] ) For a k-linear algebraic group B in characteristic 0 (with Lie algebra b) and Λ ∈ Ob(Comm), we denote by B(Λ) the bi-functorial group of Λ-points of B. When A ∈ Ob(Art)
where Ad : B → Aut Lie (b) is the adjoint representation.
In particular, 6.3. Topological monodromy. (see e.g. [26] , for the case B = GL(V )) Let B be a linear algebraic group over R or C. The above considerations may be extended from C ∞ manifolds to topological spaces, in the following way. Let X ∈ Ob(Top) be a pathconnected pointed space, with fundamental group G = π 1 (X, pt) ( a notation that will be kept from now on).
Given ω ∈ Ω 1 (X, k)⊗ b and σ : ∆ 1 → X a continuous path, we denote by T σ (ω) ∈ B the parallel transport along id ∆ 1 , with respect to
, we obtain in this way the topological monodromy representation, mon(ω) ∈ Hom gr (G, B): it sends the homotopy class of a loop, [σ], to T σ (ω) −1 .
Let f : X → X ′ be a continuous pointed map, and ϕ : B → B ′ a morphism of linear algebraic groups. If ω ∈ F(Ω(X, k)⊗b) and ω ′ ∈ F(Ω(X ′ , k)⊗b ′ ) satisfy the compatibility condition (6.1), it is easy to check that ϕ • mon(ω) = mon(ω ′ ) • f ♯ .
For A ∈ Ob(Art) and
6.4. Sullivan's 1-minimal model map. We follow [54] , see also [13] . We assume that X is (up to homotopy) a connected CW-complex with X (1) finite (hence, G is finitely generated) and we work over k = Q. We recall from §4.8 that Ω Q (X) and Ω Q (G) have the same 1-minimal model, N = (
• W, d), with canonical filtration described in §4.1. Sullivan constructs a 1-minimal model map adapted to π 1 , with the following properties.
Denote by pr n : G → G/G n and p n : G/G n+1 → G/G n the canonical projections. There is a tower of commuting diagrams in CDGA,
where each f n is a minimal model map. The composition
is a 1-minimal model map (where c denotes a classifying map). The Lie tower (4.1) begins with E 1 = 0 and the abelian Lie algebra E 2 = G ab ⊗ Q (where
Denote by gr • (G) = ⊕ n≥1 G n /G n+1 the associated graded Lie algebra of a group G, with Lie bracket induced by the group commutator. By construction, both gr • (G) and gr • (G)⊗Q are generated in degree 1, as Lie algebras. Likewise, let gr • (E) = ⊕ n≥1 E n /E n+1 be the associated graded Lie algebra (generated in degree 1) of a Lie algebra E, with bracket induced from E. When E is finite-dimensional nilpotent, we have a natural identification between gr • (exp(E)) and gr • (E), as graded Lie algebras, which follows from the discussion in §4.2 and standard properties of the Campbell-Hausdorff multiplication.
With this notation, we also have Q-vector space isomorphisms,
for all n. It follows that we get central extensions of uniquely divisible nilpotent groups,
and central extensions of nilpotent groups,
Associated flat connections.
We recall from §3.3 that, for each n, we have the
By §6.3, there is an associated representation, κ n := mon(ω n ) : G/G n → exp(E n ⊗ k). Since ω n is defined over Q, and monodromy representations can be described in terms of iterated integrals (cf. [14] , [28] ), it turns out that actually κ n ∈ Hom gr (G/G n , exp(E n )).
In addition, it is straightforward to infer from (6.3) that the flat connections ω n+1 and ω n satisfy the compatibility condition (6.1), with respect to p n : K(G/G n+1 , 1) → K(G/G n , 1) and q n : exp(E n+1 ⊗k) → exp(E n ⊗k). As remarked in §6.3, this gives a tower of commuting diagrams of group homomorphisms,
By (6.4), restriction to the kernels of the vertical epimorphisms gives a homomorphism κ ′ n+1 : gr n (G) → gr n (G) ⊗ Q . 6.6. Abelian monodromy. Let us assume in §6.3 that B is abelian. Hence, the Lie algebra b is abelian, and the exponential map exp B : b → B is a morphism of k-analytic Lie groups, where b has the additive group structure.
In this case, In the abelian case, the differential equation defining the parallel transport can be easily integrated in explicit form, by using the exponential map of B. As a result,
Example 6.7. For B = exp(E), it follows from §4.2 that exp B = id E . When the Lie algebra E is abelian, clearly exp(E) is the additive group of E. In the particular case from §6.4, when X = K(G ab , 1) and E = E 2 , the property H 1 f 2 = id and (6.6) together imply that κ 2 = mon(ω 2 ) : G ab → G ab ⊗ Q is the canonical map. In particular, κ 2 is a Q-Malcev completion map [52] .
In the rank one case, when B = C × , exp B sends z ∈ C to the usual exponential, e z ∈ C × .
Sullivan's theorem.
Let us first analyze, for n ≥ 2, the graded Lie maps from §6.4,
Lemma 6.9. For r ≤ n, the map E n → E r from (4.1) is the canonical projection,
A straightforward induction on r shows that F r (F n ) = F r , for r ≤ n. On the other hand, we may infer from duality that F r (F n ) = (E n r ) ⊥ , the subspace of E n * = F n orthogonal to E n r ⊆ E n ; see e.g. [44, Lemma 1.1]. Therefore, ker(E n ։ E r ) = E n r , again by duality. Lemma 6.10. The maps (6.7) are isomorphisms, for n ≥ 2.
Proof. Clearly, the canonical map G/G n ։ G/G 2 induces an isomorphism on gr 1 . Likewise, E n ։ E 2 induces an isomorphism on gr 1 , by Lemma 6.9. We infer from Example 6.7 that gr 1 (κ 2 ) ⊗ Q is the identity. Using diagrams (6.5), we find that gr 1 (κ n ) ⊗ Q is an isomorphism. Consequently, gr • (κ n ) ⊗ Q is an epimorphism of graded Lie algebras.
Plainly, gr r (G/G n ) = 0 for r ≥ n. Similarly, gr r (E n ) = 0 for r ≥ n, since E n n = 0. Again by Lemma 6.9, gr r (E n ) ∼ = ker(q r : E r+1 → E r ), if r < n. When r < n, gr r (G/G n ) ⊗ Q ∼ = gr r (G) ⊗ Q ∼ = ker(q r ); see (6.4). The conclusion follows from a dimension argument.
Theorem 6.11 ([54]
). Let G be a finitely generated group, with 1-minimal model map adapted to π 1 as described in §6.4. Then the monodromy representation
constructed in §6.5 is a Q-Malcev completion map, for all n ≥ 2.
Proof. For n = 2, we have seen this in Example 6.7. Assume by induction that κ n is a Q-Malcev completion map, in (6.5). We deduce from Lemma 6.10 that gr n (κ n+1 ) ⊗ Q is an isomorphism. This map in turn may be easily identified with κ ′ n+1 ⊗ Q, where κ ′ n+1 is the restriction of κ n+1 to the kernels from (6.5); see Lemma 6.9. We thus see that the map κ ′ n+1 : gr n (G) → gr n (G) ⊗ Q is a Q-Malcev completion map [52] . By the 5-Lemma in QMalcev completion [33, Corollary 2.6], applied to diagram (6.5), κ n+1 is also a Q-Malcev completion map.
Remark 6.12. Recall from §6.4 the π 1 -adapted 1-minimal model map over Q, f 1 : N → Ω Q (X). For k = R or C, we may tensor it with k to obtain a 1-minimal model map over
We shall simply denote it by f 1 : N → Ω(X, k), viewing (
• W, d) as a Q-structure of N . We call this f 1 a 1-minimal model map adapted to π 1 , over k.
As recalled in §4.4, we may extend f 1 to a q-minimal model map defined over Q, f : M → Ω(X, k). This is the q-minimal model map that we are going to use, cf. §4.10.
6.13. Unipotent completion. (cf. [52] , [29] ) We will need to upgrade the conclusion of Theorem 6.11, over an arbitrary characteristic 0 field k. To this end, we start by recalling from [29, §3] a couple of relevant facts about Quillen's k-unipotent completion of a finitely generated group G.
Quillen constructs a tower of finite-dimensional nilpotent Q-Lie algebras, {p n+1 Qn −→ p n }, and a compatible family of group homomorphisms, {M n : G → exp(p n )}. Each M n factors through the canonical projection pr n and gives a Q-Malcev completion map, M n : G/G n → exp(p n ). This construction has another two key properties, for any characteristic 0 field k. Firstly, the representations M n (k) : G → exp(p n ⊗ k) have Zariski dense images. Secondly, for any group homomorphism into a k-unipotent group, ϕ ∈ Hom gr (G, U ), there is Φ ∈ Hom alggr (exp(p n ⊗ k), U ), for some n, such that ϕ = Φ • M n (k).
Consider now the tower of Q-unipotent groups, {q n : exp(E n+1 ) → exp(E n )}, together with the compatible family of group homomorphisms {κ n • pr n } from Theorem 6.11. The universality property of Q-Malcev completion, together with Zariski density, imply that the k-algebraic towers {Q n (k) :
We infer that Theorem 6.11 actually gives the k-unipotent completion of G.
Corollary 6.14. In Theorem 6.11, the map
sending h n to h n • mon(ω n ) • pr n , is a natural bijection, for every k-unipotent group U .
Remark 6.15. When U = exp(F ), where F is a finite-dimensional nilpotent k-Lie algebra, the left hand side of the above bijection is identified with lim → Hom Lie (E n ⊗ k, F ) in a natural way; see §4.2. In particular, it depends only on F and the 1-minimal model of X over k, since the Lie tower {q n (k)} is dual to the canonical filtration of the 1-minimal model (cf. §4.1).
We are now ready to establish the following result, that relates representations with unipotent target and flat connections. Let X be a connected CW-complex with finite 1-skeleton and fundamental group G. Let f 1 : N → Ω k (X) be a π 1 -adapted 1-minimal model map over k (compare with Remark 6.12).
Proposition 6.16. For any finite-dimensional nilpotent k-Lie algebra F , the composition below is a bijection
. By Lemma 3.4 and duality, we may
Let ω ∈ F(C • (E n ⊗ k) ⊗ F ) correspond in this way to λ ∈ Hom alggr (exp(E n ⊗ k), exp(F )). Consider the flat connections
It is easy to check that they satisfy the compatibility condition (6.1), with respect to the continuous map pr n •c : X → K(G/G n , 1) and the Lie group morphism λ. By naturality, we infer like in §6.
We thus see that mon •f 1 : lim
Hom alggr (exp(E n ⊗ k), exp(F )) → Hom gr (G, exp(F )) becomes identified with the bijection from Corollary 6.14.
Functors of Artin rings
The next step in understanding the relationship between analytic germs of characteristic varieties inside representation varieties, on one hand, and resonance varieties inside varieties of flat connections, on the other hand, is at the level of completions of the corresponding local analytic rings. We are going to formulate and prove the results on completion needed in the sequel, in the (equivalent) language of functors of Artin rings. There is a universal group homomorphism, u : G → B(P ), inducing a natural bijection, for Λ ∈ Ob(Comm), (7.1) Hom alg (P, Λ)
For a rational representation, ι : B → GL(V ), denote by ι Λ : B(Λ) → GL Λ (V ⊗ Λ) the associated group homomorphism, where GL Λ stands for Λ-linear isomorphisms. Clearly,
Denote by kG ∈ Ob(Alg) the group ring of G, viewed as a unital, associative k-algebra. For each ϕ ∈ Hom alg (P, Λ), note that V ⊗ Λ is a kG-Λ-bimodule (finitely generated free over Λ), with Λ acting canonically on the right, and kG acting on the left via the representation ι Λ • B(ϕ) • u.
7.2. The setup. In our main result on analytic germs of non-abelian jump loci, we will start from now on from the following data. We assume Ω • (X, k) ≃ q A • (1 ≤ q ≤ ∞), where both X and A are q-finite objects, in the sense of Definition 4.9. In §4.10, we suppose that f 1 : N → Ω(X, k) is the π 1 -adapted 1-minimal model map constructed in Remark 6.12, and we denote by f 1 : N → A the resulting 1-minimal model map.
In particular, let G be a finitely generated group, with 1-finite classifying space X = K(G, 1) and classifying map c = id. Pick a π 1 -adapted 1-minimal model map, f 1 : N → Ω(G, k). Let A • be a 1-finite CDGA. Assume f 1 : N → A is a 1-minimal model map.
7.3. Artin approximation. (cf. [56] , [25] , [35] ) We work over k = R or C. Let G and A be as above. Denote by b the Lie algebra of the k-linear group B. We want to relate the analytic germ at 1 from §7.1, H(G, B) (1) , with the analytic germ at 0 from §3.2, F(A ⊗ b) (0) .
We denote by R the local analytic ring of H(G, B) (1) , and by R its m-adic completion. We have two canonical maps in Hom loc , P → R and R → R, the first given by the passage from affine varieties to analytic germs and the second coming from completion. Similar considerations apply to F(A ⊗ b) (0) , providing local k-algebra maps P → R and R → R.
Artin's approximation theorem (see for instance [56, ) implies that the analytic germ H(G, B) (1) is determined by its functor of Artin rings, A ∈ Ob(Art) → Hom loc ( R, A) ≡ Hom loc (P, A), and likewise for F(A ⊗ b) (0) . Remark 7.4. Let ψ ∈ Hom alg ( R, S) be onto. Then both R and S are formal local rings (in the terminology from [56] ), ψ is local and induces a tower of surjective local homomorphisms, {P ։ A n }, compatible with the canonical local epimorphisms A n+1 ։ A n , where A n := S/m n S ∈ Ob(Art), for all n. 7.5. Analytic germs of representation varieties and Malcev completion. We are going to prove our first main result on analytic germs coming from twisted homology, via functors of Artin rings. In the setup from §7.3, we recall from [25] that the functor of Artin rings of H(G, B) (1) associates to A the set Hom loc (P, A) ≡ Hom gr (G, exp(b ⊗ m A )). The natural identification map sends ϕ ∈ Hom loc (P, A) to B(ϕ) • u; see (7.1) and (6.2).
We will use the natural bijection from §3.2, Hom loc (P , A) ≡ F loc (A ⊗ b ⊗ A), that sends ϕ ∈ Hom loc (P , A) to ϕ(ω) (where ω is the universal flat connection (3.3)), to describe the functor of Artin rings of F(A ⊗ b) (0) .
Denote by f 1 :
the natural bijection provided by Theorem 3.9, where f 1 : N → A is the 1-minimal model map from §7.2. Proposition 7.6. Let G be a finitely generated group, with π 1 -adapted 1-minimal model map f 1 : N → Ω(G, k). Let f 1 : N → A be another 1-minimal model map, where A is 1-finite. Let B be a k-linear algebraic group, with Lie algebra b. Then the map
is a natural bijection, for A ∈ Ob(Art). In particular, the analytic germs H(G, B) (1) and F(A, b) (0) are isomorphic.
Proof. Apply Proposition 6.16 to X = K(G, 1) and F = b ⊗ m A .
Remark 7.7. In the topological setup from the beginning of §7.2, we will use the above natural equivalence between functors of Artin rings to identify the completions: R ∼ ↔ R. F(A, b) → H(G, B) . By (6.6), the (global) analytic map e induces a local analytic map e : F(A, b) (0) → H(G, B) (1) , i.e., a local ring morphism e : R → R. It is straightforward to check that the induced map on completions, e : R ≃ −→ R, is given in terms of functors of Artin rings by the natural equivalence constructed in Proposition 7.6. In particular, e is a local analytic isomorphism.
Theorem 7.9. Let G be a finitely generated group, with 1-minimal model N over k = R or C. Let B be a k-linear algebraic group, with Lie algebra b. Then the analytic germ H(G, B) (1) depends only on N and b.
Proof. This is another corollary of Proposition 6.16. We may replace H(G, B) (1) by its functor of Artin rings. By uniqueness of 1-minimal models, there is a π 1 -adapted 1-minimal model map f 1 : N → Ω(G, k). (An arbitrary 1-minimal model map is π 1 -adapted only up to algebraic homotopy.) For A ∈ Ob(Art), we identify Hom gr (G, exp(b⊗m A )) with F loc (N ⊗ b ⊗ A) in a natural way, like in Proposition 7.6.
We recall that the 1-minimal model N is the dual form of Quillen's [52] Malcev Lie algebra of G, Mal(G). More precisely, Mal(G) = lim ← E n ⊗ k, as complete Lie algebras. We say that the group G is q-formal (over k) if K(G, 1) is a q-formal space. It is known that a finitely generated group G is 1-formal if and only if Mal(G) has a quadratic presentation, as a complete Lie algebra (see e.g. [2] ).
Given these remarks, Theorem 7.9 may be viewed as a substantial extension of [35, Theorem 17.1] , where the conclusion is obtained only for 1-formal groups. The proof of the general case from Theorem 7.9 is simple (and possibly known to experts): the 1-minimal model determines the Malcev Lie algebra, which determines the functor of Artin rings, hence the analytic germ. The reason why our proof is longer is that we need to relate the 1-minimal model map and the Malcev completion of G in terms of monodromy representations, with an eye for our subsequent analysis of germs of characteristic varieties; see Theorem 7.11 below.
7.10. Functorial twisted De Rham theorem. (cf. [26] , [31] , [54] , [60] ) Let X be a path-connected pointed space, with fundamental group G. Fix a morphism of k-linear groups (over k = R or C), ι : B → GL(V ), and denote by θ : b → gl(V ) the tangent map.
For A ∈ Ob(Art) and (3.6) . Its homology is endowed with the canonical graded A-module structure.
As explained in §6.3, we have an associated monodromy representation, mon(ω) :
This defines a local system of A-modules on X. Plainly, L(ω) is the kG-A-bimodule V ⊗ A constructed in §7.1, where ϕ ∈ Hom loc (P, A) corresponds to mon(ω) under the bijection (7.1). We denote by H • (X, L(ω)) the graded twisted cohomology A-module of X, with coefficients L(ω).
We will need Sullivan's functorial twisted De Rham theorem for topological spaces.
Proof. The claims follow from Theorem 4.7 and Remark 4.8 of [26] . Note that Gomez Tato treats in [26] the case ι = id GL(V ) , A = R and ω ∈ F(Ω(X, R) ⊗ gl(V )). Nevertheless, his arguments may be easily adapted to our more general case.
Universal cochains
Our approach to germs of jump loci is based on the construction of two universal cochain complexes for computing twisted cohomology: the topological cochains come from the universal representation u from §7.1, and the algebraic counterpart is given by the universal flat connection ω from §3.2.
Universal topological cochains.
We are going to define this object in the following context. Let X be a connected CW-complex with finite 1-skeleton, with basepoint pt = X (0) and (finitely generated) fundamental group G. Let ι : B → GL(V ) be a rational representation of k-linear algebraic groups in characteristic 0.
Denote by C • = C • (X) the cellular k-chain complex of X. Lift the cell structure of X to the universal cover X, and let C • = C • ( X) be the corresponding cellular equivariant k-chains. Note that C • ∼ = Γ ⊗ C • is free as a graded left Γ-module (where Γ = kG acts via deck transformations on X), and the differential ∂ • is Γ-linear.
For Λ ∈ Ob(Comm) and a right Λ-module M ∈ Ob(Mod − Λ), we recall that a local system L in Mod − Λ on X with fiber M is identified with a Γ-Λ bimodule structure on M . Then
as graded Λ-modules, where Hom Γ stands for Γ-linear maps; see for instance [60] . This leads to a first (homotopy-invariant) definition.
Definition 8.2. Let X be a connected CW-complex with finite 1-skeleton (up to homotopy). For i, r ≥ 0, the characteristic variety (in degree i and depth r, relative to the rational representation ι :
where G = π 1 (X) and the kG-k-bimodule structure of ιρ V is given by the representation ι • ρ. For i ≥ 0 and ρ ∈ H(G, B), we define the i-th twisted Betti number by
For our second definition, we recall from §7.1 the affine k-algebra P (the coordinate ring of H (G, B) ) and the kG-P bimodule V ⊗ P corresponding to id ∈ Hom alg (P, P ), on which G acts by the representation ι P • u. Definition 8.3. The universal P -cochain complex of the connected CW-complex X with finite 1-skeleton (with respect to the rational representation ι : B → GL(V )) is
where G = π 1 (X) and V ⊗ P is the kG-P bimodule described above.
For Λ ∈ Ob(Comm) and ϕ ∈ Hom alg (P, Λ), denote by L(ϕ) = V ⊗Λ the kG-Λ bimodule (i.e., the local system on X in Mod − Λ with fiber V ⊗ Λ) constructed in §7.1.
Lemma 8.4. Let ϕ ∈ Hom alg (P, Λ) be surjective. Then the following hold.
(1) There is a natural isomorphism in Λ − Mod,
, gives rise to a morphism of Λ-cochain complexes,
For a fixed degree • = i, denote by c i the cardinality of a k-basis of C i . Plainly, Φ in degree i may be identified with the canonical map, M c i ⊗ P Λ → (M ⊗ P Λ) c i , associated to the direct product. This map in turn is an isomorphism, since P is Noetherian and Λ is finitely generated over P , via ϕ; see [12, pp. 31-32] . A routine check shows that the kG−Λ-bimodules L(id P )⊗ P Λ and L(ϕ) are naturally isomorphic, since GL(V )(ϕ)•ι P = ι Λ •B(ϕ). Part (1) follows.
Part (2) . By Definition 8.2 and (7.1), ρ ∈ V i r (X, ι) if and only if dim
8.5. Universal algebraic cochains. Let A • ∈ Ob(CDGA) be connected, with A 1 finitedimensional. Given a finite-dimensional Lie module over a finite-dimensional k-Lie algebra, with structure map θ : b → gl(V ), let P be the coordinate ring of F(A, b). We recall from (3.3) the universal flat connection, ω ∈ F loc (A ⊗ b ⊗ P ). Definition 8.6. The universal P -cochain complex of A (with respect to the b-module V ) is the universal Aomoto complex (3.7),
Definition 8.7. Let A • be a 1-finite CDGA. For i, r ≥ 0, the resonance variety (in degree i and depth r, with respect to the finite-dimensional Lie representation θ :
where (A • ⊗ V, d ω ) is the Aomoto complex (3.6). For i ≥ 0 and ω ∈ F(A, b), denote by
We have the following analog of Lemma 8.4.
Lemma 8.8. The universal P -cochain complex has the following properties.
(1) For A ∈ Ob(Art) and ϕ ∈ Hom loc (P , A), the graded A-modules
) and H * (C • (A, θ)⊗ P A) are naturally isomorphic, where ω is the universal flat connection (3.3). (2) For ϕ ∈ Hom alg (P , k), corresponding to the k-point ρ ∈ F(A, b), ρ ∈ R i r (A, θ) if and only if dim k H i (C • (A, θ) ⊗ P k) ≥ r, for all i and r.
Proof. A straightforward direct verification shows that the A-cochain complex C • (A, θ)⊗ P A is naturally isomorphic to the Aomoto complex of
8.9. Inverse limits. To pursue our analysis, we will also need the 1-minimal model
Given a k-algebra surjection ψ : R ։ S, like in Remark 7.4, we obtain in this way another k-algebra surjection, ψ : R ։ S. Note that S = lim ← A n , where
is onto. By similar considerations, ψ = {ψ n } ∈ lim ← Hom loc (P , A n ), and each ψ n is onto.
We know from §3.2 that ψ n (ω) ∈ F loc (A⊗b⊗A n ), for all n, and {ψ n (ω)} ∈ lim ← F loc (A⊗ b ⊗ A n ). Applying Theorem 3.9 to f 1 , we infer that ψ n (ω) = f 1 (ω ′ n ), for all n, and
The fact that ψ and ψ are canonically identified translates to the following property.
Lemma 8.10. With notation as above, mon(ω n ) is equal to B(ψ n )•u in Hom gr (G, B(A n )), for all n, where u is the universal representation from §7.1.
Proof. As explained in Remark 7.7, the canonical identification R ∼ ↔ R corresponds to the natural identification between the two functors of Artin rings, constructed in Proposition 7.6. Therefore, we know that {ψ n } ∈ lim ← Hom loc (P, A n ) is identified with {ψ n } ∈ lim ← Hom loc (P , A n ), via the natural bijection from Proposition 7.6. In other words, we have the equality
Hom gr (G, B(A n )), according to Proposition 7.6 and the discussion preceding it.
By construction, f −1 1 (ψ n (ω)) = ω ′ n and f 1 (ω ′ n ) = ω n , for all n, proving our claim. We will need one more result on inverse limits. Lemma 8.11. Let S ∈ Ob(Alg) and m S ⊆ S be an ideal. Assume that S is complete and Hausdorff for the m S -adic topology, and dim k (S/m n S ) < ∞, for all n. Let C • be a right S-cochain complex. Suppose that C i is finitely generated free over S for i ≤ q and C q+1 is m S -Hausdorff. Then the natural S-linear map
is an isomorphism for • ≤ q and a monomorphism for • = q + 1.
Proof. This is a consequence of standard facts about exactness properties of sequential inverse limits (see for instance [55, pp. 126-132] ). We first claim that the natural map,
, is an isomorphism, for • ≤ q + 1. To verify this, denote by {C • n } the inverse system of S-cochain complexes
• n } and {H • n } be the associated inverse systems of cocycles, coboundaries and cohomologies. Clearly, the natural map identifies Z • (lim
Since S/m n S is finite-dimensional over k, for all n, and C ≤q is finitely generated over S, the inverse systems {Z ≤q n } n and {B ≤q+1 n } n have the Mittag-Leffler property. Due to this fact, we obtain exact sequences,
, and the natural map,
is an isomorphism, as asserted. In order to finish the proof of the lemma, it is therefore enough to check that the natural cochain map given by m S -adic completion, κ :
, is a qequivalence. This in turn follows from the fact that κ is an isomorphism in degree • ≤ q, and a monomorphism for • = q + 1, due to our hypotheses.
Example 8.12. Let S be a k-algebra satisfying the assumptions from Lemma 8.11 (e.g., a quotient algebra of R, like in Remark 7.4). Given ϕ ∈ Hom alg (P, S) (respectively ϕ ∈ Hom alg (P , S)), set
Denote by c i the cardinality of the i-cells of X (respectively of a k-basis of
for all i. When both X and A are q-finite, we infer that C ≤q is finitely generated free over S, in both cases. In the first case, the natural map P ℓc i ⊗ P S → S ℓc i is an embedding for all i, since P is Noetherian (cf. [12, pp. 31-32] ). We infer that C i embeds into the direct product S ℓc i , in both cases. In particular, C i is m S -Hausdorff for all i. Hence, the S-cochain complex C • meets all the requirements from Lemma 8.11.
8.13.
Comparing the universal complexes. We may now put things together to obtain the following conclusion, needed for the proof of our main results.
Similar simple examples show the necessity of our higher finiteness assumptions from Definition 4.9. The reason is that we need to pass from the Artinian case from Theorem 3.7 to the pro-Artinian setup, like in Proposition 8.14. This in turn requires the conclusion of Lemma 8.11 in all degrees up to q, for both universal complexes. Let us examine for any q ≥ 2 the example when X = S 1 ∨ ( n∈N S q ) and A • = (H • X, d = 0) (again by formality), in the rank one case. Clearly, P = C[t], P = R = C[[t]] := S, and we may take ψ = id S in Proposition 8.14. Therefore, we need the conclusion of Lemma 8.11 in degree q, for
It is straightforward to check that d ω = 0 on H + X ⊗ P , using (3.3). Hence, the conclusion of Lemma 8.11 in degree q is simply that C q is (t)-complete and Hausdorff. But C q = H q X ⊗ S cannot be complete, since H q X is infinite-dimensional. This shows that both A and X must be supposed to be q-finite.
Proof of the main results
Theorem A was proved in Section 7. We continue with the isomorphism theorem for analytic germs of cohomology jump loci, Theorem B.
9.1. Jump loci. We first examine the natural (reduced) affine structure of characteristic and resonance varieties. To this end, we start by recalling the definition of the jump loci of a P -cochain complex C • , where P is an affine k-algebra. Given a field extension, k ⊆ K, and i, r ≥ 0, set
Under suitable assumptions, these loci are Zariski-closed, in the following sense.
Lemma 9.2. Assume that C i is finitely generated free over P for i ≤ q, and C q+1 is either a direct sum P (c) or a direct product P c , for some set c. Then, for i ≤ q and r ≥ 0, there is an ideal E i r ⊆ P such that ρ ∈ V i r (C, K) if and only if ρ(E i r ) = 0. Proof. Denote by {d i : C i → C i+1 } i≥0 the differential. By linear algebra, it is enough to consider, for i ≤ q, the associated elementary P -cochain complexes concentrated in degrees i and i + 1, C i d i −→ C i+1 , and to check for these the claim in degree i. This in turn is obvious for i < q, given our finiteness assumptions: the corresponding ideals are generated by the appropriate minors of the P -matrix of d i . So, let P (n) d −→ C be P -linear, where n is finite and either C = P (c) or C = P c .
In the first case, we may write
, with f ⊆ c finite. Since j : P (f ) → P (c) is split injective, the complexes associated to d and d ′ have the same jump loci in degree i = q, and we are done. In the second case, denote by d(ρ) the K-specialization d ⊗ P K : K (n) → P c ⊗ P K, and let j : P c ⊗ P K → K c be the canonical map. Since j is injective (cf. [12, pp. 31-32] ), we infer from (9.1) that
Example 9.6. The fact that the jump loci, up to degree q, of a cochain complex with finitely generated free components, in degrees i ≤ q, are Zariski closed does not follow from general principles. On the contrary, the construction (9.1) exhibits the following 'universality' property. Let Z ⊆ k be an arbitrary subset. For any q, consider the Pcochain complex C • , concentrated in degrees q and q + 1, defined by P d −→ C, where
Here C is the quotient of the free P -module generated by w and {w z } z∈Z , modulo the relations {w = (t − z)w z } z∈Z , and the P -linear map d sends 1 to the class of w in C. A straightforward computation shows that V q 1 (C, k) = Z. 9.7. Preliminaries on completions. To simplify notation, we fix i ≤ q and r ≥ 0 and set I := R · I i r , I := R · I i r , cf. Corollary 9.3. We view both I and I as ideals in R, via the canonical identification R ∼ ↔ R used in §8.9 and §8.13. For an arbitrary prime ideal p ⊆ R, we set S := R/p, we denote by ψ : R ։ S the canonical projection, and by S ⊆ K the inclusion into the field of fractions.
Lemma 9.8. We have the equivalence I ⊆ p⇐⇒ I ⊆ p.
On the other hand, R · I i r = R · R · I i r , and similarly for I i r (see e.g. [56, p. 37] ). This completes the proof. 9.10. Proof of Theorem B (1). We are going to establish our result by making use of M. Artin's theorem (see e.g. [56, pp. 58-65] ), that allows the approximation of formal series solutions of analytic equations by convergent solutions. We will need to find a (reduced) analytic approximation, e, of the formal isomorphism R ∼ ↔ R, compatible with all germs of jump loci in degrees up to q. This is the reason why we have to examine in detail certain steps of the proof given in [56] .
Set G = π 1 (X), as usual. As soon as the local analytic isomorphism e : H(G, B) The existence of e 0 ∈ Hom loc ( On, O n ), sending J 0 into J 0 and J α into J α for all α, is an Artin-type problem that has a formal solution. We denote by e 0 a formal local homomorphism that induces the canonical identification, e 0 : R = On/ J 0 ∼ → O n / J 0 = R, used in §8.9. Lemma 9.9 implies that e 0 is indeed a formal solution of our problem, since e 0 : R ∼ → R actually identifies J α with J α for all α. By Artin approximation, we may find e ∈ Hom loc (On, O n ), whose derivative at the origin equals the corresponding truncation of e 0 , sending J 0 into J 0 and J α into J α for all α.
In particular, we obtain a local homomorphism e : R → R. To check that e is an isomorphism, it is enough to show that e : R → R is an isomorphism on m-adic completions. By the Hopfian property of the Noetherian ring R ∼ = R, it suffices to show that e is onto. Since we are dealing with complete objects, this amounts to the surjectivity of the associated graded, gr • ( e). Since the associated graded rings are generated in degree • = 1, we are left with checking that gr 1 ( e) = gr 1 (e) is onto. By construction, gr 1 (e) = gr 1 (e 0 ) is an isomorphism, and we are done.
For each α = (i, r), set I α := R · I i r ⊆ R and I α := R · I i r ⊆ R. We know that e induces a local homomorphism between analytic algebras, e : R/I α → R/I α , and the completions, R/ I α and R/ I α , are identified via e 0 . By the same arguments as before, e is an isomorphism if and only if gr 1 ( e) is onto. This in turn follows from the corresponding property of gr 1 (e). So, e : R ≃ → R identifies R · I i r with R · I i r , for all α = (i, r). Consequently, e : R red ≃ → R red gives a reduced local analytic isomorphism,
, for all α = (i, r). The proof of Theorem B(1) is complete.
9.11. Proof of Theorem B (2). We recall from Example 7.8 and (6.6) that exp B may be identified with the global analytic map e : F(A, b) → H(G, B) constructed via monodromy representations. Consider the induced local analytic morphism, e : F(A, b) (0) → H(G, B) (1) , corresponding to the local ring morphism e : R → R.
9.14 (for q = ∞), all analytic germs at 1 of (non-abelian) characteristic varieties of X may be computed using A • = (H • (X, k), d = 0), which seems a better choice than the more complicated Gysin models. In particular, the analytic germs at 1 of relative characteristic varieties are combinatorially determined.
Corollary 9.15. Let X = S/G be a solvmanifold, where the Lie algebra s of S satisfies the condition from Example 5.6. Then the analytic germs H(G, B) (1) and F(C • (s ⊗ k), b) (0) are isomorphic, and the isomorphism identifies the analytic germ of V i r (X, ι) at 1 with that of R i r (C • (s ⊗ k), θ) at 0, for all i, r ≥ 0. Corollary 9.16. Let G be a finitely generated nilpotent group, with Malcev Q-Lie algebra E [52] and Q-minimal model M = C • (E) [54] . Then the analytic germs H(G, B) (1) and F(M ⊗ k, b) (0) are isomorphic by an isomorphism identifying the germs V i r (K(G, 1), ι) (1) 
, for all i, r ≥ 0. Proof. We are going to reduce the proof to the torsion-free case, examined in Example 5.7. Consider the exact sequence 1 → T → G p −→ G 0 → 1, where T is the (finite) torsion subgroup of G (see [33] ), and G 0 is finitely generated nilpotent and torsion-free. Since T is finite, p induces an isomorphism between Malcev Q-Lie algebras, hence M is also the Q-minimal model of G 0 (cf. [33, 52] ). By Theorem B, our statement holds when G is replaced by G 0 .
Next, we claim that p induces a reduced local analytic isomorphism, p * : (1) . This may be checked at the level of functors of Artin rings, by showing that
) is a bijection, for any A ∈ Ob(Art). We invoke Corollary 6.14 to see that the last claim is equivalent to the bijectivity of p * : Hom alggr (exp(Mal(G 0 )), exp(b ⊗ m A )) → Hom alggr (exp(Mal(G)), exp(b ⊗ m A )); see also the discussion at the end of §7.5. This in turn is clear, since p : Mal(G)
Finally, we will verify that p * :
is an isomorphism, for any ρ 0 ∈ H(G 0 , GL(V )). This will clearly imply that p * : (1) and V i r (K(G, 1), ι) (1) , for all i, r ≥ 0, thus finishing the proof of the corollary.
To check our final claim, we consider the Hochschild-Serre spectral sequence of the
In characteristic 0, H + (T, V ) = 0, since T is finite. It follows that the spectral sequence degenerates to the isomorphisms p s :
Corollaries 9.15 and 9.16 offer a convenient description of germs at 1 of arbitrary nonabelian jump loci, for two important classes of poly-cyclic groups.
9.17. Weighted tangent cone. A weight decomposition of a CDGA A • gives rise to a 1-parameter group homomorphism, C × → Aut CDGA (A ⊗ C), denoted t · a for t ∈ C × and a ∈ A • ⊗ C, defined by t · a = t j a, for a ∈ A • j ⊗ C. When dim Q A 1 < ∞, the positivity 9.20. Proof of Theorem C. Recall the identifications F(A, C) = H 1 A ∼ ↔ H 1 (G, C). For a given z ∈ H 1 (G, C) and i ≤ q, r ≥ 0, z ∈ W ET C 1 (V i r (X)) if and only if t · z ∈ R i r (A) for t ∈ C near 0, by virtue of Theorem B (2) . By the remark preceding Definition 9.18, we infer that R i r (A) = W ET C 1 (V i r (X)), and all irreducible components of R i r (A) are C × -invariant. Therefore, Part (1) is a consequence of Lemma 9.19. Moreover, exp(R i r (A)) is a finite union of connected affine subtori of T(G). Again by Theorem B, V i r (X) coincides with exp(R i r (A)), near 1 ∈ T(G). Part (2) follows.
Example 9.21. The conclusion of Theorem C(2) does not hold without strong assumptions on X. Here is a simple example, extracted from [50, Example 4.5], where X is a connected finite 2-dimensional CW complex with T(G) = (C × ) 2 , and V 1 1 (X) has a single (non-translated) component, the curve {t 1 + t 2 = 2}, which contains no positivedimensional connected affine subtorus.
The same thing happens with Theorem C(1). Indeed, let us consider the CDGA A • = C • (E ⊗ C), where E is the 2-dimensional Q-Lie algebra without positive weights from Example 5.8. For θ = id C , an easy computation shows that R 1 1 (C • (E ⊗ C), θ) = {0, 1} ⊆ C = F(C • (E ⊗ C), C) is non-linear.
The non-linearity of R 1 1 (X) was pointed out in [19, Example 10.1] , in the case when X is the configuration space of n distinct points on an elliptic curve with n ≥ 3. Note that for this family of quasi-projective manifolds linearity holds, when A • = (H • (X, C), d = 0) is replaced by a Gysin model. By Theorem C(2), the germ at ρ = 1 of V 1 1 (X) is linear, yet R 1 1 (X), the degree 1 and depth 1 jump locus of the Wang [59] Aomoto complex Aom
• (X, 1), is non-linear.
As explained in Examples 5.2 and 5.3, Theorem C applies in particular to q-formal spaces over Q and quasi-projective manifolds (where q = ∞). Note that the conclusions of Theorem C are valid (for q = 1) for X = K (G, 1) , where the group G is finitely generated and 1-formal over C, and A • = (H • (G, C), d = 0). Indeed, we may define another 1-finite CDGA, B • , with d = 0 and positive weight equal to degree, by setting B ≤1 = A ≤1 , B >2 = 0 and B 2 = DA 2 , the image of the cup-product map ∪ : ∧ 2 A 1 → A 2 . Clearly, F(A, C) = F(B, C) and R ≤1 r (A) = R ≤1 r (B), for all r ≥ 0. Moreover, Ω • (G, C) ≃ 1 (B • , d = 0), by 1-formality, and we may achieve that the associated identification, H 1 (G, C) ∼ ↔ H 1 (G, C), is the identity. In this way, we may see that Theorem C extends one of the main results in [19] (Theorem B from that paper), from 1-formal groups to q-formal spaces (1 ≤ q ≤ ∞).
9.22. Proof of Corollary 1.7. First note that the mixed Hodge structure on H 1 (X, Q) is split, in the sense that there is a natural direct sum decomposition
see for instance [3] or [17] . Because of this splitting, it follows that such a mixed Hodge structure can be described (as it is the case for pure Hodge structures) by a linear C × -action on H 1 (X, C), given by setting z · u = z p z q u for u ∈ H p,q (X).
To show that any irreducible component E of R i r (A, θ) (which we know already to be defined over Q) is a sub-MHS in H 1 (X, Q), it is enough to show that E is stable with respect to the above C × -action, exactly as in the proof of Lemma 2 from §3 in [58] .
Coming back to the notation from Example 5.3, let (A • , d) be the Gysin model of X with respect to some smooth compactification. Note that each of the summands A p,l = |S|=l H p (∩ i∈S D i , Q)(−l) is a pure Hodge structure of weight p + 2l and as such its complexification carries a natural C × -action defined exactly as above.
The multiplication is defined by the cup-product which is compatible with the Hodge types. Hence we see that the condition A p,l · A p ′ ,l ′ ⊆ A p+p ′ ,l+l ′ can be refined to the condition z · (u ∧ v) = (z · u) ∧ (z · v), for any u, v ∈ A • and any z ∈ C × , which takes care of the Hodge types (s, t) as well.
The differential, d : A p,l → A p+2,l−1 , being defined by using the various Gysin maps coming from intersections of divisors, preserves the Hodge types (here the Tate twist is essential) and this can be restated as
for any u ∈ A • and any z ∈ C × .
The above formulas show that C × acts on (A • , d) by CDGA automorphisms and the induced action on H 1 (A) = H 1 (X) comes from the Hodge decomposition of H 1 (X). Exactly as in §9. 20 , we infer that all irreducible components of R i r (A, θ) are C × -invariant, which completes the proof. To prove Part (2), fix ω and i. Set m = min{b i (X, exp B (t · ω)) | t ∈ k}, where the k-action on F(A, b) comes from the positive weight decomposition of A • , as explained in §9.17. Consider the set M := {t ∈ k | b i (X, exp B (t · ω)) = m}. By construction, k \ M = {t ∈ k | t · ω ∈ exp −1 B (V i m+1 (X, ι))} is a proper subset of k, defined by global analytic equations (cf. Corollary 9.3(1)), hence discrete in k. It follows that, for t ∈ k × near 0, b i (X, exp B (t · ω)) = m ≤ b i (X, exp B (ω)).
According to Theorem B, b i (X, exp B (t · ω)) = β i (A, t · ω), for t ∈ k × close enough to 0. Finally, β i (A, t · ω) = β i (A, ω), by k × -invariance of resonance varieties (cf. §9.17). In conclusion, β i (A, ω) ≤ b i (X, exp B (ω)), as asserted.
9.24. Proof of Corollary 1.8. In the case ω ∈ H 1,0 (X), the missing inequality between the two Betti numbers comes from Corollary 4.2 in [17] , which also yields the second claim concerning the spectral sequence.
The equality of the two Betti numbers in the case ω ∈ H 0,1 (X) follows from the fact that they are both invariant under complex conjugation.
9.25. Degenerate Farber-Novikov spectral sequences. We start with a summary of relevant facts about the Farber-Novikov spectral sequence, following [23, pp. 184-194] . Let X be a connected, finite CW complex, with fundamental group G. Let ν : G ։ Z be a group epimorphism.
Denote by ν C ∈ H 1 (X, C) the associated cohomology class, and let (H • (X, C), ν C ·) be the corresponding Aomoto complex; see §9.12. Let ν * : C × ֒→ T(G) be the algebraic map induced on character tori. For a fixed i ≥ 0, set m i = min{b i (X, ν * (t)) | t ∈ C × }. Set M i := {t ∈ C × | b i (X, ν * (t)) = m i }. By the same line of reasoning as in the proof of Theorem D(2), we infer that M i is the complement of a finite set, F i ⊆ C × . Clearly, F i = ∅ for i > dim X, hence F := ∪ i≥0 F i is finite.
The Farber-Novikov spectral sequence starts at E i 2 = H i (H • (X, C), ν C ·) and converges to H i (X, ν * (t) C), where t ∈ C × \ F .
Proof of Theorem E. By Corollary 9.14, Theorem B(2) holds for X, in the rank 1 case, with q = ∞ and A • = (H • (X, C), d = 0). Note also that A • has positive weight (equal to degree), and the associated C × -action on F(A, b) ≡ H 1 (X, C) is usual scalar multiplication.
We have to show that β i (A, ν C ) = m i , for all i. Note that ν * (T(Z)) = exp(C · ν C ). It follows that, if t ∈ C × is close enough to 0, then b i (X, exp(tν C )) = m i , for all i. Due to Theorem B(2), we may infer that b i (X, exp(tν C )) = β i (A, tν C ), for all i. Finally, β i (A, tν C ) = β i (A, ν C ), for all i, by C × -invariance of resonance varieties (cf. §9.17).
