A in H, the operators A * ,A,A −1 mean its adjoint operator, its closure and its inverse (if they exist). By D(A) and R(A) we mean the domain and the range of the operator A. The norm of a bounded operator A is denoted by A . By P H H 1 = P H 1 we mean the operator of orthogonal projection in H on a subspace H 1 in H. By L 2 µ we denote the usual space of square-integrable complex functions f (x 1 , x 2 ), x 1 , x 2 ∈ R 2 , with respect to the Borel measure µ in R 2 .
2 The solution of an extended two-dimensional moment problem.
Consider the following moment problem: to find a non-negative Borel measure µ in R 2 such that
t dµ = u m,k,l;n,r,t , m, n ∈ Z + , k, l, r, t ∈ Z,
where {u m,k,l;n,r,t } m,n∈Z + ,k,l,r,t∈Z is a prescribed sequence of complex numbers. This problem is said to be the extended two-dimensional moment problem.
We set Ω = {(m, k, l; n, r, t) : m, n ∈ Z + , k, l, r, t ∈ Z}, Ω 0 = {(m, k, l; n, r, t) : m, n ∈ Z + , k, l, r, t ∈ Z, k = l = r = t = 0},
Let the moment problem (2) have a solution µ. Choose an arbitrary function P (x 1 , x 2 ) = (m,k,l;n,r,t)∈Ω α m,k,l;n,r,t x
where all but finite number of complex coefficients α m,k,l;n,r,t are zeros. Then
|P (x 1 , x 2 )| 2 dµ = (m,k,l;n,r,t),(m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ )∈Ω α m,k,l;n,r,t α m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ *
(m,k,l;n,r,t),(m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ )∈Ω α m,k,l;n,r,t α m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ u m+m ′ ,k+l ′ ,l+k ′ ;n+n ′ ,r+t ′ ,t+r ′ .
Therefore
(m,k,l;n,r,t),(m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ )∈Ω α m,k,l;n,r,t α m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ u m+m ′ ,k+l ′ ,l+k ′ ;n+n ′ ,r+t ′ ,t+r ′ ≥ 0,
for arbitrary complex coefficients α m,k,l;n,r,t , where all but finite number of α m,k,l;n,r,t are zeros. The latter condition on the coefficients α m,k,l;n,r,t in infinite sums will be assumed in similar situations.
We shall use the following important fact (e.g. [8, pp.361-363] ).
Theorem 1 Let a sequence of complex numbers {u m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω satisfy condition (3) . Then there exist a separable Hilbert space H with a scalar product (·, ·) H and a sequence {x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω in H, such that (x m,k,l;n,r,t , x m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ ) H = u m+m ′ ,k+l ′ ,l+k ′ ;n+n ′ ,r+t ′ ,t+r ′ , (m, k, l; n, r, t), (m
and span{x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω = H.
Proof (We do not claim the originality of the idea of this proof). Choose an arbitrary infinite-dimensional linear vector space V (for instance, one may choose the space of all complex sequences (u n ) n∈N , u n ∈ C). Let X = {x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω be an arbitrary infinite sequence of linear independent elements in V which is indexed by elements of Ω. Set L X = Lin{x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω . Introduce the following functional:
where α m,k,l;n,r,t , β m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ ∈ C. Here all but finite number of indices α m,k,l;n,r,t , β m ′ ,k ′ ,l ′ ;n ′ ,r ′ ,t ′ are zeros.
The set L X with [·, ·] will be a quasi-Hilbert space. Factorizing and making the completion we obtain the desired space H (e.g. [3] ). 2
Let the moment problem (2) be given and the condition (3) hold. By Theorem 1 there exist a Hilbert space H and a sequence {x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω , in H, such that relation (4) holds. Set L = Lin{x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω . Introduce the following operators A 0 (m,k,l;n,r,t)∈Ω α m,k,l;n,r,t x m,k,l;n,r,t = (m,k,l;n,r,t)∈Ω α m,k,l;n,r,t x m+1,k,l;n,r,t , (6) B 0 (m,k,l;n,r,t)∈Ω α m,k,l;n,r,t x m,k,l;n,r,t = (m,k,l;n,r,t)∈Ω α m,k,l;n,r,t x m,k,l;n+1,r,t ,
where all but finite number of complex coefficients α m,k,l;n,r,t are zeros. Let us check that these definitions are correct. Indeed, suppose that α m,k,l;n,r,t u m+1+a,k+c,l+b;n+d,r+f,t+e
In the same manner we obtain: 
Therefore the definition of A 0 is correct. The correctness of the definition of B 0 can be checked in a similar manner. Notice that (A 0 x m,k,l;n,r,t , x a,b,c;d,e,f ) H = (x m+1,k,l;n,r,t , x a,b,c;d,e,f ) H = u m+1+a,k+c,l+b;n+d,r+f,t+e = (x m,k,l;n,r,t , x a+1,b,c;d,e,f ) H = (x m,k,l;n,r,t , A 0 x a,b,c;d,e,f ) H , (m, k, l; n, r, t), (a, b, c; d, e, f ) ∈ Ω.
Therefore A 0 is symmetric. The same argument implies that B 0 is symmetric, as well. Suppose that the following conditions hold:
u m+1+a,k+c,l+b;n+d,r+f,t+e + iu m+a,k+c,l+b;n+d,r+f,t+e = u m+a,k+1+c,l+b;n+d,r+f,t+e ,
u m+1+a,k+c,l+b;n+d,r+f,t+e − iu m+a,k+c,l+b;n+d,r+f,t+e = u m+a,k+c,l+1+b;n+d,r+f,t+e ,
u m+a,k+c,l+b;n+1+d,r+f,t+e + iu m+a,k+c,l+b;n+d,r+f,t+e = u m+a,k+c,l+b;n+d,r+1+f,t+e ,
u m+a,k+c,l+b;n+1+d,r+f,t+e − iu m+a,k+c,l+b;n+d,r+f,t+e = u m+a,k+c,l+b;n+d,r+f,t+1+e ,
for all (m, k, l; n, r, t), (a, b, c; d, e, f ) ∈ Ω. These conditions are equivalent to conditions (x m+1,k,l;n,r,t + ix m,k,l;n,r,t , x a,b,c;d,e,f ) H = (x m,k+1,l;n,r,t , x a,b,c;d,e,f ) H ,
for all (m, k, l; n, r, t), (a, b, c; d, e, f ) ∈ Ω. The latter conditions are equivalent to the following conditions:
x m+1,k,l;n,r,t + ix m,k,l;n,r,t = x m,k+1,l;n,r,t ,
x m+1,k,l;n,r,t − ix m,k,l;n,r,t = x m,k,l+1;n,r,t ,
x m,k,l;n+1,r,t + ix m,k,l;n,r,t = x m,k,l;n,r+1,t ,
x m,k,l;n+1,r,t − ix m,k,l;n,r,t = x m,k,l;n,r,t+1 ,
for all (m, k, l; n, r, t) ∈ Ω. The last conditions mean that
for all (m, k, l; n, r, t) ∈ Ω. The latter conditions imply that
Therefore operators A 0 and B 0 are essentially self-adjoint. The conditions (21)-(24) also imply that
for all (m, k, l; n, r, t) ∈ Ω. Consider the Cayley transformations of A 0 and B 0 :
By virtue of relations (22), (24), (25),(27) we obtain:
for all (m, k, l; n, r, t) ∈ Ω. Therefore
By continuity we extend the isometric operators V A 0 and V B 0 to unitary operators U A 0 and V B 0 in H, respectively. By continuity we conclude that
Set A = A 0 , B = B 0 . The Cayley transformations of the self-adjoint operrators A and B coincide on L with U A 0 and U B 0 , respectively. Thus, the Cayley transformations of A and B are U A 0 and U B 0 , respectively. Therefore, operators A and B commute. Notice that
for all (m, k, l; n, r, t) ∈ Ω. In fact, by induction we can check that
for any fixed m, n ∈ Z + , k, l, r ∈ Z;
for any fixed m, n ∈ Z + , k, l ∈ Z;
for any fixed m ∈ Z + , k ∈ Z;
for any fixed m ∈ Z + ;
and then by substitution of each relation into previous one we obtain relation (33). For the commuting self-adjoint operators A and B there exists an orthogonal operator spectral measure E(x) on B(R 2 ) such that
Then u m,k,l;n,r,t = (x m,k,l;n,r,t , x 0,0,0;0,0,0
Hence, the Borel measure
is a solution of the moment problem (2).
Theorem 2 Let the extended two-dimensional moment problem (2) be given.
The moment problem has a solution if and only if conditions (3) and (9)- (12) are satisfied. If these conditions are satisfied then the solution of the moment problem is unique and can be constructed by (35).
Proof. The sufficiency of conditions (3) and (9)- (12) for the existence of a solution of the moment problem (2) was shown before the statement of the Theorem. The necessity of condition (3) was proved, as well. Let us check that conditions (9)- (12) are necessary for the solvability of the moment problem (2). Let µ be a solution of the moment problem (2) . Consider the space L 2 µ and the following subsets in L 2 µ :
for all (m, k, l; n, r, t),
Consider the operators of multiplication by the independent variable in L 2 µ :
Notice
Since conditions (3) are satisfied, by Theorem 1 there exist a Hilbert space H and a sequence of elements {x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω , in H, such that relation (4) holds. Repeating arguments after the Proof of Theorem 1 we construct operators A 0 and B 0 in H. Consider the following operator:
where all but finite number of complex coefficients α m,k,l;n,r,t are zeros. Let us check that this operator is defined correctly. In fact, suppose that
Thus, the operator W 0 is defined correctly. If x ∈ H and x = (m,k,l;n,r,t)∈Ω γ m,k,l;n,r,t y m,k,l;n,r,t , where γ m,k,l;n,r,t ∈ C, then
By continuity we extend W 0 to a unitary operator W which maps H µ onto H. Observe that
for all (m, k, l; n, r, t) ∈ Ω. By using the last relations in relations (40)- (43) we obtain relations (21)-(24). The latter relations are equivalent to conditions (9)-(12). Let us check that the solution of the moment problem is unique. Consider the following transformation
and set
Since T is a bijective continuous transformation, then ν is a non-negative Borel measure on [0, 2π) × [0, 2π). Moreover, we have
for all k, l ∈ Z. Let µ be another solution of the moment problem (2) and ν be defined by
By relation (50) we obtain that
By the Weierstrass theorem we can approximate ϕ m and ψ n , for some fixed m, n ∈ Z + , by trigonometric polynomials P k (ϕ) and R k (ψ), respectively:
as k → ∞. In the same manner we get
as k → ∞. Hence, we conclude that
Since the two-dimensional moment problem on a rectangular has a unique solution, we get ν = ν and µ = µ. 2
Theorem 3 Let the two-dimensional moment problem (1) be given. The moment problem has a solution if and only if there exists a sequence of complex numbers {u m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω , which satisfies conditions (3), (9)-(12) and u m,0,0;n,0,0 = s m,n , m, n ∈ Z + .
The proof is obvious and left to the reader. Let the two-dimensional moment problem (1) be given. As it is well known (and can be checked in the same manner as for the relation (3)) the necessary condition for its solvability is the following:
for arbitrary complex coefficients α m,n , where all but finite number of α m,n are zeros. We assume that the condition (56) holds. Repeating arguments of the proof of Theorem 1 we can state that there exist a Hilbert space H 0 and a sequence {h m,n } m,n∈Z + such that
Consider the following Hilbert space:
where H j are arbitrary one-dimensional Hilbert spaces, j ∈ N. We shall call it the model space for the two-dimensional moment problem.
Introduce an arbitrary indexation in the set Ω ′ by the unique positive integer index j:
Suppose that the two-dimensional moment problem (1) has a solution µ. Consider the space L 2 µ and the following subsets in L 2 µ :
We denote
Notice that (y m,n , y
for all m, n, m ′ , n ′ ∈ Z + . We shall also use the notations from (36),(37). Define the following numbers u m,k,l;n,r,t :=
For these numbers conditions (3) hold and repeating arguments after the relation (43) we construct a Hilbert space H and a sequence of elements {x m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω , in H, such that relation (4) holds. We introduce the operator W as after (44). The operator W maps H µ onto H. Set
Let us construct a sequence of Hilbert spaces H j , j ∈ N, in the following way.
Step 1. We set
where w(·) is the indexation in the set Ω ′ .
Step r, with r ≥ 2. We set
Then we get a representation
Observe that H j is either a one-dimensional Hilbert space or H j = {0}. We denote
Then
We shall construct a unitary operator U which maps H onto the following subspace of the model space H:
Choose an arbitrary element
with α m,n , β j ∈ C. Set
where e j ∈ H j , e j H = 1, are chosen arbitrarily. Let us check that this definition is correct. Suppose that x has another representation:
with α m,n , β j ∈ C. By orthogonality we have
Thus, the operator U is defined correctly. If x ∈ H and
By continuity we extend U to a unitary operator which maps H onto H. Then the operator U W is a unitary operator which maps H µ onto H. We could define this operator directly, but we prefer to underline an abstract structure of the corresponding spaces and this maybe explains where the model space comes from. We set h m,k,l;n,r,t := U W y m,k,l;n,r,t , (m, k, l; n, r, t) ∈ Ω.
Observe that
Since
Observe that {y m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω satisfy relations (17)-(20) (with y instead of x). Therefore {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω satisfy relations, as well.
Notice that
Theorem 4 Let the two-dimensional moment problem (1) be given. Choose an arbitrary model space H with a sequence {h m,n } m,n∈Z + , satisfying (57) and fix it. The moment problem has a solution if and only if there exists a sequence {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω , in H such that the following conditions hold:
2) h w(r) ∈ H 0 ⊕ j∈Λ: j≤r H j , r ∈ N, for some subset Λ ⊆ N. Here w(r) is an arbitrary indexation in Ω ′ by indices from N.
3) The sequence {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω satisfies conditions (17)- (20) (with h instead of x).
4)
There exists a complex function ϕ(m, k, l; n, r, t), (m, k, l; n, r, t) ∈ Ω, such that
Proof.
The necessity of conditions 1)-4) for the solvability of the twodimensional moment problem was established before the statement of the Theorem. Let conditions 1),3),4) be satisfied. Consider the extended two-dimensional moment problem (2) with u m,k,l;n,r,t := ϕ(m, k, l; n, r, t),
where ϕ is from the condition 4). Then
for arbitrary complex coefficients α m,k,l;n,r,t , where all but finite number of α m,k,l;n,r,t are zeros. By conditions 3) and 4) we conclude that conditions (9)-(12) hold. By Theorem 2 we obtain that there exists a non-negative Borel measure µ in R 2 such that (2) holds. In particular, using conditions 4),1) we get 
2
Observe that condition 2) can be removed from the statement of Theorem 4. However, it will be used later.
Denote a set of sequences {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω , in H satisfying conditions 1)-4) by X = X(H). As we have seen in the proof of Theorem 4, for an arbitrary {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω ∈ X(H), the unique solution of the extended two-dimensional moment problem with moments (79) gives a solution of the two-dimensional moment problem. Observe that all solutions of the two-dimensional moment problem can be constructed in this manner. Indeed, let µ be an arbitrary solution of the two-dimensional moment problem. Repeating arguments from relation (60) till the statement of Theorem 4 we may write
for all (m, k, l; n, r, t) ∈ Ω. Here the operators U ,W , the sequence {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω , the function ϕ(m, k, l; n, r, t) and the moments u m,k,l;n,r,t , of course, depend on the choice of µ. Notice that {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω ∈ X(H).
For such constructed parameters, the measure µ is a solution of the extended two-dimensional moment problem considered in the proof of Theorem 4.
Since the solution of this moment problem is unique, µ will be reconstructed in the above described manner. Notice that condition 4) of Theorem 4 is equivalent to the following conditions:
if m, m ′ , n, n ′ ∈ Z + , k, l, r, t, t, k ′ , l ′ , r ′ , r ′ , t ′ ∈ Z: t + r ′ = t + r ′ .
As we can see, the solving of the two-dimensional moment problem reduces to a construction of the set X(H). Let us describe an algorithm for a construction of sequences from X(H).
Let {g n } ∞ n=1 be an arbitrary orthonormal basis in H 0 obtained by the Gram-Schmidt orthogonalization procedure from the sequence {h m,n } m,n∈Z + indexed by a unique index.
Choose an arbitrary j ∈ N. Let w(j) = (m, k, l; n, r, t)(j) ∈ Ω ′ . If we had constructed {h m,n } m,n∈Z + ∈ X(H), then the two-dimensional moment problem has a solution µ and
Therefore d j are bounded by some constants M j = M j (S) depending on the prescribed moments S := {s m,n } m,n∈Z + . (Notice that e.g. (x 2 1 + 1) l ≤ 1, for l < 0, and for non-negative m, k, l; n, r, t the values of d j are determined uniquely).
Step 0. We set
We check that conditions (13)-(16) (with h instead of x) and (80)- (85) are satisfied for h m,0,0;n,0,0 , m, n ∈ Z 0 . If they are not satisfied, the twodimensional moment problem has no solution and we stop the algorithm.
Step 1. We seek for h w(1) in the following form:
with some complex coefficients α 1;n , β 1 .
Conditions (13)-(16) (with h instead of x) and (80)-(85) which include h w(1) and the already constructed h m,k,l;n,r,t are equivalent to a set L 1 of linear equations with respect to α 1;n , n ∈ N , and d 1 = h w(1)
H . Notice that they depend on β 1 only by d 1 . Denote the set of solutions of these equations by
Set
Finally, we set
(90)
Step r, with r ≥ 2. We seek for h w(r) in the following form:
with some complex coefficients α r;n , β j . Conditions (13)-(16) (with h instead of x) and (80)-(85) which include h w(r) and the already constructed h m,k,l;n,r,t are equivalent to a set L r of linear equations with respect to α r;n , n ∈ N , β j , 1 ≤ j ≤ r − 1, and d r = h w(r) 2 H , and depending on parameters (h w(1) , h w(2) , ..., h w(r−1) ) ∈ G r−1 . Notice that these linear equations depend on β r only by d r . Denote the set of solutions of these equations by S r = (α r;n , n ∈ N ; β j , 1 ≤ j ≤ r − 1; d r ; h w(1) , h w(2) , ..., h w(r−1) ) :
and equations from L r with parameters (h w(1) , h w(2) , ..., h w(r−1) ), are satisfied .
(92) Set S r = (α r;n , n ∈ N ; β j , 1 ≤ j ≤ r − 1; d r ; h w(1) , h w(2) , ..., h w(r−1) ) ∈ S r :
Finally, we set 
with the norm given by
For arbitrary (h 1 , ..., h r ) ∈ G r , we put into correspondence elements h ∈ H of the following form h = (h 1 , ..., h r , g r+1 , g r+2 , ...) : g j ∈ H, g j H ≤ M j , j > r.
Thus, the set G r is mapped onto a set G r ⊂ H. Observe that all elements of G r has the norm less or equal to 1. Set
If G = ∅, then to each (g 1 , g 2 , ...) ∈ G, we put into correspondence a sequence H = {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω such that (86) holds and h w(r) := g r , r ∈ N.
We state that H ∈ X(H). In fact, conditions (13)-(16) (with h instead of x) and (80)-(85) are satisfied for h m,0,0;n,0,0 , m, n ∈ Z + , by
Step 0. If one of these equations include h w(r) with r ≥ 1, then we choose the maximal appearing index r. Since (h w(1) , ..., h w(r) ) ∈ G r , then this equation is satisfied. Condition 2) is satisfied by the construction. Thus, if G = ∅, then using H we can construct a solution of the twodimensional moment problem in the described above manner.
Therefore G = ∅.
If the conditions of the Theorem are satisfied then to each g = (g 1 , g 2 , . ..) ∈ G, we put into correspondence a sequence H = H(g) = {h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω such that (86) and (101) hold. Then H ∈ X(H), as it was shown before the statement of the Theorem. The sequence H generates a solution of the extended two-dimensional moment problem and of the two-dimensional moment problem, see considerations after the proof of Theorem 4. It remains to show that all solutions of the two-dimensional moment problem can be obtained in this way. Since elements of X(H) generate all solutions of the two-dimensional moment problem (see considerations after the proof of Theorem 4), it remains to prove that {H(g) : g ∈ G} = X(H).
Denote the set on the left-hand side by X 1 . It was shown that X 1 ⊆ X(H).
On the other hand, choose an arbitrary H = { h m,k,l;n,r,t } (m,k,l;n,r,t)∈Ω ∈ X(H). Repeating the construction at the beginning of this proof we obtain that h := ( h w(1) , h w(2) , h w(3) , ...) ∈ G.
Observe that H( h) = H.
Therefore X(H) ⊆ X 1 and relation (106) holds. 2 Remark. The truncated two-dimensional moment problem can be considered in a similar manner. Moreover, the set of indices of the known elements h m,n will be finite in this case and therefore equations in the r-th step of the algorithm will form finite systems of linear equations. Thus, the r-th step could be easily performed using computer.
