The range between a sensor and the target, the incidence angle, and the target reflectance, are known factors that can influence the intensity values of LiDAR data and consequently, its use in many applications. However, very few studies have provided a quantitative analysis of the effects of normalisation of these three factors on forest leaf area index (LAI) estimations. In this paper, using two coniferous tree species (i.e., Scotch pine and Larch pine) as a case study, the effects of intensity normalisation on coniferous forest LAI estimations have, for the first time, been systematically examined and quantified. It was found that the intensity normalisation had a generally positive effect on the improvement of coniferous forest LAI estimations. However, the improvements were very minor. Specifically, the range normalisation did not improve the accuracy of the LAI estimation for either of the two coniferous tree species. The incidence angle and reflectance normalisation improved the accuracy of the LAI estimation for Scotch pine forests; however, they had no effect on the improvement of the LAI estimation for Larch pine forests. This experimental study suggests that range normalisation is not required for forest LAI estimations in areas with small elevation differences (i.e., less than 114 m). The incidence angle and target reflectance normalisation can marginally improve the accuracy of coniferous forest LAI estimations. However, the extent of this improvement varies among species, depending on the choice of incidence angle and reflectance coefficient. Overall, the effects of normalisation of airborne LiDAR intensity on coniferous forest LAI estimations are closely related to topographic conditions (i.e., elevation and slope), the tree species composition, and its associated structural attributes. Therefore, further research should explore the effects of LiDAR intensity normalisation on forest LAI estimations in regions with large elevation differences and diverse forest structures.
Introduction
Light Detection and Ranging (LiDAR) is an active optical remote-sensing technique that uses laser light to densely sample the Earth's surface. In addition to precise 3D coordinates, most LiDAR systems also record "intensity". The intensity value recorded by a LiDAR sensor, known as the reflection intensity, is equivalent to the amount of energy being emitted from a target. Most commercial LiDAR sensors have a wavelength in the near-infrared (NIR) spectral range. The LiDAR intensity data have been found to be directly related to the spectral reflectance of the reflected energy from objects in the NIR wavelength [1] . As green vegetation strongly reflects energy in the NIR wavelength, LiDAR intensity data have been widely used for the mapping and monitoring of forest ecosystems [2] [3] [4] .
The Leaf Area Index (LAI) is typically defined as the total one-sided area of green foliage per unit ground surface [5, 6] . As a key canopy structural characteristic, and also a key component of biogeochemical cycles in ecosystems, the LAI serves as an important input or state variable for a variety of process-based ecological and biogeochemical models, such as forest growth estimations [7] , fire behavior predictions [8] and ecological process modeling [9, 10] . Airborne LiDAR pulses are able to penetrate forest canopies and even strike on the ground, thus allowing for a better characterization of all canopy layers [11] , and at the same time, alleviating the saturation problem of traditional passive optical remote sensing for forests with a high LAI or biomass [12] . Consequently, a number of studies have recently been conducted with the aim of improving forest LAI estimations using airborne LiDAR intensity data. For example, Solberg [13] used the ratio variables based on the raw LiDAR intensity data to estimate the forest LAI and achieved a R 2 of 0.86. Peduzzi et al. [14] also used the raw mean intensity data and other variables to estimate the forest LAI and obtained a R 2 ranged from 0.71 to 0.83.
However, it is known that the intensity value recorded by the LiDAR sensor can be affected by the range between the sensor and the target, the incidence angle, the target surface reflectance, and the atmospheric transmission loss [15, 16] . These factors can potentially increase the variability of intensity values and cause fine-scale speckling within the intensity imagery, making the interpretation difficult. The purpose of intensity normalisation is to remove the effect of the received energy with respect to the above mentioned factors. The research on the normalisation methods of LiDAR intensity has been an important topic in LiDAR applications in recent years [17] [18] [19] . The benefit of intensity normalisation has also been widely recognized [20] [21] [22] [23] . For example, Mesas-Carrascosa et al. [24] discriminated the land uses by combining the normalised LiDAR intensity with digital images, and found that the classification accuracy can be over 92%. Yan et al. [25] studied the effects of intensity normalisation of LiDAR data on the land cover classification. They found that the accuracy could be improved by about 9.4%-12.8%, after the geometric calibration and radiometric correction of intensity data. Korpela et al. [26] compared the performance of the raw intensity data and range-normalised intensity data for tree species classification. They found that the range-normalised intensity data could improve the classification accuracy by 2%-3%. Hofle et al. [27] also indicated that when the LiDAR data is acquired in mountainous areas with large elevation differences, the uncorrected intensity values and images cannot be used directly. This implies that, if the intensity data are to be used for the retrieval of higher level products such as LAI and subsequently, in different applications, a proper radiometric normalisation is essential [28] .
Many efforts on the radiometric normalisation of LiDAR intensity data have been carried out to improve the accuracy of forest LAI estimations. For example, Hopkinson and Chasmer [29] used the square root power ratio to correct the intensity power ratio, accounting for the transmission losses both in and out of the forest canopy, and consequently, to estimate the forest LAI and gap fraction. They found that it performed well across a range of forest types. Heiskanen et al. [30] used the range to normalise the raw intensity and found that the intensity cover index provided the best model fit for the forest LAI, when all plots were pooled. They concluded that the estimation results were satisfactory. However, whether the range normalisation could improve the accuracy of estimating the LAI was not categorically demonstrated in their studies. Solberg [31] used the reflectance ratio between the ground and canopy to correct the intensity-based laser penetration index (LPI), and found that the most accurate estimation could be achieved when the ratio was set at five, rather than at one. Luo et al. [32] used the intensity data normalised by the range, incidence angle, and a fixed reflectance coefficient to estimate the forest LAI, and achieved better results than when using raw intensity data. They concluded that intensity normalisation could improve the estimation accuracy. However, all of these studies did not provide any specific advice on which factor should be normalised in a specific circumstance, when the intensity was applied to forest LAI estimations. To maximise the cost savings and improve computational efficiency, it is necessary to systematically study and quantify the effects of normalisation of airborne LiDAR intensity data by different factors, when estimating the forest LAI. As one of the most productive forests, the coniferous forest LAI has been studied using airborne LiDAR data [33, 34] . However, the study on the difference of forest LAI estimations between different coniferous tree species has seldom been reported. This study aims to use different factors, including the range between LiDAR sensor and targets, the incidence angle, and the target reflectance, to normalise the airborne LiDAR intensity data. Then, the laser penetration index (LPI) extracted from raw and normalised intensity data is used to estimate the forest LAI, based on the Beer-Lambert law [33] . In the final assessment process, two different coniferous tree species are used to systematically quantify the effects of intensity normalisation on forest LAI estimations.
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Materials and Methods
Study Area
The study area is located in the Moon Lake National Forest Park, China (WGS84 43°46′N, 125°27′E) ( 
In-Situ Measurements of Forest LAI
Fieldwork was carried out in July 2014 using a stratified random sampling strategy. Forest type maps were obtained from the Moon Lake National Forest Park. Based on the forest types, the study area was stratified into Scotch pine-dominated and Larch pine-dominated areas. A total of 80 plots were randomly selected over the two forest types. In the field, 17 plots were found to be mixed with other tree species and were removed from the survey. As a result, only 63 plots with pure species were measured, including 30 Scotch pine plots and 33 Larch pine plots. The forests in these plots are dense, mature (more than 50 years), and unmanaged. The ground cover was dominated by bare soil and litter. Information on the tree density, tree height, elevation, and slope within these plots, are shown in Table 1 . The radius of each plot was 10 m, and a Trimble GeoXH 6000 GPS, in combination with a South Total Station NTS 312B, were used to record the center location of each plot (with an accuracy of approximately 2 m).
Table1. Descriptive statistics of the field sample plots (plot number = 63). The in-situ canopy LAI was collected using digital hemispherical photography, which is regarded as the best ground-based technique for measuring the LAI [35] [36] [37] [38] . The digital hemispherical photographs ( Figure 3 ) were taken using a Samsung NV3 camera with a fish-eye lens, placed at a height of 1.5 m above the ground level and facing true north. Within each plot, five hemispherical photographs were separately acquired from the centre, and from 5 m in each cardinal direction. In addition, all of the hemispherical photographs were collected under diffuse lighting conditions, to avoid the effect of direct sunlight on the LAI estimation. 
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Fieldwork was carried out in July 2014 using a stratified random sampling strategy. Forest type maps were obtained from the Moon Lake National Forest Park. Based on the forest types, the study area was stratified into Scotch pine-dominated and Larch pine-dominated areas. A total of 80 plots were randomly selected over the two forest types. In the field, 17 plots were found to be mixed with other tree species and were removed from the survey. As a result, only 63 plots with pure species were measured, including 30 Scotch pine plots and 33 Larch pine plots. The forests in these plots are dense, mature (more than 50 years), and unmanaged. The ground cover was dominated by bare soil and litter. Information on the tree density, tree height, elevation, and slope within these plots, are shown in Table 1 . The radius of each plot was 10 m, and a Trimble GeoXH 6000 GPS, in combination with a South Total Station NTS 312B, were used to record the center location of each plot (with an accuracy of approximately 2 m). The in-situ canopy LAI was collected using digital hemispherical photography, which is regarded as the best ground-based technique for measuring the LAI [35] [36] [37] [38] . The digital hemispherical photographs ( Figure 3 ) were taken using a Samsung NV3 camera with a fish-eye lens, placed at a height of 1.5 m above the ground level and facing true north. Within each plot, five hemispherical photographs were separately acquired from the centre, and from 5 m in each cardinal direction. In addition, all of the hemispherical photographs were collected under diffuse lighting conditions, to avoid the effect of direct sunlight on the LAI estimation. The digital hemispherical photographs were analysed using WinSCANOPY 2010 (Regent Instruments, Québec, QC, Canada) software. It computed the forest LAI based on the classification of pixels as either white (sky) or black (canopy). Since the method does not distinguish the sky obstructed by leaves, branches, and stems, and does not correct the clumping effect, the LAI calculated with this method is called effective LAI. The effective LAI does not affect the quality of the LAI estimation model [9] , and the difference between an effective LAI and a true LAI, is a proportional coefficient, which is about 1.75 [39] . Therefore, the effective LAI, instead of true LAI, is used in this paper. Descriptive statistics of the in-situ canopy LAI are presented in Table 1 .
LiDAR Data and Pre-Processing
The airborne LiDAR data were acquired on 31 May 2012, using a Leica ALS70 LiDAR sensor carried by a helicopter. The wavelength was 1064 nm and the scan angle range was ±20°. The nominal flying altitude was approximately 560 m above the ground level. The point clouds covering the study area were generated from seven swaths. There was about a 40% overlap between two adjacent swaths.
The acquired LiDAR data containing the coordinates and intensity information were pre-processed to eliminate the noise points. At the same time, the swaths overlap point clouds were also cut off, to eliminate the effect of overlap on the forest LAI estimation. As a result, the mean density of the LiDAR points is about nine points per m 2 . The pre-processed points were classified into ground points and non-ground points, by using the filter algorithm of the triangulated irregular network. Then, the ground points were used to generate the digital elevation model (DEM) with the triangulated irregular network interpolation algorithm [40, 41] . All of the above operations were achieved with Terrasolid software (Terrasolid Ltd., Hesinki, Finland). Subtracting the corresponding elevation of the DEM generated the height above the ground surface for every non-ground point. The points above 1.5 m were classified as vegetation points. All of the pre-processed points, except for the vegetation points, were considered as ground points. The height threshold of 1.5 m coincided with the height of the fisheye lens when the hemispherical photographs were taken, which was proven as the best choice for the forest LAI estimation in the research of Sumnall et al. [42] .
LiDAR Intensity Data Normalisation
The airborne LiDAR system works under the same physical principle as a radar and follows the radar equation [43] , presented in Equation (1). The intensity recorded by the LiDAR system is affected by the LiDAR sensor configuration, object characteristics, and atmospheric parameter. The sensor configuration parameters include: the transmitted pulse power Pt, the sensor aperture size Dr, the range between the sensor and target R, the beam (pulse) divergence βt, and the system gain ηsys. The object characteristic refers to the backscatter cross-section σ. The atmospheric parameter refers to the atmospheric attenuation ηatm. The received pulse intensity Pr can be defined as follows: The digital hemispherical photographs were analysed using WinSCANOPY 2010 (Regent Instruments, Québec, QC, Canada) software. It computed the forest LAI based on the classification of pixels as either white (sky) or black (canopy). Since the method does not distinguish the sky obstructed by leaves, branches, and stems, and does not correct the clumping effect, the LAI calculated with this method is called effective LAI. The effective LAI does not affect the quality of the LAI estimation model [9] , and the difference between an effective LAI and a true LAI, is a proportional coefficient, which is about 1.75 [39] . Therefore, the effective LAI, instead of true LAI, is used in this paper. Descriptive statistics of the in-situ canopy LAI are presented in Table 1 .
LiDAR Data and Pre-Processing
The airborne LiDAR data were acquired on 31 May 2012, using a Leica ALS70 LiDAR sensor carried by a helicopter. The wavelength was 1064 nm and the scan angle range was ±20 • . The nominal flying altitude was approximately 560 m above the ground level. The point clouds covering the study area were generated from seven swaths. There was about a 40% overlap between two adjacent swaths.
LiDAR Intensity Data Normalisation
The airborne LiDAR system works under the same physical principle as a radar and follows the radar equation [43] , presented in Equation (1). The intensity recorded by the LiDAR system is affected by the LiDAR sensor configuration, object characteristics, and atmospheric parameter. The sensor configuration parameters include: the transmitted pulse power P t , the sensor aperture size D r , the range between the sensor and target R, the beam (pulse) divergence β t , and the system gain η sys . The object characteristic refers to the backscatter cross-section σ. The atmospheric parameter refers to the atmospheric attenuation η atm . The received pulse intensity P r can be defined as follows:
Under a series of assumptions and equivalent transformations [27, 44] , the σ could be expressed as a function of target reflectance , the range between the sensor and target R, the beam (pulse) divergence β t , and the incidence angle α, as presented in Equation (2) [43] .
In a single flight campaign, some specific parameters, such as P t , D r , η sys , and η atm , are supposed to be same, and could be regarded as constant values [45, 46] . Based on this assumption and simplification, Equation (1) can be reformed as Equation (3):
where C is a constant standing for P t , D r , η sys , and η atm .
Range Normalisation
During the range normalisation of the intensity data, the target reflectance and incidence angle are both regarded as constant, which is the most widely used method [47, 48] . The normalised intensity is defined as:
where I R and I original are the range-normalised and original intensity data, respectively, R is the actual range between the sensor and the target, R ref is the reference distance, R' is the elevation of echo, and θ is the scan angle.
Incidence Angle Normalisation
The incidence angle is defined as the angle between the normal target surface and the direction of the incident laser pulse, which is influenced by the topography of the target surface, scan angle, and flight line [49] . Its calculation equation is presented in Equation (6), whose detailed derivation procedure can be found in the paper of Yan and Shaker [46] .
where ϕ is the slope, β is the aspect, and θ h is the projected horizontal angle. Under the assumption of Lambertian scattering characteristics, the reflected intensity is proportional to cos(α) [50] . Therefore, the incidence angle normalisation method defined in Equation (7) is selected.
where I α is the incidence angle normalised intensity data and α ref is the standard incidence angle (α = 0 • ) [51] .
Target Reflectance Normalisation
The target reflectance is another important parameter affecting the intensity and its theoretical normalisation is shown in Equation (8) .
where I ρ is the target reflectance-normalised intensity data, ρ is the target reflectance, and α ref is the reference reflectance.
It is difficult to obtain the true surface reflectance of different natural objects for the majority of research studies. Therefore, the reflectance coefficient (K S ) is introduced as a proxy and is used to eliminate the intensity difference between two different surfaces [31] . As determined from the field investigation, the ground cover and the surface of each coniferous tree species are considered to be homogeneous. Therefore, the surface reflectance of the forest area could be simplified to three kinds of reflectance values, individually representing the Scotch pine forest canopy surface (ρ S ), the Larch pine forest canopy surface (ρ L ), and the ground surface (ρ G ). Two K S values are calculated from the above three surface reflectances, presented in Equations (9) and (10) [9, 52] .
where K S is the reflectance coefficient of the Scotch pine canopy surface and ground surface, K L is the reflectance coefficient of the Larch pine canopy surface and ground surface, ρ S is the reflectance of the Scotch pine canopy surface, ρ L is the reflectance of the Larch pine canopy surface, and ρ G is the reflectance of the ground surface.
Laser Penetration Index Extraction
By taking the transmission of the laser beams through the canopy into account, the laser penetration index (LPI) is the most commonly used variable for forest LAI and gap fraction estimations [33, 53, 54] . Therefore, the LPI was selected and computed, based on the raw and normalised LiDAR intensity data within each plot ( Table 2 ). The detailed computational procedures of LPI are described in Equations (11)- (13) .
where ∑I G is the sum of the original intensity of ground points, ∑I GNormalised is the sum of the normalised intensity of ground points, ∑I V is the sum of the original intensity of vegetation points, ∑I VNormalised is the sum of the normalised intensity of vegetation points, ρ V is the reflectance of the vegetation surface, and K is the reflectance coefficient of the ground surface and the vegetation surface. LPI extracted from the range-normalised intensity data LPI A LPI extracted from the incidence angle-normalised intensity data LPI K LPI extracted from the reflectance coefficient-normalised intensity data
Forest LAI Estimation and Accuracy Assessment
To estimate the forest LAI, the Beer-Lambert law, based on forest gap fraction, presented in Equation (14) , was used, which is the most common algorithm used by field LAI measurement instruments and airborne LiDAR point cloud data [31, 32] .
where β is the fitting coefficient.
To assess the predictive ability of the model, it is advised that sufficient validation field data are provided, which are different from the model training data. However, there are limited field data in this study. In order to avoid the influence of random factors and obtain reliable estimation results with limited plots, the leave-one-out-cross-validation method (LOOCV) was applied in this paper [55] . The coefficient of determination (R 2 ) and the root mean square error (RMSE) were used as the estimators of model accuracy.
Results
Range Normalisation
For Scotch pine forests, the relationship between the field-measured and LiDAR-predicted LAI, based on the raw intensity data (i.e., LPI) and range-normalised intensity data (i.e., LPI R ), is presented in Figure 4 . It shows that, without range normalisation, the Scotch pine forest LAI was estimated with a R 2 of 0.794 and a RMSE of 0.172 (Figure 4a ). After range normalisation, R 2 slightly improved to 0.795 and RMSE remained unchanged (Figure 4b ). This means that the range normalisation of LiDAR intensity data, only very marginally improved the accuracy of the LAI estimation for Scotch pine forests.
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Results
Range Normalisation
For Scotch pine forests, the relationship between the field-measured and LiDAR-predicted LAI, based on the raw intensity data (i.e., LPI) and range-normalised intensity data (i.e., LPIR), is presented in Figure 4 . It shows that, without range normalisation, the Scotch pine forest LAI was estimated with a R 2 of 0.794 and a RMSE of 0.172 (Figure 4a ). After range normalisation, R 2 slightly improved to 0.795 and RMSE remained unchanged (Figure 4b ). This means that the range normalisation of LiDAR intensity data, only very marginally improved the accuracy of the LAI estimation for Scotch pine forests. For Larch pine forests, the relationship between the field-measured and LiDAR-predicted LAI, based on the raw intensity data (i.e., LPI) and the range-normalised intensity data (i.e., LPIR), is presented in Figure 5 . It shows that, before and after range normalisation, the Larch pine forest LAI was estimated with the same accuracy, which obtained a R 2 of 0.762 and a RMSE of 0.091 (Figure 5a,b) . This means that the range normalisation of LiDAR intensity data failed to improve the accuracy of the LAI estimation for Larch pine forests. For Larch pine forests, the relationship between the field-measured and LiDAR-predicted LAI, based on the raw intensity data (i.e., LPI) and the range-normalised intensity data (i.e., LPI R ), is presented in Figure 5 . It shows that, before and after range normalisation, the Larch pine forest LAI was estimated with the same accuracy, which obtained a R 2 of 0.762 and a RMSE of 0.091 (Figure 5a,b) . This means that the range normalisation of LiDAR intensity data failed to improve the accuracy of the LAI estimation for Larch pine forests. 
Incidence Angle Normalisation
To avoid the overcorrection of intensity values, different incidence angles, such as 0°, 5°, 10°… 70° and 75°, were applied to correct the LiDAR intensity data from the forest canopy, for both Scotch pine and Larch pine forests. The LAI estimation results for the Scotch pine forest with different incidence angles, are presented in Figure 6 . They show that the highest estimation accuracy was achieved with a R 2 of 0.806 and a RMSE of 0.167, when the incidence angle threshold was set to 55° (Figure 6a) . The relationship between the field-measured LAI and LiDAR-predicted LAI with the optimal incidence angle (i.e., LPIA=55°), is presented in Figure 6b . By comparing the LAI estimation results shown in Figure 4a (without incidence angle normalisation) and Figure 6b (with incidence angle normalisation), it was found that the LAI estimation for Scotch pine forests was improved after the incidence angle normalisation, with an increase in the R 2 of 0.012 and a decrease in the RMSE of 0.005. This result suggests that incidence angle normalisation can improve the LAI estimation for Scotch pine forests, but that this improvement is only marginal.
(a) (b) Figure 6 . The LAI estimation results for Scotch pine forests with incidence angle normalisation: (a) LAI estimation accuracy with different incidence angles; (b) The relationship between the field-measured LAI and LiDAR-predicted LAI when incidence angle threshold was set to 55° (i.e., LPIA = 55°). R 2 and RMSE are values from leave-one-out cross-validation.
The LAI estimation results for Larch pine forests with different incidence angles are presented in Figure 7 . It also shows that the highest estimation accuracy was achieved with a R 2 of 0.763 and a RMSE 
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(a) (b) Figure 7 . The LAI estimation results for Larch pine forests with incidence angle normalisation: (a) LAI estimation accuracy with different incidence angles; (b) The relationship between the field-measured LAI and LiDAR-predicted LAI when incidence angle threshold was set to 55° (i.e., LPIA=55°). R 2 and RMSE are values from leave-one-out cross-validation.
Target Reflectance Normalisation
To obtain the optimal LAI estimation results for Scotch pine and Larch pine forests under reflectance coefficient normalisation, different K values of 0.1, 0.5, 1.0, 1.5, 2.0... 5.5, 6.0, and 7.0, were used, respectively. The LAI estimation results for Scotch pine forests with different K values are presented in Figure 8 . It shows that the highest estimation accuracy was achieved with a R 2 of 0.810 and a RMSE of 0.166, when the K value was set to around 0.1, with the R 2 showing a declining trend as the K increased up to a value of 6 (Figure 8a) . The relationship between the field-measured LAI and LiDAR-predicted LAI with the optimal K value of 0.1 (i.e., LPIK = 0.1), is presented in Figure 8b . By comparing the results shown in Figure 4a (without target reflectance normalisation) and Figure  8b (with target reflectance normalisation), it was found that the LAI estimation for Scotch pine forests improved after target reflectance normalisation, with an increase in the R 2 of 0.016 and a decrease in the RMSE of 0.006. This result suggests that target reflectance normalisation can improve the LAI estimation for Scotch pine forests, but that this improvement is only minor.
The LAI estimation results for Larch pine forests with different K values are presented in Figure 9 . It shows that the highest estimation accuracy was achieved with a R 2 of 0.762 and a RMSE of 0.091, when the K value was set to around 1, with the R 2 showing an increasing trend up to 1, and then a declining trend until it became stable (Figure 9a) . The relationship between the field-measured LAI and LiDAR-predicted LAI with the optimal K value (i.e., LPIK=1), is presented in Figure 9b . By comparing the results shown in Figure 5a (without target reflectance normalisation) and Figure 9b (with target reflectance normalisation), it was found that the LAI estimation for Larch pine forests remains unchanged after target reflectance normalisation. This result suggests that target reflectance normalisation cannot improve the LAI estimation for Larch pine forests. 
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Discussion
Effect of Range Normalisation on Forest LAI Estimation
Previous studies suggest that variation in LiDAR intensity data, caused by the range differences between the sensor and target, is the most important factor, which should be accounted for by range normalisation in various applications [21, 56] . This is because range normalisation could project the original intensity onto a reference range, removing the path length variations and range dependence of the intensity. The benefit of range-normalised data has been confirmed by land cover classification studies. Although some researchers have used range-normalised intensity data to estimate the forest LAI [29, 30, 57] , the difference between the pre-and post-normalised intensity on forest LAI estimations has never been reported. In this paper, we observed that the range normalisation of LiDAR intensity data made very minor, or no improvements, on the LAI estimation accuracy of a coniferous forest. These findings are different from the results reported in previous land cover classification studies. For example, Gatziolis [48] studied the effect of range normalisation of LiDAR intensity data on the vegetation type classification. It was found that the accuracy from range- The relationship between the field-measured LAI and LiDAR-predicted LAI when the K value was set to around 1 (i.e., LPIK=1). R 2 and RMSE are values from leave-one-out cross-validation.
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Previous studies suggest that variation in LiDAR intensity data, caused by the range differences between the sensor and target, is the most important factor, which should be accounted for by range normalisation in various applications [21, 56] . This is because range normalisation could project the original intensity onto a reference range, removing the path length variations and range dependence of the intensity. The benefit of range-normalised data has been confirmed by land cover classification studies. Although some researchers have used range-normalised intensity data to estimate the forest LAI [29, 30, 57] , the difference between the pre-and post-normalised intensity on forest LAI estimations has never been reported. In this paper, we observed that the range normalisation of LiDAR intensity data made very minor, or no improvements, on the LAI estimation accuracy of a coniferous forest. These findings are different from the results reported in previous land cover classification studies. For example, Gatziolis [48] studied the effect of range normalisation of LiDAR intensity data on the vegetation type classification. It was found that the accuracy from range-normalised intensity data was 28.9% higher than the result from the raw intensity data. The contrasting results may be explained by three reasons. Firstly, most research on land cover classification is based on the use of one class of normalised LiDAR intensity data, such as the ground points class or vegetation points class. However, for forest LAI estimations, the laser penetration index (LPI) calculated from the airborne LiDAR intensity data is a ratio variable, which uses both the ground points class and vegetation points class. The ratio of the two points classes may mitigate the effect of range normalisation of the LiDAR intensity data, because the LPI extracted from the normalised intensity data is not only related to the intensity sum of ground points, but also to the intensity sum of vegetation points. In essence, it is not related to the plot elevation, but to the tree height. Secondly, the small elevation difference may be another reason why results demonstrate little effect of range normalisation on forest LAI estimations. In our study area, the elevation difference between field plots was relatively small, with a maximum difference of about 114 m. Although the mean tree height of Larch pine forests is higher than the mean tree height of Scotch pine forests (as shown in Table 1 ), the difference in the mean tree height is only~3 m and seems relatively small, compared with the difference in plot elevation. Therefore, the elevation difference still plays a major role in range intensity normalisation. Lastly, it may be because of the use of different laser return echoes. This is in agreement with Gatziolis [48] , who observed that the vegetation type classification accuracy from the range-normalised intensity of single returns was 20% higher than the accuracy from the range-normalised intensity of first and single returns. In view of this, different laser return echoes should be studied separately, in order to understand the effect of range normalisation of different laser return echoes on forest applications.
The results of this study also demonstrated that there was no significant difference on the effects of range normalisation between Scotch pine and Larch pine forests. This was caused by the small elevation differences between Scotch pine and Larch pine plots. As shown in Table 1 , the maximum elevation difference of Scotch pine plots was 114 m, while the elevation difference of Larch pine plots was 79 m. A difference of only 35 m might not influence the model's performance. Although the elevation range in our study area was relatively small, it still stands for an important topography class for forest resources distribution, including plain, low mountains, and hills. Therefore, the results derived from the current study could provide advice for forest applications in these areas. When the LPI variable is used to estimate the forest LAI, it is not necessary to normalise the intensity data with the range, if the elevation difference is less than 114 m. Therefore, whether there is a need for range normalisation should be decided, based on the variable used and the topographic conditions of the study area.
Effect of Incidence Angle Normalisation on Forest LAI Estimation
For incidence angle normalisation, it was observed that an intensity overcorrection occurs when the incidence angle was directly applied to normalise the LiDAR intensity data from the forest canopy [25, 27, 51] . This is mainly because the majority of incidence angles derived from the digital surface model were achieved at 90 • . The incidence angle normalisation did not follow the radar equation when the incidence angle was more than a threshold angle. Therefore, the selection of the threshold angle was critical for the incidence angle normalisation of LiDAR intensity from the forest surface. At the same time, our results also proved that the use of an optimal incidence angle threshold value could avoid the overcorrection of LiDAR intensity data and improve the accuracy of forest LAI estimation. A similar conclusion was also reported by Yan and Shaker [45] . They corrected the LiDAR intensity data with a slope threshold and then used the corrected intensity to classify the land cover. They found that the coefficient of variation of the land cover samples became larger after the incidence angle exceeded one slope threshold (30-40 • ). This marginal improvement could be explained by the following reasons. The slope and aspect used for calculating the incidence angle are not the real surface-reflected echo pulses. This would make the intensity normalisation inappropriate and limit further improvement of the accuracy of forest LAI estimations. Furthermore, the incidence angle normalisation is based on the radar equation, which assumes that all targets are ideal Lambertian scatters. However, the forest does not satisfy this assumption, which also limits the improvement of the estimation accuracy to some extent. Therefore, the introduction of a new and more suitable method is of importance for future research on incidence angle intensity normalisation.
The incidence angle has an effect on LiDAR intensity data [27, 49] . However, the effect of incidence angle intensity normalisation is dependent on the choice of the incidence angle and the forest structure. As the previous research concluded, when the scan angle was less than 15 • , the effect of the scan angle could be neglected [9, 15, 58] . In this study, incidence angle intensity normalisation had an effect on the LAI estimation for Scotch pine forests, but had little, or no effect, on the LAI estimation for Larch pine forests. It demonstrated that the incidence angle derived from the digital surface model had an effect on the intensity, and that this effect was closely related to the forest structure. When the forest surface was flatter, incidence angle intensity normalisation had a greater effect on improving the accuracy of forest LAI estimations. When the forest surface was steeper, the effect was small. Therefore, in the future, the need for incidence angle intensity normalisation should be dependent on the choice of the incidence angle and the forest structure. Additionally, the results also demonstrated that the incidence angle threshold method may be a good choice for forest intensity normalisation.
Effect of Target Reflectance Normalisation on Forest LAI Estimation
The most accurate forest LAI estimation results appeared when different reflectance coefficients were used for the two coniferous tree species. For the Scotch pine forest, the estimation accuracy reached a peak when the K value was set to 0.1. For the Larch pine forest, the model performs with the highest accuracy when the K value was set to 1. This K value is smaller than the one derived from the research of Solberg [30] , who also estimated the LAI for Scotch pine forests using the LPI from normalised LiDAR intensity with K. They found that the result reached a peak when the K value was set to 5. Generally, the K value varies, due to the differences between the ground and forest canopy reflectance. In the study of Solberg [30] , the ground was reported to be covered with lichens, whilst in our study area, the ground is dominated by bare soil and litter. The forest canopy reflectance data used by Solberg [30] were acquired during a severe pine sawfly attack, while the data used in this paper were acquired under normal circumstances (i.e., healthy forest). Meanwhile, the Scotch pine forest consisted of young, intermediate, and old age classes in the research of Solberg [30] , while only one mature age class of forests was used in this paper. Furthermore, all of the crown densities used in this paper were above 80%, which potentially had a significant influence on the canopy reflectance [59] .
For Scotch pine and Larch pine forests, the K values were different. This difference indicated that the 1064 nm wavelength had a higher separability for the spectral reflectance, which could be used to discriminate the difference between different coniferous tree species. Since the true reflectance of different targets was not available in this study, the difference of reflectance coefficients could only be analysed from both the forest ground composition and the canopy structure. The ground layer of this study area consisted of bare soil and litter. Therefore, there is almost no significant difference between the Scotch pine and Larch pine plots, both with a mean ground intensity value of about 102 W. The reason for this is most likely explained by the difference in the canopy structure of the two different tree species. For the Scotch pine forest, when the tree is mature, the crown is flat with longer needle leaves, from 4 to 9 cm. For the Larch pine forest, the crown is ovate-conical, with more, short needle-like leaves clustered on branches, from 1.5 to 3 cm. Therefore, the fraction of the LiDAR footprint blocked by the Scotch pine needle leaves is relatively high, reducing the loss of intensity. Relatively speaking, the fraction of the footprint which is blocked by Larch pine short needle-like leaves is smaller, enhancing the loss of intensity. The structural difference makes the intensity of the Scotch pine canopy higher, when compared to the intensity of the Larch pine forest canopy. For the Scotch pine forest, the average intensity value of the vegetation was approximately 133 W, which is about 46 W higher than the intensity value of the Larch pine forests.
Obtaining the target reflectance still remains a problem for LiDAR intensity normalisation, although it was proven to be important in normalising the intensity [13] . In this case, an alternative way of obtaining the reflectance coefficient was used, and it was proven that different tree species had different reflectance coefficients. Therefore, before the reflectance coefficient can be used, it must be carefully examined and the best one for each tree species should be selected. In the future, if the target's true reflectance could be easily obtained, then the reflectance-normalised intensity data should be more accurate and widely used in forest applications.
From the above results, it was found that for the Scotch pine forest LAI estimation, intensity normalisation of the incident angle and target reflectance could improve the estimation accuracy, while intensity normalisation of the range showed a very minor effect on the improvement of the forest LAI estimation. For the Larch pine forest LAI estimation, all of the effects of intensity normalisation with the range, incidence angle, and target reflectance, were so small that they could be neglected. Therefore, the factor which should be normalised first should be determined based on the specific circumstances, for example, the topographic conditions of the study area, the forest structure, the tree species composition, and the nature of the metrics. When it is not known which factor should be normalised, the comprehensive normalisation of all available factors may be a good choice, except for reducing the computational efficiency and not improving the accuracy to the maximum extent. When the effect of each factor is known, the targeted normalisation may be the best choice for improving the estimation accuracy.
Conclusions
In this paper, three different factors, including the range, incidence angle, and target reflectance, were applied independently, to normalise the LiDAR intensity data. Subsequently, the laser penetration indices (LPI) derived from the raw and normalised intensity data were used to estimate the forest LAI, based on the Beer-Lambert law. Finally, two coniferous tree species were tested to systematically examine and quantify the effects of intensity normalisation on coniferous forest LAI estimations. The main conclusions that can be drawn from the present study are:
(1) Generally, intensity normalisation has a positive effect on the improvement of LAI estimations in coniferous forests. However, this improvement is very minor. (2) The range normalisation cannot improve the accuracy of the coniferous forest LAI estimation, when the LPI is applied in areas with small elevation differences. (3) The incidence angle and target reflectance normalisation could improve the accuracy of coniferous forest LAI estimations. However, the extent of this improvement varies among species, depending on the choice of incidence angle and reflectance coefficient.
Overall, the effects of normalisation of airborne LiDAR intensity on coniferous forest LAI estimations are closely related to the topographic conditions (i.e., elevation and slope), tree species composition, and its associated structural attributes. Therefore, further research should explore the effects of LiDAR intensity normalisation on forest LAI estimations in regions with large elevation differences and diverse forest structures.
