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We give answers to the problem posed by Ozawa in [S. Ozawa, Asymptotic property of
eigenfunctions of the Laplacian at the boundary, Osaka J. Math. 30 (1993) 303–314]. For
the Dirichlet Laplacian in a bounded domain, we deﬁne the function E(λ, x) from the
normal derivatives, at a boundary point x, of the eigenfunctions whose corresponding
eigenvalues do not exceed λ. If the domain is a ball, we show that Ozawa’s conjecture is
true, namely that E(λ, x) satisﬁes a two-term asymptotic formula as λ → ∞. For a general
C2 bounded domain, we improve the remainder estimate in the one-term asymptotic
formula for E(λ, x), which Ozawa obtained.
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1. Introduction
Let Ω be the Dirichlet Laplacian in a bounded domain Ω of Rn with smooth boundary ∂Ω . Then the spectrum of −Ω
consists of eigenvalues {λ j}∞j=1: 0< λ1 < λ2  λ3  · · · → ∞. We take a complete orthonormal basis {ϕ j(x)}∞j=1 in L2(Ω) so
that ϕ j(x) is a real-valued eigenfunction corresponding to λ j . For x ∈ ∂Ω we set ψ j(x) = ∂νϕ j(x), where ∂νu(x) stands for
the inward normal derivative of a function u(x).
If n = 1 and Ω = (0,1), it is easy to see that λ j = j2π2, ϕ j(x) =
√
2sin( jπx) for 0 < x < 1 and ψ j(x)2 = 2 j2π2 for
x = 0,1, and therefore that ψ j(x)2 = 2λ j for x ∈ ∂Ω . By this observation, it is expected that the function ψ j(x) is connected
with λ j even if n 2. Ozawa [1] posed several problems related to ψ j(x). One of them is concerned with the integration of
ψ j(x)2 in x over ∂Ω: do there exist constants c > 0 and C > 0 independent of j such that the inequalities
cλ j  ‖ψ j‖2L2(∂Ω)  Cλ j (1.1)
hold? This problem was aﬃrmatively solved by Hassell and Tao [2] in a compact Riemannian manifold with boundary.
In this paper, we consider another problem, which Ozawa posed concerning the sum of ψ j(x)2 in j satisfying λ j  λ for
given λ. We set
E(λ, x) =
∑
λ jλ
ψ j(x)
2 for λ ∈ R, x ∈ ∂Ω,
V(t, x) =
∞∫
0
e−tλ dλE(λ, x) =
∞∑
j=1
e−tλ jψ j(x)2 for t > 0, x ∈ ∂Ω,
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E(λ, x) as λ → ∞ and that of V(t, x) as t → 0+ . Ozawa [1] showed that for any integer N  1 there exist functions b j(x)
with 0 j < N such that the asymptotic formula
V(t2, x)= N−1∑
j=0
b j(x)t
−n−2+ j + O (t−n−2+N) as t → 0+ (1.2)
holds. He determined the structure of the coeﬃcients b j(x) in [3] and gave the formula for b0(x) and b1(x) in [4]:
b0(x) = (4π)−n/2, b1(x) = −4−1(4π)(1−n)/2(n − 1)H1(x),
where H1(x) denotes the ﬁrst mean curvature of ∂Ω at x with respect to the inward normal direction. (It seems that the
formula Ozawa gave for b1(x) is incorrect. So we have modiﬁed it as shown above by introducing the factor (n − 1).) As a
corollary of (1.2) he obtained
E(λ2, x)= (4π)−n/2
Γ (n+22 + 1)
λn+2 + o(λn+2) as λ → ∞ (1.3)
by the Tauberian theorem. Here and in the following, for the sake of simplicity, we give asymptotic formulas for V(t2, x)
and E(λ2, x) rather than V(t, x) and E(λ, x), respectively. The relation between E(λ, x) and V(t, x) is similar to that between
the counting function N(λ) and the partition function U (t), deﬁned by
N(λ) =
∑
λ jλ
1, U (t) =
∞∫
0
e−tλ dN(λ) =
∞∑
j=1
e−tλ j .
Let |Ω| be the n-dimensional volume of Ω and |∂Ω|n−1 the (n − 1)-dimensional volume of ∂Ω . It is well known that the
asymptotic formula
U
(
t2
)= N−1∑
j=0
c jt
−n+ j + O (t−n+N) as t → 0+ (1.4)
holds with c0 = (4π)−n/2|Ω|, c1 = −4−1(4π)(1−n)/2|∂Ω|n−1 and some other constants c j for any integer N  1 [5], and that
N
(
λ2
)= (4π)−n/2|Ω|
Γ (n2 + 1)
λn − (4π)
(1−n)/2|∂Ω|n−1
4Γ (n−12 + 1)
λn−1 + o(λn−1) as λ → ∞ (1.5)
holds if the closed generalized geodesics form a set of measure 0 in T ∗Ω \ {0} [6] (see also [7, Chapter 29]). We note
that the coeﬃcients in (1.5) are related to the coeﬃcients in (1.4) via the identity
∫∞
0 e
−tλ d(λρ) = Γ (ρ + 1)t−ρ for ρ =
n/2, (n − 1)/2. The similarity mentioned above suggests that (1.3) could be improved. Indeed, Ozawa [1] conjectured the
two-term asymptotic formula
E(λ2, x)= (4π)−n/2
Γ (n+22 + 1)
λn+2 − (4π)
(1−n)/2(n − 1)H1(x)
4Γ (n+12 + 1)
λn+1 + o(λn+1) as λ → ∞. (1.6)
The purpose of this paper is to provide answers to Ozawa’s conjecture. If Ω is a ball, its symmetry yields a relationship
between E(λ, x) and N(λ). Accordingly, with the help of (1.5) we can see that Ozawa’s conjecture (1.6) is true for a ball, in
which case H1(x) is the reciprocal of the radius.
Theorem 1.1. Let Ω be a ball of radius R > 0 in Rn with n 2. Then E(λ, x) is independent of x ∈ ∂Ω , and the asymptotic formula
E(λ2, x)= (4π)−n/2
Γ (n+22 + 1)
λn+2 − (4π)
(1−n)/2(n − 1)R−1
4Γ (n+12 + 1)
λn+1 + o(λn+1) as λ → ∞ (1.7)
holds. Moreover,
E(λ, x) = 2
n|Ω|
λ∫
0
μdN(μ) for λ > 0. (1.8)
We prove Theorem 1.1 in Section 2. For a general domain, we can improve the remainder estimate in (1.3) as follows.
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E(λ2, x)= (4π)−n/2
Γ (n+22 + 1)
λn+2 + O (λn+2−2−1 logλ) as λ → ∞ (1.9)
holds.
To prove Theorem 1.2 we employ the method of resolvents, taking into account that E(λ, x) is written as
E(λ, x) = ∂νx∂νy e(λ, x, y)|x=y (1.10)
in terms of the spectral function e(λ, x, y) for −Ω . Since the problem is local, it is reduced to the case of a second-order
elliptic operator with variable coeﬃcients in the half space Rn+ . In Sections 3 and 4, we evaluate the resolvent kernel by
using Lp theory of elliptic operators and information on the spectral function of the Dirichlet Laplacian in Rn+ . In Section 5,
we derive Theorem 1.2 from the estimate for resolvent kernels by Pleijel’s Tauberian theorem.
Remark 1.3. For the sake of completeness, we give the result for the case n = 1, which can be easily handled. Let Ω be
an interval (0, L) in R. Then λ j = ( jπ/L)2, ϕ j(x) = √2/L sin( jπx/L) for 0 < x < L and ψ j(x)2 = (2/L)λ j for x = 0, L. Hence
(1.8) follows. However, two-term asymptotic formulas like (1.5) and (1.7) do not hold for n = 1. In order to describe the
asymptotic formulas for N(λ2) and E(λ2, x) we denote by {s} the fractional part of s ∈ R, and set f (λ) = {(L/π)λ}, which is
a periodic function taking values in [0,1). Then we have N(λ2) = (L/π)λ − f (λ) for λ > 0, and
E(λ2, x)= 2
3π
λ3 + 1− 2 f (λ)
L
λ2 + O (λ) as λ → ∞
by
∑ J
j=1 j
2 = J ( J + 1)(2 J + 1)/6. Thus an oscillating function appears in the second term for n = 1.
2. Dirichlet Laplacian in a ball
In this section we prove Theorem 1.1, assuming that Ω is a ball in Rn with n 2.
Since the Laplacian is invariant under translation, we may assume that the center of the ball Ω is 0. Since the Laplacian
is invariant under rotation, so is the spectral function. Consequently, it follows from (1.10) that E(λ, x) is independent of x.
We note that Weyl’s formula (1.5) is valid for a ball, and that the asymptotic formula (1.7) follows from (1.5) and (1.8) if
(1.8) is valid. So it remains to prove (1.8).
To do so we use the identity
‖ψ j‖2L2(∂Ω) =
2λ j
R
, (2.1)
which is a special case of (1.1) and was derived by Hassell and Tao [2]. The proof of (2.1) is so easy that we can present it
in a few lines. Indeed, if we set Λ =∑nj=1 x j∂/∂x j , we get (2.1) by using Green’s formula∫
Ω
(u · v − u · v)dx =
∫
∂Ω
(−∂νu · v + u · ∂ν v)dS
with u = ϕ j and v = Λϕ j , and noting Λ = Λ + 2 in Ω and Λϕ j = −R∂νϕ j on ∂Ω .
Since E(λ, x) is independent of x, we have by (2.1)
|∂Ω|n−1E(λ, x) =
∫
∂Ω
∑
λ jλ
ψ j(x)
2 dS =
∑
λ jλ
2λ j
R
= 2
R
λ∫
0
μdN(μ),
from which (1.8) immediately follows.
3. Resolvents and spectral functions
3.1. Boundedness of resolvents in Lp spaces
In this section we consider an elliptic operator A in divergence form
A =
∑
|α|=|β|=1
DαaαβD
β, (3.1)
where
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∂x j
, i = √−1,
and assume the following conditions on a domain Ω and the operator A:
(H0) Ω is a C2 bounded domain or a special C2 domain;
(H1) If we set a0(x, ξ) =∑|α|=|β|=1 aαβ(x)ξα+β , then there exists δA > 0 such that
a0(x, ξ) δA |ξ |2 for any x ∈ Rn, ξ ∈ Rn;
(H2) The coeﬃcients aαβ are of class C1 and satisfy aβα = aαβ for |α| = |β| = 1. Furthermore, aαβ ∈ L∞(Rn) and ∂ jaαβ ∈
L∞(Rn) for |α| = |β| = 1 and 1 j  n.
By assumption A is also written in non-divergence form
A =
∑
|α|=1,2
aαD
α. (3.2)
We say that a constant C depends on A in the sense that C depends on the ellipticity constant δA and
MA =
∑
|α|=|β|=1
‖aαβ‖L∞(Rn) +
∑
|α|=|β|=1
n∑
j=1
‖∂ jaαβ‖L∞(Rn).
Since the coeﬃcients in (3.1) and (3.2) satisfy
aγ =
∑
α+β=γ
|α|=|β|=1
aαβ for |γ | = 2, aγ = i−1
∑
|α|=1
a(α)αγ for |γ | = 1, (3.3)
we have
∑
|γ |=1,2
‖aγ ‖L∞(Rn) +
∑
|γ |=2
n∑
j=1
‖∂ jaγ ‖L∞(Rn)  C(n)MA .
For p ∈ (1,∞) and m ∈ R we denote by Wmp (Ω) the Lp Sobolev space of order m, and by Wmp,0(Ω) the closure of C∞0 (Ω)
in Wmp (Ω). We set H
m(Ω) = Wm2 (Ω) and Hm0 (Ω) = Wm2,0(Ω). We can regard A as a bounded linear operator
A : W 1p,0(Ω) → W−1p (Ω)
or
A : W 2p(Ω) ∩ W 1p,0(Ω) → Lp(Ω).
If we want to specify p or Ω , we write Ap or Ap,Ω for A. The self-adjoint operator AL2(Ω) in L2(Ω) associated with the
Dirichlet boundary condition is deﬁned by
D(AL2(Ω)) = H2(Ω) ∩ H10(Ω), AL2(Ω)u = Au for u ∈ D(AL2(Ω)).
We set
d(λ) = dist(λ, [0,∞)) for λ ∈ C \ [0,∞),
Λ(R, θ) = {λ ∈ C: |λ| R, θ  argλ 2π − θ} for R > 0, 0< θ < π
2
.
Lemma 3.1. For λ ∈ C \ [0,∞) with |λ| 1 the inverse (A − λ)−1 : H−1(Ω) → H10(Ω) exists and satisﬁes
∥∥Dα(A − λ)−1Dβ∥∥L2(Ω)→L2(Ω)  C |λ|
(|α|+|β|)/2
d(λ)
(3.4)
for |α| 1, |β| 1 with some constant C = C(n, A,Ω).
Proof. We denote by (·,·)L2 the inner product in L2(Ω). By (H1) it is easy to see that
(AL2(Ω)u,u)L2  δA
n∑
‖∂ ju‖2L2 for u ∈ D(AL2(Ω)),
j=1
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2−1 − λ)−1 exists and (3.4) with A replaced by A + 2−1 holds without assuming |λ|  1. Hence the assertion for A and
λ ∈ C \ [0,∞) with |λ| 1 follows immediately. 
Lemma 3.2. Let p ∈ (1,∞) and θ ∈ (0,π/2) be given. Then there exist R = R(p, θ,n, A,Ω) 1 and C = C(p, θ,n, A,Ω) such that
the inverse (A − λ)−1 : Lp(Ω) → W 2p(Ω) ∩ W 1p,0(Ω) exists and satisﬁes
∥∥Dα(A − λ)−1∥∥Lp(Ω)→Lp(Ω)  C |λ|
|α|/2
d(λ)
for |α| 2 and λ ∈ Λ(R, θ). Furthermore, (A − λ)−1 is consistent in the sense that
(Ap − λ)−1 f = (Aq − λ)−1 f
for f ∈ Lp(Ω) ∩ Lq(Ω) and 1< p < q < ∞.
Proof. See [9, Theorem 8.2] for a C2 bounded domain. Since [9] requires the extra condition that lim|x|→∞ aα(x) exists for
|α| = 2, we need another reference if Ω is unbounded.
In [10, Section 5.2] this lemma is proved under the condition that Ω has a boundary of uniformly C2 regularity and
locally C4 regularity. Hence the lemma follows if Ω = Rn+ . The result for a special C2 domain is reduced to that for Rn+ by
a C2 diffeomorphism from Rn+ to the special C2 domain. 
By Lemmas 3.1 and 3.2 we know that the inverse (A|C∞0 (Ω) −λ)−1 : L2(Ω) → L2(Ω) exists for λ ∈ C\ [0,∞) with |λ| 1,
and that it can be extended in various ways if we restrict the range of λ. Thus (A − λ)−1 is viewed as the extension of
(A|C∞0 (Ω) − λ)−1 in this sense.
Lemma 3.3. (1) Let θ ∈ (0,π/2) be given, and let p, q satisfy 1 p < q∞, p−1−q−1 < n−1 and either of the following conditions:
(i) 1< p < q < ∞ and α = β = 0;
(ii) 1< p < q = ∞, |α| 1 and β = 0;
(iii) 1 = p < q < ∞, α = 0 and |β| 1.
Then there exist R = R(p,q, θ,n, A,Ω) 1 and C = C(p,q, θ,n, A,Ω) such that
∥∥Dα(A − λ)−1Dβ∥∥Lp(Ω)→Lq(Ω)  C |λ|
|α+β|/2+(n/2)(p−1−q−1)
d(λ)
(3.5)
for λ ∈ Λ(R, θ).
(2) Let 2< q < ∞, 2−1 − q−1 < n−1 and |β| 1. Then there exists C = C(q,n, A,Ω) such that
∥∥(A − λ)−1Dβ∥∥L2(Ω)→Lq(Ω)  C |λ|
|β|/2+(n/2)(2−1−q−1)
d(λ)
(3.6)
for λ ∈ C \ [0,∞) with |λ| 1.
Proof. (1) For cases (i) and (ii) we get (3.5) by using Lemma 3.2 and the Sobolev inequality ‖u‖Lq  C‖u‖1−n(p
−1−q−1)
Lp
×
‖u‖n(p−1−q−1)
W 1p
with u = Dα(A − λ)−1 f for f ∈ Lp(Ω).
Case (iii) can be treated by the argument of duality. The self-adjointness of AL2(Ω) gives ((AL2(Ω) − λ)−1Dβ f , g)L2 =
( f , Dβ(AL2(Ω) − λ¯)−1g)L2 for f , g ∈ C∞0 (Ω), which implies ‖(A −λ)−1Dβ‖L1→Lq = ‖Dβ(A − λ¯)−1‖Lq′→L∞ for 1/q+ 1/q′ = 1.
Hence the assertion for (iii) follows from that for (ii).
(2) Similarly we get (3.6) by Lemma 3.1 and the Sobolev inequality. 
3.2. Difference between resolvents
We consider another elliptic operator A˜, deﬁned in another domain Ω˜ , which is written in the form
A˜ =
∑
|α|=|β|=1
Dαa˜αβD
β
and assume the following conditions:
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(H4) There exist x0 ∈ ∂Ω and a ball B with center x0 such that
B ∩ Ω = B ∩ Ω˜, B ∩ ∂Ω = B ∩ ∂Ω˜.
We take a function η ∈ C∞0 (B) and set
[A, η] = Aη − ηA, [A, A˜, η] = η( A˜ − A) − [A, η],
where η stands for the multiplication operator by the function η(x). Suppose that the inverses (A − λ)−1 and ( A˜ − λ)−1
exist. Since f ∈ W 2p(Ω˜) ∩ W 1p,0(Ω˜) and g ∈ H10(Ω˜) imply η f ∈ W 2p(Ω) ∩ W 1p,0(Ω) and ηg ∈ H10(Ω), respectively, and vice
versa, we have
(A − λ)η( A˜ − λ)−1 = η − [A, A˜, η]( A˜ − λ)−1
and therefore
(A − λ)−1η = η( A˜ − λ)−1 + (A − λ)−1[A, A˜, η]( A˜ − λ)−1, (3.7)
which are considered as bounded operators H−1(Ω˜) → H10(Ω), Lp(Ω˜) → W 2p(Ω)∩W 1p,0(Ω) and so on. In order to evaluate
the second term in the right-hand side of (3.7) we set for s > 0
N(A, A˜, η, s) =
∑
|α|=|β|=1
∑
|γ |=0,1
∥∥η(a(γ )αβ − a˜(γ )αβ )∥∥L∞(Rn)s−|γ | + (MA + MA˜) ∑
|γ |=1,2
∥∥η(γ )∥∥L∞(Rn)s−|γ |.
Lemma 3.4. (1) Let θ ∈ (0,π/2) be given, and let p, q satisfy 1 p < q∞, p−1−q−1 < n−1 and either of the following conditions:
(i) 1< p < q < ∞ and α = β = 0;
(ii) 1< p < q = ∞, |α| 1 and β = 0;
(iii) 1 = p < q < ∞, α = 0 and |β| 1.
Then there exist R = R(p,q, θ,n, A, A˜,Ω, Ω˜) 1 and C = C(p,q, θ,n, A, A˜,Ω, Ω˜) such that
∥∥Dα{(A − λ)−1η − η( A˜ − λ)−1}Dβ∥∥Lp(Ω˜)→Lq(Ω)  CN(A, A˜, η, |λ|1/2) |λ|
1+|α+β|/2+(n/2)(p−1−q−1)
d(λ)2
(3.8)
for λ ∈ Λ(R, θ).
(2) Let 2< q < ∞ and 2−1 − q−1 < n−1 . Then there exists C = C(q,n, A, A˜,Ω, Ω˜) such that
∥∥(A − λ)−1η − η( A˜ − λ)−1∥∥L2(Ω˜)→Lq(Ω)  CN(A, A˜, η, |λ|1/2) |λ|
1+(n/2)(2−1−q−1)
d(λ)2
(3.9)
for λ ∈ C \ [0,∞) with |λ| 1.
Proof. (1) By Lemma 3.2 the inverses (A − λ)−1 and ( A˜ − λ)−1 exist for λ ∈ Λ(R, θ) with some constant R . For simplicity
we set T = (A − λ)−1η − η( A˜ − λ)−1. We ﬁrst consider case (i). By (H3) we can write A˜ as
A˜ =
∑
|γ |=1,2
a˜γ D
γ .
Using (3.7) and
[A, A˜, η] =
∑
|γ |=1,2
η(a˜γ − aγ )Dγ −
∑
|γ |=1,2
∑
0<δγ
i−|δ|
(
γ
δ
)
aγ η
(δ)Dγ−δ,
and evaluating ‖(A − λ)−1‖Lp→Lq by Lemma 3.3 and ‖Dκ ( A˜ − λ)−1‖Lp→Lp with κ = γ ,γ − δ by Lemma 3.2, we have
‖T‖Lp→Lq  C
|λ|(n/2)(p−1−q−1)
d(λ)
∑
|γ |=1,2
∥∥η(aγ − a˜γ )∥∥L∞ |λ|
|γ |/2
d(λ)
+ CMA |λ|
(n/2)(p−1−q−1)
d(λ)
∑
|γ |=1,2
∑
0<δγ
∥∥η(δ)∥∥L∞ |λ|
|γ−δ|/2
d(λ)
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1+(n/2)(p−1−q−1)
d(λ)2
∑
|γ |=1,2
∥∥η(aγ − a˜γ )∥∥L∞|λ|(|γ |−2)/2
+ CMA |λ|
1+(n/2)(p−1−q−1)
d(λ)2
∑
|γ |=1,2
∑
0<δγ
∥∥η(δ)∥∥L∞|λ|−|δ|/2+(|γ |−2)/2.
By (3.3) we get (3.8) for case (i). Case (ii) can be treated similarly. Case (iii) is reduced to case (ii) by the argument of
duality as in the proof of Lemma 3.3.
(2) Using (3.7) and
[A, A˜, η] =
∑
|γ |=|δ|=1
Dγ η(a˜γ δ − aγ δ)Dδ + i
∑
|γ |=|δ|=1
η(γ )(a˜γ δ − aγ δ)Dδ
+ i
∑
|γ |=|δ|=1
{
Dγ aγ δη
(δ) + η(γ )aγ δDδ
}
, (3.10)
and evaluating ‖(A − λ)−1Dκ‖L2→Lq with κ = γ , 0 by Lemma 3.3 and ‖Dκ ( A˜ − λ)−1‖L2→L2 with κ = δ, 0 by Lemma 3.1,
we have
‖T‖L2→Lq  C
|λ|1+(n/2)(2−1−q−1)
d(λ)2
∑
|γ |=|δ|=1
∥∥η(a˜γ δ − aγ δ)∥∥L∞|λ|(|γ+δ|−2)/2
+ C(MA + MA˜)
|λ|1+(n/2)(2−1−q−1)
d(λ)2
∑
|γ |=|δ|=1
(∥∥η(γ )∥∥L∞|λ|(|δ|−2)/2 + ∥∥η(δ)∥∥L∞|λ|(|γ |−2)/2).
Hence we get (3.9). 
We take an even integer k = 2k0 with k0 ∈ N so that
k > n + 2. (3.11)
For λ ∈ C \ [0,∞) let μ1,μ2, . . . ,μk be distinct roots of the polynomial zk − λ in z, and assume that
0< |argμk0 |
π
k
.
We sometimes write μ for μk0 . Then we have
|μ j| = |μ| = |λ|1/k for j = 1, . . . ,k, (3.12)(
sink−1π
)|μ| d(μ j) |μ| for j 
= k0, (3.13)
|μ|
d(μ)
 kπ
2
|λ|
d(λ)
. (3.14)
In fact, (3.12) is obvious and (3.13) follows from π/k  argμ j  2π − π/k for j 
= k0. We get (3.14) by setting μ = |μ|eiθ
with 0 < |θ |  π/k and observing that if π/(2k)  |θ |  π/k then d(μ)/|μ| = | sin θ |  sin(π/(2k)) and d(λ) = |λ| hold,
while if 0< |θ | π/(2k) then (|μ|/d(μ))(|λ|/d(λ))−1 = sin(kθ)/ sin θ  kθ/(2θ/π) holds.
For s ∈ R and λ ∈ C \ [0,∞) we set
Fi, j(s, λ) =
j∏
l=i
(s − μl)−1 for 1 i  j  k, Fi, j(s, λ) = 1 for i > j.
Lemma 3.5. There exists R = R(n,k, A, A˜,Ω, Ω˜) 1 such that for λ ∈ C \ [0,∞) with |λ| R
(
Ak − λ)−1η − η( A˜k − λ)−1 = k∑
l=1
Ql(A, A˜, η,λ) (3.15)
with
Q l(A, A˜, η,λ) = F1,l−1(A, λ)
{
(A − μl)−1η − η( A˜ − μl)−1
}
Fl+1,k( A˜, λ). (3.16)
Furthermore, for |α| 1, |β| 1 we have
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(n+|α|+|β|)/(2k)
d(λ)
×
{
1 for l 
= k0,
|λ|
d(λ) for l = k0 (3.17)
with some constant C = C(n,k, A, A˜,Ω, Ω˜).
Proof. Since Ak − λ =∏kj=1(A − μ j), it is easy to show (3.15) by induction on k.
To show (3.17) we choose a sequence {p j}kj=0 satisfying
∞ = p0 > p1 > · · · > pk0 = 2> pk0+1 > · · · > pk = 1,
p−1j − p−1j−1 < n−1 for j = 1, . . . ,k,
whose existence is guaranteed by (3.11) since k0/n > 1/2. Let R0 be the maximum of the constants R(p,q,π/k,n, A,Ω),
R(p,q,π/k,n, A˜, Ω˜) in Lemma 3.3 and R(p,q,π/k,n, A, A˜,Ω, Ω˜) in Lemma 3.4 for (p,q) = (p j, p j−1) with 1 j  k and
j 
= k0. Regarding DαQl(A, A˜, η,λ)Dβ as the product of operators (A − μ j)−1 : Lp j (Ω) → Lp j−1(Ω) for 1  j < l, (A −
μl)
−1η − η( A˜ − μl)−1 : Lpl (Ω˜) → Lpl−1 (Ω), and ( A˜ − μ j)−1 : Lp j (Ω˜) → Lp j−1(Ω˜) for l < j  k, and using Lemmas 3.3, 3.4,
we have
∥∥DαQl(A, A˜, η,λ)Dβ∥∥L1→L∞  CN(A, A˜, η, |μ|1/2) |μ|
(n+|α|+|β|)/2∏k
j=1 d(μ j)
· |μl|
d(μl)
(3.18)
for |μ| R0. Combining this with (3.12), (3.13), (3.14), and setting R = Rk0 we get (3.17). 
3.3. Properties of spectral functions
Lemma 3.6. The spectral function e(s, x, y) of AL2(Ω) is Hölder continuous of any order < 1 in (x, y) ∈ Ω × Ω , and so are its
derivatives ∂αx ∂
β
y e(s, x, y) for |α| 1, |β| 1. The derivatives satisfy∣∣∂αx ∂βy e(s, x, y)∣∣ C(s + 1)(n+|α+β|)/2
with some constant C = C(n, A,Ω) for s 0 and ∂αx ∂βy e(s, x, y) = 0 for s < 0.
Proof. The lemma can be proved in the same way as [11, Theorem 1.1], which treated a divergence-form elliptic operator
with less smooth coeﬃcients. 
Remark 3.7. By Lemma 3.6 we know that the derivatives ∂αx ∂
β
y e(s, x, y) with |α| 1, |β| 1 can be extended to continuous
functions of (x, y) in Ω¯ × Ω¯ , where Ω¯ is the closure of Ω .
Lemma 3.8. Let σ > (n + 2)/2 and assume that F ∈ C1[0,∞) satisﬁes∣∣F (s)∣∣ C(s + 1)−σ , ∣∣F ′(s)∣∣ C(s + 1)−σ−1 (3.19)
for s 0 with some constant C . Then for |α| 1, |β| 1 the operator Dα F (A)Dβ is an integral operator with kernel
∞∫
0
F (s)ds
{
Dαx (−Dy)βe(s, x, y)
}
.
Proof. Let {E(s)}s∈R be the spectral resolution for AL2(Ω) . For f ∈ C∞0 (Ω) and g ∈ C∞0 (Ω) we have
(
Dα F (A)Dβ f , g
)
L2
= (F (A)Dβ f , Dα g)L2 =
∞∫
0
F (s)ds
(
E(s)Dβ f , Dα g
)
L2
=
∞∫
0
F (s)ds
(
Dα E(s)Dβ f , g
)
L2
.
Taking into account Lemma 3.6 and (3.19), and integrating by parts, we have
(
Dα F (A)Dβ f , g
)
L2
= −
∞∫
0
F ′(s)
(
Dα E(s)Dβ f , g
)
L2
ds = −
∫ ∫
Ω×Ω
f (y)g(x)dxdy
∞∫
0
F ′(s)
{
Dαx (−Dy)βe(s, x, y)
}
ds.
In the last equality we used Fubini’s theorem in view of σ > (n + |α| + |β|)/2. Hence the kernel of Dα F (A)Dβ is
− ∫∞0 F ′(s){Dαx (−Dy)βe(s, x, y)}ds and integration by parts yields the lemma. 
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The aim of this section is to estimate the resolvents for (−Ω)k with an even integer k satisfying (3.11) in the setting
of Theorem 1.2. Here we recall that Ω is the Dirichlet Laplacian in a C2 bounded domain Ω of Rn with n 2. We take a
function η0 ∈ C∞0 (Rn) so that η0(x) = 1 for |x| 1/2 and η0(x) = 0 for |x| 1, and set η(x) = η0(x/) for  > 0. Let φ(x′)
be a C2 function in Rn−1 and set
Ω˜ = {x = (x′, xn) ∈ Rn: xn > φ(x′)},
which is called a special C2 domain. In this section we assume the following conditions:
(H5a) 0 ∈ ∂Ω and there exists a ball B with center 0 such that
B ∩ Ω = B ∩ Ω˜, B ∩ ∂Ω = B ∩ ∂Ω˜;
(H5b) φ(0) = 0 and ∇φ(0) = 0;
(H5c) ∂α
′
φ ∈ L∞(Rn−1) for α′ ∈ Nn−10 with |α′| = 1,2, where N0 = N ∪ {0}.
4.1. Intermediate estimates for resolvents
We denote by ˜ the Dirichlet Laplacian in Ω˜ .
Lemma 4.1. Let d be the radius of B. Then there exist R = R(n,k,Ω, Ω˜) 1 and C = C(n,k,d,Ω, Ω˜) such that
∥∥Dα{((−Ω)k − λ)−1ηd − ηd((−˜)k − λ)−1}Dβ∥∥L1(Ω˜)→L∞(Ω)  C |λ|
1+(n+|α|+|β|−1)/(2k)
d(λ)2
for |α| 1, |β| 1 and λ ∈ C \ [0,∞) with |λ| R.
Proof. Applying Lemma 3.5 to the operators −Ω and −˜, and noting N(−Ω,−˜,ηd, s) = 2n∑|γ |=1,2 ‖η(γ )d ‖L∞ s−|γ | 
Cs−1 for s 1, we obtain the lemma. 
In order to reduce the problem to the half space Rn+ = {x = (x′, xn): xn > 0}, we consider the map Φ : Rn+  x = (x′, xn) →
x˜ = (x˜′, x˜n) ∈ Ω˜ deﬁned by
x˜′ = x′, x˜n = xn + φ
(
x′
)
.
The pullback Φ∗ deﬁned by Φ∗u(x) = u(Φ(x)) induces isomorphisms from W 2p(Ω˜) ∩ W 1p,0(Ω˜) to W 2p(Rn+) ∩ W 1p,0(Rn+),
from Lp(Ω˜) to Lp(Rn+) and so on. If we set A = (Φ−1)∗(−˜)Φ∗ , then A is the Dirichlet elliptic operator in Rn+ and is
written as
A = Dxn
(
1+ ∣∣∇φ(x′)∣∣2)Dxn −
n−1∑
j=1
{
Dx jφ j
(
x′
)
Dxn + Dxnφ j
(
x′
)
Dx j
}+ n−1∑
j=1
D2x j
= (1+ ∣∣∇φ(x′)∣∣2)D2xn − 2
n−1∑
j=1
φ j
(
x′
)
Dx j Dxn +
n−1∑
j=1
D2x j + i
n−1∑
j=1
∂2φ(x′)
∂x2j
Dxn ,
where φ j = ∂x jφ. So we see that A satisﬁes conditions (H1), (H2). Let eA(s, x, y) and e˜(s, x˜, y˜) be the spectral functions of
A and −˜, respectively. Since detΦ ′(x) = 1, the identity A = (Φ−1)∗(−˜)Φ∗ implies
eA(s, x, y) = e˜
(
s,Φ(x),Φ(y)
)
.
Particularly, setting x = (0, xn) and y = (0, yn), we have
eA(s,0, xn,0, yn) = e˜(s,0, xn,0, yn). (4.1)
Let A0 be the operator obtained by freezing the principal part of A at the origin. By (H5b) we see that A0 is minus the
Dirichlet Laplacian in Rn+ .
We shall evaluate
(
Ak − λ)−1η − η(Ak0 − λ)−1 =
k∑
l=1
Ql(A, A0, η,λ) (4.2)
for  ∈ (0,1), where Ql is deﬁned in (3.16).
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∥∥DαQl(A, A0, η,λ)Dβ∥∥L1(Rn+)→L∞(Rn+)  C |λ|
(n+|α+β|)/(2k)
d(λ)
(
 + −1|λ|−1/(2k))× {1 if l 
= k0,|λ|
d(λ) if l = k0 (4.3)
for |α| 1, |β| 1 and λ ∈ C \ [0,∞) with |λ|max{R, −2k}.
Proof. Noting that (H5b) and (H5c) implies |φ(γ )(x)| = |φ(γ )(x) − φ(γ )(0)| C |x| for |γ | = 1, we have
N(A, A0, η, s) =
∥∥η |∇φ|2∥∥L∞ + 2
n−1∑
j=1
‖ηφ j‖L∞ +
∑
|γ |=1
∥∥η(|∇φ|2)(γ )∥∥L∞ s−1
+ 2
∑
|γ |=1
n−1∑
j=1
∥∥ηφ(γ )j ∥∥L∞ s−1 + (MA + MA0) ∑
|γ |=1,2
∥∥η(γ ) ∥∥L∞ s−|γ |
 C
(
 + s−1 + −1s−1 + −2s−2)
 C
(
 + −1s−1)
for s −1. Applying Lemma 3.5 to the operators A and A0 with η = η , we obtain the lemma. 
4.2. Sharp estimates for resolvents
If we use Lemmas 4.1, 4.2 and (4.1), we can get the asymptotic formula (1.9) with the remainder estimate
O (λn+2−2−1 logλ) replaced by O (λn+2−4−1 ). Indeed, for the remainder estimate O (λn+2−4−1 ) we may move to Lemma 4.6
and follow the method in Section 5, where we should replace the bound in Lemma 4.6, the bound in Lemma 5.1 and (5.1)
by
C
|λ|(n+|α+β|)/(2k)
d(λ)
· |λ|
1−1/(4k)
d(λ)
, C
|λ|(n+2)/(2k)−1/(8k)
d(λ)
· |λ|
1−1/(8k)
d(λ)
and λ = τ + iτ 1−1/(8k) , respectively.
In order to obtain a better remainder estimate we need to improve the estimate for Qk0 (A, A0, η, λ) in (4.3). To this
end we consider η2Qk0 (A, Ak0 , η, λ). Using the relations similar to (3.7), (3.15), and noting η2η
(γ )
 = η(γ ) for |γ | 2, we
have
η2Qk0(A, A0, η,λ) = η2 F1,k0(A, λ)[A, A0, η ]Fk0,k(A0, λ) = −
k0∑
l=1
Ql,k0 + Q 0k0 (4.4)
with
Ql,k0 = F1,l(A0, λ)[A0, A, η2 ]Fl,k0(A, λ)[A, A0, η]Fk0,k(A0, λ),
Q 0k0 = F1,k0(A0, λ)[A, A0, η ]Fk0,k(A0, λ).
We need information on the spectral function of A0 to evaluate the norms of F1,k0 (A0, λ) and Fk0,k(A0, λ).
Lemma 4.3. The spectral function e0(λ, x, y) of A0 is given by
e0(s, x, y) = (2π)−n
∫
|ξ |2<s
ei(x−y)ξ dξ − (2π)−n
∫
|ξ |2<s
ei(x− yˆ)ξ dξ, (4.5)
where yˆ = (y′,−yn) for y = (y′, yn). For |α| 1
∣∣∂s∂αx ∂αy e0(s, x, y)∣∣
{
 Cs(n/2)+|α|−1 for s > 0,
= 0 for s < 0. (4.6)
Furthermore, if x = (x′, xn) ∈ ∂Rn+ , i.e. xn = 0, then
∂xn∂yne0(s, x, y)|x=y =
{
(4π)−n/2
Γ ( n2+2) s
(n+2)/2 for s 0,
0 for s < 0.
(4.7)
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Gλ(x, y) = (2π)−n
∫
Rn
ei(x−y)ξ
(|ξ |2 − λ)−1 dξ.
Taking into account Gλ(x, yˆ) = Gλ(xˆ, y) and using the method of reﬂection, we know that the kernel of (A0 − λ)−1 is given
by Gλ(x, y) − Gλ(x, yˆ). Then (4.5) follows from the formula for the spectral resolution {E0(s)}s∈R for A0:
E0(s) = 1
2π i
lim
δ→0+
lim
→0+
∫
Γ (s,,δ)
(A0 − λ)−1 dλ,
where Γ (s, δ, ) is a curve in the complex plane from s+ δ − i to s+ δ + i not intersecting [0,∞). Differentiation of (4.5)
gives
∂αx ∂
α
y e0(s, x, y) = (2π)−n
∫
|ξ |2<s
ξ2α
{
ei(x−y)ξ − (−1)αnei(x− yˆ)ξ}dξ.
Obviously, ∂s∂αx ∂
α
y e0(s, x, y) = 0 for s < 0. If s > 0, use of polar coordinates gives
∂s∂
α
x ∂
α
y e0(s, x, y) = (2π)−n∂s
[ s1/2∫
0
dr
∫
|ω|=1
r2|α|+n−1ω2α
{
eir(x−y)ω − (−1)αneir(x− yˆ)ω}dSω
]
= 2−1(2π)−ns(2|α|+n)/2−1
∫
|ω|=1
ω2α
{
eis
1/2(x−y)ω − (−1)αneis1/2(x− yˆ)ω}dSω.
Hence (4.6) follows. (4.7) follows from
∂xn∂yne0(s, x, x) = 2(2π)−n
∫
|ξ |2<s
ξ2n dξ = 2(2π)−nn−1
∫
|ξ |2<s
|ξ |2 dξ
for x ∈ ∂Rn+ . 
Lemma 4.4. There exists C = C(n,k) such that
∥∥Dα Fk0,k(A0, λ)Dβ∥∥L1(Rn+)→L2(Rn+)  C |λ|
n/(4k)+|α+β|/(2k)−1/k
d(λ)1/2
, (4.8)
∥∥Dα F1,k0(A0, λ)Dβ∥∥L2(Rn+)→L∞(Rn+)  C |λ|
n/(4k)+|α+β|/(2k)
d(λ)1/2
(4.9)
for |α| 1, |β| 1 and λ ∈ C \ (−∞,0] with |λ| 1.
Proof. Let f ∈ C∞0 (Rn+). Since ‖Dγ u‖2L2  (A0u,u)L2 for u ∈ D(A0) and |γ | = 1, we have∥∥Dα Fk0,k(A0, λ)Dβ f ∥∥2L2  (A|α|0 Fk0,k(A0, λ)Dβ f , Fk0,k(A0, λ)Dβ f )L2
= (Dβ A|α|0 ∣∣Fk0,k(A0, λ)∣∣2Dβ f , f )L2 .
Since s|α||Fk0,k(s, λ)|2 satisﬁes inequalities (3.19) with
σ = 2(k − k0 + 1) − |α| = k + 2− |α| k + 1> n + 2
2
,
Lemma 3.8 yields∥∥Dα Fk0,k(A0, λ)Dβ∥∥2L1→L2  C sup
x,y∈Rn+
I(λ, x, y), (4.10)
where
I(λ, x, y) =
∣∣∣∣∣
∞∫
s|α|
∣∣Fk0,k(s, λ)∣∣2 ds{∂βx ∂βy e0(s, x, y)}
∣∣∣∣∣.0
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∞∫
0
1
|s − μ|2 ds
π
d(μ)
, (4.11)
sρ
∣∣Fk0+1,k(s, λ)∣∣2  C |μ|ρ−k for s > 0, 0 ρ  k. (4.12)
Here we recall that μ and μ j with 1  j  k are deﬁned in the paragraph including (3.12)–(3.14). We obtain (4.11) by
|s−μ|2  s2 +|μ|2 and substitution s = |μ|s˜ if Reμ 0, and by substitution s−Reμ = | Imμ|s˜ if Reμ > 0. Inequality (4.12)
follows from k = 2k0 and sρ |Fk0+1,k(s, λ)|2  sρ(s/2)−2(k−k0) for s  2|μ|, and sρ |Fk0+1,k(s, λ)|2  (2|μ|)ρ
∏k
j=k0+1 d(μ j)
−2
for 0< s 2|μ|.
Using Lemma 4.3 and (4.11), (4.12) with ρ = (n/2) + |α + β| − 1 (n/2) + 1 k, we have
I(λ, x, y)
∞∫
0
|Fk0+1,k(s)|2s(n/2)+|α+β|−1
|s − μk0 |2
ds C |μ|
(n/2)+|α+β|−k−1
d(μ)
.
This combined with (4.10) yields (4.8). Similarly we can also derive (4.9) by considering the adjoint operator of
Dα F1,k0 (A0, λ)D
β , and using, instead of (4.12), the inequality
sρ
∣∣F1,k0−1(s, λ)∣∣2  C |μ|ρ−k+2 for s > 0, 0 ρ  k − 2. 
Lemma 4.5. Let  ∈ (0,1). Then there exist R = R(n,k, Ω˜) 1 and C = C(n,k, Ω˜) such that∥∥Dαη2Qk0(A, A0, η,λ)Dβ∥∥L1(Rn+)→L∞(Rn+)
 C |λ|
(n+|α+β|)/(2k)
d(λ)
{ |λ|
d(λ)
(
 + −1|λ|−1/(2k))2 + ( + −1|λ|−1/(2k))}
for |α| 1, |β| 1 and λ ∈ C \ (−∞,0] with |λ|max{R, −2k}.
Proof. We investigate each term in (4.4). To evaluate DαQl,k0D
β for 1 l < k0 we write
DαQl,k0D
β = Dα F1,l−1(A0, λ)
{
(A0 − μl)−1η2 − η2(A − μl)−1
}
Fl+1,k0−1(A, λ)
× {(A − μk0)−1η − η(A0 − μk0)−1}Fk0+1,k(A0, λ)Dβ .
Then calculation similar to (3.18) and the estimate for N(A, A0, η, s) in the proof of Lemma 4.2 give
∥∥DαQl,k0Dβ∥∥L1→L∞  CN(A0, A, η2, |μ|1/2)N(A, A0, η, |μ|1/2) |μ|
(n+|α|+|β|)/2∏k
j=1 d(μ j)
|μl|
d(μl)
|μk0 |
d(μk0)
 C |λ|
1+(n+|α|+|β|)/(2k)
d(λ)2
(
 + −1|λ|−1/(2k))2.
As for Qk0,k0 , we use the identities for [A0, A, η2 ] and [A, A0, η ] similar to (3.10), and write them as
[A0, A, η2 ] =
∑
|γ |,|δ|1
Dγ bγ δD
δ, [A, A0, η ] =
∑
|ρ|,|σ |1
Dρcρσ D
σ .
Then using Lemma 3.1 for Fk0,k0 (A, λ) = (A − μk0 )−1 and Lemma 4.4 for F1,k0 (A0, λ) and Fk0,k(A0, λ), we have∥∥DαQk0,k0Dβ∥∥L1→L∞  C∑
γ ,δ
∑
ρ,σ
|λ|n/(4k)+|α+γ |/(2k)
d(λ)1/2
‖bγ δ‖L∞
|μ||δ+ρ|/2
d(μ)
‖cρσ ‖L∞
|λ|n/(4k)+|σ+β|/(2k)−1/k
d(λ)1/2
 C |λ|
1+(n+|α+β|)/(2k)
d(λ)2
∑
γ ,δ
∑
ρ,σ
‖bγ δ‖L∞‖cρσ ‖L∞|λ|(|γ+δ+ρ+σ |−4)/(2k).
The identities similar to (3.10) give∑
γ ,δ
‖bγ δ‖L∞|λ|(|γ+δ|−2)/(2k)  CN
(
A0, A, η2, |λ|1/(2k)
)
 C
(
 + −1|λ|−1/(2k)),
∑
‖cρσ ‖L∞|λ|(|ρ+σ |−2)/(2k)  CN
(
A, A0, η, |λ|1/(2k)
)
 C
(
 + −1|λ|−1/(2k)).ρ,σ
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∥∥DαQk0,k0Dβ∥∥L1→L∞  C |λ|
1+(n+|α+β|)/(2k)
d(λ)2
(
 + −1|λ|−1/(2k))2.
Finally we can evaluate Q 0k0 in the same way as Qk0,k0 to get∥∥DαQ 0k0Dβ∥∥L1→L∞  C∑
ρ,σ
|λ|n/(4k)+|α+ρ|/(2k)
d(λ)1/2
‖cρ,σ ‖L∞
|λ|n/(4k)+|σ+β|/(2k)−1/k
d(λ)1/2
 C |λ|
(n+|α+β|)/(2k)
d(λ)
(
 + −1|λ|−1/(2k)).
The lemma follows from the above estimates for Ql,k0 with 1 l k0 and Q 0k0 . 
Lemma 4.6. If we set  = |λ|−1/(4k) , then there exist R = R(n,k, Ω˜) 1 and C = C(n,k, Ω˜) such that
∥∥Dα{η2(Ak − λ)−1η − η(Ak0 − λ)−1}Dβ∥∥L1(Rn+)→L∞(Rn+)  C |λ|
(n+|α+β|)/(2k)
d(λ)
( |λ|1−1/(2k)
d(λ)
+ |λ|−1/(4k)
)
for |α| 1, |β| 1 and λ ∈ C \ (−∞,0] with |λ| R.
Proof. We multiply η2 from the left in (4.2), use Lemma 4.2 for Ql(A, A0, η, λ) with l 
= k0 and Lemma 4.5 for
Qk0(A, A0, η, λ), and set  = |λ|−1/(4k) . Then we obtain the lemma by taking into account |λ| −2k and ‖η(γ )2 ‖L∞  C−|γ |
for |γ | 1. 
5. Proof of Theorem 1.2
We continue to use the same notation as in Section 4. Recall that e0(s, x, y) is the spectral function of A0. We denote by
e(s, x, y) the spectral function of −Ω and set
E(s, x) = ∂νx∂νy e(s, x, y)|x=y, E0(s, x) = ∂xn∂yne0(s, x, y)|x=y
for x ∈ ∂Ω and x ∈ ∂Rn+ , respectively. We note that the formula for E0(s, x) has been given in (4.7), and that E0(s, x) is
independent of x. So we write E0(s) for E0(s, x).
Lemma 5.1. Under the assumption of Theorem 1.2 there exist R = R(n,k,Ω) 1 and C = C(n,k,Ω) such that∣∣∣∣∣
∞∫
0
(
sk − λ)−1 ds{E(s, x) − E0(s)}
∣∣∣∣∣ C |λ|
(n+2)/(2k)−1/(4k)
d(λ)
(
1+ |λ|
1−1/(4k)
d(λ)
)
for x ∈ ∂Ω and λ ∈ C \ (−∞,0] with |λ| R.
Proof. Take x0 ∈ ∂Ω arbitrarily. By translation and rotation we may assume that x0 = 0 and that (H5a), (H5b), (H5c) in the
beginning of Section 4 are satisﬁed. Using Lemmas 3.8, 4.1, 4.6 and (4.1), noting that η(0) = 1 and ∇η(0) = 0, we obtain
the lemma. 
Lemma 5.2. Let N(s) : [0,∞) → [0,∞) be a non-decreasing function of polynomial growth. For λ ∈ C \ [0,∞) with Reλ > 0 let
L(λ) be a curve from λ¯ to λ not intersecting [0,∞), and set f (λ) = ∫∞0 (s − λ)−1 dN(s). Then we have∣∣∣∣N(Reλ) − 12π i
∫
L(λ)
f (z)dz
∣∣∣∣ 2| Imλ|∣∣ f (λ)∣∣.
Proof. See [12, Section 2]. 
Proof of Theorem 1.2. For any ﬁxed x ∈ ∂Ω we set
G(λ) =
∞∫
0
dsE(s, x)
sk − λ =
∞∫
0
dsE(s1/k, x)
s − λ , G0(λ) =
∞∫
0
dsE0(s)
sk − λ .
It follows from (4.7) that G0(λ) = c(−λ)−1+(n+2)/(2k) with some constant c > 0.
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λ = τ + iτ 1−1/(4k). (5.1)
Clearly τ  |λ|√2τ . Applying Lemma 5.2 to E(s1/k, x) and E0(s1/k), we have∣∣∣∣E(τ 1/k, x)− (4π)−n/2Γ (n2 + 2) τ (n+2)/(2k)
∣∣∣∣ = ∣∣E(τ 1/k, x)− E0(τ 1/k)∣∣

∣∣∣∣E(τ 1/k, x)− 12π i
∫
L(λ)
G(z)dz
∣∣∣∣+
∣∣∣∣E0(τ 1/k)− 12π i
∫
L(λ)
G0(z)dz
∣∣∣∣
+
∣∣∣∣ 12π i
∫
L(λ)
{
G(z) − G0(z)
}
dz
∣∣∣∣
 4| Imλ|∣∣G0(λ)∣∣+ 2| Imλ|∣∣G(λ) − G0(λ)∣∣+ 1
2π
∣∣∣∣
∫
L(λ)
{
G(z) − G0(z)
}
dz
∣∣∣∣
=: J1 + J2 + J3.
By (5.1) and Lemma 5.1 we have
J1  Cτ 1−1/(4k)|λ|−1+(n+2)/(2k)  Cτ (n+2−2−1)/(2k),
J2  C |λ|(n+2)/(2k)−1/(4k)
(
1+ |λ|
1−1/(4k)
τ 1−1/(4k)
)
 Cτ (n+2−2−1)/(2k).
In order to estimate J3 we take
L(λ) = {z ∈ C: |z| = √2τ , Re z | Im z|}∪ {z ∈ C: Re z = τ , τ 1−1/(4k)  | Im z| τ}
and observe that∫
L(λ)
|z|σ
d(z)
|dz| Cτσ logτ ,
∫
L(λ)
|z|σ
d(z)2
|dz| Cτσ−1+1/(4k)
for σ > 0. Then by Lemma 5.1 we have J3  Cτ (n+2−2
−1)/(2k) logτ . Thus we obtain Theorem 1.2. 
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