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1. INTRODUCTION 
The semilinear elliptic boundary value problem 
Lu =f(x, u), XEQ, 
U(X) = 0, XEXJ, 
(1.1) 
will be considered in a smooth unbounded domain 52 c RN, N >, 2, where 
Lu= - f D,[a&x) DjU] +b(x)u, XEQ, (1.2) 
i,j= 1 
Di= a/ax,, i= l,..., N; each a;,E C,,, ’ + YQ), b E Cg,,(Q), h(x) 3 b, > 0, 
0 < CI < 1; and f(x, U) satisfies assumptions (f,)-(fs) below. 
In particular it is assumed that f(x, 0) = 0 for all x E 52, implying that the 
boundary value problem (1.1) always has the trivial solution. Our main 
purpose is to establish the existence of a positive solution of (1.1) 
throughout 1;2 in cases for which the nonlinearity in (1.1) is unbounded 
above, i.e., f(x, r)/t -+ +co as t + +co locally uniformly in Q. We treat the 
case of bounded nonlinearities elsewhere [20]. The main Theorem 4.5 
* The main results were announced in “Existence Theorems for Generalized Klein-Gordon 
Equations,” Bull. Amer. Math. Sot. 8 (2) (1983), 333-336. 
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states that (1.1) has a positive solution u(x) in Q such that both U(X) + 0 
and IVu(x)l + 0 as 1x1 --* co uniformly in 0. Furthermore, the same method 
proves the existence of a positive entire solution of the differential equation 
Lu =f(x, u), i.e., a positive function u E Clot 2+a(RN) which satisfies the dif- 
ferential equation at every point x E RN. By our construction this solution 
belongs to the Sobolev space W$*(RN). We also prove in Theorem 4.7 that 
the solutions have uniform exponential decay as 1x1 + co. 
The function f(x, t) is assumed to have polynomial growth in t as t -+ co 
with bounded continuous coefftcients g,(x), as stated in detail below in 
assumption (f2). For example, (1.1) can be the generalized Klein-Gordon 
equation 
where b(x) > 6, > 0 and the exponents si satisfy 1 < sj < a if N= 2, 1 < si < 
(N+2)/(N-2) ifNa3. 
There are several known results dealing with (1.1) under special 
hypotheses on Sz, f, and the coefficients of L. A paper of Berger [S] deals 
with the case that Q = R3, L has constant coefficients, and f(x, t) is a con- 
stant multiple of t”, 1 <s < 5. Some recent extensions to RN of Berestycki 
and Lions [3], Berestycki et al. [4], and Strauss [23] concern the special 
case that jjx, t) is a radial decreasing function of 1x1 satisfying appropriate 
growth conditions in 1x1 and in t, L has constant coefficients, and Q = RN. 
Evidently these results do not apply to boundary value problems. 
Berger and Schechter [6] treat the Dirichlet problem for quasilinear 
elliptic equations in unbounded domains under the assumptions (not 
required here) that f(x, t)/t is a homogeneous function of positive degree p, 
and f(x, t) -+ 0 as 1x1 -+ m. Their results concerned with (1.1) are then 
special cases of our theorems in Section 4, and we also have positivity and 
exponential decay of the solution. 
There are a few other results related to our problem, e.g., results of 
Noussair [ 15, 161, Edmunds and Evans [7], and references contained 
therein. However, these results do not imply the existence of a nontrivial 
solution of (1.1) when f(x, 0) = 0. 
We employ a local approach. First we construct a sequence of solutions 
U, of the Dirichlet problem on bounded subdomains Q2, of Q, n = 1, 2,..., 
using a variational method of Ambrosetti and Rabinowitz [ 11. These 
solutions U, are thereby chosen to be critical points of appropriate 
functionals, and are characterized by a minimax principle. Then a priori 
estimates, embedding theorems, and a “bootstrap” procedure are used to 
prove the convergence of a subsequence of {u, > locally uniformly in C*(Q) 
to a positive solution of (1.1) in Q with uniform limit 0 at co. This method 
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therefore enables us to extend the known results of this type in three direc- 
tions at once: general coefficients, general domains, and problems with 
boundary conditions. The method used in [3-5, 231, depending strongly 
on the radial symmetry of the equations considered, could not be modified 
to obtain these theorems. 
The case that b(.u) = 0 is not considered here; we treat it elsewhere [ 191 
by different methods. 
2. DEFINITIONS AND ASSUMPTIONS 
The unbounded domain Q in (1.1 ), (1.2) is assumed to have the form 
where (52,) is a sequence of bounded domains (i.e., open connected sets) 
with the following properties: 
(i) ~Q,EC *+1, o<cY< 1; I?= 1, 2 ).... 
(ii) Qn c !Zz,+, c Q u 32 for n = 1, 2,.... 
(iii) There exists an increasing sequence of positive numbers R, such 
that S, n SL c R,, n = 1, 2 ,..., where S, = {XE RN: 1x1 < R,}. 
(iv) For every x E s’i there exists a bounded domain M(x) of constant 
volume such that x E n(x) c 8. 
For example, exterior domains, cylindrical domains, and conical 
domains Q are of this type. Condition (iv) is a technical requirement (cf. 
Lemma 4.4) that the domain 52 not be too “narrow” at x. 
Let C”‘+‘(H) denote the usual Holder space, with norm 11 . I/,,,+ r,M, 
m = 0, 1, 2 ,..., 0 < c( < 1, where M is a bounded domain in RN. The 
abbreviation C;;,+“(Q) will be used for the set of all u E C” + “(M) for every 
bounded subdomain M with Mc R. The space W;;‘@(S) is defined as the 
completion of C,“(Q) in the norm 
where multi-index notation has been used. 
The conditions (a), (b), and (f,))(f5) below will be imposed on the 
functions u,~, h, and fin (l.l), (1.2): 
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(a) Each aoE C:0zM(s2), each a, and Diav is bounded on Q, and L is 
uniformly elliptic in Q, i.e. there exists a constant a, > 0 such that 
for all x E Q, t E RN. 
(b) b E CFO,(Q) and b(x) > 6, > 0 for all x E 0. 
(fi) f~ C$(Q x R), and f(x, t) is locally Lipschitz continuous with 
respect to t for all x 6 Q. 
(f2) There exist positive constants si> 1 and nonnegative, bounded, 
continuous functions f, on 0, i = l,..., Z, such that 
IS(x, t)l d i L(x) ItI”, .xE.~& TV R, 
,=I 
where 
N+2 
1 <si<- 
N-2 
if N>3, 
l<s,<r; if N= 2, i = l,..., I. 
Vi) lim, + m (j(x, t)/t) = +co locally uniformly in Q. 
(f4) There exists a positive constant E such that 
(2 + E) F(x, t) 6 tf(x, t) 
for all t 3 0, x E 9, where 
F(XJ)+-(X’i)di 
(f5) For each i= l,..., Z, 
lim [I.]“” dy=O 
1x1 + m 
uniformly in Q, where 
N(y,x)={y~SZ:ly-xl<l}, XE52. 
In particular, hypothesis (fi) implies that f(x, t) = o(t) as t + 0 
uniformly in a. Condition (fS) is satisfied, for instance, if each 
fin L”‘+ l(Q), i= l,..., I. It is not required that J(x) -+ 0 uniformly in Q as 
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1.X + cc. In the case of spherically symmetric coefficients in (1.2), with 
f( 1x1, t) - b( Ixl)t nonincreasing in (xl for all t > 0, and Sz = RN, Remark 4.6 
shows that condition (f5) can be deleted. 
These assumptions are all satisfied in the Klein-Gordon prototype 
-Au + b(x)u = i ( * l)‘h(X) US’, XEQ, 
i= I 
where b(x) and the f;(x) and S, are as in assumptions (b), (f,), (f2), (f4), 
and (fd 
The functionals below will be used extensively in the sequel, defined on 
functions 4~ W$‘(s2) with compact support in Q: 
where 
04) = I,(d) -Z*(d), (2.1) 
Z,(d) =k jn ( : ag(X) DidDjQ + b(X) P(X)) dx; (2.2) 
i.j= I 
ZA4) = !:, F(x, b(x)) dx. (2.3) 
The following theorem gives a priori estimates on solutions of Lu =f in 
bounded domains Q. It appears in standard reference books, e.g., Miranda 
[ 14, Theorem 37, I, p. 1691 or Ladyzhenskaya and Ural’tseva [ 133. 
THEOREM A. Let M and Q be bounded domains in RN with aQ E C2. If 
A c Q and p > 1, then any solution u E W2,p(Q) of Lu = f satisfies 
II4 2,p.M 6 C(llf lIO,p,Q + ll~llO,2,Q) (2.4) 
for some positive constant C depending only on p, M, Q, and the coefficients 
of L, but independent of u. Zf i@ c Q u I- for an open subset r of aQ (or 
possibly r= aQ), then any solution u E W2xp(Q) of Lu = f with trace u = v 
a.e. on aQ satisfies 
II4 2,p.M d c( Ilf II 0,p.Q + II40,2,Q + IIvll2- 1,p.r) (2.5) 
for some positive constant C independent of u. 
The boundary norm Ijo 2 _ l,p,T is defined as the inlimum of IIu((~,~,~ over 
the set of functions u E W2,p( Q) whose trace on 8Q is v. The details of this 
definition can be found, for example, in Miranda’s book [14]. However, 
the boundary term in (2.5) is not needed for our application of Theorem A 
since u = 0 identically on r in this case. 
We also need the embedding theorems listed below. 
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THEOREM B. Let m be a positive integer and 
NP l<pdq<-. 
N-mp 
Then there exists a positive constant C, independent of u, such that 
lull O.y,D d c II UII m,p,S;, 
for all 1.4 E W;;,J’(Q). Furthermore, if g is a bounded measurable function in 52 
such that 
with N( y, x) as in (f5), then multiplication by g is a compact operator from 
w;;qsz) to L4(Q). 
The first part is a result of Aronszajn and Smith [2], and the second 
part is due to Berger and Schechter [6, p. 2641. 
THEOREM C. Let M be a bounded domain in RN with aMe C’. If m is a 
positive integer and 1 <q < Np/(N - mp), N > mp, there exists a positive 
constant C, independent of u, such that 
Ilull 0,y.M 6 c II4 m.p,M 
for all u E VP(M). The embedding Pp( M) c L‘?(M) is compact if 1 < q < 
NpI(N - mp), N > mp. This embedding is compact for all q in 1 < q < ~0 if 
Ndmp. 
THEOREM D (Sobolev Embedding). Let M be a bounded domain in RN 
with BME C’. For any numbers j, p, CI satisfying p-l < N-‘(m - j- a), the 
embedding VP(M) c C’+‘(A) is compact. 
Proofs of Theorems C and D can be found in standard reference books, 
e.g., [ 131. 
3. EXISTENCE OF LOCAL SOLUTIONS AND A PRIORI BO~JNDS 
For p > 0 we define 
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LEMMA 3.1. Let Z(4) be the functional defined by (2.1)-(2.3). There exist 
positive numbers I. and p such that 
Z(4) > 0 for all fj E BP\(O); 
Z(Q) 2 a. forall YES,. 
Proof Let d E W$2(Q). By the uniform ellipticity hypothesis (a) and the 
hypothesis (b) on b(x), it follows directly that 
II(d) 3 Cl llolI:,2,, (3.1) 
for some positive constant C,, independent of 4. 
For arbitrary F >O assumption (f2) shows that there exists 6 >O, 
independent of x E 0, such that 
F(x, t)l = @, z)dz / <t: ItI* 
for all ItI ~6. Let S=max(si:i= l,...,I}. Then 1 <s<(N+2)/(N-2) 
N3 3, and it follows from assumption (J2) that there exists a constant 
C,>O such that 
(F(x, t)l d c* I ty+ ’ for all (tl 36, XESZ. 
The above estimates imply that 
1~2(d)lGj W12+C21W+1W~ (3.2) 
R 
for all qS E f+‘;‘(Q). We now apply Theorem B in the case m = 1, p = 2, 
q=s+ 1. Then by (f2), 
N+2 
2<q=s+ 1 <m+ l=&, 
and hence 
Similarly in the case m = 1, p = q = 2, Theorem B gives 
s Ml2 dx f  C’ ll(all:,,.,. R 
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Then (3.2) yields the estimate 
for some positive constants K, and K2 independent of 4. We now choose 
EKE = C,/4 = K2pS- ’ to obtain 
lZA4)l G tc, IIGW,,,, for all ~EB,uS,. 
The conclusions of Lemma 3.1 follow from (2.1), (3.1), and (3.3) with the 
choice 2 = 4 C, p2. 
A direct treatment of problem ( 1.1) has not been effective since the usual 
compactness arguments for bounded domains do not extend to unbounded 
domains. One natural approach is to approximate a solution of (1.1) by a 
solution of an analogous problem in a bounded subdomain of 52. For 
radially symmetric differential equations, in the case Q = RN, one can 
choose subdomains B, = (x E RN: 1x1 < a} and then let a + co. In this sym- 
metric case, the fact that the approximate solutions are radial functions is 
very convenient in obtaining uniform a priori bounds (i.e., independent of 
a) and in showing that the limit of these approximate solutions as a + cc is 
a nontrivial solution of (1.1) [3-5,231. In our case, in the absence of sym- 
metry of either the coefficients or the domain Q, radial solutions cannot be 
expected, but minimum-maximum techniques prove to be effective. 
The theorem below is an adaptation of a result of Ambrosetti and 
Rabinowitz [ 1, Theorem 3.10, p. 3651. 
THEOREM 3.2. There exists a sequence of nonnegative functions 
u, E W;‘(Q), n = 1, 2,..., with the following properties: 
(A) U,EC2+yi2n), o<cl< 1; 
(B) Lu,=f(x, dx)),x~Qn; 
(C) u,(x)=O, XEX?,; 
(D) u,(x)>O, XEQ~. 
Furthermore, the sequence of numbers A,, = Z(u,), n = 1, 2,..., is nonincreasing 
and satisfies A,, 3 A> 0 for all n, where i is given by Lemma 3.1. 
ProoJ: Let 8 be the zero function and let e, # 0 be an element of 
Wt2(Q,) for which I(e,) =O. The existence of e, for each n = 1, 2,... is 
guaranteed by assumption (f3) from Lemma 3.4 of [ 11. We can assume, 
without loss of generality, that (le,I) 1,2,n, > p for all n = 1, 2 ,... . Let C( [0, 11, 
W,$‘(Q,)) denote the set of all continuous functions g: [0, l] + Wt2(!S,), 
and define 
I-,= (gEC(CO, 11, W$2(Q,)): g(O)=& dl)=e,). 
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Ambrosetti and Rabinowitz [ 1, Theorem 3.101 prove the existence of 
functions U, E II+*( n = 1, 2 ,..., satisfying (A)-(D) which are critical 
points of the functional I on We*, with corresponding critical values A,, 
given by 
A, = inf max I( g(t)) = I( U,). 
gtl-*O<l<l 
(3.4) 
Define u,(x) as the extension of U,(x) to Q which is identically zero in 
Q\Q,. Then U, E W;*(Q) and U, has properties (A)-(D). Furthermore 
A,, = Z(u,) is a nonincreasing sequence by the variational definition (3.4) 
since Q5, c Q,, i, n = 1, 2 ,..., and I,, 2 1> 0 by Lemma 3.1 and the fact that 
S, separates 6 and e, for all n = 1,2,... . 
An essential feature of Theorem 3.2 for its application is that positive 
solutions U, of Lu, =f(x, u,) in Q, are obtained from a minimax principle. 
This was needed to prove that iI( . is nonincreasing, and hence boun- 
ded above, enabling us to prove the following key lemma. 
LEMMA 3.3. There exists a positive constant K, independent of n, such 
that 
II~nIl1.2.~ G K n = 1, 2,..., 
where {u, 1 is the sequence in Theorem 3.2. 
Proof. By hypothesis, u, satisfies 
0 < A 6 A., = Z(u,) = Z,(u,) - Z,(u,) 6 I*, . 
Then 
~<~/~~[~a~(x)D;u.D,u.+b(x)u:]dx-Z,(u.)<i,. (3.5) 
i.i 
In view of properties (B), (C) of Theorem 3.2, Green’s theorem gives 
(3.6) 
Together (3.5) and (3.6) imply that 
s u,f(x, u,)dx G 21, + 212(u,,). R. 
By assumption (f4) there exists E > 0 such that 
(3.7) 
tfk t)-v+E)F(x, t)>O, taO,xEa, 
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and hence, by (2.3), 
s D, unf(x, 4 dx 2 (2 + ~1 ~Au,). 
Then (3.7) yields EZ~(U,) d 2;1,, and we use (3.5) to obtain 
The conclusion of Lemma 3.3 follows from the uniform ellipticity 
hypothesis (a). 
LEMMA 3.4. For any bounded domain G with cc Q there exists a 
positive integer J and positive numbers K, ~1, 0 < CI < 1, independent of n, such 
that the sequences (u, ) in Theorem 3.2 satisfies 
lI~,Il2+a,~~K for alI n > J. (3.8) 
Proof: By the structure of Q given in Section 2, we can choose an 
integer J such that Cc Q, for all j 2 J. We use the abbreviations 
2N 
‘=(N-2)s’ 
NB3, (3.9) 
where 
s = max (si: i = 1, 2,..., I} 
and the si are as in assumption (f2), There are three cases to be considered: 
(i) N = 2; (ii) N 3 3, p > N/2; and (iii) N B 3, 1 < p < N/2. The complexity 
of the proof increases from case (i) to case (iii) for the reasons outlined 
below. 
If N= 2, the embedding theorem C applies to I@‘(M) for arbitrary 
q > 1, leading to the uniform estimate (3.10) by Theorem A. The conclusion 
(3.8) then follows from Theorem D and an interior Schauder estimate. If 
N 3 3, Theorem C can be applied to I@‘(M) for arbitrary q > 1 if N Q 2p, 
but cannot be applied to W’,*(M) for such q. Therefore in case (ii) we first 
need to show that { un> is uniformly bounded in the W2*p(M) norm, and 
then we can proceed as in case (i). In case (iii), where N > 2p, this fails, but 
we are able to bootstrap p upward via use of successive subdomains to 
finally obtain an exponent pk > N/2, for which { un} is uniformly bounded 
in the W2+k(M) norm, and then proceed as in case (ii). 
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(i) The Case N=2 
Let M and Q be smooth bounded domains such that cc il4, 
A c Q c Q,. Lemma 3.3 and Theorem C imply that ll~~\l~,~,~ is uniformly 
bounded with respect to n for any q in 1 <q < co. Define F,(x) = 
f(x, u,(x)), n = 1, L.. Then IIFnIIO,g,Q is uniformly bounded by the growth 
assumption (f*). Since Lu, = F,, in Sz, for n> J by Theorem 3.2, it follows 
from the first part of Theorem A that 
I1412,q,M~ Cl> n 3 J, (3.10) 
for some positive constant Ci, independent of n, and for arbitrary q > 1. 
Sobolev’s embedding theorem D then implies that I(u,II I + a,W is uniformly 
bounded for arbitrary c1 in 0 < c( < 1. In view of the regularity hypothesis 
f~ C& from (fi), a classical interior Schauder estimate, see, e.g., [ 13, 141, 
implies the conclusion (3.8). 
(ii) The Case N>3, p>/N/2 
Let M, Q, and R be smooth bounded domains such that G c M, &? c Q, 
Q c R c n,. Lemma 3.3 and Theorem C show that ~~~~~~~~~~~~ is uniformly 
bounded, where p is defined by (3.9), and consequently IIF,II,,,, is 
uniformly bounded. As in case (i), application of Theorem A yields the 
uniform estimate 
II &II 2,p.g 6 c, 9 n 2 J, 
for some constant C, > 0, independent of n. Then Theorem C implies that 
Il~~IIo,y,Q is uniformly bounded for arbitrary q in 1 < q < co, and hence also 
IIFnllo,y,~ is uniformly bounded by (f& Another application of Theorem A 
gives the uniform estimate (3.10) for n > J, 0 < q < cc, and the proof of 
(3.8) is completed exactly as in case (i). 
(iii) The Case N 3 3, 1 < p < N/2 
A “bootstrap” argument will now be used to obtain (3.8). Define E ) 0 by 
N-+-2 
I+‘=-= 
(N+~)P 
2N ’ 
and let k 3 2 be the smallest integer such that 
p(1 +&y >f. 
Let { p,} be the recursive sequence defined by 
(3.11) 
PI-P> 
NPj-1 
pi=(N-2p;&Y’ 
j = 2,..., k. 
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Then 
In fact, 
pj>p(l +E)j-l, j= l,..., k. (3.12) 
2N 
“N+2’ 
N-2p<N(IV-2). 
N+2 ’ 
N-Zpj- I< 
N(N-2) p~,(N+‘)P(l+E)i~2=p~~+E)j~~ 
N+2’ ’ (N- 2)s 
Consider a sequence of smooth bounded domains Gi, i = l,..., k + 3, such 
that G,=G and Gi~Gi+,~Q, for i = l,..., k + 2. Lemma 3.3 and 
Theorem C show that 
II~,II0,2NI’~N-22),Ga+, 6 c for all n b J, 
for some positive constant C independent of n, and consequently 
Il~?lllO.p,Gk+Z is uniformly bounded by (3.9) and (f2). Then Theorem A 
implies the uniform estimate 
II~nI12,p,,Gk+2 G c*, n 2 J, (3.13) 
for another positive constant C, independent of n. By induction we obtain 
IlUnI12,p,,G~+3-,~ cj9 j = l,..., k, n>J. (3.14) 
This is true for j= 1 by (3.13), and if true for j (1 < j<k- l), then by 
Theorem C since sp,+ , = Npj/(N- 2pj) it follows that the sequence of 
norms 
IIUksp,+,,Gk+,-, 
is uniformly bounded for n 3 J. Then (f2) and Theorem A imply that 
Ib”l/ 2,~,+1sGk+z~,, j= l,..., k - 1, 
is uniformly bounded, completing the proof of (3.14). 
In particular, the sequence of norms IIu,II~,~~,~, is uniformly bounded for 
n 3 J. Since 
by (3.11) and (3.12), Theorem C shows that the norms IIu,II~,~,~~ are 
uniformly bounded for arbitrary q in 1 < q < co, and consequently that the 
same is true for the norms /IFJo,,,, by (fi). Theorem A then implies that 
11 un 11 2,q,G2 is uniformly bounded for 1 < q < co, n B J, and hence Theorem D 
implies that the norm of U, in C”‘(G,) satisfies 
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for some positive constants K, and GI independent of n, 0 < a < 1. The con- 
clusion (3.8) then follows from (fi) and an interior Schauder estimate. 
We also require estimates on the Holder norms of the functions U, over 
bounded domains M in Q such that A contains points of XJ. The next 
lemma is an analogue of Lemma 3.4 in this case. 
LEMMA 3.5. Let {u,,} be the sequence in Theorem 3.2. For any bounded 
domain M c Sz there exists a positive integer J and positive numbers K and tl, 
0 < c( < 1, independent of n, such that 
lI~,ll~+~,~<K for all n>J. (3.15) 
Proof: In view of Lemma 3.4, we need only consider the case that 
dMn &2 # @. The proof is a slight modification of the proof of 
Lemma 3.4. We shall indicate this modification in the case that 80 is 
unbounded. The case of bounded aQ is similar. 
The hypotheses on the domains Q and Q,, n = 1, 2,..., imply that there 
exists a positive integer J and an open bounded subset r of &2 such that 
AcQ,ur, n > J. 
The arguments of Lemma 3.4 can be applied with G replaced by M: Each 
time Theorem A is applied in these arguments, the boundary norm 
II%Ill2- l/y,l- must be added; but U, = 0 identically on r, and hence (3.15) is 
still obtained. 
Remark 3.6. Because of Theorems A, C, and D, the constant K in 
Lemma 3.5 depends only on the volume of M (not on its location), N, s, 
the ellipticity constant a,, and supn ali( i, j= l,..., N. By taking M in 
Lemma 3.5 to be M(x), as described in assumption (iv) of Section 2, we 
conclude from the estimate (3.15) that 
lu,(x)l d K, for all x~i2uaQ, n = 1, 2 ,..., (3.16) 
where K, is independent of both x and n. 
4. EXISTENCE OF POSITIVE SOLUTIONS 
A solution of the boundary value problem (1.1) in Qu 852 is defined to 
be a function 
such that u satisfies the differential equation Lu(x) =f(x, u(x)) for all 
x E ,52, and u(x) = 0 identically on XJ. 
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THJZOREM 4.1. Let {un} be the sequence in Theorem 3.2. There exists a 
subsequence (uz } of {u, > which converges both weakly in Wk2(a) and 
locally uniformly in C’(Q) to a bounded solution u(x) of (1.1) in Qu BQ. 
Proof: For every i= 1, 2,..., Lemma 3.5 shows that there exists a 
positive integer Ji and positive constants Ki and ai, independent of n, such 
that 
lI4lI 1 +a,,il, G K for all n>Ji, i= 1, 2 ,.... 
The compactness of the injection C”‘(ai) -+ C’(D,) (0 <a < 1) implies 
that a subsequence { uk ] of { ut- ’ } can be defined inductively which con- 
verges in the C1(fii) norm to a function uie C1(Qi), i= 2, 3,..., where 
uA=u,, n>J,. Since aicQ,+,, u’+‘=u’on 5, for i=l,2,... and hence a 
function u in the entire domain Sz can be defined by U(X) = U’(X) if x E fii, 
i= 1, 2,.... Then the diagonal sequence {u;(x)} converges in the C’(H) 
norm to u(x) on any bounded domain Mc Q. Let G be any bounded 
domain with Gc 0. By Lemma 3.4 the norms I~u;I~~+~,~ are uniformly 
bounded with respect to n for some CI, 0 < CI < 1. Since C2 + ‘(G) -+ C’(G) is 
compact, {u;} has a convergent subsequence {u,*} in the C’(G) norm to a 
function u* E C’(G). In particular {u:} and { Lu,* } converge uniformly in 
G to u* and Lu*, respectively, which must be u and Lu, respectively, by the 
first part of the proof. It follows from Theorem 3.2 that Lu =f(x, u(x)) on 
G, and hence u E C2 +“(G) by a standard Schauder estimate. Furthermore, 
u E C’ +‘(A) for all f@ c Q u as2. Since U(X) = lim, _ IxI u,*(x) uniformly in 
ai for any i and u,+(x) = 0 identically on aQ, by Theorem 3.2, u(x) = 0 iden- 
tically on aQi, and hence u(x) = 0 for all XE &2. We conclude that u is a 
solution of (1.1) of class CfOzz(Q) n Clot l+ “(Q u ?JQ). The weak convergence 
in Wk2(Q) of a subsequence of { uz} to a function r7 E W,$‘(sZ) follows from 
the uniform boundedness of the norms ilu,*Il ,,2,a (Lemma 3.3). Further- 
more, ii = u in any bounded domain A4 c Q since {u,* } converges to u in 
the C’(m) norm. The boundedness of u is a consequence of (3.16). We next 
show that the solution u constructed in Theorem 4.1 is nontrivial. 
LEMMA 4.2. Let I2 denote the functional (2.3). If {u,f} and u are as in 
Theorem 4.1, there exists a subsequence { uz*} of {u,* > such that 
lim, + nL‘ z,(u,**) = 12(u). 
Proof From the definition of F(x, t) in assumption (f4), 
f;(x, t2)-F(x, t,)= j)x. t) dt 
=(t2-t*) j;.r-c x, t,+O(t*-tt,))d@ 
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Then using Fubini’s Theorem and assumption (f2) we obtain 
lZAu,*) - Z,(u)1 d j* Ii? x, u,*(x)) - F(x, u(x))1 dx 
ci j’j I= 1oQ Ifi(x) %3x) -f,(x) u(x)1 . 
x \u(x)+O[u,*(x)-u(x)](“~dx~dO 
where 
t 8”’ luf(x) - U(X)p] dx. 
An application of Holder’s inequality with exponents p = si+ 1 and 
q = (si + 1 )/si gives 
T(u,*; e)G llfi(",* -~~II0,s,+1,0CII~ll~,d,+,,R+e9~ lI n*Il&,+I,nl. (4.1) 
We now apply Theorem B in the case m = 1, p = 2, q = si + 1; since each 
si < (N + 2)/(N - 2) by hypothesis, q < 2N/( N - 2). From the uniform 
boundedness of II uf jl ,,z R by Lemma 3.3, it follows from Theorem B that 
Il~,*llo,\,+ I.R also is uniformly bounded. Furthermore, in view of (f5), 
Theorem B in the case g =S,, q = si + 1 implies that {u,* } has a sub- 
sequence {u:*} such that 
lim ll~jfi(~,**-~)IIO,s,+l,R=O n-r 
for i = l,..., I. Hence (4.1) shows that 
lim a,(~,**, e)=o, i=l ,..., I; oded I. 
n- Yz 
Since each x,(u, , ** 0) is uniformly bounded by a polynomial in 0 for 
0 < t!I < 1, we conclude from Lebesgue’s dominated convergence theorem 
that 
lim Z,(u,**) - Z2(u) = 0. 
n-x 
LEMMA 4.3. The nonnegative solution u(x) of (1.1) constructed in 
Theorem 4.1 is nontrivial. 
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ProoJ Let {u,** } be the sequence constructed in Lemma 4.2. In view of 
properties (B) and (C) of Theorem 3.2, Green’s theorem applied to u,** 
gives, since u,** has compact support Q,,, 
o<icz(u:*)=J’nf(x, u,**(x))u,**(x)dx-z*(u,**), n = 1, 2 ,.... (4.2) 
It follows from (&) and (4.2) that 
where Holder’s inequality was used at the last step, as in (4.1). The proof of 
Lemma 4.2 shows (via Theorem B) that {u:*} has a subsequence, still 
denoted by (tin**}, such that 
i=l ,..., I. Then (4.3) and Lemma 4.2 imply that 
for some positive constant K, showing that u(x) is not identically zero. 
LEMMA 4.4. The solution u(x) of (1.1) constructed in Theorem 4.1 
satisfies 
uniformly in 0 
ProoJ: In view of assumption (iv) on the geometry of Q (Section 2), 
and the fact that u E W$‘(Q), the conclusion of Lemma 4.4 will follow if it 
can be shown that there exists a positive constant C such that 
4x) d c 1141 ,2,M(x); IWx)l G c 114 1,2,M(X)> (4.5 1 
for all x E B, where M(x) is as in assumption (iv). 
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To prove (4.5) we use the notation 
o=min{s,: i= l,..., I}; 
2N 
P=(N-2)(r’ 
M(x, t)= {yEM(x): /y-xl <f), XE8, o<t<1. 
There are three cases to be considered. 
(i) The Case N = 2 
Theorem C implies that there exists a positive constant C such that 
II4 O,y.M(x) 6 c II4 I,Z,M(.Y)> XEQ (4.6) 
for arbitrary q in 1 <q-c co. Since si>a for each i= l,..., Z, (3.16) shows 
that 
IU(X)14s,/a~K~~u)Ylu lu(x)lY, XEQ 
for i = l,..., I. In view of assumption (.f2), there exists a positive constant C, 
such that 
Let F(y) = f( y, u(y)) as before. Then 
llf’ll O,y/o,M(.Y) G c2 l14G,y,M,Y) 
for another positive constant C,, and (4.6) yields 
IIFII O,y/u,M(.x) G ‘2” IIU/I:,2,M(r,. 
We now apply Theorem A to obtain, for fixed t E (0, l), 
Ilull 2,y/u.M(.r.r) d C~CllFlIo,q,~,.q\-, + lidlo,w(r~l 
6 C,CC2C” I/~II7.,.,(,) + c Ilull 1,2,M(.r)l 
d CA Ilull l,Z,M(r) 
for some constant C,>O since 0 > 1 by (f2) and Ilull 1,2,n< K by 
Theorem 4.1. Since q is arbitrary (1 < q < co), the Sobolev embedding 
theorem D shows that 
Ilull 1 +a,&i(x.r) G c Ilull 1,2..M(.Y)> (4.7) 
proving (4.5) in case (i). 
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(ii) The Case N > 3, p b N/2 
Theorem C implies that 
II4 O,po.M(x) d c Ilull 1,2,M(X,~ XEQ, 
for some constant C > 0. The same proof as in case (i) leads to 
IIFII O,p,M(x, G c5 II4~.2,M(.~,~ 
and hence Theorem A implies the inequality 
II 4 2,p,M(r,r, G G Ilull l,Z,M(x, 
Since p > N/2, application of Theorem C gives 
1141 O,y,M(x,r, d c, II4 Z,p,M(r.r, 
G G G II4 1,2,M(x, 
for arbitrary q in 1 <q < co, of the form (4.6). We can then proceed as in 
case (i) to obtain the following analogue of (4.7): 
II4 I +a.A(.r.r/2, G c Ilull l,Z.M(.x,. 
This completes the proof in case (ii). 
(iii) The Case N 2 3, 1 < p < N/2 
A bootstrap argument as in Lemma 3.4 shows that there exists a positive 
constant C such that 
Ilull I +a,M(x,r/k, Gc II4 1,2,M(x)> 
where k is a suitable positive integer depending on 0, and t is a fixed num- 
ber in (0, 1). This completes the proof of (4.5). 
THEOREM 4.5. The boundary value problem (1.1) has a nontrivial solution 
u E C&z *(.Q) n C,‘Oz “(8) n Wk2(Q), which is positive in Q and satisfies (4.4). 
Proof. All the conclusions except the positivity of M follow from 
Theorem 4.1 and Lemmas 4.3 and 4.4. On account of (1.1 ), (4.4), and 
assumptions (b), (fi), there exists a positive constant y such that u(x) 
satisfies the linear elliptic inequality 
- 2 Dj[a,-(x)D,u]+yu>O, xEQ. 
i,;= 1 
(4.8) 
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Since U(X) is a nontrivial nonnegative solution of (4.8) in Qn, the strong 
maximum principle [22] applied to Q, shows that U(X) > 0 throughout Q,. 
Since n is arbitrary, U(X) is a positive solution of (1.1) in Q. 
The existence of a bounded positive solution of the differential equation 
(1.1) (without the boundary condition on i352) in the entire space RN, 
satisfying conditions (4.4) at co, is proved by exactly the same procedure, 
with only trivial modifications. 
Remark 4.6. Assumption (fs) was needed only for Lemmas 4.2 and 4.3, 
in order to prove that the solution U(X) in Theorem 4.1 is nontrivial. In the 
special case that Q = RN, b(x) = b”(r), f(x, u) =T(r, u), Lu = --Au + !$r)u, 
where r = 1x1, and f(r, t) - &r)t nonincreasing in r for all t 30, condition 
(fs) can be deleted. In this case, a result of Gidas et al. [9] guarantees that 
the solutions u,(x) in Theorem 3.2 are radially symmetric and nonincreas- 
ing functions of r. Furthermore Lemma 1 of Strauss [23] implies that 
br~(~)l 6 c ix:l” - N)‘2 bnll 1.2.R” for 1.~1 > 1, 
where C depends only on N. It follows from this estimate and Lemma 3.3 
that 
Iu n (x)1 d Cl (Xl(l~ N)i2, n = 1, 2,..., (4.9) 
for some other positive constant C,, depending only on N. 
One can give a simple comparison argument using (4.9) and the 
maximum principle to deduce that 
0 6 u,(x) 6 c2 e - iilr’, XEQ, n = 1) 2,..., (4.10) 
where C2 and 6 are positive constants independent of n. The convergence of 
{u,} to a positive exponentially decreasing solution u of (1.1) in RN then 
follows from (4.10) and Theorem 3.2. This result is already known: it has 
been obtained, for example, by Berestycki et al. [4] and by Strauss [23] 
using approaches different from ours. 
Accordingly, under the special conditions in Remark 4.6 an analogue of 
Theorem 4.5 including exponential decay of the solution at cc is obtainable 
directly from Section 3. Theorem 4.7 below is a result of the same type for 
the general boundary value problem (1.1). To avoid technical questions we 
restrict our attention to an exterior domain 52, i.e., 52 contains the com- 
plement of some ball. 
THEOREM 4.7. Let .Q be an exterior domain in RN, N > 2. Then there 
exist positive constants C and 6 such that the positive solution u(x) of (1.1) in 
Theorem 4.5 satisfies 
for all x E Q. 
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Proof: Let L, and L, be the operators defined by 
LO= ? Di CaijCx) Ojl, L,= -L,+& 
ij= 1 
where b, is the positive constant in assumption (b). Let 
u(x) = u(x; c, 6) = cw6’” 
for positive constants C and 6 to be determined. A direct calculation shows 
that 
Let n(x) denote the maximum eigenvalue of (aJx)) and define 
A, = sup /l(x), 
xeR 
A, = sup : Im-~&)ll~ 
.XER i,j= 1 
which are both finite by assumption (a). Then 
for all XEQ, x #O. Hence we can choose a sufficiently small positive num- 
ber 6 such that 
IL34x)l G I~,u(x) for all ~~52, 1x1 > 1; 
and therefore u(x) = C exp( - 6 1x1) satisfies the inequality 
L,v= -L,o+fb,u>O (4.11) 
for all XEQ with (xl > 1 and for all positive constants C. 
It follows from Lemma 4.4 that, for arbitrary E > 0, there exists a positive 
constant R, such that 0 <u(x) < E for all 1x1 > R,. By assumption (f2), 
u-(x, 4x))l G =i fix) 14X)lS’? XEO, 
i= 1 
where each si > 1 and each fi(x) is nonnegative, continuous, and bounded 
in Q. Hence there is a number R > 1 such that 
Ifk 4x))l G th&) for all XEO,, (4.12) 
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where Q,= {xEQ: (xl >Rj. Then (1.1) and (4.12) show that U(X) satisfies 
the inequality 
L,u(x) = -L&(X) + ib,u(x) =f(x, u(x)) + [-b. - b(x)] u(x) 
d [b, - b(x)] u(x) < 0 (4.13) 
for all x E Q,. We can assume that U(X) < 1 for 1x1 > R. Let C = esR in the 
definition of u(x). Then on (xl = R, 
u(x) = Cexp( -6 1x1) = 1 > u(x), 
and (4.11) and (4.13) show that 
L,(u-u)>O in G?,, 
O--U30 on anR, (4.14) 
u(x) - u(x) -+ 0 as (xl -+ rx). 
The maximum principle for L, {extended to the unbounded domain Q,) 
implies that U-U 2 0 throughout Q,. This proves that 
u(x) < u(x) = CeCS’“‘, xEsz,, 
where C = esR and C, 6 are independent of x. 
5. EPILOGUE 
Our concluding remarks concern the hypotheses (a), (b), and (f,)-(f5) 
used to prove the existence of nontrivial solutions of (l.l), and especially 
the effect of modifying these hypotheses. In fact, all but (f5) are needed to 
obtain solutions u,(x) of Dirichlet problems on bounded domains Q, via 
the critical point theory of Ambrosetti and Rabinowitz [ 11. The unboun- 
dedness of Q requires (f5) in order that the embedding theorem B of Berger 
and Schechter [6] can be applied. Accordingly, (f5) is a technical 
requirement which very likely could be weakened. Condition (fX) is simply 
a statement that the problem under consideration here has a nonlinearity 
which is unbounded above; the easier case of bounded nonlinearities can be 
handled by a global subsolution-supersolution approach [ 19,201. 
Furthermore, the conclusions are quite different in the case of bounded 
nonlinearities: Nontrivial nonnegative bounded solutions of the problem 
Lu = 1,(x, u) in 9, 4an=o 
exist only for sufficiently large positive constants 1 [3, 4, 20, 231 
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For autonomous equations Lu=f(u) in either bounded or unbounded 
domains, Pohoiaev [21], Berger [S], Strauss [23], and others have 
shown that the condition max si < (N+ 2)/(N- 2), iV2 3, in (f2) is 
necessary for the existence of nontrivial solutions. Similarly in the case of 
variable coefficients, global nontrivial nonnegative solutions with exponen- 
tial decay at cc do not exist in general if this condition fails. Consider the 
example 
-Au = -b,u + g(x) 2.8, XER~,N>~, (5.1) 
where b0 is a positive constant, g(x) 2 0, g E C:,,(RN), and x .Vg(x) < 0 in 
RN. Application of the divergence theorem to (x. VU) Vu in a ball of large 
radius a shows, similarly to [S, 21, 231, in the limit a -+ co that a non- 
negative solution of (5.1) which is exponentially small at infinity satisfies 
the modified Pohoiaev identity 
s b+*(x) dx RN 
= l-Z+& s(x)+& x.Vg(x) 1 U’+‘(X) dx. 
The left side is positive if U(X) is nontrivial, but the right side is nonpositive 
if 
1 -q+-$,o, i.e., if 
N+2 
s 3 -, 
N-2 
N> 3. (5.2) 
Therefore a nontrivial global solution of (5.1) satisfying the conclusions of 
our theorems does not exist if (5.2) holds, indicating the necessity of (f*). 
Berger’s proof [S, p. 2591 also shows that every solution of (5.1) which is 
sufficiently small at co is necessarily the trivial solution in the cases (i) 
6,<0 and (ii) g(x) <O for all x. 
Global nonexistence results under different geometric assumptions 
and/or different structure hypotheses on the differential equation have been 
obtained recently by Esteban and Lions [S], Gidas and Spruck [lo], and 
Toland [24]. In particular, nonexistence theorems for the equation 
-Au = g(x) us, g(x) 2 0 in RN, are contained in [ 10, 241, and additional 
results follow from known oscillation theorems, i.e., criteria for no positive 
solution to exist in any exterior domain. Indeed, oscillation criteria in 
[17, 181 imply surprisingly sharp global nonexistence theorems for this 
equation. The sharpness is demonstrated by recent global existence 
theorems of Kawano [ll], Kusano and Oharu [12], and the authors 
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[ 191. Esteban and Lions [8] have proved the nonexistence of any non- 
trivial solution of boundary value problems of the type 
-du=f(u)inQ, fKJ)=O, 
Ul%2=0, lim u(x)=0 
1x1 - 2 
and more general problems, for classes of unbounded domains Q t RN 
including, for example, half spaces. Except for the sharp results for the 
equation -Au = g(x) us mentioned above, the general picture remains 
hazy. 
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