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PURPOSE OF THE MEETING
Background
A passing score, irrespective of any particular examination, should be revalidated every three to five years to ensure that the standard is still appropriate. A rigorous and valid process to establish the cut score should in particular be adhered to for licensing examinations (Cizek, 2012) . This report outlines the processes, procedures and results of a standard setting exercise carried out for the Medical Council of Canada's Qualifying Examination Part II (MCCQE Part II). On February 23-25, 2015, 20 physicians from across Canada met at the Medical Council of Canada (MCC) office in Ottawa to participate in a three-day standard setting exercise that led to the recommendation of a passing score for the MCCQE Part II examination. The MCCQE Part II is a national, standardized examination that assesses the core fundamental knowledge, skills and attitudes expected of all physicians, regardless of specialty, essential for medical licensure in Canada prior to entering independent practice. The MCCQE Part II is composed of a series of Objective Structured Clinical Examination (OSCE) stations that may include, but are not limited to, problems in medicine, pediatrics, obstetrics, gynecology, psychiatry and surgery.
Our standard setting exercise resulted in a recommended passing score for consideration by the Central Examination Committee (CEC). Panelists were informed that their role was one of recommending a passing score rather than setting a passing score. Final approval of the recommended passing score is the responsibility of the CEC; a body which is responsible for the oversight of the MCCQE Part II, including the approval and maintenance of exam content and approval of exam results.
PROCEDURES
The present standard setting exercise was preceded by a review of potential methods and related issues to consider for setting passing scores on exams such as the MCCQE Part II that is composed of OSCE stations. In evaluating standard setting methods that are appropriate for the MCCQE Part II, taking into account the multidimensional nature and complexity of OSCE stations, two methods were considered for this standard setting exercise: the contrasting groups and borderline group methods. A modified version of the borderline group method had been used to determine the cut score on the MCCQE Part II exam from its inception until fall 2012. This method used physician examiners' global rating judgments provided while scoring the examination to set the standard for each examination. The National Assessment Collaboration Exam used the borderline group method in a panel based standard setting exercise in March 2013. The CEC had been given information on these activities and endorsed our recommendation that the borderline group method be used for the spring 2015 standard setting exercise for the sake of consistency across OSCEs.
Planning of the standard setting exercise, as well as the review of materials and documents, was conducted by two MCC psychometricians. Other MCC staff supported the preparation and delivery of the standard setting exercise. In the remainder of this section, we present a description of how the panelists were selected, the information provided to the panelists prior to the three day meeting, the method used to set the passing score, and a description of the events that took place during the three-day meeting.
Selecting Panelists
Many features of a standard setting exercise can influence the validity of the recommended passing score as well as its associated process. One of these features is the selection of wellqualified panelists. In October 2014, the MCC sent an email to physician test committee members and physician examiners soliciting participation in our standard setting exercise, which resulted in more than 50 physicians being nominated. Each nominee completed a demographic information form. The original invitation email and demographic information form are shown in Appendix A.
On the basis of the demographic information collected, MCC staff selected 20 participants with the intent to create two matched panels of ten panelists each, denoted as subpanel 1 and subpanel 2 in Table 1 . While a multitude of background information was collected, we focused the assembly of the two panels using the variables listed in Table 1 . Every effort was made to match both panels as closely as possible on the following key variables: gender, geographic region, ethnic background, medical specialty, and number of years in practice. 
Assigning Panelists to Tw o Panels
Panelists were assigned to one of the two panels on the first morning of the standard setting exercise. The primary purpose of having two panels was to allow MCC staff to assess the generalizability of the passing score across both matched groups. Furthermore, smaller panels foster more discussion amongst members. If a panel is too big, it becomes more difficult for individual panelists to share their views due to competing availability of time and other group dynamic factors. Splitting panelists into groups tempers this concern.
Additionally, having two panels allows us to assess the generalizability of the passing score across groups (i.e., can we replicate the passing scores across two matched panels?). Demonstrating this comparability across two independent panels lends considerable credibility to the ensuing passing score. When panel passing scores are highly related, they are usually averaged to produce a passing score after each round. Conversely, in instances where they diverge, a discussion among panelists can follow to clarify any reasons that might account for this discrepancy (e.g., the two panels simply had very different ideas, or one or two panelists were exerting substantial influence on the ratings of others, etc.). The use of parallel panels in recommending passing scores has become commonplace in recent years and is best practice due to the added value of these two sets of recommendations.
Advanced Mailing
In an effort to provide background information and allow the panelists to prepare for the standard setting exercise prior to the meeting, panelists had previously received the following documents:
(1) an agenda for the meeting (see Appendix B); (2) a description of the unacceptable/poor, just qualified/borderline pass, and acceptable/good candidates generated by the OSCE test committee and reviewed by the CEC (see Appendix C) and; (3) three papers which provided an overview of standard setting (Boulet, De Champlain, McKinley, 2013; De Champlain, 2004; De Champlain, 2013) .
Method to Set a Passing Score
Several methods have been proposed for setting passing scores on exams such as the MCCQE Part II. Methods that work well with one exam format may be inappropriate with another. The MCCQE Part II is a performance assessment using two slightly different OSCE station formats:
(1) ten-minute stations with checklist items, oral questions and rating scales and; (2) couplet stations with checklist items, rating scales and written questions with six minutes devoted to the patient encounter and six minutes for the written questions.
For both types of OSCE stations, we chose an examinee-centered method (the borderline group method) which is particularly well-suited to the complex, multidimensional nature of performance assessments. The borderline group method requires that panelists provide a holistic judgment of each candidate score sheet and assign each to one of the three levels (1-3), corresponding to unacceptable/poor, just qualified/borderline pass, or acceptable/good performance on an OSCE station.
Description of Events During Three-Day Meeting
The agenda for the three-day meeting is provided in Appendix B. The majority of the morning of the first day was devoted to training the panelists, followed by two rounds of collecting panelists' ratings over the remainder of the three-day meeting. The meeting began with an introduction of panelists as well as an overview of the purpose of the meeting. This was followed by an outline of the MCCQE Part II and its content, station formats, and scoring information. The next section of the exercise was devoted to a thorough discussion of the just qualified/borderline pass candidate (detailed description provided below). This was followed by an hour-long training session on the ten-minute station and couplet station types (the training of the couplet station occurred prior to the first couplet station on the second day of the exercise).
DESCRIPTION OF THE JUST QUALIFIED CANDIDATE -DISCUSSION
Working with the OSCE test committee and the CEC, MCC staff members generated a description of unacceptable/poor, just qualified/borderline pass, and acceptable/good candidates. These descriptors are presented in Appendix C. Panelists were asked to adopt these descriptions and identify candidates whose performance they thought reflected that of a just qualified or borderline pass candidate. The definitions were reviewed and a group discussion was facilitated to ensure that all panelists had a common understanding of candidate performance prior to the training sessions (approximately one hour was devoted to this discussion). The definitions and discussions were important because the actual performances of these just qualified candidates on the exam were then used to arrive at a passing score.
STANDARD SETTING AND BORDERLINE METHOD -TRAINING
Prior to commencing the collection of ratings for each station, a thorough training session was conducted, utilizing a video as well as live performances on a ten-minute station and a couplet station. The stations selected for training were different than the 12 stations used for the remainder of the exercise; however, the stations had been used in a previous MCCQE Part II exam form. The purpose of the training sessions was to familiarize the panelists with the format of the stations and good as well as poor performances. In the training session for both station types, a video of a good candidate performance was shown to the entire group of panelists. Next, two live performances of the same station were conducted in vivo, reflecting good and poor performances, respectively. Ample time for discussion of each station type and the performances were allotted to ensure a common understanding of the categories of performance, in particular their understanding of the just qualified/borderline pass candidate in the context of the MCCQE Part II. Together, the training was of approximately two hours in length; one hour for the ten-minute station and one hour for the couplet station, respectively.
COLLECTION OF RATINGS, BORDERLINE GROUP METHOD
The two panels were assigned to different rooms and facilitated by two psychometricians (subpanel 1 and 2). For each station, panelists were familiarized with the station's content, targeted knowledge, skills and abilities, and the scoring rules through discussions with two MCC test development staff (subpanel 1 and subpanel 2). The subpanels then observed a video of a good candidate's performance on the station.
Subsequently, the panelists independently reviewed a set of 50 candidate score sheets for that station, ordered from the highest to the lowest station score, and assigned a rating from 1 to 3 (again, either unacceptable/poor, just qualified/borderline pass, or acceptable/good). There was no limit specified on the number of borderline candidates that they could identify. The process was repeated for each station.
Data Sources
The standard setting exercise was conducted using the fall 2014 test form of the MCCQE Part II. Stratified random sampling by total score was used to select 50 candidates whose performance represented a wide range of ability levels: (1) 32% with a total score between 0 and 60, (2) 36% with a total score between 60 and 70 (this range is the middle of the score distribution), and (3) 32% with a total score between 70 and 100. Because watching candidate videos would be too time-consuming for 50 candidates per station for 12 OSCE stations, the actual candidate score sheets for each station were used as a proxy to candidate performance. The candidate score sheets were ordered from the highest to lowest station score for each station. For each candidate score sheet, each panelist provided a rating of 1 for unacceptable/poor performance; 2 for just qualified/borderline pass performance or; 3 for acceptable/good performance. In summary, for each of the two rounds, for each panelist, we collected 50 data points per station (one data point for each of the 50 candidate sheets) and 600 (50 x 12) ratings across the 12 stations. (There was an exception for Round 1 -one panelist had three stations that were not saved to the database and another panelist had one station that was not saved to the database). A more detailed description of the two rounds is provided below.
Round 1
The collection of each panelist's independent judgments for each of the stations in Round 1 followed a four-step process: (1) description of the content of each station including the scoring rules; (2) a video presentation of a candidate performance; (3) discussion of the station; and finally; (4) the actual provision of the 1-3 standard setting judgments (unacceptable/poor, just qualified/borderline, or acceptable/good) for each of the 50 candidate score sheets (ordered from the highest to lowest station scores). Initially, panelists were given approximately 60 minutes to complete the rating task for the first few stations. Over the course of reviewing the 12 stations, these allotments were reduced to approximately 45 minutes, based on observed pacing. Panelists were always allowed more time if required, and each panelist provided ratings independently of other panelists. No discussion of ratings took place during this part of the exercise. Ratings were entered electronically into an MCC-designed standard setting electronic data capture tool. All ratings for Round 1 were completed by mid-afternoon on the second day of the three-day exercise. The two panels were then trained together on the Hofstee method and were asked to provide these judgments, as described in the Hofstee section below.
During our analyses of the impact data, we discovered that ratings for four stations (three for one panelist and one for a different panelist) had not been captured in our electronic data capture tool (200 out of 12,000 or 1.6%). These data were treated as missing when calculating each panelist's passing score (or cut score) and analyzing the impact data. At the beginning of Round 2a, the two subpanels reconvened and the following information was presented to both groups at the same time: (1) an explanation of how the cut score for each panelist was calculated; (2) a description of the cut score by subpanel and combined across subpanels; (3) the percentage of failures for first time test takers, by panelist, by subpanel, and overall; (4) the percentage of failures for Canadian trained first time test takers, by panelist, by subpanels and overall; (5) Hofstee results and; (6) historical failure rates. The two subpanels were then separated to discuss the impact data for approximately 15 minutes. Each subpanel appointed a spokesperson to present a summary of their subpanel's discussion to the full group (approximately 10 minutes), which was then followed by a full panel group discussion (approximately 10 minutes).
Round (2a)
The meeting then proceeded with the collection of each panelist's independent judgments for each of the stations in Round 2a according to the following two-step process: (1) a brief summary of the content of each station and; (2) their second round of ratings of the 1-3 standard setting judgments (unacceptable/poor, just qualified/borderline, or acceptable/good) for each of the 50 candidate score sheets. Due to the fact that a small set of station ratings were not captured during Round 1, staff checked that panelist ratings were captured in the database before proceeding to the next station. In the MCC-designed standard setting electronic data capture tool, each panelist entered their ratings for each station for this second round. Ratings from Round 1 were presented to panelists on the same screen for their reference.
Just before lunch on the third day (by this time, most panelists had entered ratings for nine to ten stations), it was brought to the attention of one of the facilitators that some of the ratings from Round 1 presented in the standard setting electronic data capture tool did not seem to match two of the panelists' recollection of their ratings. We printed a copy of the two panelists' ratings and discovered that the ratings from Round 1 were not correctly placed on the screen for at least one station. The facilitators, in conversation with PAS and EB Directors, decided to stop the exercise and break for lunch while our Information Technology (IT) staff evaluated the impact of the incorrect presentation of Round 1 ratings. After a longer lunch break, IT staff's preliminary investigation indicated that panelists were presented incorrect initial ratings on more than one station for potentially all panelists. To ensure data integrity, we decided to recollect Round 2 ratings for all 12 stations from all panelists (c.f. Round 2b next).
Round (2b)
The meeting proceeded with the collection of each panelist's independent judgments for each of the stations in Round 2b. Each panelist was provided their ratings for Round 1 and the ratings they had completed for nine to ten stations from Round 2a on paper. Given some of the challenges with the electronic data capture tool, we asked panelists to also write down their Round 2b ratings on their printed copies. Following Round 2b, the standard setting exercise proceeded as planned with a gathering of Hofstee data and a presentation of the Round 2b MCCQE Part II passing score.
Quality Assurance
As a quality assurance (QA) measure, post standard setting, we compared the results of the online ratings to the paper ratings that each of the panelists provided due to our concern of panelists' fatigue and the resulting potential of data entry errors. The paper ratings were entered twice into an excel sheet independently and compared to the online ratings provided in Round 2b. One hundred and eighty-nine (1.6%) ratings (out of 12,000 total ratings) were not consistent between Round 2b and QA entries. Most of the inconsistencies in ratings were due to two panelists; 24 from one panelist, and 68 from a second panelist. The second panelist had the ratings for one station captured incorrectly, where the ratings for station C07 and C09 were identical. Based on our evaluation, we deemed the QA paper entries to be more accurate. Thus, we recommended that the passing score resulting from our QA check be adopted by the CEC. In this report, Round 1 and Round 2b results are presented along with the recommended passing score from the QA process.
Incorporating political and other considerations: The Hofstee Method
Prior to concluding each round, we asked panelists to answer four specific questions which define the Hofstee method. The latter is generally viewed as a procedure which allows judges to gauge the appropriateness of standards in light of a reality check which includes both criterionreferenced (acceptable cut score) and norm-referenced (acceptable failure rate) considerations. A description of the method was presented to the group as a whole followed by the entry of their judgments on paper (see Appendix D). Specifically, panelists were asked to specify the lowest and highest passing scores that they believed were reasonable for the MCCQE Part II exam. Additionally, panelists were asked to provide the lowest and highest failure rates that they felt were tolerable. Panelists provided acceptable low and high passing score values on the actual percent-correct scale (i.e., between 0 and 100), i.e., not on the reported score scale (also between 0 and 100).
Since Hofstee ratings permit the integration of both criterion-referenced and norm-referenced considerations to gauge the appropriateness of passing scores derived using the borderline group method, our hope was that the passing scores would fall within the range of acceptable values considered by members of the panel (i.e., their "gut" estimates).
CALCULATION OF THE CUT SCORE
A panelist's passing score (or cut score) on an OSCE station corresponded to the median station score for those candidates they identified as just qualified/borderline. To illustrate, assume that panelist A classified the following score sheets for Station 1 as just qualified/ borderline: 66.5, 62. 7, 65.8, 63.4, and 61.9 . Note that these values are the Station 1 scores associated with the five candidates that panelist A judged as just qualified/borderline. Computing the median of these score sheets, yields the estimate of the cut score for panelist A for Station 1, i.e., median = 63.4. This process was repeated for each station and for each panelist. Once the station cut scores for each panelist were obtained, the median of the panelist's 12 station cut scores was calculated as that panelist's overall MCCQE Part II cut score. Since panelists were organized into two groups, the median of the 10 panelists' passing scores in each subpanel was also calculated and used as the passing score for that subpanel. Finally, the two estimates from the two subpanels were then averaged to obtain an overall recommended MCCQE Part II passing score.
It is important to reiterate that throughout the three days, panelists were routinely reminded of the definition associated with the just qualified/borderline candidate as they were carrying out the task of rating the candidate score sheets. The standard setting exercise concluded by asking all panelists to complete an evaluation survey which gauged their impressions of various aspects of the exercise as well as their confidence in the recommended passing score for the MCCQE Part II examination. Table 2 presents the computed passing scores for subpanel 1 and 2 as well as the mean of both panels for Round 1, Round 2b (final online ratings), and QA ratings (final paper ratings). As shown in Table 2 , Round 1, Round 2b and QA ratings were very similar across subpanels; however, the variability across raters decreased in Round 2b and the QA version suggesting higher agreement as to what the recommended cut score should be. 
RESULTS
Borderline Group Results
Generalizability Theory Results
Generalizability (G) Theory is a statistical theory that provides a framework to estimate the dependability (i.e., reliability) of behavioural measurements (Shavelson & Webb, 1991) . Dependability refers to the accuracy of generalizing from a person's observed score on a test or other measure to the average score that person would have received under all the possible conditions that the test user would be equally willing to accept (Shavelson & Webb, 1991) . Gtheory provides a summary coefficient reflecting the level of dependability (D-coefficient) and a generalizability coefficient (G-coefficient) that is analogous to classical test theory's reliability coefficient. Multiple sources (commonly called facets) of error in a measurement, can be estimated separately in a single analysis e.g., persons or candidates, items (or in the case of OSCEs, stations), raters or subpanel. The purpose of our analyses was to determine how much variance was attributable to sources that are undesirable, such as raters, subpanels, and stations and how much variance was due to actual differences in candidate abilities (true score variance, which is desirable in an effort to separate passing from failing candidates).
We conducted a G-study with three facets (station, rater and subpanel) in a person x station x (rater: subpanel) design. In other words, the same 50 candidates were rated on the same stations by panelists who were nested (assigned) to a specific sub-panel. The ratings obtained from the QA process were used for these analyses. Table 3 shows the variance components for the candidates' ratings as well as each source of possible measurement error. The largest facet, not surprisingly, was the person x station interaction which accounted for 47.9% of the total variance. This indicates that the performance of candidates (on the 1-3 scale) varied by station. This is commonly referred to as case specificity (Norman, Bordage, Page & Keane, 2006) , which implies that success on any case or station is specific to that case and does not generalize very well to other stations. This is a common occurrence in OSCEs due to the smaller number of stations that can be realistically administered in an exam form (as compared to MCQs, for example). The second largest effect was noted for the person facet (13.1% of total variance), which indicates that candidates did differ in their overall ability. This is akin to true score variance and suggests that the MCCQE II was able to separate out candidates, in terms of their ability level. The third largest effect was reported for the station facet which accounted for 8.5% of the total score variance. This suggests that stations differed in their overall difficulty level.
Because the raters (or panelists) were nested within each subpanel, the rater effect cannot be interpreted without the associated nested component of panel. The rater-related effects were the next group of facet effects that were examined: rater: panel accounting for 1.1% of total variance; station x (rater: panel) explaining 4.1% of total variance and; person x (rater: panel), accounting for 0.2% of total rating variance. These results indicate that about 1.1% of the total rating variance was due to the rater nested within the panel. In other words, the cut score was nearly identical across raters.
The panel related effects were the next group of effects that were examined: panel accounted for 0.1% of the total rating variance; whereas the person x panel and station x panel effects accounted for essentially no rating variance. These results indicate that there was a negligible amount of variance due to the two subpanels. These findings indicate that: (a) the cut score was nearly identical, irrespective of subpanel. The G-coefficient and D-coefficient for this model was 0.76 and 0.73 respectively, which indicates that the ratings provided for this standard setting exercise would generalize quite well if a different set of candidates, raters or subpanels were to be used. These results would generalize less well if a different set of stations were to be used since most of the variance is associated with person x station, which indicates that the cut score established for this exam is dependent on the set of stations used to set the standard and would necessitate that test score linking be implemented to ensure comparability of this standard across test forms (Kolen & Brennan, 2004) . Relating to this point, please note that we have implemented test score linking, as of the spring 2015 administration, for the MCCQE Part II examination. 
Hofstee Results
The Hofstee results were computed for each panel as a function of round (Round 1 and Round 2b; see Table 5 ). Round 1 and QA version ratings were similar across subpanels, with the exception of the maximum failure rate where subpanel 2 expectations led to a higher maximum failure rate. There were slight differences between Round 1 and Round 2b results within each subpanel. The main differences were noted in the maximum and minimum failure rates. All of the ranges provided by the panelists fall within the borderline group cut scores shown in Table 2 . This indicates that the panelists' "gut" estimates were in line with the results based on the borderline group method. 
Summary of Evaluation Surve y Findings
The evaluation survey was divided into sections that largely reflect major activities that occurred over the three-day meeting. See Appendix E for a full summary of the survey across all panelists and by subpanel with each survey question and results presented 1 . Overall findings, of the 1 One panelist left the meeting after the second round of impact data was presented and did not complete the survey. 
2.
Ninety-five percent (n = 18) of the panelists indicated that they benefitted from the discussion of the just qualified/borderline pass candidate early in the meeting. Ninety percent (n = 17) of the panelists thought the time spent on the definition was about right; 5% (n = 1) would have been happier with less time, while 5% (n = 1) would have liked more time devoted to this activity.
3.
Seventy-four percent (n = 14) of panelists felt that the length of time for the training session was appropriate. Similarly, 74% (n = 14) indicated that the clarity of scoring procedures was excellent or very good. One-hundred percent (n = 19) of panelists rated the training session on the setting of the passing score as good or better. Seventy-nine percent (n = 15) of the panelists rated the training of the process for setting the passing score as excellent or very good, while 21% (n = 4) of the panelists rated the training as good.
4.
Panelists were asked what factors influenced their ratings. All of the factors we considered important were indicated by some or many of the panelists: the definition of the just qualified candidate (n = 18), experience and knowledge of the field (n = 14), and knowledge and skills measured by the stations (n = 13). Least frequently cited by the panelists were the station statistics (n = 4), statistical impact data before round 2 (n = 6), and the discussion phase (n = 7).
5.
With regard to allotted time, 84% (n = 16) of the panelists judged the time as about right for rating the candidate score sheets; the remaining 16% (n = 3) felt too much time was allowed. This is an important point to integrate for future MCCQE Part II standard setting exercises. No panelist noted feeling "rushed" in completing their ratings.
6.
Eighty-four percent (n = 16) of the panelists were very comfortable with the individual panel discussions while 11% (n = 2) reported being comfortable participating in the discussions. One panelist (n = 1) reported being unsure.
7. On the question of the level of confidence that the impact data and final discussion had on arriving at a defensible passing score, 90% (n = 17) of panelists reported being very confident or confident while 11% (n = 2) reported being somewhat confident.
Finally, with respect to the most important question, i.e., "What level of confidence do you have in the final recommended passing score?" 84% (n = 16) of the panelists indicated they were very confident (37%; n = 7), or confident (47%; n = 9). Three panelists indicated being somewhat confident whereas no panelist indicated that he/she was not at all confident.
CONCLUSIONS
Several important aspects of this standard setting exercise highlight our confidence in the resulting passing score that was presented to the CEC for their consideration. First, the results of the passing score across panels were very similar. This indicates that several of the factors in the planning and execution of the standard setting exercise achieved the desired outcome, which was a fair, balanced and valid process for arriving at the recommended passing score. These factors include the selection and assignment of panelists to each subpanel, ensuring common understanding of the performance level definitions provided to the panelists, the training of panelists, and similar processes used to collect panelists ratings. The similar passing scores by subpanel indicate that the passing score can generalize across at least two matched subpanels. The generalizability results provided additional validation of the result of this standard setting exercise. The effects of individual panelists were very small, and the effect of subpanel was virtually nil. These results imply that the two subpanels performed in very similar manners, and even more importantly that individual panelists seemed to have a similar perception of an acceptable/good, or just qualified/borderline pass, and unacceptable/poor candidate. The generalizability analyses evaluated whether the candidate score sheets were rated in the same way for the acceptable/good and unacceptable/poor categories, in addition to judgments for the candidate score sheets that were classified as just qualified/borderline pass. The similar passing scores by subpanel indicate high similarity in judgments of the just qualified/borderline pass candidate score sheets, but the G-analyses evaluated all ratings from 1 -3 for all 50 candidates.
The Hofstee results provided a "gut" check that the passing score established by subpanel and across panels was within acceptable ranges, based on an overall holistic impression. The Hofstee results for both Round 1 and Round 2b provided boundaries that were in line with the panelists ratings for the borderline group method, as well as resulting pass rates that would ensue based on the Fall 2014 MCCQE Part II form; note that the latter was not that disparate from historical pass rates.
Finally, the results of the survey conducted at the end of the three-day standard setting exercise were quite positive, indicating that the experience from the panelists' point of view was excellent and that we achieved our intended goals of preparing the panelists appropriately. Ultimately, and most importantly, panelists were very confident in the recommended passing score. These results are similar to those found with other standard setting exercises, including our MCCQE Part I exam, and NAC exam. Ultimately, the survey results provide additional validation evidence in support of the recommended passing score being proposed to the CEC.
In summary, the similarity of the cut scores by panel, generalizability results, Hofstee results, impact data being similar to past administrations, and survey results all provide evidence that this standard setting exercise was validated appropriately. The panel-based standard setting exercise was a thorough and rigorous process in establishing a passing score and met best practice standards and procedures.
The CEC was presented the information in this report and impact information for applying this new cut score to the spring 2015 candidate results. Using the spring 2015 results of all MCCQE Part II candidates, the new scale was established to have a mean of 500 and a standard deviation of 100. On this new scale, the pass score that was recommended from the standard setting panel and approved by the CEC is 509. This pass score will remain in place for subsequent MCCQE APPENDIX A: Invitation letter and demographic sheet Dear Prospective Panelist:
In an effort to set the performance standard for Medical Council of Canada's Qualifying Examination Part II (MCCQE Part II), the governing bodies of the Medical Council of Canada (MCC) have decided to launch a standard setting exercise. To begin this process, the Research and Development directorate at the MCC is soliciting participation for a panel to recommend passing scores. It is expected that the final passing score will be used for the examination starting with the spring 2015 administration.
We hope that you will consider volunteering to participate on our panel, as your clinical expertise and past experience are vital to the success of this standard setting exercise. We are sending out this notice to solicit volunteers from which we will assemble the panel to ensure that the diversity of medical experts and clinical practice contexts across Canada are well represented.
Selected panelists will carry out the review task on February 23-25, 2015 at the MCC offices in Ottawa. Panelists will be trained to evaluation examination materials and will be guided through a set of procedures to set the passing score. An honorarium of $500 per day (full 3-day meeting) plus reasonable travel and accommodation expenses will be provided.
Should you be interested in participating, we ask that you fill out the attached Demographic Information Sheet, return it to the MCC tentatively reserve the dates of 
Demographic Information Sheet
The information requested below is being collected to help the MCC obtain a pan-Canadian representative panel to recommend a passing score on the MCCQE Part II Examination. This information will only be used to select the panel members so that we can represent the diversity of physicians across the country. The information will not be linked in any way to the collection of data for setting the passing score. A reminder that the meeting will take place on February 23, 24, and 25, 2015 therefore we are asking panelists to be available on all three days.
Please provide your name and contact information, and check a box next to each of the questions. The form can be sent electronically to research@mcc.ca by October 15, 2014. 
AND/OR
Interpersonal skills will be poorly demonstrated with little ability to engage the patient, will not be patientcentered and will not be sensitive to the patient's needs and understanding. The candidate will appear to lack confidence or be over-confident during the interaction with the patient.
Borderline pass/just qualified MCCQE Part II candidate
The candidate is qualified for independent practice, but their performance is minimally acceptable. The MCCQE Part II borderline pass candidate will demonstrate an ability to gather some of the essential information (including laboratory data) about the patient and perform a physical examination that may lack some technical skill or be disorganized. Diagnostic information obtained will be minimally sufficient to allow the candidate to develop the expected differential diagnosis or management plan.
AND
Interpretation of information will be minimally organized for presentation and either some information will be overlooked or partly incorrect.
Interpersonal skills will be minimally demonstrated. While information will be obtained from or provided to the patient/others, the approach will be minimally patientcentered. The candidate will be inconsistently responsive to verbal and non-verbal cues from the patient in relation to the patient's understanding of information being provided.
The deficiencies will be such that the patient is not put at risk and the basic needs of the patient are met. 
Total Responses 10
The description of the "Just Qualified" or "Borderline Passing" candidate 100.0% 10 
