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Re´sume´
Cet article pre´sente un proce´de´ de zoom automatique, destine´ a` adapter la taille des images pour
des dispositifs d’affichage a` e´cran de petite taille (Te´le´phone mobile...). L’adaptation de la taille
des images s’effectue par la se´lection des zones les plus inte´ressantes visuellement. Ces dernie`res
sont de´termine´es via une approche computationnelle de mode´lisation de l’attention visuelle. Tout
d’abord, les performances de mode´lisation de l’attention visuelle sont de´duites par comparaison avec
une ve´rite´ terrain issue de tests oculome´triques. Enfin, les performances qualitatives du syste`me
de vision complet, mode`le d’attention visuelle et proce´de´ de miniaturisation, sont pre´sente´s.
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Abstract
This article presents an automatic process used to automatically crop images. This tool is necessary
to meet the constraints (small display) of the new portable device (Mobile phone..). The principle
of the reframing rests on both the detection and the selection on the most interesting parts of the
picture. These areas are detected by a computational model of the bottom-up visual attention. First,
the results of this model are compared to results stemming from an eye tracking apparatus. Second,
the performances of the whole system are presented.
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1 Introduction
Bien que l’environnement visuel dans lequel nous e´voluons soit constitue´ d’une quantite´ con-
side´rable d’information, notre syste`me visuel est capable d’appre´hender et d’interpre´ter avec pre´cision
l’ensemble de ces informations visuelles. Des me´canismes particuliers ainsi que des strate´gies
d’exploration de l’espace visuel sont ne´cessaires pour re´soudre cette situation paradoxale. Les pre-
miers permettent de construire une repre´sentation e´conomique du contenu visuel. Cette repre´sentation,
ou` la redondance a e´te´ supprime´e, est pre´cise au centre de la re´tine (la fove´a) et grossie`re dans la
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pe´riphe´rie. Concernant les strate´gies d’explorations, elles sont de deux types: l’attention endoge`ne
et l’attention exoge`ne. La premie`re, e´galement appele´e Top-Down, est une strate´gie pilote´e par
la taˆche que nous effectuons a` un instant donne´, impliquant un controˆle volontaire et cognitif des
mouvements oculaires. Ce me´canisme, ne´cessitant toutes les ressources attentionnelles, est de´ploye´
pour effectuer une taˆche: reconnaˆıtre un lieu sur une photo, chercher l’homme portant une cas-
quette verte... La strate´gie exoge`ne, plus commune´ment appele´e Bottom-Up, permet, quant a` elle,
de se´lectionner les informations visuelles selon leur degre´ de saillance. Ce type de strate´gie fait
re´fe´rence a` l’attention visuelle involontaire, c’est a` dire a` un traitement automatique tre`s rapide
re´alise´ inconsciemment. Le de´placement du regard est dans ce cas pilote´ par les caracte´ristiques
spatio-temporelles du flux lumineux.
Dans cette contribution, un syste`me de vision constitue´ d’un mode`le d’attention visuelle est
propose´. La mode´lisation de l’attention visuelle est dans le syste`me envisage´ base´e uniquement
sur les caracte´ristiques bas niveaux du signal (luminance et couleur). En d’autres termes, les as-
pects cognitifs, les informations dites de haut niveau (le texte par exemple) ne sont pas pris en
compte. Ce syste`me a pour objectif d’effectuer un cadrage et un zoom automatique construit a`
partir de l’extraction des zones perceptuellement inte´ressantes. Ce syste`me de vision peut eˆtre
utilise´ pour diverses applications: l’une des plus importantes concerne le domaine de la robotique
(pilotage d’un robot de fac¸on automatique). Une autre concerne les images et la mobilite´. La
profusion de nouveaux dispositifs portables, caracte´rise´s par un e´cran de faible taille, ne´cessite
d’adapter les contenus transmis a` ces nouvelles contraintes d’affichage. Pour les terminaux ayant
un e´cran de faible taille, un dispositif de cre´ation d’images miniatures ou encore vignettes (thumb-
nail en anglais) est ne´cessaire. Comme pre´sente´ ulte´rieurement, il existe deux fac¸ons de construire
des images miniatures: re´duire la taille par simple de´cimation ou se´lectionner une sous-partie de
l’image a` partir d’un mode`le d’attention visuelle et l’agrandir a` la taille de´sire´e. La premie`re est
celle classiquement utilise´e. Elle consiste a` de´cimer ou sous-e´chantillonner l’image d’entre´e afin de
prendre en compte les contraintes d’affichage. La seconde est tout a` fait diffe´rente. Contrairement
a` l’approche de de´cimation, la totalite´ de l’image n’est pas affiche´e. Seule une partie, regroupant
les zones perceptuellement inte´ressantes est affiche´e.
A partir d’un mode`le bio-inspire´ de la partie Bottom-Up du me´canisme d’attention visuelle
chez l’humain, mode`le que nous avons de´veloppe´ et pre´sente´ dernie`rement [Le Meur 06], cette
contribution de´crit un syste`me de´die´ a` la miniaturisation d’images, faisant intervenir successive-
ment la mode´lisation de l’attention visuelle et un proce´de´ de construction d’images de tailles
re´duites. Le mode`le d’attention visuelle que nous avons utilise´ est donc brie`vement introduit dans
la premie`re partie, le lecteur pouvant se reporter aux re´fe´rences [Le Meur 05], [Le Meur 06] pour
plus de de´tails. Cette mode´lisation est essentiellement de type bas niveaux dans le sens ou` ce
sont les parties ante´rieures du syste`me visuel humain qui sont pris en compte (re´tine, aire V1 et
aire V2 du cortex visuel). Elle ne prend pas en compte un syste`me de reconnaissance des formes,
meˆme partiel dans ses capacite´s a` reconnaˆıtre, qui pourrait alors nous permettre de ge´ne´rer une
saillance cognitive, suˆrement plus proche de la saillance visuelle que produit un humain. En-
suite, l’e´valuation quantitative du mode`le est re´alise´e a` partir d’une nouvelle fac¸on de calculer
une ve´rite´ terrain provenant de tests occulome´triques. Dans nos tests pre´liminaires publie´s dans
[Le Meur 06], la ve´rite´ terrain prenait en compte la dure´e de fixation, ce qui n’est plus le cas ici.
Enfin, le syste`me de cre´ation d’images miniatures avec recadrage automatique est de´taille´ et ses
performances e´value´es via un protocole spe´cifique de tests.
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2 Mode`le d’attention visuelle sur images fixes
2.1 Principe ge´ne´ral
La plupart des mode`les psycho-visuels se basent sur l’architecture biologiquement plausible pro-
pose´e par C. Koch et S. Ullman [Koch 85]. Cette architecture s’inspire clairement des proprie´te´s
du syste`me visuel ainsi que de son fonctionnement. Elle consiste a` effectuer un premier traitement
automatique et massivement paralle`le sur l’ensemble du champ visuel. Cette e´tape est suivie d’un
traitement localise´, permettant d’extraire les caracte´ristiques visuellement les plus marquantes.
Le premier traitement extrait des caracte´ristiques visuelles de la sce`ne et les regroupe dans un cer-
tain nombre de cartes. Chaque carte fournit une repre´sentation de´forme´e mais topologiquement
exacte du champ visuel. Bien qu’il n’y ait pas de listes exhaustives des caracte´ristiques a` extraire,
les plus courantes sont l’orientation, la couleur, la courbure, le changement de re´gularite´...
Le second traitement fait re´fe´rence a` la localisation des e´le´ments qui “sautent aux yeux”. C. Koch
et S. Ullman de´finissent la saillance, c’est a` dire le degre´ d’attractivite´ d’un site, comme une fonc-
tion de´pendante de l’inhibition late´rale entre cellules1. En d’autres termes, dans une carte d’une
caracte´ristique visuelle donne´e, la saillance d’une zone de´pend de son contexte local.
Le proble`me majeur de cette architecture concerne l’extraction des caracte´ristiques visuelles.
Chaque caracte´ristique visuelle ne´cessite un proce´de´ d’extraction propre, produisant des parame`tres
donne´s. Il y a donc potentiellement autant de proce´de´s d’extraction que de caracte´ristiques vi-
suelles, pouvant ge´ne´rer des dynamiques fondamentalement diffe´rentes. La comparaison et la com-
binaison de cartes provenant de diffe´rentes caracte´ristiques visuelles s’ave`rent donc tre`s de´licates.
La mode´lisation que nous proposons s’appuie e´galement sur l’architecture de C. Koch et S. Ull-
man, mais la philosophie sous-jacente est diffe´rente. A partir d’une image incidente, un espace
psycho-visuel est construit. Il est constitue´ des composantes naturelles de notre environnement,
c’est a` dire d’une composante achromatique et de deux composantes chromatiques. La diffe´rence
fondamentale vis-a`-vis de l’e´tat de l’art se situe dans la normalisation de ces composantes. En
effet, afin d’obtenir des caracte´ristiques visuelles homoge`nes et donc comparables, elles sont toutes
normalise´es par rapport a` leur seuil diffe´rentiel de visibilite´ propre. Ainsi, que ce soit une valeur
lie´e a` une composante achromatique ou a` une composante chromatique, elles s’expriment toujours
en fonction de leur seuil de visibilite´. Comme e´voque´ pre´ce´demment, le premier inte´reˆt est d’avoir
des donne´es homoge`nes, donc comparables. Le deuxie`me concerne la hie´rarchisation des donne´es.
Les informations infe´rieures au seuil de visibilite´ sont ne´glige´es alors que d’autres sont mises en
exergue. On ne s’inte´resse donc qu’aux donne´es perceptibles par le syste`me visuel et donc suscep-
tible d’attirer le regard.
A partir de ce cadre conceptuellement cohe´rent, la mesure de saillance de chaque site reste a`
de´terminer. Il s’agit de transformer des valeurs exprime´es en terme de visibilite´ en valeurs de
saillance. Pour cela, il est ne´cessaire de bien faire la diffe´rence entre visibilite´ et saillance.
La visibilite´ caracte´rise l’e´tat d’un stimulus qui peut eˆtre visible ou invisible. Comme le pas-
sage d’un e´tat a` l’autre n’est pas instantane´, la visibilite´ d’un stimulus est mesure´e graˆce a` des
expe´riences psychophysiques. Ces dernie`res cherchent a` de´terminer la probabilite´ de de´tection d’un
stimulus lorsque les parame`tres de ce dernier (amplitude, orientation...) varient. Concernant la
saillance et bien qu’il n’y ait aucune de´finition formelle, le terme de saillance se re´fe`re a` l’inte´reˆt,
a` l’attention ou encore la priorite´ qu’un site porte. La saillance qualifie e´galement l’attractivite´
visuelle d’un site et par conse´quent le roˆle qu’il est susceptible de jouer dans la strate´gie visuelle.
Dans cette mode´lisation et a` partir de l’espace psycho-visuel, une carte de saillance pour chaque
composante (une composante achromatique et deux composantes chromatiques) est extraite.
1 On conside`re ici uniquement la saillance physique. D’autres types de saillance existent tels que la saillance
cognitive, qui de´pend des processus cognitifs de l’observateur traitant le message. Pour une revue exhaustive des
diffe´rents types de saillance, le lecteur pourra se reporter a` [Landragin 04].
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2.2 Espace de visibilite´
L’obtention de l’espace de visibilite´ (ou encore espace psycho-visuel) est illustre´e a` la figure 1.
Fig. 1: Me´canisme d’obtention de l’espace psycho-visuel.
L’espace de visibilite´ est constitue´ des fonctions brie`vement rappele´es ici (le lecteur pourra se
re´fe´rer a` [Le Meur 06] pour de plus amples de´tails):
• Espace perceptuel de repre´sentation couleur: le syste`me visuel de´compose l’information
lumineuse incidente en trois composantes distinctes, une achromatique, note´e A et deux
chromatiques, note´es Cr1 et Cr2. L’espace de repre´sentation choisi est celui de´fini par J.
Krauskopf [Krauskopf 82];
• Fonction de sensibilite´ aux contrastes : la sensibilite´ du syste`me visuel a` une stimulation
visuelle de´pend de nombreux parame`tres. Des expe´riences psychophysiques permettent de
maˆıtriser un certain nombre d’entre eux (fre´quences spatiales, orientations, luminances am-
biantes). Des fonctions de sensibilite´ au contraste (CSF, Contrast Sensitivity Functions)
anisotropiques permettent de conside´rer les deux premiers parame`tres. Il est clair que plus
la fre´quence spatiale est e´leve´e et plus la sensibilite´ du syste`me visuel est faible. Concer-
nant l’orientation, la sensibilite´ aux composantes horizontales et verticales est plus forte
que la sensibilite´ aux composantes diagonales; le syste`me visuel humain, confronte´ a` un en-
vironnement visuel majoritairement compose´ de composantes horizontales et verticales, a
de´veloppe´ une grande sensibilite´ a` ces orientations. Chaque composante fre´quentielle appar-
tenant aux canaux (A,Cr1, Cr2) est donc ponde´re´e par une CSF;
• De´composition en sous-bandes perceptuelles : e´tant donne´ que les cellules du syste`me visuel
re´agissent a` des stimulations particulie`res, il est fondamental de conside´rer le syste`me visuel
comme un proce´de´ de´composant l’information visuelle en un ensemble de canaux, de´crits en
termes de se´lectivite´ en fre´quences radiales et en termes de se´lectivite´ angulaire. Chaque
canal, ou sous bande visuelle, repre´sente une population de cellules re´pondant a` un type
de stimulus particulier. La premie`re transformation simulant les diffe´rentes populations de
cellules fut propose´e par A. Watson, avec la transforme´e Cortex [Watson 87]. Des e´tudes
approfondies, faisant appel a` de nombreuses expe´rimentations psychophysiques mene´es lors
de diffe´rents travaux [Senane 93] et [Le Callet 99], ont permis de rede´finir les parame`tres
de cette transforme´e. La composante A est de´compose´e en 17 sous-bandes re´parties sur 4
couronnes (un canal basses fre´quences non directionnel (note´ I) et trois bandes de fre´quences
radiales directionnelles (note´es de II a` IV ). Les couronnes II a` IV sont de´compose´es en
canaux angulaires dont le nombre varie avec la bande de fre´quences radiales conside´re´e;
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• Masquage visuel : la de´composition en sous-bandes perceptuelles permet de simuler le pavage
fre´quentiel du syste`me visuel. Bien que les cellules visuelles lie´es a` une sous-bande donne´e
re´agissent fortement a` une stimulation particulie`re, la re´ponse d’une cellule de´pend e´galement
de la pre´sence d’autres stimuli, c’est a` dire du contexte dans lequel elle se trouve. Ce
phe´nome`ne est appele´ effet de masquage, dans le sens ou`, ge´ne´ralement, cela induit une aug-
mentation du seuil diffe´rentiel de visibilite´. Comme les pre´ce´dentes fonctions, il est de´taille´
et re´fe´rence´ dans [Le Meur 06].
2.3 Contraste de visibilite´
En simulant les comportements intrinse`ques des cellules visuelles, l’espace de visibilite´ a permis de
pre´se´lectionner et de hie´rarchiser implicitement les informations visuelles. Ne´anmoins, la quantite´
d’information a` traiter reste conside´rable. Il s’agit donc maintenant d’extraire les caracte´ristiques
visuelles portant de l’information importante. Pour cela, les valeurs de visibilite´ des donne´es de
l’espace psycho-visuel sont transforme´es en saillance. Rappelons que la saillance est une fonction
de´pendante de l’inhibition late´rale entre cellules. Ainsi, eˆtre singleton, c’est a` dire eˆtre en contraste
avec son environnement local, est le facteur pre´ponde´rant qui ge´ne`re de la saillance. Un exemple
type, (contraste de couleur) concerne le fait qu’une tache d’une couleur C1 (rouge par exemple)
me´lange´e au sein d’une population de taches d’une autre couleur C2 tre`s diffe´rente de C1 (verte
par exemple) attire d’emble´e le regard alors que la population de taches de l’autre couleur n’est
perc¸ue que dans son ensemble [Wolfe 04].
Dans le syste`me visuel humain, cette de´tection de contraste est rendue possible par la structuration
des champs re´cepteurs des cellules visuelles, que ce soit au niveau re´tinien ou cortical. Ces champs
re´cepteurs sont radiaux, soit de type circulaire pour les cellules dans la re´tine, soit de type ellipso¨ıdal
avec une direction pre´fe´re´e pour les cellules corticales et sont constitue´s d’un centre et d’un pourtour
ayant des re´ponses antagonistes. Cette organisation leur confe`re donc la proprie´te´ de re´pondre
fortement sur les contrastes et de ne pas re´pondre sur les zones uniformes. La mode´lisation de ce
type de cellules s’effectue via des diffe´rences de Gaussiennes (DoG) oriente´es ou non.
Ainsi, les sous-bandes provenant des trois composantes sont convolue´es avec un ope´rateur proche
d’une DoG, ge´ne´rant une repre´sentation dite e´conomique du champ visuel. Pour des raisons de
complexite´ calculatoire, la de´tection des contrastes de visibilite´ est re´alise´e uniquement sur la
couronne III, car cette dernie`re repre´sente les fre´quences spatiales interme´diaires ou` la sensibilite´
visuelle est maximale. Elle pre´sente par ailleurs un bon compromis entre quantite´ d’information
et pre´cision de la localisation.
2.4 Carte de saillance par canal et carte de saillance finale
2.4.1 Carte de saillance achromatique et chromatique
Trois cartes de saillance sont de´termine´es: une carte de saillance achromatique et deux cartes
de saillance chromatique. Elles sont obtenues de la fac¸on suivante. Pour la carte de saillance
achromatique, en sommant simplement les sous-bandes oriente´es de la couronne III, couvrant la
bande de fre´quences radiales (5.7 - 14.2 cycles par degre´) car c’est la couronne dans laquelle le
syste`me visuel humain est le plus sensible (car excite´e par les zones de contour et de texture).
Pour les deux cartes de saillance chromatique, on ope`re de meˆme mais sur la couronne II, la
couronne III n’e´tant pas exploite´e dans notre de´composition en sous-bandes visuelles. C’est par
soucis de simplification que nous nous restreignions par composante (A, Cr1, Cr2) a` une seule
bande de fre´quences radiales. Les autres bandes radiales interviennent e´galement dans le syste`me
visuel humain mais sont de moindre importance. De plus, des ponde´rations, favorisant telles ou
telles orientations, peuvent eˆtre utilise´es. Ce type de ponde´ration est ici implicitement effectue´ par
les CSFs anisotropes.
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2.4.2 Carte de saillance finale
Finalement, afin de construire la carte de saillance spatiale finale, une fusion des diffe´rentes com-
posantes est effectue´e groupant ou liant des e´le´ments, a priori inde´pendants, pour former une
structure compre´hensible par le cerveau. La fusion est base´e sur deux me´canismes:
• une compe´tition intra carte permettant d’identifier les zones les plus pertinentes des cartes;
• une compe´tition inter cartes tirant profit de la redondance et de la comple´mentarite´ des
diffe´rentes cartes de saillance. L’utilisation de la redondance inter cartes permet de renforcer
la saillance de certaines zones lorsque celles-ci ge´ne`rent de la saillance dans plusieurs dimen-
sions. Par contre, lorsqu’une zone ne ge´ne`re de la saillance que dans une seule dimension
visuelle, il est ne´cessaire d’utiliser la comple´mentarite´ inter cartes.
Ce me´canisme de fusion est entie`rement de´crit dans [Le Meur 05].
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Afin d’e´valuer les performances du mode`le d’attention visuelle, il est ne´cessaire de disposer d’une
ve´rite´ terrain. Cette dernie`re est de´termine´e a` partir d’expe´rimentations oculome´triques. Il s’agit
ensuite d’e´valuer le degre´ de similarite´ entre les donne´es pre´dites et expe´rimentales.
3.1 Expe´rimentations oculome´triques
Un dispositif oculome`trique est un dispositif permettant de suivre les de´placements de la pupille.
Ce type de dispositif est base´ sur la capacite´ de nos yeux a` re´fle´chir les infrarouges. En fait, deux
types de reflets sont observe´s: des reflets fixes dus a` la re´flexion des infrarouges sur la corne´e (reflets
de Purkinje), et des reflets mobiles dus a` la re´flexion des infrarouges sur la pupille. La position
relative de ces deux types de reflets permet de de´terminer le positionnement de l’oeil. Les donne´es
recueillies peuvent eˆtre exploite´es de diffe´rentes fac¸ons. Les zones attirant le regard des observa-
teurs sont de´termine´es. La dure´e de fixation est un e´le´ment inte´ressant pour mesurer le degre´ de
saillance d’une zone2. Par ailleurs, la strate´gie visuelle, c’est a` dire le de´placement oculaire, peut
faire l’objet d’e´tude, meˆme si cela semble a priori difficile a` aborder du fait de l’idiosyncrasie de la
strate´gie visuelle.
L’expe´rimentation de´bute par une e´tape de calibrage. Elle consiste a` afficher un certain nombre
de points a` l’e´cran et a` enregistrer les mouvements oculaires. La correspondance entre position
du regard et position des points permet de de´terminer la relation existante entre les mouvements
oculaires et la sortie de l’oculome`tre. Pendant le test, si ne´cessaire, une nouvelle e´tape de calibrage
peut eˆtre re´alise´e. L’expe´rimentation commence par l’affichage des images de test. L’e´cran utilise´
e´tait un CRT de re´solution 800 × 600. La taille de l’e´cran e´tait de 36 × 27 cm et la distance de
visualisation de 81 cm. Les images de test sont au nombre de 24 et pre´sentent des contenus varie´s
(paysage, sport, visage, sce`ne d’inte´rieur et d’exte´rieur). Elles sont affiche´es pendant une dure´e de
15 secondes (pour la construction de la ve´rite´ terrain, on ne conside`re que les 8 premie`res secondes
de visualisation).
Le tableau 1 re´capitule les donne´es importantes du protocole expe´rimental pour les tests ocu-
lome´triques sur images fixes.
Chaque image de test est observe´e en visualisation libre. La seule instruction donne´e aux
observateurs est de regarder l’image le plus naturellement possible. Pour chaque image et pour
tous les sujets, les points de fixation forment un ensemble PF , contenant autant d’e´le´ments que
de fixations. Un point de fixation k, note´ fk se caracte´rise par ces coordonne´es (xk, yk). Un point
2 La dure´e de fixation est un e´le´ment important pour mesurer le degre´ de saillance. Ne´anmoins, la saillance n’est
pas directement proportionnelle a` la dure´e de fixation [Itti 05].
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Tab. 1: Protocole des expe´rimentations pour l’acquisition de donne´es oculome´triques sur images
fixes.
Protocole
Distance d’observation 3H
H hauteur de l’e´cran
Re´solution de l’e´cran 800× 600
Nombre d’images traite´es 40
Type d’images niveaux de gris et couleur
Nombre d’observateurs 40
Dure´e de l’observation 15s
Calibrage 20 points de calibrage
(a) Premie`re fixation (b) Deuxie`me fixation (c) Troisie`me fixation (d) Quatrie`me fixation
Fig. 2: Positions spatiales des points de fixation. Chaque carte repre´sente respectivement le premier
(a), le deuxie`me (b), le troisie`me (c) et le quatrie`me point de fixation pour 12 observateurs.
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(a) Image source (b) Carte de saillance (c) Image source (d) Carte de saillance
Fig. 3: Cartes de saillance issues des expe´rimentations oculome´triques: (a) et (c) images sources;
(b) et (d) cartes de saillance.
de fixation doit durer plus de 100 ms. Les saccades et les fixations de courtes dure´es ne sont pas
conside´re´es. Cette fac¸on de proce´der diffe`re radicalement des pre´ce´dentes e´valuations effectue´es
[Le Meur 06], pour lesquelles la dure´e de fixation e´tait prise en compte3.
La carte d’attention finale pour une image donne´e, note´e SM , est de´duite de l’ensemble PF :
SM(x, y) = (
N∑
k=1
(∆(x− xk, y − yk))) ∗ gσ(x, y) (1)
ou`, N est le nombre de fixation, (xk, yk) les coordonne´es spatiales discre`tes du point de fixation
fk et gσ le noyau de convolution d’un filtre 2D gaussien discret. Le symbole de Kronecker ∆ est
de´fini par :∆(n,m) = 1 si (n,m) = (0, 0), 0 sinon. L’e´cart-type σ est de´termine´ en fonction de
la pre´cision de la mesure de l’oculome`tre (0.5 degre´ d’angle visuel). Par ailleurs, ce type de fil-
trage prend e´galement en compte le fait qu’un observateur fixe une zone spatiale plutoˆt qu’un point.
La figure 2 pre´sente les premiers points de fixation pour diffe´rents observateurs. La figure 3,
quant a` elle, donne des exemples de cartes de saillance. Les zones blanches repre´sentent les zones
attirant le plus le regard des observateurs.
3.2 Evaluations quantitatives
Deux me´triques, le coefficient de corre´lation line´aire et la divergence de Kullback-Leibler, sont
utilise´es pour e´valuer le degre´ de similarite´ existant entre les cartes d’attention visuelles issues des
expe´rimentations et celles pre´dites par le mode`le.
3.2.1 Coefficient de corre´lation
Le coefficient de corre´lation line´aire, classiquement utilise´, mesure le degre´ de line´arite´ existant
entre les deux fonctions spatiales de saillance (mode`le et observateur moyen). Invariante par
transforme´e line´aire et borne´e dans l’intervalle [0, 1], cette mesure, note´e cc, est donne´e par la
relation suivante:
cc(p, h) =
cov(p, h)
σpσh
(2)
3 Le lecteur ne pourra donc pas retrouver facilement une cohe´rence entre les diffe´rents re´sultats donne´s. Par
ailleurs, notons e´galement que la technique de fusion pre´sente´e dans cet article, elle aussi, est radicalement diffe´rentes
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Tab. 2: Comparaison de diffe´rents mode`les. Les valeurs suivies du signe ∗ sont statistiquement
diffe´rentes de la valeur obtenue par le mode`le propose´e (student, p < 0.05).
Mode`le cc± SEM kl ± SEM
Mode`le propose´ 0.45± 0.07 1.58± 0.24
Mode`le ale´atoire 0.0012± 0.00004∗ 13.23± 0.59∗
Mode`le uniforme 0∗ 3.72± 0.28∗
Mode`le centre´ 0.45± 0.03 2.6± 0.26∗
Mode`le propose´ + ponde´ration 0.52± 0.06∗ 1.34± 0.17∗
ou`, h et p repre´sentent, respectivement, les cartes de saillance visuelle expe´rimentale et pre´dite
de´finies sur le meˆme domaine spatial, cov(p, h) repre´sente la covariance entre p et h. σp et σh sont
respectivement l’e´cart type de p et h.
Sur les 24 images teste´es, le coefficient de corre´lation moyen est de 0.45± 0.07 (cc± SEM)4.
Le tableau 2 pre´sente les re´sultats de diffe´rents mode`les teste´s: un mode`le ale´atoire, un mode`le
uniforme, un mode`le centre´ (distance par rapport au centre de l’image) et le mode`le propose´ associe´
a` une ponde´ration centre´e.
Tout d’abord, notons que le mode`le ale´atoire et le mode`le uniforme ne sont pas en mesure de
pre´dire la saillance. Le mode de se´lection des zones observe´es par les observateurs n’est donc ni
ale´atoire ni uniforme. A l’inverse, le mode`le propose´ ainsi que le mode`le centre´ sont les meilleurs
descripteurs de la saillance. Le mode`le centre´ mets en e´vidence l’importance du centre de l’image.
Cette importance est due a` un aspect cognitif et expe´rimental. Le premier concerne la prise de vue
qui, dans de nombreux cas, place la zone visuellement inte´ressante au centre ou proche du centre
de l’image. Le second concerne la ve´rite´ terrain de´duite des tests oculome´triques. Dans ces tests,
l’oculome´tre est centre´ sur l’e´cran et les images a` tester apparaissent centre´es sur l’e´cran. Ces
conditions de tests ne contribuent donc pas a` atte´nuer le pouvoir attracteur du centre de l’image
(elles auraient plutoˆt tendance a` l’augmenter).
En prenant en compte cette de´pendance au centre, c’est a` dire en ponde´rant les cartes de saillance
par une gaussienne centre´ sur l’image (son e´cart-type a e´te´ optimise´ afin de fournir les meilleurs
re´sultats [Le Meur 06]), le coefficient de corre´lation passe de 0.45 a` 0.52. Cette heuristique n’est
valable que si on se place dans un contexte de visualisation d’images affiche´es sur un e´cran. Elle
n’a pas de sens si il s’agit de mode´liser l’attention visuelle de fac¸on ge´ne´rale.
Il est important de mentionner les points suivants qui expliquent en partie pourquoi le coefficient
de corre´lation est relativement faible. Tout d’abord, il existe une diffe´rence fondamentale entre les
cartes expe´rimentales et les cartes pre´dites. La distribution des premie`res est a` bords francs avec un
taux de couverture relativement faible. Le taux de couverture est le ratio entre le nombre de pixel
ayant une valeur de saillance supe´rieure a` un seuil et le nombre total de pixel. A titre d’exemple,
une image, pour laquelle la saillance est diffuse (c’est souvent le cas des paysages), pre´sentera un
taux de couverture e´leve´. Par contre, une image contenant une zone contrastant fortement avec
le fond pre´sentera un taux de couverture plus faible (les observateurs auront tendance a` focaliser
d’avantage aux meˆmes endroits). Par contre, la distribution des cartes pre´dites est plus lisse´e
et pre´sente un taux de couverture plus important. Par ailleurs, existe-t-il une relation line´aire
entre la saillance expe´rimentale et la saillance pre´dite? En d’autres termes, une valeur de saillance
expe´rimentale s est-elle e´quivalente a` une valeur de saillance pre´dite α × s. Pour prendre en
compte cette interrogation, des ope´rateurs non-line´aires (exponentielle, logarithmique, puissance...)
ont e´te´ applique´s sur la carte de saillance pre´dite. L’application de ces pre´-traitements n’a pas
permis d’augmenter le coefficient moyen de corre´lation line´aire. Dans le meˆme ordre d’ide´e, une
valeur de saillance expe´rimentale de 10 attire-t-elle 10 fois plus l’attention qu’une zone de saillance
4 la SEM, pour Standard Error of the Mean est obtenue en divisant l’e´cart type par la racine carre´ de la taille
n de l’e´chantillon teste´. La SEM est utilise´e pour calculer l’intervalle de confiance a` 95%, cc± λ× SEM (Pour un
e´chantillon de taille infe´rieur a` 30, le facteur multiplicatif λ est de´termine´ a` partir d’une loi de Student avec n− 1
degre´ de liberte´; si la taille de l’e´chantillon est supe´rieur a` 30, λ = 1.96.)
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expe´rimentale de 1? Enfin, bien que les tests oculome´triques aient e´te´ re´alise´s en exploration libre,
la saillance expe´rimentale est le re´sultat de la fusion des deux me´canismes attentionnels, c’est a`
dire l’attention exoge`ne et l’attention endoge`ne.
3.2.2 Divergence de Kullback-Leibler
La divergence de Kullback-Leibler, note´e kl, e´value le degre´ de dissimilarite´ entre deux fonctions
de probabilite´s. Elle est donne´e par la relation suivante:
kl(p|h) =
∑
x
p(x)Log(
p(x)
h(x)
) (3)
ou`, h et p repre´sentent respectivement les densite´s de probabilite´s associe´es aux cartes d’attention
expe´rimentale et pre´dite. Lorsque les deux densite´s de probabilite´ sont strictement e´gales, la valeur
kl est nulle. Cette me´trique n’est pas syme´trique et n’a pas de borne supe´rieure.
Sur les 24 images teste´es, la divergence de Kullback-Leibler est de 1.58 ± 0.24 (cf. tableau 2).
Comparativement aux re´sultats pre´ce´dents, on constate que le mode`le centre´ ne donne pas de bons
re´sultats. Les erreurs de pre´dictions commises par ce dernier sont souvent grossie`res: l’exemple de
l’image des perroquets (premie`re ligne de la figure 2) pour laquelle les objets saillants ne sont pas
centre´s est significatif (kl = 4.08 pour le mode`le centre´, kl = 0.99 pour le mode`le propose´). La
meˆme constatation peut eˆtre faite pour l’image du phare (seconde ligne de la figure 2): kl = 3.32
pour le mode`le centre´, kl = 1.09 pour le mode`le propose´.
Toutefois, l’application de la ponde´ration sur le mode`le propose´ ame´liore de fac¸on significative la
valeur moyenne du degre´ de dissimilarite´ (il passe de 1.58 a` 1.34).
4 Application a` la cre´ation d’images miniatures
Cette application concerne la construction d’images miniatures facilitant a` la fois la recherche
de contenu et ame´liorant la satisfaction visuelle des utilisateurs. Face a` l’explosion des contenus
multime´dia et aux offres ple´thoriques de cre´ation de contenus, des outils d’aide a` la recherche de
contenus et permettant d’adapter un contenu a` diffe´rentes tailles d’e´cran s’ave`rent ne´cessaires.
Typiquement, l’objectif est d’ame´liorer le confort visuel des dispositifs a` e´cran de taille re´duite
(te´le´phone portable, PC de poche...). Dans ce contexte, l’ide´e est de se´lectionner et d’afficher
seulement les parties d’inte´reˆt d’une image en effectuant un recadrage automatique et une mise a`
l’e´chelle.
4.1 Des travaux re´cents
Les premiers travaux dans ce domaine sont ceux de X. Fan et al. [Fan 03]. L’objectif e´tait de
faciliter l’exploration d’une base d’images affiche´es sur l’e´cran d’un te´le´phone portable. Les zones
d’inte´reˆt sont de´termine´es a` partir d’une carte de saillance. Cette dernie`re, issue du mode`le de
L. Itti, est couple´e avec des informations de haut niveau telles que la de´tection de texte et la
de´tection de visage. La zone la plus saillante est alors extraite de l’image. Une ame´lioration de ce
proce´de´ a e´te´ tre`s vite propose´e [Liu 03]. Elle consiste a` prendre en compte le fait qu’une image
peut pre´senter plusieurs zones d’inte´reˆt spatialement e´loigne´es. Dans un tel contexte, lorsqu’un
observateur regarde l’image, l’oeil effectue des se´quences de fixations sur les zones d’inte´reˆt et de
saccades entre les diffe´rentes zones. Pour reproduire ce phe´nome`nes, H. Liu et al. [Liu 03] proposent
d’afficher se´quentiellement chaque zone d’inte´reˆt en fonction de leur saillance. Un parame`tre, appele´
MPT pour Minimal Perceptible Time, est inte´gre´. La dure´e d’affichage est fonction de la saillance
et des pre´fe´rences de l’utilisateur.
Ces travaux, tre`s se´duisants sur certains aspects, ne mettent pas assez l’accent sur la ne´cessite´
d’adapter la taille de la miniature en fonction de la distribution de la saillance de l’image. Pour
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pallier ce proble`me, nous proposons une solution entie`rement automatique permettant d’adapter
la taille de la miniature en fonction notamment de la distribution de la saillance.
4.2 Images miniatures centre´es sur les zones visuellement inte´ressantes
La cre´ation d’images miniatures doit re´pondre a` plusieurs exigences. La plus importante, a` notre
avis, concerne la taille de la miniature. Doit-elle eˆtre fixe et centre´e sur le maximum global ou
adapte´e en fonction de certains parame`tres tels que la distribution de la saillance? Si on conside`re
une image ayant un taux de couverture faible, la taille de la miniature peut eˆtre petite favorisant un
effet de zoom sur la zone d’inte´reˆt. Par contre, si le taux de couverture est important, la miniature
doit avoir une taille raisonnable pour englober la majorite´ des zones saillantes.
4.2.1 Se´lection des sites les plus saillants
A partir de la carte de saillance finale, c’est a` dire issue des composantes achromatiques et chroma-
tiques, un algorithme de type Winner-Take-All est utilise´ pour de´terminer les maximums locaux.
Le maximum local n+1 est de´termine´ en inhibant une zone circulaire C centre´e autour du maximum
local n et d’un rayon tel que la zone soit vue sous un angle de un degre´ visuel; cette taille de zone est
en relation directe avec la taille du champ visuel fove´al. Chaque zone circulaire repre´sente donc une
partie inte´ressante de l’image. Cette zone circulaire, centre´e sur un maximum, est repositionne´e
sur son centre d’inertie ci avant d’eˆtre inhibe´e. Ce dernier est calcule´ de la fac¸on suivante:
cix =
1∑
(x,y)∈C SM(x, y)
∑
(x,y)∈xC
SM(x, y) (4)
ciy =
1∑
(x,y)∈C SM(x, y)
∑
(x,y)∈yC
SM(x, y) (5)
avec, cix et ciy les coordonne´es du centre d’inertie ci. SM repre´sente la carte de saillance spatiale
finale.
La recherche des maximums locaux s’arreˆte lorsque la saillance inhibe´e contenue dans les cercles
recentre´s repre´sente plus de P% de la saillance totale de l’image. La valeur de P% est importante
car c’est elle qui conditionne la taille finale de la miniature. Cette valeur est adapte´e en fonction du
taux de couverture de l’image traite´e. Rappelons que le taux de couverture qualifie la distribution
de la saillance; une valeur faible tend a` montrer qu’il existe une et une seule re´gions d’inte´reˆt alors
qu’une valeur forte signifie que l’image ne contient aucune zone vraiment saillante.
4.2.2 Construction de l’image miniature
A partir des coordonne´es des coins des carre´s dans lesquels sont inscrits les cercles centre´s sur un
maximum local de saillance, un sous-ensemble est de´termine´. Les coordonne´es des coins en haut
a` gauche et en bas a` droite de ce sous-ensemble sont de´duites afin d’inclure toutes les zones carre´s
centre´es sur des maximums locaux pertinents. La conservation du ratio ou la mise a` ratio unitaire
peut alors eˆtre effectue´e (en fonction du besoin utilisateur). Le sous-ensemble est finalement remis
a` l’e´chelle pour eˆtre dimensionne´e a` la taille souhaite´e de la miniature.
La figure 4 pre´sente deux situations diffe´rentes, mettant en e´vidence l’importance de la de´termination
de la taille de la miniature; elle de´pend du nombre de maximums choisi mais e´galement de leurs
positions spatiales relatives. La premie`re situation concerne l’image Kayak. Cette image contient
une et une seule zone saillante. Les diffe´rents maximums locaux pertinents se situent tous au-
tour de cette zone saillante. Dans ce cas, la pertinence visuelle de la miniature est tre`s e´leve´e.
La seconde situation concerne l’image Perroquets pour laquelle deux zones saillantes apparaissent
clairement. L’image miniature obtenue pre´sente une pertinence moyenne car elle inte`gre les deux
zones visuellement inte´ressantes mais e´galement d’autres zones moins inte´ressantes. Un ensemble
de re´sultats est donne´ a` la figure 5.
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Fig. 4: Exemples de miniatures centre´es sur les zone saillantes: (a) image Kayak avec trois max-
imums locaux et (b) image Perroquets avec cinq maximum locaux. L’image miniature
re´sultante est repre´sente´e par la rectangle en pointille´ noir.
4.2.3 Evaluation qualitative
Pour re´aliser l’e´valuation qualitative, on se place dans un contexte de recherche de contenus et
de visualisation d’images de grandes tailles sur des e´crans de tailles re´duites. Typiquement, on
se place dans la situation ou` un grand nombre d’images re´duites sont affiche´es sur un e´cran; ces
images formant en quelque sorte une mosa¨ıque. Ces images aux formats re´duits n’offrent pas
toutes les meˆmes conditions de visualisation. Certaines sont exploitables imme´diatement, c’est
a` dire que, en un coup d’oeil, l’observateur est capable d’appre´hender le contenu de l’image. Il
est donc capable de dire, en ayant simplement vu l’image re´duite, si l’image est conforme a` ses
crite`res de recherche ou non. Pour d’autres images, leur contenu n’est pas visible (du fait de la
forte de´cimation taille). Par conse´quent, l’observateur est contraint de visualiser l’image originale
afin de se faire une opinion. La figure 5 ((a) et (b)) refle`te bien cette situation. Par exemple, le
contenu de la dernie`re image de la premie`re ligne, la premie`re image de la seconde ligne ainsi que
la troisie`me image de la dernie`re ligne de la figure 5 (a) est difficile a` appre´hender.
A partir d’une base de 50 images, pre´sentant des contenus varie´s, une premie`re e´valuation
qualitative a e´te´ re´alise´e. Du fait de la simplicite´ de l’e´valuation effectue´e, l’objectif est d’obtenir
non pas une certitude mais une tendance.
Trois tests ont e´te´ effectue´s:
1. Test 1: les miniatures obtenues via une approche classique de de´cimation sont montre´es a`
diffe´rents observateurs. Chacun d’eux doit dire rapidement pour chaque miniature si elle lui
paraˆıt exploitable ou pas. Le nombre de miniatures exploitables de´finit le score. Exploitable
caracte´rise le fait qu’en un coup d’oeil l’utilisateur est capable de comprendre la sce`ne rendue
par la miniature ;
2. Test 2: les miniatures obtenues via les cartes de saillance sont montre´es a` diffe´rents observa-
teurs. Comme pre´ce´demment, les observateurs doivent de´cider du caracte`re exploitable ou
non de chaque miniature, d’ou` le score donne´ par le nombre de miniatures exploitables.
3. Test 3: ce dernier test est un test comparatif. Il s’agit de comparer les miniatures du test 1
avec celles du test 2 afin de de´terminer qu’elle est la miniature la plus pertinente.
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(a) Miniatures obtenues par une approche classique
(b) Miniatures obtenues par l’approche propose´e
(c) Cartes de saillance associe´es
Fig. 5: Exemples d’images miniatures obtenues via une approche classique de de´cimation (a) et via
la me´thode propose´e (b). Les cartes de saillance associe´es aux images (c) sont e´galement
donne´es.
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Tab. 3: Evaluation subjective de la pertinence de l’algorithme propose´ et de l’algorithme de type
classique: test 1 et test 2
Test 1 Test 2
miniatures classique me´thode propose´e
Exploitable Inexploitable Exploitable Inexploitable
62% 38% 67% 33%
Le tableau 3 donne les re´sultats des tests 1 et 2. Sur une base de 50 images et pour 30 observateurs,
le nombre de miniatures exploitable rapidement provenant du test 2 est supe´rieur au nombre de
miniatures provenant du test 1: 67% des miniatures construites a` partir de l’approche propose´e
sont juge´es rapidement exploitables contre 62% des miniatures provenant de l’approche classique.
La me´thode propose´e est donc le´ge`rement plus performante que la me´thode classique.
Tab. 4: E´valuation comparative des miniatures de l’algorithme propose´ et de l’algorithme de type
classique: test 3
Test 3
Nombre de miniatures pre´fe´re´es Nombre de miniatures pre´fe´re´es
provenant de l’algorithme classique provenant de l’algorithme propose´
42% 58%
Le tableau 4 donne le re´sultat du test 3. On constate que les observateurs pre´fe`rent les minia-
tures construites a` partir des cartes de saillance (58% proviennent de la me´thode propose´e).
Finalement, la tendance que nous observons mets en e´vidence une pre´fe´rence pour la miniaturisa-
tion des images base´e sur une carte d’attention visuelle. Cette pre´fe´rence reste faible et s’explique
essentiellement par les raisons suivantes.
Tout d’abord, toutes les images de la base ont e´te´ re´duites par la me´thode propose´e. Bien que
l’algorithme soit pilote´ par le parame`tre P permettant d’effectuer une se´lection plus ou moins im-
portante, la perte de contexte dans certain cas est tre`s pre´judiciable. L’approche syste´matique est
donc a` exclure. Ils auraient e´te´ certainement plus inte´ressant d’e´valuer la pertinence de l’algorithme
de de´cimation et de l’algorithme propose´ afin de prendre une de´cision sur la strate´gie a` appliquer:
de´cimation ou miniaturisation base´e sur la carte d’attention ?
Par ailleurs, e´tant donne´ que le mode`le d’attention visuelle n’inclue pas d’informations de haut
niveau (de´tection de visage...), la pertinence de la carte d’attention visuelle est faible pour des
images pre´sentant des visages en gros plan. La conse´quence directe est l’obtention d’une miniature
pre´sentant un proble`me de cadrage (un exemple est donne´ a` la figure 6).
Enfin, le protocole de test en lui-meˆme peut eˆtre remis en question. Un test comparatif avec
re´fe´rence est tre`s pe´nalisant puisque le moindre de´faut est sanctionne´. Un test en aveugle aurait e´te´
certainement plus favorable. Enfin, le panel d’observateurs peut eˆtre remis en question. Pour cette
premie`re e´valuation, les observateurs font tous parties de THOMSON R&D. La repre´sentativite´
de l’e´chantillon n’est certainement pas la meilleure.
Ces interrogations, du fait du caracte`re exploratoire de ce travail, permetteront de de´finir un nou-
veau protocole de test. Ce dernier offrira la possibilite´ de montrer l’inte´reˆt des vignettes obtenues
via un mode`le d’attention visuelle.
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(a) Approche classique (b) Approche propose´e
Fig. 6: Exemple d’un proble`me de re-cadrage: (a) approche classique (de´cimation); (b) approche
propose´e.
5 Conclusion
La saillance visuelle s’ave`re eˆtre une information tre`s importante. Sa de´termination, via une
approche computationnelle fait l’objet de plus en plus d’e´tudes. Actuellement, les meilleures tech-
niques de mode´lisation de l’attention visuelle font appels a` des connaissances pluri-disciplinaires.
Des donne´es neurophysiologiques sont utilise´es a` la fois pour comprendre le fonctionnement global
des me´canismes mis en jeu dans le cerveau et pour de´cliner les mode`les algorithmiques biologique-
ment plausibles. Les expe´rimentations psychophysiques sont, quant a` elle, requises pour identifier
et e´valuer les performances et les limitations de la perception visuelle.
Dans cette contribution, un mode`le construisant une carte de saillance finale a` partir de trois cartes
de saillance est propose´. Une nouvelle e´valuation de performances est re´alise´e. Cette nouvelle ap-
proche de mode´lisation de l’attention visuelle est inte´gre´e dans un syste`me de vision destine´ a`
re´aliser des recadrages et des zooms automatiques centre´s sur les re´gions perceptuellement impor-
tantes. L’application directe concerne l’adaptation des contenus pour des dispositifs d’affichage a`
e´crans de petites tailles.
La premie`re e´valuation qualitative de ce syste`me de vision est encourageante puisque les re´sultats
obtenus par l’approche propose´e sont conside´re´s meilleurs que ceux de l’approche classique. Ces
re´sultats sont d’autant plus inte´ressants qu’il existe un fort potentiel d’ame´lioration de ce syste`me
de vision. Tout d’abord, l’approche computationnelle de mode´lisation de l’attention visuelle est
purement base´e sur des donne´es de bas niveaux. Aucun aspect se´mantique et cognitif n’est actuelle-
ment conside´re´. Par ailleurs, le proce´de´ de miniaturisation est actuellement syste´matique alors que
toutes les images ne peuvent pas eˆtre re´duites. L’algorithme doit donc eˆtre adapte´. Une analyse
se´miologique peut permettre de donner des indications sur le degre´ d’acceptabilite´ des observateurs
selon les types de contenu.
Les perspectives sont e´galement tre`s prometteuses puisque l’extension de ce syste`me de vision a`
la vide´o est en cours de re´alisation. Cependant la prise en compte de l’aspect temporelle fait
apparaˆıtre d’autres proble`mes tels que la cohe´rence temporelle de recadrage des images re´duites.
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