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1. 
D. Kazhdan and G. Lusztig defined [S] the notion of W-graph and 
showed that any irreducible representation of the Coxeter group W (or the 
corresponding Hecke algebra ZZJ of type A, can be afforded by a W-graph. 
When the Coxeter group W is of type B, = C, (n < 5), D,, F,, H, , H, or 
Zim), a W-graph of any irreducible representation is explicitly given in [ 1, 3, 
7, 91. So one might expect that any irreducible representation of a finite 
Coxeter group (or the corresponding Hecke algebra) can be afforded by a 
W-graph. In this paper, we show that this is the case for any finite Coxeter 
group (Theorem 2.3) and that there is an irreducible representation of the 
afftne Weyl group of type A,, (n > 2), which can not be obtained from a W- 
graph (see Section 3). 
We also discuss a characterization of the exceptional representation 
(Theorem 2.3) and the uniqueness of a W-graph (2.17 and 2.18). In the 
Appendix, we give a criterion for a triple (X, I, cl) to be a W-graph over C’, 
where X is a set, Z (resp. ,u) is a mapping X-r 2’ (resp. 
X x X - diagonal -t C’) and C’ is any commutative ring with an identity. 
Notation. For a subring A of B and an A-module M, we put 
MB = M @A B. For a set S, we denote its cardinality by #S. 
2. 
The purpose of this section is to prove Theorem 2.3 below. 
Let (W, S) be a Coxeter system. Let C be a commutative ring with an 
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identity and q an element of C. The Hecke algebra H, = H4( W) = H,,,(W) 
is by definition the associative C-algebra with a free C-basis (T,.),,,, w and 
relations 
T, T,,, = T,.,,,, if Z(ww’) = Z(w) + Z(w’) 
(T, + l)(T, - 4) = 0, if s E S. 
Here Z(w) denotes the length of w. 
DEFINITION 2.1 (W-GRAPH [5]). Let C’ be a commutative ring with an 
identity and q an indeterminate over C’. We define a W-graph over C’ to be 
a triple (X, I, p) of a set X and two mappings I : X-t 2’ and p : X x 
X - D -+ C’, where D = {(x, x) 1 x E X). These data are subject to the 
requirements (2.1.1) and (2.1.2) below. Put C= C’[q”‘]. Let E be the free 
C-module with basis X. Then 
for any s in S and x in X 
T,(x) = -x, if s E Z(x) 
= qx + q”l yTx YKY, X>> if s G Z(x) 
SEI(.V) 
(2.1.1) 
defines an endomorphism of E and 
there is a representation R : H,,,(W) + End E (2.1.2) 
such that R(T,) = Fs for each s in S. 
DEFINITION 2.1.3. A W-graph (X, I, p) is said to be even if there is a 
mapping sgn : X--f ( f 1 } such that ~(y, x) sgn(x) sgn(y) = -p(u, x) for any 
distinct x, y in X. 
In this section, we assume W to be a finite Coxeter group, C’ an integral 
domain of characteristic zero, K’ the quotient field of C’ and q an indeter- 
minate over K’. We put K, = K’(q), CO= C’[q], K = K’(q”*) and 
c = c’(q”*]. 
DEFINITION 2.2 (EXCEPTIONAL REPRESENTATION). Let V be an 
irreducible H& W)-module. If there is an H9,Ko( W)-module V, such that Vt 
is isomorphic to V, then V is said to be non-exceptional. If V is not non- 
exceptional, then V is said to be exceptional. 
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Remark 2.2.1. Let W be a finite irreducible Coxeter group. The excep- 
tional representations are: 
(1) two 5 12 dimensional irreducible representations ( W is of type E,). 
(2) four 4096 dimensional irreducible representations (W is of type 
-4J, 
(3) two 4 dimensional irreducible representations (W is of type H3), 
(4) four I6 dimensional irreducible representations which are not self- 
dual (W is of type H4). 
If W= W, x ... X W,,, and R = R, @ ... OR,,,, where Ri are irreducible 
representations of Hq,K( W,), then R is exceptional iff at least one of the Rts 
is exceptional. If W is crystallographic, our definition of exceptional 
representation essentially coincides with that of Lusztig 161. (See (21.) 
2.3. Let W be a finite Coxeter group, K’ its splitting field, C’ the ring of 
integers in K’, K = K’(q”‘) and C = C’[q”2]. 
THEOREM. (1) Every irreducible H,,,( W)-module is afforded by a W- 
graph over C’. 
(2) An irreducible H,,,( W)-module is aflorded by an even W-graph 
over C’, l@it is not exceptional. 
The rest of this section is devoted to the proof of this theorem. Since the 
W-graphs of non-crystallographic Coxeter groups are explicitly known, we 
may assume W to be crystallographic, K’ = Q and C’ = Z. We consider 
only W-graphs over Z, so, in the following in this section “a W-graph” 
means “a W-graph over Z.” 
DEFINITION 2.4. Let H = H(W) be an algebra over Z defined by the 
following presentation: it has generators s(O) and s(l) for each s in S; these 
generators satisfy the relations 
s(o)2 = s(0) 
s(0) s’(0) = s’(0) s(0) 
s(O)s(l)=s(l) 
s(l)s(O)=O 
and 
if we define an element T, of H( W) @ Z [ q’12 ] by 
T, = -s(O) + q( 1 - s(O)) + q1’2s( 1) 
(2.4.1) 
(2.4.2) 
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..a. 
m Factors m factors 
Here s and s’ are elements of S and m is the order of ss’. 
Remark 2.4.3. Since the element T, of H(W) @ Z[q”‘] satisfies the 
identity (T, + 1 )(T, - q) = 0, we get an algebra homomorphism 
.A7 : %ZWI~l (W-H(W)@ Z[d’21. 
Remark 2.4.4. Let o be a linear character of H(W). Then (o induces a 
linear character of H,(W). Hence 
w(s(1)) = 0 
o(s(0)) = 0, 1 
and 
4s(O)) = 4s’P)) if s-s’. 
W 
Conversely, if these conditions are satisfied, o defines a linear character. 
Thus there exists a bijection 
Hom(H,,,( W), C) + Hom(H( WI, Z>. 
2.5. Define an element A, of H( IV) for each subset I of S by 
A,= (n s(o)) (n 1 -s(o)). 
SEI se 
LEMMA. Let J and K be two subsets of S such that Ju? K and s an 
element of J - K. Then the element A,s( 1) A, does not depend on the choice 
of s. We denote this element of H(W) by B,&. 
ProoJ: Let s and s’ be two elements in S such that ord(ss’) = m. Then 
s(0) s’(0) T, T,, T, ..a 
m factors 
= s’(o)(-s(o) + q”2s( 1)) T,, T, . . . 
= s’(0) q”%(l) qm-l(l -s’(O)) + o(q”-“‘2’). 
Hence by (2.4.1) and (2.4.2), we get 
s’(0) s( l)( 1 - s’(0)) = s(0) s’( l)( 1 - s(0)). 
481/X612-10 
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Now take s and s’ from J-K. Then A,s(O) =A,s’(O) = A, and 
(1 -s(O))A,= (1 -s’(O))A,=A,. HenceA,s(l)AK=A,s’(l)AK. 
DEFINITION 2.6. We define an automorphism a of H = H(W) by 
as(i) = (-1)’ S(i) (sES,i=O, 1). 
Let u’ be the generator of the cyclic group of order 2. Put E?(W) = H(W) @ 
Z(o’). We define the multiplication by 
(h, @ o’“)(h2 0 drn) = h,o”(h,) @ u’n+m 
for h, , h, in H( IV). In the following we write o for u’ and ha for h @ u. 
Remark 2.7. Let V be an H(W)-module. (Here and below, we consider 
only an H(W)-module which is free and of finite rank as a Z-module.) Put 
V,=A,V. Then V=@,cS V, and A, is the projection onto V,. Let ( v,.~}~ be 
a free basis of V,, B,&v,,, = cj uJ jp(v, jr uK J, Z(v, i) = Z and 
X= {v{,~},,~. Then ~(v,,~, oK,J are integers and (i, Z,p) is a Wtgraph. This 
W-graph gives an H,,,(W)-module which is isomorphic to vIHq c(w). 
Conversely a W-graph gives an H(W)-module. In fact, let (jr, Z, p) be a 
W-graph. Let V be a free Z-module with a basis X. We define a left H(W)- 
module structure on V as follows: 
-6 
s(0) x = 
if s E Z(x) 
0, if s 6S Z(x) 
if s @G Z(x) 
if s E Z(x). 
Moreover if the W-graph (X, Z,p) is even, then we can define a left Z?(W)- 
module structure on V by 
ux = sgn(x) x. 
(See Definition 2.1.3 for the definition of sgn.) 
LEMMA 2.8. Let V be an B(W)-module. Then there is an even W-graph 
which gives an H(W)o-module isomorphic to pIHCw,q. 
ProoJ: Let Vo* be the eigenspace of a which belongs to the eigenvalue 
f 1. Put V* = V”* n V and V, = V+ @ V-. Then V, is an H( W)-module 
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and V? = V”. Let X: be a free basis for A, V* and X = U,(X: U X;). Then 
in the same way as in Remark 2.7, we can construct a W-graph (X, Z, ,u). 
Define a mapping sgn : X+ { f 1) by sgn Ix; = f 1. Since B, ,&AK V’ ) c 
A,V’, we get the required relation 
PU(Y, x> w(v) w(x) = -4.h x) (x, y E a. 
DEFINITION 2.9. Let E be the free Z-module with a basis (e,,.)w.Ew. We 
define a left (resp. right) E?(W)-module structure on E as follows: 
1 
e, 
s(O) e, = I0 
0, 
if s E P(w) 
if s 65 Y(w) 
1 
Z: e,&4 ~1, if s@GY(w) 
s( 1) e, = zqyy 
0, if s E Y(w) 
ue,, = sgn(w) eH 
(resp. 
1 
e, 
e,s(O)= *’ 
0, 
if s E .5?(w) 
if s&.%?(w) 
if s&.5?(w) 
e,a = sgn(w) e,). 
if sE.G@(w) 
(See [5] for the definition of ,u(v, w), Y(w), <a(w) and mLR .) 
This left g(W)-module structure on E defines an algebra homomorphism 
Z?(W) -+ End(E). Denote the image of H(W) (resp. E?(W)) by H’(W) (resp. 
c?‘(W)). Let c : Z?(W) --t Z?(W) be the natural homomorphism. 
Remark 2.10. Since the element T, of H(W) @ Z[q”*] acts on EK by 
-e,, if s E P(W) 
qe,+ ql’* x e,dy, w>, if s 6$ P(w) (2.10~1) 
y -LR w 
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I 
- ews, if s E .‘@(W) 
ewTs= qe,,+p2 1 p(wY)e,>, if s @ .9(W), (2*10*2) 
Y”LRIL‘ 
YE.,%?(Y) 
the left and right H(W)-module structure on E induces a left and right 
HJ W)-module structure on EK, which is known to be isomorphic to the 
two-sided regular representation [7]. Hence f, is injective. (See (2.4.3) for 
&.) In the following we regard the Hecke algebra H,,J W) as a subalgebra 
of H(W)C. 
LEMMA 2.11. The left and right H(W)-module structures on E commute. 
Proof: Let q, and q2 be two square integers. Then E has a left H,,,Z( W)- 
module structure (resp. a right H,2,Z(W)-module structure) defined by 
(2.10.1) (resp. (2.10.2)). Then in the same way as in the proof of [7, 
Lemma 2.31, we can prove that the left H,,,,(W)-module structure and the 
right H,J W)-module structure on E commute. The algebra generated by 
the endomorphisms of E defined by the left (resp. right) action of H(W) is 
generated by the endomorphisms defined by the left (resp. right) action of 
U,= square H,,,( W). Hence the left and right H( W)-module structures on E 
commute. 
Remark 2.12. Let Endo be the algebra of endomorphisms of the 
right Hq,K( W)-module EK. Since the two-sided H,,,(W)-module E” is 
isomorphic to the two-sided regular representation of Hq,K(W) [7], the left 
H,,,( W)-module structure on EK gives rise to an isomorphism a = a4 : 
Hq,K( W) r Endo of algebras. The left A( W)-module structure on E gives 
rise to an algebra homomorphism b : c?(W) + End(E) and 
a-‘bl H,.,CW) = identity. (2.12.1) 
This homomorphism b induces a homomorphism b’ : H’(W) -+ End(E). Thus 
we get the commutative diagram 
“TKk fVVK bff Endo 
I f, 4 
Hq,K(w) 
identity 
Hq,K(w 
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(see& for (2.4.3) and c for (2.9)). To simplify notation we write 6 (resp. b’, 
c) for bK (resp. brK, cx). 
2.3’. By 2.7 and 2.8, to give an H(W)-module (resp. E?(W)-module) is to 
give a W-graph (resp. an even W-graph) and vice versa. Hence to prove 
Theorem 2.3 it suffices to show the following theorem. 
THEOREM. Let W be a finite crystallographic Coxeter group. 
(1) Every H’(W)K-module (resp. I?‘( W)K-module) can be obtained as 
UK for some H’( W)-module (resp. H’( IV)-module) U. 
(2) Every irreducible Hq,K( W)-module can be obtained as c* VK lHy,,(,+,, 
for some H’(W)-module V. 
(3) Let V be an H(W)-module such that VK lns.*(,,,, is irreducible and 
exceptional. Then V cannot be extended to an fi( W)-module. 
(4) Every irreducible non-exceptional H,*,( W)-module can be 
obtained as c* VK Iu, K(Wj for some i?‘( W)-module V. 
2.13. Proof of 2.3’(l). Let V be an H’(W)K-module. Since K is a 
rational function field over Q, there is an H’(W)o-module V, such that V: is 
isomorphic to V. Let V2 be a lattice of V, . Then H’(W) V, = U is also a 
lattice of V, . This H’( W)-module U has the desired property. The statement 
about I?‘(W) can be proved in the same way. 
Remark 2.13.1. In the preliminary draft of this paper, the author was 
indifferent o the integrality of ,D of a W-graph (X, 1, cl) and proved that every 
irreducible H,(W)-module is afforded by a W-graph over C. It was 
G. Lusztig who first proved this integrality (letter to the author, 20 October 
198 1). His proof is different from the proof given here. The author would 
like to thank G. Lusztig for this comment. 
2.14. Proof of 2.3’(2). Let V be an irreducible H,,,(W)-module. By 
(l), it suffices to prove that there is an H’( W)K-module V, such that 
c*V, IH (wj is isomorphic to V. We define an H’(W)K-module structure on 
V via tfixe homomorphism a-lb’ : H’(W)K + Hq,K(W). Since a-lblHP,K,Wj is 
an identity, this H’( W)K-module has the desired property. 
2.15. Proof of 2.3’(3). Let V be an H(W)-module such that VKIb dw, 
is irreducible and exceptional. Assume that V can be extended to an H(W)- 
module. Then by 2.8, there is an even W-graph (X, I,,u) which gives an 
H(W)o-module isomorphic to V”. Put 
v’= c KG+ 1 K, q”‘x. 
XEX XEX 
wyl(X) = 1 sgn(x) = - 1 
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Then V’ is an HQIKO(W)-module such that Vrh is isomorphic to I’. This 
contradicts to the assumption that VK (H,,xCwJ is exceptional. 
2.16. Proof of 2.3’(4). Let j be the field automorphism of K = Q(q”‘) 
defined by j(q”*) = -q”*. Put 
Then E’ is an H,,,O(W)-module such that E’K = E. For an element e’ 0 k of 
EIK, put j(e’ @ k) = e’ @j(k). Let I’ be an irreducible non-exceptional 
H,,,(W)-module. We may assume V to be an H,,,( W)-submodule of E. 
Then E’ has an H,,KO(W)-submodule I” such that VrK is isomorphic to V. 
Since the subspace VK of E’K is j-stable, I’ is QYZ~,~( W),j)-module. Then an 
(H’(W)K,j)-module structure on V can be defined via the homomorphism 
a-lb’ : H’(w)K + Hq K (W). By (l), it s&ices to prove that cr t-+j defines an 
E?‘(W)K-module structure on V. Since j* = 1, it suffices to prove 
j. a-‘b(s(i)) . j= a-‘@(-l)‘s(i)). 
Since these two elements induce K-linear endomorphisms of EK, it suffices to 
prove 
.is(O.i(q ‘(w)12eN,) = (-l)i s(i)(q”““‘e,,.). 
If i = 1 and s 65 Y(w), the left-hand side is equal to 
.iW(q ‘(w’)‘2%) 
=.i C 4 c/cw,-l~Y~~/2(ql~Y~/2eY)Iu(y, w) 
Y -LR W’ 
SCNY) 
=- 
x 9 
crcw)-‘cY))l*(q”Y’l*ey)C1(Y, w) 
y -1.R II’ 
S‘sLP(Y) 
= -s( 1)(q’(W)‘2ew), 
since l(w) - Z(y) is odd if ,~(y, w) # 0. The other cases are less difficult. 
2.17. In this paragraph, we discuss a kind of uniqueness of a W-graph. 
Let D be a two-sided cell, R a right cell, E, = @)).ED Ze,. and 
ER = OWE, Ze,. 
THEOREM. Let V be an irreducible H,,,( W)-module appearing in Et. 
Then V has a cannonical decomposition i to subspaces 
v= @ VR (2.17.1) 
RcD 
R right cell 
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such that the dimension of V, is equal to the multiplicity of V in the right 
H,,,( W)-module Ei and that 
A,V= @ VR. (2.17.2) 
RcD 
Y(R)=I 
Here S?(R) =9(w) (w E R), which is well defined (see 151). 
ProojI Let P be an irreducible right H,,,(W)-module such that 
Hom(v, EE) is isomorphic to V. Then the subspaces Hom( v, Ei) have the 
desired property. 
Remark 2.17.3. Let X, be a basis of V,, X,= lJYtR)=,XR and 
X = OX,. Then as in (2.7), we can construct a W-graph. If every Ef is 
multiplicity free, then such a W-graph is unique up to diagonal equivalence 
[4, Definition 2.21. In fact, if W is of type A,, H, or Ii”‘), then Ef is 
multiplicity free. Assume that Lusztig’s conjecture that the right cell 
representations coincide with the cell representations [S] is valid. Then Ei is 
multiplicity free if W is of type B, = C, or D,. 
Remark 2.18. Since b : H(W)” -+ End,(EK) is surjective by (2.12.1), the 
kernel of b contains the Jacobson radical of H(W)K. 
Problem. Does the kernel of b coincide with the Jacobson radical of 
H(W)“? 
This problem is equivalent to the following problem. Assume that V, and 
V, are two completely reducible H(W)K-modules such that V, IHq.K(WI =
v2 IH,,,vv) * 
Problem. Are such H(W,)K-modules V, and V, isomorphic to each 
other? 
For such H(W)K-modules, we can prove that 
dim A, V, = dim A, V, (I c S). 
In fact, for an H(W)K-module V, put dI( V) = dim{v E V 1 T,v = --v (s E I)}. 
Then 
d,(V)= c dimA,V 
J3I 
and 
dim A, V = c (-l)#‘J-” d,(V), 
JII 
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3. 
Let W, be the afline Weyl group of type A, (n > 2) and S, = (siJicZ,~,,+ ) 
the set of canonical generators such that (s~s~+~)~ = 1. Let ri = TSi, 
s = {s, )...) s,} and W be the group generated by S. Let A : Hq( W,) + HY( W) 
be the algebra homomorphism defined by 
AT,= T,T, ..a T,p,T,,T;:, ... T;‘T,’ 
AT, = Ti (1 <i<n). 
(See [4, Theorem 3.11.) Let R be the irreducible representation of I-I,(W) 
given by the W-graph (X,I,p) such that X= (xi)rCiGn, I(xi) = {si} and 
P(xi9 xj) = 
if i--j=*1 
if otherwise. 
With respect to the basis (qi”xi}, Gi,n, the operators Ti (0 ,< i < n) are 
represented by the following matrices: 
7;, = 
Ti = 
0 
-4 9 
-4 
-4 
'4 
. . 
-1 
-1 
* . 
4 -i 
P-1 
4 
1 -1 4 
4 r (1 <i<n), 
where -1 appears in the ith row of Ti (1 < i < n). Put Ui = Ti/,=, 
(0 < i < n). Then Uf = -Ui for any i and Ui Uj = 0 unless i -j = 1 or 0. Let 
X = uXi be a proper subset of S, where Xi = {sai, s, .+ ,,..., sb,} and for any 
s E Xi, s’ E Xi, (i # i’), ss’ = s’s. For a finite-dimensional representation R’ 
of H4( W,) and a subset W’ of W,, put 
L(t, W’, R’) = c R’(T,) tlcw) 
WEW’ 
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and L(t,R’) =L(t, W,,R’). (See [4].) Every element 
expressed uniquely as 
433 
w of Wxi can be 
l)+k2 1
with a sequence { ki} r= r of integers such that 0 < ki < i. Here W, denotes the 
subgroup of W, which is generated by X and m = bi - a, + 1. Moreover, this 
product always gives a reduced expression. (See [4, Theorem 3.31.) Hence 
L(t, W,, R 0 A)I,=,,  n I&, Wx,, R 0 Al,=, 
= n ( 1 + r&,i)( 1 + f&y, + t2ubi- ] u,i> 
.I. (1 + fUOi+ . . . + tbi-‘i+lUOi . . . Ubi) 
= fl (l + tub/)(1 + f&,-l) ‘*’ (1 + t&i). 
I 
Since (1 + tUi)-’ = 1 - $1 - t)-’ Ui, 
L(t,R oA)-‘I+, 
= - x$ (-l)‘x’ L(t, W,, R 0 A)-‘I,=, 
= - xfs (--1P n ((1 + f&i>-’ *.* (1 + tUbi)-]) 
0 L 
=- xFsa (-1)“’ (1 - t(1 - t)-’ C Ui) 
SiEX 
=(-1)‘s.’ (1 -t(l -t)-’ 2 Ui). 
i=O 
Hence 
detL(t,RoA)I,=,=(l-t)“/(l+t+...t”). 
Assume that the irreducible representation R 0 A can be obtained from a W- 
graph (X, Z, P). Since R o A is irreducible, Z(x) # S, (x E X). Hence 
det W, R 0 Al,=, = n W, Wl,x), w)
X0X 
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is a polynomial in t. (See [4, proof of Theorem 2.4(2)].) This is absurd. 
Hence R o A can not be obtained from a W-graph. 
APPENDIX 
In the Appendix, we give another presentation of H(W), which does not 
invoke the indeterminate q. This presentation can be considered as a criterion 
for a triple (X, Z, ,u) to be a W-graph over C’, where X is a set, Z (resp. ,u) is 
a mapping X+ 2’ (resp. X x X - diagonal -+ C’) and C’ is any commutative 
ring with an identity. To simplify notations, we consider the opposed algebra 
H(wy of H(W). 
For two elements s, t of S such that ord(st) = m, we put 
0 
A,= 21 A, 
ICS 
In(S.tl=X 
J,KcS 
where X, Y are subsets of {s, t). Put 
u(i) = 1’ 
!> 
if i is odd 
if iiseven 
b(i) = a(i + 1) 
6, 0) = A,,, 
- 
3 6 0) = A,,, 
63 1)=&w (t, 1) =~,sI~l,l 
(ST 2)=&* (t, 2) = &, 
(s, 1’) = &qs,, (4 1’) =&5,t, 
63 1 “I = &5,SJl? (t, 1”) = &, fJ,s,r, * 
For a mappingf: {1,2,...,k}-+ {O, 1, l’, 1”,21, p.ut 
@J) = (a(l>,f(l)>(a(2),f(2)) ... WMk)) 
(kt-1 = Ml Ml )WWJ(2)) ... (WM-(k)). 
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Define mappings fk and 1, by 
fk(i) = :’ 
/ 
(i= 1) 
(1 <i<k) 
1 I, (i = k) 
and 
lk(i) = 1 (1 <i<k). 
PROPOSITION A 1. The following equalities hold: 
- - 
A,A, = I 
A,, if X=Y 
0, if XfY 
if X=Y 
if XfY 
(A3)k @,fA = (b,fA P<k<mm) 
(A4), ‘(mk<:‘z’ (-l)k ( ,-dBk) (a, l,-,--J=O 
I(??-I)/21 
W), Y- (-l)k 
/iill i 
m-;-k)(b,l,,&,,)=O. 
Conversely, these are the defining relation of H( W). 
Proof. Let F(m) denote the set of mappings f : { 1, 2,..., m ) -+ { 0, 1, 2 } 
such that for any i = 1, 2,..., m - 1 
f (i + 1) = 0, iff f(i) = 2. 
Put If I= C’!! I f (j) and m(f, i) = #{ 1 <j < m If(j) = i}. It is easy to see 
that the relations (2.4.1) and (2.4.2) are equivalent to (A2) and 
Hence it sufftces to prove that the relations (A5) are equivalent to (A3) and 
(A4). We shall prove only that “(A5),,),,,) and (A5),s),,s,” is equivalent to 
(A4),. The remaining are not more difficult. We have 
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Als, Gl, C(2) ... Gn,(AIs, + &,) 
= x (-lyf.0) q’fl/‘(a,f) 
fEf(rn) 
f(l)=0 
=4 m/2 r 
f&l, 
C-1) m(f,o) (a, f) 
f(ll=O,f(m)=2 
+9 
(rnp I,/2 
7 
feF(m, 
(F-1) m(f,o) (a, f) 
f(l)=o,f(m)f2 
and 
4s1 G,u T&2,,,, *.. Gm,(&, +A,,,) 
= c C-1) 
m(f.0) qlfl/2(b,f) 
feF(m) 
f(l)+0 
= (m+l)/7. 
9 fE;m) t-1 )m(f*o) w-1 
f(l)#O./(rn)=2 
+ p= ,&,) (- 1 PfvO) w-). 
f(l)#O,f(rn)#2 
Hence “W)~s,.(s) and W)t,,,,t,” is equivalent to the following: 
646) 
fE;m, (-l) 
m(f,o) (a,f) = 0 
f(l)=O,f(rn)22 
(A7) / zm, (-l)m’f~o’ (W) = 0 
fW~~*fon~=2 
(4 fEzm, (-lYfqo) (ad) = fGsm, WY(f-o) (bf). 
f(l)=O,f(m)=2 .f(l)#o,f(m)#z 
Since 
fEgm, (-l)“‘fyo’@J) 
f(l)=O.fCrn)t2 m(f,O,=kt 1 
q-p (m-;-y 
(a(2), l)@(3), i) ..a (a(m - 2k), I), 
(A6) is equivalent to 
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(A9) 
i'm$;'21 (qk cm -; - k ) (u(2), l)@(3), 1) .a. (a(m - 2k), 1) = 0. 
Since 
c C-1) m(f30’ (b, f) 
feFtm) 
f(l)#o.f(m)=* 
m(f,O)=k 
m-l-k 
=(-‘jk ( k ) (b(l), l)(b(2), 1) ... (b(m - 2k - l), l), 
the equality (A7) is also equivalent o (A9). We have 
c-1 PfvO) w-1 
*(1)=0.*(m)=* 
m(f,O)=k+l 
= 
c (-ljk+' (a(l), Wb, g>@(m), 2). 
g(1)#0,g(m-2)#2 
m(g,O’=k 
By (A2), every summand of the right-hand side is of the form *(b(l), 1) 
(b(2), I).... Hence the right-hand side is equal to 
c (-Ilk+’ (40>, 2)@(l), Whg) 
gcF(m-2) 
g(l)fo,g(m-*)#* 
m(g,O)=k 
= fs;m, (-l)m’f30’ W-1. 
f(l)=*,f(m)f* 
m(f.0) = k+ I 
Hence (A8) is equivalent o 
c t-11 m(f,o) (b,f) = 0. 
fGF(rn) 
f(l)=l,f(m)z* 
Since 
c C-1) m(f,o’ (b, f) 
f@(m) 
fcl,=l,fcm,#* 
m(f.0) =k 
m-l-k 
=(-ilk ( k ) (b(l), l)(b(2), 1) ..a (b(m - =I, 11, 
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(A8) is also equivalent to 
‘(m\f)‘2’ (-l)k (m -; - k ) 
kiIl 
(b(l), l)@(2), 1) ... (b(m - 2k), 1) = 0, 
which is a consequence of (A9). Hence (A5),,, is equivalent to (A9), which 
can be rewritten as (A4),. 
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