This study provides operational guidance for using naïve Bayes Bayesian network (BN) models in bankruptcy prediction. First, we suggest a heuristic method that guides the selection of bankruptcy predictors from a pool of potential variables. The method is based upon the assumption that the joint distribution of the variables is multivariate normal. Variables are selected based upon correlations and partial correlations information. A naïve Bayes model is developed using the proposed heuristic method and is found to perform well based upon a tenfold analysis, for both samples with complete information and samples with incomplete
INTRODUCTION
In today's dynamic economic environment, the number and the magnitude of bankruptcy filings are increasing significantly. Even auditors, who have good knowledge of firms' situations, often fail to make an accurate judgment on firms' going-concern conditions (e.g., Hopwood et al. 1994; McKee 1998 McKee , 2003 . Therefore, bankruptcy prediction models have become important decision aids for organizations' stakeholders, including auditors, creditors, and stockholders.
Techniques employed to develop bankruptcy prediction models have evolved from the simple univariate analysis (Beaver 1966) and multiple discriminant analysis (MDA) (Altman, 1968) in the 1960s, to logit and probit models in the 1980s (Ohlson 1980 , Zmijewski 1984 , to neural network models (NN) (Tam and Kiang 1992) , rough set theory (McKee 1998) , discrete hazard models (Shumway 2001) , Bayesian network (BN) models (Sarkar and Sriram 2001) , and genetic programming (McKee and Lensberg 2002) . Among these techniques, BN models have many attractive features. They are easy to interpret, perform well as a classification tool, have no restriction on variables' underlying distributions, and have no requirement of complete information.
In order to allow a formal Bayesian model to become useful decision aids, adequate operational guidance needs to be provided (Senetti 1995) . Although some prior work (e.g., Sarkar and Sriram 2001; Kotsiantis et al. 2005) have introduced BNs to bankruptcy predicting, there is still a lack of proper guidance in the selection of variables and the discretization of continuous variables. This study attempts to fill this void. This study focuses on one type of BN models: naïve Bayes, which are simple to implement and have been shown to perform well in bankruptcy prediction (Sarkar and Sriram 2001) . First, there exists a large pool of potential bankruptcy predictors, including various financial ratios, stock market information, industry level factors, etc. A method is needed to guide the selection of variables that can be used to develop a well-performing naïve Bayes BN for bankruptcy prediction. This work proposes such a heuristic method based on the assumption of linear dependence as measured by correlations between variables. Grounded on existent feature selection literature (e.g., Koller and Sahami 1996) , the proposed method aims at identifying key predictors and eliminating redundant or irrelevant ones. Secondly, BN models generally use discrete-valued variables. Through discretization, continuous variables are converted into discrete variables with several states. It is unclear whether and how the number of states into which continuous variables are discretized have an impact on BN models' performance. This study explores this issue. The study further examines whether modeling continuous variables with continuous distributions instead of discretizing these variables can improve the model's performance.
The remainder of this paper is organized as follows. Section 2 provides a literature review on bankruptcy prediction techniques. In section 3, we discuss the probabilistic concepts underlying BN models. In section 4, we describe our sample and data. Section 5 describes research process and present results. Section 6 summarizes and concludes the paper.
LITERATURE REVIEW
In this section, we briefly review some techniques employed to develop bankruptcy prediction models in prior research and discuss the advantages of BN as a classification tool.
Different methods have been implemented in developing bankruptcy prediction models. Beaver (1966) used univariate analysis to compare patterns of 29 ratios in the five years preceding bankruptcy, for a sample of failed firms, with a control group of firms that did not fail.
During the late 1960s and throughout the 1970s, multiple discriminant analysis (MDA) was used to develop bankruptcy prediction models. Two of the well-known bankruptcy prediction models, Altman's Z-score (Altman 1968) and ZETA (Altman et al. 1977) were developed using MDA.
Beginning in the 1980s more advanced estimation methods, such as logit (Ohlson 1980 ) and probit (Zmijewski 1984) , were employed.
During the 1990s, the neural network (NN) model was introduced into bankruptcy prediction. Research has shown contradictory results regarding NN's superiority over linear models (Altman et al. 1994; Tam and Kiang 1992) . Later on, Sarkar and Sriram (2001) developed Bayesian network (BN) models for early warning of bank failures. They found that both a naïve BN model and a composite attribute BN model have comparable performance to the well-known induced decision tree classification algorithm. Some other techniques, such as rough set theory (McKee 1998) , discrete hazard models (Shumway 2001) , and genetic programming (McKee and Lensberg 2002) , have also been introduced to the bankruptcy prediction area.
Prior research has shown that BNs perform well as a classification and prediction tool in different domains (see e.g. Clark and Niblett 1989; Langley et al. 1992; Pazzani et al. 1996; Sarkar and Sriram 2001; Anderson et al. 2004) . Unlike most regression techniques, BNs do not have any requirements on the underlying distributions of variables. BNs can easily model complex relationships among variables including partial mediators and "interaction effects". BNs do not require complete information for observations. Observations that have some missing variables can still be used to train or test BN models. This is very important for bankruptcy studies because bankruptcy samples are usually small and bankrupt firms tend to have missing information. BNs are dynamic and interactive. They can easily be updated with new information as it is learned. Subjective human knowledge can easily be incorporated into models. Compared to other machine learning techniques, such as neural networks, BN models are more transparent and intuitive because relationships among variables are explicitly represented by the direct acyclic graph. Users report that BNs' representations are quite intuitive and easy to understand (Kononenko 1990 ).
BAYESIAN NETWORK MODELS
Bayesian networks (BN) are probabilistic graphical models that represent a set of random variables for a given problem, and the probabilistic relationships between them. The structure of a BN is represented by a direct acyclic graph (DAG), in which the nodes represent variables and the edges express the dependencies between variables (Pearl 1988) . The probabilistic part of the BN is represented by a set of conditional probabilities. Next, we discuss the basic concepts of BN models in the context of bankruptcy prediction.
Bayes Rule
Bayes rule can be expressed as follows:
In a bankruptcy prediction context, this can be interpreted as follows. Suppose we are interested in event A, which represents a company's bankruptcy filing. We start with a prior probability P(A), representing out belief about A before observing any relevant evidence. For instance, P(A) can be measured as the mean percentage of firms in the whole population that have declared bankruptcy in the past. P(B|A) represents the likelihood for bankruptcy based on observing a bankruptcy predictor B such as a late 10-K filing. P(B), the probability of a firm filing its 10-K late, is just a normalizing constant. Suppose we observe B. By Eq. (1), our revised belief for the probability of bankruptcy, the posterior probability P(A|B), is obtained by multiplying the prior probability of bankruptcy P(A) by the likelihood P(B|A) and then normalizing the result by dividing by the constant P(B).
Eq. (1) can be rearranged into Eq. (2), which states that the posterior odds for A equals the prior odds for A multiplied by the likelihood ratio for A from evidence B, i.e.,
P( A B)
where P( B A) P(B~A) represents the likelihood ratio for A from evidence B.
Based on the graphical structure of a BN model, it can be classified as a naïve Bayes, a tree augmented naïve Bayes, a general BN, etc. The present study focuses on the naïve Bayes model because it is simple to implement and have been shown to perform well in bankruptcy prediction (Sarkar and Sriram 2001) . Next, we further discuss the naïve Bayes model.
A Naïve Bayes Bayesian Network Model
The naïve Bayes BN model is named by Titterington et al. (1981) because of its simplicity. In a naïve Bayes model, the node of interest has to be the root node, which means, it has no parent nodes. In a bankruptcy prediction context, in Figure 1 , A represents the bankruptcy variable. B 1 , B 2 …, B n represent n bankruptcy predictor variables. The naïve Bayes model assumes the following conditional independence:
The above assumption says that predictors, B 1 , B 2 …, B n are conditionally mutually independent given the state of bankruptcy. Based on this conditional independence assumption, the posterior odds of A can be expressed as:
In the expression (3) above, B represents a vector of observations (B 1 , …, B n ). If only k of n predictors were observed, then the posterior odds for A is given by an equation similar to (3) above where only the likelihood ratios from the k predictors are used (instead of all n predictors as in (3)). The predictors that are not observed have no effect on the posterior odds for A.
SAMPLE AND DATA
Sample firms used in this study are publicly traded firms on major stock exchanges (NASDAQ, Then we randomly select 500 firms from the identified active-firm-pool for each sample year.
Once a non-bankrupt firm is selected for a year, it is excluded from selection in later years.
Thus, for 14 sample years (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) , we end up with 7,000 active firms as the initial nonbankrupt sample. Among these 7,000 firms, 63 firms have missing information on all 20 potential predictors and are deleted. Therefore, 6,937 firms are used to examine the correlations among variables. Further, another 5 firms have missing information on all the eight variables selected. Therefore 6,932 active firms are used to train and test the developed naïve BN models.
Through our own analysis and reviewing past research (e.g., Emery and Cogger 1982; Hopwood et al. 1989; Altman 1968; Ohlson 1980; Hopwood et al. 1994 
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A Heuristic Method for Variable Selection in Naïve Bayes Models
There exists a large pool of bankruptcy predictors. An appropriate selection of a subset of variables is necessary for developing a useful naïve Bayes model. Koller and Sahami (1996) elaborate the importance of feature (variable) selection. First, the computation time grows dramatically as the number of features increases. Secondly, over-fitting problems occurs when we attempt to apply a large number of features to limited data available. Thirdly, irrelevant and redundant features may confuse the learning algorithm and obscure the predictability of truly effective variables. Therefore, a small number of predictive variables are preferred over a very large number of variables including irrelevant and redundant ones.
One purpose of this paper is to provide a heuristic method to guide the selection of variables in naïve Bayes models. Grounded on prior feature selection literature (e.g., Koller and Sahami 1996) , the goal is to eliminate variables that provide little or no additional information beyond that subsumed by the remaining variables. To achieve the goal, the proposed heuristic relies on correlations and partial correlations among variables. This heuristic is based on the assumption that the dependence between every pair of variables is linear 6 and measured by the correlation coefficient.
Next, we describe how the proposed heuristic works. First, we obtain the correlations among all variables, including 20 potential predictors and the variable of interest, firms' bankruptcy status. Variables that have significant correlations (Pearson correlation coefficient ≥ 0.10) are assumed to be dependent and therefore connected. We use the cutoff of 0. 10 7 to help identify a small subset of most important predictors while excluding the unimportant ones.
Ideally, only the training sample should be used to obtain the correlation coefficient information.
However, this study uses a ten-fold analysis that requires ten training samples. It is too timeconsuming to analyze the correlation coefficients among all the ten training sample. Therefore, the correlations are obtained using the entire (both training and test) sample of 7,827 firms, including 6,937 non-bankruptcies and 890 bankruptcies. Figure 2 shows the dependencies among the variables.
In Figure Keefer (1994) , the EP-T method is one of those three-point discrete-distribution approximations that accurately represent certainty equivalents for continuous random variables.
To stay in the sample for training and testing the naïve BN model, a firm needs to have at least one variable available among the eight selected children nodes. Thus, the maximum sample size for this stage of the study is 7,822, including 6,932 non-bankruptcies and 890 bankruptcies.
Ideally, only data in the training sample should be used to identify the points. However, this ideal procedure requires a lot of repetitive work given the ten training samples used under the ten-fold analysis. Therefore, for each of children nodes in the naïve Bayes model of Figure 3 , we use the entire (including both training and test) sample of 7,822 firms to identify two points, x 1 , x 2 , which are respectively at 18.5 percentile, and 81.5 (18.5 + 63) percentile. These two points, x 1 and x 2 , are used as cutoffs to determine to which status, 'High', 'Medium', or 'Low', a certain variable value should belong. A firm is assigned a status of 'Low' for the variable if it has a value smaller than x 1 ; a status of 'Medium' if it has a value between x 1 and x 2 , and a status of 'High' if it has a value larger than x 2 . Since we estimate two conditional distributions for each predictor variable, one conditioned on bankruptcy and one conditioned on non-bankruptcy, there is no bias introduced by the fact that the sample proportion of bankruptcies (11.4%) in this study is larger than the population proportion of bankruptcies. Figure 3 . These conditional probabilities are informative in regard to the relationships between B (bankruptcy status) and its predictors. For instance, the probability of having a low M (market capitalization) given B is 44%, which is much higher than that (15%) given NB (nonbankruptcy).
Missing Information and Second-order Variables
Some sample firms have missing values on one or multiple children nodes used in Figure 3 . major difference is that now we consider each first-order variable instead of B as a root variable.
Next we explain how each first-order variable's second order variables are selected.
To select second-order variables for CH, we identify those non-first-order variables that are connected to CH in Figure 2 . Only one non-first-order variable, E, has a significant correlation with R. Therefore, E is the second-order variable for R. Similarly, S is the second-order variable for IFR; CA is the second-order variable for AU. There are no non-first-order variables that have significant correlations with CHN. Therefore, CHN has no second-order variables. By incorporating selected second-order variables into the naïve Bayes model in Figure 3 , we form the following cascaded naïve Bayes model shown in Figure 4 .
Using the ten-fold analysis, we obtain the average prediction performance of the cascaded naïve Bayes model as presented in Panel A of Figure 3 becomes more appealing with fewer variables and equivalent performance. Nevertheless, our results do not deny the possible superiority of the cascaded model over the naïve model in situations where missing information on first-order variables are even more substantial. 9 The verification would be more appropriate if we select firms with missing values on more than 2 first-order variables, for instance 3, or more. However, this is not doable in our sample because the number of bankrupt firms in our sample which have missing values on at least 3 first-order variables is very few.
Insert Table 6 Here
Number of States for Discretization
Bankruptcy prediction often involves continuous random variables. To apply these continuous variables to BN models, past research usually employs a discretization approach (Sarkar and Sriram 2001) . This approach converts continuous variables into discrete variables with limited states, often two. During the discretization process, one problem that researchers face is to decide the number of states for discretization. Does the number of states chosen for discretization impact models' prediction power? In this study, we empirically examine this issue. The advantage of increasing the number of states is to reduce the information loss during the discretization process. However, more states require more parameters to define models. Unless one has either data or knowledge to estimate these parameters, one can easily succumb to overfitting resulting in degradation in performance.
We use the naïve Bayes model in Figure 3 to test the effect of discretization states. In the 
... n n + 1 .
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to discretize continuous variables into n states. The model's performance with continuous variables discretized into various states is tested using the ten-fold analysis. With four or more states, the model's performance significantly deteriorates, probably due to over-fitting.
Insert Table 7 Here
Modeling Continuous Variables with Probability Density Functions
The discretization of continuous variables has been criticized by researchers (Poland and Shachter 1993) . For instance, Miller and Rice (1983) and Keefer (1992) note that representing continuous distributions accurately with a few points is tricky if the tails of the distributions are significant. Next instead of discretizing continuous variables (M, R, LM, CH, CHN), we fit them using the normal distribution to see whether the prediction ability of the naïve Bayes model in Figure 3 can be improved. Note that we choose to discretize IFR here because the goodness-offit of the normal distribution for this variable is too low. One possible reason for the low goodness-of-fit is that, different from other variables that are firm specific, Industry failure rate, IFR, is an industry level factor. Again, the ten-fold analysis is used here. For each fold, we use the training sample to estimate the parameters (mean and standard deviation) of the normal distributions modeling continuous variables. The probability density function for each continuous variable given bankruptcy (B) and that given non-bankruptcy (NB) are then used to calculate the likelihood of bankruptcy given values of variables. Assuming that the prior of bankruptcy is unknown ( 1 ) (
), the posterior likelihood of bankruptcy is calculated as:
The right column of Table 8 presents the ten-fold analysis result when modeling five continuous variables (M, R, LM, CH, CHN) using normal distributions. For comparison purposes, the left column of Table 8 shows the model's performance when continuous variables are discretized into three discrete states under the EP-T method. Untabulated T-test results suggest that compared to discretizing continuous variables into 3 states, modeling them with normal distributions leads to a statistically indifferent performance in predicting bankruptcy (83.60% vs. 81.13%), but a statistically significantly (p < 0.001) worse performance in predicting nonbankruptcy (77.51% vs. 81.85%). One possible explanation for this finding is that the normal distribution does not represent the underlying distributions of empirical data very well because financial ratios tend to be skewed (e.g., Karels and Prakash 1987) . We also experimented to identify and use the best-fit distributions for continuous variables using Crystal Ball software 11 .
The results are substantially similar to those using the normal distribution. Again, it is possible that even the best-fit distributions do not represent the underlying distribution of the real world data very well. This finding provides some justification for discretizing continuous variables in the context of bankruptcy prediction.
Naïve Bayes vs. Logistic Regression
In this section, we compare the performance of the naïve Bayes model in Figure 3 with that of logistic regression, a widely used bankruptcy prediction tool. Since logistic regression is not applicable to observations with missing data unless proper techniques are used to estimate the missing values, this comparison predictors in Figure 3 . Thus, the study sample is reduced to 414 bankruptcies and 1,435 nonbankruptcies. Given the small sample size, a five-fold analysis is performed. Using the same eight variables presented in Figure 3 , logistic regression has an average prediction rate of 79.48% in bankruptcy sample, and 82.02% in non-bankruptcy sample. The naïve Bayes model in Figure   3 has an average prediction rate of 80.43% in bankruptcy sample, and 80.00% in non-bankruptcy sample. Untabulated T-tests suggest that there is no significant difference (at the 5% level of significance) between two models' performance. The estimation 13 of logistic regression is as It is important to note that the naïve Bayes model is able to achieve an equivalent level of performance in a sub-sample of firms with missing data (See Panel B of Table 6 ), to which logistic regression is not applicable unless certain techniques of filling missing data is employed. Stepwise logistic regression selects nine predictors, six of which are the same as those used in the naïve Bayes model in Figure 3 . Based upon a five-fold analysis, logistic regression has an average prediction rate of 84.20% in bankruptcy sample, and 84.10% in non-bankruptcy sample. For the same sample of firms, the naïve Bayes model has a prediction rate of 81.90% and 80.20%. Untabulated T-tests suggest that there is no significant difference (at the 5% level of significance) between two models' performance.
SUMMARY AND CONCLUSIONS
In this study, we examine several important methodological issues related to the use of naïve Ohlson 1980; Hopwood et al. 1994; McKee and Greenstein 2000; McKee and Lensberg 2002) in this domain (see Table 9 ).
Bankruptcy prediction often involves incomplete information on some predictors. We further discuss how to select second-order variables that can compensate for missing information on selected predictors. Our empirical evidence does not show a significant improvement upon models' performance by incorporating second-order variables. Similar results are observed even after we restrict sample firms to those with at least 2 first-order variables missing. Nevertheless, our results do not deny the possible superiority of the cascaded model over the naïve model in situations where missing information on first-order variables are even more substantial.
Insert Table 9 Here More importantly, the above reported results could also be applicable to contexts other than bankruptcy prediction. Of course, the study has its limitations, some of which imply the need for additional research. Based upon this study's results, we can conclude that our proposed heuristic for variable selection is simple to implement and performs well. However, this study does not examine the relative performance of the proposed heuristic compared to other correlation-based algorithm (e.g. Hall 1999 ). This is a limitation of our paper which desires some future research. This study adapts the extended Pearson-Tukey (EP-T) method (Keefer and Bodily 1983) , a method of three-point approximations, to convert continuous variables into discrete. According to Keefer (1994) , the EP-T method is one of those three-point discretedistribution approximations that accurately represent certainty equivalents for continuous random variables. However, we do not test the relative performance of the EP-T method compared to other discretization methods as proposed in machine learning literature (e.g., Fayyad and Irani 1992) . Future research is useful to do such a comparison. Various variable selection algorithms have been developed/utilized for other bankruptcy prediction techniques, such as genetic algorithms for neural networks (Back, Laitinen, and Sere 1996) . It is interesting future research to explore how these algorithms can be applied into BN models.
In addition, the sample proportion of bankruptcies used in this study is larger than the realistic population proportion of bankruptcies, which leads to the ignorance of the prior during our study process. There are other important bankruptcy predictors which are not examined by the study. Finally, this study focuses on only one type of BN models: naïve Bayes. Future research is also needed to explore how to better apply other types of BN models, such as noisy-OR (Vomlel 2003) , to bankruptcy prediction. Industry failure rate, calculated as the average bankruptcy rate in the past two years, where bankruptcy rate = ( the number of bankruptcies in a two-digit SIC industry ÷ the total number of firms in the same industry ) × 100% Table 6 : Prediction Ability in the Test Sample for the Cascaded Naïve Bayes Model in Figure 4 Panel A: Average performance in ten-fold analysis using the full sample 
