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INTRODUCTION 
The present paper considers helical surfaces, as a generalization of curves 
called helices. In the theory of stochastic processes these objects are called 
random fields. 
We shall also consider a class of surfaces called d-helical surfaces, which are a 
generalization of the helical surfaces. We shall show that the von Neumann- 
Schoenberg theorem [IO, 121 holds for these surfaces. 
Moreover, we shall give spectral representations for helical and d-helical 
surfaces in Section 5. As shown by the author in [14], stationary CT curves 
admit a special representation. 
Basic features of helical surfaces are drawn by Masani [IO, 111. There exists 
also a theory of homogeneous random field [5, 181, corresponding to stationary 
curves and surfaces. 
1. C.4~cuLus INVOLVED 
1.1. Derizutizvs and D@rentiuls 
Let H be a Hilhert space and G be an n-dimensional Euclidean space (n < a), 
let 59 be an open set in G. 
We shall give some definitions from calculus of several variables (cf. [2, 3, 6, 
131). 
.?1 continuous function .f‘: 9 + H is dtxerentiable at t, E 9, if there exists a 
linear map T: G + H for which, given E > 0, there exists 6 > 0 such that 
IIf -/-(to) ~ T(t - to)11 d E ‘I t - to I/G 
whenever Ii t - t, ijo <: 6. Here 11 is the Hilbert space norm, and j( tic; is the 
norm of the space G. 
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The linear map T, which is bounded by virtue of the finite-dimensionality of 
G, is called the FrPchet, or total derivative off, and is denoted by 
T = f ‘(to). 
Given an argument differential dt = h E G, the value of this linear map for R 
is the total dijjceerential off at t, , and is denoted in one of the following ways: 
df(t,) =f’(t,) dt =f’(t,) h. (2) 
This is a differential form of degree 1 [3]. 
The total differential (2) of a differentiable function is also obtained by means 
of the limit 
f’(t,) h = lim f(to + 4 - .f(to) 
7-O T 
TER 
(3) 
This limit is also called the Giteaux d$erentiaZ, or the derivative off in the 
direction of h, and it yields in particular all the partial derivatives off by special 
choices of h. I f  f  is not differentiable at t, , but the limit (3) exists for all h E G, 
f  is then called GLteaux derivative, (cf. [9, p. 1 IO]). 
In the sequel we shall use Frechet differentiability. Hence, the derivative 
f  ‘(to) off at t, belongs to the linear space L(G; H) of linear operators G -+ H. 
We shall consider the spaceL(G; H) as a Euclidean space with the scalar product 
(A 1 Bj = Trace B*A = f  (Aaj 1 Baj) 
j=l 
(4) 
where (aj) is a basis of G, and (. / .) is the scalar product of H. 
The pth total differential corresponding to the argument differentials h, , 
h 2 ,..., h, E G is 
dpf(t) =f’p’(t) h,h, ... h, . (5) 
The pth derivative f(p)(t) itself is a symmetric p-linear function x ~J’G + H, 
hence the expression (5) is linear with respect to each of its arguments Iz, ,..., h, 
[6, p. 176; 2, p. 64; 13, p. 861. 
Referring to (5), we say that f  is differentiated p times with respect to the 
argument differentials h, ,..., h, . I f  the same argument differential is used 
repeatedly, we shall use a “power notation” [ 13, p. 901. So, letting (aj) be a basis 
of G, in the expression 
f(P)@) aila . . . afLa (il + *.. + i, =p) 
the exponent ik indicates how many times the argument differential a, has been 
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used (k = I ,..., n). Letting t = xy=, 7+zj (Tj E R,j = l,..., n) be the coordinate 
representation of t, the expression (6) is equivalent to the partial derivative 
notation 
On the other hand, the pth derivative f(“)(t) can be viewed as a linear function 
on the tensor product space @ipG to H by 
d+yf(t) = [f(~)(t)] h, @ h, @ ... @ h, . (5’) 
We shall consider the tensor product space @,pG as a Euclidean space 
furnished with the scalar product [8, p. 791 
where (., ./ is the scalar product of G. 
The tensor product space &PH will be considered in a similar manner. 
A functionf : 5? - H is said to be 0, if it possesses all the derivativesfu)(t), 
i = l,..., p, t E 3?‘, and the partial derivatives of the pth order are continuous. 
1.2. Line Integrals 
Let y  be a differentiable function on an interval 01 < T < /3 to 9 with 
r(a) = t, , #I) = t, . Then y  represents a path from t, to t, in 58 C G. The line 
integral of a continuous function f: 9 +L(G; H) (or of a differential form of 
degree 1) along the path y  is denoted by JYf(t) dt [3, p. 401. 
This is independent of the path if and only if the alternating differential (the 
rotor) off vanishes identically in 3, i.e. 
,;f’(t) hk = *[f’(t) hk -f’(t) kh] = 0, tEci3. (8) 
In particular, i f f  is the derivative of a C2 functions, then (8) is satisfied, and 
any function g: 33 + H, whose derivative f is, can be obtained by means of 
integration along a path whose end point is variable. We denote this by 
g(t) = &o) + (f,.) du, tEz3. (9) 
Thus, the path-independent line integral and total differential are operations 
converse to each other. 
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1.3. Volume Integrals and Multivariate D#erence Calculus 
Let f : 5Z’ + H be a continuous function, and let dlt A d,t A ... A d,,t (dit E G, 
i = I,..., n) be a volume element on G, determined by an n-form (a determinant 
function) [3, p. 821. The integral 
J Bf(t) 4 t A d,t A ... A d,t (10) 
is a volume integral off over the volume Y (it can also be viewed as the integral 
of the differential n-form w = f (t) d,t A d,t A ... A d,t). 
Given n linearly independent vectors {ci} in G, we denote by Y the set 
in i 9 = jzl Sicj IO < .ti < 1, i = l,..., n, 
and call this an n-interval at the or&n, spanned by (ci}. 
Given a point c,, E G, the set cO + 3 is then an n-interval at c,, , spanned by 
(Cl- 
The class of sets 
CO + jJ SiCi 1 0 < fi < Ti 9 ri > 0, i = l,...,n,c,~G (11) 
i=l 
is a preying of n-intervals spanned by c1 ,..., c, . 
Let F be a function defined on 2, Z? C G, q, + 9 C 9. The n-d#erence of F 
at co , over an n-interval 9, is 
Remark. This is nothing but a formulation of (8.3.3) from [4, p. 791. See also 
[7, p. 6081. 
LEMMA 1. The n-difference of a function F at co can be expressed by means of 
n-d@rences at the origin. 
Proof. Let di denote the difference of F with respect to the ith edge of 9, 
i.e., AiF = F(co + ci) - F(c,). Then dxF(c,) = d,d, ... d,F(c,). Each di 
can be expressed by means of a difference at the origin; by denoting djU’F(0) = 
F(co + ci) -F(O) and @F(O) = F(c,) -F(O) one has 
@(co) = &‘F(O) - @F(O) = (d’iu’ - &F(O). 
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Now, 
AF&,) = A,A, *-* A,F(O) 
= (AI”’ - Al”) (A?’ - oy, **. (A;’ - A;‘)F(O) 
+ i 0l”op fi AyF(0) - *.* + (-1y fi AyF(0). 
j,k=l i=l i=l 
j.k i#j 
ifk 
In these sums each product of the A: s corresponds to an n-interval at the 
origin. I 
The following lemma lists a nexus between the volume integral and n-dif- 
ference. 
LEMMA 2. Let f  be a continuous function 9 -+ H, and let (al) be an orthonormal 
basisofGsuchthata,~...Aa,= 1. Let t = &iai and t, = Zrioai be two points 
of G (to jixed), and let 9 be the n-interval 9 = {ZEiai 1 0 < [i < ri - rio, 
i = l,..., n}. Then the volume integral off over to + 9 can be calculated as the 
multiple integral 
I 71 +,f (t) 4t A ..’ A d,t = s s ..a T1° ‘nf(4, ,..., 5,) de, *-a d5, . (13) t 0 rrto 
Let us denote this by F(t) = F(T~ ,..., T,), as a function of the upper limits. Then 
the volume integral off over any constant n-interval a + 9, where 9 = {Ztiai 1 0 
< ti 6 7ji Vi} is 
s o+sf(t) 4 A ..- A d,t = A,F(a). (14) 
Proof. Formula (13) is a triviality. 
The integral on the left-hand side of (14) is, by integration of one variable in 
turn, Ai denoting the increment with respect to the ith variable, 
= . . . =A A 1 2 *-a A,F(~, a..., 4 
= A$F(a). 1 
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2. MULTIPARAMETER FAMILIES OF OPERATORS 
Let G be an n-dimensional Euclidean space, and let H be a Hilbert space. 
By a multiparameter family of operators A,: 5?3(,4) - H (II E G, 9(,4) C H) 
we mean a family 
{-4h Ihg G) (or VW) I h E GH, 
of linear operators, indexed by the parameter space G. A multiparameter family 
is called a linear multiparameter family, if the dependence of A, on h is linear. 
The family will then be denoted by 
{Ah j h E G}. 
A itself can now be viewed as a bilinear operator A: G x 5’(A) -+ H. 
2.1. Multiparameter Spectral Families 
A m&parameter spectral family on H is a family of projections {EAI,.,.,h, 1 
hi E R, i = l,..., n}, satisfying the properties (cf. [17, p. 191) 
(4 4, . . . . . ,t,&, ,..., un = K, ,..., Us, *i = min&, pi), i = l,..., n. 
(b) if pli tends decreasing to h, for all R = I,..., n, then Eu, ,..., lln + 
EAl,...An . 
(4 Ehl,...,h, -+ 0 if at least one Xi + -co, and EA1,sb.,A + I if all Ai -+ co. n 
Examples of multiparameters spectral families can be constructed by means of 
intercommutative one-parameter families Eli’, i = I,..., n, by the product 
v7, p. 191 
E Al,...& = E’l’E~’ . . . El;’ h 2 
It follows that for x E H, the real-valued function of real variables 
F(h v..., 42) = II -q.....A,X II*> 4 ,...I ha E R 
is an n-variate distribution function [4, p. 801, i.e., it satisfies 
(i) F is nonnegative-valued and bounded by 11 x 112, 
(ii) d.&(t) = F(4 + 5, ,..., 4, + 6,) - F(4, X2 + 5, ,..., An + 5,) - 
... - F(X, + 5, ,..., A,-, + tnpl , A,) + ... + (-l)nF(hl ,..., A,) 2 0 for all t = 
(4 ,..., bz), (l-1 ,*-*> En) E R+“, 
(iii) F(X, ,..., A,) -0 of one & -+ -03, and F(h, ,..., L) - II x II2 if 
all hi --f co. 
Note that condition (ii) can be written by (12) as d,F(t) > 0. 
We shall write (Et ) t E G} when we mean a multiparameter spectral family. 
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Thinking of E, as an operator-valued measure, we should write dE, = E(dY), 
where d9 is an infinitesimal n-interval. The projection-valued measure of an 
n-interval is obtained by applying the n-difference (12). 
2.2. Spectral Representation of a Linear Self-ddjoint Farnil?, 
A linear multiparameter family {Bh / h E G} is called a linear self-adjoint 
family, if all the operators Ah: B(d,) + H are self-adjoint. 
A linear self-adjoint family {Ah j h E G} is Abelian, if (cf. [16, pp. 50, 611) the 
spectral families of Ah and Ak commute for each pair h, h E G. 
Moreover, we say that a self-adjoint family has a compound simple spectrum, 
if there exists an element e E H (the generating element [I, pp. 50, 59; 151) such 
that {E(Y) e 19 E 9} is dense in H. 
LEMMA 3. Given a linear iZbelian self-adjoint family {Ah 1 h E G}, there 
exists an n-parameter family of spectral projections {Et = E,,l,...,An j Ai E (w, 
i = I,..., n} such that 
Ah = 
i 
<h, t) dEt . (15) 
G 
Moreover, if the family {Ah} h as a compound simple spectrum with generating 
element e, then for il ,..., i, = 0, I ,..., 
(Aa$ (Aa,)il .** (AaJin e = 
I 
G (a, , t)” (a, , t)i” ..* (a, , tiin dE, , (16) 
where {aj} is an orthonormal basis of G. 
Proof. Let h, K E G be fixed. Then Ah is a self-adjoint operator on H 
having a spectral representation 
Ah = 
I 
m X dEp’; also 
-P, 
Ah = ic P dE:‘. 
Now, the spectral families Ey’ and EF’ commute, and E,,, = EY’EF’ is a two- 
parameter spectral family. Hence 
This formula generalizes to 
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where {ail\ is an orthonormal basis of G, and this is equivalent to (15) (cf. [17, 
Pm 661). 
Since e is a generating element, it belongs to the domain of (Ah)i for all 
h E G, i = 0, I,..., and hence the left side of (16) makes sense. Now, (16) is 
nothing but an extension of the canonical form of a self-adjoint operator [I, p. 521 
to the multiparameter case [15]. a 
2.3. Multiparameter Unitary Groups 
A subset r = {U, 1 t E G} of linear operators on the Hilbert space H is a 
multiparameter Abelian group of unitary operators with parameter space G, if 
(i) for each t E G, Crt is a unitary operator on H, 
(ii) Cl S+t = U,U, for all s, t E G, 
We also denote o’, = U(t), t E G. 
Hence, given any h E G, the subgroup {U(&) j 7 E R} is a one-parameter 
group of unitary operators. Using the spectral representations of these one- 
parameter groups, we can deduce 
LEMMA 4. The spectral representation of a multiparameter dbelian unitary 
group P is 
U(t) = 1 exp(i(u, t)) dE,, . (17) 
G 
Moreover, an n-parameter group is generated by a set {Ah,, Ah, ,..., .;lh,} of 
skew-adjoint intercommutative operators, Ahj being the infinitesimal generator of 
(Lr(-rhj) j 7 E R}, j = l,..., n. 
In fact, we can speak about a generating family 
(AhIhEG} (18) 
of a multiparameter Abelian unitary group. This is a linear skew-adjoint family 
of intercommutative operators. We note here that even if H is a complex space, 
G is a real space, and in (I 8) we have a real linear combination of skew operators, 
which is skew. 
3. HELICAL AND A-HELICAL SURFACES 
3. I. Basic Definitions and Properties 
Let H be a Hilbert space and let G an n-dimensional Euclidean space. Let d 
be a prering of n-intervals spanned by a basis of G. 
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DEFINITION. A continuous surface x(.) in H is A-heZica2, if there exists a 
multiparameter unitary Abelian group, the so-called sh$t group r = {U, 1 t E G) 
such that for all t, a E G, 9 ~9, 
A/x(a + t) = U,A&a). (19) 
A surface is helical, if for all a, b, t E G 
s(a + t) - x(6 + t) = U,{x(a) - x(b)}. (20) 
A surface x(e) is stationary if for all a, t E G, 
x(a + t) = U,{x(a)}. (21) 
The next two propositions show how one can construct examples of helical 
surfaces. 
PROPOSITION 1. Let GI ,..., G, be finite-dimensional Euclidean spaces. Let 
xi(.) be a helical (respectively, stationary) surface in Hi (Hilbert space) with shift 
lJ,(.) and with parameter space Gi , i = I,..., p. Then the Cartesian product 
(%:1(.) ,..., x0(.)) is a helical (resp., stationary) surface in the Cartesian product space 
xlPHi (z @,PHi = orthogonal direct sum) Roith shift U,( .) @ U,( .) @ ... @ 
U,(.), the parameter space being xlpGi . 
Proof. This comes directly from definitions; the scalar product in &PHj 
is taken as the sum of the scalar products of “coordinate spaces,” and the operator 
U,(.) in the direct sum of operators operates on the ith coordinate space. I 
EXAMPLE. Since the ordinary cylinder is the Cartesian product of a straight 
line and a circle, it is a helical surface in R3 = R x R* (4R x C). 
The sphere is not a stationary surface, since the orthogonal group is not 
Abelian. 
PROPOSITION 2. Let x1( .),..., xD(.) be A-helical (resp. helical, stationary) 
surfaces in Hilbert spaces HI ,..., H, , respectively, with a common parameter space 
G, and with shifts U,(.),..., U,( .). Then the tensor product x1( .) @ x2( .) @ . . . @ 
xD(.) is a A-helical (resp. helical, stationary) surface in the tensor product space 
&“H, with shift U,(.) @ U,( .) @ ... @ U,(.), the parameter space being G. 
Proof. This also comes directly from the definitions, since the tensor pro- 
duct of operators acts on a tensor product of vectors “factor-by-factor” [8, 
p. 221. (Sometimes the tensor product of operators is called a direct, or a 
Kronecker product.) [ 
EXAMPLES. The tensor product of a straight line and a circle is again a 
circle. The tensor product of two circles is a stationary curve in R4; in general, 
the tensor product of two helices is a helix. 
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3.2. zl Characterization of A-helical Surfaces 
The next theorem gives a characterization of A-helical surfaces by means of 
the surface itself. The theorem is a generalization of the corresponding pro- 
perty of helices [12]. Cf. P. Masani: Dilations as propagators of Hilbertian 
varieties, SIAM 1. Math. r2naZ. Vol. 9, No. 3, June 1978. We extend this to 
the A-helical case. 
THEOREM 1 (Generalized von Neumann-Schoenberg theorem). 9 continu- 
ous surface .Y( .) in a Hilbert space H is A-helical, respectively, helical, stationary, if 
and onij I f  
(A#.v(a) I Aps(b)), (22) 
respective!\!, 
(x(a) - s(b) 1 s(c) - s(d)), (23) 
(44 I 4b)) (24) 
is translation-invariant for all 9, j’ E B, a, b, c, d E G. 
Proof. It is clear that (19) implies the translation-invariance of (22) (30) 
does the same for (23), and (21) for (24). 
Let us now suppose that (22) t IS ranslation-invariant. Let the prering .Y be 
spanned by a basis {c,} of G. Let us say that an n-interval 3 is of rational type, 
if the numbers 7j in (11) are rational numbers for allj = 1, 2,..., n. Let S, be the 
closed linear subspace of H which is spanned by those A~px(O), where 3 is of 
rational type. Write all these vectors Ags(0) as a sequence and then orthogo- 
nalize by the Gram-Schmidt procedure, thus obtaining the (finite or enumerably 
infinite) orthonormal set {ejj. 
We have 
where 
Cl1 l-12 ... (1, 
c21 c;?‘) ... c!?j 
ej _ (Dj_lDj)-1’2 i 
(25) 
cj-l.l 
A.~l.~(o) Al;;:;) 
. . c J-1.; 
. A4,.r(0) 
and D, is the i ,-; i-Gramian determinant of these numbers (D, = 1, i = I, Z,...). 
Any 9 E B is a limit of n-intervals of rational type (limits are taken by each 
coordinate). Hence, owing to the continuity of x(.), A,~x(O) E S, for all Y E.Y. 
Hence 
(27) 
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Since, by the hypothesis, the numbers (26) and hence also the Gramians Dj 
are translation-invariant, we can by (25) define an orthonormal set {ej(t):, t E G, 
by replacing the bottom row from the determinant (25) by the row (d,,~(r), 
4&>,..., 443x(t)), j = 1, 2 ,.... Let us write 
Q.(t) = i p&.4$,x(t) (28) 
i=l 
where pik is the cofactor of 4x x(O) from (29, multiplied by (DjDjml)-l;‘, and 
hence independent of t for all I, k = 1, 2 ,.... 
The vectors {ej(s)> span the same closed, linear subspace as the set {4~I.~(s), 
d/*X(s),...)-, that is, the set (ON.lc(s) / 9 is of rational type}. 
Owing to the continuity of .I(.), this is the same linear subspace as that 
spanned bv {B/s(s) 1 .9 6.4, s E Gj,. This subspace contains, in particular, 
4Xx(O). Hence it contains S, . 
On the other hand, 44.x(~), which involves a translation of 9 to s + 9, can be 
expressed as a combination of dgx(0) by Lemma I. But S, contains all 4,.~(0). 
Hence (ej(s)} span the closed linear subspace S, for every s. 
Consequently. the equations 
L,‘(s) {ej(0)j = e,(s), j = 1, 2,..., (29) 
define a unitary transformation C:(s) in S, ( an can be extended to a unitary d 
transformation in H in case S, f  H). 
Now, applying U(s) to (27) we obtain 
U(S) {dfiT(O)j = C:(S) x /3,(X) ej(O) = C pi(S) ej(s). (30) 
‘ r 
On the other hand, by (28) by the hypothesis of translation-invariance, and 
by (~7)~ 
44x(s) =: 1 (dfx(s) / CR(s)) e,(s) 
= i (4.&s) I 1 h44&)) 4s) 
1 
= 1 C Pi?J4*x(s) I 4si-r(S)) G) 
= i i h(4/~(0) I 4.~p(O)) 44 
= : (4.+(O) I T ~db~4N 44 
= ; (44x(O) I 43) et(s) 
= 2 AV) e&). 
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Combining this result with (30) we obtain 
U(s) {A,x(O)) = AfiY(S), 
implying that the surface x(.) is d-helical. 1 
Let 9 be an open set in G, and consider a linear operator function I-(,) 
on 9 to L(G; H), which means that Y(t) cL(G; H) for all t E 9, i.e., I’(.) is 
a surface inL(G; H). The following corollary gives a sufficient condition for this 
to be helical. 
COROLLARY. &-J linear operator function Y(.) on G to L(G; H) is A-helical 
(resp. helical, stationary) in L(G; H), t f  all the surfaces I’(.) a C H, a E G, are 
A-helical (resp. helical, stationary) in H. 
Proof. We prove the helical case. Let Y(.) be a surface in L(G; H) such that 
when I’(.) acts on G, the result I’(.) a is helical in H for all a E G. We then 
obtain by fixing a basis {a,.] in G, and by using the scalar product (4) of L(G; H), 
that 
t,‘I*(t) - I’(u) 1 I;(v) - IT(w):; =I 1 (E-(t) a, - T-(u) a, / Y(v) a, - Y(w) a,), 
i=l 
Since all the summands on the right-hand side are translation-invariant, the 
invariance of the left-hand side is clear. I 
4. ON DIFFERENTIABLE HELICAL SURFACES 
THEOREM 2. Let x(.) be a diflerentiable helical surface in H, and U(.) be its 
shift group. Then the total differentials dx( .) = x’( .) a are stationary with shift U( .) 
for all a E G. Moreover, x’(.) is stationary in L(G; H). 
Conversely, given a stationary difJwentiable surface Z(.) in L(G; H) satisfying the 
integrability condition 
A Z’(.) hk = 0 for all h, k E G, (31) 
h.k 
the line integral 
x(t) = s(tn) + 1;’ Z(u) du (32) 
6 
defines a helical surface in H. 
Furthermore, if x(.) is CY, then its jth difjerential djx(.) is stationary for all 
argument difjerentials and for j = I,..., p, with shift U(.). Moreover, the induced 
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linear operator functions .I?)(.) h, ... hj are stationary in L (@t-‘G; H) for all 
h 1 ,..., hjpl E G. 
Then also the dzzerentials djx( .) and dkx( .) are stationarily cross-correlated, i.e., 
(djx(a) 1 d”x(b)) = ‘yjk(a - b), a,b~G, j,k=l,2 ,..., (33) 
depends only on j, k and on the increment a - 6. 
Proof. By the differentiability of x(.), its total differential can be calculated 
from (3), i.e., 
&(t) = x’(h) h = lim x(t + ‘y - x(t) = l$$ U(t) 
x(Th) - x(0) 
7’0 
T 
= U(t) lim 
.t(Th) - x(0) 
7+0 7 
= U(t) x’(0) h = u(t) dx(O), 
which yields the stationarity of the differential. Since h E G was arbitrary, the 
stationarity of the derivative x’(.) follows by the corollary of Theorem 1 above. 
If  x(.) is CD, this reasoning can be repeated. 
As for the converse part, 
U,{x(b) - x(a)} = Ut 1” Z(u) du = [” Z(t + u) du 
-0 -n 
=I 
t+b 
Z(u) du = x(t + 6) - x(t + a), 
. t+n 
where the last line integral is taken along the translation of the path of the 
first two integrals. 
Formula (33) is clear by the unitarity of the Abelian group U(e). 1 
LEMMA 5. Let x(.) be a C” A-helical surface with shift U(.). Then 
y(.) = 2Y.v (.) 
arl ... ar, 
is a stationary surface with shzft U(.). C onversely, given a stationary surface y( .) 
with shift U( .), the surface 
S(T1 ,...( T,,) = j::’ ... I^ :‘v(E, ,...> En) dt, ... dt, (34) 
n 
is A-helical with shiff C;(.). 
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Proof. Let a, t E G. Then 
31 
where 9 is an n-interval with side-lengths fI ,..., [,, , [4, p. 311. 
For the converse part, let 3 be an n-interval 4 = {x tiai 1 0 < ti < qi , 
i = I,..., n}, (q} being an orthonormal basis of G. Then, letting a = x cqzi , 
and by Lemma 2, 
I 
u,+nl+rl 
zz . . . 
ml+71 J 
.a,+nn+r,, 
A’) a1 . ..d.$. = A/x(u + t). a 
%-+T, 
5. SPECTRAL REPRESENTATIONS 
THEOREM 3. Given a C2 h I’ 1 e KU sur ace x( .) in H, there exists an L(G; H)- f  
vulued measure X( .) on a prering of n-intervals in G, such that 
x(t + h) _ x(q = s, ei’t’v)(ei(h’v) - *) X(dS) h. 
i(h, v> (35) 
Proof. By Theorem 2, x’(e) is stationary in L(G; H). Let U(.) be the shift 
group of XI(.). Now U(.) E L(L(G; H); L(G; H)). 
The surface x(.) can be expressed as the line integral (32) with x’(.) = Z(.), 
since the integrability condition (3 I) is satisfied. Let us choose the path of 
integration as the line segment connecting t and to , i.e., u(t) = to + ((t - to), 
O,<E<l, du=(t-to)d& 
Then, letting {EV 1 v  E G} be the L(G; H)-valued spectral family of U(.), 
x(t) - x(t,) = It: U(U) x’(0) da = lI/c eicuer) d&,x’(O) du 
.l 
=JS exp(i<t, + 5(t - to), v:j) d5 d&x’(O) (t - to). GO 
409!76/1-3 
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Denoting t - t, = h, and computing the integral inside yield the desired 
result with X(U) = dE,x’(O) by the convention introduced at the end of 
Section 2.1. I 
THEOREM 4. Given a Cn A-helical surface x( .) in H, there exists an H-valued 
measure p on a peering of n-intervals of G, such that 
where a = C qai , (aj} being an orthonormal basis of G, 9 = {x &ai 1 0 < fj < 
yj ,j = l,..., n}, d9 = {C &a? 1 0 < tj < dqj , j = I ,..., n>. 
Moreover, denoting by r(a + 9, b + f) th e “autocovariance” (Axx(a) 1 A/x(b)), 
there exists a real-valued measure on G such that this has the representation 
where, in addition to the above, b = x is,ai , and 9 = (C &aj / 0 < Ej < aj , 
j = l,..., n}. 
We omit the proof, since it involves standard calculations. 
Remark. We did not obtain from Theorem 3 an expression for the auto- 
covariance of an ordinary helical surface, since there was associated an argument 
differential h E G in (35). In Theorem 4, p(d9) = I\ E(dJ)y(0)lj2, which is a 
direct generalization of the case where G = R. 
6. STATIONARY Cm HELICAL SURFACES 
6.1. Multidimensional Orthonormal Polynomials 
Given an n-variate distribution function F on an n-dimensional euclidean 
space G, a point to E G is a point of constancy of F, if there exist positive numbers 
5i”, i = l,..., n such that the n-difference AxF(t,) = 0 for any n-interval Y 
whose side-lengths ti satisfy 0 < ci < eio, i = I,..., n. 
Let S be the set of points of non-constancy of the distribution function F. 
Consider real-valued polynomials of a variable t E G. Polynomials in t can be 
expressed as a sum of monomials 
<t, al>{’ (t, ae)iz ... (t, a,)““, (38) 
where i1 + ... + i,, = k, k = 0, 1, 2 ,..., of degree k, {a,.} being an orthonormal 
basis of G. 
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In fact, we shall consider, instead of polynomials, equivalence classes of them 
with respect to the equivalence relation P -Q if and only if P(t) = Q(t) for all 
i E S. In case dim G == 1, this reduces to the ordinary equivalence of poly- 
nomials modulo a polynomial of the lowest degree vanishing in S. 
The set of monomials (38) is partially ordered in accordance with the degree k. 
Let us arrange also the monomials of any given degree such that the whole set 
(38) possesses a complete ordering, and is hence a sequence. Let us choose this 
ordering to be consistent with respect to multiplication, i.e. if P <Q, then 
(t, ai> P < (t, ai) Q, i = l,..., n, P, Q being two monomials. 
Orthonormalization of this sequence with respect to the given distribution 
function F yields a sequence of orthonormal polynomials on G. 
6.2. Orthonormalization of Dlflerentials 
Let x(.) be a stationary CJo surface in a Hilbert space H, parametrized by an 
n-dimensional euclidean space G with basis {uj}. 
We now consider the vectors 
@)(t) gl . . . a>, 
(39) 
where i1 + ... + in = k, k = 0, 1, 2 ,.... 
The ordering fixed above induces an ordering for the set (39). The ortho- 
normalization procedure now yields an orthonormal set of vectors in H. 
By Theorem 2 the surfaces (39) are stationary, and also the orthonormalized 
vectors are stationary. 
Let us now look at the spectral representations of operators involved. 
The generating family {Ah 1 h E G} of the shift CT(.) of A(.) possesses the 
spectral representation 
Ah= ’ 
J 
i(h, t) dEt . (40) 
c 
Moreover, by (16) 
x(k)(O) ap . . . ai; = (Aa$ ... (Aa,l)in .x(O) 
= i” .fG (a, , t)” ... (a, , t)‘” dE,.r(O). 
Let the orthonormal vectors which are the result of the orthonormalization of 
(39) be ei(t), where i = (il ,..., i,) denotes the “highest” differential involved. 
Respectively, let P<(t) denote the orthonormal polynomials resulting from the 
orthonormalization of (38) with respect to the distribution function 
F(t) = II -WO)l12. (41) 
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Since the algebraic operations yielding both these orthonormal systems are 
the same, we have 
ej(0) = ik 1 Pi(t) dE,.x(O), 
G 
(42) 
wherej = (jI ,..., j,), jr + .‘. $- jn = k, k = 0, 1, 2 ,.... 
We are now in a position to establish a theorem which is an extension of the 
representation theorem from [14]. The associated analog of the Frenet theory 
of curves is given in [ 161. 
6.3. d Representation Theorem for Cm Surfaces 
THEOREM 5. Consider a Cz stationary surface x( .) with shift L’(e) and its 
spectral family {Et 1 t E G}. Under the hypothesis that the surface lies in the space 
spanned by! {x’“)(O) a: ... a> 1 jl + ... + jn = k, k = 0, l,... >, where {aj} is an 
orthonormal basis of G, the surface x( .) can be represented by 
x(t) = z. (-i)” 2 j e”*.u)F’j(u) dF(u) ej . 
i G 
(43) 
Herej = (j, ,..., j,) and xj is extended over those j-sequences for which jl + ... + 
jn = k, and the multivariate distribution function F is given by (41). 
Proof. By the hypothesis the surface x( .) can be expressed letting e,= ej(0), as 
X(t) = 1 (X(t) ) ej) ej . 
Using the spectral representation (17) of the group U(e), 
r(t) = \ eicf*u) dE,x(O). 
‘G 
One obtains from (42) and (44) by spectral calculus 
(x(t) 1 ej) = (-i)” jG ei’t*“‘Pj(u) dF(U), 
from which the assertion follows directly. 1 
(44) 
COROLLARP. Given a helical C” surface y(.) in H with the property that its 
derivative y’(‘) in L(G; H) lies in the span of its diflerentials at zero, then y(‘) can 
be expressed as a line integral of (43), where now er E L(G; H). 
Also a C-A-helical surface possesses a representation of n-fold integral (34) of 
(43). 
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We consired in Propositions I and 2 methods of composing helical surfaces 
from “factors.” We now consider a third method, which is related to the 
factorization of the distribution function F from (41). We can drop the Cm 
hypothesis. 
PROPOSITION 3. Let x1( ,) ,..., .Y~(.) be stationary surfaces in Hilbert spares 
ZZl ,. . . , H, , respectivelJr, parameter spaces being G, ,. . ., G, and shifts C’,( -),. , 
U,( .). Then the tensor product s(t) = .q(t,) 13 ... I:~S s,(tJ, ti E G, , i = I,..., p, 
is a stationary surface in i&flHi with shift ri(t) == r:,(t,) E,# ‘.. :<, L’,(t,), and 
zcith parameter space G, x ... x G,, . 
The?z the distribution function (41) of .I(.) is F(.) = F’,(t,) ‘.. F(t,,). 
Conversel_)l, given a decomposable distribution ,function F on G, such that F(t) = 
F,(t,) ... F,(t,), ti E Gj , i = I ,..., p, G, El .‘. c! G, := G, the corresponding 
stationary surface is decomposable b?l tensor product. 
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