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Abstract
We study the structure of solution set of the nonlinear two-point boundary value problem{
u′′(x) + fλ(u(x)) = 0, −1 < x < 1,
u(−1) = u(1) = 0,
where λ > 0 is a bifurcation parameter and fλ(u) = λ
∑m
i=1 aiuqi +
∑n
j=1 bj upj satisfies
(A1)–(A4). Under (A1)–(A4), we prove that there exists λ∗ > 0 such that the problem has ex-
actly two positive solutions for 0 < λ < λ∗, exactly one positive solution for λ = λ∗, and no positive
solution for λ > λ∗. More precisely, we give a complete description of the structure of the solution
set.
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We study the structure of the set of positive solutions for the nonlinear two-point bound-
ary value problem{
u′′(x) + fλ(u(x)) = 0, −1 < x < 1,
u(−1) = u(1) = 0, (1.1)
where λ > 0 is a bifurcation parameter. We first assume that fλ := λ∑mi=1 aiuqi +∑n
j=1 bjupj satisfies
(A1) 0 < q1 < q2 < · · · < qm, 0 < p1 < p2 < · · · < pn, m,n  1, q1 < 1, pn > 1,
a1, am, b1, bn > 0, ai = 0 for 2 i m − 1, and bj = 0 for 2 j  n − 1.
Thus, for any fixed λ > 0, fλ(u) = λ∑mi=1 aiuqi +∑nj=1 bjupj is concave for small
u > 0 and is convex for large u > 0. It is easy to see that u ≡ 0 is a trivial solution of (1.1)
for any λ 0.
This research is motivated by a well-known paper by Ambrosetti, Brezis and Cerami [2]
in which they studied the combined effects of concave and convex nonlinearities to the
exact structure of the solution set for the elliptic boundary value problem{
∆u + f˜λ(u(x)) = 0 in Ω (Ω ⊂ RN, N  1),
u = 0 on ∂Ω, (1.2)
where Ω is a general bounded domain with smooth boundary ∂Ω . Specifically, they took
f˜λ(u) = λuq + up and studied{
∆u + λuq + up = 0 in Ω (Ω ⊂ RN, N  1),
u = 0 on ∂Ω, (1.3)
where 0 < q < 1 < p. They obtained the existence of two positive solutions of (1.3) for
small λ > 0 by using sub- and supersolutions and variational arguments. When Ω is any
ball in RN , N  1, and 0 < q < 1 < p N∗ (note that N∗ = (N + 2)/(N − 2) for N  3
and N∗ = ∞ for N = 1,2), they conjectured that, there exists a constant λ∗ > 0 such that
(1.3) has exactly two positive solutions uλ, vλ with uλ < vλ for 0 < λ < λ∗; see [2, Fig. 1].
When N = 1 and Ω = (−1,1), Addou et al. [1] and Sanchez and Ubilla [8] independently
proved exact multiplicity of positive solutions of (1.3) for a more general k-Laplacian
problem{
(ϕk(u
′(x)))′ + λuq + up = 0, −1 < x < 1,
u(−1) = u(1) = 0, (1.4)
where k > 1, ϕk(y) = |y|k−2y and (ϕk(u′))′ is the one-dimensional k-Laplacian. For
0 < q < k − 1 < p, they proved the existence of some λ∗ > 0 such that (1.4) has ex-
actly two positive solutions for 0 < λ < λ∗, exactly one positive solution for λ = λ∗, and
no positive solution for λ > λ∗. Their results were improved and extended by Wang and
Yeh [10]. Very recently, Tang [9] proved the same exact multiplicity result for (1.3) where
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the transformation
w = λ−1/(p−q)u, R = λ(p−1)/(2(p−q)), y = Rx, (1.5)
he converted (1.3) into{
∆w(y) + wq + wp = 0 in BR,
w = 0 on ∂BR,
(1.6)
where BR is a ball of radius R > 0 in RN . He studied (1.6) by an ODE method since any
solution of (1.6) in BR is necessary radial by the well-known symmetry result of Gidas–Ni–
Nirenberg [4]. Then he converted the results obtained for (1.6), to the counterpart for (1.3).
However, we note that the technique of using transformation (1.5) does not work to study
problems (1.2) and (1.1) for f˜λ = fλ = λ∑mi=1 aiuqi +∑nj=1 bjupj when m,n  1 and
m + n > 2. Note that, for (1.6) with any N  1, Korman [5] independently proved the
same exact multiplicity result with a detailed structure of the solution set by applying a
bifurcation theorem of Crandall and Rabinowitz [3].
Very recently, Wang and Yeh [11] studied the structure of solution set of (1.1) where
fλ = λ∑mi=1 aiuqi +∑nj=1 bjupj satisfies

0 < q1 < q2 < · · · < qm < 1 p1 < p2 < · · · < pn, m,n 1, pn > 1,
ai > 0 for i = 1,2, . . . ,m and bj > 0 for j = 1,2, . . . , n,
and (either p1 > 1 or b1 < π
2
4 ).
(1.7)
(Note that π24 is the first eigenvalue of the operator − d
2
dx2
on (−1,1) with zero Dirichlet
boundary conditions.) They proved
Theorem 1.1. (See Fig. 1.) Consider (1.1) where fλ = λ∑mi=1 aiuqi +∑nj=1 bjupj satis-
fies (1.7). Then
(i) There exists λ∗ > 0 such that (1.1) has exactly two positive solutions uλ, vλ with
uλ < vλ for 0 < λ < λ∗, exactly one positive solution uλ∗ for λ = λ∗, and no positive
Fig. 1. Bifurcation digram of problem (1.1) under (1.7).
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λ2  λ∗, the solutions of (1.1) satisfy
(a) ‖uλ1‖∞ < ‖uλ2‖∞ and ‖vλ1‖∞ > ‖vλ2‖∞,
(b) uλ1(x) < (λ1λ2 )1/(1−q1)uλ2(x) for −1 < x < 1,
(c) vλ1(x) >
√
λ1
λ2
vλ2(x) for −1 < x < 1.
(ii) Let u be a positive solution of (1.1). Then there exists a unique positive number B∗
such that ‖u‖∞ < B∗. In particular, if n = 1, then
B∗ =
[√
π(p1 + 1)Γ
(p1+2
p1+1
)
√
2b1Γ
( p1+3
2p1+2
)
]2/(p1−1)
.
(iii) For 0 < λ < λ∗, let uλ, vλ be the two positive solutions of (1.1) with uλ < vλ. Then
‖uλ‖∞ < ‖uλ∗‖∞ < ‖vλ‖∞, limλ→0+ ‖uλ‖∞ = 0 and limλ→0+ ‖vλ‖∞ = B∗.
(iv) The number λ∗ satisfies λˆ < λ∗, where
λˆ :=
{
maxu>0
2u−∑nj=1 bj upj∑m
i=1 aiuqi
if either p1 > 1 or 0 < b1 < 2,
0 otherwise.
(v) If p1 = 1, for fixed ai , bj , qi , pj (1 i m and 2 j  n), positive numbers λ∗ =
λ∗(b1) and B∗ = B∗(b1) are both strictly decreasing in b1 ∈ (0, π24 ). In addition,
lim
b1→( π24 )−
λ∗(b1) = 0 = lim
b1→( π24 )−
B∗(b1).
In this paper, in Theorem 2.1 stated below, we study the structure of the solution set
of (1.1) and we extend the results of Theorem 1.1 for fλ = λ∑mi=1 aiuqi +∑nj=1 bjupj
satisfying (A1) stated above and (A2)–(A4) stated below. We show that, in Theorem 2.1 un-
der (A1)–(A4), in addition to the bifurcation diagram in Theorem 2.1 and Fig. 1, a slightly
different bifurcation diagram will occur; see Fig. 2(b) for details. We also obtain Corol-
lary 2.2 as a special case of Theorem 2.1 for positive coefficients ai and bj (1 i m and
1 j  n).
The paper is organized as follows. Section 2 contains the statement of Theorem 2.1
and Corollary 2.2 and corresponding examples of Theorem 2.1. Section 3 contains the
lemmas needed to prove Theorem 2.1. Section 4 contains the proofs of Theorem 2.1 and
Corollary 2.2.
2. Main results
For λ 0, we first define
Fλ(u) =
u∫
fλ(t) dt = λ
m∑
i=1
ai
qi + 1u
qi+1 +
n∑
j=1
bj
pj + 1u
pj+1,0
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u∫
0
g(t) dt =
m∑
i=1
ai
qi + 1u
qi+1, H(u) =
u∫
0
h(t) dt =
n∑
j=1
bj
pj + 1u
pj+1,
θfλ(u) = 2Fλ(u) − ufλ(u) = λ
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi+1 +
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj+1,
(2.1)
θg(u) = 2G(u) − ug(u) =
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi+1, (2.2)
θh(u) = 2H(u) − uh(u) =
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj+1,
Tλ(α) = 1√
2
α∫
0
[
Fλ(α) − Fλ(u)
]−1/2
du for 0 < α < ∞, (2.3)
λ˜ = max
u>0
2u2 − H(u)
G(u)
> 0. (2.4)
Note that the proofs of existence and positivity of λ˜ under (A1)–(A3) are easy but tedious;
we omit them.
In addition to (A1), we assume that fλ = λg(u) + h(u) = λ∑mi=1 aiuqi +∑nj=1 bjupj
satisfies
(A2) g(u) > 0 and h(u) > 0 for u > 0, and ug(u) − G(u) = ∑mi=1 aiqiqi+1uqi+1 > 0 and
uh(u) − H(u) =∑nj=1 bjpjpj+1upj+1 > 0 for u > 0.
(A3) (i) If p1 > 1, then θ ′h(u) =
∑n
j=1 bj (1 − pj )upj < 0 for u > 0.
(ii) If p1 = 1, then either
(a) b1 < π24 and θ ′h(u) =
∑n
j=1 bj (1 − pj )upj < 0 for u > 0, or
(b) both polynomials θ ′h(u) =
∑n
j=1 bj (1−pj )upj and h′′(u) =
∑n
j=1 bjpj ×
(pj − 1)upj−2 have a unique positive zero, and maxα∈(0,∞) T0(α) > 1.
(iii) If p1 < 1, then both polynomials θ ′h(u) =
∑n
j=1 bj (1 − pj )upj and
h′′(u) = ∑nj=1 bjpj (pj − 1)upj−2 have a unique positive zero, and
maxα∈(0,∞) T0(α) > 1.
(A4) For any fixed 0 < λ λ˜, both polynomials
θfλ(u) = λθg(u) + θh(u) = λ
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi +
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj
and
f ′′λ (u) = λg′′(u) + h′′(u) = λ
m∑
i=1
aiqi(qi − 1)uqi−2 +
n∑
j=1
bjpj (pj − 1)upj−2
have a unique positive zero.
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(i) b1  π24 and θ ′h(u) =
∑n
j=1 bj (1 − pj )upj < 0 for u > 0, or
(ii) both polynomials θ ′h(u) =
∑n
j=1 bj (1 − pj )upj and h′′(u) =
∑n
j=1 bjpj (pj − 1)×
upj−2 have a unique positive zero, and maxα∈(0,∞) T0(α) 1,
then it can be easily proved that (1.1) has no positive solution for any λ > 0 by a compari-
son theorem of [7, Theorem 2.3].
Remark 2. If fλ satisfies (A3)(ii)(b) or (A3)(iii), then it can be easily proved that T0(α) is
strictly increasing for small α > 0 and is strictly decreasing for large α > 0.
Remark 3. In (A3)(ii)(b) and (A3)(iii), assume that θ ′h(u) =
∑n
j=1 bj (1 − pj )upj has
a unique positive zero at some C0. Let D0 be the unique positive zero of θh(u) =∑n
j=1
bj (1−pj )
pj+1 u
pj+1 and M := max0xD0 h(x) = max0xD0
∑n
j=1 bjupj . If 2C0 M ,
then it can be easily proved that maxα∈(0,∞) T0(α) > 1. We omit the proof.
Remark 4. In (A4), if polynomials
θg(u) =
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi and θh(u) =
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj
do not have a same positive zero, then the assumption that for any fixed 0 < λ λ˜,
θfλ(u) = λθg(u) + θh(u) = λ
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi +
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj
has a unique positive zero is equivalent to saying that for any fixed 0 < λ  λ˜, R(u) − λ
has a unique positive zero, where
R(u) := −θh(u)
θg(u)
=
∑n
j=1 bj
(pj−1
pj+1
)
upj∑m
i=1 ai
( 1−qi
qi+1
)
uqi
. (2.5)
Similarly, if g′′(u) = ∑mi=1 aiqi(qi − 1)uqi and h′′(u) = ∑nj=1 bjpj (pj − 1)upj do not
have a same positive zero, then the assumption that for any fixed 0 < λ  λ˜, f ′′λ (u) =
λg′′(u) + h′′(u) = λ∑mi=1 aiqi(qi − 1)uqi−2 + ∑nj=1 bjpj (pj − 1)upj−2 has a unique
positive zero is equivalent to saying that for any fixed 0 < λ  λ˜, S(u) − λ has a unique
positive zero, where
S(u) := −h
′′(u)
g′′(u)
=
∑n
j=1 bjpj (pj − 1)upj∑m
i=1 aiqi(1 − qi)uqi
. (2.6)
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interval, such that both polynomials θfλ(u) and f ′′λ (u) have a unique positive zero. For
example, to Theorem 2.1 stated below, we take fλ = λg(u) + h(u) = λu1/2 + 83u3/2 −
2
5u
5/2 + 125u7/2. It can be checked that fλ satisfies (A1)–(A3) and satisfies (A4) for 0 <
λ λ˜ ≈ 1.623. However, it can be checked that fλ does not satisfy (A4) for 3.2 λ 3.4;
that is, S(u) − λ = 8u − 6u2 + 75u3 − λ has three positive zeros for 3.2 λ 3.4.
Theorem 2.1. (See Fig. 2.) Consider (1.1) where fλ = λg(u) + h(u) = λ∑mi=1 aiuqi +∑n
j=1 bjupj satisfies (A1)–(A4). Then
(i) There exists λ∗ > 0 such that (1.1) has exactly two positive solutions uλ, vλ with
uλ < vλ for 0 < λ < λ∗, exactly one positive solution uλ∗ for λ = λ∗, and no positive
solution for λ > λ∗. Moreover, if we denote uλ∗ = vλ∗ when λ = λ∗, then for 0 < λ1 <
λ2  λ∗, the solutions satisfy
(a) ‖uλ1‖∞ < ‖uλ2‖∞ and ‖vλ1‖∞ > ‖vλ2‖∞,
(b) uλ1(x) < uλ2(x) for −1 < x < 1,
(c) vλ1(x) >
√
λ1
λ2
vλ2(x) for −1 < x < 1.
(a)
(b)
Fig. 2. Bifurcation diagrams of (1.1) under (A1)–(A4). (a) Bˆ = 0; (b) Bˆ > 0.
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Bˆ < ‖u‖∞ < B∗. Moreover,
(a) (See Fig. 2(a).) If either p1 > 1 or (p1 = 1 and b1  π24 ), then Bˆ = 0.
(b) (See Fig. 2(b).) If either p1 < 1 or (p1 = 1 and b1 > π24 ), then Bˆ > 0.
(iii) For 0 < λ < λ∗, then ‖uλ‖∞ < ‖uλ∗‖∞ < ‖vλ‖∞, limλ→0+ ‖uλ‖∞ = Bˆ and
limλ→0+ ‖vλ‖∞ = B∗.
(iv) The number λ∗ satisfies λ∗ < λ˜. Moreover, if functions g(u) and h(u) are both strictly
increasing on (0,∞), then λˆ < λ∗, where
λˆ :=
{
maxu>0
2u−h(u)
g(u)
> 0 if either p1 > 1 or (p1 = 1 and 0 < b1 < 2),
0 otherwise.
(Note that, if either p1 > 1 or 0 < b1 < 2, then the number λˆ exists and is positive by (A1)
and (A2).)
(a) (Cf. Theorem 1.1(v).) Suppose that p1 = 1, b1 = b˜1 < π24 , b2 > 0, and for anyfixed ai , bj , qi , pj (1  i  m and 2  j  n), fλ = fλ,b˜1 := λ
∑m
i=1 aiuqi +
b˜1u + ∑nj=2 bjupj satisfies (A1)–(A4). Then for any b1 ∈ (b˜1, π24 ), fλ = fλ,b1 :=
λ
∑m
i=1 aiuqi + b1u+
∑n
j=2 bjupj satisfies (A1)–(A4), positive numbers λ∗ = λ∗(b1)
and B∗ = B∗(b1) are both strictly decreasing in b1 ∈ [b˜1, π24 ). In addition,
lim
b1→( π24 )−
λ∗(b1) = 0 = lim
b1→( π24 )−
B∗(b1). (2.7)
(b) Suppose that p1 = 1, b1 = b˜1 > π24 , π
2
4 u +
∑n
j=2 bjupj > 0, π
2
8 u
2 +∑nj=2 bjpjpj+1 ×
upj+1 > 0, and for any fixed ai , bj , qi , pj (1  i  m and 2  j  n), fλ =
f
λ,b˜1
:= λ∑mi=1 aiuqi + b˜1u +∑nj=2 bjupj satisfies (A1)–(A3) and satisfies (A4) for
0 < λ  λ˜( π24 ), where λ˜(
π2
4 ) is defined by (2.4) for b1 = π
2
4 . Then for any b1 ∈
(π
2
4 , b˜1), fλ = fλ,b1 := λ
∑m
i=1 aiuqi + b1u +
∑n
j=2 bjupj satisfies (A1)–(A4), pos-
itive numbers λ∗ = λ∗(b1) and B∗ = B∗(b1) are both strictly decreasing in b1 ∈
(π
2
4 , b˜1], and the positive number Bˆ = Bˆ(b1) is strictly increasing in b1 ∈ (π
2
4 , b˜1].
In addition,
lim
b1→( π24 )+
λ∗(b1) = λ∗
(
π2
4
)
, (2.8)
lim
b1→( π24 )+
B∗(b1) = B∗
(
π2
4
)
< ∞, lim
b1→( π24 )+
Bˆ(b1) = 0. (2.9)
It is important to note that, if ai > 0 and bj > 0 for 1  i  m and 1  j  n, then
assumption (A3) simply reduces to
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(i) p1 > 1.
(ii) p1 = 1 and b1 < π24 .
(iii) p1 < 1 and maxα∈(0,∞) T0(α) > 1.
Thus, Theorem 2.1 implies the next corollary which extends the results in Theorem 1.1.
Corollary 2.2. Consider (1.1) where fλ = λg(u) + h(u) = λ∑mi=1 aiuqi +∑nj=1 bjupj
satisfies (A1), (A3′), and ai > 0, bj > 0 for 1 i m, 1 j  n. Then all the results in
parts (i)–(iv) and (v)(a) in Theorem 2.1 hold.
Finally, with some negative coefficients ai and bj for some 1 < i < m and 1 < j < n,
we give two examples of Theorem 2.1, of which one satisfies Bˆ = 0 and the other satisfies
Bˆ > 0.
Example 1. (See Figs. 3–4.) Let fλ = λg(u)+h(u) = λ(u1/4 −u1/3 +u1/2)+2u− 32u2 −
1
3u
3 + 12u4, then fλ satisfies (A1)–(A4). Numerical simulations show that 2.042 ≈ λ∗ <
λ˜ ≈ 3.236 and 0 = Bˆ < B∗ ≈ 2.536. Note that h(u) = 2u− 32u2 − 13u3 + 12u4 is not strictly
increasing on (0,∞).
(a) (b)
(c) (d)
Fig. 3. fλ(u) = λg(u)+h(u), g(u) = u1/4 −u1/3 +u1/2, h(u) = 2u− 32u2 − 13u3 + 12u4, λ˜ ≈ 3.236. (a) Graph
of g(u); (b) graph of h(u); (c) graph of R(u); (d) graph of S(u).
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1,2.042,4,8. 2.042 ≈ λ∗ < λ˜ ≈ 3.236 and 0 = Bˆ < B∗ ≈ 2.536.
(a) (b)
(c) (d)
Fig. 5. fλ(u) = λg(u) + h(u), g(u) = u1/4 − u1/2 + u, h(u) = 2u1/2 + 3u − 5u2 + 2u3, λ˜ ≈ 1.766. (a) Graph
of g(u); (b) graph of h(u); (c) graph of R(u); (d) graph of S(u).
Example 2. (See Figs. 5–6.) Let fλ = λg(u)+ h(u) = λ(u1/4 − u1/2 + u)+ 2u1/2 + 3u−
5u2 + 2u3, then fλ satisfies (A1)–(A4). Numerical simulations show that 0.708 ≈ λ∗ <
λ˜ ≈ 1.766 and 0.984 ≈ Bˆ < B∗ ≈ 2.241. Note that h(u) = 2u1/2 + 3u − 5u2 + 2u3 is not
strictly increasing on (0,∞).
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0.708,2,5,10. 0.708 ≈ λ∗ < λ˜ ≈ 1.766 and 0.984 ≈ Bˆ < B∗ ≈ 2.241.
3. Lemmas
To prove Theorem 2.1, we modify the time map techniques in [11] applied to prove
Theorem 1.1. We need the following Lemmas 3.1–3.4 which actually hold for general
nonlinearities. In particular, Lemma 3.1 is the key lemma to Theorem 2.1. Consider the
two-point boundary value problem{
u′′(x) + µf (u) = 0, −1 < x < 1,
u(−1) = u(1) = 0, (3.1)
where µ > 0 is a bifurcation parameter. Assume that f ∈ C[0,∞) ∩ C2(0,∞). Let
F(u) := ∫ u0 f (t) dt and θ(u) := 2F(u) − uf (u). The time map formula for (3.1) takes
the form as follows:
√
µ = 1√
2
α∫
0
[
F(α) − F(u)]−1/2 du := T (α) for 0 < α < ∞; (3.2)
see [7, Eq. (2.4)]. Positive solutions u of (3.1) correspond to ‖u‖∞ = α and T (α) = √µ.
Thus to study the number of positive solutions of (3.1) is equivalent to studying the shape
of the time map T (α) on (0,∞). The following key lemma is mainly due to Korman and
Shi [6] after a generalization by Shi.
The major difference between the proof of Theorem 2.1 and that of Theorem 1.1
(see [11]) is that, in the proof of Theorem 2.1, we apply the following key lemma instead
of [11, Lemma 3.1].
Lemma 3.1 [12, Lemma 3.1]. Consider (3.1). Suppose that f ∈ C[0,∞) ∩ C2(0,∞) sat-
isfies f (0) = 0, f (u) > 0 for u > 0, and assume that for some γ > β > 0 we have
(i) θ(γ ) 0,
(ii) θ ′(u) = f (u) − uf ′(u) < 0 for u > γ ,
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(iv) there exist numbers 0 < a < 1, b1, b2, c > 0 such that |f ′(u)|  b1ua−1, |f ′′(u)| 
b2ua−2 for u ∈ (0, c).
If we set 0 < limu→0+ f (u)/u := m0 ∞ and 0 < limu→∞ f (u)/u := m∞ ∞, then
lim
α→0+
T (α) = π
2√m0  0, limα→∞T (α) =
π
2√m∞  0,
and T (α) has exactly one critical point, a maximum, on (0,∞).
In next two lemmas we study properties of time map Tλ(α) defined in (2.3) for (1.1).
Lemma 3.2 [12, Lemma 3.2]. Consider (1.1) where fλ = λg(u)+ h(u), g,h ∈ C[0,∞)∩
C2(0,∞), and g,h satisfy g(0) = h(0) = 0 and g(u) > 0, h(u) > 0 for u > 0. Then, for
each fixed α > 0, Tλ(α) is a continuous function of λ 0 and limλ→∞ Tλ(α) = 0.
Consider (1.1) where fλ = λg(u) + h(u), g,h ∈ C[0,∞) ∩ C2(0,∞), and g,h satisfy
g(0) = h(0) = 0 and g(u) > 0, h(u) > 0 for u > 0. Let λ1 < λ2 be two positive numbers.
Suppose that, for λ1  λ λ2, Tλ(α) has exactly one critical point, a maximum at some α∗λ ,
on (0,∞). Then for λ1  λ λ2, let
M(λ) := Tλ(α∗λ) = max
α∈(0,∞)
Tλ(α).
For u > 0, fλ = λg(u)+ h(u) is strictly increasing in λ > 0 since g(u) > 0 for u > 0. This
implies that, for any fixed α > 0, Tλ(α) is strictly decreasing in λ > 0 by a comparison
theorem of [7, Theorem 2.3]. Thus M(λ) is strictly decreasing in λ ∈ [λ1, λ2].
Lemma 3.3 [12, Lemma 3.3]. Consider (1.1) where fλ = λg(u)+ h(u), g,h ∈ C[0,∞)∩
C2(0,∞), and g,h satisfy g(0) = h(0) = 0 and g(u) > 0, h(u) > 0 for u > 0. Assume that
there exist two positive numbers λ1 < λ2 such that
(i) for λ1  λ  λ2, Tλ(α) has exactly one critical point, a maximum at some α∗λ , on
(0,∞),
(ii) 0 < inf{α∗λ | λ ∈ [λ1, λ2]} sup{α∗λ | λ ∈ [λ1, λ2]} < ∞,
(iii) M(λ2) < 1 < M(λ1).
Then there exists a unique number λ∗ ∈ (λ1, λ2) such that M(λ∗) = 1.
Lemma 3.4. Consider (1.1) where fλ = λg(u) + h(u), g,h ∈ C[0,∞), and g,h satisfy
g(0) = h(0) = 0 and g(u) > 0, h(u) > 0 for u > 0. Suppose for two fixed positive numbers
λ1 < λ2, uλ1(x) is a positive solution of (1.1) for λ = λ1, uλ2(x) is a positive solution
of (1.1) for λ = λ2. Then
(i) If ‖uλ1‖∞ < ‖uλ2‖∞, then uλ1(x) < uλ2(x) for −1 < x < 1.
(ii) If ‖uλ1‖∞ > ‖uλ2‖∞, then uλ1(x) >
√
λ1
λ2
uλ2(x) for −1 < x < 1.
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of Lemma 3.4(i) is similar to that of Lemma 3.4(ii). We omit them.
4. Proofs of main results
For any fixed λ > 0, suppose that uλ(x) is a solution of (1.1) with ‖uλ‖∞ = α. We write
fλ(u) = λg(u) + h(u) = λ
[
g(u) + 1
λ
h(u)
]
,
and recall that Fλ(u) =
∫ u
0 fλ(t) dt . Then, by (3.1) and (3.2), it is easy to see that
√
λ = 1√
2
α∫
0
[ α∫
u
g(s) + 1
λ
h(s) ds
]−1/2
du
=
√
λ√
2
α∫
0
[ α∫
u
λg(s) + h(s) ds
]−1/2
du
=
√
λ√
2
α∫
0
[
Fλ(α) − Fλ(u)
]−1/2
du.
This and (2.3) imply that the positive solution uλ(x) of (1.1) corresponds to ‖uλ‖∞ = α
and
Tλ(α) = 1√
2
α∫
0
[
Fλ(α) − Fλ(u)
]−1/2
du = 1. (4.1)
It is easy to check that (4.1) holds for any λ 0. We compute that
T ′λ(α) =
1
2
√
2
α∫
0
θfλ(α) − θfλ(u)
[Fλ(α) − Fλ(u)]3/2
du
α
. (4.2)
Proof of Theorem 2.1. Suppose that fλ = λg(u) + h(u) = λ∑mi=1 aiuqi +∑nj=1 bjupj
satisfies (A1)–(A4).
First, for λ = 0, f0(u) = h(u) =∑nj=1 bjupj and F0(u) = H(u) =∑nj=1 bjpj+1upj+1.
We first show some properties of T0(α). We have
(1)
lim
α→0+
T0(α) =


∞ if p1 > 1,
π
2
√
b1
if p1 = 1,
0 if p1 < 1,
by [7, Theorems 2.9–2.10] and (A1).
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(3) By (A3), T0(α) satisfies either one of the following two cases:
Case 1. If either (A3)(i) or (A3)(ii)(a) is satisfied, we obtain (either p1 > 1 or (p1 = 1
and b1 < π
2
4 )) and θ ′h(u) =
∑n
j=1 bj (1 − pj )upj < 0 for u > 0. Then 1 <
limα→0+ T0(α) ∞ by property (1), and T0(α) is strictly decreasing on (0,∞)
by (4.2). Moreover, by property (2), there exists a unique positive number B∗
satisfying T0(B∗) = 1, and we take Bˆ = 0.
Case 2. If either (A3)(ii)(b) or (A3)(iii) is satisfied, we obtain p1  1, both polynomi-
als θ ′h(u) =
∑n
j=1 bj (1 − pj )upj and h′′(u) =
∑n
j=1 bjpj (pj − 1)upj−2 have a
unique positive zero, and maxα∈(0,∞) T0(α) > 1. It is easy to prove that T0(α) has
exactly one critical point, a maximum, on (0,∞) by applying Lemma 3.1. More-
over, if p1 = 1 and b1  π24 , by properties (1) and (2), then limα→0+ T0(α)  1
and there exists a unique positive number B∗ such that T0(B∗) = 1, and we take
Bˆ = 0. If either (p1 = 1 and b1 > π24 ) or p1 < 1, by properties (1) and (2), then
0  limα→0+ T0(α) < 1 and there exist two positive numbers B∗ > Bˆ such that
T0(B∗) = T0(Bˆ) = 1.
Secondly, for Tλ(α) with λ 0, we obtain the following properties:
(4) For any fixed α > 0, Tλ(α) is a continuous function of λ  0, limλ→0+ Tλ(α) =
T0(α) and limλ→∞ Tλ(α) = 0 by Lemma 3.2.
(5) For 0 λ1 < λ2, Tλ1(α) > Tλ2(α) for all α > 0, since by (A2),
fλ1(u) = λ1g(u) + h(u) < λ2g(u) + h(u) = fλ2(u), u > 0,
and by a comparison theorem of [7, Theorem 2.3].
(6) For any fixed λ > 0, limα→0+ Tλ(α) = 0 = limα→∞ Tλ(α) by (A1) and [7, Theo-
rems 2.5 and 2.9].
Next, we prove
(7) For any fixed 0 < λ λ˜, Tλ(α) has exactly one critical point, a maximum, on (0,∞).
The proof of property (7) is given as follows:
By (A4), for any fixed 0 < λ λ˜,
θfλ(u) = λ
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi+1 +
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj+1
has exactly one positive zero at some γλ. In addition, by (A1) and (A4), for any fixed
0 < λ λ˜, f ′′λ (u) = λ
∑m
i=1 aiqi(qi −1)uqi−2 +
∑n
j=1 bjpj (pj −1)upj−2 has exactly one
positive zero at some βλ such that

f ′′λ (u) < 0 on (0, βλ),
f ′′λ (βλ) = 0,
′′
(4.3)fλ (u) > 0 on (βλ,∞).
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Thus, we have θ ′fλ(u) < 0 for all u > γλ. Therefore, by applying Lemma 3.1, we obtain
property (7).
Since ug(u) − G(u) > 0 for u > 0, then G(u)/u is increasing on u > 0. This implies
G(α)/α > G(u)/u for 0 < u < α. Then
G(α) − G(u) > G(α)
α
(α − u) for 0 < u < α.
Similarly, since uh(u) − H(u) > 0 for u > 0, we obtain
H(α) − H(u) > H(α)
α
(α − u) for 0 < u < α.
The above imply
Fλ(α) − Fλ(u) > Fλ(α)
α
(α − u) for 0 < u < α.
Then for any fixed λ λ˜, for all α > 0,
Tλ(α) = 1√
2
α∫
0
[
Fλ(α) − Fλ(u)
]−1/2
du <
1√
2
α∫
0
[
Fλ(α)
α
(α − u)
]−1/2
du
=
√
2α
[Fλ(α)]1/2 
√
2α
[Fλ˜(α)]1/2
=
√
2α
[λ˜G(α) + H(α)]1/2  1
since λ˜ = maxu>0 2u2−H(u)G(u) . Thus, we obtain
(8) For any fixed λ λ˜, maxα∈(0,∞) Tλ(α) < 1.
By (A3) and properties (4), (5), (7) and (8), there exist two positive numbers λ1 <
λ2  λ˜ such that, for λ1  λ  λ2, Tλ(α) has exactly one critical point, a maximum at
some α∗λ , on (0,∞), and M(λ2) < 1 < M(λ1). In addition, it can be proved that
0 < inf
{
α∗λ
∣∣ λ ∈ [λ1, λ2]} sup{α∗λ ∣∣ λ ∈ [λ1, λ2]}< ∞;
we omit the proof. Thus, by applying Lemma 3.3, we obtain
(9) There exists a unique positive number λ∗ < λ˜ such that M(λ∗) =
maxα∈(0,∞) Tλ∗(α) = 1.
So by above properties (1)–(9), we obtain
(i) Problem (1.1) has exactly two positive solutions uλ, vλ with uλ < vλ for 0 < λ < λ∗
(the ordering of uλ, vλ can be proved easily), exactly one positive solution uλ∗ for
λ = λ∗, and no positive solution for λ > λ∗. Moreover, if 0 < λ1 < λ2  λ∗, then
(a) ‖uλ1‖∞ < ‖uλ2‖∞ and ‖vλ1‖∞ > ‖vλ2‖∞,
(b) uλ1(x) < uλ2(x) for −1 < x < 1 by Lemma 3.4(i),
(c) vλ1(x) >
√
λ1
λ2
vλ2(x) for −1 < x < 1 by Lemma 3.4(ii).
(ii) Let u be a positive solution of (1.1). Then, by properties (3) and (5), Bˆ < ‖u‖∞ < B∗
and results of parts Theorem 2.1(ii)(a) and (ii)(b) hold.
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limλ→0+ ‖uλ‖∞ = Bˆ and limλ→0+ ‖vλ‖∞ = B∗ are easy but tedious; we omit them.
(iv) The inequality λ∗ < λ˜ was proved; see property (9). Since Tλ∗(α) has exactly one
critical point, a maximum, at some A∗ on (0,∞). Thus Tλ∗(A∗) = 1. Moreover, if
g(u) =∑mi=1 aiuqi and h(u) =∑nj=1 bjupj are both strictly increasing functions on
(0,∞), then we compute that, for all r > 0,
1 = Tλ∗(A∗)
 Tλ∗(r)
= 1√
2
r∫
0
[
Fλ∗(r) − Fλ∗(u)
]−1/2
du
= 1√
2
r∫
0
[
fλ∗(d)(r − u)
]−1/2
du
(
for some d ∈ (u, r) by the Mean Value Theorem)
>
1√
2
r∫
0
[
fλ∗(r)(r − u)
]−1/2
du
=
[
2r
fλ∗(r)
]1/2
=
[
2r
λ∗g(r) + h(r)
]1/2
.
It follows immediately that, if either p1 > 1 or 0 < b1 < 2, then
λ∗ > λˆ = max
u>0
2u − h(u)
g(u)
> 0
after simple computation.
(a) Suppose that p1 = 1, b1 = b˜1 < π24 , b2 > 0, and for any fixed ai , bj , qi , pj (1 i m
and 2  j  n), fλ = fλ,b˜1 = λ
∑m
i=1 aiuqi + b˜1u +
∑n
j=2 bjupj satisfies (A1)–
(A4). Then for any b1 ∈ (b˜1, π24 ), we obtain that fλ = fλ,b1 = λ
∑m
i=1 aiuqi + b1u +∑n
j=2 bjupj satisfies (A1), (A2), (A3)(ii)(a) and (A4), and hence positive numbers
λ∗ = λ∗(b1) and B∗ = B∗(b1) exist. By properties (7) and (9), for any b1 ∈ [b˜1, π24 )
and for fλ∗ = fλ∗(b1),b1 , the corresponding time map Tλ∗(α) = Tλ∗(b1),b1(α) has
exactly one critical point, a maximum, on (0,∞). Since fλ = fλ,b1 is strictly in-
creasing in b1 ∈ [b˜1, π24 ), for any fixed α ∈ (0,∞), Tλ(α) = Tλ,b1(α) is strictly
decreasing in b1 ∈ [b˜1, π24 ) by a comparison theorem of [7, Theorem 2.3]. By prop-
erty (9) maxα∈(0,∞) Tλ∗(b1),b1(α) = 1, we obtain that λ∗(b1) is strictly decreasing in
b1 ∈ [b˜1, π2 ).4
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ing time map T0(α) = T0,b1(α) is strictly decreasing on (0,∞). Since f0,b1 is strictly
increasing in b1 ∈ [b˜1, π24 ), for any fixed α ∈ (0,∞), T0,b1(α) is strictly decreas-
ing in b1 ∈ [b˜1, π24 ) by a comparison theorem of [7, Theorem 2.3]. In addition, by
property (3) T0,b1(B∗(b1)) = 1, we thus obtain that B∗(b1) is strictly decreasing in
b1 ∈ [b˜1, π24 ). The proof of (2.7) is easy but tedious; we omit them.
(b) Suppose that p1 = 1, b1 = b˜1 > π24 , π
2
4 u +
∑n
j=2 bjupj > 0, π
2
8 u
2 +∑nj=2 bjpjpj+1 ×
upj+1 > 0, and for any fixed ai , bj , qi , pj (1 i m and 2 j  n), fλ = fλ,b˜1 =
λ
∑m
i=1 aiuqi + b˜1u +
∑n
j=2 bjupj satisfies (A1)–(A3) and satisfies (A4) for 0 < λ
λ˜( π
2
4 ). Then for any b1 ∈ (π
2
4 , b˜1), we obtain that fλ = fλ,b1 = λ
∑m
i=1 aiuqi + b1u +∑n
j=2 bjupj satisfies (A1), (A2), (A3)(ii)(b) and (A4), and hence positive numbers
B∗ = B∗(b1) > Bˆ = Bˆ(b1), and λ∗ = λ∗(b1) exist. Similar arguments as in part (a)
above can be applied to prove that λ∗(b1) is strictly decreasing in b1 ∈ (π24 , b˜1].
By Case 2 of property (3), for any b1 ∈ (π24 , b˜1], and for f0 = f0,b1 , the correspond-
ing time map T0(α) = T0,b1(α) has exactly one critical point, a maximum, on (0,∞)
and maxα∈(0,∞) T0,b1(α) > 1. Since f0,b1 is strictly increasing in b1 ∈ (π
2
4 , b˜1], for
any fixed α ∈ (0,∞), T0,b1(α) is strictly decreasing in b1 ∈ (π
2
4 , b˜1] by a compari-
son theorem of [7, Theorem 2.3]. In addition, by property (3) B∗(b1) > Bˆ(b1) and
T0,b1(B
∗(b1)) = T0,b1(Bˆ(b1)) = 1, we thus obtain that B∗(b1) is strictly decreasing in
b1 ∈ (π24 , b˜1] and Bˆ(b1) is strictly increasing in b1 ∈ (π
2
4 , b˜1]. The proofs of (2.8) and(2.9) are easy but tedious; we omit them.
The proof of Theorem 2.1 is now complete. 
Finally, we prove Corollary 2.2 as follows.
Proof of Corollary 2.2. Suppose that fλ = λg(u) + h(u) = λ∑mi=1 aiuqi +∑nj=1 bjupj
satisfies (A1), (A3′), and ai > 0, bj > 0 for 1 i m, 1 j  n. First, it is easy to check
that fλ satisfies (A2). Secondly, fλ satisfies (A3) since (A3) reduces to (A3′) when ai > 0,
bj > 0 for 1 i m, 1 j  n. Finally, we prove that fλ satisfies (A4) as follows.
We consider
R(u) = −θh(u)
θg(u)
=
∑n
j=1 bj
(pj−1
pj+1
)
upj∑m
i=1 ai
( 1−qi
qi+1
)
uqi
=
∑n
j=1 bj
(pj−1
pj+1
)
upj−1∑m
i=1 ai
( 1−qi
qi+1
)
uqi−1
:= ψ(u)
ϕ(u)
for u > 0,
where
ψ(u) :=
n∑
bj
(
pj − 1
pj + 1
)
upj−1, ϕ(u) :=
m∑
ai
(
1 − qi
qi + 1
)
uqi−1.j=1 i=1
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u > 0. In addition, since limu→∞ ψ(u) = ∞ as pn > 1, ψ(u) satisfies either one of the
following two conditions:
(a) If p1  1, then ψ(u) is positive for u > 0.
(b) If p1 < 1, then there exists a number t1 > 0 such that

ψ(u) < 0 on (0, t1),
ψ(t1) = 0,
ψ(u) > 0 on (t1,∞).
Similarly, since ϕ′(u) = −∑mi=1 ai (1−qi )2qi+1 uqi−2 < 0 for u > 0, ϕ(u) is strictly decreas-
ing for u > 0. In addition, since limu→0+ ϕ(u) = ∞ as q1 < 1, ϕ(u) satisfies either one of
the following two conditions:
(c) If qn  1, then ϕ(u) is positive for u > 0.
(d) If qn > 1, then there exists a number t2 > 0 such that

ϕ(u) > 0 on (0, t2),
ϕ(t2) = 0,
ϕ(u) < 0 on (t2,∞).
By above, R(u) = ψ(u)/ϕ(u) satisfies one of the following conditions:
Case 1. Suppose that ψ(u) and ϕ(u) satisfy conditions (a) and (c), respectively. Then
limu→0+ R(u) = 0, limu→∞ R(u) = ∞, and R(u) is strictly increasing on (0,∞).
Case 2. Suppose that ψ(u) and ϕ(u) satisfy conditions (b) and (c), respectively. Then
R(u) is negative for 0 < u < t1, R(t1) = 0, R(u) is strictly increasing on [t1,∞),
and limu→∞ R(u) = ∞.
Case 3. Suppose that ψ(u) and ϕ(u) satisfy conditions (a) and (d), respectively. Then
limu→0+ R(u) = 0, limu→t−2 R(u) = ∞, R(u) is strictly increasing on (0, t2), and
R(u) is negative for u > t2.
Case 4. Suppose that ψ(u) and ϕ(u) satisfy conditions (b) and (d), respectively.
(i) If t1 < t2, then R(u) is negative on (0, t1) ∪ (t2,∞), limu→t−2 R(u) = ∞,
R(t1) = 0, and R(u) is strictly increasing on [t1, t2).
(ii) If t1 = t2, then for any fixed λ > 0, we have

λϕ(u) − ψ(u) > 0 for 0 < u < t2,
λϕ(u) − ψ(u) = 0 for u = t2,
λϕ(u) − ψ(u) < 0 for u > t2.
(iii) If t1 > t2, then R(u) is negative on (0, t2) ∪ (t1,∞), limu→t+2 R(u) = ∞,
R(t1) = 0, and R(u) is strictly decreasing on (t2, t1].
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θfλ(u) = λθg(u) + θh(u) = λ
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi +
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj
= u
[
λ
m∑
i=1
ai
(
1 − qi
qi + 1
)
uqi−1 +
n∑
j=1
bj
(
1 − pj
pj + 1
)
upj−1
]
= u[λϕ(u) − ψ(u)]
= −uϕ(u)[R(u) − λ] (except in Case 4(ii))
has a unique positive zero. Similar argument can be applied to prove that, for any fixed
λ > 0, the polynomial
f ′′λ (u) = λg′′(u) + h′′(u) = λ
m∑
i=1
aiqi(qi − 1)uqi−2 +
n∑
j=1
bjpj (pj − 1)upj−2
= u−1
[
λ
m∑
i=1
aiqi(qi − 1)uqi−1 +
n∑
j=1
bjpj (pj − 1)upj−1
]
has a unique positive zero. Hence, fλ satisfies (A4) and we complete the proof. 
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