Visualização de dados e testes de hipóteses com R : uma breve abordagem prática by Sousa, Nuno
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Instalação	do	R	
O	R	é	um	poderoso	software	estatístico	gratuito	e	open	source.	A	sua	versão	base	faz	praticamente	
tudo	 o	 que	 é	 elementar	 e	 avançado,	 e	 tem	 suplementos	 para	 todo	 o	 tipo	 de	 temáticas	 mais	
específicas.	
	









disponibilizados	 na	 página	 da	 UC	 e	 que,	 por	 conseguinte,	 está	 familiarizado	 com	 a	 terminologia	
estatística	que	se	segue.	
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Entrada	de	dados	
















Janeiro	 110	 Maio	 70	 Setembro	 42	
Fevereiro	 100	 Junho	 18	 Outubro	 89	
Março	 60	 Julho	 17	 Novembro	 108	
















> pluv[5] = 75 
> pluv 



















> irmaos = 
c(0,1,2,0,0,2,4,1,2,3,2,1,1,1,1,0,0,0,1,2,3,4,2,2,1,1,0,1,0,1,0,1,0
,2,1,1,2,0,1,1) 
[1] 0 1 2 0 0 2 4 1 2 3 2 1 1 1 1 0 0 0 1 2 3 4 2 2 1 1 0 1 0 1 0 1 

















 0  1  2  3  4  








  irmaos Freq 
1      0   11 
2      1   16 
3      2    9 
4      3    2 





> transform(table(irmaos), FreqRel = Freq/40) 
  irmaos Freq FreqRel 
1      0   11   0.275 
2      1   16   0.400 
3      2    9   0.225 
4      3    2   0.050 
5      4    2   0.050 
	
(Recordemos	que	foram	as	40	pessoas	a	responder	à	questão	do	n.º	de	irmãos.)	É	necessário	dar	um	





> transform(table(irmaos), FreqRel = Freq/40, FreqAcum = 
cumsum(Freq)) 
  irmaos Freq FreqRel FreqAcum 
1      0   11   0.275       11 
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2      1   16   0.400       27 
3      2    9   0.225       36 
4      3    2   0.050       38 




> transform(table(irmaos), FreqRel = Freq/40, FreqAcum = 
cumsum(Freq), FreqRelAcum = cumsum(Freq)/40) 
  irmaos Freq FreqRel FreqAcum FreqRelAcum 
1      0   11   0.275       11       0.275 
2      1   16   0.400       27       0.675 
3      2    9   0.225       36       0.900 
4      3    2   0.050       38       0.950 















 17  18  42  60  75  80  89 100 108 110 143  






quais	 vamos	encaixar	as	medições	observados.	A	primeira	questão	é	quantas	 classes	 construir,	e	
quais.	Há	várias	regras	para	o	fazer.	Aqui	vamos	usar	a	regra	mais	simples,	que	é	construir	 𝑁	classes	
de	 igual	 amplitude,	 com	N	 o	 número	 de	 valores	 da	 amostra	 (ou	 dimensão	 da	 amostra).	 Como	
normalmente	uma	raiz	quadrada	não	é	inteira,	arredonda-se	para	o	inteiro	a	seguir.	
	






> table(cut(pluv, breaks = pretty(pluv, n = 4))) 
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   (0,50]  (50,100] (100,150]  











direita	 e	 fechado	 à	 esquerda,	 como	 é	 comum	 em	 outras	 fontes	 na	 literatura,	 teríamos	 que	
acrescentar	o	parâmetro	right = FALSE	em	cut:	(necessárias	letras	maiúsculas)	
	
> table(cut(pluv, breaks = pretty(pluv, n = 4),right = FALSE)) 
 
   [0,50)  [50,100) [100,150)  




> transform(table(cut(pluv, breaks = pretty(pluv, n = 4)))) 
       Var1 Freq 
1    (0,50]    4 
2  (50,100]    5 




> transform(table(cut(pluv, breaks = pretty(pluv, n = 4))),FreqRel 
= Freq/12, FreqAcum = cumsum(Freq), FreqRelAcum = cumsum(Freq)/12) 
       Var1 Freq   FreqRel FreqAcum FreqRelAcum 
1    (0,50]    4 0.3333333        4   0.3333333 
2  (50,100]    5 0.4166667        9   0.7500000 
3 (100,150]    3 0.2500000       12   1.0000000 
	





porventura	os	dados	 tiverem	valores	que	 coincidam	com	os	 limites	da	1ª	ou	última	 classe,	pode	
acontecer	 que	 estes	 valores	 não	 sejam	 incluídos	 na	 tabela,	 o	 que	 levaria	 a	 erros	 de	 contagem.	
Imagine	p.ex.	que	o	mês	de	agosto	não	tinha	pluviosidade:	
	
> pluv2 = c(110, 100, 60, 80, 70, 18, 17, 0, 42, 89, 108, 143) 
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> transform(table(cut(pluv2, breaks = pretty(pluv2, n = 4)))) 
       Var1 Freq 
1    (0,50]    3 
2  (50,100]    5 








> transform(table(cut(pluv2, breaks = pretty(pluv2, n = 4), 
include.lowest = TRUE))) 
       Var1 Freq 
1    [0,50]    4 
2  (50,100]    5 












> transform(table(cut(pluv, breaks = pretty(pluv, n = 6)))) 
       Var1 Freq 
1    (0,20]    3 
2   (20,40]    0 
3   (40,60]    2 
4   (60,80]    2 
5  (80,100]    2 
6 (100,120]    2 
7 (120,140]    0 






Em	 todo	 o	 caso,	 o	 resultado	 da	 geração	 automática	 das	 classes	 é	 normalmente	 satisfatório.	 Sse	
quisermos	mesmo	4	 classes,	 isso	é	possível,	mas	 teremos	de	as	 construir	manualmente.	Para	 tal	
basta,	no	parâmetro	breaks,	dizer	quais	 são	exatamente	os	 limites	que	 se	pretende,	e	 isso	exige	
alguma	reflexão	por	parte	do	utilizador.	
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Uma	possibilidade	é	p.ex.	considerar	pluviosidade	de	0	a	160	mm	e	dividir	isto	em	4	intervalos	iguais,	
ou	 seja,	 colocar	 quebras	 (breaks)	 em	 0,	 40,	 80,	 120,	 160.	 O	 comando	 R	 para	 isto	 é	 indicar	 no	
parâmetro	breaks	 as	 quebras,	 sob	 a	 forma	 de	 vetor,	 usando	 o	 comando	c	 (que,	 recordemos,	
significa	“combine	into	vector”):	
	
> transform(table(cut(pluv, breaks = c(0,40,80,120,160)))) 
       Var1 Freq 
1    (0,40]    3 
2   (40,80]    4 
3  (80,120]    4 
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Visualização	de	dados	
Tratada	a	questão	das	tabelas,	vamos	agora	ver	como	visualizar	em	gráficos	os	dados.	Os	tipos	de	











































> barplot(table(irmaos), space = 0, names.arg = 
c("zero","um","dois","tres","quatro"), main = "Distribuicao do nr. 
de irmaos", xlab = "Numero de irmaos", ylab = "Frequencia 
absoluta", cex.axis = 1.5, cex.names = 1.2) 









zero um dois tres quatro




















> pie(table(irmaos), labels = 
c("zero","um","dois","tres","quatro"), radius = 1.05, 
col=c("blue1","bisque2","brown3","chartreuse1","deeppink1"), main = 




































2.	Também	não	foi	preciso	escrever	breaks = pretty(pluv, n = 4),	tendo	bastado	breaks 
= 4.	O	comando	hist	simplesmente	invoca,	por	omissão,	pretty	com	parâmetro	4.	
	
Se	 quiséssemos	 exatamente	 4	 classes	 teríamos,	 tal	 como	 no	 caso	 da	 tabela	 de	 frequências,	 que	
indicar	explicitamente	os	limites:	
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some-lhe	o	segundo,	o	terceiro,	e	assim	por	diante	até	ao	último”.	No	caso	de	pluv	temos	𝑥/ =110,	𝑥/ = 100,	𝑥/ = 60,	etc.	e	a	expressão	para	a	média	torna-se	


















um	 histograma	 ou	 um	 diagrama	 de	 barras	 em	 partes	 esquerda	 e	 direita,	 a	média	 é	 o	 ponto	 de	
equilíbrio	desse	diagrama:	
	
































foram	 gerados	 a	 partir	 de	 1000	 observações	 de	 variáveis	 estatísticas	 com	 média	 20	 e	 desvios	
diferentes.	No	caso	da	esquerda,	a	variável	tem	desvio-padrão	3,	no	da	direita	tem	desvio-padrão	1.	
	
O	 gráfico	 da	 esquerda	 representa	 a	 variável	 com	maior	 desvio-padrão.	 O	 seu	 pico	 é	 bem	mais	
esbatido	e	disperso	do	que	o	do	gráfico	da	direita,	que	evidencia	um	pico	muito	mais	pronunciado	e	



































































Um	 teste	 de	 hipóteses	 coloca	 lado-a-lado	 duas	 hipóteses	 sobre	 a	 população	 que	 deu	 origem	 à	
amostra	de	dados	que	temos	à	disposição.	Uma	hipótese	inicial,	ou	hipótese	nula,	e	uma	hipótese	
alternativa.	 Estas	 são	normalmente	designadas	por	𝐻?	 e	𝐻/	 respetivamente	e	 referem-se	a	uma	
caraterística	 de	 uma	 população.	 Desta	 população	 é	 retirada	 uma	 amostra,	 cuja	 informação	 será	









designamos	 por	 𝑥).	 A	 hipótese	 nula	 colocada	 pela	 questão	 Q1	 pode-se	 escrever,	 em	 linguagem	
matemática,	por	
	 𝐻?:	𝜇 = 2	
	
A	hipótese	alternativa	terá	de	ser	algo	diferente	disto.	Há	três	possibilidades:	













deve	 ser	 enunciada	 como	 “diferente”.	 É	 só	 quando	 temos	 alguma	 suspeita	 de	 tendência	 que	
devemos	considerar	a	alternativa	como	“menor”	ou	“maior”.	
	
No	caso	da	Q1	devemos,	pois,	considerar	𝐻/:	𝜇 ≠ 2.	Não	quer	dizer	que	não	se	possa	considerar	𝐻/:	𝜇 < 2	ou	𝐻/:	𝜇 > 2;	apenas	que	se	o	fizermos,	devemos	ter	uma	razão	justificativa.	
	
Resumindo:	o	teste	de	hipóteses	levantado	por	Q1	pode	ser	formalmente	descrito	por	
	 𝐻?:	𝜇 = 2			𝑣𝑠			𝐻/:	𝜇 ≠ 2	
	
Existem	formas	alternativas	de	se	enunciar	matematicamente	um	teste	de	hipóteses.	No	entanto,	
































> t.test(irmaos, mu = 2) 
 
 One Sample t-test 
 
data:  irmaos 
t = -4.742, df = 39, p-value = 2.817e-05 
alternative hypothesis: true mean is not equal to 2 
95 percent confidence interval: 
 0.858761 1.541239 
sample estimates: 
mean of x  




















Am. média amostral p-value 
1 2.136109  43% 
2 2.051206  80% 
3 1.856278  31% 
4 1.753305  14% 




houve	evidência	estatística	para	 rejeitar	𝜇 = 2.	Agora,	quando	aparece	uma	amostra	 com	média	
amostral	1,2	e	p-value	0,0028%	é	pouco	provável	que	ela	seja	oriunda	de	uma	população	𝜇 = 2.	Pode	
acontecer,	mas	é	pouco	provável	e	deve-se	rejeitar	essa	hipótese.	










> t.test(pluv, mu = 70.6) 
 
 One Sample t-test 
 
data:  pluv 
t = 0.082102, df = 11, p-value = 0.936 
alternative hypothesis: true mean is not equal to 70.6 
95 percent confidence interval: 
 45.22234 97.94433 
sample estimates: 
mean of x  
 71.58333 
	





> t.test(pluv, mu = 70.6, alternative = "less") 
 
 One Sample t-test 
 
data:  pluv 
t = 0.082102, df = 11, p-value = 0.532 
alternative hypothesis: true mean is less than 70.6 
95 percent confidence interval: 
     -Inf 93.09248 
sample estimates: 







> t.test(pluv, mu < 70.6) 
























 Shapiro-Wilk normality test 
 
data:  pluv 
W = 0.93505, p-value = 0.4368 
	
Neste	 teste	 a	 hipótese	 nula	 é	 “a	 distribuição	 de	pluv	 é	 normal”	 e	 a	 hipótese	 alternativa	 é	 “a	
distribuição	 não	 é	 normal”.	 O	 valor	 de	 prova	 44%	 diz-nos	 que	 não	 há	 evidência	 estatística	 para	













 Shapiro-Wilk normality test 
 
data:  irmaos 



























> binom.test(60, 100, p = 0.5) 
 
 Exact binomial test 
 
data:  60 and 100 
number of successes = 60, number of trials = 100, p-value = 0.05689 
alternative hypothesis: true probability of success is not equal to 
0.5 
95 percent confidence interval: 
 0.4972092 0.6967052 
sample estimates: 
probability of success  











moeda	 poderá	 estar	 viciada	 num	 dos	 sentidos,	 pode-se,	 tal	 como	 no	 caso	 do	 teste	 à	 média,	


























como	 uma	 forma	 de	 determinar	 se	 diferentes	 tratamentos	 aplicados	 aos	 terrenos	 cultivados	
resultavam	em	melhoria	de	produtividade.	
	
Embora	 a	 ANOVA	 seja	 normalmente	 usada	 para	 comparar	 dados	 provenientes	 de	mais	 de	 duas	
amostras,	esta	técnica	pode	ainda	assim	ser	usada	com	apenas	duas	amostras.	No	entanto,	o	leitor	
deve	 saber	 que	 nesse	 caso	 existem	 testes	 mais	 abrangentes,	 no	 sentido	 em	 que	 cobrem	 mais	
situações	do	que	aquelas	em	que	a	ANOVA	pode	ser	aplicada.	
	















> A = c(14, 13, 20, 15, 13) 
> B = c(13, 14, 13, 18, 15) 




































polinização:	 nesse	 caso	 haveria	mistura	 genética	 entre	 os	 grupos,	 complicando	 a	 análise.	 Outro	
exemplo	é	o	mesmo	conjunto	de	pessoas	ser	administrado	três	medicamentos	diferentes.	O	facto	de	
serem	as	mesmas	pessoas	em	três	situações	diferentes	coloca	em	causa	a	independência	e	há	que	





aproximadamente,	 a	 independência	 dos	 grupos.	 No	 caso	 em	 estudo	 vamos	 assumir	 que	 não	 há	
problemas	de	infestação	de	um	terreno	pelo	outro	e	que,	por	conseguinte,	há	independência.	
	








 Shapiro-Wilk normality test 
 
data:  A 
W = 0.77559, p-value = 0.0505 
 
> shapiro.test(B) 
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 Shapiro-Wilk normality test 
 
data:  B 




 Shapiro-Wilk normality test 
 
data:  C 





O	 terceiro	 e	 último	 pressuposto	 é	 que	 os	 grupos	 têm	 a	mesma	 variância.	 Variância	 é	 apenas	 o	








 Bartlett test of homogeneity of variances 
 
data:  list(A, B, C) 
Bartlett's K-squared = 1.2051, df = 2, p-value = 0.5474 
	







Error in bartlett.test.default(A, B, C) :  
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 [1] "A" "A" "A" "A" "A" "B" "B" "B" "B" "B" "C" "C" "C" "C" "C" 
	
O	comando	rep("A",5)	significa:	“replique	o	carater	A	cinco	vezes”.	O	resto	é	autoexplicativo.	Há	









   prod grupos 
1    14      A 
2    13      A 
3    20      A 
4    15      A 
5    13      A 
6    13      B 
7    14      B 
8    13      B 
9    18      B 
10   15      B 
11   19      C 
12   16      C 
13   17      C 
14   20      C 
15   19      C 
	
Esta	 visualização	 permite	 verificar	 rapidamente	 se	 os	 dados	 foram	 bem	 entrados.	 O	 comando	
data.frame	 tenta	 juntar	 os	 dois	 vetores	prod	 e	grupos	 num	objeto	 do	 tipo	data	 frame.	 O	
formato	data	 frame	 é	 semelhante	 ao	 já	 conhecido	table,	mas	 não	 exatamente	 igual.	 Os	data	
frames	são	importantes	em	R	porque	é	o	formato	mais	simples	para	importação	de	dados	de	ficheiros	
externos,	como	p.ex.	folhas	de	cálculo	.XLS	ou	.XLSX.	





> anova(lm(prod ~ grupos)) 
Analysis of Variance Table 
 
Response: prod 
          Df Sum Sq Mean Sq F value  Pr(>F)   
grupos     2 38.933 19.4667  3.7677 0.05372 . 
Residuals 12 62.000  5.1667                   
--- 
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
	












de	 1%),	 há	 uma	 questão	 que	 se	 torna	 pertinente:	 qual	 será,	 ou	 quais	 serão,	 os	 tratamentos	




Os	 testes	 de	 comparações	múltiplas,	 ou	 testes	 post-hoc,	 tentam	 identificar	 qual/is	 o(s)	 grupo(s)	




> TukeyHSD(aov((lm(prod ~ grupos)))) 
  Tukey multiple comparisons of means 
    95% family-wise confidence level 
 
Fit: aov(formula = (lm(prod ~ grupos))) 
 
$grupos 
    diff        lwr      upr     p adj 
B-A -0.4 -4.2352956 3.435296 0.9583671 
C-A  3.2 -0.6352956 7.035296 0.1068512 
C-B  3.6 -0.2352956 7.435296 0.0665354 
	


























































Terão	 os	 dados	 suplementares	 ajudado	 a	 determinar	 se	 há	 algum	 tratamento	 diferente	 dos	
outros?	
	
Responda	a	esta	questão	 repetindo	a	ANOVA	do	exemplo:	 valide	pressupostos,	 corra	o	 teste	
ANOVA	e,	caso	a	ANOVA	detete	diferenças	significativas	entre	tratamentos,	corra	o	teste	Tukey	
HSD	para	tentar	identificar	o(s)	tratamento(s)	diferentes.	
