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Аннотация. В данной работе представлен вариант применения искусственной нейронной сети (ИНС) для адаптив-
ного обучения. Основная идея использования ИНС заключается в применении ее под конкретный учебный мате-
риал, чтобы по окончании изучения курса или его отдельной темы обучающийся мог без участия преподавателя 
определить не только свой уровень знаний, но и получить рекомендации, какой материал необходимо изучить 
дополнительно вследствие пробелов в изучаемых вопросах. Такой подход позволяет построить индивидуальную 
обучающую траекторию, значительно сократить время для изучения учебных дисциплин и повысить качество об-
разовательного процесса. Обучение искусственной нейронной сети происходит по методу обратного распростра-
нения ошибки. Разработанная ИНС может быть применена для изучения любой учебной дисциплины с различ-
ным количеством тем и контрольных вопросов. Результаты исследований внедрены и апробированы в авторской 
разработке – адаптивной обучающей системе CATS. 
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Abstract. This paper presents a variant of using an artificial neural network (ANN) for adaptive learning. The main idea 
of using ANN is to apply it for a specific educational material, so that after completing the course or its separate topic, 
the student can determine, not only his level of knowledge, without the teacher’s participation, but also get some 
recommendations on what material needs to be studied further due to gaps in the studied issues. This approach allows 
you to build an individual learning trajectory, significantly reduce the time to study academic disciplines and improve 
the quality of the educational process. The training of an artificial neural network takes place according to the method 
of back propagation of an error. The developed ANN can be applied to study any academic discipline with a different 
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Введение. В настоящее время все большее 
развитие получают автоматизированные системы 
управления учебным процессом (англ. Learning 
Management System (LMS), направленные на 
повышение качества подготовки специалистов 
в учреждениях высшего образования и на специ-
ализированных курсах.  Достаточно полная клас-
сификация таких систем приведена в [1]. Однако 
простого предоставления учебного контента и те-
стов для проверки знаний иногда становится не-
достаточно. Например, в ситуации, когда обучаю-
щемуся нужно за ограниченный период времени 
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изучить большой объем информации по дисци-
плине. В условиях LMS учебный материал не бу-
дет усвоен, а результаты тестов останутся далеки 
от положительных. Тогда ей на смену приходят 
адаптивные обучающие системы (АОС), приме-
няющие возможности искусственного интеллек-
та к образовательному процессу. Теоретические 
основы интеллектуализации LMS рассмотрены 
многими отечественными и зарубежными авто-
рами [2–7], однако их практическая реализация 
находится на начальном этапе своего развития. 
Как правило, интеллектуальные обучающие си-
стемы основаны на тестировании знаний студен-
тов и подборе вопросов для них [5, 7–11]. Это 
свидетельствует о недостаточной проработке 
вопроса адаптивности, ведь полнофункциональ-
ные адаптивные обучающие системы должны 
контролировать процесс изучения учебного ма-
териала, собирая статистику о затраченном вре-
мени и сравнивая его с нормативным, постоянно 
проверять уровень знаний обучающегося, пред-
лагая тесты после прочитанной части, рекомен-
довать для изучения только ту часть учебного 
курса, знаний по которой недостаточно. Изло-
женные факты доказывают актуальность темы 
исследования и позволяют сформулировать его 
цель как реализацию адаптивной обучающей си-
стемы для повышения эффективности учебного 
процесса.
Основная часть. Адаптивность процесса 
обучения. К адаптивным системам относят си-
стемы с обратной связью, при реализации кото-
рых происходит анализ знаний обучающегося на 
каждом этапе изучения материала и построение 
индивидуальной траектории обучения. Также 
в данном процессе могут учитываться психофизи-
ческие особенности индивидуумов. Данные си-
стемы характеризуются сложностью разработки 
и не всегда высокой точностью работы. В первую 
очередь это связано с трудностями формализа-
ции знаний. Некоторые модели представления 
знаний в обучающих системах были описаны 
в [12], а процесс обучения сформулирован в [13] 
как задача управления (рис. 1). Обучающийся при 
этом выступает в качестве объекта управления 
(ОУ), а АОС выполняет функции устройства управ-
ления (УУ).
На рис. 1 приняты следующие обозначе-
ния: Ψ – состояние внешней среды; Y – состояние 
обучающегося; I
Ψ
, IY – соответствующие измери-
тели; Ψ', Y' – результаты  измерения величин Ψ, 
Y; X – управляющие (обучающие и контролирую-
щие) воздействия; DX – ресурсы (ограничения на 
управление); Z*– цель  управления,  состоящая 
в  переводе  обучающегося  в  требуемое состо-
яние Y*. Общее правило функционирования АОС 
в [13] представлено в следующем виде: получая 
на входе информацию о состоянии среды Ψ' и со-
стоянии обучающегося Y', а также информацию 
о цели Z* и ресурсах DX, АОС выдает на выходе до-
пустимое управление
X = A(Ψ', Y', Z*) ϵ DX,
переводящее обучающегося из текущего состоя-
ния в состояние, близкое к Y*. Здесь A – алгоритм 
управления процессом обучения. Предполагая, 
что модель ученика, связывающая его наблюда-
емые входы и выходы, имеет вид Y' = M
L 
(Ψ',X), 
в [13] задача синтеза оптимального управления X* 
с учетом μ(*), как символа некоторой меры бли-
зости, записывается в виде:
Рис. 1. Общая структура адаптивной обучающей системы [13]
Fig. 1. The overall structure of the adaptive training system [13]
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Minμ(Y – ML (Ψ', X)) = μ(Y – ML (Ψ', X
* )), X ϵ DX.
Для решения поставленной задачи была 
применена искусственная нейронная сеть (ИНС). 
Реализация ИНС проведена в собственной про-
граммной разработке – адаптивной обучающей 
системе CATS (англ. Care About The Students). 
Такое название было предложено студентами 
факультета информационных технологий и ро-
бототехники Белорусского национального техни-
ческого университета и в результате голосования 
получило наибольшее количество баллов. Пол-
ный перечень функциональных возможностей 
системы CATS приведен в [14]. В данной работе 
остановимся на новой функциональности, ин-
тегрированной в систему в 2018 году, которая 
позволяет определять степень усвоения знаний 
обучающимися, а также указывает перечень тем, 
которые необходимо изучить повторно.
Программные модули обучающей системы 
CATS, работающие с искусственной нейронной се-
тью. Адаптивное обучение в АОС CATS взаимодей-
ствует с двумя программными модулями систе-
мы: электронный учебно-методический комплекс 
(ЭУМК) и модуль для тестирования знаний. В ЭУМК 
можно создавать электронный учебник, добавив 
файлы PDF-формата, видео- и аудиозаписи и за-
тем объединив их в отдельные темы для изучения. 
В модуле тестирования знаний создаются тесты, 
вопросы которых связаны с темами из ЭУМК. Для 
демонстрации принципов работы ИНС создадим 
три темы для изучения: «Сложение», «Вычитание» 
и «Сложные арифметические операции» (рис. 2).
В каждой из изучаемых тем разрабатыва-
ем тест из 10 вопросов с заданной сложностью 
от 1 до 10 (рис. 3). Первые три вопроса, приве-
денные на рис. 3, связаны с темой «Сложение» 
и имеют следующие уровни сложности ‒ 2, 2, 3. 
Четвертый, пятый и восьмой вопросы посвящены 
теме «Вычитание» и так же имеют сложности 2, 
2, 3. Шестой, седьмой и последние два вопроса 
рассматривают тему «Сложные арифметические 
операции» и по уровню сложности оцениваются 
на 2, 5, 3, 2, соответственно. 
Рис. 2. Копия экрана при создании тем для изучения  
в электронном учебно-методическом комплексе обучающей системы CATS
Fig. 2. The screen copy of topics creating for study  
in the electronic educational-methodical complex in the CATS training system
Рис. 3. Копия экрана для создания тестов в обучающей системе CATS
Fig. 3. Screenshot for creating tests in the CATS training system
Х
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Таким образом, все вопросы теста могут 
сформировать обучающую выборку, представляя 
собой входы в искусственную нейронную сеть, 
а количество выходов будет определяться числом 
тем, которые необходимо изучить. 
Обучающая выборка – это нормализован-
ные данные в диапазоне от 0 до 1, что определя-
ет степень усвоения материала. В свою очередь 
в качестве предела достаточной обученности 
принят коэффициент 0,7. Соответственно, при по-
лучении результата, близкого к нулю, курс будет 
считаться успешно освоенным, к единице – тема 
не засчитывается, а учащемуся будут предложены 
дополнительные материалы для изучения. В по-
граничной ситуации принимается во внимание 
уровень сложности вопросов, на которые был 
дан правильный ответ. Если на вопросы с уров-
нем сложности 3 и 5 тестируемый ответил верно, 
а на остальные нет, то тест считается пройден-
ным, а тема не требующей повторения.
Описание искусственной нейронной сети. 
На рис. 4 представлена графическая модель, де-
монстрирующая построенную ИНС с 10 вопросами 
по 3 темам изучаемого курса. Внутренний (скры-
тый) слой искусственной нейронной сети опре-
деляется количеством входных нейронов, разде-
ленным на 2. Количество скрытых слоев зависит 
от количества входов. Чем больше скрытых слоев 
в ИНС, тем лучше может быть обучена искусствен-
ная нейронная сеть, а распределение данных бу-
дет более равномерным. Для рассматриваемого 
примера достаточно двух скрытых слоев. 
Для реализации описанной выше функцио-
нальности была выбрана автоматически генери-
руемая искусственная нейронная сеть, где коли-
чество входов зависит от количества вопросов, на 
которые должен ответить обучающийся, а коли-
чество выходов зависит от количества тем, к кото-
рым относятся вопросы выбранного для прохож-
дения теста. 
Наиболее распространённым и удобным 
способом обучения искусственной нейронной 
сети для решения такого типа задач является ме-
тод обратного распространения ошибки [15]. Пе-
ред началом обучения веса у сети проставляются 
случайным образом. На вход функция  прини-
мает определенные наборы данных (входы-вы-
ходы), которые являются обучающей выборкой. 
На первоначальном этапе идет настройка систе-
мы, определение количества итераций обучения 
и значений ошибки. Если установить слишком вы-
сокий или слишком низкий уровень для данных 
показателей, то в результате можно либо недоу-
чить, либо переучить систему. Поэтому обучение, 
как правило, проводится несколько раз с коррек-
тировкой этих параметров. На следующем этапе 
выполняется проход сети с использованием вход-
ных данных для обучения. Результатом являются 
выходные данные, на основе которых будет про-
исходить дальнейшая корректировка весов. За-
тем начинается проход ИНС в обратном направ-
лении и расчет ошибки, на основе которой также 
происходит корректировка весов. Алгоритм рабо-
тает до тех пор, пока не будет достигнут прием-
Рис. 4. Графическое отображение искусственной нейронной сети для 10 вопросов по 3 темам изучаемого курса
Fig. 4. Graphic display of an artificial neural network for 10 questions on 3 topics of the course under study
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лемый уровень ошибки, либо не закончены все 
итерации [16–17].
Анализ полученных результатов. Были 
имитированы следующие ситуации для анализа 
результатов работы искусственной нейронной 
сети на вопросах теста, представленного на рис. 3:
– на все вопросы теста даны правильные от-
веты – система выдавала  результат, что все темы 
изучены, ничего повторять не надо;
– на все вопросы теста даны неверные отве-
ты – АОС CATS предлагала заново изучить все темы;
– только на часть вопросов получены вер-
ные ответы – обучающая система выдавала ре-
зультат в зависимости от правил обучающей вы-
борки и сложности вопросов (рис. 5). 
На рис. 5 приведен фрагмент теста, на кото-
ром пользователь отвечает на вопрос №8. Зеле-
но-красная полоса внизу рисунка показывает, на 
какие вопросы были получены верные и невер-
ные ответы до текущего момента. Вопросы в тесте 
появляются в произвольном порядке, несовпада-
ющем с приведенным на рис. 3. Результаты рабо-
ты искусственной нейронной сети для описывае-
мого примера приведены на рис. 6, где показано, 
что темы «Сложение» и «Вычитание» подлежат 
повторному изучению, а тема «Сложные арифме-
тические операции» достаточно изучена.
Таким образом, разработанная ИНС позво-
лила автоматически определить степень усвое-
ния обучающимся той или иной темы учебного 
материала и разработать рекомендации по по-
вторному обучению, не прибегая к полному ана-
лизу результатов тестирования преподавателем 
вручную.
Рис. 5. Копия экрана вопросов и ответов теста в обучающей системе CATS
Fig. 5. A copy of the screen for test questions and answers in the CATS training system
Рис. 6. Результаты тестирования и работы искусственной нейронной сети в обучающей системе CATS
Fig. 6. Test results and operation of an artificial neural network in the CATS training system
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Заключение. Основная идея использова-
ния искусственной нейронной сети в АОС CATS 
заключается в применении ее под конкретный 
учебный материал, чтобы по окончании изучения 
курса или его отдельной темы обучающийся мог 
без участия преподавателя определить не только 
свой уровень знаний, проходя тесты, но и полу-
чить  рекомендации, какой материал необходи-
мо изучить дополнительно вследствие пробелов 
в изучаемых вопросах. Такой подход также позво-
ляет провести первоначальный анализ знаний до 
начала прохождения темы  и предоставить  уни-
кальный для каждого отдельного обучающегося 
набор учебных материалов. 
Разработанная ИНС может быть применена 
для изучения любой дисциплины с различным ко-
личеством тем и вопросов по ней. 
В настоящее время для подготовки инжене-
ров-программистов на факультете информационных 
технологий и робототехники Белорусского нацио-
нального технического университета осуществляется 
разработка наборов тестов по следующим дисципли-
нам: «Тестирование и отладка программного обеспе-
чения», «Надежность программного обеспечения», 
«Модульное тестирование». Применение описан-
ного в данной работе подхода позволит значительно 
сократить время их изучения, повысить качество об-
учения и увеличить его эффективность.
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