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Abstract
For a given ideal I ⊆ P(ω), IC(I ) denotes the class of separable metric spaces X such that whenever fn :X → R is a sequence
of continuous functions convergent to zero with respect to the ideal I then there exists a set of integers {m0 < m1 < · · ·} from the
dual filter F(I ) such that limi→∞ fmi (x) = 0 for all x ∈ X. We prove that for the most interesting ideals I , IC(I ) contains only
singular spaces. For example, if I = Id is the asymptotic density zero ideal, all IC(Id ) spaces are perfectly meager while if I = Ib
is the bounded ideal then IC(Ib) spaces are σ -sets.
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1. Introduction
Let X be a separable metric space and let I ⊆ P(ω) be an ideal on the set of natural numbers ω, i.e. I is closed under
subsets and finite unions. We say that a sequence of functions fn :X → R is I -convergent to a function g :X → R,
denoted I - limfn = g, if for every ε > 0 and every x ∈ X the set {n ∈ ω: |fn(x) − g(x)|  ε} ∈ I . Clearly the I -
convergence coincides with the pointwise convergence iff I = Fin = [ω]<ω, the ideal of all finite subsets of ω and it
is a weaker convergence whenever I contains infinite sets, see [5, Proposition 3.1].
The idea of I -convergence for sequences, was inspired by the concept of statistical convergence introduced in [4],
see Kostyrko, ˆSalát, and Wilczyn´ski [5] for a comprehensive bibliography. All the results of [5] apply to sequences of
functions with domains being singletons.
For an ideal I let F(I ) = {ω  A: A ∈ I } denotes the dual filter. Theorem 3.2 of [5] shows that for a large class of
ideals I (namely the AP ideals of [5] also known as P-ideals, see below) if a sequence {xn: n < ω} ⊆ R is I -convergent
to t , i.e. {n: |xn − t |  ε} ∈ I for any ε > 0 then there exists a set M = {m0 < m1 < m2 < · · ·} ∈ F(I ) such that
limi→∞ xmi = t. It follows that if we have a sequence of functions fn :X → R I -convergent to a function g :X → R
then for each x ∈ X there exists a set Mx = {mx0 < mx1 < mx2 < · · ·} ∈ F(I ) such that limi→∞ fmxi (x) = g(x).
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x ∈ X? Here is the key definition:
Definition 1. Let I be an ideal on ω and let X be a nonempty separable metric space. We say that X has the I -ideal
convergence property if whenever fn :X → R is a sequence of continuous functions I -convergent to the zero function
then there exists a set M = {m0 < m1 < m2 < · · ·} ∈ F(I ) such that for all x ∈ X, limi→∞ fmi (x) = 0. The class of
all spaces with the I -ideal convergence property is denoted by IC(I ) and the set of all subspaces of X with the I -ideal
convergence property is denoted by ICX(I).
Throughout the rest of the paper we use standard set-theoretic notation as in [13]. A natural number n > 0 is
identified with the set {0,1,2, . . . , n−1} and 0 is identified with the empty set ∅. We also assume that all our ideals I ⊆
P(ω) are proper and contain Fin. Using constant real functions we may apply Theorem 3.2 of [5] to conclude that for
some ideals I ⊆ P(ω), IC(I ) is empty. For instance, Example 3.1(g) of [5] works: define I1 = {A ⊆ ω: ∃n (A ⊆ Cn)},
where Cn ⊆ ω,n < ω is such that C0 = ∅,Cn ⊆ Cn+1with |Cn+1  Cn| = ω, and ⋃n<ω Cn = ω. Then IC(I1) = ∅.
To see that take a nonempty space X and define constant functions fn :X → R,
fn(x) =
{ 1
n+1 if n ∈ Cn+1  Cn,
1 if n ∈ C0.
Then {n ∈ ω: |fn(x)| 1n } ⊆
⋃n
i=0 Cn = Cn ∈ I1. On the other hand if M = {m0 < m1 < m2 < · · ·} ∈F(I1) then for
some k, M ⊇ ω  Ck and contains the infinite set Ck+1  Ck so lim supfmi (x) 1k+1 > 0.
For sets A,B ∈ P(ω) we say that A is almost contained in B , denoted A ⊆∗ B , if |AB| < ω. An ideal I ⊆ P(ω)
is called a P-ideal if whenever A0,A1,A2, . . . ∈ I is a countable sequence of sets then there exists a set A∞ ∈ I such
that An ⊆∗ A∞ for all n < ω. It is easy to verify that the P-ideal property is equivalent to the condition (AP) of [5,
Definition 3.3]. Clearly I1 above is not a P-ideal. Note that the same Theorem 3.2 of [5] implies that IC(I ) contains
singletons iff I is a P-ideal. For many examples of interesting P-ideals see [6, p. 8].
Proposition 1. Let X be a separable metric space and let X0,X1,X2, . . . ⊆ X be a sequence of subspaces. If I ⊆ P(ω)
is a P-ideal and for all n < ω, Xn ∈ IC(I ), then ⋃n<ω Xn ∈ IC(I ).
Proof. Suppose X0,X1,X2, . . . ∈ ICX(I), let Y =⋃s<ω Xs , and let fn :Y → R be a sequence of continuous func-
tions such that I - limfn = 0. If we set fns = fnXs then fns are continuous and for each s, I - limfns = 0. So there
exist sets Ms = {ms0 < ms1 < ms2 < · · ·} ∈ F(I ) such that for each x ∈ Xs , limn→∞ fmsns(x) = 0. Let A∞ ∈ I be
such that for every s < ω, ωMs ⊆∗ A∞ and let M = {m0 < m1 < m2 < · · ·} = ωA∞ ∈F(I ). Now take ε > 0 and
pick some x ∈ Y . Then there exists s < ω such that x ∈ Xs . We can find ks < ω such that for all i > ks , |fmsis(x)| < ε
and since M ⊆∗ Ms there exists k < ω such that for i > k, |fmi (x)| < ε. It follows that limi→∞ fmi (x) = 0 for all
x ∈ Y . 
Corollary 1. If I ⊆ P(ω) is a P-ideal then IC(I ) contains all countable spaces.
An ideal I is called dense if for every A ∈ [ω]ω there exists an infinite set B ∈ I such that B ⊆ A, see [6, p. 41]. For
a set C ⊆ ω let IC = {B ⊆ ω: B ⊆∗ C} be the ideal generated by C. Notice that if I is dense then it is not generated
by any set C ⊆ ω. The inverse implication does not hold as exemplified by the ideal I1 above. It is easy to verify that
ideals (b)–(h) of [5, Example 3.1] are also not generated by a single set C ⊆ ω nor is the ideal Ib discussed in Section 4
below. The following proposition implies that for each of these ideals there exist spaces Y such that ICY (I ) 
=P(Y ).
Proposition 2. If X is an uncountable analytic subset of a Polish space and I ⊆ P(ω) is an ideal then ICX(I) =P(X)
iff there exists a set C ∈ I such that I = IC .
Proof. (⇒) Since X is uncountable and analytic there exists a closed subspace P ⊆ X homeomorphic with P(ω),
[13, Theorem 4.3.5] (the topology on P(ω) is induced from the product space 2ω by identifying subsets of ω with
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be defined as follows:
gn(A) =
{
1 if n ∈ A,
0 if n /∈ A.
It is easy to verify that gn are continuous. For A ∈ I we have {n: gn(A) > 0} = {n: gn(A) = 1} = {n: n ∈
A} = A ∈ I , so I - limgn = 0. Since I ∈ ICX(I) there exists a set M = {m0 < m1 < m2 < · · ·} ∈ F(I ) such that
limi→∞ gmi (A) = 0 for all A ∈ I . So for all B ∈ I we must have M ⊆∗ Bc and B ⊆∗ Mc . Clearly C = Mc works.
(⇐) Now assume that there exists a set C ∈ I such that B ⊆∗ C for all B ∈ I . Suppose X′ ⊆ X is a subspace and
fn :X
′ → R with I - limfn = 0. For any ε > 0 and x ∈ X we have {n: |fn(x)| ε} ⊆∗ C so Cc ⊆∗ {n: |fn(x)| < ε}.
It follows that if we let Cc = {m0 < m1 < m2 < · · ·} then limi→∞ fmi (x) = 0. Hence X′ ∈ ICX(I). 
Corollary 2. If I is a dense ideal then ICX(I) P(X) for any uncountable analytic subset X of a Polish space.
Corollary 3. If I is a maximal ideal then ICX(I) P(X) for any uncountable analytic subset X of a Polish space.
Proof. Observe that maximal ideals are dense. 
We conclude the introduction with three simple properties of spaces in IC(I ).
Proposition 3. Let I be a P-ideal and let X ∈ IC(I ).
(1) If Y is a separable metric space and g :X → Y is a continuous surjection then Y ∈ IC(I ).
(2) If Y ⊆ X is a closed subset then Y ∈ IC(I ).
(3) If Y ⊆ X is an Fσ subset then Y ∈ IC(I ).
Proof. The proof of (1) is straightforward.
To prove (2) assume that Y ⊆ X is a closed subset and let fn :Y → R be a sequence of continuous functions with
I - limfn = 0. Let Gn ⊆ X be a descending sequence of open sets such that Y =⋂n<ω Gn. By the Urysohn’s Theorem
[3, p. 146], there exist continuous functions hn :X → [0,1] such that hn(Y ) = {1} and hn(X  Gn) = {0} and by the
Tietze’s Theorem [3, p. 149], there exist continuous extensions fˆn :X → R of the functions fn. Let gn :X → R, be
the product functions gn(x) = fˆn(x) · hn(x). If ε > 0 and x ∈ X then {n: |gn(x)|  ε} ⊆ A ∪ {0,1, . . . , k} for some
A ∈ I (use k = 0 if x ∈ Y and k = min{n: x ∈ Gn} if x /∈ Y ). Therefore {n: |gn(x)|  ε} ∈ I and I - limgn = 0.
Since X ∈ IC(I ) there exists a set M = {m0 < m1 < m2 < · · ·} ∈ F(I ) such that limi→∞ gmi (x) = 0. For x ∈ Y ,
gn(x) = fn(x) so the same set M works for the functions fn. It follows that Y ∈ IC(I ).
(3) follows from (2) and Proposition 1. 
2. Analytic P-ideals and existence of large IC(I) spaces
As pointed out in the proof of the Proposition 2, P(ω) is a topological space. Throughout the rest of this paper
(except for Proposition 4 and Corollary 4) we will study properties of IC(I ) spaces where I ⊆ P(ω) is an analytic
P-ideal. To place our first theorem in the proper context we need to recall some definitions. Let N and M be the sets
of Lebesgue measure zero and meager subsets of R respectively.
add∗(I ) = min{|A|: A⊆ I and B ∈ I ∀A ∈A (A ⊆∗ B)},
add(N ) = min
{
|A|: A⊆P(R) and
⋃
A /∈N
}
.
See Bartoszynski [1] for the discussion of these cardinal invariants. In particular it follows from Theorem 4.23 of
[1] that if I ⊆ P(ω) is an analytic P-ideal then add∗(I )  add(N ). It is easy to see that the proof of Proposition 1
applies to families of subspaces of cardinality less than add∗(I ), hence we obtain the following results:
Proposition 4. Let X be a separable metric space, let I ⊆ P(ω) be a P-ideal, and {Xα: α ∈ Λ} ⊆ ICX(I) for some
index set Λ. If |Λ| < add∗(I ) then ⋃ Xα ∈ ICX(I).α∈Λ
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Let B(X) be the set of all Borel subsets of X and for Z ⊆ X × Y and x ∈ X let Zx = {y: (x, y) ∈ Z}. Pawlikowski
and Reclaw defined a class of spaces called “Borel-Add(N )-small”, see [10, Definition 2.1] and following remarks
on Add‡(N ). Later, [1, p. 4] the same class was denoted as follows:
ADD(N ) =
{
X ⊆ R: ∀B ∈ B(R2)
(
(∀x ∈ R Bx ∈N ) ⇒
⋃
x∈X
Bx ∈N
)}
.
It follows from Theorem 4.11 of [1] that if |X| < add(N ) then X ∈ ADD(N ) so it is consistent that ADD(N )
contains uncountable spaces. The same theorem presents the following characterization of ADD(N ), originally due
to Pawlikowski and Reclaw [10, Theorem 3.1]: X ∈ ADD(N ) iff for any Borel function f :X → ([ω]<ω)ω such that
for each x ∈ X, ∑n<ω |f (x)(n)|2n < ∞ there exists a sequence S ∈ ([ω]<ω)ω with∑
n<ω
|S(n)|
2n
< ∞ and ∀x ∈ X ∀∞n f (x)(n) ⊆ S(n). (2.1)
(∀∞n stands for all but finitely many n.) A mapping ϕ :P(ω) → [0,∞] is called a submeasure if ϕ(∅) = 0, and
ϕ(X) ϕ(X∪Y) ϕ(X)+ϕ(Y ) see [6, p. 20]. ϕ is called lower semicontinuous if for all X ⊆ ω limn→∞ ϕ(X ∩ n) =
ϕ(X). Solecki [12], Theorem 3.1 proved that for any analytic P-ideal I ⊆ P(ω) there exist a lower semicontinuous
submeasure ϕ such that I = Exh(ϕ) df= {X ⊆ ω: limn→∞ ϕ(X  n) = 0}. The proof of our first theorem is based on
the ideas from the proof of Theorem 4.23 of [1] originally due to Todorcevic [14].
Theorem 1. If I ⊆P(ω) is an analytic P-ideal then ADD(N ) ⊆ IC(I ).
Proof. Let I be an analytic P-ideal and let I = {A ⊆ ω: limn→∞ ϕ(A  n) = 0} for some lower semicontinuous
submeasure ϕ. Suppose that X ∈ ADD(N ) and fn :X → R is a sequence of continuous functions with I - limfn = 0.
For ε > 0 define h :X → P(ω), h(x) = {n: |fn(x)|  ε} and g :X → ωω, g(x)(n) = max{n,min{k: ϕ(h(x)  k) <
1
23n+1 }}. For each x ∈ X we have h(x) ∈ I and it is easy to verify that both functions h and g are Borel. It follows that
F :X → ([ω]<ω)ω, F(x)(n) = h(x)∩g(x)(n) is also Borel. Now we identify the set [ω]<ω with ω, and we will apply
Bartoszynski’s characterization of ADD(N ) using [ω]<ω in place of ω in that statement. Let f :X → ([[ω]<ω]<ω)ω
be defined by f (x)(n) = {F(x)(n)} and use the Bartoszynski’s characterization of the ADD(N ) to obtain a sequence
S ∈ ([[ω]<ω]<ω)ω such that ∑n<ω |S(n)|2n < ∞ and
∀x ∈ X ∀∞n f (x)(n) ⊆ S(n) so that ∀x ∈ X ∀∞n F (x)(n) ∈ S(n). (2.2)
Since limn→∞ |S(n)|2n = 0 and we require that F(x)(n) ∈ S(n) only for almost all n, we may assume that |S(n)| 2n
for all n < ω. Define Zn = {(t, s) ∈ S(n + 1) × S(n): s ⊆ t and ϕ(t  max(s)) 123n+1 } and set Vn =
⋃
(t,s)∈Zn(t 
max(s)). ϕ is subadditive so ϕ(Vn) 
∑
(t,s)∈Zn ϕ(t  max(s))  2
n+1 × 2n × 123n+1 = 12n . The sets Vn are finite so
it follows that
⋃
n<ω Vn ∈ I because by the lower semicontinuity of ϕ, for any m < ω there exists a k < ω such that
ϕ(
⋃
n<ω Vn  k) = liml→∞ ϕ((
⋃
n<ω Vn ∩ l)  k)
∑∞
i=m 12i = 12m−1 , simply take k large enough so that Vi ⊆ k for
i = 0,1, . . . ,m.
Claim. For every x ∈ X, h(x) ⊆∗ ⋃n<ω Vn.
By (2.2) there exists a number p < ω such that for all n p, F(x)(n) ∈ S(n). Also for n p, ϕ(F (x)(n + 1) 
F(x)(n))  ϕ(h(x)  g(x)(n)) < 123n+1 so (F (x,n + 1),F (x,n)) ∈ Zn, hence
⋃
np(F (x)(n + 1)  F(x)(n)) ⊆⋃
np Vn. We obtain
h(x) = F(x)(0) ∪
⋃
n<ω
(
F(x)(n + 1)  F(x)(n))⊆∗ ⋃
n<ω
Vn.
Set Wε =⋃n<ω Vn. We may now repeat the above argument with ε = 1, 12 , 13 , . . . and obtain a sequence of sets
W1,W 1 ,W 1 , . . . ∈ I such that for all q < ω, {n: |fn(x)|  1q+1 } ⊆∗ W 1 . Let W∞ ∈ I be such that W 1 ⊆∗ W∞2 3 q+1 q+1
J. Jasinski, I. Recław / Topology and its Applications 153 (2006) 3511–3518 3515for all q < ω. Now take M = {m0 < m1 < m2 < · · ·} = ω  W∞ and it is easy to verify that limi→∞ fmi (x) = 0 for
every x ∈ X. 
Reclaw [11, Corollary 7], proved that under the Continuum Hypothesis there exists a set in ADD(N ) of cardinality
continuum.
Corollary 5. Assume CH. For any analytic P-ideal I the class IC(I ) contains a space of cardinality continuum.
3. IC(Id) spaces
In this section we would like to explore the ideal convergence spaces for one of the most commonly studied ideals,
Id =
{
A ⊆ ω: lim
n→∞
|A ∩ n|
n
= 0
}
.
Id is usually called the asymptotic density zero ideal and the Id -convergence of sequences is known as the statistical
convergence. We would like to show that ICR(Id) ⊆ N ∩ PM, where PM is the class of all perfectly meager
subsets of R, i.e., X ∈ PM if for any perfect space P ⊆ R, X ∩ P is meager in P , see [7, p. 213]. The inclusion
ICR(Id) ⊆N combined with the Proposition 3(1), Corollary 1, and a recent result by Bartoszynski and Shelah [2]
yields that consistently ICR(Id) = [R]ω which implies that it is consistent that IC(Id) coincides with the class of
all countable spaces.
Theorem 2. ICR(Id) ⊆N .
Proof. Let [0,1] ⊆ R be the closed interval. We will first show that IC[0,1](Id) ⊆ N . Let X ∈ IC[0,1](Id) and let
ε > 0. We will show that μ(X) < ε, where μ is the Lebesgue measure on R. For n < ω and 0 < i  2n define a double
sequence of open intervals Uni = ( i−12n , i2n ) ⊆ [0,1]. It is easy to see that there exists a (double) sequence of continuous
functions fni : [0,1] → [0,1] with the following properties (1) μ(f−1ni ([0,1)) ∩ Uni) < ε22n+1 and (2) fni(x) = 0 for
all x ∈ [0,1]  Uni . Enumerate the double sequence (f01, f11, f12, f21, f22, f23, f24, f31, . . .) into (gm)∞m=0 and let
σ :ω2 → ω be a surjection such that fni = gσ(n,i) for all n < ω and 0 < i  2n.
Claim 1. Id - limgm = 0.
Pick an x ∈ [0,1]. For each n < ω there exists at most one i, 0 < i  2n such that gσ(n,i)(x) > 0. Let A =
{σ(n, i): gσ(n,i)(x) > 0} and let bk = ∑kj=0 2j = 2k+1 − 1. It follows that limk→∞ |A∩bk |bk  limk→∞ kbk = 0 so
A ∈ Id proving Claim 1.
In particular Id - limgmX = 0 so there exists a set M = {m0 < m1 < m2 < · · ·} ∈F(Id) such that for every x ∈ X,
limj→∞ gmj (x) = 0. For l < ω define
Xl =
{
x ∈ X: ∀i
(
mi  l ⇒ gmi (x)
1
2
)}
.
Clearly
⋃∞
l=1 Xl = X.
Claim 2. μ(Xl) < ε2l+1 for all l < ω.
Pick a number l < ω. Set Mn = M ∩ {σ(n,1), σ (n,2), . . . , σ (n,2n)}. Observe that since M ∈ F(Id) there exists
an n0 > l such that |Mn0 |/2n0 > 1 − ε/2l+2. Otherwise there would be a number, δ > 0 such that for almost all n,
|Mn|/2n < 1 − δ. This would further imply that limn→∞ |M∩bn|bn  limn→∞( 2
n
bn
+ 2n(1−δ)
bn
) = 12 + 12 (1 − δ) < 1 contra-
dicting M ∈F(Id). For i = 1,2, . . . ,2n0 we have σ(n0, i) n0 > l so (⋃t∈Mn0 g−1t ({1}))∩Xl = ∅. Now it suffices to
show that the measure of
⋃
t∈Mn0 g
−1
t ({1}) is relatively large in [0,1]: μ(
⋃
t∈Mn0 g
−1
t ({1})) |Mn0 |( 12n0 − ε22n0+1 ) >
2n0(1 − εl+2 )( 1n − ε2n +1 ) = (1 − εl+2 )(1 − εn +1 ) > 1 − εl+2 − εn +1 > 1 − εl+2 − εl+2 = 1 − εl+1 .2 2 0 2 0 2 2 0 2 2 0 2 2 2
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More generally, let X ∈ ICR(Id). By Proposition 3(2), since the above argument holds for any interval, we obtain
Xn = X ∩ [n,n + 1] ∈ IC[n,n+1](Id) ⊆N for any integer n ∈ Z, hence X =⋃n∈Z Xn ∈N . 
The above Theorem 2 and Proposition 3(1) imply that sets in ICR(Id) are universally null. Bartoszynski and
Shelah [2], Theorem 12 showed that it is relatively consistent that the subsets of 2ω, all of whose continuous images
are of measure zero must be countable. We obtain the following corollary:
Corollary 6. It is relatively consistent that the are no uncountable separable metric spaces in IC(Id).
Proof. The Theorem 2 implies that in the Bartoszynski–Shelah model IC2ω(Id) contains only countable spaces. In
general, suppose that X ∈ IC(Id) is a separable metric space and δ is the metric on X. Let x0 ∈ X and let F :X →
[0,∞), F(x) = δ(x, x0). By Proposition 3(1) the range of F , F(X) ∈ IC(Id). By Theorem 2 and Proposition 3(2)
F(X) contains no interval. For r ∈ (0,∞) define B(r) = {x ∈ X: δ(x, x0) < r}. It follows that {B(r): r ∈ (0,∞) 
F(X)} is a clopen basis at x0. Since this can be done at any point x0 ∈ X, X must be zero-dimensional and therefore
homeomorphic with a subset of the Cantor set 2ω, see [13, Lemma 2.2.9]. Hence in the Bartoszynski–Shelah model
of [2] X must be countable. 
Theorem 3. ICR(Id) ⊆PM.
Proof. Suppose X ∈ ICR(Id) and P ⊆ R is perfect. We will show that X∩P is meager in P . Let Un ⊆ R, Un∩P 
= ∅
be open sets such that {Un ∩P : n < ω} is a basis for P and each Un is repeated infinitely many times. For n < ω and
0 i  2n let Uni ⊆ Un be open such that Uni ∩ P 
= ∅ and have pairwise disjoint closures. Also let fni :R → [0,1]
be a continuous function such that (1) fni(x) = 0 for all x ∈ X  Uni and (2) f−1ni ({1}) ∩ Uni ∩ P 
= ∅. Enumerate
the double sequence (f00, f01, f10, f11, f12, f20, f21, . . .) into (gm)∞m=1 and let σ :ω2 → ω be a surjection such that
fni = gσ(n,i) for all n < ω and 0 i  2n.
As in the proof of Theorem 2, since for any x ∈ R and any n < ω there exists at most one 0  i  2n such that
fni(x) > 0 we have Id - limgm = 0.
X ∈ ICR(Id) so there exists a set M = {m0 < m1 < m2 < · · ·} ∈F(Id) such that for any x ∈ X, limj→0 gmj (x) = 0.
For l < ω let Xl = {x ∈ X: ∀i (mi  l ⇒ gmi (x)  12 )}. We have
⋃
l<ω Xl = X hence it suffices to prove that for
a given l < ω, Xl ∩ P is nowhere dense in P . Let G ⊆ P be a nonempty set open in P . It is easy to see that
there must be an integer k such that for all n > k, M ∩ {σ(n,0), σ(n,1), . . . , σ (n,2n)} 
= ∅. Let n0 > k be such
that Un0 ∩ P ⊆ G and σ(n0,0)  l. Pick mt ∈ M ∩ {σ(n0,0), σ(n0,1), . . . , σ (n0,2n0)} so that mt = σ(n0, i0)
for some 0  i0  2n0 . We have a nonempty open (in P ) set V = f −1n0i0(( 12 ,1]) ∩ Un0i0 ∩ P ⊆ Un0 ∩ P but
f −1n0i0((
1
2 ,1]) ∩ Xl = g−1σ(n0,i0)(( 12 ,1]) ∩ Xl = ∅. In particular V ∩ Xl = ∅. 
4. IC(Ib) spaces
Another frequently studied ideal is
Ib =
{
A ⊆ ω2: ∀n < ω ∃m < ω∀k < ω ((n, k) ∈ A ⇒ k m)}.
Ib called ∅ × Fin in [6], may also be described as Ib = {A ⊆ ω2: ∃h ∈ ωω (A ⊆ Ah)}, where
Ah =
{
(n,m) ∈ ω2: m h(n)} (4.1)
which explains the name bounded ideal. Technically Ib is an ideal on ω2 but it may be interpreted as being an ideal
on ω through the application of a bijection β :ω2 → ω. In that case our IC(Ib) = IC(Ibβ) where Ibβ = {β[A]: A ∈
Ib} ⊆ ω. It is easy to see that if α :ω2 → ω was another bijection then IC(Ibα) = IC(Ibβ). Equivalently, in the
definition of IC(Ib) we may consider doubly indexed sequences of continuous functions, fnk and say that
lim
(n,k)∈M fnk(x) = 0 iff ∀ε > 0∃l > 0∀(m1,m2) ∈ M  (l × l)
(∣∣fm1m2(x)∣∣< ε), (4.2)
where l × l = {0,1, . . . , l − 1} × {0,1, . . . , l − 1} ⊆ ω2.
A set X ⊆ R is called a σ -set if every relative Gδ subset of X is also a relative Fσ set in X, see [7, p. 210].
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Proof. Let X ∈ ICR(Ib) and let G ⊆ X be a relative Gδ set. Let Gn ⊆ X be a descending sequence of open (in X)
sets such that G =⋂n<ω Gn. It is easy to find a sequence of continuous functions, gn : [0,∞) → [0,1] satisfying the
following conditions:
(i) gn(0) = 0;
(ii) g−1n ((0,1])) ⊆ (0, 1n+1 );
(iii) For n < ω, ⋃kn g−1k ({1}) ⊇ (0, 1n+2 ).
For example, we may take gn to be piecewise linear continuous functions such that gn(0) = 0, gn( 1n+3 ) =
gn(
1
n+2 ) = 1, and gn(x) = 0 for all x ∈ [ 1n+1 ,1].
For n, k < ω define continuous functions fnk :X → [0,1],
fnk(x) = gk
(
dist(x,X  Gn)
)
.
Claim 1. Ib- limfnk = 0.
Notice that the set Hn = {k: fnk(x) > 0} is finite. Indeed if x ∈ X  Gn, then Hn = ∅ by condition (i). Otherwise,
since Gn is open in X, d = dist(x,X  Gn) > 0. Condition (ii) implies that only for a finite number of k < ω,
gk(d) > 0. The set A =⋃n<ω{n} × Hn ∈ Ib and fnk(x) = 0 for (n, k) /∈ A. Hence Claim 1 is proved.
Since X ∈ ICR(Ib) there exists a sequence h ∈ ωω such that for all x ∈ X, lim(n,k)∈Ach fnk(x) = 0, see (4.1) and
(4.2). For l < ω let Bl = {x ∈ X: ∀(j, k) /∈ Ah ∪ (l × l) |fjk(x)| 12 }. Then
X =
⋃
l<ω
Bl (4.3)
by (4.2) above.
Claim 2. For fixed n, l < ω, the sets Gn ∩ Bl are closed in X.
Bl is closed because observe that
dist(Bl ∩ Gn,X  Gn) 1
max{h(n), l} + 2 . (4.4)
If for some x ∈ X, 0 < dist(x,X  Gn) < 1max{h(n),l}+2 then by condition (iii) there is a k  max{h(n), l} such that
gk(dist(x,X  Gn)) = 1 = fnk(x), so x /∈ Bl . Now suppose {xn: n < ω} ⊆ Gn ∩ Bl is some sequence convergent to
some x˜ ∈ X. The functions fjk are continuous so Bl is closed hence x˜ ∈ Bl . It follows that if x˜ /∈ Bl ∩Gn then x˜ /∈ Gn
but this is impossible because of (4.4). Hence Claim 2 is proved.
By (4.3) above G =⋃l<ω⋂n<ω Bl ∩ Gn, so G is a relative Fσ set in X. 
Miller in [8] proved that it is consistent that all σ -sets are countable. An argument similar to the proof of Corollary 6
yields the following:
Corollary 7. It is relatively consistent that IC(Ib) contains no uncountable spaces.
Recall that an uncountable set S ⊆ R is called the Sierpinski set if |S ∩ N |  ω for any N ∈ N . An argument
similar to the proof of Theorem 7 of [9] may be applied to show the following:
Lemma 1. Let S be a Sierpinski set. If Gn = {Anm ⊆ S: m < ω} is a sequence of Borel coverings of S then there exists
a sequence g ∈ ωω such that
S =
⋃
k<ω
⋂
n>k
⋃
m<g(n)
Anm.
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Proof. Let S ⊆ R be a Sierpinski set and let fnm :S → R be a sequence of continuous functions such that
Ib- limfnm = 0. For ε > 0 we define Borel sets Bεnm = {x ∈ S: |fnk(x)| < ε ∀k > m}. If n < ω then
⋃
m<ω B
ε
nm = S.
By the Lemma 1 above there exists a sequence gε ∈ ωω such that
S =
⋃
m<ω
⋂
n>m
⋃
igε(n)
Bεni .
It follows that for every x ∈ S, |{(n,m): |fnm(x)|  ε}  Agε | < ω, see (4.1). Ib is a P-ideal so there exists a set
A∞ ∈ Ib such that for all l < ω, Ag1/l ⊆∗ A∞. Take M = Ac∞ ∈ F(Ib) and it is easy to see that for each x ∈ S,
lim(m,n)∈M fnm(x) = 0. 
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