We introduce two algorithms for accurately evaluating powers to a positive integer in floating-point arithmetic, assuming a fused multiply-add (fma) instruction is available. We show that our log-tinie algorithm always producefaithfully-rounded results, discuss the possibility of getting correctly rounded results, and show that results correctly rounded in double precision can be obtained if extended precision is available with the possibility to round into double precision (with a single rounding).
Introduction
We deal with the implementation of the integer power function in floating-point arithmetic. In the following, we assume a radix-2 floating-point arithmetic that follows the IEEE-754 standard for floating-point arithmetic [1] . We also assume that a fused multiplyand-add (fma) operation is available, and that the input as well as the output values of the power function are not subnormal numbers, and are below the overflow threshold (so that we can focus on the powering of the significands only).
An important case dealt with in the paper will be the case when an internal format, wider than the target format, is available. For instance, to guaranteein some casescorrectly rounded integer powers in double-precision arithmetic, we will have to assume that a double extended precision is available The examples will consider that it has a 64-bit precision, which is the minimum required by the IEEE-754 standard.
The IEEE-754 standard for radix-2 floating-point arithmetic (and its follower, the IEEE-854 radixindependent standard [2] ) require that the four arithmetic operations and the square root should be correctly rounded. In a floating-point system that follows the standard, the user can choose an active rounding mode from:
* rounding towards -oo RD (x) is the largest machine number less than or equal to x; * rounding towards +oo: RU (x) is the smallest machine number greater than or equal to x, * rounding towards 0. RZ 
* rounding to nearest: RN (x) is the machine number that is the closest to x (with a special convention if x is exactly between two machine numbers: the chosen number is the "even" one, i.e., the one whose last significand bit is a zero).
When a o b is computed, where a and b are floatingpoint numbers and o is , , x or ., the returned result is what we would get if we computed a o b exactly, with "infinite" precision and rounded it according to the active rounding mode. The default rounding mode is round-to-nearest. This requirement is called correct rounding. Among its many interesting properties, one can cite the following result (the first ideas that underlie it go back to Moller [10] ). Theorem 1 (Fast2Sum algorithm) (Theorem C of [6] , page 236) Assume the radix r of the floating -point system being considered is less than or equal to 3, and that the used arithmetic provides correct rounding with rounding to nearest. Let a and b be floating -point nuibers, and assunie that the exponent of a is larger than or equal to that of b Tliefollowing algorithni computes two floating-point numbers s and t that satisfy: * s + t=a + b exactly, * s is afloating-point nuniber that is closest to a + b. 
R\ (b -z)
If no information on the relative orders of magnitude of a and b is available, there is an altemative algorithm introduced by Knuth [6] . It requires 6 operations instead of 3 for the Fast2Sum algorithm, but on any modern computer, the 3 additional operations cost significantly less than a comparison followed by a branching.
Some processors (e.g., the IBM PowerPC or the Intel/HP Itanium [3] ) have afused multiply-add (fma) instruction that allows to compute ax ± b, where a, x and b are floating-point numbers, with one final rounding only. This instruction allows one to design convenient software algorithms for correctly rounded division and square root. It also has the following interesting property. From two input floating-point numbers a and b, the following algorithm computes c and d such that c + d = ab, and c is the floating-point number that is nearest ab.
Performing a similar calculation without a fused multiply-add operation is possible [4] but requires 17 floating-point operations instead of 2. Algorithms Fast2Sum and Fast2Mult both provide double-precision results of value (x + y) represented in the form of pairs (XI y). In the following, we need products of numbers represented in this form. However, we will be satisfied with approximations to the products, discarding terms of the order of the product of the two low-order terms. Given two double- Fcast2Sum (x, ') Note that the condition for applying Fast2Sum is satisbed Due to page limitation constraints we cannot include all the proofs of our algorithms in this paper. The reader can find them in the technical report we put at the URL http: / /prunel. ccsd. cnrs. f r/ ern l00 0 06
The two algorithms
We now give two algorithms for accurately computing xr, where x is a floating-point number, and r is an integer greater than or equal to 1. We assume that an fma instruction is available, as it is used in Fast2 Mault and thus implicitly also in DblMult.
The first (0(a) time) algorithm is derived from the straightforward, (n-)-multiplication, algorithm. It is simple to analyze and will be faster than the other one if a is small.
where the low order terms are accumulated with appropriate weights using a Horner scheme evaluation. Algorithm LinPower uses 3 -3 floating-point operations.
The second (O(log(n))-time) algorithm is based on successive squarings. Due to the approximations performed in algorithm DblMult, terms corresponding to the product of low order terms are not included. A thorough error analysis is performed below. The number of floating-point operations used by the LogPower algorithm is between 11(1 + 10g2(n)]) and (1 + 2 Lo1g2(a) ) whereas for LinPower it is 3(n-1). Hence, LogPower will become faster than LinPower for values of a around 30 (but counting the floating-point operations only gives a rough estimate, the actual threshold will depend on the architecture and compiler)
Error analys is
Without lack of generalitv we assume that the input a of LinPower and LogPower is positive.
We will use the following result. To guarantee a correctly rounded result in double precision, we will need to run algorithm LogPower in doubleextended precision. Table 2 gives bounds on a lfor several values of n assuming the algorithm is realized in double-extended precision. As expected, we are 22 bits more accurate.
where jrjj < 6c2 + t6c3+ t7c 4 + ttc 5 + 506 + C57 is the same value as in Theorem 3. which means that x0 is extremely close to the exact middle of two consecutive double-precision numbers. There is a run of 59 consecutive zeros after the rounding bit. This case is the worst case for all values of n between 3 and 316. Table 3 gives the maximal length of the chains of identical bits after the rounding bit for 3 < n < 316. L ala 2<2(1 + )n-2 x ) ( 1 ) r7 _ n ( I )7/ -1 I (ii -, i)2 1 (n2 a n 2)c2
From that formula, one can easily deduce that as soon as n is larger than a few units, algorithm LinPower is less accurate than algorithm LogPower.
Correct rounding
In this section, we consider algorithm LogPower only: first because it is the fastest for all reasonable values of , second because it is the only one for which we have certain error bounds (the error bounds of algorithm LinPower are approximate only). And if needed, specific algorithms could be designed for small values of n. We are interested in getting correctly rounded results in double precision. To do so, we assume that we perform algorithm LogPower in double-extended precision. The algorithm returns two double-extended numbers h and f such that x n( L-Camax ) < h + f < Xnl (IA + amrax), where amax is given in Table 2 .
In the following, we will need to distinguish two roundings: RN, means round-to-nearest in doubleextended precision and RNd is round-to-nearest in double precision. Let ulp( ) denote "unit-in-lastposition"such that -RN(xl < lulp(x).
V. Lefevre introduced a new method for finding hardest to round cases for evaluating a regular func tion [8, 7] . That method allowed Lefevre Table 3 . Maximal length k of the chains of identical bits after the rounding bit (assuming double precision) in the worst cases for n from 3 to 316.
Define a breakpoint as the exact middle of two con secutive double-precision numbers. RNd (h + f) will be equal to R vd (C ) if and only if there are no breakpoints between and h f The worst case obtained shows that if is a double precision number and if 3 < n < 316 then the signif icand y of x51 is always at a distance larger than 2-113 from the breakpoint i (see Figure 1 ) where the distance 2-53+59+1) 2113 ly -MI >2 ' =2 346 We know that the significand of h+# is within 2carnax from that of x7, where aax (as given by its binary logarithm) is listed in Table 2 . For all values of n less than or equal to 316, we have 2cvrnax < 2-l3, thus RNd (h + t) = RNd (Xn). We therefore get the following result: Theorem 7 If algorithm LogPower is run in doubleextended precision, and if3 < n < 316, then RNd (hl+ f) = RNd (Xn): Hence by rounding h + t to the nearest double-precision number, we get a correctly rounded result. Now, two important remarks: * We do not have the worst cases for n > 316, but from probabilistic arguments we strongly believe that the lengths of the largest chains of consecutive bits after the rounding bit will be of the same order of magnitude (i.e., around 50) for some range of rn above 316. However, it is unlikely that we will be able to show correct rounding in double precision for values of Tn larger than 1000.
* On an Intel Itanium processor, it is possible to directly add two double-extended precision numbers aiid rounid the result to double precision without a "double rounding' (i.e., without having an intermediate sum rounded to double-extended precision). Hence Theorem 7 can directly be used. It is worth being noticed that the draft revised standard IEEE 754-R (see ht tp: / / 7 5 4 r . ucbtest.org/) includes the fma as well as rounding to any specific destination format, independent of operand formats.
Conclusion
It has been shown that the function Xn can be calculated in time 0(log n) with correct rounding in double precision, employing double-extended precision arithmetic, at least for the range 3 < T < 316. A fused multiply accumulate (fma) instruction is assumed available for algorithm efficiency reasons; and to keep the analysis simple, it was assumed that the input as well as the output are not subnormal numbers and are below the overflow threshold A simpler, 0(n) time algorithm, faster than the above for small values of n, was also analyzed. However, its error analysis turned out to be more complicated (and less rigorous), and also to be less accurate than the other.
