Abstract. The aim of this paper is to present some results about generation, sectoriality and gradient estimates both for the semigroup and for the resolvent of suitable realizations of the operators
The motivation for this paper comes from investigations on the analiticity in the space of continuous functions on the d-dimensional canonical simplex S d of the semigroup generated by the multi-dimensional Fleming-Viot operator (also known as Kimura operator or WrightFischer operator, see [15, 16, 17, 20, 24, 25] ) We refer to [16, 17, 20] for more details on the topic. If b = 0, it has been proved in [1] that the closure of (A, C 2 (S d )) generates a bounded analytic semigroup, but to extend the result to the case of a non-vanishing drift, it is needed a careful estimate of the constants appearing in the study of the sectoriality of the onedimensional operator
where γ is a continuous strictly positive function and b is a continuous function such that b(0) ≥ 0 and b(1) ≤ 0. As already pointed out by Feller in the fifties (see [18, 19] , see also [26, 11, 10] To this end we review some results established mainly in [7, 22, 13, 14] , and we propose them in a unified way. We point out that the works [7, 13, 14] are addressed mainly to the study of the operators (0.2), (0.3) in Hölder continuous function spaces, while we will mainly focus on spaces of continuous functions. Moreover, several proofs are different from those of the cited papers and could be of independent interest.
Precisely, we start considering the explicit expression of the kernel p γ,b (x, y, t), given, e.g., in [13, 7] , of the solution operator P γ,b t for the equation ∂ t − A γ,b . After proving some estimates for p γ,b (x, y, t), we show that (P γ,b t ) t≥0 is a C 0 -semigroup in C([0, ∞]) and that its infinitesimal generator is A γ,b endowed with the domain
Moreover, we prove that the space of C 2 -functions on [0, ∞[ that are constant in a neighbourhood of ∞ is a core for (P γ,b t ) t≥0 . At this point, the analiticity of (P γ,b t ) t≥0 in C([0, ∞]) follows immediately from the results in [22, 9] , but with a careful analysis we also prove that, for any B > 0 and γ 0 > 0 fixed, there exists a constant C = C(B, γ 0 ) > 0 such that, for every b ∈ [0, B] and γ ≥ γ 0 , We also get pointwise gradient estimates both for the semigroup and for the resolvent R(λ, A γ,b ) and, in the case b > 0, we prove that ∂ x R(λ, A γ,b ) is a continuous operator from C([0, ∞]) into itself and give an estimate of the operator norm.
The results presented in this paper play an important role in [4] to show the analyticity in spaces of continuous functions of the semigroup generated by some degenerate diffusion operators defined on domains of R d with corners like (0.1). For further results on regularity in weighted L p spaces of the semigroup generated by some classes of operators of type (0.1) we refer to [2, 3] and the references therein. 1 + e
Proof. Recall that the Bessel modified function of the first kind and parameter ν ∈ R is defined by the formula 2) and so, for ν = a − 1 we have
Moreover, by [23, (7.16) ], for every x > 0, the following estimate holds 
In particular, we have
Proof. Fix any δ > 0. Then, for every s > 0, we have
we easily deduce the assertion for s → 0 + , while the behaviour as s → ∞ follows observing that
Proof. For every δ > 0 and s > 0 1 Γ(s)
Then the thesis follows by choosing δ = √ s. 
where δ 0 is a point mass at 0. Thanks to (1.2) the kernels can be written as
Therefore, we easily obtain that
Moreover, in [13, Corollary 9 ] (see also [7] for a stochastic approach), it is shown that
The properties above ensure that, for each t > 0, the operator P
is well-defined and continuous and that the family (P
with an abuse of notation we can set P γ,b t (f ) = ∞ 0 p γ,b (x, y, t)f (y)dy for every continuous function f with polynomial growth at infinity.
In the following, for each x, y > 0 we set τ x (y) := (y − x).
Lemma 2.1. Let b > 0 and γ > 0. Then, for every x, t > 0 and k ∈ N, the following properties hold:
In particular, for every x, t > 0, we have
Proof. Let b > 0. By (2.3) and (2.5) we obtain, for every x, t > 0, that
hence, (1) is satisfied.
Fixed any k ∈ N, we have, for every x, t > 0, that
and so (2) is also satisfied. As a consequence we deduce, for every x, t > 0, that
Finally, by applying Hölder inequality together with (2.3) and (2.7), we get, for every x > 0, that
Lemma 2.2. Let γ > 0. Then, for every x, t > 0 the following properties hold:
x )(x) = 2γtx. In particular, for every x, t > 0, we have
Proof. By (2.6) we obtain, for every x, t > 0, that
hence, (1) is satisfied. Also, for every x, t > 0, we have
and so (2) is satisfied. Finally, by applying Hölder inequality together with (2.3) and the property (2) above one easily shows (2.9). (
Therefore, for every t > 0, lim x→∞ P γ,b t f (x) = 0 and lim
Indeed, let ε > 0 and let δ > 0 be such that |f (x) − f (y)| < ε whenever x, y ∈ [0, M ] satisfy |x − y| < δ. Then, by (2.8) and (2.9), we obtain, for every x ∈ [0, M ] and t > 0, that
We now get immediately the assertion.
If b = 0, then, by (2.6) and Lemma 1.1, we obtain, for every x, t > 0, that t f (x) − f (x)| < ε/2 for every 0 < t < t. So, it follows, for every 0 < t < t, that
This completes the proof.
Proof
Hence, P In the sequel, we denote by (A, D(A)) the generator of (P 
for every f ∈ D and x ≥ 0.
Proof. Fix any f ∈ D. Since each P γ,b t preserves constant functions, we can assume
Now, let b > 0. Then by (2.10) we have, for every x > 9M and t > 0, that
It follows that
On the other hand, for every x, y ≥ 0 we can write
(x − y) 2 with ξ belonging to the interval having x and y as endpoints. Since |ω(x, y)| ≤ ||f ′′ || ∞ (x − y) 2 for every x, y ≥ 0, by (2.7) we obtain, for every x, t > 0, that
So, by (2.13) and (2.14) we get that lim t→0
. In case b = 0 the proof is analogous via (2.11) and Lemma 2.2(2).
The infinitesimal generator A γ,b
We now consider the operator A γ,b u = γxu ′′ + bu ′ , with the domain D(A γ,b ) defined in the introduction, i.e.,
It is known that
.g., [11, 26] ).
Proposition 3.1. Let b ≥ 0, γ > 0 and let D be defined according to (2.12) . Then the following properties hold.
Proof.
(1) Let u ∈ D(A γ,b ). Then, for every ε > 0 there exists M > 0 such that |A γ,b u(x)| < γε for every x > M . On the other hand, we have, for every x > M , that
and hence,
So, we deduce, for every x > M , that
This ensures that lim sup x→+∞ |u ′ (x)| ≤ ε; it follows that lim x→+∞ u ′ (x) = 0 as ε is arbitrary. If b > 0, then clearly lim x→0 + xu ′ (x) = 0. If b = 0, we can apply the same argument as before integrating on a suitable small interval [0, δ].
(
and u n is constant in a neighborhood of +∞ as it is easy to verify. So, (u n ) n ⊂ D. It is also straightforward to prove that u n → u uniformly on [1, +∞[. Moreover, for every n ∈ N, we have
Since lim x→0 + xu ′ (x) = 0 by (1), it follows that u n → u uniformly on [0, 1]. Therefore, u n → u uniformly on [0, ∞[. On the other hand, for every n ∈ N, we have
n disappears in the above inequality for b = 0) and
|u(x) − l|.
Taking (1) into account, it follows that
Remark 3.2. For similar results in a more general setting we refer to [5] . 
which generates a bounded analytic C 0 -semigroup of angle π/2 in C([0, 1]), see [22, 9] . On the other hand, by performing the change of variable x = 1 y , it can be seen that A γ,b behaves at ∞ as the operator 
So, by Lemma 1.3 we obtain, for every x ≥ 0 and t > 0, that
On the other hand, summing by parts in (4.3) we have, for every x ≥ 0 and t > 0, that
Therefore, again by Lemma 1.3 we deduce, for every x ≥ 0 and t > 0, that 5) as by Hölder inequality we have
, then straightforward calculations (see, e.g., [7, Lemma 4 .1]) show, for every x ≥ 0 and t > 0, that
Since P γ,0
By Lemma 1.3 and (4.6) we obtain, for every x ≥ 0 and t > 0, that
Combining (4.4) and (4.5) (by (4.9) in case b = 0), it follows that
As a consequence, we obtain (see, e.g., [12, Chap. II, Theorem 4.6]). (1) For every f ∈ C([0, ∞]) and t > 0, P 
On the other hand, we have
So, fixed any f ∈ C([0, ∞]) and applying Hölder inequality in (4.4) and Lemma 1.3, we get, for every t > 0 and x > 0, that 
