I. INTRODUCTION

E
LECTROMECHANICAL oscillation is an inherent property of an ac transmission system and cannot be entirely eliminated. In many cases, the damping of inter-area electromechanical oscillation sets the limits to power transfer capacity [1] . In addition, the oscillations may pose a serious threat to system security if they are not controlled properly. From an operational point of view, it would be of high priority to be able to estimate the damping of the oscillations reliably in real-time in order to take appropriate and timely measures to keep the system stable.
Several methods estimate the damping from power system response to ambient excitations caused by, e.g., variation in loads and generation [2] - [9] . References [3] - [9] present case studies where different methods are described and their performance is tested with measured and simulated data of a specific power system. Some methods have been implemented in commercial or noncommercial Wide-Area Measurement Systems (WAMS) software and are in operational or experimental use in various countries [2] , [10] - [16] . In addition, several methods were developed in the past in which it is attempted to estimate the damping from power system transient oscillations caused by, e.g., major faults in the grid, loss of major generation, or artificial probing signals [17] - [20] .
The goal of the authors of this paper is to compare the performance of three methods for damping estimation intended for real-time use in WAMS systems such as the one described in [3] . The methods had independent origins and are tested on common data sets. The methods estimate the damping under the ambient conditions of the power system using the phasor measurements. The number of phasor measurement units (PMU) and the quantities they are measuring are described in Sections VI-B and VII-B, respectively. Ambient data sets of simulated and measured grid data are studied. The paper is structured as follows. Section II classifies the damping observed in a power system and defines different measures of damping and relations between them. Section III describes the three damping estimation methods considered in this paper. Section IV describes the most important tuning parameters of the methods. Section V is a short description of the Nordic power system. Section VI reviews the data used to compare different damping estimation methods. Section VII presents the results of the comparison. Section VIII considers the assumption of Gaussian excitation of the oscillations. Section IX presents the conclusions of this paper and Section X points out future work areas.
II. SYSTEM DAMPING CONCEPTS
This section briefly outlines the concepts of system damping and gives definitions needed for the paper.
A. Damping in a Linear System
Fig. 1 represents a power system as a cause-and-effect diagram with load demands exciting the generators to generate power that then flows through the transmission system. In the case of a single wide-area electromechanical oscillation mode, the relationship between power flow, , and the unmeasured load demand, , is second order:
0885-8950/$26.00 © 2011 IEEE where is the damping ratio and is the natural frequency of the oscillation. If is positive and less than 1, an impulsive change in gives a decaying transient oscillating response such as that shown in Fig. 2 . This response typically occurs after a fault or major system disturbance and is called a transient or ring down. On the other hand, random variation in excites a persistent oscillation at the natural frequency, which may be of small amplitude and hidden in noise. An example is presented in Fig. 5 . This is called ambient operation. The methods presented in this paper aim to assess the stability of inter-area modes during ambient operation.
B. Impulse Response
When the input is a unit impulse and then (1) has the following solution which is illustrated in Fig. 2: (2) Equation (2) shows that the amplitude of the transient signal decays exponentially with a time constant which depends on the damping ratio and natural frequency, where . The frequency of oscillation is not the same as the natural frequency , although the two are close if the damping ratio is small:
C. Damping Ratio Calculations
Logarithmic Decrement: If an impulse response curve is available, then the damping ratio may be determined via the logarithmic decrement , where and are the magnitudes of successive peaks. From (1) , where is the time interval between successive peaks. Rearrangement and substitution of leads to . Damping ratio may be expressed as a percentage; hence, would be expressed as 10% damping. The impulse response curve is not directly available in ambient operation; however, it can be estimated from the ambient output as described in Sections III-B and C.
Eigenvalue Analysis: Eigenvalues are the complex roots, and , of the characteristic equation arising during the solution of the second order differential equation: (4) Eigenvalues are also called system poles. There are many ways to estimate eigenvalues from time series of measurements , including subspace identification which is described later. If the eigenvalue is expressed in Cartesian form as , then the magnitude of the real part is called the attenuation while the imaginary part is the frequency of oscillation. An expression for damping ratio is as follows: (5) Damping is positive if is negative. Often the system has multiple eigenvalues; however, for a dominant inter-area mode, the complex conjugate eigenvalues whose imaginary parts correspond to the observed mode frequency would be used in the damping estimation.
Other measures of damping: Some alternative ways of specifying damping exist, as follows:
• Time constant, , and decay time: The time constant is the time taken for the amplitude of the oscillation to decay to 1/e of its original value. Decay time is typically defined as . The amplitude of the transient signal in (2) decays to less than 2% of its initial value within four time constants.
• Number of cycles before settling: Time constant and decay time do not take the frequency of the oscillation into account. A related measure which does take account of the frequency is the ratio between the decay time and the period of oscillation, i.e., the number of cycles of oscillations occurring during a period of time equal to four time constants. • Decay ratio: It is the ratio of magnitudes of subsequent peaks in the impulse response. The above are different ways of describing the impulse response of Fig. 2 . They can all be derived as the functions of and ; hence, they do not add any new information. The reason for mentioning them is that commercial system monitoring tools may report one or more of these measures.
III. DAMPING ESTIMATION METHODS
The damping estimation methods considered in this paper are based on 1) state-space system identification, 2) spectral independent component analysis and random decrement, and 3) wavelet transform and random decrement. Each of these methods is summarized below with relevant references given for more detailed explanations.
A. Damping Estimation Based on Subspace Identification [21]
The method is based on a general state-space description of the power system dynamics in the so-called innovation form (6) where the system matrices , , , and describe the system dynamics and describes the way the noise affects the system. The vectors and model the internal state and the measured outputs of the model, at time instant . The vector can be used to model external probing signal inputs that are applied to assist the identification of the system dynamics. This model is an ideal representation to use in a multivariable approach, and can potentially also be used for bias-free estimation in presence of non-white background load variations [21] . The system identification problem related to the form (6) typically consists of finding estimates of the system order and the system matrices. The discrete-time innovation form model can be converted to a corresponding continuous-time and then transformed using a modal decomposition [21] yielding (7) The modal transformation decouples the modes from each other and the properties of each mode can be determined from the system matrix element . From the eigenvalue , related to mode , the corresponding modal frequency and its damping ratio can easily be determined.
Furthermore, the modal observability matrix is given by (8) whose elements describe how the mode is observable from the output . The magnitude of the complex elements shows how observable a modal activity is in a particular output and the complex argument the phase of that activity. Mode shape analysis can be used to distinguish local modes from inter-area modes, and to identify which parts of the system swing in a coherent way. In this paper, the subspace method MOESP is used to identify the system model [21] . The theoretical background and its relation to the N4SID method used in [4] and [7] is reviewed in detail in [22] . Compared to the ARMAX method used in [4] , the main advantage of the subspace methods is that they provide a robust framework for model order estimation without the need for repeated system identification. This is a significant advantage for real-time applications since it reduces the computational complexity of the system identification. [23] This method consists of two distinct steps: 1) a mode-selection step for the detection of the presence of inter-area modes and estimation of their frequencies via a multivariate analysis technique known as spectral Independent Component Analysis (spectral ICA) [24] , and 2) the estimation of the mode damping by estimating the system response via a technique known as random decrement (RD) [25] .
B. Damping Estimation Based on Spectral Independent Component Analysis and Random Decrement
Spectral ICA is a multivariate technique that decomposes a matrix of frequency spectra into common and independent non-Gaussian sources such that , where the rows of are the spectra of different measured outputs realized as a linear superposition of maximally independent sources (referred to as independent components-ICs) in , in the specific ratios (referred to as significance indices-SIs) contained in . The ICs in are narrowband spectra with single spectral frequency peaks corresponding to the inter-area modes in the data while the SIs in the columns of are a measure of the relative strengths of the modes in each measured output. These SIs are normalized and have magnitudes bound between "0" and "1" such that the row with an SI of "1" corresponding to a certain IC (mode) represents the output in which the mode is strongest relative to the other outputs.
Using the information of the system modes obtained using spectral ICA, the signals are filtered, after which the RD method is applied. The RD method is a univariate technique that can be used to estimate the system response. It is an averaging technique in the time domain, analogous to the Welch Periodogram method in the frequency domain. The averaging technique yields a trend known as the RD signature, which is an estimation of the correlation function of a Gaussian process. In order to extract the RD signature from the ambient response, the RD method uses a threshold, , so that every time, , when the (mean centered) signal, , crosses the threshold, a sample of the signal of length , , is collected. The samples collected in a specific time window are averaged yielding the RD auto signature :
Under the assumption that the power system is linear and excited with Gaussian distributed random variations, the RD auto signature is proportional to the free decay or impulse response of the system. By fitting a second order decay function to the RD signature, the natural frequency and damping of each mode can be obtained. This univariate approach can be extended into a multivariate approach by combining the damping values obtained from each output for each mode using the SIs from spectral ICA. This serves the additional purpose of mitigating the effect of using a single output with poor modal participation. Using the SIs, the estimated system damping of the th mode, , can therefore be expressed by the following equation, where represents the number of measured outputs and and represent the damping estimation and significance index of the particular ( th) mode in the th measured output: (10) A schematic of the implemented algorithm (RD-ICA) is shown in Fig. 3 . Complete details of the method are available in [23] . 
C. Damping Estimation Based on Wavelet Transform and
Random Decrement [26] , [27] The third method is a univariate method and it is based on the continuous wavelet transform (CWT) and RD and it is schematically presented in Fig. 4 . The wavelet transform is an effective method of extracting information of a signal in both the time and frequency domain [28] . The CWT of a signal is calculated by computing the wavelet coefficients at different scales and positions : (11) where is a real wavelet function in case of the real CWT and a complex wavelet function in case of the complex CWT.
Mode frequency is estimated in the specified frequency band (0.2-0.4 Hz in this case) with the complex CWT. The wavelet scale, , that produces the highest average modulus of the (complex) wavelet coefficient (comparable to oscillation amplitude) is selected as the scale of the mode, . The scale is then converted to the frequency of the mode, , with the equation (12) where is the center frequency of the frequency estimation wavelet function, , and is the signal sampling period. After knowing the mode frequency, , the mode is extracted from with the real CWT by calculating the resulting wavelet coefficients with (11) . The parameter is used as the wavelet scale, , corresponding to the estimated mode frequency, , according to the equation (13) where is the center frequency of the mode extraction wavelet function, . The resulting wavelet coefficients are (approximately) linearly dependent on the instantaneous value of the oscillation mode at different time instances, [28] . Therefore, the mode damping information is (approximately) preserved during the mode extraction.
After extracting the mode of interest from the signal, , the RD method is applied to convert the single-mode ambient response to approximate impulse response (or RD signature) from which the damping can be estimated. The RD method is described in Section III-B.
Mode damping is received from the approximate impulse response by calculating at first the complex wavelet coefficients, , at different time instances, , with (11). The parameter is used as the wavelet scale, , corresponding to the estimated mode frequency, , according to (13) where is the wavelet function used in the damping estimation from the approximate impulse response.
The damping ratio of the mode, , is finally calculated by using wavelet coefficients, , from two different time instances: (14) where is the difference between the positions (or time instants), , of the wavelet coefficients, , in the damping calculation, and is the time instant from the beginning of the approximate impulse response, needed for the damping calculation. Complete details of the method, including the selection of parameters and wavelet types, are available in [26] and [27] .
IV. TUNING PARAMETERS OF THE METHODS
When the methods are applied to analyze power system data, they require some tuning. The most important tuning parameter for the three methods is the length of the sliding time window. In the RD-ICA and wavelet methods also the threshold for averaging needs to be tuned as well as the length of RD signature. These parameters can however be tuned with relation to the frequency range of detection. In [23] , it is described how the optimal values for the parameters were obtained for the inter-area mode range of detection. The RD method allows the automated selection of tuning parameters in between the mode estimation and damping estimation steps for all frequency ranges. This allows the method to be used easily when multiple modes are present in the data without the need of prior information about the modes. In the wavelet method, the frequency band of the frequency estimation needs to be adjusted to include the mode of interest.
V. CHARACTERISTICS OF THE STUDY SYSTEM
The study system considered in this paper is the synchronous Nordic power system consisting of the grids of Finland, Sweden, Norway, and Eastern Denmark. There are several HVDC connections to neighboring synchronous systems [16] .
There are two main inter-area oscillation modes in the system. Those are at about 0.3 Hz and at about 0.5 Hz. In the 0.3 Hz mode, the generators in southern Finland oscillate against the generators in Southern Sweden and Norway. In the 0.5 Hz mode, the generators in Southern Norway and Southern Finland oscillate against the generators in Southern Sweden [29] . Oscillations of the 0.3 Hz mode arise typically when power is transferred from Southern Finland to Southern Sweden via interconnecting ac lines at North, and damping of the oscillations sets the limit to power transfer capacity in that direction. The focus of this paper is mainly on the 0.3 Hz mode oscillation. Section VII-C also examines the ability of the methods to deal with the second simultaneously present 0.5 Hz mode.
VI. REVIEW OF THE DATA USED IN COMPARISON OF THE DAMPING ESTIMATION METHODS
Both simulated data and measured grid data are used in comparison of the methods.
A. Simulated Data
A detailed simulation model of the Nordic power system is used in the study. It has about 6000 buses, 1700 machines, and 2600 loads. The number of state variables is about 17 000.
The power flow case in the simulation is tuned in such a way that the power transfer through the two 400 kV ac lines from Finland to Sweden approximately matches with the measured PMU data set. The power flow is about 1000 MW in this case. This similarity enables the comparison between the 0.3 Hz mode damping estimates from the simulated data and from the measured PMU data. The simulation model is assumed to reflect well the actual system behavior and the interconnecting power flow is the dominant factor affecting the 0.3 Hz mode damping. The actual or reference small-signal damping of the 0.3 Hz mode is in this case about 7%. The reference damping is calculated by simulating a small transient and applying Prony analysis to find out the oscillation modes and their damping [4] . Because the simulated transient is small, the power system behavior is assumed to be linear and the damping derived can be considered as representing the small-signal damping of the power system.
To reflect the actual system behavior under ambient conditions, randomly varying loads excite the oscillations. The biggest load from each area of the Southern part of Finland is randomly varied. At these locations, the variations excite the 0.3 Hz and the 0.5 Hz oscillations [29] . The individual loads follow the uniform distribution with a fixed margin. The load variation results in the driving noise being close to Gaussian. The simulated oscillation amplitudes become close to measured oscillation amplitudes in the grid.
B. Measured PMU Data
A data set of measured PMU data is analyzed in this paper. The PMU measurements are from the nine PMUs in Finland located at the main interconnections, near the largest generators, and near the HVDC terminals. In the data set, power flow from Finland to Sweden varies, Fig. 5 , and that should affect the damping estimates of the 0.3 Hz mode. 
VII. PERFORMANCE OF THE DAMPING ESTIMATION METHODS
A. Simulated Data
Damping and frequency estimation results achieved by analyzing simulated data with the three described methods are presented in Tables I and II . The analyzing time window length is 11 min and the signal-to-noise ratio of the analyzed signals is 5 with linear scale: (15) where and are the signal power and noise power, respectively, and and are the signal standard deviation and noise standard deviation, respectively. of 5 is selected because it is a realistic value in case of the measured quantities analyzed in this paper [21] .
The results for the simulated data in Tables I and II indicate a high degree of consistency across the different methods. The effect of using different quantities for the estimation is also small. With the wavelet method, slightly lower mean values for the damping estimates are generally achieved. However, the estimated standard deviations of the damping ratio estimates account well for the differences in the mean damping ratios of the different estimation methods. The mean damping estimates obtained using the three methods are slightly lower than the 7% reference value. However, once again, considering the standard deviations of the estimates, the expected value nearly falls within the 67% confidence interval of the estimates. The frequency estimates are on the other hand more consistent across all methods and only slightly over the expected 0.3 Hz value. The effect of analyzing window length on the mean values and standard deviations of the damping estimates in case of different methods are presented in Figs. 6 and 7, respectively. In general, the mean values of the damping estimates increase and approach the real damping of the mode (about 7%) as the time window length increases. The subspace method, instead, shows slightly less bias than the RD-ICA and wavelet methods for all tested time window lengths.
The RD-ICA method has the lowest damping estimate standard deviation with the shortest time windows and the subspace method with the longest time windows. The effect of analyzing time window length on the damping estimate standard deviations is greatest for the wavelet method. With the longest time windows, the standard deviations for wavelet method are comparable to other methods. The higher values of the standard deviations of the estimates for the wavelet method are attributable to the univariate nature of the method. The wavelet method requires the selection of a suitable signal for analysis and therefore is subject to variations in the estimate with respect to the optimality of the selection. The RD-ICA and subspace methods on the other hand are multivariate in nature and are therefore less sensitive to this criterion since all signals are used in the estimation. The results however suggest that a window length of at least 7 min is necessary for all methods in order to minimize the standard deviation of the damping estimates.
The effect of measurement noise on the mean values of the damping estimates for the different methods is presented in Fig. 8 . It can be concluded that measurement noise in the studied range has a negligible effect on the estimates for all the studied methods. In the studied cases, the standard deviations remain unaffected, too. In [21] , it is shown that the dominant mode can be estimated reliably until the of 1, and the estimation of other mode is reliable when the is 5 or more. Measurement noise here refers to uncertainty in the PMU measurement, and not to the noise in the transmission grid due to random load variations.
In all cases, the small differences between the expected and estimated results may be attributed to the nature of the simulation and its corresponding effect on the simulated data. Since small deviations of the loads were made at certain chosen locations drawn from a uniform distribution and a constant period of application, the resulting data that is analyzed is theoretically not Gaussian in nature. In such circumstances, the RD-ICA and wavelet methods are expected to underperform, because the assumptions made in the RD method specifically require Gaussian excitation in order to make a correct estimation of the system impulse response. The subspace method on the other hand is less affected and therefore yields results with a lower bias.
B. Measured Data
Damping and frequency estimation results achieved by analyzing measured PMU data using the three methods are presented in this section. The episode studied is the one shown in Fig. 5 but also here several quantities are analyzed: system frequencies, the power flows of Finland-Sweden interconnection, and voltage angle differences. The processing of the measurements is described in case of each method in Section III.
The results of the damping estimation for the subspace, RD-ICA, and wavelet methods are presented in Figs. 9-11 , respectively. The analyzing time window length is 10 min. From the results, it can first be observed that the damping estimates are consistent for the different input quantities in each particular method. There is also a variation in the damping estimate over the time of the estimation for all methods. This variation exists because of fluctuations in the levels of power transfer over the period of estimation. Additionally, changes in loads and generation can lead to a change in damping levels. Filtering helps smooth out the results.
Comparisons of the frequency and damping estimation results are presented in Figs. 12 and 13 , respectively. The results indicate that the frequency estimates have less variance than the damping estimates. They are additionally consistent across all the studied methods. The variations in the damping estimates, which were initially observed in the individual method results of Figs. 9-11, coincide quite well when the results are compared. However, the level of bias differs during different time intervals. The intervals where the estimations coincide are episodes when the mode energy in the signals is high, allowing for better estimation of the damping than at other times. This is indicated by the results that show this estimate to be between 6%-8% at such times, a range that encompasses the 7% value obtained from the simulation model in the previous section. The variance in the estimates of damping using the wavelet method is much higher than for the other methods. This can once again be attributed to the univariate and nonlinear nature of the method which requires careful selection of an optimal signal for analysis.
C. Multiple Mode Detection
The main focus of this paper is on estimating the damping of the dominant 0.3 Hz inter-area mode because it sets the limit for power transmission from Finland to Sweden. However, it has been shown in [21] , [23] , and [27] , for the subspace, RD-ICA, and wavelet methods, that the methods are capable of simultaneously identifying multiple modes, including relatively closelyspaced modes. Modes are generally considered to be closelyspaced when the ratio between the frequencies of the modes is less than two, i.e., in the frequency spectrum they are within one octave. Table III shows damping and frequency estimation results of the three methods for both the 0.3 Hz and 0.5 Hz modes of the simulated Nordic power system. The analyzed signals are in this case from Norway and Sweden, where especially the 0.5 Hz mode is observable. The results between the different methods agree quite well, indicating that the methods are capable of simultaneously identifying the closely spaced 0.3 Hz and 0.5 Hz modes in measurements from locations where both modes are observable. In the simulations, the same detailed model of the Nordic power system is used as in other parts of this paper.
VIII. ASSUMPTION OF GAUSSIAN EXCITATION
The RD-ICA and wavelet methods assume the excitation due to random loads during ambient operation is Gaussian. Whether or not the excitation is Gaussian depends on the time window of the data. If a major load switching event occurs within the window, or if diurnal variations in load are captured, then the distribution cannot be Gaussian. However, the methods presented in this paper use sliding windows from ambient operation of several minutes duration. On this time scale, the load can be assumed to be stationary, and the accumulated load will be Fig. 14. Probability distribution of a Finnish urban load and the fitted normal distribution probability density function (PDF) of the measured 120-min period.
Gaussian distributed according to the central limit theorem [30] .
To verify the Gaussian assumption, a measurement of loads at a 400/110 kV substation in the Finnish grid was made and the result is shown in Fig. 14 . As shown in the figure, this recording supports the assumption of a Gaussian distribution for the grid measurements used in Section VII-B. Further discussion of the Gaussian assumption is given in [31] , where stochastic optimization is applied to express the demand distribution as a convex combination of the Gaussian mixture model. This means that the distribution is at any point a resultant Gaussian. Although the mean and variance is dependent on time, it always retains Gaussian equivalence. In addition, in a large power system, the number of loads is usually very large and the individual loads are small compared to the system size.
Several other damping estimation methods also assume that the excitation has a Gaussian probability distribution function; see, e.g., [6] , [32] , [33] . The subspace method does not, however, carry this assumption and would therefore be a suitable method if there are concerns about non-Gaussian excitation.
IX. CONCLUSIONS
Given the consistency in the results presented in this paper, obtained using both simulated and measured data for the RD-ICA, subspace, and wavelet methods, it can be concluded that the methods are all suitable for the estimation of frequency and damping of inter-area modes during ambient operation.
The frequency estimates are accurate and consistent for all methods. The damping results, on the other hand, are slightly lower than the reference value; the standard deviations of the estimates however account well for this difference. The methods produce consistent results with the selected measured and simulated quantities and regardless of the measurement noise. It has also been shown that an accurate estimate of the mode damping requires a data window length of at least 7 min in order to minimize the variance inherent to the methods. The methods all perform similarly when the energy of the mode is high in the signals, but the RD-ICA and subspace methods have a lower variance when the mode energy is low. Multivariate analysis therefore has an advantage over univariate analysis by reducing the effect of a decrease in mode energy of one particular signal. The wavelet method is nonlinear which also makes it sensitive to the averaging technique for obtaining a single damping estimate over a specific window, and hence this contributes to the higher variance in its results. Finally, the subspace method is expected to perform better than the RD-ICA and wavelet methods if the excitation in the system is non-Gaussian because the subspace method does not rely on a Gaussian assumption.
X. FUTURE WORK
The scope of this paper is to compare three recently developed damping estimation methods; however, the methodology applied here can be extended to compare the other methods in the damping estimation field, too. An extensive comparison of all the available methods would facilitate the selection of a suitable method for each power system operator's specific purposes.
The Gaussian distribution of the power system excitation under the ambient conditions was shown to be true for the studied load and similar results have been reported in other studies. However, because several damping estimation methods rely on the Gaussian assumption, its validity is very important. An extensive study, beyond the scope of this paper, would help to further verify the assumption.
