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ABSTRACT 
A Poisson equat ion  on a rec tangular  domain i s  solved by coupl ing two 
methods: t he  domain i s  divided i n  two squares;  a f i n i t e  element approximation 
is used on the f i r s t  square ,  and a s p e c t r a l  d i s c r e t i z a t i o n  i s  used on the 
second one. ' h o  kinds of matching condi t ions  on the  i n t e r f a c e  a r e  presented 
and compared; i n  both cases, e r r o r  es t imates  a r e  proved. 
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1. INTRODUCTION 
To approximate the s o l u t i o n s  of p a r t i a l  d i f f e r e n t i a l  equat ions ,  a number 
of methods can be s u c c e s s f u l l y  appl ied :  among them, s p e c t r a l  type  methods, i n  
which the d i s c r e t e  s o l u t i o n  i s  a polynomial of h igh  degree,  are  known t o  be 
very  accurate  when the s o l u t i o n  approximated i s  very  smooth ( s e e  [GO] [CHQZ] 
f o r  a genera l  d e s c r i p t i o n  of these methods). Their  main drawback l i e s  i n  the  
d i f f i c u l t y  t o  take i n t o  account the s i n g u l a r i t i e s  of the func t ion  approximat- 
ed ,  a s  well as the d i f f i c u l t y  i n  handling domains with a complicated bound- 
ary.  This  l a s t  problem i s  usua l ly  solved by decomposition i n t o  subdomains 
and/or  t ransformat ion  of coord ina tes .  On the o t h e r  hand, t h e  f i n i t e  element 
method, where the  d i s c r e t e  s o l u t i o n ,  r e s t r i c t e d  t o  very  small  domains c a l l e d  
"elements," i s  a polynomial of low degree ,  i s  well  su i t ed  t o  problems with 
complex geometr ies ,  bu t  i t s  accuracy i s  l i m i t e d  by the  degree of the polynomi- 
a l s  (genera l  p r o p e r t i e s  of f i n i t e  elements a r e  analyzed i n  [C]) .  Several  at- 
tempts have been made t o  se t  the two methods i n  a un i f i ed  framework and o b t a i n  
t h e  advantages of each one. The s p e c t r a l  element method [PI ,  which c o n s i s t s  
of using a s p e c t r a l  a l g o r i t h  on a f ixed  number of subdomains, i s  p r e s e n t l y  
developed f o r  a growing number of problems ( s e e ,  f o r  i n s t ance ,  [ F ] ,  [KP], and 
[MP]); on the oppos i te  s i d e ,  the so-called p-version of the f i n i t e  element 
method, where the d i s c r e t e  func t ions  a r e  polynomials of f ixed high degree on 
each element,  i s  s tudied  by seve ra l  au tho r s  ([BSK] , [SV] , [VI f o r  i n s t a n c e ) .  
The idea  of t h i s  paper i s  very  d i f f e r e n t :  a s  prev ious ly  presented by 
K. Z. Korszak and A. T. Pa te ra  [KP], i t  c o n s i s t s  of d iv id ing  the  domain where 
t h e  problem must be solved i n  two p a r t s ;  t hen ,  t h e  problem w i l l  be approxi- 
mated by a f i n i t e  element method on the f i r s t  p a r t  and by a s p e c t r a l  method on 
t h e  second. Consequently, t h e  d i s c r e t e  space w i l l  c o n s i s t  of func t ions  which 
a r e  piecewise polynomial on one p a r t  and a r e s t r i c t i o n  of a h igh  degree poly- 
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nomial on the o the r  with a matching condi t ion  on the  in t e r f ace .  Here, we pre- 
s e n t  and compare two kinds of matching condi t ions :  t h e  f i r s t  kind i s  a ponc- 
t u a l  one, i.e., we b i a s  the func t ions  t o  be continuous a t  the nodes of t h e  
f i n i t e  elements on the  i n t e r f a c e ;  t he  second kind is  an i n t e g r a l  one,  s i n c e  we 
r equ i r e  the trace of the f i n i t e  element func t ion  on the i n t e r f a c e  t o  be the  
L2-projection of the t r a c e  of the polynomial onto the f i n i t e  element space.  
Of course ,  both algori thms w i l l  be nonconforming i n  the  genera l  ca se ,  s ince  i t  
i s  impossible t o  match a high-degree polynomial and a piecewise polynomial 
func t ion  on the  i n t e r f a c e  i n  a continuous way. However, i n  a f i n i t e  element 
con tex t ,  nonconforming methods have proved themselves t o  be as e f f i c i e n t  a s  
t he  conforming ones ( see  f o r  i n s t ance  [CR] o r  [RT]). Moreover, numerical ex- 
periments' [KP] a l r eady  show the  i n t e r e s t  of the coupling technique,  which 
t u r n s  ou t  t o  be easy t o  implement and very  f l e x i b l e  t o  f i t  both the problem 
and the domain. 
In  t h i s  paper,  we analyze the  coupling method on a t e s t  problem and i n  a 
model domain. The domain i s  simply the r ec t ang le  Sl = ( - l , l ) x ( O , l ) ,  which 
we d iv ide  i n  two p a r t s ,  51- = (-l,O)x(O,l) and Sl' = (O, l )x(O, l ) ;  we de- 
no te  by y t he  i n t e r f a c e  { O ) x ( O , l ) ,  and by n the  u n i t  vec to r  which is  
orthogonal t o  y and d i r e c t e d  from Sl- t o  51'. For a given func t ion  
f on 51, the  Poisson problem we want t o  approximate i s  the following one: 
Find a func t ion  u on 51 such t h a t  
-Au = f i n  Sl, 
u = 0 on ail. 





Figure 1.1. Decomposition of the  domain. 
An o u t l i n e  of the paper i s  a s  fol lows.  In  Sect ion 11, we in t roduce  the 
d i s c r e t e  spaces and s t a t e  the  d i s c r e t e  problems. Sect ions I11 and I V  a r e  de- 
voted r e spec t ive ly  t o  the a n a l y s i s  of the cons is tency  e r r o r  and of the approx- 
imat ion e r r o r .  The f i n a l  e r r o r  e s t ima tes ,  toge ther  with concluding remarks, 
are g iven  i n  Sect ion V. 
The main r e s u l t s  of t h i s  paper were f i r s t  presented i n  [BDM]. 
Notation: L e t  A denote any open i n t e r v a l  of the r e a l  l i n e  o r  any domain i n  
R2 with  a polygonal boundary. For any r e a l  number s ,  we cons ider  the  
c l a s s i c a l  H i lbe r t  Sobolev spaces  H s ( A ) ,  provided with the usual  norm 
1.11 and a l so ,  when s i s  an i n t e g e r ,  with the semi-norm 1 * I s , A '  For 
any r e a l  number s > 0 and any p,  1 < p < +-, we a l so  use the Sobolev 
spaces  WsSp(A), provided with the norm I t .  II F i n a l l y ,  f o r  any r e a l  
s , A '  
- - -  
S ,P,A* 
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number s - > 0, H:(A) s t ands  f o r  the c losu re  i n  H s ( A )  of the space of  
i n d e f i n i t e l y  d i f f e r e n t i a b l e  func t ions  with a compact support  i n  A ,  
Throughout t h i s  paper,  with any func t ion  v def ined on 51, we a s soc i -  
a t e  the p a i r  v* = (v-,v+), where v ( r e sp .  v+) denotes the r e s t r i c t i o n  of 
- 
v t o  ( r e s p .  $2'). The following s c a l a r  product on L2(Q-)xL 2 +  (SI ) 
(u  * *  ,v ) = J- u-(x)v-(x)dx + I+ u + ( x ) v  + (x)dx  
n n 
coincides  with the usual  one on 
H'(Q-)XH ( a  ) 
L2(Sl). We a l s o  provide the product 
1 +  with the norm 
* 1 +  t he  space of p a i r s  v i n  H1(Q-)xH (Q ) with v continuous through y ,  
i s  isomorphic t o  H'(S1). F i n a l l y ,  we de f ine  on H l ( n - ) x H  ( a  + ) the  b i -  
l i n e a r  form 
C l e a r l y ,  f o r  any func t ion  f i n  L 2 ( n ) ,  problem (1.1) i s  equiva len t  t o  the 
fol lowing one: Find u i n  H i ( n )  such t h a t  
This  v a r i a t i o n a l  form is  p r e c i s e l y  the  one which w i l l  be used i n  order  t o  
d e f i n e  the  d i s c r e t e  problems. 
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I n  a l l  t h a t  fo l lows ,  c ,  cc ,  ccC,. . . ,  a r e  gene r i c  p o s i t i v e  cons t an t s ,  
independent of the  d i s c r e t i z a t i o n  parameters.  
2. RDe DISCRETE SPACES AND PROBLEMS 
2.1. De f in i t i on  of t he  d i s c r e t e  spaces.  
We have t o  d e f i n e  a d i s c r e t e  space on each subdomain Sl- and Sl', 
and then we must match condi t ions  on the  i n t e r f a c e .  
L e t  h be a r e a l  parameter,  0 < h - < 1, which w i l l  tend t o  0. With 
each value of h ,  we a s s o c i a t e  a t r i a n g u l a t i o n  Th of the  domain Sl-, f o e . ,  
a f i n i t e  s e t  of t r i a n g l e s  such t h a t  the  i n t e r s e c t i o n  of two t r i a n g l e s  i s  
e i t h e r  empty o r  a v e r t e x  o r  an edge and such t h a t  
h i s  the upper bound of the  diameters  of the t r i a n g l e s  of Tho We denote  
by hk t h e  diameter  of any t r i a n g l e  K i n  Th, and by pk the  diameter  of 
the  in sc r ibed  c i r c l e  i n  K. Next, we assume t h a t  the family ( T h ) h  i s  
r e g u l a r  i n  the  following sense ( c f .  [ C ,  Sec t ion  3.11 o r  [ B ,  Def. 3.11: t h e r e  
e x i s t s  a cons tan t  T > 0 such t h a t ,  f o r  any h ,  and f o r  any K i n  Th, the  
fol lowing i n e q u a l i t y  holds  
-6 - 
L e t  k be a f ixed  i n t e g e r  - > 1. For any closed subset  A of R 
( r e sp .  s), we denote by Pk(A) the s e t  of the  r e s t r i c t i o n  t o  A of 
polynomials of one v a r i a b l e  ( r e sp .  two v a r i a b l e s )  with t o t a l  degree - < k. 
With any t r i a n g u l a t i o n  Th, we have the assoc ia ted  f i n i t e  dimensional X,, 
def ined  by 
We a l s o  need the f i n i t e  dimensional t r a c e  space 
In o rde r  t o  bu i ld  an appropr ia te  b a s i s  of % and q,, we cons ider  each 
t r i a n g l e  K as the support  of a Lagrange f i n i t e  element (K,  Pk(K),%) , 
where EK i s  the set  of a l l  po in t s  i n  K with ba rycen t r i c  coord ina tes  
i / k ,  j / k ,  and (k - i - j ) / k ,  0 L i ,  j L k ,  i + j - < k ;  it i s  well-known [ C ,  Thm. 
2.2.11 t h a t  t h i s  s e t  of po in t s  is Pk(K)-unfsolvent. Next, W e  s e t  
and a l s o  
(2.6) 
To each poin t  a i n  B n(L?-uy), we a s s o c i a t e  i t s  Lagrange i n t e r p o l a n t ,  
i . e . ,  t he  unique q, of % which i s  equal  t o  1 i n  a and vanishes  a t  any 
h 
-7- 
o the r  point  of = Then, the s e t  (qa,a E Ehn(Q-(Jy)} i s  a b a s i s  of  
t h e  space % and the s e t  (qa ly  ,a E Sh) i s  a b a s i s  of the space xh. 
-ha 
Next, l e t  N be an i n t e g e r  - > 1, which w i l l  tend t o  +". For any 
3 
i n t e g e r  n - > 0, we denote  by Q n d )  the s e t  of the r e s t r i c t i o n s  t o  G! 
of polynomials of two v a r i a b l e s  with degree - < n with respec t  t o  each v a r i -  
ab le .  For each i n t e g e r  N, we consider  the  f i n i t e  dimensional space % 
def ined  by 
Let  be the  family of Legendre polynomials on [0,1], i . e . ,  of or- 
thogonal polynomials on [0,11, such t h a t  41, n E 'Irj i s  of degree n and 
s a t i s f i e s  ~ ~ ( 0 )  = 1. We r e c a l l  t h a t  the set  ( L ~ @ L ~ ,  o - < m,n - < N) is  a 
b a s i s  of %(If). 
= by ponctual values:  l e t  -N 
a1 5 ( 1  - 5)LN(S),  with 0 = eo < c1 < ... < cN = 1 ;  we set  
(Ln)nEN 
However, we s h a l l  a l s o  c h a r a c t e r i z e  the polynomials of  
0 < j < N ,  be the  roots  of the  polynomi- c j s  - - 
and 
( 2 . 9 )  
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Fina l ly ,  with each va lue  of h and N, we a s s o c i a t e  t he  d i s c r e t i z a t i o n  
parameter  6 = (h,N-'). The p a i r  u , where u is the  s o l u t i o n  of problem 
( l . l ) ,  wi1.1 be approximated i n  a subspace of made of a l l  p a i r s  which 
s a t i s f y  a matching condi t ion  on the  i n t e r f a c e  y .  More p r e c i s e l y ,  we are 
going t o  consider  two kinds of matching condi t ions ,  with which we a s s o c i a t e  




1) ponctual matching condi t ion :  the space V: is defined by 
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2 )  i n t e g r a l  matching condi t ion :  the space Vi i s  def ined  by 
The space Vi has a l r eady  been used i n  [KP]. Here, we compare the two 
k inds  of spaces ,  and the i n t e g r a l  matching condi t ion  w i l l  tu rn  out t o  be 
b e t t e r .  
Remark 2.1 : We immediately n o t i c e  t h a t  both methods a re  nonconforming s ince  
the  func t ions  v 6 ,  assoc ia ted  with a p a i r  v6 of V6, a r e  g e n e r a l l y  




deed,  f o r  N -- > k, a func t ion  ’ with the p a i r  v6 i n  x h x x ”  
belongs t o  Hk(L?) i f  and only i f  i t  i s  a polynomial of Pk (x )nHi (R) .  
Remark 2.2: From a numerical point  of view, t o  enforce  the ponctual matching 
cond i t ion ,  one has t o  i n t e r p o l a t e  polynomials of l$ a t  every poin t  of 5 
and hence must s t o r e  the  va lues  On the  o the r  
hand, t o  enforce the  i n t e g r a l  matching cond i t ion ,  one needs t o  s t o r e  the  
i n t e g r a l s  Consequently, the  cos t  of  
t h e  two methods i s  of the  same order .  
h 
Ln(a) ,  0 < n < N, a E: 6,. - -  
J Ln(y)qa(O,y)dy, 0 - -  < n < N , a 8 5,. 
Y 
However, when k i s  equal  t o  1 ,  f o r  a g iven  value of N, i t  i s  poss ib l e  
5, and ‘h t o  choose the  t . r iangula t ion  Th such t h a t  the  sets 
co inc ide .  Then, s i n c e  the  polynomials of % are  cha rac t e r i zed  by t h e i r  
va lues  a t  the po in t s  of enforcing the ponctual  matching condi t ion  would 
be less expensive.  But t h i s  would r equ i r e  ve ry  s t rong  r e s t r i c t i o n s  on the  
t r i a n g u l a t i o n  Th; i n  p a r t i c u l a r ,  the parameters h and N would be l i nked  
H N ,  
-10- 
by a r e l a t i o n  of the type h > cN-'. Moreover, the  t r i a n g u l a t i o n  could not  - 
be uniformly r egu la r  s ince  i t  is  well-known ( see  [S, Thm. 6 . 2 1 . 3 1 )  t h a t  t he  
= s i n 2 8 . ,  with ( 2 j  - l )n /4N < e j  < ( j  + 
J 
1 < j < N-1, s a t i s f y :  G j '  - - 
a r e  not  a l l  equa l ly  d i s t r i b u t e d  5, l ) n / 2 ( N  + 1 ) ;  hence the po in t s  of 
( t h e y  c l u s t e r  t o  k l ) .  That is why we would not recommend such a choice.  
2 . 2 .  Defin i t ion  of the d i s c r e t e  problems. 
We are now i n  a p o s i t i o n  t o  def ine  the  d i s c r e t e  problems. We recal l  ( s e e  
[DR, Sect ion 2 .71  o r  [H, Chapter 251)  t h a t  t he re  e x i s t  p o s i t i v e  weights 
0 < j < N ,  such t h a t  the Gauss-Lobatto quadrature  formula P j '  - - 
i s  exact  on a l l  polynomials with degree < 2N - 1. - 
With each point  a = ( 5  5 ) i n  zN, we a s s o c i a t e  the weight 
1' j 
Pa - PIPj .  We now in t roduce  the  fol lowing d i s c r e t e  b i l i n e a r  form on 
L2(n- )xc  0 3  (n ) 
which co inc ides  with the  usual s c a l a r  product on 
we de f ine  on H1(Q-)xC ( S I  ) the  b i l i n e a r  form 
L2 ( Q - ) X % - ~  (n'). F i n a l l y ,  
1 -+ 
( 2 . 1 4 )  
-11- 
Then, f o r  any p a i r  f* given i n  L 2 ( Q - ) x P ( $ ) ,  f o r  each kind of match- 
* 
u6 i n g  cond i t ion ,  t:he d i s c r e t e  problem is  the  following: Find u 6 ,  wi th  
i n  V6, such t h a t  
(2.15) 
Remark 2 .3 :  Of course ,  i n  d e f i n i t i o n  ( 2 . 1 3 ) ,  one could,  by us ing  a quadra ture  
formula,  r ep lace  each i n t e g r a l  JKu-(x)v-(x)dx by i t s  approximation. The 
r e s u l t i n g  algorithm w i l l  be thoroughly analyzed. 2 
We r e c a l l  [CQ,  Lemma 3.21 the  proper ty  
(2.16) 
Since the  quadra ture  formula (2 .12 )  is  exac t  on a l l  polynomials of degree 
- < 2N-1, t h e  d i s c r e t e  s c a l a r  product ( . , . I 6  i s  uniformly equ iva len t  t o  
(., .) on L 2 ( Q - ) x s ( l T + ) .  Consequently, the  form a 6  s a t i s f i e s  t h e  
following p r o p e r t i e s  of c o n t i n u i t y  
and of e l l i p t i c i t y  
2N. Debit, Thesis i n  p repa ra t ion .  
-1 2- 
NOW, s i n c e  both an-nan and an'nan have a p o s i t i v e  measure, it 
follows from the Poincar6-Friedrichs i n e q u a l i t y  t h a t  the  semi-norm: 
v + (VV * ,vv * ) 'I2 i s  a norm equiva len t  t o  1 1 . 1 1  on the space 
{v EH'(Q-)xH (0, ); v = 0 on a i l ) ,  which y i e l d s  i n  our p a r t i c u l a r  case 
* 
* 1 +  
Thus we have proved the  following r e s u l t .  
P ropos i t i on  2 . 4 :  
problem (2 .15 )  has a unique s o l u t i o n  u6 with u6 i n  V6. 
I n  both cases  of ponctual and i n t e g r a l  matching cond i t ions ,  
* 
The purpose of what follows i s  t o  g ive  an e r r o r  e s t ima te  between the  
s o l u t i o n s  u and u6 of problems ( 1 . 1 )  and ( 2 . 1 5 )  r e spec t ive ly .  We begin 
with a c l a s s i c a l  bound (see [ C ,  Thm. 4 . 2 . 2 1 ) .  
Propos i t i on  2.5:  I n  both cases  of ponctual or i n t e g r a l  matching cond i t ions ,  
t h e  s o l u t i o n s  u and u6 of problems ( 1 . 1 )  and ( 2 . 1 5 )  s a t i s f y  
* * * * 





+ sup  * ( ( au/ an) ( 0, Y) (wN - wh) ( 0, Y) d Y/ llw6 11 
w6= (Wh,WN)EV6 Y 
* Using (2 .19) ,  we have v6’ Proof:  L e t  v6 be any element i n  
* * * *  * 
cllu6- {[I’ - < a6(u6- v6,u6- v6) 
+ such Next, i t  fol lows from (2.1) t h a t ,  f o r  any w i n  H1(n’>XH (n ) 
t h a t  w vanishes  on an, 
* 
* * * 
S e t t i n g  w = u6 - v6 = (wh,wN) and combining the r e s u l t  with the previous 
i n e q u a l i t y ,  we ob ta in  
* * * *  * * *  * * *  * 
cllu6 - v*112 < a(u - v6,u6 - v6>  + a(v6 ,u6  - v6)  - a6(v6,u6 - v6)  6 -  
and (2.20) follows. 
We a r e  now i n t e r e s t e d  i n  der iv ing  a bound fo r :  
-1 4 -  
1) the  cons is tency  e r r o r  term 
2 )  the approximation e r r o r  term 
* *  i n f  * 
v sv Ilu -v6tI 6 6  
s i n c e  es t imat ing  the  two o the r  terms of (2.20) i s  a s tandard r e s u l t  i n  
s p e c t r a l  methods. 
3. ANALYSTS OF TAE CONSISTENCY ERROR 
The aim of t h i s  s e c t i o n  is t o  s tudy  the term 
* 
J (au/an>(o,y>(wN- wh)(O,y)dy, f o r  any p a i r  w6 = (wh,wN) i n  V g ,  
Y 
where u i s  a given func t ion  on n which we s h a l l  assume t o  be 
s u f f i c i e n t l y  smooth. This a n a l y s i s  involves  only one-dimensional approxima- 
t i o n  opera tors .  
3.1 The case of ponctual matching condi t ion .  
We r e c a l l  t h a t  t h e r e  e x i s t s  an i n t e r p o l a t i o n  ope ra to r  i h  from 
IV E f'fi); ~ ( 0 )  = ~ ( 1 )  = 01 i n t o  Xh such t h a t ,  f o r  any func t ion  v 
COntinUOUS on y and vanishing a t  0 and 1, ,(&v is the only element of 




Moreover, f o r  any real  number 2 ,  1 < 2 < k + 1, t h e r e  e x i s t s  a cons tan t  c 
such t h a t ,  i f  t he  func t ion  v belongs t o  W’,p(y) f o r  a number 
c -
F i r s t ,  we 
which complete 
a p p l i c a t i o n s .  
t he  following i n t e r p o l a t i o n  e r r o r  ho lds  [C, Thm. 3.1.51 
, m = O  o r  1. 
2,P ,Y 
nv - i vi  < ch2-mllvl 
h m , P , Y  - 
prove s u i t a b l e  inve r se  i n e q u a l i t i e s  i n  the  space 
those g iven  i n  [Q, Sec t ion  3.11 and could be use fu l  i n  o t h e r  
Proof: F i r s t ,  we have 
nq N n O,l , (O, l )  5 llqNnO,-,(O,l)’ 
Next, l e t  a l  ,..., aK-l be the  zeros  of q i  ( i . e . ,  t h e  extrema of qN) 
belonging t o  ( O , l ) ,  i n  i nc reas ing  order.  Of course,  K is - < N. Then, i t  
s u f f i c e s  t o  compute 
-16- 
Remark 3.2: The i n e q u a l i t y  (3.3) i s  optimal. Indeed, choosing qN equal t o  
t h e  Chebyshev polynomial with degree N, i . e . ,  TN(<)  = cos(N Arcos(1 - 25) ) ,  
* Coro l l a ry  3.3: There e x i s t s  a cons tan t  c such t h a t ,  f o r  any p and p , 
1 - < p L 2 and l / p  + l / p *  = 1, any polynomial qN on [0,11 wi th  degree 
< N s a t i s f i e s  - 
(3  4) 
. 
Proof : W e  r e c a l l  the  well-known inve r se  i n e q u a l i t y  [CQl, Lemma 2.1 1. 
I n t e r p o l a t i n g  between t h i s  i n e q u a l i t y  and (3.3) g i v e s  (3.4), with a cons t an t  
independent of p ( s e e  [RL, Thm.  1.1.11 o r  [LM, Chap. 1, Th. 5.11). 
Corol la ry  3.4: There e x i s t s  a cons tan t  c such t h a t ,  f o r  any r e a l  number p ,  
1 - -  < p < 2,  any polynomial qN on [0 ,1 ]  with degree - < N s a t i s f i e s  
(3.5) 
Proof: For p > 1, s e t t i n g  l / p *  = 1 - l / p ,  we know from [BL, Thm. 6.4.51 
t h a t  H112(y) i s  the  i n t e r p o l a t i o n  space with index 1/2 between W19p(y) 
and Lp*(y); hence we d e r i v e  (3.5) f o r  p > 1 from (3.4). That imp l i e s  
-1 7- 
a 
f o r  p tending t o  1, which proves (3.5) with p = 1. 
We need a p rec i se  ve r s ion  of the  Sobolev imbedding ( f u r t h e r  d e t a i l s  can 
be found i n  [TI f o r  i n s t ance ) .  
Lemma 3.5: There e x i s t s  a constant  c such t h a t ,  f o r  any r e a l  number p ,  
2 < p < +OD, any func t ion  v i n  ~ 1 / 2 ( 0 , 1 >  s a t i s f i e s  
Proof: Since H1/2(0,1) coincides  with the space of the  r e s t r i c t i o n s  of t he  
f u n c t i o n s  of R 
F i r s t ,  l e t  E: be a r e a l  number > 0. For any func t ion  v i n  H112+' (I!), 
H112(IR), i t  s u f f i c e s  t o  prove ( 3 . 6 )  with ( 0 , l )  replaced by 
A 
denot ing by v the Four ie r  transform of v,  we have 
equiva len t  t o  the  one which is  obtained by i n t e r p o l a t i o n ,  we must e s t ima te  the 
cons tan t  1 (1 + 151 ) 
g i v e s  
dE The change of v a r i a b l e s  5 = cotan@ 2 -112-E: 
IR 
-1 8- 
dw = c-/B. 
-l+2€ m/2 
dS = 2 J (sinw)-1+2Edw < c w 2 -1/2-€ J (1 + 1-51 1 - 
IR 0 0 
We deduce 
II v II O , m , l R  - < c / m  llvI11/2+E,R 
F i n a l l y ,  f o r  a r e a l  number p > 2, we choose 5 = l / ( p  - 2)  and we i n t e rpo -  




We are now i n  a posit ion to prove the following resul t .  
Propos i t i on  3 . 6 :  For any func t ion  u i n  Hk(G!)nH2(i2), t he  following 
e s t ima te  holds f o r  any ws = (wh,wN) i n  Vi 
* 
* 
(3.7) / (au/an)(O,y)(wN - wh)(O,y)dy < chN1/2 Ilu-I1 HwsII. 
2, a- - Y 
Proof :  Let p be any real  number, 2 < p < +a, and p* be such t h a t  l / p  + 
l / p *  = 1. Since u belongs t o  H 2 ( Q ) ,  t h e  t r a c e  au/an belongs t o  
H112(y); hence Lemma 3.5 g ives  
-1 9- 
But, due t o  the  d e f i n i t i o n  (2.10) of v i ,  Wh is  equal  t o  ihWN on y,  s o  
t h a t ,  by (3.2) 
Applying Corol la ry  3 .4  gives  
II w I1 /* N1 /’ II u I 
N 1 / 2 , ~ *  
- < c G h N  
2, Q- 
Choosing p = logN, we o b t a i n  the  des i r ed  r e s u l t .  
Remark 3.7. Of course ,  t h e  es t imate  (3.7) i s  not what we would wish, s i n c e  
the  convergence i s  obtained only i f  t he  d i s c r e t i z a t i o n  parameters a r e  l i nked  
by the  following condi t ion:  
(3.8 1 l i ~ n [ h N ~ / ~ = ]  = 0 ,  
( i n  f a c t ,  i n  (3.7) and i n  t h i s  cond i t ion ,  h can be replaced by ‘i; which is  
t h e  g r e a t e s t  of the l eng ths  of t he  edges of t r i a n g l e s  K i n  Th contained 
i n  Y ) .  
- 
Remark 3.8: The e s t ima te  (3.7) i s  independent of k; indeed,  we do not know 
how t o  improve i t  f o r  l a r g e  va lues  of k. 
-20- 
3.2 The case of i n t e g r a l  matcking condition. 
This  case t u r n s  out  t o  be s impler .  We denote by 
, 
t h e  Hi lbe r t  pro- ITh 
j e c t i o n  opera tor  from L ~ ( Y )  onto xh. we have f o r  any v i n  H;(Y) 
Ilv - II VI1 < uv - +I1 
h 0,Y - 0,Y' 
(3.9) nv - IT vll < chRllvII h 0,Y - R , Y  
By i n t e r p o l a t i o n ,  t h i s  i n e q u a l i t y  a l s o  holds €or  any v i n  
H t ( y ) ,  1/2 < R < 1. F i n a l l y ,  r e c a l l i n g  t h a t  t h e  i n t e r p o l a t i o n  space with 
index  1 / 2  between H i ( y )  and L2(y) i s  HO0 ' l 2 ( y )  ( s e e  [LM, map.  1, ~ h .  
11.71) and denot ing  by H.1 the  norm of H h i 2  (y), we a l s o  o b t a i n  
f o r  any v i n  
1 /2* ,Y 
Hi;' (Y) 
(3.10) Ilv - IT vll < ch1/21vH * . 
112 ,Y h 0,Y - 
Now, we prove the  following. 
P ropos i t i on  3.9: 
t i o n  u- belongs t o  H'(Q-), where R i s  a r e a l  number, 2 - -  < R < k + 5 /2 ,  
t h e  following e s t ima te  holds  f o r  any w6 = (wh,wN) i n  Vi 





d Proof: L e t  w = (wh,wN) be any element i n  v6; due t o  the  d e f i n i t i o n  
(2.11) of V6, wh coincides  with on y .  We compute 1 "hwN 
t 
I f  11 - 1/2 i s  not an i n t e g e r ,  we note  t h a t  au/an belongs t o  
"3/2(Y)  and t h a t ,  s ince  wN vanishes  on aQ+\y, w be 1 ong s HA (Y >nH 
t o  HkA2(y). Applying (3.9) or  (3.10) t o  bound the f i r s t  term and (3.10) t o  
bound the second one, we ob ta in  
N l y  
replaced by #au/an#  i n  the  case R = 2 ) ,  
1 /2* ,Y 1/2,Y 
(with #au/anH 
and the r e s u l t  follows. The case where 11 - 1/2  i s  an i n t e g e r  fo l lows  by 
an i n t e r p o l a t i o n  argument. 
Remark 3.10: Clea r ly ,  t h e  es t imate  (3.11) is much b e t t e r  than (3 .6 ) ,  s i n c e  i t  
is  independent of N. In f a c t ,  t he  term J (au/an)(o,y)(wN - wh)(O,y)dy 
goes t o  0 whenever the  d i s c r e t i z a t i o n  parameter h decreases  t o  0. 
Y 
-22- 
4. ANALYSIS OF TAE APPROXIMATIOiiI ERROR 
We begin by r e c a l l i n g  some p r o p e r t i e s  of the  approximation by f i n i t e  
element func t ions  and by polynomials i n  the  two-dimensional case.  
F i r s t ,  s i n c e  f o r  each K i n  Th the  set YK i s  Pk(K)-unisolvent, 
t h e r e  e x i s t s  an i n t e r p o l a t i o n  ope ra to r  Th from {v E P<r); V 0 on 
an-\y) i n t o  xh such t h a t ,  f o r  any func t ion  v continuous on and 
vanishing on an-\r, Thv i s  the only element of Xt, which s a t i s f i e s  
2 
Moreover, i f  the func t ion  v belongs t o  H'(0-I f o r  a real number 
R,  2 - -  < 11 < k + 1 ,  the  following i n t e r p o l a t i o n  e r r o r  ho lds  [C,  Thm. 3 .1 .51  
( 4 . 2 )  nv - T ~ V I I  - - < chR-mUvU m = 0 o r  1.  
m , n  a,n-' 
Next, we s t a t e  the  following r e s u l t  which can be der ived i n  the same way 
as  i n  [M2, Thm. 3 .21 .  
Lemma 4 . 1 :  Let p be a real number - > 1 such t h a t  p - 1/2 is  not an 
in t ege r .  There e x i s t s  a p ro jec t ion  ope ra to r  I; from the space 
{v E H (n 1; v = o on an+\y) onto {vN E Q ~ ( Q  ); VN = o on an+\y) 
such t h a t ,  i f  a func t ion  v vanish ing  on an+\y belongs t o  Ha(,+> f o r  
a r e a l  number 
P +  4- 
a - > p ,  the  following e r r o r  es t imate  holds 
( 4 . 3 )  
-23- 
Now, we a r e  going t o  approximate a func t ion  u of H t ( n )  by a func- 
* t i o n  v6 ,  with v6 i n  V6. In  f a c t ,  we s h a l l  s e t  
(4.4) 
where qh w i l l  be chosen i n  $ so t h a t  v6 s a t i s f i e s  the matching 
condi t ion.  Of course ,  t he  choice of qh depends on t h i s  condi t ion .  
4.1 The case of ponctual  matching condi t ion .  
We immediately prove the  following r e s u l t .  
* Propos i t ion  4.2: For any func t ion  u i n  HA(Q) such t h a t  the  p a i r  u 
belongs t o  HR(Q-)xHU(Q+), where R and u are r e a l  numbers, 
2 < 11 < k -t 1 and u - > 2 ,  t he re  e x i s t s  a p a i r  v6 i n  V: such t h a t  * - -  
(4.5 I nu * - via < c{hR-lllu-ll + (ha-' + N1-u)Hu+l +}. - 
11, n- Q, Q 
- 
Proof:  For any func t ion  z def ined  on Sl+, l e t  us denote by z the 
func t ion  def ined on n- by 
* 
Next, we take 2 < p < inf{k + l ,u},  p - 1/2 6 lN, and choose v6 as  i n  
(4.4) with qh equal  t o  -Th(U - nNU 1-  Clea r ly ,  we have a t  any poin t  
a of 





s o  t h a t  v6 belongs t o  V:. Moreover, we write 




- - + Il(id - Th)(G+ - - P +  I$u ) N  + 2Ilu + - n p  P +  I 
1,a- 1, a+' 
< IIU- - Thu n - 
1 ,a- 
F i n a l l y ,  applying (4.2) and Lemma 4.1, we deduce 
- 
1 
1-a + + N Ilu II * * tlu - v6tl < c{hL-lllu-ll 
&a- P ,a- a, a+ - 
p-lNp-U + 1-a + < c{hg-' nu-ll + h  II u II + + N Ilu I1 +}. - 
II ,a- o,Q a , a  
Applying the  convexity i n e q u a l i t y  
l ) ,  g i v e s  the  p ropos i t i on .  
a8 - < aP /p  + S q / q  (a - > 0,B 1 O,l/p + l / q  = 
4.2. The case of i n t e g r a l  matching condi t ion .  
As f a r  as t h e  approximation e r r o r  i s  concerned, t h i s  ca se  i s  less 
simple.  F i r s t ,  we in t roduce  the  following l i f t i n g  ope ra to r  % from Xh, 
i n t o  %: f o r  any Vh i n  Xh, RhVh i s  equal t o  Vh on y and vanishes  




We r e c a l l  t h a t  lrh s t ands  
onto Xh. Our purpose i s  t o  
We use now a technique 1 t r i a n g l e  K i n  Th, and the in t roduce  the  subse t  E: f o r  the H i l b e r t  p ro j ec t ion  ope ra to r  from prove a s t a b i l i t y  r e s u l t  f o r  the opera tor  due t o  M. Crouzeix and V. Thomee [CT]. We f i r s t  of the  po in t s  of which a r e  a v e r t e x  of a subspace of Xh L 2 ( y )  %nh. 5, 
we denote by x:, t h e  orthogonal subspace t o  4 i n  xh with r e spec t  t o  
the  s c a l a r  product of L 2 ( y )  (when k i s  equal  t o  1, the  space 4 i s  
i simply {0}, and the space 4 coinc ides  with q,). Let 7rh, i = 1 o r  
2 ,  be the  orthogonal p ro jec t ion  from L2(y )  onto xk; we have of course 
lr = l r l + l r  2 
h h h' 
2 
Rh *h Hence, we are  going t o  prove a s t a b i l i t y  r e s u l t  success ive ly  f o r  
and \lrh. 1 
A 
F i r s t ,  we r e c a l l  some c l a s s i c a l  no ta t ion .  Let K be the  "reference" 
t r i a n g l e  with ver t ices  (l,O), (O,l), and (0,O). For any t r i a n g l e  K i n  Th, 
t h e r e  e x i s t s  an a f f i n e  mapping Fk which maps K onto K; l e t  & be t h e  
Jacobian mat r ix  of FK, and hk be the  diameter of K. Moreover, i f  the 
t r i a n g l e  K has  an edge E contained i n  y, we assume t h a t  Fk maps the  
edge E with v e r t i c e s  (0,O) and ( 1 , O )  onto E ,  and we denote by BE the  
Jacobian matr ix  o f  the  r e s t r i c t i o n  of FK t o  E. For any func t ion  q on 






q = qoFK. 
-2 6- 
We denote by ;th the s e t  of t r i a n g l e s  K i n  Th which have an  edge 
- 
contained i n  y .  For any K i n  t h ,  we set 
Lemma 4.3: L e t  K be a t r i a n g l e  of ;th, and l e t  E be the  edge of K 
contained i n  Y .  Any polynomial q i n  YK s a t i s f i e s  
- 
Proof:  Due t o  assumption ( 2 . 2 ) ,  i t  is  well-known (see [C, Thm. 3 . 1 . 2  and 





F i n a l l y ,  if q belongs t o  YK, q belongs t o  the  space Y spanned by the  
0 < j < k.  Clea r ly ,  on t h i s  Lagrange polynomials of the po in t s  ( j / k ,  0 ) ,  - -  
A A A A 
l a s t  f ini te-dimensional  space,  the  semi-norm: q + Hql A and q + HqH A 
a r e  n o m s  and the  t h r e e  norms 1I.H A,H. I I  A and 1.11 A a r e  equiva- 
l e n t ,  completing the  proof of the Lemma. 
0,1,E 0, E 
l , K  O,E 0,1,E 
-2 7- 
We need the f 01 lowing Gag1 iardo-Ni renbe rg inequal  i t  y . 
Lemma 4.4: Le t  s be a r e a l  number, 0 - < s < 1/2.  Let E be the  edge of a 




Proof: Using the  previous no ta t ion ,  we set  w = woF and applying the  




A 1/2 A 1/2 
A < cnwn Aiiwn - n wu 
O,m,E s , E  l-s,E 
Next,  applying [ C ,  Thm. 3.1.2 and 3.1.31 or [B, Lemma 2.31 g ives  
A -1 /2 -1 /2 
nwl A < c l ( d e t  Ywll < cc\ I W H ~ , ~ ,  - O,E - 
0, E 
A 
nwn A < c l % l l ( d e t  % ) I  -1 /2 nwn < c c ~  1 /2 I I W I I ~ , ~ .  - l , E  - l , E  
I n t e r p o l a t i n g  between these  two i n e q u a l i t i e s ,  we have 
so t h a t  
A ~ / 2 - 1 / 4  1 / 4 - ~ / 2  1/2 1/2 
A L C h K  hK l W n s  ,Ellwn 1-s ,E’ II w II = II wll 
O,m,E O,-,E 
We are now i n  a pos i t i on  t o  prove the  fol lowing l e m m a .  
t 
-2 a- 
2 Lemma 4.5: Let s be a real number, 0 - < s < 1/2. The o p e r a t o r  Rhnh 
s a t i s f i e s  the following s t a b i l i t y  proper ty :  f o r  any func t ion  w i n  
H1-'(Y), 
(4.12) 
1-s Proof:  L e t  w be any func t ion  i n  H (y ) .  I f  E C Y  is  the  edge of a 
t r i a n g l e  K of t h ,  t h e r e  e x i s t s  a polynomial i n  Xh which is equal  t o  nhw 
on E and vanishes  on y\E; us ing  t h i s  polynomial and t h e  d e f i n i t i o n  of 
2 
- 
we have h' n 
Now, applying Lemma 4.3, we ob ta in  
< c'#wllo ll \ 71 h wu l , K  2 i'rh"'O,E'UnhW1O,l,E - 2 2 2  2 
, = ,Yo  
U s i n g  Lemma 4.4, we d e r i v e  
1/2 Iw111/2 
1-s ,E' < cHwl 
2 
II\'hwn l , k  - s ,E 
Adding up t h i s  i n e q u a l i t y  on a l l  t r i a n g l e s  K of ,th and us ing  the  Cauchy- 
Schwarz i n e q u a l i t y ,  we ob ta in  (4.12). 
Next, we cons ider  t he  ope ra to r  'ha Following [CT] and using the  
theo ry  of orthogonal polynomials, we can e a s i l y  f i n d  a polynomial J, i n  
Pk([o , l ] )  such t h a t  
-2 9- 
(4.13) 
L J I ( 0 )  = 0 and JI(1) = 1. 
(4.14) I J I U Y  - Yi+l)/(Yi - Y i + l ) )  if Y 8 Ei+l/2,  
0 elsewhere.  L 
1 It i s  an easy matter t o  see  t h a t  the  s e t  {JIi, 1 < i < M} is  a b a s i s  of %. - -  
We next e s t a b l i s h  the  fol lowing lemma. 
L e m m a  4.6: The following s t a b i l i t y  proper ty  holds  f o r  any i ,  1 - -  < i < M,
(4.15) 
Proof: As a r e s u l t  of (2 .2) ,  the support  of JIi i s  made of a f i n i t e  number 
of t r i a n g l e s  K. of Th, bounded independent ly  of h ( s e e  [B, Rem. 3.21). 
Let K be such a t r i a n g l e ,  and assume t h a t  FK maps the  poin t  ( 0 , l )  onto 
(0,Yi) 
-30- 
1)  If  K meets y only i n  (O,yi), RhQilk coincides  with the Lagrange 
polynomial q assoc ia ted  with t h i s  po in t ,  hence 
- * 
2 )  ‘If K has an  edge E contained i n  y, we in t roduce  the polynomial JI 
of Pk(K) which co inc ides  with Q on [O,l]x(O) and vanishes  a t  any 
poin t  of EA which does not  belong t o  E ,  i .e., a t  any point  with coordi-  




(j/k, R/k),  0 < j < k,  1 - -  < R < k - j then ,  R Q coinc ides  with h i l k  - -  
and * -1 $ OFK 
IRhQiul ,K - < c l ~ l I  1 (de t  BK> 
completing the proof.  
L e t  w be any func t ion  i n  




1 ~ ~ ( y ) .  S e t t i n g  shw = 1 Ai$,, we note  
i s  given by 
= ( ’ i ) l < i < M  - -  
GA = p, 
where = ( g i j ) l < i ,  j < M  i s  the  square mat r ix  of order  M def ined by - -  
(4.17) 
and where LI = (pi)l<i<M is  the  vec to r  of * given by 
- -  
-3 1- 
It i s  easy t o  see  t h a t  t he  mat r ix  G i s  symmetric and t r id i agona l .  I t s  
c o e f f i c i e n t s  have been computed i n  [CT, Lemma 21: 
I 
(4.19) 
Using the arguments of [CT], we prove the  following lemma. 
Lemma 4.7: With the  n o t a t i o n  (4.16) t o  (4.18), the  following es t imate  holds  
(4.20) 
Proof:  Le t  D be t h e  diagonal  matr ix  with c o e f f i c i e n t s  di = gii, 
1 < i < M. We have G = D(Id + K ) ,  where K i s  a t r i d i a g o n a l  mat r ix  with a 
ze ro  diagonal ;  moreover, a l l  the c o e f f i c i e n t s  of K a r e  bounded by l / ( k  + 
1). I f  n.11* denotes  t h e  mat r ix  norm assoc ia ted  with the euc l idean  norm 
on 
- -  
#, it  has been computed i n  [CT] t h a t ,  f o r  any i n t e g e r  11 - > 1, 
AK'll2 - < (211 + 1 ) ' l 2 ( k  + l)-'. 
Hence, we deduce 
(211 + 1) ' l 2 (k  + l)-', I t 2  - < 1 + cgEm IIK I l 2  - < 1 + Clsm -1 11 II(1d + K) 
so  t h a t  ll(Id + K)'ltl2 i s  bounded by a cons tan t  depending only on k. This 
proves the  l e m m a ,  s i n c e  
-32- 
-1 -1 X = ( Id  + K) D p. 
We a r e  f i n a l l y  i n  a pos i t i on  t o  prove the  following lemma. 
1 Lemma 4.8: L e t  s be a r e a l  number, 0 - < s < 1/2. The ope ra to r  Rhnh 
s a t i s f i e s  the  following s t a b i l i t y  property:  f o r  any func t ion  w i n  
H1" (Y 1, 
(4.21) 
M 
we 1 c y,, "hW = i=1 Proof: Let w be any function i n  H1-'(y). S e t t i n g  
have 
we no te  t h a t  each $i, 1 - < i - < M, is orthogonal i n  H'(C2-1 t o  any 
Jlj, 1 5 j but  a t  most two, whence M ,  i f j ,  
M 
i=l 
- -  < 3  1 
Lemma 4 .6  then y i e l d s  
M 2  < c X i .  1 2  It R h ~  hw II 
1 , n  - i= 1 
Using Lemma 4.7 with the  n o t a t i o n  (4.18) we ob ta in  
-33- 
Noting t h a t  t he  suppor t  of JIi is Ei-1/2 u Ei+1/27 we compute 
s o  t h a t  
Thanks t o  Lemma 4.4, we d e r i v e  
M 
< c 1 Hwll I1 w II IIRhmhwll - 
s E i - 1  /2 Ei-l /2 ' 1,Q- i= 1 
and us ing  the  Cauchy-Schwarz i n e q u a l i t y  g i v e s  the  r e s u l t  
P r o p o s i t i o n  4.9: For any func t ion  u i n  Hi(Q) such t h a t  t h e  p a i r  u * 
belongs t o  H'(G?') x H'(Q+), where R and u a r e  r e a l  numbers, 
2 < R < k + 1 and CT > 2, t h e r e  e x i s t s  a p a i r  v6 i n  Vi such t h a t  * - -  - 
Proof:  Let s be a r e a l  number, 0 < s < 1 / 2 ;  we take p = 3/2-s. We 
choose v6 as i n  (4.4) with qh equal  t o  R , , ~ ~ ( I I # +  - T,u-). m e n ,  we 
have 
* 
mh(Thu- + qh) - mhn~u+ = 0, 
* 
so t h a t  v6 belongs t o  Vi. Moreover, we compute 
-34- 
+ P +  * * - - I I u  - vsn < I I u  - Thu II + lI%n,(II~u+ - Thu-)n + I I U  - $U n 
1, n- 1, n+ - 1 ,n- 
+ #\71h(U+ - $u P +  1 II 
1,n- 1, n- 
< IIU- - Thu - II + IIRhnh(u - - Thu-)'U - 
1 ,n- 
+ P +  + nu - nNu II 
1, n+' 
Lemmas 4.5 and 4.8, t o g e t h e r  w i th  (4.8) ,  imply 
U s i n g  t h e  trace theorem, we o b t a i n  
- - 1 / 2  - 1 / 2  Ilu - +  II * * - nu - vsn < nu - Th;n + nu- - q 3  I 
1 ,n- s+1/2,n- 3 /2-s, Q- - 
+ P +  + nu - $U n + p + 1/2 
1, n+' + 
nu - $U I + p + 1/2 + nu - nNu n 
s+ l /2 ,  n+ 3/2-s,Q 
F i n a l l y ,  e s t i m a t e s  (3.2) and (4 .2) ,  t o g e t h e r  with an  i n t e r p o l a t i o n  argument, 
t h e  t r a c e  theorem and Lemma 4.1 prove the  r e s u l t .  
Remark 4.10: Here a l s o ,  t h e  e r r o r  i s  b e t t e r  f o r  t he  i n t e g r a l  matching condi- 
t i o n  than  f o r  t he  ponctua l  one. Indeed, i n  (4.22),  t h e  two d i s c r e t i z a t i o n  
parameters  are involved i n  a completely independent way. 
-35- 
5. FINAL ESTIMATES AND CONCLUSION 
F i r s t ,  we recal l  an estimate which fol lows a t  once from a s tandard r e s u l t  
i n  s p e c t r a l  methods [CQ2,  Lemma 3.21 [MQ, Formula ( 3 . 2 2 ) l .  
Lemma 5.1: For any func t ion  f i n  L2(Q) such t h a t  t he  func t ion  f+ 
belongs t o  H P +  (Q 1, where p is a real  number > 1, the  following e s t i m a t e  
* 
holds  f o r  any w = (%, wN) i n  V6 
Our main r e s u l t s  a r e  s t a t e d  i n  the  two following theorems. 
Theorem 5 .2 :  Assume t h a t  t he  s o l u t i o n  u of problem (1.1) is such t h a t  t he  
p a i r  u belongs t o  H2(Q-)xHa(Q+) ,  where u is a real number > 2. 
Assume moreover t h a t  the func t ion  f of L2(Q)  i s  such t h a t  the func t ion  
f+ belongs t o  Hp(Q+), where p i s  a real  number > 1. Then, i n  the  case  
* -
of the  ponctual matching condi t ion ,  t h e  s o l u t i o n s  u and u6 of problems 
(1.1) and (2.15) s a t i s f y  
( 5 . 2 )  
1 -u + N1-P + * * 
Ilu - u6A - < c { h N 1 ' 2 m  Hu-i + (hU-' + N )!u+II If II +}. 
2 4 -  U, n+ P, Q 
Theorem 5 . 3 :  Assume t h a t  t he  s o l u t i o n  u of problem (1.1) is such t h a t  t h e  
p a i r  u belongs t o  Ha(Q-)xHa(Q+), where II and u are real  numbers, 
2 < R < k + 1 and (I > 2. Assume moreover t h a t  the  func t ion  f of L2(Q)  
is such t h a t  the  func t ion  f+ belongs t o  H p ( Q + ) ,  where p is  a rea l  
* 
- -  - 
-36- 
number > 1. Then, i n  the  case of the  i n t e g r a l  matching cond i t ion ,  t he  solu- 
t i o n s  u and u6 of problems (1.1) and (2.15) s a t i s f y  
Proof: We set  % = (h,(N - l ) - l ) .  Of course ,  we apply Propos i t ion  2.5 and, 
i n  (2.20), we choose equal  t o  the  p a i r  defined i n  Proposi- 
t i o n s  4.2 and 4.9 r e s p e c t i v e l y ,  but with 6 replaced by %. Since vN 
belongs t o  QN-,(Q ) and the  quadra ture  formula (2.12) i s  exac t  on a l l  
* 
v6 = (vh,vN) 
-4- 
* 
polynomials of degree - < 2N-1, t h i s  impl ies  t h a t ,  f o r  any w(j i n  vg, 
* *  * *  
a(v6,w6) = a ( v  w 1. 6 6' 6 
Then t h e  e s t ima tes  (5.2) and (5.3) follow from (2.20),  P ropos i t i ons  3.6 and 
3.9 r e spec t ive ly ,  Propos i t ions  4.2 and 4.9 r e s p e c t i v e l y ,  and Lemma 5.1. 
By a c l a s s i c a l  d u a l i t y  method, i t  i s  poss ib l e  t o  d e r i v e  an improved e s t i -  
mate f o r  Ilu - u I1 i n  t he  case of t h e  i n t e g r a l  matching condition. 6 0,n 
Propos i t i on  5.4: Under t h e  assumptions of Theorem 5.3, i n  t h e  case of t he  
i n t e g r a l  matching cond i t ion ,  the  s o l u t i o n s  u and u6 of problems (1.1) 
and (2.15) s a t i s f y  
+ N1-P Ilf + I1 + I .  
P , Q  
-3 7- 
Proof: We have 
! 
Let  g be any func t ion  i n  
the problem 
(5.5) 
s a t i s f i e s  
( 5 . 6 )  
S e t t i n g  
~ ~ ( n ) .  The unique s o l u t i o n  w i n  H;(Q) of 
-Aw = g i n  Q, 
w = 0 on a n ,  
2,Q - 
* u6 = (uh9uN)S we compute 
* 
Choosing w6 a s  def ined i n  Propos i t ion  4.9 and using L e m m a  5.1, we ob ta in  
-38- 
* * 1-p + 
2, n 1 (u - u6) (x )g (x )dx  - < c{(h + N-l)lIu - u611 + N n P, n 
Ilf H + 1 Hwll 
i s  equal  
Uhl Y 
It remains t o  estimate t h i s  l a s t  term. But vie note  t h a t  
t o  TI u so t h a t  h N' 
Using (3.9) and (3.10) y i e l d s  
which toge ther  wi th  (5.6) and (5 .7 ) ,  g i v e s  (5.4). 
The d e t a i l e d  a n a l y s i s  we have performed allows us t o  compare the  two 
a lgor i thms,  corresponding t o  d i f f e r e n t  matching condi t ions.  Indeed, whatever 
t h e  r e g u l a r i t y  of the  exac t  s o l u t i o n  i s ,  we o b t a i n  b e t t e r  convergence r e s u l t s  
i n  the  case of the  i n t e g r a l  matching condi t ion.  Since we have a l r eady  noted 
-3 9- 
t h a t  the  computational c o s t  of the two methods i s  of the same order ,  we th ink  
t h a t  t h i s  l a s t  a lgori thm has t o  be prefer red .  Numerical tests3 [KP] which a r e  
c u r r e n t l y  being implemented should confirm the  t h e o r e t i c a l  r e s u l t s .  
As a l ready  s t a t e d  i n  t h i s  paper,  we a r e  only concerned with a model prob- 
lem on a model domain. However, i n  t h i s  very  simple example, i t  t u r n s  ou t  
t h a t  the order  of accuracy i n  the f i n i t e  element domain i s  s imultaneously re- 
s t r i c t e d  by the  degree of polynomials and by the  r e g u l a r i t y  of the  s o l u t i o n ,  
while i n  the  s p e c t r a l  domain it is only l imi t ed  by the  r e g u l a r i t y  of the  solu- 
t i on .  That is why we be l i eve  t h a t ,  i n  more genera l  problems, the  f i n i t e  e le -  
ment domain must be chosen i n  such a way t h a t  i t  conta ins  a neighborhood of 
both the s i n g u l a r i t i e s  of the  s o l u t i o n  ( i n  the  case of hyperbol ic  equa t ions  
with shock waves f o r  i n s t ance )  and the s i n g u l a r i t i e s  of the boundary of  the 
domain ( f o r  i n s t a n c e ,  corners  of polygons which induce s i n g u l a r i t i e s  of the  
s o l u t i o n  even i f  the  r ighthand member is  very  smooth). Then, l o c a l  re f ine-  
ments of the  mesh can be appl ied t o  improve the convergence, i n  a much s impler  
way than  f o r  the p-version of f i n i t e  elements.  These techniques a r e  p re sen t ly  
being developed by the second author.  3 
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