Changes in the diurnal precipitation cycle as the Madden-Julian oscillation (MJO) propagates through the Maritime Continent are investigated to explore the processes behind seaward-propagating precipitation northeast of New Guinea. Satellite rainfall estimates from TRMM 3B42 and the Climate Prediction Center morphing technique (CMORPH) are combined with simulations from the Weather Research and Forecasting (WRF) Model with a horizontal resolution of 4 km.
Introduction
Atmospheric convection in the Maritime Continent (MC) has a globally significant role as a heat source for global circulation and in modulating large-scale intraseasonal variability such as the Madden-Julian oscillation (MJO) (Neale and Slingo 2003) . In particular, it has been suggested that changes in the diurnal precipitation cycle account for most of the variation in precipitation with the passage of the MJO, and that the strength of the diurnal cycle modulates the MJO (Peatman et al. 2014 ). Despite its importance, realistic modeling of the diurnal precipitation cycle in climate and weather models remains a challenge (e.g., Gianotti et al. 2012; Holloway et al. 2012; Jiang et al. 2013) . The goal of this work is to explore the evolution of the diurnal precipitation cycle with the propagation of the MJO through the MC, with a focus on the offshore-propagating systems northeast of New Guinea. The study is based on an MJO event in January 2010.
Numerous observational and modeling studies in the tropics have found a precipitation maximum over the land in the late afternoon or evening, while over the water the maximum rain rates are found in the early morning. Yang and Slingo (2001) used global satellite imagery to show that the afternoon and evening precipitation over the land often propagates in a seaward direction during the night and early morning in coastal areas such as the Bay of Bengal, northeast of New Guinea and around Mexico, and Houze et al. (1981) used radar and satellite data to show a squall line moving offshore from Borneo toward the South China Sea in the early hours of the morning. Similar results on a more detailed scale have been shown by Love et al. (2011) for Sumatra, Mapes et al. (2003) for Colombia, and Peatman et al. (2014) and Qian (2008) for the Maritime Continent region.
The diurnal cycle in precipitation has been related to the sea and land breezes and their interaction with the topography in mountainous regions. For example, Qian (2008) attributed the nighttime maxima in precipitation over the seas around Java to the interaction of land breezes and topographic effects such as land-breeze convergence near concave coastlines. Similar conclusions were made for offshore convection near Darwin, Australia, by Wapler and Lane (2012) . Zhou and Wang (2006) used satellite observations and numerical modeling to study the offshore propagation of precipitation on a cross section through New Guinea, and concluded that both sea-breeze convergence and upslope winds were responsible for initiating daytime convection over the land, which then propagates from the mountain ridge toward the coast with downslope winds during the night. They suggested that in the early morning, coastal convection triggered by the land breeze and gravity waves moves offshore. Ichikawa and Yasunari (2008) built on the results of Zhou and Wang (2006) by expanding their analysis of a single rainy season to six wet seasons, and used a cross section through New Guinea that extended more than 700 km over the sea. They found that offshore propagation for several hundred kilometers could occur in either the northeasterly or southwesterly direction from the New Guinean coast, depending on the prevailing wind direction, but that in the northeasterly direction there was continued propagation of weak precipitation for more than 700 km from the coast. They propose the converging land breezes from New Guinea and New Britain, as well as advection by low-level winds and gravity wave propagation, to explain the offshore propagation.
In contrast to these studies, Mapes et al. (2003) argue that the land breeze has neither the right speed nor the seaward extent to explain the offshore propagation of precipitation. Yang and Slingo (2001) and Mapes et al. (2003) proposed gravity waves forced by boundary layer heating and cooling over elevated topography as an important mechanism for propagating convection offshore. For example, Mapes et al. (2003) suggested that gravity wave-induced nocturnal cooling offshore at 800 hPa destabilizes surface parcels, by removing the ''lid'' of negative buoyancy that is present during the day, thereby helping to initiate convection during the night. Hassim et al. (2016) used Weather Research and Forecasting (WRF) modeling and observational evidence from the Tropical Rainfall Measuring Mission (TRMM) satellite during an MJO suppressed period to argue that the cool anomalies forced by the daytime precipitation over the land travel offshore as gravity waves and contribute to nighttime offshore convection by destabilizing the environment. They also showed in a parallel simulation, which did not include diabatic effects, that the gravity wave temperature anomalies were weaker, shallower, and hence slower, thus demonstrating the important role of diabatic heating and cooling from convection in determining the gravity wave source. Love et al. (2011) also linked offshore convection to gravity waves generated by convective heating and cooling.
Large-scale variability also affects the diurnal cycle in precipitation in the Maritime Continent. Zhou and Wang (2006) divided their study of the offshore propagation of precipitation from New Guinea into background easterly and westerly flow conditions, and showed distinctly different propagation patterns. In fact, the precipitation and cloudiness over the Maritime Continent have been shown to be strongly influenced by the MJO (Rauniyar and Walsh 2013) , which is a region of enhanced cloudiness and deep convection that propagates from the Indian Ocean to the western Pacific Ocean with a period of around 40-50 days (Madden and Julian 1971) . The changing convective regimes of the MJO influence the moisture and radiation budgets and the wind profile, all of which feedback onto local phenomena that are linked to the complex topography of the Maritime Continent, such as the sea/land breeze and mountain/valley winds and diabatic heating anomalies relating to topographically initiated convection. Peatman et al. (2014) recently showed that the onset of increased precipitation over the land occurs about 6 days ahead of the main body of MJO convection over the Maritime Continent, an effect they ascribe to an enhanced diurnal cycle in response to clear skies in the MJO lead-up period, together with frictional moisture convergence and an easterly wind anomaly leading to convergence on the eastern flanks of the topography.
In this study, changes to the diurnal precipitation cycle over New Guinea are examined during an MJO event in January 2010. We used convection-permitting WRF Model simulations on a horizontal grid of 4 km, and the satellite precipitation products TRMM 3B42 (25-km resolution) and CMORPH (8-km resolution) to show that under favorable conditions, precipitation can propagate more than 700 km off the northeast coast of New Guinea. Two distinct propagation speeds were identified: a squall line moved 100-200 km offshore with the katabatic flow and land breeze, with a propagation speed of 3-5 m s 21 , while precipitation 400-700 km offshore moved with a speed of 12-18 m s 21 and was probably associated with an inertia-gravity wave initiated by diurnally oscillating heating and cooling over the land. In partial agreement with Peatman et al. (2014) , we found that the maximum diurnal cycle in precipitation over the land occurred in the days leading up to the MJO active period as defined by the index of Wheeler and Hendon (2004) (hereafter the WH index), but that this effect was exaggerated in the WRF Model when compared with the TRMM 3B42 and CMORPH rainfall estimates. The WRF Model overestimated the afternoon precipitation over the land, and the diurnal precipitation peak was 3-4 h too early.
Although an MJO event clearly moved though the Maritime Continent during the study period of January 2010, the best way to classify the lead-up and active phases of the event is unclear. According to the WH index, which is based on latitudinally averaged wind at 200 and 850 hPa as well as outgoing longwave radiation (OLR), the MJO active period over the Maritime Continent starts on around 10 January, while an alternate index of Kiladis et al. (2014) , based on OLR, suggests that the MJO active period starts around 3 January. Empirical evidence from area-averaged cloud fraction and relative humidity suggests an onset of enhanced moisture on 5 January, while the cloudiness gradually increases and reaches a maximum on around 10 January. This uncertainty demonstrates the challenges in defining the onset of large-scale MJO variability as it interacts with the mesoscale topographic and surface effects of the Maritime Continent archipelago. While defining the MJO onset relative to the WH index is important for consistency with other studies such as Peatman et al. (2014) , we also simplified our analysis by using the empirically defined periods of 5-17 and 18-31 January for analyzing differences in the diurnal precipitation cycle and offshore-propagating precipitation during and after the MJO event.
The remainder of this paper is organized as follows: in section 2, the selection of the test period, the setup of the WRF simulations, and the datasets used in the study are described. In section 3, the rainfall estimates are first compared with rain gauge observations for validation purposes. The average diurnal precipitation cycle over land and water in the New Guinea region is then examined, followed by an analysis of the diurnal cycles of wind, potential temperature, and rain on a cross section through New Guinea. Discussion and conclusions are found in sections 4 and 5, respectively.
Methods

a. Mesoscale model simulations
A 31-day test study period was simulated using the WRF Model version 3.3 (Skamarock et al. 2008) , using a setup similar to that in Hassim et al. (2016) . Initial and boundary conditions were from the ERA-Interim reanalysis (Dee et al. 2011 ). An inner domain with 4-km horizontal grid spacing was one-way nested in an outer domain with 12-km horizontal grid spacing (Fig. 1) . The simulation was initialized on 19 December 2009 and run continuously through to the end of January 2010, so there were no spinup considerations during the test period of 1-31 January 2010. Spectral nudging was used to constrain the simulations to the large-scale circulation for wavenumbers greater than 1000 km for wind, potential temperature, water vapor mixing ratio, and geopotential height above the boundary layer. The cutoff of 1000 km for the spectral nudging was chosen by inspection of the wavenumber spectra (not shown), which indicated that a shorter cutoff would lead to a reduction in the variance of the simulated wind fields relative to a simulation without nudging. Sea surface temperature was updated daily using the real-time global sea surface temperature (high resolution) at a horizontal resolution of 1 /128 (about 9 km at the equator) (Gemmill et al. 2007 ). All model results presented here are from the 4 km domain. Further specifications of the model setup are summarized in Table 1. b. Classification of the study period with respect to the MJO
The 31-day study period from 1 to 31 January 2010 was selected to include a full progression of the MJO through the Maritime Continent. This period was identified as one of the three strongest MJO active periods over the Maritime Continent during the two years of the ''Year of Tropical Convection'' campaign ).
An index commonly used to classify the phase of the MJO is the Wheeler-Hendon (WH) index (Wheeler and Hendon 2004) , which is based on empirical orthogonal function (EOF) analysis of latitudinally averaged winds at 200 and 850 hPa and OLR. The WH index has been used in previous studies of the propagation of the MJO through the Maritime Continent, including Peatman et al. (2014) and Rauniyar and Walsh (2013) , as well as for monitoring and forecasting purposes. The WH index is defined from the principal components of the first two EOFs, which when plotted in polar coordinates form an anticlockwise rotation as the MJO progresses around the equator in an eastward direction. The amplitude of the WH index is indicative of the strength of the MJO, with values less than 1 being considered ''weak.'' The WH index for the study period of January 2010 is shown as the solid line in Fig. 2 , where each dot represents 1 day. With respect to the Maritime Continent, the WH index identifies the period 1-9 January as the lead up to the MJO active period, 10-19 January as an MJO active period, and 20-31 January as the follow-on to the MJO. The period beyond 1 February 2010 is an inactive phase of the MJO, with generally suppressed conditions. February 2010 is the focus of a study by Hassim et al. (2016) . However, the WH index is not the only classification of the MJO. As an alternative, the OLRbased MJO index (OMI), based on EOF analysis of the OLR alone was proposed by Kiladis et al. (2014) . Since it is based only on the OLR, the OMI index may be more sensitive to the modulation of the MJO by the topography of the Maritime Continent that might not show up in the large-scale circulation inputs to the WH index. The OMI is also shown in Fig. 2 (dashed lines) . The OMI is much smoother than the WH index, and classifies the first part of January as MJO active, in contrast to the WH index. According to Kiladis et al. (2014) , the WH index lags the OMI index on average by 1 day, which explains part but not all of the discrepancy. For consistency with other studies, we use the WH index to define the MJO for some aspects of this study. However, given the uncertainty about how the MJO propagates through the Maritime Continent and the difference in the WH and OMI indices, we also consider area-averaged relative humidity, cloud fraction, CAPE, and saturation fraction as local empirical evidence of the onset and decline of the MJO active period (Fig. 3 ). In Fig. 3 , the relative humidity is seen to gradually increase between 1 and 5 January, and stay consistently high from around 5-17 January, followed by rapid drying from 19 January. The CAPE and saturation fraction follow the same trends, leading to an alternative definition of the MJO active period as 5-17 January.
Despite the consistently high relative humidity from 5 to 17 January, the cloud fraction is lower prior to 10 January than after 10 January. This difference in cloudiness will be discussed further in section 3b, where we argue that the high relative humidity in the presence of relatively clear skies promotes favorable conditions for the diurnal precipitation cycle. Interestingly, the onset of enhanced cloudiness on 10 January coincides with the onset of the MJO active period over the Maritime Continent according to the WH index. There is also a temporary decrease in the in the relative humidity on 10 January, just before the onset of increased cloudiness. The origin of this is unclear, and warrants an investigation into whether this is a recurring feature of the MJO onset.
c. Satellite observations
Two satellite precipitation estimates were used for validation of the mesoscale model simulations. Rainfall estimates from the TRMM product 3B42 V7 (Huffman et al. 2007; Goddard Space Flight Center 1998) were available at a horizontal resolution of 0.258 3 0.258 and a temporal resolution of 3 h. TRMM 3B42 V7 (hereafter referred to as TRMM) estimates are derived from spatially and temporally sparse data from passive microwave sensors on polar-orbiting satellites, combined with brightness temperature measurements from geostationary satellites. An adjustment based on monthly rain gauge measurements is retrospectively applied to the 3-hourly estimates. Comparison with gauge data and direct satellite rainfall estimates has indicated that the TRMM rainfall estimates tend to lag gauge estimates by 3-4 h, due to the fact that the brightness temperature measurements are an indirect measure of precipitation (Rauniyar and Walsh 2013; Kikuchi and Wang 2008) .
In contrast to the TRMM rainfall estimates, the Climate Prediction Center morphing technique (CMORPH) (Joyce et al. 2004 ; Climate Prediction Center 2011) is derived from passive microwave signals (PMW) alone. Since the PMW estimates come from a relatively lowfrequency polar-orbiting satellite, the time periods between successive estimates are filled using spatial propagation information based on IR scans from higher-frequency geostationary satellites. CMORPH precipitation estimates are available at a horizontal resolution of 0.088 3 0.088 and a temporal resolution of 30 min. Validation studies of CMORPH rainfall estimates have FIG. 2. MJO indices from Wheeler-Hendon method (solid) and OMI method (dashed). Each dot represents one day in January 2010. Colors on both curves indicate the movement of the MJO through the Maritime Continent as defined by the WH index: lead up 1-9 Jan (green), active 10-19 Jan (red), and follow-on 20-31 Jan (blue). Geographic locations follow the convention of Wheeler and Hendon (2004). generally indicated an underestimation of rainfall, particularly for low rain rates. For example, Sapiano and Arkin (2009) found that CMORPH tended to underestimate rainfall over the tropical Pacific Ocean, and Lo Conti et al.
(2014) found a systematic underestimation of rainfall in the Mediterranean region. Ebert et al. (2007) found that CMORPH underestimated the number of rainy days in Australia, and had a higher probability of low rain rates and a lower probability of high rain rates than gauge estimates. They concluded that the satellites were most accurate in deep convection situations.
d. Rain gauge observations
Daily rain gauge measurements were available from 31 synoptic weather stations in New Guinea (Fig. 4 , as downloaded from http://www.ogimet.com). The daily rain measurements do not reveal any information about the diurnal cycle in precipitation, but can indicate the overall bias in the simulations and satellite estimates. Only those stations with at least 15 daily rainfall observations (including zero rainfall days) out of the possible 31 days in the study period were included in the analysis. The four independent sources of precipitation data used in this analysis are compared in Fig. 4 . The average rain rate for the 31-day test period of January 2010 for the three gridded datasets (TRMM, CMORPH, and WRF) are shown in the left panels, and in the right panels the average monthly bias of each of the gridded datasets compared to rain gauge observations from 31 gauge stations is displayed. The station bias is calculated as bias 5 r grid24 2 r gauge24 ,
where r gauge24 is the average daily rain gauge measurement accumulation for days when data existed, and r grid24 is the average daily rainfall at the nearest grid point to the gauge location for the same set of days as the observations. The TRMM estimates have a bias of less than 5 mm day 21 at all but three locations, and the three locations with higher biases are all located within complex areas of coastal topography, where local precipitation features are unlikely to be resolved by the 0.258 horizontal resolution of TRMM. The CMORPH estimates indicate a systematic over estimate of precipitation, with the bias at many sites exceeding 10 mm day 21 . In particular, all sites along the northeast coast of New Guinea have a positive bias. Interestingly, two of the sites that have a negative bias are located inland, but there are not enough inland sites to draw any conclusions about the relative biases at coastal and inland sites. Like the CMORPH estimates, the WRF-simulated rainfall shows a positive bias along the northeast coast of New Guinea. On the other hand, there is a systematic negative bias for sites located on the small islands to the west of 1338E, which may be because these islands are unresolved or underresolved in the WRF Model and, therefore, are more influenced by sea than land processes in the model. The two stations located over complex inland topography show positive biases, while the single station located on the plains to the southwest of the mountain range has a negative bias. By comparing 24-h rainfall accumulations, we have smoothed the temporal variability in precipitation prior to validation, but we have not smoothed the spatial variability. This means that underrepresentation or small differences in the topography, or small differences in wind direction, could result in the spatial peaks in modeled rainfall being offset slightly, leading to large errors in the rain gauge-based validation. The WRF Model shows a similar pattern of precipitation to TRMM, albeit with larger accumulations over the highest terrain and smaller accumulations over the water. These biases are also discussed in Hassim et al. (2016) , and in the next section. Note that the short time periods and small number of sites considered here makes it impossible to draw general conclusions about precipitation bias in WRF or the two satellite estimates.
b. Variation in wind, cloudiness, and relative humidity profiles with the MJO As the MJO moves through the MC, it affects largescale patterns in cloudiness, winds, and moisture. Because of the complex archipelago, these large-scale effects are modulated by local effects. For example, the cloudiness over the land is influenced by daytime convection associated with radiational heating, and the large-scale wind patterns are modified locally by sea/ mountain and land/valley breezes. These two-way interactions are evident in Fig. 5 , which shows spatially and temporally averaged simulated profiles of U and V wind components, relative humidity, and cloud fraction over sea and land points within the area 108S-58N, 1238-1578E for the three MJO regimes as defined by the WH index in section 2b. The U wind component is weak during the MJO lead-up period, followed by the onset of westerly flow with the MJO active period, as documented in Zhang (2013) . There is a small meridional southerly component of 2-5 m s 21 below 2000 m, which is weakest during the MJO lead-up period. Note that these wind profiles are in fact a combination of the large-scale flow and the sea/mountain and land/valley breezes.
Interestingly, the winds in the active and follow-on periods are nearly identical, implying that the higher precipitation in the active period is more closely linked to the availability of moisture than to forcing from local or large-scale wind conditions. Despite the similar relative humidity in the active and lead-up periods (also seen in Fig. 3 ) both over the land and the water, it is much cloudier over the water above 2000 m in the active period than in the lead-up period as a result of the arrival of the main MJO envelope. This is suggestive of the important role of the cloud cover, and the enhanced solar radiation in explaining the difference in diurnal cycle in precipitation between the lead-up and active periods. In addition, the lighter winds in the lead-up period may be more conducive to the development of the sea breeze/land breeze and mountain and valley wind circulations that have been shown to play an active role in the diurnal precipitation cycle (e.g., Qian 2008; Zhou and Wang 2006) . A larger diurnal cycle in rain rate before the active MJO period is in some ways consistent with the recharge-discharge hypothesis (e.g., Benedict and Randall 2007) , where moistening ahead of the MJO active period together with relatively clear skies excites the diurnal cycle, while the equivalent clear-sky period during the drier follow-on period does not.
c. The diurnal precipitation cycle
The area-averaged diurnal cycles for the area bounded by 108S-58N, 1238-1578E for land and sea areas, respectively, for the three MJO regimes identified by the WH index in section 2b are shown in Fig. 6 . The composite diurnal cycles indicate a peak in rainfall over the land during the late afternoon, and a peak in the rainfall over the sea during the early morning, consistent with results of Yang and Slingo (2001) , Mapes et al. (2003) , Qian (2008) , and Peatman et al. (2014) . The areaaveraged diurnal cycle indicates a large positive bias in the rainfall over the land in the WRF simulations relative to the TRMM and CMORPH data, but the average monthly rainfall (Fig. 4) suggests that most of this difference is originating over the slopes of the topography, where there are few rain gauge measurements to validate either the model or the satellite rainfall estimates. In contrast, along the northeast coast, the difference between the three datasets is less pronounced, and a small bias at Manus Island (circled in Fig. 4a better agreement between the rain rates offshore. The peak in afternoon or evening rainfall over the land in the WRF simulations occurs 4-5 h before that in the satellite rainfall estimates, although the minimum in the diurnal cycle is at 0900 local standard time (LST) in all three datasets. This is somewhat consistent with the results of Hassim et al. (2016) who compared the diurnal cycle in precipitation over the land around Darwin with TRMM 3B42 and ground-based radar measurements. Although they did not find a large bias in rain rate between the WRF and TRMM estimates, possibly due to the lower topography relative to that in New Guinea, there was a lag in the timing of the average daily maximum rain rate in the TRMM data of 2-3 h relative to WRF simulations. Interestingly, in their study, the timing of the diurnal maximum rainfall from the ground-based radar matched well with the WRF simulations, suggesting that at least some of the discrepancy comes from the lag in the TRMM data. This can be partly explained by the established timing errors in the satellite rainfall estimates, as discussed in section 2c. The diurnal precipitation cycle is expected to respond to changes in both cloudiness and moisture. The profiles in Fig. 5 show that the active MJO WH phase has similar moisture to the lead-up phase but more clouds, and that it has more clouds and more moisture than the follow-on phase. Thus, despite the sustained period of convection from 5 to 17 January that intersects the WH lead-up and active periods (Fig. 3) , there do appear to be three distinct periods during the month. The temporal boundaries between these three periods at specific locations within the Maritime Continent may differ from those defined by the WH index as a result of the mesoscale response to the MJO variability, but we choose to use the WH index for consistency with, for example, Peatman et al. (2014) , who suggested that there was a larger diurnal precipitation cycle in the days leading up to the MJO active period. This trend is seen in the diurnal precipitation cycle from the WRF Model, where the largest amplitude over the land is seen the WH lead-up period.
In the TRMM data, the diurnal precipitation cycle over the land is similar in the lead-up and active MJO WH phases, although the 3-hourly resolution of this data means that any small difference might not be resolved. Note that Peatman et al. (2014) also used TRMM data, but looked at the diurnal precipitation cycle over the whole Maritime Continent, while we look only at New Guinea.
In the CMORPH dataset, the diurnal precipitation cycle over the land is also similar in the lead-up and active MJO WH phases. There is, however, an interesting secondary maximum at 1600-1700 LST in the WH lead-up period, which corresponds to the main maximum in the WRF data and is absent, or unresolved in the TRMM data. This secondary maximum at 1600-1700 LST is present only as a weak inflection point in the WH active period, and as a weak maximum in the follow-on period. We hypothesize that this secondary maximum corresponds to afternoon convection forced by radiative heating and sea-breeze and mountain breeze convergence over the topography-processes for which abundant moisture and clearer skies are favorable conditions. These processes appear to dominate the diurnal precipitation cycle in the WRF Model, while the CMORPH data suggests that a more sustained period of rain into the evening is present after this afternoon peak. These results, therefore, are in partial agreement with the results of Peatman et al. (2014) . A longer study over a larger area is necessary to extend this analysis.
Over the sea, the WRF Model and both satellite estimates show the most precipitation in the MJO WH active period, and the least in the MJO WH follow-on period, as expected. In contrast to over the land, the WRF Model has a large negative bias in all but the MJO WH follow-on period. To resolve the spatial patterns in the timing and amplitude of the diurnal cycle in precipitation, a diurnal harmonic was fitted to each grid point for the average diurnal cycle in rain rate for TRMM, CMORPH, and WRF. To increase the number of samples in each average, and considering the similarity between the WH active and lead-up periods in the TRMM and CMORPH data, we here use the empirically determined periods 5-17 and 18-31 January, corresponding to the main convective envelope and subsequent drier period in Fig. 3 . These plots are similar to those presented by Love et al. (2011 ), Peatman et al. (2014 , and Yang and Slingo (2001) , although the model resolution of Dx 5 4 km, and the CMORPH resolution of 8 km mean that the patterns are shown in more detail than has previously been presented over New Guinea. The three datasets all show a tendency for precipitation during the late afternoon and evening over the land, and precipitation propagating over the sea northeastward from New Guinea during the early hours of the morning and into the following day. However, there is a more extensive area where precipitation peaks during the midafternoon (around 1500 LST, green shading) in the WRF simulations than in the TRMM and CMORPH estimates. These areas correspond to some of the largest amplitudes in diurnal precipitation cycle, and are consistent with the discrepancies in timing of the peak precipitation over land in Fig. 6 . The diurnal cycle in precipitation over the land as observed by CMORPH (Fig. 6c) shows two peaks: one at around 1600 LST and one at 2200 LST. Figures 7 and 8 indicate areas with a precipitation maximum in the afternoon (green colors) over low-lying areas in the south and southeast of New Guinea and areas with a maximum in the late evening (red and purple colors) mainly over the topography.
TRMM, CMORPH, and the WRF Model all show a more organized pattern of offshore-propagating precipitation in the period 5-17 January than in the subsequent period of 18-31 January. In the period 5-17 January, coherent bands of precipitation moving offshore to the northeast of New Guinea in all three datasets are evident for a full 24-h cycle, although it is impossible to tell from these plots whether the far offshore precipitation at 0000-0600 LST in the northeast corner of the domain represents a disturbance that has propagated continuously from the coast. In the period 18-31 January, there are similar, but less systematic patterns in offshore propagation.
d. The diurnal cycle of wind and rain on a transect through New Guinea
To examine the offshore propagation of precipitation northeast of New Guinea, the diurnal cycle in rain rate along a transect perpendicular to the main mountain range through New Guinea was calculated for the WRF simulations and for TRMM and CMORPH satellite estimates (Fig. 9 ). This is a similar strategy to that used in Hassim et al. (2016) , but for longer transects. The diurnal precipitation cycle is averaged over the eight transects shown in Fig. 1 . Hovmöller plots for the whole study period show a strong diurnal cycle in both the simulated and observed rain rates, although the rain rates are higher in the WRF simulations over the land and near the coast than in the satellite observations. Propagation of precipitation offshore also follows a diurnal cycle. The sustained period of offshore propagation between 5 and 17 January corresponds to the empirically defined MJO envelope of cloudiness and moisture in Fig. 3 . The onset and decline of this period is well modeled, and the average diurnal precipitation cycle plots show realistic propagation speeds. Even though the modeled rain over the land is too heavy, the far-offshore rain rates are closer to the observed values.
The average diurnal cycles (Fig. 10 ) indicate a timing difference in the onset of precipitation over the land. In the simulations, heavy precipitation begins over the land at around 1700 LST, while the observed heavy precipitation does not begin until about 2100 LST, a phase error of 4 h. The offshore precipitation closest to the coast propagates with an approximate speed of 3-5 m s 21 for WRF, TRMM, and CMORPH, respectively, which is close to the speed found by Hassim et al. (2016) for the MJO-suppressed period of February 2010. Farther offshore, a distinct propagation speed is difficult to uniquely define from the diurnal composites for anything apart from in the lead-up phase, where there a suggestion of faster-moving precipitation between 400 and 800 km from the coast. The offshore propagation in these regions is easier to identify from the daily signals in Fig. 9 .
The WRF, TRMM, and CMORPH simulations have horizontal resolutions of 4, 25, and 8 km, respectively. To determine the extent to which the differences between the three datasets was an outcome of this difference in spatial sampling, the WRF output and CMORPH estimates were both spatially averaged to match the horizontal resolution of TRMM. Little difference between the full resolution and spatially averaged model results was observed (not shown), and it was decided to perform subsequent analysis on the datasets at their respective native resolutions, to avoid losing information through averaging.
A Hovmöller plot of the simulated wind component perpendicular to the coastline is shown in Fig. 11 , averaged over the same eight transects as Fig. 9 , and the corresponding average diurnal cycles in the anomaly of the perpendicular wind component over the empirically determined periods 5-17 and 18-31 January are shown in Fig. 12 , together with contours of rain rate. The coastline is orientated at an angle of 208 to the equator, so the perpendicular wind component is close to the meridional wind. The diurnal pattern in perpendicular wind component close to the coast is dominated by the sea-breeze-land-breeze circulation, where the sea-breezeland-breeze direction is shown in red and blue, respectively. The perpendicular wind anomalies (Fig. 12) indicate that the precipitation propagating 100-200 km offshore in the early morning as a squall line with a propagation speed of 3-5 m s 21 (shown as heavy dashed lines in Fig. 12) is closely mirrored by a seaward wind anomaly. This wind anomaly appears to initiate over the slopes of the topography, suggesting that it is a combination of the landbreeze and the katabatic downslope flow.
Farther offshore, the diurnal variations in the perpendicular wind component extend to more than 800 km from the coast, consistent with the characterization by Rotunno (1983) (shown as a dash-dot line in Fig. 12 ), although the irregular leading edge of the land-breeze (cooling) phase of the oscillation is suggestive of superposition of wave modes of differing vertical wavelength. There is also an obvious diurnal cycle in precipitation offshore that appears to be associated with the complex transition from sea-breeze (heating) to land-breeze (cooling) anomaly. The precipitation appears to propagate with a speed of 12-18 m s 21 (shown as heavy solid lines in Fig. 12) , although this may reflect convergence associated with the combination of more than one phase speed.
The average diurnal cycle in precipitation and perpendicular wind speed averaged over distances of 0-50, 400-500, and 675-775 km from the coast for the periods 5-17 January (lead up-active) and 18-31 January (follow-on) (Fig. 13) shows the association between the peak rain rate and the onset of the seaward phase of the sea-breeze oscillation. The wider range of distances over which the averaging is done for Figs. 13b and 13c takes into account the greater spatial distribution of systematic precipitation patterns as the distance from the coast increases. Note that the full perpendicular wind component is shown here, while Fig. 12 is based on the anomalies in the perpendicular wind component.
In both periods, the seaward (positive) peak in u perp occurs progressively later as the distance from the coast increases. In the period 18-31 January the average u perp never becomes positive due to the stronger background winds, but its phase still matches that in the period 5-17 January and can just as readily provide convergence or identify cooling that initiates convection. Indeed, the anomalies in u perp (Fig. 12) , and implied convergence/ cooling that is generated are similar in both periods. Consistent with earlier results, we see a stronger diurnal precipitation cycle for the period 5-17 January (with a peak rain rate of 2.5 mm h 21 ) than 18-31 January (with a peak rain rate of 1.5 mm h 21 ) close to the coast. The diurnal precipitation cycle appears to be in phase, or leading by a few hours, the diurnal cycle in u perp in all cases other than at 675-775 km in the period 5-17 January. In this case, we see heavier precipitation than at 400-500 km offshore, and with a weak diurnal cycle that appears decoupled from the diurnal cycle in u perp . There is a weak diurnal cycle, with a maximum at 2100 LST and a minimum at 1300 LST.
Perpendicular wind anomaly contours on the transect through New Guinea as a function of distance and height are shown in Fig. 14, together with liquid water mixing ratio contoured as shades of purple. Potential temperature anomaly contours on the same axes are shown in Fig. 15 . The potential temperature indicates a warm anomaly that extends seaward and upward from the land, starting between 1000 and 1300 LST. The warm anomaly gives way to a cold anomaly once radiational cooling and latent cooling from the afternoon precipitation begin at around 2200 LST. A vertical wave pattern with a wavelength of around 12-16 km is evident at all times, except for around 1000 LST when temperature anomalies are small and weakly negative at all levels. The perpendicular wind anomalies show a similar pattern, although the signal is disrupted near the coast, presumably by the interaction between the mountain/ valley winds and land/sea breezes. At most times and locations, a single vertical wave pattern can be seen in Fig. 15 between the surface and around 12 000 m. However, there is some evidence for shallower waves, for example, at 600 km offshore at 0100 LST, there is a cooling anomaly at the surface, heating at 3000 m, cooling at 7000 m, and heating at 11 000 m, which is suggestive of a vertical wavelength of around 8000 m and a phase speed of 13 m s 21 .
Discussion
We used the WRF Model to study the diurnal cycle of precipitation during a single propagation of the MJO through the MC. The high-resolution, gridded coverage of the mesoscale model allowed us to study the physical processes behind the diurnal precipitation cycle and the offshore propagation of precipitation that starts during the early morning each day. This study suggested that there are two main mechanisms for offshore propagation of precipitation, each with their own propagation speed. First, precipitation initiated by convergence from the land-breeze/katabatic flow moves offshore nearly every day in the study period with a similar speed, although the amount of precipitation is modulated by the available moisture, and the seaward extent of the land breeze depends on the background flow. During the MJO follow-on period, the component of the background wind speed in the onshore direction is strongest, which apparently limits the seaward extent of the offshore-propagating convection.
The second mechanism is gravity wave modulation of precipitation, which is seen on many of the days in the 31-day test period, but is dependent on favorable conditions. Gravity waves are known to modify convection through wave-induced convergence and the influence of vertical displacements on the moist stability. A number of studies (e.g., Mapes et al. 2003; Lane and Reeder 2001; Lac et al. 2002; Tulich and Mapes 2010, and others) have demonstrated that gravity waves generated by convection (or simply diabatic heating/cooling) propagate away from their source and can destabilize the region. This process can initiate new convection (e.g., Tulich and Mapes 2008; Shige and Satomura 2000) or lead to coupling between the waves and the cloud population (e.g., Lane and Zhang 2011) . Offshorepropagating gravity waves, generated over land, have been identified as an important contributor to offshore rainfall (e.g., Mapes et al. 2003; Love et al. 2011; Hassim et al. 2016) . In this case the strongest gravity wave propagation occurs during the MJO WH active and lead-up periods, which is when more moisture is available (Fig. 5 ). This moisture not only means that convection is more likely to be initiated by offshore destabilization by gravity wave cooling, but also that there is more rainfall over the land during the afternoon, leading to greater evaporative cooling near the surface. Evaporative cooling, together with radiational cooling during the night, is then responsible for a stronger cold anomaly phase of the gravity wave-consistent with the arguments of Hassim et al. (2016) , who demonstrated the importance of diabatic cooling in the generation of diurnally generated gravity waves. The periodic variations in heating anomalies seen in Fig. 15 outward from the coast are reminiscent of the rays of internal-inertial waves described by Rotunno (1983) in his linearized theory that considers the diurnal heating and cooling of the land as an oscillating energy source. Rotunno (1983) argued that the horizontal extent of the sea breeze at the surface was governed by the vertical length scale of the heating, which could be characterized by the boundary layer height if purely radiative heating effects were considered. In our case, using a heating scale of 3500 m and Brunt-Väisälä frequency, N 5 0.01 21 , Rotunno's theory gives a horizontal scale at the surface of around 500 km. However, deep convection over land dictates a heating scale that extends to around 10 km as a result of moist diabatic processes, resulting in a deeper sea-breeze disturbance with a greater horizontal length scale than that predicted by Rotunno. This aspect of the tropical sea-breeze oscillation was addressed by Hassim et al. (2016) , who showed that in a dry simulation, the vertical extent of the diurnal gravity wave was limited to the boundary layer height, and FIG. 11 . Transects through New Guinea of the wind component perpendicular to the New Guinea coastline (red and blue shading) at a height of 78 m above ground level from WRF Model simulations. Blue (positive) is away from the coast (land-breeze direction) and red (negative) is toward the coast (sea-breeze direction). Black and gray contours are the hourly rain rate: 0.5 (gray) and 3 mm h 21 (black). that a shorter horizontal length scale ensued. This raises the interesting question of whether for days with little or no convection over the land, a correspondingly shallow sea-breeze circulation is seen, although there were no such days in our study period to test this. As discussed by Rotunno (1983) , an internal gravity wave emanating from an oscillatory heat source will extend upward and outward with an angle of (v 2 2 f 2 ) 21/2 N 21 , which for a latitude of 238 and N 5 0.01 s 21 , gives an angle of 0.48, of similar magnitude to the slope of the propagating potential temperature anomalies in Fig. 15 (around 0.38-0.58) .
From the dispersion relation for a two-dimensional hydrostatic gravity wave with horizontal wavelength l x much greater than vertical wavelength l z , the horizontal propagation speed c is a function of the stratification and vertical wavelength, as well as the background wind speed:
where N 5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi (g/u)(du/dz) p is the Brunt-Väisälä frequency and u is the background flow. The vertical fluctuations in potential temperature anomaly in Fig. 15 do not indicate a single dominant vertical wavelength, but there is generally a single maximum and minimum within the lower 10-12 km of the atmosphere, corresponding to phases of an n 5 3 gravity wave mode with a wavelength of two-thirds of the tropopause height as discussed in Lane and Zhang (2011 ), Tulich and Mapes (2008 ), and Tulich et al. (2007 . Such waves are known to couple to convection. Using this vertical wavelength and ignoring the contribution from the mean flow gives c ' 20 m s 21 , which is close to the propagation speed of the precipitation anomalies in Figs. 10 and 12. Tulich et al. (2007) also consider shallower (slower) waves, and there may be a contribution from shallower waves contributing to the propagation speed of far-offshore precipitation. Since N and l z do not vary much in time or space, the major source of variation in c is the background flow. In this case, if we adjust for the background wind speed, then assuming a similar pattern and timing of gravity wave propagation each day, the temperature anomaly profiles at a particular time of day and distance from the coast should converge. Profiles of potential temperature anomaly u 0 at a distance of 600 km from the coast at 0400 and 1600 LST are shown in Figs. 16a and 16c , respectively, for the WH lead-up, active, and follow-on MJO phases. Classification into the three periods is justified here, given the differences in background wind speed and direction as well as cloudiness and moisture. Assuming that the disturbances are initiated at approximately the same time each day, the distance traveled by the wave a certain number of hours later will depend on the background flow as well as the characteristics of the wave. To remove this dependence, the nominal distance of 600 km from the coast is crudely adjusted relative to the case with no background flow by the ratio (u 1 c 0 )/c 0 , where u is the wind component perpendicular to the coast, vertically averaged between the ground and 10 km at a distance of 600 km from the coast, and c 0 is the gravity wave propagation speed [Eq.
(2)] for a case with no background flow. This adjusts for the fact that on a day with a positive (negative) background flow, the wave disturbance will have traveled a greater (smaller) distance by a given time than on a day with no background flow. Equivalent profiles to Figs. 16a and 16c are shown in Figs. 16b and 16d , but at the adjusted distance of d adj from the coast:
where d nom is the nominal distance of 600 km. The vertically averaged background flow varies between 25.0 and 0.7 m s 21 . The adjusted profiles arguably show closer agreement between the temperature anomalies during the three periods, especially below 7000 m. In the adjusted profiles, the peaks in temperature anomaly are larger, particularly in the active and lead-up phases at 0400 LST, because there is less smoothing due to varying propagation speeds, and there is greater agreement between the time periods. The implication of this result is that the excitation of a diurnally varying potential temperature anomaly propagating outward and upward from the coast is a remarkably consistent feature, although the anomalies are weaker during the MJO follow-on phase, most likely due to a reduced contribution from diabatic effects. The analysis is limited by the use of a single background flow and propagation speed. The actual impact of the background flow on the propagation speed of the temperature perturbation will be the horizontally integrated effect of all background wind speeds along the trajectory of the wave. Furthermore, by vertically averaging the background flow, the impact of vertical wind shear on the propagation speed has been ignored.
The influence of the background flow on the extent of land-breeze convergence and gravity wave propagation of precipitation is consistent with Ichikawa and Yasunari (2008) , who showed Hovmöller plots of precipitation on transects through New Guinea based on TRMM data, similar to Fig. 6 . Under westerly flow conditions, they calculate an initial propagation speed from the mountain slopes to the plains below of 2-3 m s 21 , and a subsequent propagation speed offshore of 7-8 m s 21 farther offshore. However, there is some sign that the propagation speed slows down as the precipitation moves offshore, and the calculation of 7-8 m s 21 may reflect an initial slower propagation with the land breeze and a subsequent faster gravity wave propagation, which are difficult to separate using the 25-km resolution TRMM data. Under easterly flow conditions, the propagation is entirely to the southwest. Our study does not cover a period of easterly flow conditions, but results of Ichikawa and Yasunari (2008) show that under unfavorable conditions, the northeasterly propagation will stop altogether. Expanding the results in this paper to the full MJO cycle and averaging over several years is an important area for further work.
The reliance on high-resolution mesoscale modeling was both a strength and a weakness of this study. The gridded, high-resolution simulations made it possible to distinguish the different propagation mechanisms in a way that would have been impossible using observations alone. Validation against TRMM and CMORPH precipitation estimates and against 24-h rain gauge accumulation measurements, as well as agreement with results in the literature suggested that the WRF simulations were realistic enough to use for this work, although timing errors of several hours seem likely given the discrepancy in diurnal cycles over the land (Fig. 6) . As described by Zhou and Wang (2006) and seen in Fig. 7 , rainfall peaks over the mountains in the afternoon and on the coastal plains close to midnight. There is a hint of this bimodal daily rainfall distribution over the land in the 30-min rainfall observations from CMORPH (Fig. 6c ) that is obscured by the coarse temporal resolution of the TRMM data, with a main peak at about 2300 LST and a secondary peak at 1700 LST. The diurnal peak in the precipitation over the land in WRF is at 1700 LST, which matches well with the secondary peak in the CMORPH data. The pattern of rainfall described by Zhou and Wang (2006) , which is also seen in the sequence of plots in Fig. 15 , could suggest that the WRF Model is overpredicting the afternoon convection over the mountains, and underpredicting the late evening precipitation over the coastal plains. This hypothesis is consistent with the larger areas of afternoon rainfall in Fig. 7 (green-yellow areas along the peak of the topography) for the WRF simulations than for the CMORPH simulations, and indicates an area for potential model development.
Timing errors in the satellite precipitation estimates may also contribute to the discrepancy in the timing of FIG. 16 . Profiles of potential temperature anomaly at (a),(b) 0400 and (c),(d) 1600 LST for MJO phases 3-4 (blue), phases 4-5 (gray), and phases 6-7 (green). (a),(c) Profiles at a distance of 600 km from the coast. (b),(d) Profiles at a distance of 600 km from the coast, with an adjustment for the vertically averaged mean wind speed. the afternoon precipitation peak over the land. Because the TRMM estimates are based on IR satellite images that tend to sample the developed phase of deep convection, it has been suggested that there is a phase lag of 3-4 h relative to gauge measurements (Rauniyar and Walsh 2013; Yamamoto et al. 2008; Kikuchi and Wang 2008) . The CMORPH estimates rely on atmospheric motion vectors to interpolate the position of precipitating systems between consecutive polar-orbiting satellite scans.
Understanding propagating convective systems in the tropics is of immediate relevance to the correct parameterization of precipitation in global climate models (GCMs). As discussed by Moncrieff et al. (2012) , representation of mesoscale organization and associated upscale effects in GCMs with parameterized convection remains a significant scientific challenge. Convectionpermitting models such as the WRF Model used in this study allow us to better understand the physical processes associated with tropical convection and its diurnal cycle, which is fundamental to improving convective organization in large-scale models with parameterized convection.
The analysis presented here is limited by being based on only one 31-day study period, which encompasses the evolution of a single MJO event in the Maritime Continent region through its lead-up, active, and follow-on phases. The work would greatly benefit from being put into the context of a long study period. One reason for this is because of the influence of tropical storms and tropical cyclones in the study period, which in a longer study could be filtered out. In particular, during the current study period, Tropical Cyclone Olga developed over the Coral Sea on 22-23 January and made landfall just south of Cairns in northern Australia on 25 January, before crossing Cape York Peninsula and looping through the Gulf of Carpentaria during the period 26-30 January. This event corresponds with the ''MJO follow-on'' period, and the enhanced daily precipitation amplitudes are visible in both the WRF simulations and CMORPH estimates in Fig. 8 .
Conclusions
In this study, it was shown that the diurnal cycle in precipitation over New Guinea could be simulated by the WRF Model with a horizontal resolution of 4 km. The WRF simulations and two different satellite precipitation estimates indicated that there were two distinct speeds of propagating precipitation from the land to the open sea northeast of New Guinea. Precipitation propagating with the land-valley breeze persisted for the first 100-200 km offshore, and moved with a speed of 3-5 m s 21 on most days during the 31-day study period. Farther offshore, faster moving bands of precipitation could be detected with propagation speeds of around 12-18 m s 21 , particularly during the lead-up and active MJO phases.
The far-offshore precipitation was associated with potential temperature anomalies extending upward and outward from the coast, which were gravity waves generated by the diurnally oscillating heat source at the surface. The propagation speed is roughly consistent with a theoretical gravity wave propagation speed based on the Brunt-Väisälä frequency and a vertical wavelength corresponding to two-thirds of the tropopause height, plus a Doppler shift due to the background wind speed. Adjustment of the average potential temperature anomaly profile at a distance of 600 m from the coast by the background wind speed causes the profiles to collapse onto a single curve below about 7000 m. This suggests that gravity wave generation is present, even when there is insufficient moisture to generate convection, as in the MJO followon phase.
In the lead-up and active MJO periods, the areaaveraged relative humidity was similar, but the westerly wind component and cloudiness increased in the active period relative to the lead-up period, which is consistent with a larger diurnal cycle and enhanced offshore propagation in the lead-up period. The wind remained similar between the active and follow-on periods, but a decrease in cloudiness and moisture meant that less convection was generated.
Large differences in the magnitude and timing of the late afternoon peak in precipitation over the land between the WRF simulations and the satellite precipitation estimates from TRMM and CMORPH can be attributed to both model errors, and to biases and timing errors in the satellite products. Further validation of both the model and the satellite precipitation estimates is necessary to examine these differences.
This study focused on a single MJO event in the Maritime Continent. Further work is necessary to place the results into a climatological context, and to expand the result to include all phases of the MJO. The results have interesting implications for climate models, given the significant rain rates offshore that are related to mesoscale processes such as the land/valley-sea/mountainbreeze circulations and gravity wave propagation that are largely unresolved in climate models.
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