We consider a parametric semilinear Dirichlet problem with an unbounded and indefinite potential. In the reaction we have the competing effects of a sublinear concave term and of a superlinear convex term. Using variational methods coupled with suitable truncation techniques, we prove two multiplicity theorems for small values of the parameter. Both theorems produce five nontrivial smooth solutions, and in the second theorem we provide precise sign information for all the solutions.
Introduction
Let Ω ∈ R N be a bounded domain with a C 2 -boundary ∂Ω. In this paper we study the following parametric nonlinear Dirichlet problem: 
2.3
Then c η and c are a critical value of ϕ.
In the analysis of problem P λ , in addition to the Sobolev space H 1 0 Ω , we will also use the Banach space
This is an ordered Banach space with positive cone:
2.5
This cone has a nonempty interior given by int C u ∈ C : u z > 0 ∀z ∈ Ω, ∂u ∂n z < 0 ∀z ∈ ∂Ω , 2.6
where n · is the outward unit normal on ∂Ω.
In the proof of the second multiplicity theorem and in order to produce a nodal sign changing solution, we will also use critical groups. So, let us recall their definition. Let ϕ ∈ C 1 X and let c ∈ R. We introduce the following sets: where U is a neighbourhood of x 0 , such that K ϕ ∩ ϕ c ∩ U {x 0 }. The excision property of singular homology implies that this definition is independent of the particular choice of the neighbourhood U.
Using the spectral theorem for compact self-adjoint operators, we can show that the differential operator
has a sequence of distinct eigenvalues { λ k } k 1 , such that λ k −→ ∞ as k −→ ∞.
2.10
The first eigenvalue is simple and admits the following variational characterization:
: u ∈ H 
2.12
Moreover, the corresponding eigenfunction u ∈ C 1 0 Ω does not change sign, and in fact we can take u z > 0 for all z ∈ Ω see Gasiński and Papageorgiou 9 . Using 2.11 and this property of the principal eigenfunction, we can have the following lemma see Gasiński and Papageorgiou 9, Lemma 2.1 . iii There exist constants c 1 , c 2 > 0, 1 < q < μ < 2 and δ 0 > 0, such that
iv For every > 0, we can find γ > 0, such that for almost all z ∈ Ω the map − , ζ −→ g z, ζ γ |ζ| q−2 ζ is nondecreasing.
2.19
Remark 2.3. Hypothesis H g ii implies that for almost all z ∈ Ω, the function g z, · is strictly sublinear near ±∞. Hence g z, · is the "concave" component in the reaction of P λ the terminology "concave" and "convex" nonlinearities is due to Ambrosetti 1 . Note that hypothesis H g iii implies that for almost all z ∈ Ω, the function g z, · has a similar growth near 0 that is, we have a concave term near zero. Hypothesis H g iv is weaker than assuming the monotonicity of g z, · for almost all z ∈ Ω.
i There exist a ∈ L ∞ Ω , c > 0 and r ∈ 2, 2 * , such that f z, ζ a z c|ζ| r−1 for almost all z ∈ Ω, all ζ ∈ R.
2.20
ii We have
iii There exist functions η 0 , η 0 ∈ L ∞ Ω , such that η 0 z λ 1 for almost all z ∈ Ω, η 0 / λ 1 and
uniformly for almost all z ∈ Ω.
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2.23
Remark 2.4. Hypothesis H f ii implies that for almost all z ∈ Ω, the function F z, · is superquadratic near ±∞. Evidently, this is satisfied if the function f z, · is superlinear near ±∞, that is, when
So, f z, ζ is the "convex" component of the reaction which "competes" with the "concave" component g z, ζ .
Note that in H f , we did not include the Ambrosetti-Rabinowitz condition to characterize the superlinearity of f z, · . We recall that the Ambrosetti-Rabinowitz condition says that there exist τ > 2 and M > 0, such that
Integrating 2.25 and using 2.26 , we obtain the weaker condition c 3 |ζ| τ F z, ζ uniformly for almost all z ∈ Ω, all |ζ| M.
2.27
Therefore, for almost all z ∈ Ω, the function
is superquadratic with at least τ-growth near ±∞. Hence the Ambrosetti-Rabinowitz condition excludes superlinear perturbations with "slower" growth near ±∞. For this reason, here we employ a weaker condition. So, let
We employ the following hypothesis. 
2.32 by virtue of the Poincaré inequality . We mention that the notation · will be also used to denote the R N -norm. It will always be clear from the context which norm is used. For
For a given measurable function h : Ω × R → R e.g., a Carathéodory function , we set
For the properties of the operator A we refer to Gasiński and Papageorgiou 11, Proposition 3.1, page 852 . 
Solutions of Constant Sign
In this section, for λ > 0 small, we generate four nontrivial smooth solutions of constant sign two positive and two negative . To this end, we introduce the following modifications of the nonlinearities g z, · and f z, · :
with c 1 > 0 as in 2.14 . These modifications are Carathéodory functions. We set
and consider the C 1 -functionals ϕ Proof. We do the proof for ϕ λ , the proof for ϕ
for some M 1 > 0 and
From 3.5 , we have
with ε n 0. In 3.6 we choose h −u
Abstract and Applied Analysis 9 see 2.14 , and hence
From 3.4 and 3.9 , we have
Adding 3.10 and 3.11 , we obtain
for some M 3 > 0 see 2.29 for the definition of ξ λ .
Arguing by contradiction, suppose that the claim is not true. Then by passing to a subsequence if necessary, we may assume that u n −→ ∞.
3.13
Let y n u n u n ∀n 1. 3.14 Then y n 1 ∀n 1.
3.15
And so, passing to a subsequence if necessary, we may assume that
If y / 0, then
recall that y 0 . So, by virtue of hypotheses H g ii and H f ii , for almost all z ∈ Ω , we have
3.19
Then Fatou's lemma implies that
But from 3.4 and 3.9 , we have
for some M 5 > 0 since the sequence {σ y n } n 1 is bounded in R . Comparing 3.20 and 3.22 , we reach a contradiction. So, we have y 0. We fix μ > 0 and set 
Since u n → ∞, we can find n 0 1, such that
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Let t n ∈ 0, 1 be such that
By virtue of 3.26 , we have
3.28
Note that
This fact together with 3.25 and 3.28 implies that
for some n 1 n 0 . Since μ > 0 is arbitrary, we infer that ϕ λ t n u n −→ ∞.
3.31
for some M 6 > 0 see 3.4 and 3.9 . Hence 3.31 implies that there exists n 2 n 1 , such that
And so from the choice of t n , we have By virtue of the claim and 3.9 , we have that the sequence {u n } n 1 ⊆ H 1 0 Ω is bounded. So, we may assume that
In 3.6 we choose h u n − u, pass to the limit as n → ∞, and use 3.42 . Then Our aim is to apply Theorem 2.1 the mountain pass theorem to two functionals ϕ λ and ϕ − λ . We have checked that both functionals satisfy the Cerami condition. So, it remains to show that they satisfy the mountain pass geometry as it is described in Theorem 2.1.
The next proposition is a crucial step in satisfying the mountain pass geometry for the two functionals ϕ λ and ϕ − λ . Proposition 3.2. If hypotheses H g and H f hold, then there exist λ * ± > 0, such that for every λ ∈ 0, λ * ± , we can find
Proof. Hypotheses H g i and ii imply that for a given ε > 0, we can find c 4 c 4 ε > 0, such that
Similarly hypotheses H f i and iii imply that for a given ε > 0, we can find 
3.61
With the next proposition we complete the mountain pass geometry for problem P λ .
Proposition 3.3. If hypotheses
Proof. By virtue of hypotheses H g i and ii , for a given ε > 0, we can find c 8 c
Similarly, hypotheses H f i and ii imply that for any given ξ > 0, we can find c 9 c 9 ξ > 0, such that 
3.69
Proof. Propositions 3.1, 3.2, and 3.3 permit the application of the mountain pass theorem see Theorem 2.1 for the functional ϕ λ , and so we obtain u 0 ∈ H 1 0 Ω , such that We can improve the conclusion of this proposition by strengthening the condition on the potential β: 
Proof. From Proposition 3.4, we already have two solutions:
We have To continue and produce additional nontrivial smooth solutions of constant sign, we need to keep hypotheses H β .
Proposition 3.7. If hypotheses H g , H f
, H 0 and H β hold and λ ∈ 0, λ * , then problem P λ has at least four nontrivial smooth solutions of constant sign:
Proof. From Proposition 3.6, we already have two solutions:
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We introduce the following truncation perturbation of the reaction of the problem P λ :
This is a Carathéodory function. We set
and consider the C 1 -functional ψ λ :
Claim 2. We have K ψ λ ⊆ u 0 , where
On 3.88 we act with Claim 3. We may assume that u 0 is a local minimizer of ψ λ . Let μ ∈ λ, λ * , and consider problem P μ . As we did in the proof of Proposition 3.4, via the mountain pass theorem, we obtain a nontrivial smooth positive solution u μ , and by virtue of the strong maximum principle, we have u μ ∈ int C see the proof of Proposition 3.7 . Then
see H g iii and recall that λ < μ . We consider the following truncation perturbation of the reaction of problem P λ :
3.94
This is a Carathéodory function. We set So, we have proved that thus u λ ∈ int C as in the proof of Proposition 3.6 and it is a solution of P λ . If u λ / u 0 , then this is the desired second nontrivial positive smooth solution of P λ . So, we may assume that u λ u 0 and that there is no other solution of P λ in the order interval
We introduce the following truncation of γ λ z, · :
This is a Carathéodory function. We set 
for almost all z ∈ Ω recall that the function ζ → ζ q−1 is locally Lipschitz ; thus
Abstract and Applied Analysis 23 see Struwe 13 and Pucci and Serrin 14, page 120 . So, we have that
Note that By virtue of Claim 3, as in Gasiński and Papageorgiou 17, proof of Theorem 3.4 , we can find λ ∈ 0, 1 small, such that
3.128
As in Proposition 3.4, for u ∈ int C with u 2 1, we have ψ λ t u −→ −∞ as t −→ ∞.
3.129
Note that ϕ λ ψ λ − ξ λ with ξ λ ∈ R. Hence by virtue of Proposition 3. 
In a similar way, using v 0 ∈ −int C , we define
and consider the C 1 -functional ψ
Reasoning as above, using this time ψ
, we obtain a second negative smooth solution v ∈ −int C of problem P λ , such that
3.138
Five Solutions
In this section, we prove two multiplicity theorems, establishing five nontrivial smooth solutions when λ ∈ 0, λ * . In the second multiplicity theorem, we provide sign information for all the solutions i.e., we show that the fifth solution is actually nodal . 
Proof. From Proposition 3.7, we already have four nontrivial smooth solutions of constant sign:
We consider the following truncation perturbation of the reaction of problem P λ :
4.3
and consider the
From 4.3 , it follows that ψ * λ is coercive. Also, it is sequentially weakly lower semicontinuous. So, we can find
As in the proof of Proposition 3.7, using 3.98 , we show that regularity theory; see Struwe 13 , and it solves problem P λ . Moreover, as in the proof of Proposition 3.7, using hypotheses H g iv and H f iv , we also show that
Next we will improve the conclusion of Theorem 4.1 and show that the fifth solution y 0 is nodal sign changing . To do this we need to strengthen a little bit the hypotheses on f z, · .
The new hypotheses of f are the following: 
4.21
We consider the following auxiliary Dirichlet problem:
Here c 1 > 0 and q ∈ 1, 2 are as in hypothesis H g iii and c * > 0 is as in 4.21 . 
4.36
Since q < 2, the function ζ → λc 1 ζ q−1 − c * ζ /ζ is strictly decreasing on 0, ∞ . Hence, from 4.36 , we infer that u v. This proves the uniqueness of the nontrivial positive solution u λ ∈ int C of problem Q λ .
The oddness of problem Q λ implies that v λ −u λ ∈ −int C is the unique nontrivial negative solution of Q λ .
Using Proposition 4.3, we can show that problem P λ for λ ∈ 0, λ * has extremal constant sign solutions; that is, it has a smallest nontrivial positive solution and a biggest nontrivial negative solution.
