A methodology for designing nonlinear estimators with convergent linear error dynamics is presented. The approach is based on differential geometric transformation of nonlinear systems, and extends previous theory to a more general class of dynamic systems. In the case where available measurements are insufficient to handle the system nonlinearities, the design methodology requires the introduction of additional states in the estimator. These estimators are termed as Differential-Geometric Filters in the present work. Several examples are given to illustrate this new design methodology. The technique is applicable to a large class of nonlinear estimation problems encountered in target tracking, adaptive control and flight data analysis. Extension of the theory to the design of optimal estimators is outlined.
I. Introduction
stimators play a central role in the guidance, navigation and control flight vehicles. The estimator uses the system dynamics together with the available measurements to form the state estimates. Recent research initiatives in adaptive flight control systems [1] [2] [3] have further focused attention on the design of efficient nonlinear estimators for simultaneous state-parameter estimation.
Linear state estimator design has been discussed extensively in the early literature on automatic control. In the deterministic case, observers can be designed using linear system theory 4 . The optimal estimation problem in the presence of white-Gaussian additive noise components can be shown to lead to the well-known Kalman filter 5 . From the outset of the theory, it was clear that important problems such as the simultaneous estimation of states and parameters are inherently nonlinear, and cannot be handled using the classical Kalman filter theory. Using arguments similar to that used for the derivation of controllers for nonlinear dynamic systems, the linear theory has been extended to nonlinear systems, and is generally known as the Extended Kalman Filtering 5 (EKF) theory. The development is based on Taylor series linerized system dynamics and measurement equations. Several variations of the EKF theory have been proposed in the literature 5 . Other nonlinear estimation methods such as the Unscented Kalman Filter and Particle Filter have also been advanced in the recent literature 6 . However, these methods do not have deterministic analogs, unlike the Kalman filter which becomes the observer in the deterministic case.
The objective of this paper is to present the derivation of uniformly convergent estimators for nonlinear dynamic systems using differential geometric 7 transformations. Over the past two decades, techniques for the control of nonlinear dynamic systems using state transformations [8] [9] [10] have reached a high level of sophistication. In this approach, the nonlinear dynamic system is first transformed into a linear time-invariant form using state-dependent transformations. The control system design is carried out using the linear time-invariant dynamics. The linear control law is subsequently inverse-transformed to yield the nonlinear feedback control law. Since linear control system design techniques can be used for control law design, the main task is that of finding the state-depended transformations. It has been shown that such transformations can be found for a wide variety of flight vehicles [11] [12] [13] [14] [15] [16] and other dynamic systems. This approach is generally termed as the feedback linearization technique, since the linearizing transformations are derived using feedback measurements.
Feedback linearization approach has been extremely successful in flight control system design for highperformance aircraft and missiles. More recently, the adaptive flight control community has adopted the feedback linearized structure of the system dynamics as the basis for several designs [1] [2] [3] , including some based on neuralnetworks.
While feedback linearization approach has been effective for nonlinear control, its application to the estimation problem has not received the same degree of attention. The purpose of this paper is to first examine the methodology existing in the literature for the class of nonlinear dynamic systems of interest to the aerospace community, and then present extensions to address the more general nonlinear estimation problem.
The general problem considered in this paper is the design of a nonlinear estimator for a system with nonlinear dynamics and measurement equations of the form:
( ) x h y = (2) The system is assumed to have n states and m measurements; with m ≤ n. In order to simplify the development, no control variables are included in the dynamics.
The objective is to design an estimator of the form:
( )
Such that:
. The challenges in designing this estimator are the nonlinearities in the state equations (1) and the measurement equations (2) .
The methodology described in the literature 8, 9 requires the system dynamics to be transformed in terms of outputs and their derivatives of the form:
If all the elements of the state vector z appearing in the nonlinear functions g(z) are available as measurements, the functions on the right hand sides of (4) can be considered to be purely functions of time, and the estimator design can be carried out using linear observer theory. The estimator will then be of the form:
It can be readily verified that the error dynamics is of the form:
For appropriate choice of the estimator gain L, the error dynamics will converge to zero, guaranteeing that z ẑ → as ∞ → t . The system states estimates x can be found using the inverse transform of the output equation, symbolically represented here as:
The most important feature of the estimator in Equation (6) is that its convergence is independent of the initial value of the estimates. As long as the singularities of the nonlinear functions g(y) are avoided, the estimator is guaranteed to converge to true values of the transformed states.
However, the major weakness of the foregoing development is that it assumes that all the measurements required for the computation of the nonlinear functions g(.) in the transformed system are available. Unfortunately, important problems in estimation theory involve situations where all the measurements required to satisfy the above requirement may not be available. The theory discussed in References 8 and 9 do not discuss this important general problem at all, leading the reader to conclude that such problems cannot be handled by the theory of nonlinear transformations.
The purpose of this paper is to extend the design methodology for the most general case wherein no restrictions are placed on the number of measurements, except that the system is observable through the measurements. The next section will present an overview of the nonlinear estimator design methodology discussed in References 8 and 9, with a view to motivating the more general case discussed in Section III. Nonlinear estimator design examples will be presented in Section IV and V. Section VI will discuss the extension of the present development to address the design of optimal nonlinear estimators.
II. Differential Geometric Estimator Design -Existing Theory
A general theory of estimator design for nonlinear dynamic systems based on differential geometric principles has been discussed in References 8 and 9. The approach will be reviewed in the following to motivate the extensions advanced in this paper. The nonlinear estimator design procedure will be discussed with respect to a two state example. Consider a dynamic system with two states and two measurements given by:
It will be assumed that the output equations (9) can be inverted in terms of the states, i.e., ( )
Note that the inversion implied in (10) need not be analytically accomplished. The following development is equally valid for the case of numerical inversion. Next, differentiate the output equations (9) with respect to time and substitute for the state equations to yield the transformed system:
Since the nonlinear functions on the right hand sides of Equations (11) and (12) can be computed from the given measurements, they can treated as functions of time. Consequently, linear observer theory can be used to design the estimator. The estimator is then of the form: (15) Note that the nonlinear functions on the right hand sides of Equations (14) and (15) are evaluated using the measurements. The error dynamics equations can be derived by subtracting (14) and (15) 
Convergence of the error components to zero can be assured by choosing the elements of the estimator gain matrix to provide eigenvalues with negative real parts to the error dynamics. Consequently,
. Note that the convergence of the estimator (14) - (15) is independent on the initial values of (14) - (15) can be re-cast in terms of the states using the fact: 
One of the examples given in Section IV will illustrate such a transformation. However, the convergence guarantees of the estimator may not carry over to the transformed form.
A physical example illustrating this procedure is presented next. The objective of this example is to design an observer for estimating the Cartesian position components from bearing and range measurements. The given state equations are: 
Since the nonlinearities on the right hand sides can be computed from measurements, the estimator providing linear error dynamics is of the form: 
Note that the nonlinear functions on the right hand side of (23) are evaluated using the measurements. It can be verified that the error dynamics obtained by subtracting Equation (23) from (21) is linear. Selecting the estimator gains l 11 , l 12 , l 21 , l 22 to provide eigenvalues with negative real parts to the error dynamics will assure the asymptotic convergence of the estimator. Once the estimates of bearing and range are obtained, the position estimates can be obtained from:
In summary, the nonlinear estimator design process from References 8 and 9 consists of three steps: 1. Transform the system dynamics in terms of outputs. This step can be considered analogous to the transformation of a linear dynamic system into an observable canonical form. 2. Design a linear estimator, with nonlinearities on the right hand sides of the state equations being evaluated from the measurements. 3. Obtain the state estimates by inverse transforming the estimated outputs. Although the foregoing example is a simple one, it illustrates the central ideas employed in the derivation of nonlinear estimators using differential geometric concepts given in References 8 and 9.
Note that the design procedure will be successful in assuring linear error dynamics only if all the nonlinearities in the transformed dynamic system can be evaluated from the given measurements. For instance, if one of the measurements is missing in the above example, it will be difficult to show that the nonlinear estimator (23) will guarantee convergence of the range and bearing errors.
Since this is the most common situation encountered in practical applications, the nonlinear estimator design methodology must be modified. The literature on nonlinear estimators 8, 9 is silent on this class of problems. Next section will advance a methodology in which nonlinear estimators can be designed for any observable nonlinear dynamic system. The material presented in the following Section III is the central contribution of the present paper.
III. Nonlinear Estimator Design: Number of Measurements Insufficient to Evaluate Nonlinearities
A methodology for designing nonlinear estimators with convergent linear error dynamics for a large class of observable nonlinear dynamic systems is developed in this section. The design approach introduces additional states in the estimator to accommodate for "missing" measurements. The approach is reminiscent of the technique of increasing relative degree in the feedback linearized controller design 17 -19 for nonlinear dynamic systems to handle the case of control variables appearing nonlinearly on the right hand sides. In order to ensure easier accessibility to the design technique, the development will be presented using in terms of an application example.
Consider a nonlinear dynamic system with two states and one measurement. As in the previous discussions, in order to simplify the development, no control variables are included in the dynamics.
Differentiating the output equation (25) twice with respect to time and substituting in terms of the right hand sides of the state equations,
Expression (26) has assumed that the states can be substituted in terms of output and its derivative, i. e.,
The second-order differential equation (26) can be written in state variable form with an output equation as:
Expressions (28) give the system in Brunovsky observer canonical form. The approach for designing an estimator for the dynamic system in (28) that provides linear error dynamics is not obvious since only one measurement is available.
In order to enable the estimator design, assume that the nonlinearity F(z 1 ,z 2 ) can be computed from a pseudomeasurement z 2 . The variable z 2 is termed a pseudo-measurement in the present development because it is not actually available. Proceeding with the assumption that the measurement and the pseudo-measurement can be used to treat the nonlinear function F(z 1 ,z 2 ) as a function of time, the estimator has the form:
Note that the pseudo-measurement z 2 is needed to complete the estimator. This variable will be synthesized from the estimate and the error dynamics as illustrated in the following. Subtracting the estimator dynamics (29) from the system dynamics in (28) yield the error dynamics as:
Since the pseudo-measurement ; the error dynamics of e 2 can be augmented to the estimator dynamics to complete the estimator as:
Augmenting the estimator dynamics with components of the error dynamics to reconstruct the missing measurements is the key idea in the foregoing. Since the error dynamics of the estimator (31) is given by (30), appropriate choice of estimator gains will guarantee asymptotic convergence of the estimator errors.
However, the estimator is one order higher than the original dynamic system. The error dynamics component in the estimator can be thought of as compensating for the "missing" measurement. The state estimates can be obtained from:
Based on the foregoing development, the general nonlinear estimator design procedure can be summarized as follows.
1. Transform the system dynamics into Brunovsky observer canonical form. 2. Assume pseudo-measurements for the "missing" measurements in the nonlinear functions on the right hand sides of the transformed dynamics, allowing them to be treated as functions of time only. 3. Design linear estimator, with gains chosen to yield asymptotic convergence of the error dynamics and providing the desired speed of response. 4. Derive the error dynamics. 5. Introduce the appropriate error dynamics components in the estimator to enable the computation of pseudo-measurements from state estimates and error dynamics. 6. Inverse transform the estimates to derive the state estimates.
The following sections will present nonlinear estimator design examples based on the design approach advanced in this section.
IV. Introductory Examples
Two introductory examples are given in this section to illustrate the design procedure. A more comprehensive, high-order nonlinear estimation example will be presented in Section V.
A. "Bearings-Only Target Position Estimator
The first example chosen to illustrate nonlinear estimator design is the well known problem of estimating the position of a target from "bearings-only" measurements from a stationary observer. A simpler version of this problem with two measurements was discussed in Section II. The "bearings-only" position estimation problem is of significant interest in target tracking and guidance. In the simplest version of this problem, a kinematic model of the target is considered, with the bearing measurement σ.
As a first step, the system dynamics is cast in terms of the measurement and its derivative.
Expression (34) can be placed in the Brunovsky observer canonical form by letting:
; to yield:
Note that the nonlinear function on the right hand side of expression (35) contains the rate of change of bearing z 2 , a quantity not available from measurements. The theory given in References 8 and 9 does not provide any guidance on the design of a nonlinear estimator in this situation.
Following the design procedure described in the previous section of this paper, the nonlinear observer guaranteeing the convergence of the estimation error components to zero can be derived to be of the form: The estimator outputs can be transformed into the actual state estimates using the kinematic transformation:
The performance of the estimator is next evaluated in a simulation and the results are given in the following figures. The system dynamics is assumed to be of the form:
The bearing measurement is assumed to be contaminated by a zero-mean Gaussian white noise with a standard deviation of 0.3 degrees. The initial condition errors in bearing and bearing rate in the nonlinear estimator are assumed to be 10 degrees and -10 degrees/sec. Figure 1 shows the time history of estimated and actual position components of the target. Figure 2 shows the histories of the position estimation errors. It can be observed that the estimator provides a good transient response, and is effective in maintaining the error close to zero. 
B. Simultaneous State-Parameter Estimation
The second example illustrating the design of nonlinear DG-filter is the well-known problem of simultaneous state-parameter estimation. This problem is central to adaptive control, and in post-flight trajectory analysis. It is generally formulated in terms of the extended Kalman filter theory 5 with the assumption that the nominal values of the states and parameters are available, and that the estimation process can be based on linearized dynamics of the system.
An alternate approach is to assume that the parameter varies sufficiently slowly relative to the states, so that the parameter estimation problem can be formulated using steady-state state dynamics, and the state-estimation problem can be formulated with the assumption that the parameters are in steady state. This is the classical hare and tortoise estimation formulation 20 employed in adaptive control. The DG-filtering approach allows this problem to be directly cast as a nonlinear estimation problem.
Consider a first-order linear dynamic system with an unknown piece-wise constant parameter a, with a constant input b.
Differentiating the output equation twice with respect to time and substituting from the state equation produces the system dynamics in terms of output and its derivative:
The parameter a is related to the output and its derivative as: y
The system dynamics can be cast in the Brunovsky observable form with
Since z 2 is not available as a measurement, assume that it is a pseudo-measurement. This enables the assumption that the nonlinear function on the right-hand side of the The estimator error dynamics can be found to be: 
The next step is that of substituting for pseudo-measurement z 2 in the estimator (42). Recognizing that 
If desired, the estimator (44) can be cast in terms of the original state and system parameter by differentiating the expression for â once, and substituting for the derivatives from (44) to yield:
, the nonlinear estimator in terms of the state and parameters is:
( ) Due to the nonlinear nature of the estimator (47), it contains several singularities. Consequently, unlike the estimator (44), the estimator (47) will converge only for a certain values of the initial estimates. For instance, zero initial conditions on ( ) 0 0 x = will cause the right hand side of the second expression to blowup. This is to be expected, since under that initial condition, the parameter variations in the system become unobservable.
A simulation was first set up to generate the measurements to assess the performance of the estimator. The time varying coefficient of the linear dynamic system is defined as: 
The input to the system b=3 and the initial condition x(0)=10. A zero-mean Gaussian measurement noise with a standard deviation of 0.1 is used to corrupt the measurement.
The estimator poles were chosen to be at -2, -2.1. The estimator gains for this case turn out to be: 4.1, 4.2. Figure 3 shows the estimated parameters and states. Although the system requires improvement, very good estimator performance can be observed in these figures. The measurement tracking error or the filter residuals are given in Figure 4 . After an initial transient, the filter residuals indicate that all the information in the measurements has been extracted. 
V. DG-Filters for Orbit Estimation -A Comprehensive Example
An important application of nonlinear filtering is in orbit estimation. These problems arise in satellite launch missions and space surveillance. Data from telemetry/tracking stations can be used to estimate the states of the orbit, which are then used to predict future orbits. Three variations of the orbit estimation problem will be discussed in the order of increasing dimension, with numerical results being provided for the two most difficult cases. In order to simplify the presentations, intermediate transformations required for converting the actual measurements into true anomaly and radius vector (range) will not be included here. These transformations are available in several standard texts [21] [22] [23] [24] on orbital mechanics. The formulation given here employs the equations for the planar orbit dynamics in polar coordinates, given by the second-order nonlinear differential equations 
The variable r is the radial distance from the central body to the satellite or the range, ν is the true anomaly, and μ is the gravitational parameter. Defining:
≡ orbit dynamics can be expressed in state variable form as:
The following subsections will discuss estimator formulations corresponding to four different sets of measurements.
A. Orbit Estimation with Range, Range Rate, True Anomaly and True Anomaly Rate Measurements
This case arises in satellite launches, where the telemetry and tracking data provide measurements of range, range rate, true anomaly, and the rate of change of the true anomaly. The theory available in References 8 and 9 provides the basis for the design of the estimator since all the nonlinear functions on the right hand sides of the state equations can be evaluated using the measurements. Thus, the system dynamics can be expressed in the form:
With:
( ) 
The estimator gains l 11 , l 12 , …l 44 can be chosen to place the estimator poles at desired locations. Estimator stability requires that the poles be chosen with negative real parts. As long as this criteria is satisfied, the estimator (52) will be stable for any set of initial conditions.
B. Orbit Estimation with Range and True Anomaly Measurements
In this case, the theory in References 8 and 9 does not provide a design approach. However, the theory advanced in Section III allows the design, as will be demonstrated in the following. Since the state equations are already in terms of the outputs and their derivatives, the system dynamics need not be transformed.
The next step is to assume that the nonlinear functions on the right hand sides can be computed from measurements and pseudo-measurements, so that the nonlinear functions on the right hand sides of the state equations can be assumed to be functions of time. The third step is the design a linear estimator to provide the desired convergence rate. The final step is to replace the pseudo-measurements in the nonlinear functions with the corresponding sum of state estimates and the errors, and to append the appropriate error dynamics to the estimator. The nonlinear state estimator is then of the form: 
Note that two error states have to be included to construct the pseudo-measurements required in (53). The resulting estimator is of 6 th order, for the original fourth-order nonlinear dynamic system.
C. Orbit Estimation with True Anomaly Measurement
This is an important problem in astronomy and space surveillance. A simpler version of this problem was discussed in Section IV. Reference 26 provides a recent discussion of this problem, together with an estimation approach. Since only one measurement is available, the first step is to transform the system in terms of this output and its derivatives. From the differential equation for true anomaly in (49),
Differentiating the Equation (54) with respect to time once and simplifying: 
This expression can be manipulated to yield: 
Expressions (56) and (57) relate the derivatives of the true anomaly to the range and range rate. Differentiating the expression (55) again, and substituting for r , r& produces:
The above expression describes the two-body motion entirely in terms of the true anomaly and its derivatives. Interestingly, it has not been previously derived in the orbital mechanics literature. Note that, just as in the case of the second derivative, the fourth derivative of the true anomaly is independent of the gravitational parameter μ.
The system dynamics (58) given in terms of the output can next be placed in state variable form by defining:
. The system dynamics in terms of the new variables is: 
The measurement equation is:
Since none of the states required for the computation of the nonlinearities on the right hand side of the fourth state equation are available from measurements, the theory given in References 8 and 9 is not helpful in designing the estimator. However, adopting the methodology advanced in this paper, assume that the nonlinear function can be computed using pseudo-measurements. Consequently, the right hand side of the equation can be treated as a function of time. A linear estimator can then be designed with y as the measurement. The error dynamics together with the estimates can then be used to reconstruct the pseudo-measurements. In this case, the estimator will be of the form: 
Note that the present design methodology produces a 7 th order estimator for the original 4 th order dynamic system. The estimates of instantaneous range and range rate can be computed as: 
These together with the other state estimates can be used to compute the orbital elements. First, the estimate of the angular momentum of the orbit is given by: The estimated semi-major axis is given by:
, and the estimated eccentricity is given by â
In order to illustrate the performance of the estimator, it is next evaluated using simulated measurements. The nominal orbit has a semi-major axis of 6969.8 Km and an eccentricity of 0.0562. The differential equations for the orbit are integrated with a step size of 0.1 seconds. Measurement noise in the true anomaly is assumed to be zeromean Gaussian with 1/10 th of an arc-second standard deviation. Initial error in the estimated true anomaly is assumed to be -0.0115 degrees. The filter gains are computed using pole-placement, with the closed-loop pole locations chosen at -0.05, -0.04, -0.03, -0 .02. The corresponding filter gains turn out to be: l 1 =0.14, l 2 =0.0071, l 3 =0.000154, l 4 =0.0000012. Figure 5 through Figure 8 give the simulation results. It may be observed that the DG-filter converges to a point where the residuals appear to be the just the measurement noise, indicating that most of the information in the measurements have been extracted. The estimated orbital elements in Figure 5 and Figure 8 indicate excellent filter convergence. As indicated elsewhere in this paper, the DG-filter guarantees that the output and its derivatives will converge to their true values, regards of the error in initial estimates. However, the states derived from these estimates may experience significant gyrations during the filter transients. Admittedly, there is room for further improvement in the present estimator design.
D. Orbit Estimation using Range Measurement
In this final example, the range to the satellite is assumed to be available as a measurement. This situation commonly arises in GPS positioning, wherein the information available is the time-of-transit of the GPS signal to the station, which when multiplied with the speed of light provides the pseudo-range 27 . As in the previous example, the first step is to transform the system in terms of the output and its derivatives. Differentiating the differential equation for range in (49) once with respect to time once and using the relationship: 
Since all the planar orbital elements can be computed from the range and its two derivatives, the above expression need not be differentiated any further, and this equation can be used for the estimator development.
The system dynamics given in terms of the radial distance can next be placed in state variable form by defining:
. The system dynamics in terms of the new variables is:
Since only one of the states required for the computation of the nonlinear function on the right hand side of the estimator is available from the measurement, the theory given in References 8 and 9 is not helpful in designing the estimator. However, adopting the methodology advanced in this paper, assume that the nonlinear functions on the right hand side of the equation for 3 x & can be computed using pseudo-measurements. Consequently, the nonlinear function on the right hand side of this equation can be treated as a function of time.
A linear estimator can next be designed with y as the measurement. The error dynamics together with the estimates can then be used to reconstruct the pseudo-measurements. The final form of the estimator is: 
The nonlinear orbit estimator with range-only measurement is of 5 th order, for the original 3 rd order dynamic system. It can be verified that this estimator guarantees convergence of the output and its derivative estimates to the actual values for any set of initial conditions.
The estimated radial distance and its derivatives can next be used to estimate the orbital elements. The rate of change of true anomaly is given by: The nonlinear estimator based on range measurement is next evaluated using the orbit example discussed in the previous subsection. The range measurement is assumed to be corrupted with a zero-mean Gaussian noise with a standard deviation of 1 Km. The initial error in the range estimate is assumed to be 20 Km. The filter gains are computed using pole-placement, with the closed-loop pole locations chosen as: -0.05, -0.04, -0.03. The corresponding filter gains turn out to be: l 1 =0.12, l 2 =0.0047, l 3 =0.00006. Figure 9 and Figure 10 give the simulation results. As in the previous section, it may be observed that the DGfilter converges to a point where the residuals appear to be the just the measurement noise, indicating that most or all of the information contained in the measurements have been extracted. Estimated orbital elements indicate excellent filter convergence. The design procedure outlined in this section can be used as the basis for designing full 3-D orbital state estimators with guaranteed error convergence. This problem will be of future interest.
VI. Optimal DG-Filter Design
The previous section discussed the derivation of nonlinear estimators based on pseudo-measurements. The pole placement design was employed in the examples. The ideas presented in Section III can be used to formulate optimal estimators in terms of the measurement and the process errors in the transformed dynamics.
As with all the development presented in the foregoing, assume that the system dynamics can be transformed in terms of outputs and their derivatives. In the linear case, this is equivalent to recasting the system dynamics in the observable canonical form. For instance, a dynamic system with a scalar measurement and n states can be transformed to the Brunovsky observer form as:
With the measurement equation: 
Where:
As in the case of optimal linear estimator design, process and measurement noise components can be included in this model. However, the process noise is now specified in terms of the derivatives of the measurement. Moreover, one can assign zero-mean white Gaussian noise properties to the process and measurement noise components. The system dynamics can then be expressed in the form:
Where v and w are the zero-mean Gaussian measurement and process noise components with covariance matrices R and Q. Since the measurement is a scalar, R is simply the variance of measurement noise v. It is important to emphasize here that the effect of these noise components on the nonlinear function f(.) are included indirectly through an additive noise component on n y & in the transformed system, i. e., 
In the deterministic case, these noise components can be assumed to be errors in the measurement and the process, with Q and R being weighting matrices employed in a quadratic performance index as in Reference 28 (Page 395). Following the development in Reference 28, consider a performance index of the form: The matrix P 0 can be interpreted as a weighting matrix on the initial condition errors in the deterministic case, while it is the covariance matrix on the initial condition errors in the stochastic case. The optimal estimator can be derived as 28 : (82), and the integration of (n-1)×1 error dynamic equation (83) with assumed initial conditions. When compared with the EKF for this problem, the nonlinear DG-filter requires the integration of (n-1)×1 additional equations. The benefit provided by the nonlinear estimator is the guaranteed convergence of the error dynamics. As with other nonlinear estimators discussed in this paper, the final step in nonlinear estimator design is the transformation of the estimates in terms of the original states.
Although the discussions in this section were limited to the case of scalar measurement, the methodology can be readily extended for vector measurements. Moreover, it is possible to derive discrete-time versions of the optimal estimators using a methodology analogous to the present development. This other extensions of the theory will be of future interest.
VII. Conclusions
A general methodology for designing estimators for nonlinear dynamic systems using transformed versions of the system dynamics and measurement equations was presented. Whenever the number of measurements is fewer than those required to evaluate the nonlinear functions in the transformed dynamic system, the procedure requires the definition pseudo-measurements, which are computed using the error dynamics and state estimates. Consequently, the estimator order depends upon the difference between the number of measurements and number of states in the system. Two introductory examples and a comprehensive high-order estimation problem were presented to illustrate the design technique. The extension of the theory to the design of optimal nonlinear estimators was also outlined.
The chief characteristic of the estimator is that it provides stable, linear error dynamics. Consequently, the convergence of the estimator to transformed states is guaranteed from any initial conditions, excluding the singularities in the transformed dynamic system.
