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Abstract
As applications of high-throughput sequencing technologies continue to grow at
a fast rate, being able to conveniently develop effective data analysis solutions that
can take full advantage of application-specific data characteristics is becoming in-
creasingly important. FCAT is a flexible classification framework and toolbox for
signal detection in a wide class of high-throughput sequencing applications where the
objective is to locate signals in the genome based on their enrichment, shape and
other features. FCAT takes aligned sequence reads (BAM files) as input. It uses
supervised learning to automatically extract application-specific features that distin-
guish signals from noises. Users can aggregate multiple learning algorithms including
random forests, L1- and L2-regularized logistic regression to improve prediction accu-
racy and robustness. A non-parametric inference method is developed for estimating
false discovery rate of prediction results. We demonstrate FCAT through a variety
of applications including analyses of DNase-seq, ATAC-seq, ChIP-seq, GRO-seq and
TIP-seq data. We show that FCAT not only offers flexibility and convenience to
handle data from different sequencing applications, but also yields competitive or
ii
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improved signal detection accuracy compared to existing tools for each application.
The FCAT framework can greatly increase the efficiency and reduce the burden for
developing bioinformatics solutions to new sequencing applications. FCAT is an open
source software package developed using C++ and Python. It is freely available at
https://github.com/HeBing/FCAT.
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This dissertation presents a flexible classification toolbox for signal detection in
high-throughput sequencing data (FCAT). It is organized as follows: Chapter 1 will
provide the overview and related literature. Chapter 2 presents the pipeline and meth-
ods of FCAT. Chapter 3 discusses applications of FCAT in prediction transcription
factor binding sites; applications of FCAT in GRO-seq and TIP-seq are discussed in
Chapter 4 and 5, respectively. Chapter 6 summarizes FCAT, discusses limitations of
FCAT and provides future directions. Chapter 7 includes supplementary materials.
1.1 Introduction
High-throughput sequencing technologies are widely used in biomedical studies
to collect genomic and functional genomic information required for understanding
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CHAPTER 1. OVERVIEW
complex biological systems. In the past decade, a variety of applications of these
technologies have been developed. They allow investigators to examine a biological
system from multiple complementary perspectives. A few examples include RNA se-
quencing (RNA-seq) for measuring transcriptome,1 chromatin immunoprecipitation
followed by sequencing (ChIP-seq) for mapping transcription factor binding sites and
histone modifications2,3 , DNase I hypersensitive site sequencing (DNase-seq)4 and
sequencing assay of transposase-accessible chromatin (ATAC-seq)5 for locating active
cis-regulatory elements, bisulfite sequencing (BS-seq) for analysing DNA methyla-
tion,6 and global nuclear run-on sequencing (GRO-seq) for assaying the genomic
location and rate of RNA production in nuclei.7
Today, new applications of sequencing continue to emerge at a fast rate. In-
creasingly, how to effectively meet the growing demands of data analysis becomes a
challenge. Each sequencing application will generate data with its own unique char-
acteristics. A powerful data analysis solution should take full advantage of these
application-specific characteristics. Traditionally, data analysis solutions are devel-
oped separately for different applications. For each application, one or multiple bioin-
formatics experts are recruited, and they will spend tremendous amounts of time on
developing models and algorithms tailored for that specific application, implementing
them in computer programs, and debugging and testing these programs to make sure
that they are optimized and robust. Many methods and software tools are developed
using this approach. Examples include tools developed for peak calling in ChIP-
2
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seq data,8–20 predicting transcription factor binding sites (TFBS) from DNase-seq
data,21–24 and identifying active transcriptional regulatory elements from GRO-seq
data,25 etc.
Increasingly, however, this case-by-case approach becomes inefficient to meet the
diverse data analysis needs. There are multiple reasons for this. First, developing
specialized tools for each and every sequencing application requires investment of sig-
nificant amounts of developers time and resource which are not always available. For
example, many small laboratories that produce data do not have enough resource
to support a full time method developer devoted to their projects, nor does every
laboratory have access to an experienced method developer with the required knowl-
edge and interest to handle the data. For method developers, they may have many
other responsibilities that constrain their ability to devote large amounts of time to
a specific application. Together, these factors can cause significant delays in devel-
oping optimal data analysis solutions for a new data type or application. Second,
some specialized sequencing technologies and applications are only used by a small
number of laboratories. New experimental techniques under development may also
only have a very limited user base before they mature. While data generated by
these technologies and applications can be highly valuable, the limited user base may
not create a strong incentive for method developers to invest tremendous amounts of
time to develop and optimize data analysis solutions. This creates a dilemma because
without an optimized data analysis tool the data may not be used effectively. Third,
3
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although different sequencing applications have different data characteristics, many
of them share a similar data structure and analysis goal. For example, both ChIP-seq
and DNase-seq data analyses involve detecting genomic locations with enrichment
signals. Developing a separate solution for each application will inevitably involve
reinventing the wheel to certain extent. Developers may need to write similar codes
repeatedly for data pre-processing, feature extraction, and other similar procedures.
It does not represent the most efficient use of time and resource.
To help better meet the growing data analysis needs from diverse sequencing ap-
plications, this article explores an alternative strategy in which we build a common
framework and software tool for different applications with similar data structure
and analysis goals. Compared to a case-by-case approach, developing a common data
analysis framework can offer multiple advantages. A common framework implemented
in a general purpose software tool can provide a ready-to-use pipeline for data gener-
ated from new applications. It enables one to analyse data from new applications in
a timely fashion without developing the whole analysis pipeline from scratch. This
can greatly help many researchers to accelerate their research progress. A common
framework can also save substantial amounts of developers time and resource. The
saved time and resource could be redirected to solving other important problems.
When developing a common framework for different applications, however, it is im-
portant keep the framework flexible to allow users leverage application-specific data




a characteristic shape. For instance, histone modification ChIP-seq reads around
transcription factor binding sites (TFBSs) often display a bimodal peak shape due to
positions of flanking nucleosomes surrounding TFBSs(Figure 1.1 c). Reads from TIP-
seq for detecting retrotransposons are asymmetrically distributed on one side of each
transposon element because one side of the amplified DNA fragments are repetitive
sequences in the genome that cannot be aligned (Figure 1.1 e). Analyses of data from
these applications can all be handled by building a model that incorporates the signal
enrichment and shape information to discriminate signals and noises. However, differ-
ent applications have different signal enrichment and shape features. Thus, effective
use of data requires development of application-specific signal detection models.
In the present study, we focus on a large class of high-throughput sequencing ap-
plications where the primary goal of data analysis is to locate interesting biological
signals in the genome based on the signals enrichment, shape and other features.
Examples of applications in this class include mapping transcription factor binding
sites using DNase-seq, ATAC-seq and ChIP-seq, detecting active enhancers using
GRO-seq, and detecting retrotransposons using TIP-seq, etc. We develop FCAT, a
flexible classification framework and toolbox to deal with this signal detection prob-
lem. FCAT has a data pre-processing pipeline that takes aligned sequence reads
(BAM files) as input. It saves users time to prepare data for analyses. A supervised
learning approach is employed to automatically extract application-specific features
that distinguish signals from noises. This allows users to conveniently tailor FCAT to
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different applications and at the same time maintain high signal detection power by
taking advantage of application-specific data characteristics. In FCAT, users can ag-
gregate multiple learning algorithms including random forests, L1- and L2-regularized
logistic regression to improve prediction accuracy and robustness. Furthermore, a
non-parametric inference method is developed for estimating false discovery rate of
prediction results. We will demonstrate FCAT using multiple applications involv-
ing different data types including DNase-seq, ATAC-seq, ChIP-seq, GRO-seq and
TIP-seq. These examples show that FCAT offers flexibility and convenience to han-
dle data from different high-throughput sequencing applications. At the same time,
it also yields competitive or better signal detection accuracy compared to existing
tools for each application. It allows one to greatly increase the efficiency and reduce
the burden for developing bioinformatics solutions to the growing number of new
sequencing applications.
1.2 Related research
1.2.1 Signal detection in DNase-seq
DNase-seq conducts genome-wide sequencing of hypersensitive genome regions
to cleavage by DNase I endonuclease.4 DNase-seq employs the DNase I enzyme to
preferentially digest open chromatin regionsregions that are nucleosome-depletedto
reveal gene-regulatory activities.26 DNase-seq protocol takes advantage of the high-
7
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throughput sequencing technology in traditional assays for DNase I hypersensitive
sites (DHS).27–29 In DNase-seq, the 5 end of the sequence tag marks a DNase I di-
gestion activity. The enrichment and footprints of DNase-seq signals are identified as
DHS sites, which are often associated with binding activities of multiple transcription
factors.4
Computational methods and tools have been developed for predicting transcrip-
tion factor binding sites (TFBS) from DNase-seq data, including Hotspot,28,30 F-seq,31
ZINBA,32 MACS,8 CENTIPEDE21–23 and PIQ.24 Hotspot is adopted by ENCODE
project for the analysis of DHS. Hotspot measures the enrichment of sequence tags
by a Z-score, using binomial distribution as the null distribution. In order to capture
peaks with relatively weak signals, Hotspot takes a two-phase procedure. In the first
phase, hotspot region with high enrichment are identified and the sequence tags that
fell in the region are removed in the second phase. Hotspot identifies weaker and
reproducible peaks with the highly-enriched regions removed. Two sets of hotspot
regions from two phases are combined together as the final result. To calculate the
False Discovery Rate, Hotspot makes an assumption that the with no hotspot regions
the sequence tags is uniformly distributed and p values are calculated against the
uniform distribution.28,30
F-seq targets at solving the boundary effects associated with measuring tag en-
richment in equal-sized bins used in histogram based-peak calling algorithms. It uses
a bandwidth and a Gaussian kernel density function centered at each sequence tag.
8
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F-seq is used for both DNase-seq and ChIP-seq peak calling.31 ZINBA32 and MACS8
were discussed in the Subsection 1.2.2. ZINBA and MACS are also used for peak
detection in DNase-seq as well as other high-throughput sequencing assays.
CENTIPEDE is used to detect transcription factor binding sites (TFBS) from
DNase-seq.21 It uses a Bayesian hierarchical framework that develops the prior prob-
ability of binding activities based on motif mapping, conservation score as well as
other existing knowledge with a logistic regression and uses two different negative
binomial distributions conditional on bound and unbound status of the given site.
CENTIPEDE can be used in DNase-seq, histone modification ChIP-seq as well as
other assays with similar characteristics. The advantage of CENTIPEDE is that
it incorporates cell-independent knowledge into prior probability and integrates the
knowledge with information from cell-specific experiments in conditional distribu-
tions.
PIQ is short for protein interaction quantitation and it is developed to discover
transcription factor binding by modelling both magnitude and shape of DNase pro-
file.24 PIQ uses three steps to estimate TF binding. The first step maps position-
weighted matrix from JASPAR, UniPROBE and TRANSFACT genome-wide and
identifies computationally mapped motif sites. Similar as CENTIPEDE, the map-
ping score is incorporated into prior probability of TF binding. In a second step,
PIQ performs smoothing of the raw reads with a Gaussian process that adaptively
uses reads from neighboring locations to reduce noise. In the final step, expectation
9
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propagation is used to iteratively update the probability of TF binding using infor-
mation from the magnitude of signals and the shape of footprints. In this study,
CENTIPEDE and PIQ are used to benchmark FCAT in related applications.
1.2.2 Signal detection in ChIP-seq
ChIP-seq combines chromatin immunoprecipitation and high-throughput sequenc-
ing, which allows researchers to study DNA-protein interactions on a genome-wide
scale. Histone modification ChIP-seq gives a comprehensive picture of chromatin
packaging.33 In chromatin immunoprecipitation, antibodies are used to select specific
proteins or nucleosomes, which enriches for DNA fragments that are bound to these
proteins or nucleosomes. ChIP-seq is the most commonly used assay for profiling
binding sites locations for individual proteins and histone modifications. A variety of
tools have been developed for peak calling in ChIP-seq data .8–11,13–20 F-seq discussed
in the Subsection 1.2.1 is also used for peak calling in ChIP-seq.31
QuEST (Quantitative Enrichment of Sequent Tags) is a statistical framework that
uses kernel density estimation for peak calling in ChIP-seq.9 QuEST first estimates
peak shiftdefined as half of the distance between forward and reverse profiles of se-
quence tags. The forward and reverse profiles are then shifted and combined to give
the complete density profile. With peak shift QuEST provides a better estimate for
the location of TF binding event. With the combined density profile from forward
and reverse tags, QuEST searches for locations with enrichment with the combined
10
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density profile compared to control data.
CisGenome is a software system for assorted analysis with ChIP-seq data. It
provides one-and two-sample peak detection algorithms. CisGenome uses a sliding-
window approach. In one-sample peak detection, CisGenome identifies regions with
large read counts compared against a null distribution with the nonbinding regions.
One feature of CisGenome peak calling algorithms is that it uses the negative binomial
model instead of the widely-used Poisson model for the background signal. In two-
sample peak detection, CisGenome identifies regions with enriched sequence tags
compared to those in the control sample using a binomial model.10
SISSRs (Site Identification from Short Sequence Reads) takes advantage of di-
rectionality of reads, length of fragments and a background model for peak calling
in ChIP-seq. SISSRs partitions the genome into nonoverlapping windows with equal
sizes and counts reads in each window. It assumes that if the direction of the majority
of reads changes to the opposite strand, a binding event is likely to occur. FDR is
calculated based on the control sample and a Poisson background model.11
FindPeaks14 is a software system designed for peak calling and extended func-
tionalities for ChIP-seq, including sub-peak identification which separates multiple
peaks among a group of overlapping sequence tags, peak-trimming and accommo-
dates different distributions for fragment length distributions. FDR is calculated for
each binding site with a Monte Carlo simulation, which compares the number of
peaks identified in randomized data with those in real data. PeakSeq exploits the
11
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control sample of ChIP-seq for information on open chromatin. In first pass, PeakSeq
identifies putative binding sites and the second phase filters out false positive sites
compared to normalized control.15
ZINBA (Zero-Inflated Negative Binomial Algorithm) can be used to call broad/narrow
peaks in ChIP-seq, DNase-seq and other similar assays. ZINBA models the signals
in genomic regions by a zero-inflated negative binomial distribution, which consists
of three general components: background regions, enriched regions and regions with
artificial zero read counts. Covariate can be incorporated into modeling of the sig-
nals. At the end, neighboring enriched regions were merged and boundaries were
determined.32
MACS is a popular piece of software for calling peaks from ChIP-seq.8 It is
also widely used for peak calling in other epigenomic assays, like DNase-seq and
ATAC-seq. MACS models the shift between reads mapped to different strands and
uses a Poisson distribution with varying value for the parameter to characterize the
background model. FDR is estimated by dividing the number of peaks called in
control sample by those in the ChIP sample.
More recently, Ghandi et al. (2014) proposed sequence classifier gapped k-mer
support vector machine (gkm-SVM) that uses counts gapped k-mers as feature sets
with application in prediction transcription factor binding sites from ChIP-seq and
tissue-specific enhancers.20 Arvey et al. (2012) introduced a support vector machine
classifier with k-mer patterns to predict TFBS in ChIP-seq.18 Agius et al. (2010)
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trained a support vector regression classifier that takes advantage of both in vitro
protein binding microarray and in vivo ChIP-seq to prediction TFBS.17 Guo, Mahony
and Gifford (2012) developed a computational method called GEM that combines
binding detection and motif discovery in one generative probabilistic model for ChIP-
seq data.19
1.2.3 signal detection in ATAC-seq, GRO-seq and
TIP-seq
ATAC-seq is an assay for transposase-accessible chromatin which directly trans-
poses sequencing adaptors in vitro into native chromatin with only 500-50,000 cells.
ATAC-seq simultaneously profiles open chromatin, DNA-protein binding, individual
and chromatin compaction in one assay. Researchers can gain information through
both the position of insertion of transposes and the distribution of insert lengths of
fragments in ATAC-seq.5 Many tools developed for ChIP-seq or DNase-seq can be
readily applied to ATAC-seq, including ZINBA,32 MACS8 and CENTIPEDE.21 For
example, ZINBA was used to call ATAC-seq peaks using window size of 300bp and
offset of 75bp.5
Global Run-on sequencing (GRO-seq) maps the position, amount and orienta-
tion of transcriptionally engaged RNA polymerases genome-wide.7 In the GRO-seq
protocol, nuclear run-on assay was used to extend transcriptionally engaged RNA
13
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polymerases with BrU tags incorporated on the 5 end. Thus, the orientation, besides
the origin, of the transcriptionally engaged nascent RNA can be documented through
the assay. Danko et al (2015) introduced discriminative regulatory-element detection
from GRO-seq (dREG) that uses support vector regression to identify active tran-
scriptional regulatory elements from GRO-seq data.25 dREG is a supervised learning
algorithm. It uses GRO-cap and high-confidence DNase I hypersensitive sites as posi-
tive training sites and trains a support vector regression model with precision nuclear
run-on assay (PRO-seq). dREG compiles its feature vector through concatenating
normalized read counts mapped to different strand and to nonoverlapping windows
with different scales; those windows are centered at the genomic location under in-
vestigation. Before model training, dREG filters out the genomic locations with very
weak signals and consequently considers those filtered-out positions as negative sites.
dREG uses logistic function with two parameters to standardize the read count in
each window.
TIP-chip is an assay for identifying transposon insertion sites34 and TIP-seq fur-
ther advances the TIP-chip protocol by incorporating the high-throughput sequencing
technology. Transposon can jump around their host genome through cut-and-paste
or copy-and-paste mechanism. Transposons can inactivate genes, affect gene expres-
sion and further change genotype. TIP-chip protocol selectively amplifies transposon
flanking regions and hybridizes them to the array to profile transposons in a sample.
To the best of our knowledge, there are currently no tools developed for TIP-seq.
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To conceptually summarize the reviewed methods above developed for high-throughput
sequencing assays, we categorize them into two categories: one is model-based meth-
ods, the other is data-driven methods. Model-based methods usually make strong
assumptions for signal distribution or generation in regions with true signals and with
noises, for example, MACS8 and ZINBA.32 This category of methods relies heavily
on the applicability of their assumptions in the targeted data type. Data-driven
methods consist of supervised learning methods, including dREG.25 This category of
methods exploits training data and guide prediction by trained models. Meanwhile
many methods can be considered as hybrid methods, like CENTIPEDE and PIQ. In
this study, the propose FCAT is a supervised learning framework. It extracts training
data from previously accumulated knowledge and learns signal patterns from data.




In this chapter, I will describe the methods and implementation of FCAT.
2.1 FCAT overview
Figure 2.1 shows the basic workflow of FCAT. Given a set of read alignment files,
the objective of FCAT is to detect genomic loci that carry biological signals of in-
terest. FCAT consists of a training module and a prediction module. The training
module takes the read alignment files and a list of training genomic loci as input.
The training loci are genomic sites for which the presence or absence of signals is
completely or partially known. For each training locus, FCAT extracts features such
as read coverage and signal shape with user-specified resolution. Using the extracted
features and other user-provided custom features, FCAT constructs signal detection
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models that will be used to classify any arbitrary genomic loci into signals or noises.
Users can use multiple machine learning algorithms including random forests, L1- and
L2-regularized logistic regression to train these models. FCAT can combine predic-
tion results from different models through model aggregation to improve prediction
accuracy and robustness. In the prediction module, FCAT applies the trained mod-
els to the whole genome or user-specified genomic regions to systematically detect
signals. It will report locations of signals along with their estimated false discovery
rates.
2.2 Alignment Files
FCAT support both bam and bed files. For each alignment file, users can specify
whether the data contain single-end or paired-end reads. For paired-end read data,
one can reconstruct DNA fragments using paired reads. FCAT allows users to filter
reads based on their mapped strands. One can also use DNA fragment size as a filter
and extract features using only fragments that fall within a user-specified size range.
Supplementary Table 7.1 lists the parameters that can be set for extracting features
from the alignment files.
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2.3 Training genomic loci
FCAT uses a supervised learning approach to train signal detection models. This
approach allows one to conveniently build models that account for application-specific
data characteristics. Supervised learning requires training data. For FCAT, the
training data consists of a positive training set and a negative training set. The
positive training set contains genomic sites that are known to carry signals. The
negative training set contains genomic sites for which signals are highly unlikely to
occur. For example, in order to detect active regulatory elements in the HepG2
cell line using DNase-seq data, users may compile a list of regulatory elements (e.g.,
promoters, enhancers, etc.) known to be active in HepG2 and use them as the positive
training set. Similarly, a negative training set may be constructed using random
genomic sites. After using these data to train prediction models, the trained models
can be applied to scan the whole genome to systematically detect active regulatory
elements in HepG2 that are previously unknown.
If genomic loci with known signal status are unavailable, the training data may be
prepared by collecting genomic loci that are highly likely or highly unlikely to carry
signals. For example, FCAT provides a pre-compiled list of “housekeeping” tran-
scription factor binding sites which can be used to train models for detecting active
regulatory elements or transcription factor binding sites using ATAC-seq and/or his-
tone modification ChIP-seq data. The housekeeping binding sites were compiled using
publicly available transcription factor (TF) ChIP-seq data available in the Encyclo-
18
CHAPTER 2. FCAT WORKFLOW
pedia of DNA Elements (ENCODE).35 For several widely-studied TFs, the ENCODE
project has generated ChIP-seq data in multiple cell lines. For each of these TFs, we
downloaded all available ChIP-seq narrow peak files from the ENCODE (hg19). Each
narrow peak file contains the TFs binding sites in one cell line. We also obtained the
TFs DNA binding motif from the JASPAR database and mapped the motif to the
human genome using CisGenome under its default parameter setting.10 Motif sites
bound by the TF (i.e., covered by the binding peaks) in all narrow peak files were
defined as the TFs housekeeping binding sites. For analyzing ATAC-seq and ChIP-
seq data, these housekeeping sites can be used as the positive training set. Although
the exact binding status of each housekeeping site in a new cell type is unknown,
active TF binding events are highly likely to be enriched in these housekeeping sites.
This is because ENCODE data suggest that these sites are likely to be bound by
their corresponding TF in a cell-type-independent fashion. Currently, FCAT con-
tains housekeeping sites for CMYC (13 cell lines), CTCF (119 cell lines), E2F (7 cell
lines), EGR1 (3 cell lines), and GABP (6 cell lines) (see Supplementary Table 7.2
for more details on cell lines). These sites can be pooled together to serve as the
positive training set if users want to use ATAC-seq, histone modification ChIP-seq
or other similar data to detect active regulatory elements or predict binding sites of
other TFs in a new cell type. Using this pooled housekeeping sites as training data,
we assume that a new TF tends to have similar signal patterns as CMYC, CTCF,
E2F, EGR1 or GABP in a new cell line. Note that in this pooled positive training
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set of TFBS, although CMYC, CTCF, E2F, EGR1 or GABP themselves may have
different patterns at their own sites, yet the random forest model included in FCAT’s
model average framework can capture different patterns of positive sites. FCAT also
provides a utility script for randomly sampling genomic sites in the background as
negative control sites. These sites can serve as the negative training set in the data
analyses. The ratio between positive and negative training regions is set to be ap-
proximately 1:1 in the data analyses in this study. Users can adjust the ratio by
varying the negative control sites with the utility script (for more details, please see
https://github.com/HeBing/fcat.
There are many other possible ways to prepare the training genomic loci. For
instance, for detecting enrichment signals in a dataset, one could perform an initial
peak calling using an existing enrichment-based peak caller such as MACS.8 Peaks
reported by the initial peak calling and genomic loci not covered by the peaks can then
be used to compile the positive and negative training sets to train prediction models
that incorporate both the enrichment and the application-dependent signal shape
information. These refined signal detection models can then be used to reanalyze the
data to better identify signals.
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2.4 Feature Extraction
FCAT uses both signal intensity and shape as features to construct prediction
models. For each genomic locus, a W bp flanking window centered at the locus is
considered. The number of reads (single-end sequencing data) or DNA fragments
(paired-end sequencing data) within the window is counted and used as the intensity
feature. The intensity feature is modeled in count-based benchmark model in FCAT
and this model contributes to the final integrated prediction from FCAT. In order
to extract shape features, FCAT divides the W bp flanking window centered at each
genomic locus into w bp nonoverlapping bins. For each alignment file, the number of
reads (single-end sequencing data) or DNA fragments (paired-end sequencing data)
falling into each bin is counted. For both intensity and shape features, the bin counts
are log2 transformed after adding a pseudo-count of 1.
FCAT can take multiple alignment files as input. Features are extracted from each
alignment file. Since FCAT allows users to filter reads or DNA fragments based on
their strands or fragment size, one can use the same alignment file to extract multiple
sets of features by applying different filters. For example, one can extract a group of
features using reads aligned to the positive strand of the genome and extract another
group of features using reads aligned to the negative strand. Also, one could extract
a set of features using 100-150 bp long DNA fragments and another set of features
using 150-300 bp long DNA fragments. For genomic locus r, let br
i
= (bi1, . . . , bin)
be the features extracted from alignment file i from n bins from specified resolution.
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Then the final feature vector for locus r is xr = (b
r
1, . . . , b
r
I
)T , which is obtained by
concatenating features from all I alignment files.
FCAT can also incorporate custom features into its predictive modeling frame-
work. In FCAT, all the features are numbered by integer in the format of “1:2.456
2:3.0” indicating 1st feature takes the value 2.456 and 2nd feature takes the value 3.0.
FCAT contains a utility script that appends custom features to the feature vector
with appropriate integer numbering (for more details, please see https://github.
com/HeBing/fcat). For example, in the histone ChIP-seq application, to incorporate
prior ChIP-seq binding status, the utility script would adapt feature vector “1:2.456
2:3.0” to “1:2.456 2:3.0 3:0” where the 3rd feature is the prior ChIP-seq binding
feature.
2.5 Model training and aggregation
Using the extracted features from the training genomic loci, FCAT will train
signal detection models via supervised learning. The models will be trained us-
ing three base learning methods including random forests (RF),36 L1-regularized
(lasso)37 and L2-regularized (ridge) logistic regression.38 For penalized regression,
models are fitted with a grid of penalty amount. The random forests build B clas-
sification trees. By default, B = 100 and each tree selects 10% of total number
of features to split on. Users have the option to set these parameters to other
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values. Let Tb(xr) (= 0 or 1) be the b-th tree’s prediction for genomic locus r.




Tb(xr)/B. The penalized logis-
tic regression models assume logit(P{yr = 1}) = x
T
r β. In the L1-regularized lo-
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. For both L1- and L2-regression,
models are fitted by setting C to a grid of values (default grid = 0.1, 0.01, 0.001),
and FCAT provides users with the option to set their own grid.
Each base learning method is applied to train models using the full set of features
under all given parameter settings. Additionally, models are also trained by using
the intensity feature only. For each fitted model, the prediction mean square error is
computed using training data by three-fold cross-validation. The three top performing
models with the smallest mean square errors will be identified, and their prediction
results will be aggregated through a weighted average to provide the final prediction.
The weights are determined by the inverse of each models mean square prediction
error. In other words, let ŷm be the predicted signal probability from model m for
a new locus, and MSEm
cv
be the cross-validation mean square error for model m in











. Model aggregation is important for obtaining robust prediction
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performance when applying FCAT to handle diverse data types and applications, as
the performance of each individual learning method may vary from one application
to another.39 FCAT also provide users with options to choose base learning methods
and set their own parameter values.
2.6 Prediction and false discovery rate es-
timation
Once the models are trained, they will be applied to the whole genome or user-
specified genomic regions to detect signals. For each genomic locus, features are
extracted in the same way as above. FCAT will then use the trained model to
score and rank all genomic loci. In order to determine which loci are statistically
significant, we estimate FDR by applying the trained FCAT model to a specified
number of control genomic loci reserved from the negative training set. These loci
are not used for training FCAT models. We reserved 500 negative control sites in
the data analyses in this manuscript. Users can vary the number of negative control
sites reserved for FDR with FCAT. After applying FCAT to make predictions at
these control loci, the empirical distribution of their predicted results is used as the
null distribution to compute p-values for the predicted ŷ’s. The p-values are then
converted into FDR using the Benjamini-Hochberg Procedure.40
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Figure 2.1: An overview of the workflow of FCAT. The input of FCAT includes:
a set of alignment files from upstream alignment software and a set of training ge-
nomic regions for which we know whether the biological inquiry under investigation
exists or not. FCAT first extracts the coverage signals around the training regions
as features. FCAT then fits models to features of the training regions. FCAT makes
predictions on user-specified genomic sites and combines the prediction results using
weighted average from individuals trained models. Finally, FCAT can be applied in a
variety of high throughput sequencing data, including DNase-seq, ATAC-seq, histone
modification ChIP-seq and GRO-seq as demonstrated here as well as emerging new
high throughput sequencing data
25
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FCAT in predicting transcription
factor binding sites (TFBS)
In this chapter, we present three applications of FCAT in predicting transcription
factor binding sites with different high-throughput sequencing data type, including
DNase-Seq, ATAC-seq and Histone ChIP-seq with combined features.
3.1 Identify transcription factor binding
sites from DNase-seq
DNase-seq is a technology for mapping DNase I hypersensitive sites. Since tran-
scription factor binding sites are often marked by DNase I hypersensitivity, one may
couple DNase-seq with TF binding motif information to infer TFBSs. FCAT can be
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used to handle this task. To demonstrate, we applied FCAT to ENCODE DNase-seq
data from two cell lines (Gm12878 and K562) to pre-dict binding sites of a number
of TFs. For each test TF and cell line, we first constructed a positive training set
by compiling housekeeping binding sites for a number of other TFs using ENCODE
ChIP-seq data (see Chapter 2). To ensure that the training and test data are inde-
pendent, the test TF and cell line were not used for deriving the housekeeping binding
sites. We also constructed a negative training set using 4400 randomly sampled ge-
nomic sites; the 4900 negative sites include 3900 sites with ratio 1:1 to the number of
positive training sites and 500 negative control sites reserved for FDR. For each ge-
nomic site, features were extracted from the 1000 bp flanking window for consecutive
5bp bins. To shed light on the discriminating features between signals and noises,
Figure 3.1a shows the spatial distributions of DNase-seq reads (i.e., the log2 bin count
profile averaged across genomic sites) around the positive and negative training ge-
nomic sites in Gm12878. The figure shows that signals around positive training loci
display a unimodal shape. The signal gradually decay as one moves away from the
locus center. This pattern is not observed for negative training loci.
We used the training data to train FCAT under its default parameter setting. To
predict binding sites of a TF, we mapped the TFs motif (Supplementary Table 7.3)
to the genome using CisGenome run under its default mode. The trained prediction
model was then applied to score and rank each motif site. To evaluate prediction per-
formance, ENCODE ChIP-seq data (narrow peak files downloaded from ENCODE)
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for the test TF in the test cell line was used as gold standard (Supplementary Ta-
ble 7.4). Motif sites covered by ChIP-seq peaks were considered true positives, and
the other motif sites were considered true negatives. Using the gold standard, we
computed sensitivity (the fraction of true positives that are correctly predicted as
TFBSs), specificity (the fraction of true negatives that are correctly predicted as
not bound), and FDR (1 the fraction of predicted TFBSs that are true positives).
The DNase-seq bam files used for extracting features can be found in Supplementary
Table 7.5.
Figure 3.1b and c show the receivers operating characteristics (ROC, i.e., sensi-
tivity vs. 1-specificity) of FCAT for predicting MYC binding sites and E2F binding
sites in Gm12878. The ROC curves for other test TFs and cell lines are shown in
Supplementary Figures 7.1 and 7.2. A key feature used by FCAT is the signal shape.
To demonstrate, FCAT was also run by using the intensity feature only (count-based
benchmark). Figure 3.1d demonstrates how signal shape information helped FCAT.
The solid blue curve shows the average log2 bin count profile for true positive sites
that are correctly predicted by FCAT as signals but incorrectly predicted by the
count-based benchmark as noises. The dashed green curve shows the average profile
for true negative cases that are correctly predicted by FCAT as noises but incorrectly
predicted by count-based benchmark as signals. Clearly, the signal shape helped
FCAT to eliminate false positive sites where the total count was high but the signal
shape did not match with the pattern observed in the training data (dashed), and it
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also increased the sensitivity of FCAT to detect true positive sites where the total
count was relatively low but the signal shape was consistent with the shape in the
training data (solid).
To further evaluate FCAT, we applied CENTIPEDE and PIQ, two state-of-the-
art methods for predicting TFBSs using DNase-seq data to make predictions for the
same test TF in the same test cell line. For a fair comparison, we did not incorporate
any prior information when running CENTIPEDE (e.g., proximity of a motif site to
its nearest transcription start site, evolutionary sequence conservation, etc.). PIQ
(version 1.3) was run using its default parameters. Besides CENTIPEDE and PIQ,
we also used the popular peak calling algorithm MACS (1.4.0rc 2) to call DNase-seq
peaks in each test cell line; and motif sites were ranked by the score of the MACS
peaks that covered them.
In Figure 3.1e and f, we showed two specific examples where FCAT helps to filter
out false positive sites. There is a motif site at chr1:233749756; based on count-based
benchmark model, the count within 1000bp around this site is relatively high (as there
are two peaks located at both sides of the motif site) and this site is misclassified as
positive based on the count-based benchmark model but is correctly classified as
negative by FCAT as the pattern of features, i.e., two partial peaks at both sides of
the motif site, is different from what is learned from the training data, i.e., one peak
centered at the motif site. The result of FCAT is consistent with the CTCF ChIP-seq
data in Gm12878. A similar example is shown for Chr7:93674730 in Figure 3.1f.
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Figure 3.1g compares the area under the ROC curves (auROC) of different meth-
ods in all test cases, and Figure 3.1h shows the average rank of different methods
based on the auROC (a larger value corresponds to a better rank). FCAT provided
the best performance in this evaluation. Supplementary Figures 7.3, 7.5, 7.4 and 7.6
further shows each methods sensitivity versus its true FDR. In this evaluation, PIQ
performed slightly better than FCAT, and both methods outperformed CENTIPEDE
and MACS. Overall, in this well-established application, FCAT demonstrated a per-
formance comparable to PIQ, a method specially designed and optimized for this
task, and it outperformed CENTIPEDE and MACS.
3.2 Combine Histone Modification ChIP-
seq and covariates to predict TFBS
FCAT can be configured to combine the signal enrichment and shape features
with user-provided custom features. For example, consider predicting TFBSs by
combining histone modification ChIP-seq and historical TF binding data. TFBSs
are often marked by certain types of histone modifications. Similar to DNase-seq,
one may predict TFBSs by coupling histone modification ChIP-seq with DNA motif
information. This is useful if one wants to use histone modification data in a new cell
type to infer binding sites of many TFs simultaneously without conducting many TF
ChIP-seq experiments in this cell type. For many TFs, historical ChIP-seq data from
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other cell types may be available in public data-bases. These data can provide strong
prior information for predict-ing TFBSs in a new cell type. If a motif site is bound by
a TF in at least one historical data set, it suggests that the TF is capable of binding
to that motif site. Therefore, the motif site would be more likely to be bound by the
TF in a new cell type compared to a motif site not bound by the TF in any historical
data set. FCAT allows one to conveniently incorporate this prior information when
build-ing TFBS prediction models based on histone modification ChIP-seq.
To demonstrate, we applied FCAT to predict TFBS using H3K4me1 ChIP-seq in
Gm12878. H3K4me1 is one commonly studied type of histone modification, repre-
senting the monomethylation of the 4th residue from the start of the H3 protein. The
training genomic loci and the intensity and shape features are prepared in the same
way as Subsection 3.1 where DNase-seq was used for prediction. To prepare the his-
torical prior, for each TF we collected all available ENCODE ChIP-seq data (narrow
peak files) for that TF (see Supplementary Table 7.6). After excluding ChIP-seq data
from the test cell line, a feature that encodes historical information is computed for
each motif site. For motif sites bound by the TF (i.e., overlap with a ChIP-seq peak)
in any cell line, the feature value was set to 1. For motif sites not bound by the TF
in any cell line, the feature value was set to 0. FCAT was then trained using both
the features extracted from the histone modification ChIP-seq and features from the
historical TF ChIP-seq data. The histone modification ChIP-seq BAM files used for
extracting features can be found in Supplementary Table 7.5.
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Figure 3.2 a,b,c and Supplementary Figure 7.16 show the ROC curves for FCAT
with only H3K4me1 features versus FCAT with both H3K4me1 and historical fea-
tures for different TFs in the Gm12878 cell line. FCAT with the combined fea-
tures clearly out-performed FCAT with only H3K4me1 features. FCAT with only
H3K4me1 features in turn outperformed FCAT that use intensity features only. We
further compared FCAT with CENTIPEDE, PIQ and MACS. Since historical infor-
mation cannot be used as input for these methods, CENTIPEDE, PIQ and MACS
analyses are performed using only H3K4me1 data. Figure 3.2d compares the auROC
of different methods, and Figure 3.2e shows the average rank of each method. FCAT
that combines H4K3me1 and historical information showed the best performance.
Supplementary Figures 7.17 and 7.18 further compares different methods using sensi-
tivity versus FDR curves. The conclusions were similar. This example demonstrates
the flexibility of FCAT. Here the ability to conveniently customize the analysis by
incorporating historical information has played a key role in improving the signal
detection.
3.3 Infer transcriptional factor binding sites
from ATAC-seq
ATAC-seq is another technology for mapping active regulatory elements. By cou-
pling ATAC-seq data with DNA motif sites, one can predict TFBSs. FCAT can also
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be used to handle this task. To demonstrate, we applied FCAT to ATAC-seq data
from the Gm12878 and K562 to predict binding sites of a number of TFs. For each test
TF and cell line, we first constructed a positive training set by compiling housekeeping
binding sites for a number of other TFs using ENCODE ChIP-seq data (see Chapter
2). To ensure that the training and test data are independent, the test TF and cell
line were not used for deriving the housekeeping binding sites. We also constructed
a negative training set using 4400 randomly sampled genomic sites. To extract fea-
tures for each genomic site, the paired-end ATAC-seq reads were categorized based
on their fragment lengths. Previously, it was shown that short DNA fragments may
be used to mark the nucleosome free regions where transacting proteins bind to DNA,
and long fragments may be used to identify nucleosome locations. Since both pieces
of information may be useful for marking active TFBSs, we used FCAT to extract
features from the short fragments (less than 100bp, marking nucleosome free regions)
and long fragments (180 - 247 bp, marking mononucleosomes)5 separately and then
concatenated them together. For each fragment size range, features were extracted
from the 1000 bp flanking window for consecutive 5-bp bins. Figure 3.3a shows the
spatial distributions of ATAC-seq signals around the positive and negative training
genomic sites in Gm12878. It shows that signals from nucleosome free fragments are
unimodal, marking the TF binding site. Signals from mononucleosome reads, on the
other hand, are bimodal, marking the two flanking nucleosomes. This pattern is not
observed for negative training loci.
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Similar to DNase-seq, we used the training data to train FCAT under its default
parameter setting. To predict binding sites of a TF, we mapped the TFs motif
(Supplementary Table 7.3) to the genome using CisGenome run under its default
mode.10 The trained prediction model was then applied to score and rank each motif
site. To evaluate prediction performance, ENCODE ChIP-seq data (narrow peak
files downloaded from ENCODE) for the test TF in the test cell line was used as gold
standard (Supplementary Table 7.3). Motif sites covered by ChIP-seq peaks were
considered true positives, and the other motif sites were considered true negatives.
Using the gold standard, we computed sensitivity (the fraction of true positives that
are correctly predicted as TFBSs), specificity (the fraction of true negatives that are
correctly predicted as not bound), and FDR (1 the fraction of predicted TFBSs that
are true positives). The ATAC-seq bam files used for extracting features can be found
in Supplementary Table 7.5.
Figure 3.3b shows the receivers operating characteristics (ROC, i.e., sensitivity vs.
1-specificity) of FCAT for predicting SRF bind-ing sites in Gm12878. The ROC curves
for other test TFs and cell lines are shown in Supplementary Figure 7.7. A key feature
used by FCAT is the signal shape. To demonstrate, FCAT was also run by using the
intensity feature only (count-based benchmark). Figure 3.3c and d demonstrate how
signal shape information helped FCAT. The solid blue curves show the average log2
bin count profile for true positive sites that are correctly predicted by FCAT as signals
but incorrectly predicted by the count-based benchmark as noises. The dashed green
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curve shows the average profile for true negative cases that are correctly predicted
by FCAT as noises but incorrectly predicted by count-based benchmark as signals.
Clearly, the signal shape helped FCAT to eliminate false positive sites where the
total count was high but the signal shape did not match with the pattern observed
in the training data (dashed), and it also increased the sensitivity of FCAT to detect
true positive sites where the total count was relatively low but the signal shape was
consistent with the shape in the training data (solid).
To further evaluate FCAT, we applied CENTIPEDE and PIQ, two state-of-the-
art methods for predicting TFBSs using DNase-seq data to make predictions for the
same test TF in the same test cell line. For a fair comparison, we did not incorporate
any prior information when running CENTIPEDE (e.g., proximity of a motif site to
its nearest transcription start site, evolutionary sequence conservation, etc.). PIQ
(version 1.3) was run using its default parameters. Besides CENTIPEDE and PIQ,
we also used the popular peak calling algorithm MACS (1.4.0rc 2) to call DNase-seq
peaks in each test cell line; and motif sites were ranked by the score of the MACS
peaks that covered them.
Figure 3.3e further provides a specific example where FCAT accurately predicts
binding activity while count-based benchmark model missed it. It is seen that for
chr11:106027113 the average count around this motif site is quite low and thus is
labelled as negative by count-based benchmark model. However, these fragments,
though only a handful, forms a unimodal pattern with short fragments and peaks
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around the site based with the long fragments; thus it is correctly recognized by
FCAT. This binding site is further confirmed by ENCODE Gm12878 TFBS uniform
peaks of CTCF.
Figure 3.3f compares the area under the ROC curves (auROC) of different methods
in all test cases, and Figure 3.3g shows the average rank of different methods based on
the auROC (a larger value corresponds to a better rank). Supplementary Figures 7.10
and 7.12 presents auAUC of predictions results for K562. Supplementary Figures 7.8,
7.11, 7.9 and 7.13 further shows each methods sensitivity versus its true FDR. In






FCAT in predicting the status of
known enhancer RNA with
GRO-seq
In this chapter, we present an application of FCAT in predicting whether known
enhancer RNA are active or not in a new cell from GRO-seq.
4.1 Detect enhancer RNA from strand-
specific footprint using GRO-seq
GRO-seq is a technology designed to locate and quantify the amount and orienta-
tion of nuclear run-on RNA polymerase genome-wide. Data from GRO-seq provide a
40
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snapshot of nascent RNA molecules associated with transcriptionally engaged poly-
merase.7 Previous studies showed that many enhancer RNA (eRNA) are transcribed
on both the forward and reverse DNA strands.41 This bi-directional transcription
may serve as a signature to detect active enhancers using GRO-seq data. Below we
demonstrate that FCAT can also be used for this task.
We configured FCAT to extract features separately from the forward-stand and
reverse-stand reads and then concatenated these two sets of features as the feature
vector for FCAT. To compile the positive training loci, we downloaded 65,423 human
permissive enhancers from Fantom542,43 and further filtered them by eliminating those
not covered by the DNase I hypersensitive sites of the available ENCODE Duke
and UW uniform DNase-seq narrow peaks (14 cell lines, please see Supplementary
Table 7.7 for more details). We obtained 926 positive training cases for Gm12878
and 879 for K562. To ensure that the training and test data are independent, for
each test cell type the positive training set was constructed by excluding the test cell
type from the filter. We also randomly sampled 1000 genomic loci and used them as
negative training set for Gm12878 and K562, respectively. Using the training data,
we trained FCAT under its default parameter setting. We then applied it to the list
of Fantom5 enhancers to predict whether those known enhancers are active or not
in Gm12878 and K562 respectively. For evaluation, Fantom5 enhancers that overlap
with the ENCODE DNase I hypersensitive sites in each test cell type were identified
and used as gold standard.
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Figure 4.1a shows the GRO-seq signal around positive training enhancers in K562
GRO-seq produces one peak around the train-ing loci from each strand. Figure 4.1b
and c show the ROC curves for K562 and Gm12878, respectively. Figure 4.1d provides
intuition for the performance of FCAT. It shows the average signal patterns for true
positive sites (i.e., Group A) and true negative sites (i.e., Group B) that were correctly
predicted by FCAT but incorrectly predicted by the count-based benchmark. This
figure shows that FCAT was able to eliminate false positive sites with high read
count but no characteristic bi-directional signal shape that cannot be eliminated by
the count-based benchmark. It was also more sensitive for detecting true positive sites
with low read counts but showing the characteristic bi-directional signal shape which
cannot be detected by the count-based benchmark. Figure 4.1e shows a concrete
example at chr3:14413456. Based on benchmark model, the count around this site
is quite low and this site is misclassified as negative but is correctly classified as
positive by FCAT as the features show one peak at the forward strand and one at the
reverse strand. This FCAT-detected enhancer RNA site is confirmed by Gm12878
DNase hypertensive site, Gm12878 H3K4me1 and Gm12878 H3K27ac markers from
ENCODE. Figure 4.1f give another example for chr1:53107133.
We further compared FCAT with MACS and dREG.25 dREG is a software specif-
ically developed for identifying active transcriptional regulatory elements from GRO-
seq using support vector regression. Figure 4.1b and c show that FCAT performed
better than MACS and for some parts outperformed dREG. Figure 4.1g and h com-
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pares the area under the ROC of different methods. FCAT showed the best perfor-
mance. Supplementary Figures 7.14 and 7.15 further showed comparison based on






In this chapter, we present an application of FCAT in an emerging high-throughput
sequencing data TIP-seq, which profiles the transposon insertion sites genome-wide.
5.1 Identify transposon insertion sites from
TIP-seq
The two examples above evaluate FCAT based on well-established applications.
We used those applications to demonstrate that FCAT can offer competitive per-
formance compared to methods designed specifically for each application. FCAT,
however, is most useful when applied to new HTS applications for which good data
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analy-sis solutions are still lacking. Below we will illustrate this via two examples.
Transposable elements (i.e., transposons) occupies a substantial fraction of human
genome.44 L1 retrotranspos-ons is a class of transposable elements that can still ac-
tively jump-ing in the human genome to affect phenotypes.45,46 TIP-chip is a recent
technology for systematically mapping L1 retrotransposons including their de novo
insertion sites in human disease samples.34,47,48 The sequence of L1 is highly repet-
itive in the genome. TIP-chip uses specially designed primers to amplify the highly
repetitive L1 retrotransposons together with some non-repetitive flanking sequences
at one end of the retrotransposons. Since the non-repetitive flanking sequences can
be uniquely mapped in the genome, they can be used to locate L1 retrotransposons.
TIP-chip uses specially designed DNA microarrays to detect such non-repetitive flank-
ing sequences. Recently, by using sequencing to replace microarrays, TIP-chip has
evolved into TIP-seq. Since TIP-seq is a new technology, analysis tools specifically
designed for TIP-seq data are still lacking. Here we show that FCAT can be readily
applied to analyzing TIP-seq data.
We obtained TIP-seq data from venter family. TIP-seq is often used to detect
de novo L1 insertions. However, it is difficult to compile a validated set of de novo
L1 insertions in patient samples for benchmarking. Therefore, for method evaluation
purpose, we downloaded 1,550 known LINE-1 human specific (L1-HS) insertion sites
in the human reference genome from euL1db.49 We then randomly partitioned these
sites into a positive training set of 1000 sites and a test set of 550 sites. We also
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randomly sampled 1500 genomic sites and used them as the negative training set. For
each site, features were extracted from 5000 bp flanking window for 5 bp consecutive
bins. The window size 5000 bp was chosen based on the typical width of the TIP-
seq signal.34 Since high-quality gold standard for genome-wide profile of transposon
insertion is difficult to find, here we apply FCAT on a compiled testing dataset. After
training FCAT using the training data, it is applied to a testing dataset including
550 positive sites and 700 random background regions.
Figure 5.1a and b shows the average signal profile around the training genomic
sites for L1H insertion towards positive strand and negative strand, respectively. One
can see that depending on which strand an L1 element is located, the TIP-seq signal
is uni-directional. In other words, only one side of the L1 insertion site has clear high
signals. This is because only one end of the amplified DNA fragments can be uniquely
mapped to the genome, and the other side are repetitive sequences that cannot be
mapped. Figure 5.1c shows the ROC curves. We compared FCAT with MACS and it
shows that FCAT outperforms MACS substantially. Figure 5.1d shows the sensitivity





In this chapter, we discuss the conclusion, limitation and future directions of
FCAT. To summarize, FCAT offers a general platform that can be conveniently
adapted to a variety of different HTS applications to detect signals. The supervised
learning approach used by FCAT allows one to build signal detection models that ac-
count for application-specific characteristics. This provides the key for making FCAT
flexible to different applications without sacrificing the power of signal detection. In
fact, we have shown that FCAT offered competitive performance in well-established
applications DNase-seq, ATAC-seq, ChIP-seq and outperformed other methods in
new applications GRO-seq and TIP-seq.
More specifically, two advantages of FCAT contributes primarily to its flexibility
and adaptivity. First, the customizable feature extraction module calculates the
counts of reads that satisfy a set of user-defined criteria directly from the BAM
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file format. The BAM file format is the industrial standard alignment file format for
high-throughput sequencing technology. The ENCODE project uses BAM files for its
data production storage.35 BAM file is a binary file with complex header specifying
the meta data for data fields. FCAT can filter out reads/fragments with different
lengths, mapped to different strands, mapped to windows with different width and can
concatenate vector of counts from different groups of reads to incorporate information
from different aspects and at varying scales. For example, in the study, in ATAC-seq
application, counts from short fragments and long fragments are calculated separately
and concatenated to form the feature vector for ATAC-seq in window centering at
motif site with length 2000bp. In GRO-seq, counts from reads mapped to forward
and reverse strands were calculated separately and concatenated. In TIP-seq, read
counts from a 5000bp window centering at the locus under investigation. For new
applications, FCAT can be easily customized to compile tailored feature vectors.
Second, FCAT takes a supervised learning approach at the problem of signal
detection that ensembles prediction results from a variety of statistical models to
produce the final result. For previously studied research topics like TFBS, compiled
training data is provided with FCAT. For new application, FCAT allows researchers
to shape the learning process by providing scenario-based training data in a standard
format. Meanwhile, instead of using a single model, FCAT incorporates multiple
modelsL1 penalized logistic regression, L2 penalized logistic regression and random
forestand employs ensemble learning for the prediction. If one uses individual learning
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methods without aggregation, it is difficult to make the signal detection performance
standing consistently at the top. For instance, the best model for predicting CTCF
binding sites in ATAC-seq was random forest, whereas the best model for predicting
CMYC binding sites in H3k4me1 with combined feature was L1-regularized logistic
regression (Supplementary Figure 7.19). With FCAT, the weighted average of the top-
performing models is used as the final results. In predicting CTCF binding sites with
ATAC-seq, heavy weight was given to random forest model, whereas in prediction
CMYC binding sites with H3k4me1 with combined feature L1-regularized logistic
regression was given the highest weight.
Additionally, combining the two advantages discussed above, FCAT can integrate
different types of data in the predictive framework, including different types of se-
quencing assays or sequencing assay with covariates. For example, in the application
of histone modification of ChIP-seq data, features from H3k4me1 ChIP-seq and a
categorical covariate summarizing historic information were concatenated and thus
integrated in FCAT. As it was shown in the results, the added covariate improved the
prediction accuracy and successfully augments the value of a single experiment with
previous accumulated knowledge. In another scenario, if multiple types of sequencing
assays are performed on the same sample, features can be extracted separately from
each assay and concatenated together to form a long feature vector for FCAT training
and prediction. In this way, researchers can integrate information from different data
types in a straight-forward manner.
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Allowing users to use customized parameters in FCAT contributes to its flexibility.
Among the customizable parameters, we have the width of the flanking window at
each training region W and the size of the bin w for feature extraction. The values for
W and w in practice can be chosen based on biological and technical considerations.
From a biological perspective, the bin size w needs to be small enough to capture
the loci of the biological activity of interest. Take prediction of TFBS as an example.
In the applications of predicting TFBS presented here, bin size is chosen to be 5bp.
The length of known motifs of TFs lies in the range between around 5bp to more
than 30bp.50 The final prediction from FCAT indicates how likely a TF binds with
the DNA in a bin. If the bin size is too large, it is not able to detect the specific
location for TFBS. Thus when determining bin size w, we need to consider the spacial
resolution of the biological activity of interest in practice. At the same time, if w is too
small, for example, 1bp, it requires much computing resources to train the models and
make prediction. Thus when using FCAT in practice, both biological and technical
issues should be considered. The value of W should be chosen depending on specific
application. The general rule is that W should be large enough to include the full
pattern around training sites. For example, in the TIP-seq application, according to
previous literature,34 the pattern of signals spans a window of around 5000bp and
thus W was chosen to be 5000bp in the TIP-seq application. If there exists no prior
information about the spacial resolution of the biological activity under investigation
or the width of signal patterns, cross validation can be used to determine the values
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of W and w. Our experiences with FCAT reveal that it is helpful to use domain
knowledge in the application of interest to inform the choices of w and W .
FCAT provides a whole pipeline for extracting features from alignment files with
rich options, configuring prediction methods, and making predictions. This pipeline
can save valuable time of users when they want to develop custom data analysis
solutions to new HTS applications. This can greatly help researchers to effectively use
new data from new experiments in a timely manner. Like all other methods, FCAT
also has limitations. First, FCAT requires training data. In some new applications,
compilation of training data may not be straightforward. However, with training data,
the power of supervised learning can make up for the time spent in compiling training
data. Additionally, existing data/knowledge about the same biological inquiries can
also be used to compile the training data. Second, FCAT currently only supports
three base learning methods. Currently, FCAT only supports classification with two
classes. It can be easily generalized to classification with multiple classes. In the
future, more methods will be added to FCAT to enrich the selection of base models.
As we continue to add functions to FCAT, we hope to make it a general and powerful
tool for turning HTS data into discoveries.
Driven by technological advances, we have witnessed a deluge of new high-throughput
sequencing assays for interrogating different properties of genomes on a genome-wide
scale, for example, DNase-seq, ATAC-seq, GRO-seq and TIP-seq. Each of these assays
provides a unique, yet complementary, view of the genome. FCAT is an attempt to-
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wards a shared, unified statistical and computational framework for high-throughput
sequence assays. Currently the applications FCAT can handle primarily lie in the
area of epigenomics. Future development of FCAT can be driven towards a shared
framework. On one hand, with new application emerging, researchers can share train-
ing data used for signal detection in this new application. For example, Hi-C is a
high-throughput sequencing assay designed to capture the conformation of genomes.51
We can extract information from the ligation products formed by covalently-linked
DNA fragments to form our features in this new application, which can be further
used to reveal the 3D organization of chromatin. On the other hand, new models can
be plugged into FCAT to augment the ensemble learning system. A new model with
a train and predict method can be easily plugged into FCAT and contributes to the






Figure 7.1: Prediction results of ROC for TFBS from DNase-Seq; each panel shows
the sensitivity versus FDR curves for predicting one TF using FCAT in DNase-Seq,
CENTIPEDE, MACS, and PIQ in Gm12878.
56
CHAPTER 7. APPENDIX
Figure 7.2: Prediction results of ROC for TFBS from DNase-Seq; each panel shows
the sensitivity versus FDR curves for predicting one TF using FCAT in DNase-Seq,
CENTIPEDE, MACS, and PIQ in K562.
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Figure 7.3: Prediction results of sensitivity versus true FDR for TFBS from DNase-
Seq; each panel shows the sensitivity versus FDR curves for predicting one TF using
FCAT in DNase-Seq, CENTIPEDE, MACS, and PIQ in Gm12878.
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Figure 7.4: AUC and average ranks for prediction results of sensitivity versus true
FDR for TFBS from DNase-Seq in Gm12878
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Figure 7.5: Prediction results of sensitivity versus true FDR for TFBS from DNase-
Seq; each panel shows the sensitivity versus FDR curves for predicting one TF using
FCAT in DNase-Seq, CENTIPEDE, MACS, and PIQ in K562.
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Figure 7.6: AUC and average ranks for prediction results of sensitivity versus true
FDR for TFBS from DNase-Seq in K562
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Figure 7.7: TF Prediction results of ROC for TFBS from ATAC-seq; each panel




Figure 7.8: TF Prediction results of sensitivity versus true FDR for TFBS from
ATAC-seq in Gm12878; each panel shows the sensitivity versus FDR curves for pre-
dicting one TF using FCAT in ATAC-seq in Gm12878.
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Figure 7.9: AUC and average ranks for prediction results of sensitivity versus true
FDR for TFBS from ATAC-Seq in Gm12878
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Figure 7.10: TF Prediction results of ROC for TFBS from ATAC-seq; each panel
shows the sensitivity versus FDR curves for predicting one TF using FCAT in ATAC-
seq in K562.
Figure 7.11: TF Prediction results of sensitivity versus true FDR for TFBS from
ATAC-seq in K562; each panel shows the sensitivity versus FDR curves for predicting
one TF using FCAT in ATAC-seq in K562.
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Figure 7.12: AUC and average ranks for prediction results of sensitivity versus





Figure 7.16: TF Prediction results of ROC for TFBS from H3K4me1 combined
with historical information
Figure 7.17: TF Prediction results of sensitivity versus true FDR for TFBS from
H3K4me1 combined with historical information
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Figure 7.18: AUC and average ranks for prediction results of sensitivity versus true
FDR for TFBS from H3K4me1 combined with historical information
Figure 7.19: Model averaging contributes to FCAT performance in different sce-
narios. The left panel shows ROC for individual models for using H3K4me1 with
combined feature to predict TFBS for CMYC in Gm12878. The right panel gives




Table 7.1: User-specified parameters for extracting features from high-throughput
sequencing files in FCAT
Parameters Values Description
bin resolution e.g., 1bp, 5bp, 10bp The length of bins: log
number of reads cover-
ing each bin would be
used as the bin-wise
signal
window size e.g., 1000bp, 2000bp The width of window:
for a genomic coor-




at the genomic coordi-
nate as features
paired end true/false Indicator for whether
the data is paired-end
min fragment length e.g., 0, 100bp The minimum length
of the fragment that
would be counted
max fragment length e.g., 200bp The maximum length




Table 7.2: ENCODE ChIP-seq narrow peak files used for compiling housekeep-
ing motif sites. All files can be download from http://genome.ucsc.edu/ENCODE/
downloads.html
















Table 7.2 . . . continued





































Table 7.2 . . . continued
TFs: ENCODE ChIP-seq narrow peak files
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Table 7.3: Position Weight Matrix (PWM) for TFs used in the applications.
A C G T A C G T A C G T
CMYC GABP USF1
0.1 21.1 0.1 0.1 4.1 2.6 2.8 0.1 1.1 3.1 7.1 1.1
20.1 0.1 0.1 1.1 0.1 7.3 2 0.1 2.1 4.1 0.1 6.1
0.1 21.1 0.1 0.1 1.3 6.8 1.4 0.1 0.1 12.1 0.1 0.1
0.1 2.1 18.1 1.1 0.1 0.1 9.3 0.1 12.1 0.1 0.1 0.1
0.1 0.1 1.1 20.1 0.1 0.1 9.3 0.1 0.1 12.1 0.1 0.1
1.1 0.1 19.1 1.1 9.3 0.1 0.1 0.1 2.1 0.1 8.1 2.1
0.1 8.1 8.1 5.1 9.3 0.1 0.1 0.1 1.1 1.1 3.1 7.1
CTCF 0.1 0.1 9.3 0.1 0.1 1.1 10.1 1.1
87.1 291.1 76.1 459.1 1.6 2.3 1 4.6 3.1 1.1 5.1 3.1
167.1 145.1 414.1 187.1 0.1 0.1 8.4 1 0.1 7.1 2.1 3.1
281.1 49.1 449.1 134.1 0.1 6.1 2.2 1.2 ETS1
56.1 800.1 21.1 36.1 4.5 0.9 3.1 1.1 4.4 2.5 4.1 0.1
8.1 903.1 0.1 2.1 NRSF 0.7 8.3 3.9 0.1
744.1 13.1 65.1 91.1 0.1 2.1 11.1 1.1 14.8 0.1 0.1 0.1
40.1 528.1 334.1 11.1 1.1 8.1 0.1 5.1 0.1 0.1 14.8 0.1
107.1 433.1 48.1 324.1 4.1 1.1 7.1 2.1 0.1 0.1 14.8 0.1
851.1 11.1 32.1 18.1 0.1 13.1 1.1 0.1 14.8 0.1 0.1 0.1
5.1 0.1 903.1 3.1 1.1 0.1 0.1 13.1 10.7 0.1 0.1 4.2
333.1 3.1 566.1 9.1 0.1 2.1 12.1 0.1 3.4 1 10.6 0.1
54.1 12.1 504.1 341.1 0.1 2.1 0.1 12.1 0.1 2.4 2.1 10.5
12.1 0.1 890.1 8.1 0.1 13.1 0.1 1.1 3.5 1.8 8.1 1.8
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Table 7.3 . . . continued
A C G T A C G T A C G T
56.1 8.1 775.1 71.1 0.1 13.1 1.1 0.1 4.8 4 4.1 2.1
104.1 733.1 5.1 67.1 5.1 2.1 7.1 0.1 0.8 3.7 4.7 5.9
372.1 13.1 507.1 17.1 0.1 6.1 0.1 8.1 2.4 0.7 3.1 8.9
82.1 482.1 307.1 37.1 0.1 0.1 12.1 2.1 2.7 4 6.3 2.1
117.1 322.1 73.1 396.1 0.1 2.1 12.1 0.1 3.2 6 5.2 0.7
402.1 181.1 266.1 59.1 1.1 0.1 0.1 13.1 MEF2
E2F 0.1 0.1 12.1 2.1 A C G T
1.1 3.1 1.1 17.1 0.1 14.1 0.1 0.1 4.1 0.1 6.1 3.1
1.1 1.1 0.1 20.1 1.1 0.1 0.1 13.1 0.1 2.1 10.1 1.1
1.1 0.1 0.1 21.1 0.1 1.1 13.1 0.1 0.1 9.1 0.1 4.1
0.1 12.1 10.1 0.1 9.1 2.1 3.1 0.1 0.1 1.1 0.1 12.1
0.1 4.1 17.1 0.1 SRF 10.1 1.1 0.1 2.1
0.1 19.1 3.1 0.1 2.1 4.1 11.1 4.1 0.1 0.1 0.1 13.1
0.1 2.1 20.1 0.1 3.1 4.1 7.1 7.1 5.1 0.1 0.1 8.1
0.1 13.1 8.1 1.1 0.1 21.1 0.1 0.1 1.1 0.1 0.1 12.1
EGR1 0.1 21.1 0.1 0.1 2.1 0.1 0.1 11.1
45.6 6.2 6.2 42.5 19.1 0.1 0.1 2.1 4.1 0.1 0.1 9.1
5.2 2.7 5.2 87.3 9.1 1.1 0.1 11.1 11.1 0.1 2.1 0.1
7.4 0.1 92.8 0.1 19.1 0.1 1.1 1.1 5.1 1.1 5.1 2.1
0.1 98.3 0.1 1.9 1.1 2.1 1.1 17.1 P300
1.9 0.1 98.3 0.1 17.1 0.1 1.1 3.1 3.1 1.1 3.1 3.1
0.1 1.9 14.6 83.7 10.1 2.1 2.1 7.1 3.1 5.1 2.1 2.1
31 0.1 69.2 0.1 0.1 0.1 21.1 0.1 5.1 3.1 4.1 1.1
0.1 0.1 100.1 0.1 0.1 0.1 20.1 1.1 4.1 1.1 8.1 2.1
0.1 0.1 100.1 0.1 9.1 7.1 5.1 0.1 2.1 0.1 14.1 0.1
12.8 76.5 0.1 11 4.1 9.1 5.1 3.1 2.1 1.1 10.1 3.1
0.1 0.1 100.1 0.1 PAX5 13.1 1.1 1.1 1.1
0.1 0.1 42.4 57.8 2.1 1.1 2.1 0.1 0.1 1.1 14.1 1.1
PBX3 3.1 0.1 2.1 0.1 1.1 0.1 0.1 15.1
0.1 0.1 9.1 0.1 2.1 2.1 0.1 1.1 3.1 1.1 8.1 4.1
8.1 0.1 0.1 1.1 1.1 2.1 2.1 0.1 5.1 4.1 3.1 4.1
0.1 1.1 1.1 7.1 2.1 0.1 1.1 2.1 3.1 3.1 7.1 3.1
1.1 0.1 2.1 6.1 1.1 0.1 4.1 0.1 4.1 4.1 2.1 5.1
1.1 0.1 8.1 0.1 3.1 0.1 1.1 1.1 1.1 5.1 6.1 2.1
9.1 0.1 0.1 0.1 1.1 1.1 1.1 2.1 SP1
2.1 0.1 1.1 6.1 2.1 0.1 1.1 2.1 32.1 21.1 35.1 20.1
0.1 1.1 5.1 3.1 0.1 2.1 1.1 2.1 24.1 20.1 56.1 8.1
1.1 0.1 6.1 2.1 0.1 3.1 1.1 1.1 14.1 10.1 65.1 19.1
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Table 7.3 . . . continued
A C G T A C G T A C G T
1.1 2.1 2.1 4.1 0.1 1.1 0.1 4.1 17.1 1.1 89.1 1.1
3.1 2.1 1.1 3.1 1.1 1.1 2.1 1.1 0.1 0.1 108.1 0.1
1.1 3.1 4.1 1.1 3.1 0.1 2.1 0.1 0.1 2.1 106.1 0.1
4.1 0.1 1.1 0.1 19.1 80.1 0.1 9.1
0.1 0.1 5.1 0.1 2.1 5.1 99.1 2.1
0.1 5.1 0.1 0.1 0.1 1.1 99.1 8.1
0.1 0.1 5.1 0.1 21.1 5.1 76.1 6.1
0.1 0.1 2.1 3.1 17.1 10.1 72.1 9.1
2.1 0.1 3.1 0.1 3.1 55.1 21.1 29.1
4.1 0.1 0.1 1.1 9.1 40.1 32.1 27.1
0.1 5.1 0.1 0.1
1.1 2.1 2.1 0.1
3.1 0.1 2.1 0.1
0.1 2.1 0.1 3.1
2.1 1.1 1.1 1.1
1.1 2.1 2.1 0.1
2.1 2.1 0.1 1.1
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ATAC-seq Gm12878 GSE47753; GSM1155957, GSM1155958, GSM1155959,
GSM1155960
K562 GSE65360: Single-cell K562 ATAC-seq from GSE65360 were pooled
together as bulk ATAC-seq data for K562
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Table 7.6: ENCODE ChIP-seq narrow peak files used for compiling historical infor-
mation for the application with histone ChIP-seq






































Table 7.7: ENCODE files of DNase I uniform narrow peaks and GRO-seq feature
files in the application with GRO-seq
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