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1. Introduction
The completion GΓ of a finite index subgroup Γ of SL2(Z) with respect to the
inclusion ρ : Γ →֒ SL2(Q) is a proalgebraic group, defined over Q, which is an
extension
1→ UΓ → GΓ → SL2 → 1
of SL2 by a prounipotent group UΓ, and a Zariski dense homomorphism Γ→ GΓ(Q).
The main result of [15] implies that, for each choice of a base point of the associated
orbi-curve XΓ = Γ\\h, the coordinate ring O(GΓ) has a canonical mixed Hodge
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2 RICHARD HAIN
structure (MHS) that is compatible with its product, coproduct and antipode.
This MHS induces one on the Lie algebra gΓ of GΓ.
1
In this paper we give a detailed exposition of the construction and basic prop-
erties of the natural MHS on (the coordinate ring and Lie algebra of) relative
completions of modular groups. Part 1 is an exposition of the basic properties of
relative completion. It also contains a direct construction of the MHS on the rel-
ative completion of the fundamental group (and, more generally, of path torsors)
of a smooth affine (orbi) curve with respect to the monodromy representation of
a polarized variation of Hodge structure (PVHS). Part 2 is an exploration of the
MHS on relative completions of modular groups and their associated path torsors,
especially in the case of the full modular group SL2(Z).
Completions of modular groups are interesting because of their relationship to
modular forms and to categories of admissible variations of MHS over modular
curves. Because the inclusion Γ → SL2(Q) is injective, one might expect the
prounipotent radical UΓ of GΓ to be trivial. However, this is not the case. Its
Lie algebra uΓ is a pronilpotent Lie algebra freely topologically generated (though
not canonically) by
(1.1)
∏
m≥0
H1(Γ, SmH)∗ ⊗ SmH
where H denotes the defining representation of SL2 and S
mH its mth symmetric
power. Because H1(Γ, SmH) is a space of modular forms of Γ of weight m + 2
(Eichler-Shimura), there should be a close relationship between the MHS on GΓ
and the geometry and arithmetic of elliptic curves.
To explain the connection with admissible variations of MHS, consider the cate-
gory MHS(XΓ,H) of admissible variations of MHS V over XΓ whose weight graded
quotients have the property that the monodromy representation
Γ→ AutGrWm V
factors through an action of the algebraic group SL2 for all m. The monodromy
representation
Γ ∼= π1(XΓ, x)→ Aut Vx
of such a variation V factors through the canonical homomorphism Γ→ GΓ(Q), so
that one has a natural coaction
(1.2) Vx → Vx ⊗O(GΓ).
In Section 8 we show that there is an equivalence of categories betweenMHS(XΓ,H)
and the category of “Hodge representations” of GΓ — that is the category of repre-
sentations of Γ on a MHS V that induce a homomorphism GΓ → Aut V for which
the coaction (1.2) is a morphism of MHS. The prounipotent radical UΓ of GΓ, and
hence modular forms via (1.1), control extensions in MHS(XΓ,H). This is a special
case of a more general result which is proved in [24].
Modular forms give simple extensions in MHS(XΓ,H). The fundamental repre-
sentation H of SL2 corresponds to the polarized variation of Hodge structure H of
weight 1 overXΓ whose fiber over the point x ∈ XΓ is the first cohomology group of
the corresponding elliptic curve. The classification of admissible variations of MHS
1There is more structure: if XΓ is defined over the number field K and if x ∈ XΓ is a K-
rational point, then one also has a Galois action on G ⊗ Qℓ. This and the canonical MHS on GΓ
should be the Hodge and ℓ-adic e´tale realizations of a motivic structure on G that depends on x.
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over XΓ in the previous paragraph and the computation (1.1) imply that there are
extensions of variations
0→ H1(XΓ, S
mH)∗ ⊗ SmH→ E→ Q→ 0.
When Γ is a congruence subgroup, this variation splits as the sum of extensions
0→ Mˇf ⊗ S
mH→ Ef → Q→ 0,
where f is a normalized Hecke eigenform of weight m+2, Mf is the corresponding
Hodge structure, and Mˇf =Mf (m+1) is its dual. When f is a cusp form, Mˇf⊗S
mH
has weight −1. In the case where Γ = SL2(Z), we give an explicit construction of
these extensions and the corresponding normal functions in Section 13.4. When f
is an Eisenstein series, Mˇf = Q(m+ 1) and the extension is of the form
0→ SmH(m+ 1)→ Ef → Q→ 0.
These extensions are constructed explicitly in Section 13.3 when Γ = SL2(Z). They
correspond to the elliptic polylogarithms of Beilinson and Levin [1].
This work also generalizes and clarifies Manin’s work on “iterated Shimura in-
tegrals” [29, 30]. The exact relationship is discussed in Section 13.2. The periods
of the MHS on O(GΓ) are iterated integrals (of the type defined in [15]) of the log-
arithmic forms in Zucker’s mixed Hodge complex that computes the MHS on the
cohomology groupsH1(XΓ, S
mH), whose definition is recalled in Section 6. Manin’s
iterated Shimura integrals are iterated integrals of elements of the subcomplex of
holomorphic forms in Zucker’s complex. They form a Hopf algebra whose spectrum
is a quotient UA of UΓ by the normal subgroup generated by F 0UΓ. This quotient is
not motivic as it does not support a MHS for which the quotient mapping UΓ → UA
is a morphism of MHS. There is a further quotient UB of UA that is dual to the
Hopf algebra generated by iterated integrals of Eisenstein series. In Section 19 we
show that it is not motivic by relating it to the Eisenstein quotient of UΓ, described
below.
Fix a base point x ∈ XΓ, so that GΓ denotes the completion of π1(XΓ, x) ∼= Γ
with its natural MHS. The “Eisenstein quotient” GeisΓ of GΓ, defined in Section 16,
is the maximal quotient of GΓ whose Lie algebra geisΓ has a MHS whose weight
graded quotients are sums of Tate twists of the natural Hodge structure on SnHx.
Its isomorphism type does not depend on the base point x. As x varies in XΓ, the
coordinate rings of the Eisenstein quotients form an admissible VMHS over XΓ.
Denote the Lie algebra of UB by uB and of the prounipotent radical UeisΓ of G
eis
Γ
by ueisΓ . Since the Hodge structure Mˇf ⊗S
nHx associated to an eigencuspform f is
not of this type, such Hodge structures will lie in the kernel of
H1(uΓ)→ H1(u
eis
Γ ),
which implies that H1(u
eis
Γ ) is generated by one copy of S
mHx(m + 1) for each
normalized Eisenstein series of weight m+ 2. In particular, when Γ = SL2(Z),
H1(u
eis
Γ )
∼=
∏
n≥1
S2nHx(2n+ 1).
There is a natural projection UB → UeisΓ from Manin’s quotient of UΓ to U
eis
Γ that
induces an isomorphism
H1(uB) ∼= H1(u
eis
Γ ).
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But, as we show in Section 19, the cuspidal generators Mˇf ⊗ S2nHx of uΓ be-
come non-trivial relations in ueisΓ . Such relations were suggested by computa-
tions in the ℓ-adic e´tale version with Makoto Matsumoto (cf. [23]). Evidence
for them was provided by Aaron Pollack’s undergraduate thesis [33] in which he
found quadratic relations between the generators of the image of the representation
GrW• u
eis
Γ → DerL(H) induced by the natural action of U
eis
Γ on the unipotent funda-
mental group of a once punctured elliptic curve, which we construct in Section 15.2
The arguments in Section 19 and the computations of Brown [3] and Terasoma [43]
(Thm. 19.3) imply that Pollack’s quadratic relations also hold in ueisΓ . Since uB is
free and since ueis is not, Manin’s quotient uB does not support a natural MHS.
The starting point of much of this work is the theory of “universal mixed elliptic
motives” [23] developed with Makoto Matsumoto. The origin of that project was a
computation in 2007 of the ℓ-adic weighted completion of π1(M1,1/Z[1/ℓ]) in which
we observed that cuspidal generators of the relative completion of the geometric
fundamental group of M1,1/Z[1/ℓ] appeared to become relations in the weighted
completion of its arithmetic fundamental group. Pollack’s thesis [33] added evi-
dence that these cuspidal generators had indeed become relations in the weighted
completion.
Finally, we mention related work by Levin and Racinet [28], Brown and Levin
[4], and Calaque, Enriquez and Etingof [6], and subsequent work of Enriquez.
Although the paper contains many new results, it is expository. The intended
audience is somebody who is familiar with modern Hodge theory. Several standard
topics, such as a discussion of modular symbols, are included to fix notation and
point of view, and also to make the paper more accessible. The reader is assumed
to be familiar with the basics of mixed Hodge structures, their construction and
their variations, including the basics of computing limit mixed Hodge structures.
Acknowledgments: It is a pleasure to acknowledge the mathematicians with whom
I have had fruitful discussions, which helped shape my view of the subject of these
notes. In particular, I would like to thank my long term collaborator, Makoto
Matsumoto, as well as Aaron Pollack and Francis Brown. I am indebted to Francis
Brown and Tomohide Terasoma, each of whom communicated their computation of
the cup product, Theorem 19.3. I am also grateful to Francis Brown for his interest
in the project and for his numerous constructive comments and corrections.
1.1. Notation and Conventions.
1.1.1. Path multiplication and iterated integrals. In this paper we use the topol-
ogist’s convention (which is the opposite of the algebraist’s convention) for path
multiplication. Two paths α, β : [0, 1] → X in a topological space X are compos-
able when α(1) = β(0). The product α ∗ β of two composable paths first traverses
α and then β.
Denote the complex of smooth C-valued forms on a smooth manifold M by
E•(M). Iterated integrals are defined using Chen’s original definition: if ω1, . . . , ωr ∈
2He also found, for each cusp form, relations of all degrees ≥ 3 that hold in a certain quotient
of the image of this representation.
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E1(M)⊗A are 1-forms on a manifoldM that take values in an associative C-algebra
A and α : [0, 1]→M is a piecewise smooth path, then∫
α
ω1ω2 . . . ωr =
∫
∆r
f1(t1) . . . fr(tr)dt1dt2 . . . dtr.
where fj(t)dt = α
∗ωj and ∆
r is the “time ordered” r-simplex
∆r = {(t1, . . . , tr) ∈ R
n : 0 ≤ t1 ≤ t2 ≤ · · · ≤ tr ≤ 1}.
An exposition of the basic properties of iterated integrals can be found in [13, 17].
1.1.2. Filtrations. The lower central series (LCS) L•G of a group G is defined by
G = L1G ⊇ L2G ⊇ L3G ⊇ · · ·
where Lm+1G = [G,LmG]. Its associated graded Gr•LCSG is a graded Lie algebra
over Z whose mth graded quotient is GrmLCSG := L
mG/Lm+1G.
The lower central series L•g of a Lie algebra g is defined similarly. A Lie algebra
g is nilpotent if LNg = 0 for some N ≥ 0.
1.1.3. Hodge theory. All mixed Hodge structures will be Q mixed Hodge structures
unless otherwise stated. The category of Q-mixed Hodge structures will be denoted
by MHS. The category of R-mixed Hodge structures will be denoted by MHSR.
Often we will abbreviate mixed Hodge structure by MHS, variation of MHS
by VMHS, mixed Hodge complex by MHC, cohomological MHC by CMHC. The
category of admissible VMHS over a smooth variety X will be denoted by MHS(X).
2. Preliminaries
2.1. Proalgebraic groups. In this paper, the term algebraic group will refer to a
linear algebraic group. Suppose that F is a field of characteristic zero. A proalge-
braic group G over F is an inverse limit of algebraic F -groups Gα. The coordinate
ring O(G) of G is the direct limit of the coordinate rings of the Gα. The Lie alge-
bra g of G is the inverse limit of the Lie algebras gα of the Gα. It is a Hausdorff
topological Lie algebra. The neighbourhoods of 0 are the kernels of the canonical
projections g→ gα.
The continuous cohomology of g = lim
←−
gα is defined by
H•(g) := lim
−→
α
H•(gα).
Its homology is the full dual:
H•(g) := HomF (H
•(g), F ) ∼= lim←−
H•(gα)
Each homology group is a Hausdorff topological vector space; the neighbourhoods
of 0 are the kernels of the natural maps H•(g)→ H•(gα).
Continuous cohomology can be computed using continuous Chevalley-Eilenberg
cochains:
C•(g) = HomctsF (Λ
•g, F ) := lim
−→
α
HomF (Λ
•gα, F )
with the usual differential.
If, instead, g =
⊕
m gm is a graded Lie algebra, then the homology and cohomol-
ogy of g are also graded. This follows from the fact that the grading of g induces
a grading of the Chevalley-Eilenberg chains and cochains of g.
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2.2. Prounipotent groups and pronilpotent Lie algebras. A prounipotent
F -group is a proalgebraic group that is an inverse limit of unipotent F -groups.
A pronilpotent Lie algebra over a F is an inverse limit of finite dimensional
nilpotent Lie algebras. The Lie algebra of a prounipotent group is a pronilpotent
Lie algebra. The functor that takes a prounipotent group to its Lie algebra is
an equivalence of categories between the category of unipotent F -groups and the
category of pronilpotent Lie algebras over F .
The following useful result is an analogue for pronilpotent Lie algebras of a
classical result of Stallings [40]. A proof can be found in [18, §3].
Proposition 2.1. For a homomorphism ϕ : n1 → n2 of pronilpotent Lie algebras,
the following are equivalent:
(i) ϕ is an isomorphism,
(ii) ϕ∗ : H•(n2)→ H
•(n1) is an isomorphism,
(iii) ϕ∗ : Hj(n2) → Hj(n1) is an isomorphism when j = 1 and injective when
j = 2.

Another useful fact that we shall need is the following exact sequence, which is
essentially due to Sullivan [42].
Proposition 2.2. If n is a pronilpotent Lie algebra over F , then the sequence
0 //
(
Gr2LCS n
)∗ [ , ]∗ // Λ2H1(n) cup // H2(n)
is exact, where ( )∗ = Homcts( , F ) and [ , ]∗ denotes the continuous dual of the
bracket Λ2H1(n)→ Gr
2
LCS n.
Remark 2.3. When H1(n) is finite dimensional, one can dualize to obtain the exact
sequence
H2(n)
cup∗ // Λ2H1(n)
[ , ] // Gr2LCS n // 0.
However, when H1(n) is infinite dimensional, this sequence is not exact. Instead,
one needs to replace Λ2H1(n) by the alternating part of the completed tensor prod-
uct H1(n) ⊗ˆH1(n).
2.3. Free Lie algebras. Suppose that F is a field of characteristic 0 and that V
is a vector space over F . Here we are not assuming V to be finite dimensional. The
free Lie algebra generated by V will be denoted by L(V ). It is characterized by the
property that a linear map V → g into a Lie algebra over F induces a unique Lie
algebra homomorphism L(V ) → g. The Poincare´-Birkhoff-Witt Theorem implies
[37] that L(V ) is the Lie subalgebra of the tensor algebra T (V ) (with bracket
[A,B] = AB − BA) generated by V and that the inclusion L(V ) → T (V ) induces
an isomorphism UL(V )→ T (V ) from the enveloping algebra of L(V ) to T (V ). The
cohomology of L(V ) with trivial coefficients vanishes in degrees > 1.
If f is a Lie algebra, then any splitting of the projection f → H1(f) induces a
homomorphism L(H1(f)) → f. If f is free, then this homomorphism is an isomor-
phism [37]. It induces a canonical isomorphism
(2.4) Gr•LCS f
∼= L(H1(f))
of the graded Lie algebra associated to the lower central series (LCS) of f with the
free Lie algebra generated by its first graded quotient H1(f) = f/L
2f.
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The free completed Lie algebra L(V )∧ generated by V is defined to be
L(V )∧ = lim
←−
n,
where n ranges over all finite dimensional nilpotent quotients of L(V ). It is viewed as
a topological Lie algebra. It is useful to note that there is a canonical isomorphism
L(V )∧ = lim
←−
W,n
L(W )/LnL(W )
of topological Lie algebras, where W ranges over all finite dimensional quotients of
V and n over all positive integers.
We can regard V as a topological vector space: the neighbourhoods of 0 are
the subspaces of V of finite codimension. Every continuous linear mapping V → u
from V into a pronilpotent Lie algebra induces a unique continuous homomorphism
L(V )∧ → u. The continuous cohomology of L(V )∧ vanishes in degrees ≥ 2.
If n is a pronilpotent Lie algebra, then any continuous section of the quotient
mapping n→ H1(n) induces a continuous surjective homomorphism L(H1(n))∧ →
n. Applying Proposition 2.1 to this homomorphism, we obtain:
Proposition 2.5. A pronilpotent Lie algebra is free if and only if H2(n) = 0. 
Part 1. Completed Path Torsors of Affine Curves
3. Relative Completion in the Abstract
Suppose that Γ is a discrete group and that R is a reductive algebraic group
over a field F of characteristic zero. The completion of Γ relative to a Zariski dense
representation ρ : Γ→ R(F ) is a proalgebraic F -group G which is an extension
1→ U → G → R→ 1
of R by a prounipotent group U , and a homomorphism ρˆ : Γ→ G(F ) such that the
composite
Γ
ρˆ // G(F ) // R(F )
is ρ. It is universal for such groups: if G is a proalgebraic F group that is an
extension of R by a prounipotent group, and if φ : Γ → G(F ) is a homomorphism
whose composition with G→ R is ρ, then there is a homomorphism φˆ : G → G of
proalgebraic F -groups such that the diagram
Γ
ρˆ //
φ

G(F )
φˆ
{{✇✇✇
✇✇
✇✇
✇✇

G(F ) // R(F )
commutes.
When R is trivial, ρ is trivial and G = U is the unipotent completion of Γ over
F .
Relative completion can be defined as follows: Let L(Γ, R) denote the category
of finite dimensional F -linear representations V of Γ that admit a filtration
0 = V0 ⊂ V1 ⊂ · · · ⊂ VN = V
by Γ-submodules with the property that each graded quotient Vj/Vj−1 is an R-
module and the action of Γ on it factors through ρ. It is a neutral tannakian
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category. The completion of Γ relative to ρ is the fundamental group of this category
with respect to the fiber functor that takes a representation to its underlying vector
space.
We will generally be sloppy and not distinguish between a proalgebraic group G
and its group G(F ) of F -rational points. For example, in the context of relative
completion, ρ will be a homomorphism Γ→ R.
3.1. Levi splittings. The following generalization of Levi’s Theorem implies that
the relative completion G of a finitely generated group Γ can be expressed (non-
canonically) as a semi-direct product G ∼= R⋉ U . The Lie algebra u of U is then a
pronilpotent Lie algebra in the category of R-modules. The isomorphism type of G
is determined by u with its R-action.
Suppose that F is a field of characteristic 0 and that R is a reductive F -group.
Call an extension
1→ U → G → R→ 1
of R by a prounipotent group in the category of affine F -groups quasi-finite if for
all finite dimensional R-modules V , HomR(V,H1(U)) is finite dimensional. The
results in the following section imply that the completion of a finitely generated
group Γ relative to a homomorphism ρ : Γ→ R(F ) is a quasi finite extension of R.
Proposition 3.1. Every quasi-finite extension of R by a prounipotent group U is
split. Moreover, any two splittings are conjugate by an element of U(F ).
Sketch of Proof. The classical case where U is an abelian unipotent group (i.e.,
a finite dimensional vector space) was proved by Mostow in [32]. (See also, [2,
Prop. 5.1].)
First consider the case where U is an abelian proalgebraic group. The quasi-
finiteness assumption implies that there are (finite dimensional) abelian unipotent
groups Uα with R-action and an R-equivariant isomorphism
U ∼=
∏
α
Uα.
The extension of G by U can be pushed out along the projection U → Uα to obtain
extensions
1→ Uα → Gα → R→ 1.
The classical case, stated above, implies that each of these has a splitting sα and
that this splitting is unique up to conjugation by an element of Uα. These sections
assemble to give a section s = (sα) of G → R that is defined over F . Every section
of G → R is of this form. Any two are conjugate by an element of U(F ).
To prove the general case, consider the extensions
(3.2) 1→ Un → Gn → R→ 1
where Gn = G/Ln+1U , Un = U/Ln+1U , and where LnU denotes the nth term of the
LCS of U . The result is proved by constructing a compatible sequence of sections of
these extensions. We have already established the n = 1 case. Suppose that n > 1
and that we have constructed a splitting of sn−1 of Gn−1 → R and shown that any
two such splittings are conjugate by an element of Un−1.
Pulling back the extension
1→ GrnLCS U → Gn → Gn−1 → 1
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along sn−1 gives an extension
1→ GrnLCS U → G→ R→ 1.
The quasi-finite assumption implies that the R-module GrnLCS U is a product of
finite dimensional R-modules. The n = 1 case implies that this extension is split
and that any two splittings are conjugate by an element of GrnLCS U . If s is a section
of G→ R, then the composition of s with the inclusion G →֒ Gn is a section sn of
(3.2) that is compatible with sn−1:
1 // GrnLCS U // G //

R //
sn−1

s
zz
sn
}}③③
③③
③③
③③
③
1
1 // GrnLCS U // Gn // Gn−1 // 1
The uniqueness of s implies that any two such lifts of sn−1 are conjugate by an
element of GrnLCS U(F ). This and the fact that sn−1 is unique up to conjugation
by an element of U(F ) implies that sn is as well. 
3.2. Cohomology. We continue with the notation above, where G is the relative
completion of Γ. When R is reductive, the structure of g and u are closely related
to the cohomology of Γ with coefficients in rational representations of R. We
will assume also that Hj(Γ, V ) is finite dimensional when j ≤ 2 for all rational
representations V of R. This condition is satisfied when Γ is finitely presented and
thus by fundamental groups of all complex algebraic varieties.
For each rational representation V of R there are natural isomorphisms
HomctsR (H•(u), V )
∼= [H•(u)⊗ V ]R ∼= H•(G, V ).
The homomorphism Γ→ G(F ) induces a homomorphism
(3.3) H•(u, V )R ∼= H•(G, V )→ H•(Γ, V )
It is an isomorphism in degrees ≤ 1 and an injection in degree 2.
Denote the set of isomorphism classes of finite dimensional irreducible represen-
tations of R by Rˇ. Fix an R-module Vλ in each isomorphism class λ ∈ Rˇ. If each
irreducible representation of R is absolutely irreducible3 and if Hj(Γ, V ) is finite
dimensional for all rational representations V of R when j = 1, 2, then (3.3) implies
that there is an isomorphism
(3.4)
∏
λ∈Rˇ
[H1(Γ, Vλ)]
∗ ⊗F Vλ ∼= H1(u)
of topological modules, and that there is a continuous R-invariant surjection∏
λ∈Rˇ
[H2(Γ, Vλ)]
∗ ⊗F Vλ → H2(u).
In both cases, the LHS has the product topology.
3This is the case when R = Spg over any field of characteristic zero.
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3.3. Base change. When discussing the mixed Hodge structure on a relative com-
pletion of the fundamental group of a complex algebraic manifold X , we need to be
able to compare the completion of π1(X, x) over R (or Q) with its completion over
C. For this reason we need to discuss the behaviour of relative completion under
base change.
The cohomological properties of relative completion stated above imply that it
behaves well under base change. To explain this, suppose that K is an extension
field of F . Then ρK : Γ → R(K) is Zariski dense in R ×F K, so one has the
completion GK of Γ relative to ρK . It is an extension of R×F K by a prounipotent
group. The universal mapping property of GK implies that the homomorphism
Γ→ G(K) induces a homomorphism GK → G×F K of proalgebraic K-groups. The
fact that (3.3) is an isomorphism in degree 1 and injective in degree 2 implies that
this homomorphism is an isomorphism.
3.4. Examples. Here the coefficient field F will be Q. But because of base change,
the discussion is equally valid when F is any field of characteristic 0.
3.4.1. Free groups. Suppose that Γ is a finitely generated free group and that ρ :
Γ→ R(F ) is a Zariski dense reductive representation. Denote the completion of Γ
with respect to ρ by G and its unipotent radical by U . Denote their Lie algebras
by g and u. Since Hj(Γ, V ) vanishes for all R-modules V for all j ≥ 2, u is free.
Consequently, the homomorphism (3.3) is an isomorphism in all degrees.
3.4.2. Modular groups. Suppose that Γ is a modular group — that is, a finite index
subgroup of SL2(Z). Let R = SL2 and ρ : Γ → SL2(Q) be the inclusion. This has
Zariski dense image. Denote the completion of Γ with respect to ρ by G and its
unipotent radical by U .
Every torsion free subgroup Γ′ of SL2(Z) is the fundamental group of the quo-
tient Γ′\h of the upper half plane by Γ′. Since this is a non-compact Riemann
surface, Γ′ is free. Since SL2(Z) has finite index torsion free subgroups (e.g., the
matrices congruent to the identity mod m for any m ≥ 3), every modular group is
virtually free. This implies that Hj(Γ, V ) = 0 whenever j ≥ 2 and V is a rational
vector space. The results of Section 3.2 imply that the Lie algebra u of U is a
free pronilpotent Lie algebra. As in the case of a free group, this implies that the
homomorphism (3.3) is an isomorphism in all degrees.
The set Rˇ of isomorphism classes of irreducible R-modules is N. The natural
number n corresponds to the nth symmetric power SnH of the defining represen-
tation H of SL2. The results of Section 3.2 imply that there is a non-canonical
isomorphism
u ∼= L
(⊕
n≥0
H1(Γ, SnH)∗ ⊗ SnH
)∧
of pronilpotent Lie algebras in the category of SL2 modules. (Cf. Remarks 3.9 and
7.2 in [16].) So we have a complete description of G as a proalgebraic group:
G ∼= SL2 ⋉ exp u.
In Section 4 we give a method for constructing a homomorphism Γ→ SL2(C)⋉exp u
that induces an isomorphism G → SL2(C)⋉ exp u.
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3.4.3. Unipotent completion of fundamental groups of punctured elliptic curves.
Here E is a smooth elliptic curve over C and Γ = π1(E
′, x) where E′ = E − {0}
and x ∈ E′. In this case we take R to be trivial. The corresponding completion
of Γ is the unipotent completion of π1(E
′, x). Since H2(E′) = 0, the results of
Section 3.2 imply that the Lie algebra p of the unipotent completion of π1(E
′, x)
is (non-canonically isomorphic to) the completion of the free Lie algebra generated
by H1(E,Q):
p ∼= L(H1(E))
∧.
This induces a canonical isomorphism Gr•LCS p
∼= L(H1(E)) of the associated graded
Lie algebra of the lower central series (LCS) of p with the free Lie algebra generated
by H1(E).
3.5. Naturality and Right exactness. The following naturality property is eas-
ily proved using either the universal mapping property of relative completion or its
tannakian description.
Proposition 3.5. Suppose that Γ and Γ′ are discrete groups and that R and R′
are reductive F -groups. If one has a commutative diagram
Γ′
ρ′ //

R′

Γ
ρ // R
in which ρ and ρ′ are Zariski dense, then one has a commutative diagram
Γ′ //

G′

// R′

Γ // G // R
where G and G′ denote the completions of Γ and Γ′ with respect to ρ and ρ′. 
Relative completion is not, in general, an exact functor. However, it is right
exact. The following is a special case of this right exactness. It can be proved using
the universal mapping property of relative completion. (A similar argument can be
found in [22, §4.5].)
Proposition 3.6. Suppose that Γ, Γ′ and Γ′′ are discrete groups and that R, R′
and R′′ are reductive F -groups. Suppose that one has a diagram
1 // Γ′ //
ρ′

Γ //
ρ

Γ′′ //
ρ′′

1
1 // R′ // R // R′′ // 1
with exact rows in which ρ, ρ′ and ρ′′ are Zariski dense, then the corresponding
diagram
G′ //

G //

G′′ //

1
1 // R′ // R // R′′ // 1
of relative completions has right exact top row. 
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Example 3.7. The moduli space of n ≥ 1 pointed genus 1 curves will be denoted
by M1,n. It will be regarded as an orbifold. It is isomorphic to (and will be
regarded as) the moduli space of elliptic curves (E, 0) with n− 1 distinct labelled
points (x1, . . . , xn−1). The point of M1,n that corresponds to (E, 0, x1, . . . , xn−1)
will be denoted by [E, x1, . . . , xn−1].
The fiber of the projection M1,2 → M1,1 that takes [E, x] to [E] is E′ :=
E−{0}. Fix a base point xo = [E, x] ofM1,2 and to = [E] ∈M1,1. The (orbifold)
fundamental group of M1,2 is an extension
1→ π1(E
′, x)→ π1(M1,2, xo)→ π1(M1,1, to)→ 1.
Denote the completion of π1(M1,2, xo) with respect to the natural homomorph-
ism to SL(H1(E)) ∼= SL2(Q) by G˜. Functoriality and right exactness of relative
completion implies that we have an exact sequence
π1(E
′, x)un → G˜ → G → 1.
In this case, we can prove exactness on the left as well.
This is proved using the conjugation action of π1(M1,2, xo) on π1(E′, x), which
induces an action of π1(M1,2, xo) on the Lie algebra p of π1(E
′, x)un. This action
preserves the lower central series filtration of p and therefore induces an action
on Gr•LCS p
∼= L(H1(E)). This action is determined by its action on H1(E), and
therefore factors through the homomorphism π1(M1,2, xo) → SL2(Q). The uni-
versal mapping property of relative completion implies that this induces an action
G˜ → Aut p and the corresponding Lie algebra homomorphism g˜ → Der p. The
composite p→ g˜→ Der p is the homomorphism induced by the conjugation action
of π1(E
′, x)un on itself and is therefore the adjoint action. Since p is free of rank
> 1, it has trivial center, which implies that the adjoint action is faithful and that
p→ g˜ is injective.
3.6. Hodge Theory. Suppose that X is the complement of a normal crossings
divisor in a compact Ka¨hler manifold. Suppose that F = Q or R and that V is
a polarized variation of F -Hodge structure over X . Pick a base point xo ∈ X .
4
Denote the fiber over V over xo by Vo. The Zariski closure of the image of the
monodromy representation
ρ : π1(X, xo)→ Aut(Vo)
is a reductive F -group, [11, 4.2.6]. Denote it by R. Then one has the relative
completion G of π1(X, xo) with respect to ρ : π1(X, xo)→ R(F ).
Theorem 3.8 ([15]). The coordinate ring O(G) is a Hopf algebra in the category
of Ind-mixed Hodge structures over F . It has the property that W−1O(G) = 0 and
W0O(G) = O(R).
A slightly weaker version of the theorem is stated in terms of Lie algebras. Denote
the prounipotent radical of G by U . Denote their Lie algebras by g and u, and the
Lie algebra of R by r.
Corollary 3.9 ([15]). The Lie algebra g is a Lie algebra in the category of pro-
mixed Hodge structures over F . It has the property that
g =W0g, u =W−1g, and Gr
W
0 g
∼= r.
4We also allow tangential base points.
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If V is a PVHS over X with fiber Vo over the base point xo, then the composite
H•(u, Vo)
R → H•(Γ, Vo)→ H
•(X,V)
of (3.3) with the canonical homomorphism is a morphism of MHS. It is an isomor-
phism in degrees ≤ 1 and injective in degree 2. When X is an (orbi) curve, it is an
isomorphism in all degrees.
The existence of the mixed Hodge structure on u in the unipotent case and when
X is not necessarily compact is due to Morgan [31] and Hain [15]. The results in
this section also hold in the orbifold case.
Example 3.10. The local system R1f∗Q over M1,1 associated to the universal
elliptic curve f : E →M1,1 is a polarized variation of Hodge structure of weight 1.
This variation and its pullback to M1,n will be denoted by H. It has fiber H1(E)
over [E]. The Zariski closure of the monodromy representation π1(M1,1, [E]) →
AutH1(E) is SL(H1(E)), which is isomorphic to SL2. Poincare´ duality H1(E) ∼=
H1(E)(1) induces an isomorphism of H(1) with the local system over M1,1 whose
fiber over [E] is H1(E).
The choice of an elliptic curve E and a non-zero point x of E determines com-
patible base points of E′, M1,1 and M1,2. Denote the Lie algebras of the relative
completions of π1(M1,1, [E]) and π1(M1,2, [E, x]) by g and g˜, respectively. Denote
the Lie algebra of the unipotent completion of π1(E
′, x) by p. The results of this
section imply that each has a natural MHS and that the sequence
0→ p→ g˜→ g→ 0
is exact in the category of MHS. The adjoint action of g˜ on p induces an action
g˜→ Der p
Since the inclusion p→ g˜ is a morphism of MHS, this homomorphism is a morphism
of MHS.
Since the functor Gr•W is exact on the category of MHS, one can study this action
by passing to its associated graded action
GrW• g˜→ DerL(H1(E)).
4. A Concrete Approach to Relative Completion
Suppose that M is the orbifold quotient5 Γ\X of a simply connected manifold
X by a discrete group Γ. We suppose that Γ acts properly discontinuously and
virtually freely6 on X . Our main example will be when X = h and Γ is a finite
index subgroup of SL2(Z).
Suppose that R is a complex (or real) Lie group and that (uα)α is an inverse
system of finite dimensional nilpotent Lie algebras in the category of left R-modules.
Its limit
u = lim←−
α
uα
is a pronilpotent Lie algebra in the category of R-modules. Denote the unipotent
Lie group corresponding to uα by Uα. The prounipotent Lie group corresponding
to u is the inverse limit of the Uα.
5For a detailed and elementary description of what this means, see [19, §3].
6That is, Γ has a finite index subgroup that acts freely on X.
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The action of R on u induces an action of R on U , so we can form the semi-direct
product7 R⋉ U . This is the inverse limit
R ⋉ U = lim←−
α
(R⋉ Uα)
If R is an algebraic group, then R⋉ U is a proalgebraic group.
Suppose that ρ : Γ → R is a representation. At this stage, we do not assume
that ρ has Zariski dense image. The following assertion is easily proved.
Lemma 4.1. Homomorphisms ρˆ : Γ → R ⋉ U that lift ρ correspond to functions
F : Γ→ U that satisfy the 1-cocycle condition
F (γ1γ2) = F (γ1)(γ1 · F (γ2)).
The homomorphism ρˆ corresponds to the function Γ→ U ×R
γ 7→
(
F (u), ρ(γ)
)
under the identification of R ⋉ U with U ×R. 
Cocycles can be constructed from Γ-invariant 1-forms on X with values in u.
Define
E•(X) ⊗ˆ u := lim
←−
α
E•(X)⊗ uα,
where E•(X) denotes the complex of smooth C-valued forms on X . The group Γ
acts on E•(X) ⊗ˆ u by
γ · ω =
(
(γ∗)−1 ⊗ γ
)
ω.
Such a form ω is invariant if
(γ∗ ⊗ 1)ω = (1 ⊗ γ)ω
for all γ ∈ Γ.
Let Γ act on X × U diagonally: γ : (u, x)→ (γu, γx). The projection
X × U → X
is a Γ-equivariant principal right U-bundle. Its sections correspond to functions
f : X → U . Each ω ∈ E1(X) ⊗ˆ u defines a connection on this bundle invariant
under the right U action via the formula
∇f = df + ωf,
where f is a U-valued function defined locally on X . The connection is Γ-invariant
if and only if ω is Γ-invariant. It is flat if and only if ω is integrable:
dω +
1
2
[ω, ω] = 0 in E2(X) ⊗ˆ u.
In this case, parallel transport defines a function
T : PX → U
7To be clear, the group R ⋉ U is the set U × R with multiplication
(u1, r1)(u2, r2) = (u1(r1 · u2), r1r2),
where r · u denotes the action of R on U . We will omit the dot when it is clear from the context
that ru means the action of R on U .
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from the path space of X into U . With our conventions, this satisfies T (α ∗ β) =
T (β)T (α). When ω is integrable, T (α) depends only on the homotopy class of γ rel-
ative to its endpoints. Chen’s transport formula implies that the inverse transport
function is given by the formula
(4.2) T (α)−1 = 1 +
∫
α
ω +
∫
α
ωω +
∫
α
ωωω + · · ·
Cf. [20, Cor. 5.6].
Fix a point xo ∈ X . Since X is simply connected, for each γ ∈ Γ there is a
unique homotopy class cγ of paths from xo to γ · xo.
Proposition 4.3. If ω ∈ E1(X) ⊗ˆ u is Γ-invariant and integrable, then the function
Θxo : Γ→ U defined by
Θxo(γ) = T (cγ)
−1
is a well-defined (left) 1-cocycle with values in U :
Θxo(γµ) = Θxo(γ)
(
γ ·Θxo(µ)
)
.
Consequently, the function ρ˜xo : Γ → R ⋉ U defined by γ 7→
(
Θxo(γ), ρ(γ)
)
is a
homomorphism.
Proof. This follows directly from the fact that cγµ = cγ ∗ (γ · cµ) and the transport
formula above. 
cγ
xo
γxo
µxo
γµxo
cµ
γ · cµ
Figure 1. The cocycle relation cγµ = cγ ∗ (γ · cµ)
Remark 4.4. The dependence of Θxo and ρ˜xo on xo is easily determined. Suppose
that x′ is a second base point. If e is the unique homotopy class of paths in X from
xo to x
′, then c′γ := e
−1 ∗ cγ ∗ (γ · e) is the unique homotopy class of paths in X
from x′ to γ · x′. Thus
T (c′γ)
−1 = T (e)T (cγ)
−1(γ · T (e)−1).
Since, for u, v ∈ U and r ∈ R,
(v, 1)(u, r)(v−1, 1) = (v(r · v−1), γ)
in R⋉U , the previous formula implies that ρ˜x′ is obtained from ρ˜xo by conjugation
by T (e) ∈ U and that
Θx′(γ) = T (e)Θxo(γ · T (e)
−1).
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4.1. Variant. Later we will sometimes need a slightly more general setup. This
material is standard. More details can be found in [20, §5]. As above, R acts on U
on the left.
Recall that a factor of automorphy is a smooth function
M : Γ×X → R, (γ, x) 7→Mγ(x)
that satisfies Mγµ(x) = Mγ(µx)Mµ(x) for all x ∈ X and γ, µ ∈ Γ. One checks
easily that the function
γ : (x, u) 7→ (γx,Mγ(x)u)
defines a left action of Γ on the right principal U bundle X × U .
Suppose that ∇0 is a connection on the bundle X × U → X . A 1-form ω ∈
E1(X) ⊗ˆ u defines a right U-invariant connection ∇ on this bundle by
∇f = ∇0f + ωf,
where f : X → U is a section. This connection is Γ-invariant if and only if
(γ∗ ⊗ 1)ω = (1⊗Mγ)ω − (∇0Mγ)M
−1
γ all γ ∈ Γ
and flat if and only if ∇0ω + [ω, ω]/2 = 0.
When ∇ is a flat Γ-invariant connection, the monodromy representation
Θxo : Γ→ R⋉ U
is given by
Θxo : γ 7→
(
T (cγ)
−1,Mγ(xo)
)
,
where for a path α ∈ X , T (α) is given by the formula (4.2).
The setup of the previous section is a special case where Mγ(x) = ρ(γ) and
where the connection ∇0 is trivial; that is, ∇0 = d.
4.2. A characterization of relative unipotent completion. To give a concrete
construction of the completion of Γ relative to ρ : Γ→ R, we need a useful criterion
for when a homomorphism Γ → R ⋉ U induces an isomorphism G → R ⋉ U with
the relative completion. In the present situation, the criterion is cohomological.
Suppose that ω ∈ E1(X) ⊗ˆ u is an integrable Γ-invariant 1-form on X , as above.
Suppose that V is a finite dimensional R-module and that U → Aut V is an R-
invariant homomorphism.8 Denote the action of u ∈ U on v ∈ V by u ·v. LetM be
the orbifold quotient of X × V by the diagonal Γ-action: γ : (x, v) 7→
(
γx, ρ(γ)v
)
.
The formula
∇v = dv + ω · v
defines a flat Γ-invariant connection on the vector bundle X×V → X . The complex
(E•(X)⊗ V )Γ := {ω ∈ E•(X)⊗ V : (γ∗ ⊗ 1)ω = (1 ⊗ γ)ω}
of Γ-invariant V -valued forms on X has differential defined by
∇(η ⊗ v) = dη ⊗ v + η ∧ (ω · v),
where η ∈ E•(X) and v ∈ V . It computes the cohomologyH•(M,V) of the orbifold
M with coefficients in the orbifold local system V of locally constant sections of the
flat vector bundle Γ\(X × V ) over M .
8Equivalently, V is an R ⋉ U-module.
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Lemma 4.5. If R is reductive, each integrable Γ-invariant 1-form ω ∈ E1(X) ⊗ˆ u
induces a ring homomorphism
H•(u, V )R → H•(M,V).
Proof. Note that Γ acts on u on the left by the formula γ : u 7→ ρ(γ) · u. A 1-form
ω ∈ E1(X) ⊗ˆ u can be regarded as a function
θω : Hom
cts(u,C)→ E1(X), ϕ 7→ (1⊗ ϕ)ω.
It is Γ-equivariant if and only if ω is. The induced algebra homomorphism
C•(u) = Λ•Homcts(u,C)→ E•(X)
commutes with differentials if and only if ω is integrable. So a Γ-invariant and
integrable 1-form ω ∈ E1(X) ⊗ˆ u induces a dga homomorphism
C•(u, V )R = [(Λ•Homcts(u,C))⊗ V ]R → (E•(X)⊗ V )Γ.
Since R is reductive, the natural map
H•(C•(u, V )R)→ H•(C•(u, V ))R
is an isomorphism. The result follows. 
The desired characterization of relative completion is:
Proposition 4.6. If R is reductive and ρ : Γ → R has Zariski dense image, then
the homomorphism ρ˜xo : Γ → R ⋉ U constructed from ω ∈ (E
1(X) ⊗ˆ u)Γ above is
the completion of Γ with respect to ρ if and only if the homomorphism
θ∗ω : [H
j(u)⊗ V ]R → Hj(M,V)
induced by θω is an isomorphism when j = 0, 1 and injective when j = 2 for all
R-modules V .
When X is a universal covering of a manifold, such universal 1-forms can be con-
structed using a suitable modification of Chen’s method of power series connections
[7].
Proof. Denote the completion of Γ relative to ρ by G. The universal mapping
property of relative completion implies that the homomorphism ρ˜xo : Γ → R ⋉ U
induces a homomorphism Ψ : G → R ⋉ U that commutes with the projections to
R. Denote the prounipotent radical of G by N and its Lie algebra by n. Then Ψ
induces a homomorphism N → U and an R-invariant homomorphism
Ψ∗ : H•(u)→ H•(n).
Then for each finite dimensional R-module V , one has the commutative diagram
[H•(n)⊗ V ]R // H•(Γ, V )

[H•(u)⊗ V ]R
Ψ∗
OO
θ∗ω
// H•(M,V)
where the right-hand vertical mapping is induced by the orbifold morphism M →
BΓ of M into the classifying space of Γ. Standard topology implies that this is an
isomorphism in degrees 0 and 1 and injective in degree 2. Results in Section 3.2
imply that the top row is an isomorphism in degrees 0 and 1, and injective in degree
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2. The assumption implies that the left hand vertical map is an isomorphism in
degrees 0 and 1 and injective in degree 2. Since H•(u) and H•(n) are direct limits
of finite dimensional R-modules, by letting V run through all finite dimensional
irreducible R-modules, we see that H•(u) → H•(n) is an isomorphism in degrees
0 and 1 and and injective in degree 2. Proposition 2.1 implies that n → u is an
isomorphism. This implies that Ψ is an isomorphism. 
4.3. Rational structure. To construct a MHS on the completion of (say) a mod-
ular group Γ, we will first construct its complex form together with its Hodge and
weight filtrations using an integrable, Γ-invariant 1-form, as above. An easy for-
mal argument, given below, implies that this relative completion has a natural Q
structure provided that R and ρ are defined over Q. To understand the MHS on
O(G), we will need a concrete description of this Q-structure on R⋉ U in terms of
periods. Explaining this is the goal of this section.
In general, we are not distinguishing between a proalgebraic F -group and its
group of F rational points. Here, since we are discussing Hodge theory, we will
distinguish between a Q-group, and its groups of Q and C rational points.
Suppose that R is a reductive group that is defined over Q and that ρ : Γ → R
takes values in the Q-rational points R(Q) of R. Denote the completion of Γ
with respect to ρ over Q by G and its prounipotent radical by N . These are
proalgebraic Q-groups. We also have the completion GC of Γ over C relative to
ρ, where the coefficient field is C. Base change (cf. Section 3.3) implies that the
natural homomorphism G ⊗Q C→ GC is an isomorphism.
When the hypotheses of Proposition 4.6 are satisfied we obtain a canonical Q-
structure on R⋉ U from the isomorphism
ψ : G ⊗Q C
≃ // R⋉ U .
induced by ρ˜xo . The Q-structure on U is the image of the restriction N ⊗Q C→ U
of this isomorphism to N . This induces a canonical Q-structure on u via the
isomorphism u ∼= n⊗Q C.
Proposition 4.7. The canonical Q-structure on u is the Q-Lie subalgebra of u
generated by the set {logΘxo(γ) : γ ∈ Γ}.
Proof. Fix a Q-splitting s of the surjection G → RQ. This gives an identification
of G with RQ ⋉N . Levi’s Theorem (Prop. 3.1) implies that there is a u ∈ U such
that the composition of
RQ
s // G
ψ // R⋉ U
is conjugated to the section RQ → R ⋉ U that takes r to (1, r) by u. That is, the
first section takes r ∈ R to (u(r · u)−1, r) ∈ R⋉ U . The composite
RQ ⋉N
≃ // G // GC
≃
ψ
// R⋉ U
is thus given by the formula
(4.8) (n, r) 7→ (ψ(n), 1)(u(r · u)−1, r) = (ψ(n)u(r · u)−1, r) ∈ R⋉ U .
The composite
Γ // G(Q)
≃ // R(Q)⋉N (Q)
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takes γ ∈ Γ to (F (γ), γ) ∈ N (Q) × R(Q) for some 1-cocycle F : Γ → N (Q). Note
that every divisible subgroup of the rational points of a prounipotent Q-group
N is the set of Q-rational points of a Q-subgroup of N . This implies that the
smallest subgroup of N (Q) that contains {F (γ) : γ ∈ Γ} is the set of Q-points of
a Q-subgroup S of N . The subgroup S must be N . This is because the cocycle
condition implies that it is a Γ-invariant subgroup:
γ1 · F (γ2) = F (γ1)
−1F (γ1γ2) ∈ S(Q).
Since Γ is Zariski dense in G, S is a normal subgroup of G. This implies thatRQ⋉S is
a subgroup of G = RQ⋉N that contains the image of the canonical homomorphism
ρ˜ : Γ→ G(Q). But since ρ˜ is Zariski dense, we must have G = RQ ⋉ S.
Formula (4.8) now implies that the image of N (Q) in U(C) is the smallest divis-
ible subgroup of U(C) that contains the set {ψ ◦ F (γ) : γ ∈ Γ}. But the formula
(4.8) and the commutativity of the diagram
Γ //
""❉
❉❉
❉❉
❉❉
❉❉
G(Q)
ψ

R⋉ U
imply that ψ ◦ F = Θxo , so that the image of N (Q) in U is the smallest divisible
subgroup of U that contains the set {Θxo(γ) : γ ∈ Γ}. The result now follows from
the Baker-Campbell-Hausdorff formula. 
Remark 4.9. One might think that this Q structure on U can be constructed as the
image of the unipotent completion over Q of kerρ in U . This often works, but it
does not when Γ is a modular group as ρ : Γ → R is injective and U is non-trivial
in this case.
4.3.1. Complements. The coordinate ring O(G) of G is isomorphic, as a ring, to
O(R) ⊗ O(U). Its coproduct is twisted by the action of R on U . The Q-form of
O(G) consists of those elements of O(R) ⊗ O(U) that take rational values on the
image of Γ→ R⋉U . Since the exponential map u→ U is an isomorphism of affine
schemes, the coordinate ring of U consists of the polynomial functions on u that are
continuous functions u→ C. Since the coefficients of the logarithm and exponential
functions are rational numbers, O(UQ) is the ring of continuous polynomials on uQ
.
5. Relative Completion of Path Torsors
This section can be omitted on a first reading. Here we consider the relative
completion Gx,y of the torsor of paths from x to y in a manifold M with respect
to a reductive local system H. This can be described using tannakian formalism.9
Here we outline a direct approach partly because it is more concrete and better
suits our needs.
We use the setup of the previous section. So M = Γ\X where X is a simply
connected manifold, Γ is a discrete group that acts properly discontinuously and
9The category of local systems of finite dimensional F -vector spaces over M that admit a
filtration whose graded quotients are local systems that correspond to representations of the
Zariski closure of Γ → AutHx is tannakian. The completion Gx,y of the torsor Π(M ; x, y) of
paths in M from x to y is the torsor of isomorphisms between the fiber functors at x and y. It is
an affine scheme over F .
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virtually freely on X , and ρ : Γ→ R is a representation of Γ into an affine F -group
(F = R or C), not yet assumed to be reductive or Zariski dense.
If M is a manifold and x, y ∈ M , then Π(M ;x, y) denotes the set of homotopy
classes of paths from x to y. We need to define what we mean by Π(M ;x, y) when
the action of Γ on X is not free, in which case,M is an orbifold, but not a manifold.
Choose a fundamental domain D for the action of Γ on X . The orbit of each x ∈M
contains a unique point x˜ ∈ D. Suppose that x, y ∈ M . Elements of Π(M ;x, y)
can be represented by pairs (γ, cγ), where γ ∈ Γ and cγ is a homotopy class of
paths from x˜ to γy˜. (This homotopy class is unique as X is simply connected.)
The composition map
Π(M ;x, y)×Π(M ; y, z)→ Π(M ;x, z)
is given by (
(γ, cγ), (µ, cµ)
)
7→ (γµ, cγµ) :=
(
γµ, cγ ∗ (γ · cµ)
)
.
Note that Π(M ;x, y) is a torsor under the left action of π1(M,x) := Π(M,x, x) and
a torsor under the right action of π1(M, y). This definition of Π(M ;x, y) agrees
with the standard definition when the action of Γ is fixed point free.
Now suppose that H is a finite dimensional vector space over F = C (or R),
that R is a reductive subgroup of GL(H), and ρ : Γ → R(F ) = R is a Zariski
dense representation. Let H be the corresponding (orbifold) local system over the
orbifold M .
As in the previous section, we suppose that ω ∈ E1(X) ⊗ˆ u is an integrable,
Γ-invariant 1-form on X . Define
Θx,y : Π(M ;x, y)→ R⋉ U by (γ, cγ) 7→
(
ρ(γ), T (cγ)
−1
)
.
Note that, unless x = y, this is not a group homomorphism. The universal mapping
property of Gx,y implies that Θx,y induces a morphism Gx,y → R ⋉ U of affine
schemes such that the diagram
Π(M ;x, y) //
&&▼▼
▼▼▼
▼▼▼
▼▼
Gx,y

R⋉ U .
If ω satisfies the assumptions of Proposition 4.6, then the vertical morphism is an
isomorphism. This follows as, in this case, Gx,y and R ⋉ U are both torsors under
the left action of the relative completion Gx,x ∼= R⋉U of Γ ∼= π1(M,x) with respect
to ρ.
If R and ρ are defined over Q, then Gx,y has a natural Q structure consisting of
those elements of O(Gx,y) that take rational values on the image of Π(M ;x, y) in
Gx,y.
6. Zucker’s Mixed Hodge Complex
In this section we recall the construction of the natural MHS on the cohomology
of a smooth curve with coefficients in a polarized variation of Hodge structure.
Suppose that C is a compact Riemann surface and that D is a finite subset,
which we assume to be non-empty. Then C′ := C − D is a smooth affine curve.
Suppose that V is a polarized variation of Hodge structure over C′ of weightm. For
simplicity, we assume that the local monodromy about each x ∈ D is unipotent.
Zucker [45, §13] constructs a cohomological Hodge complex K(V) that computes
THE HODGE-DE RHAM THEORY OF MODULAR GROUPS 21
the MHS on H•(C′,V). In this section we recall the definition of its complex
component KC(V), together with its Hodge and weight filtrations. We first recall
a few basic facts about mixed Hodge complexes.
6.1. Review of mixed Hodge complexes. This is a very brief outline of how
one constructs a mixed Hodge structure on a graded vector space using a mixed
Hodge complex. Full details can be found in [11].
The standard method for constructing a mixed Hodge structure on a graded
invariantM• of a complex algebraic variety is to express the invariant as the coho-
mology of a mixed Hodge complex (MHC). Very briefly, a MHC K consists of:
(i) two complexes K•Q and K
•
C, each endowed with a weight filtration W• by
subcomplexes,
(ii) a W• filtered quasi-isomorphism between KQ ⊗ C and KC.
(iii) a Hodge filtration F • of K•C by subcomplexes.
These are required to satisfy several technical conditions, which we shall omit,
although the lemma below encodes some of them. The complexes K•Q and K
•
C
compute the Q- and C-forms of the invariant M :
M•Q
∼= H•(K•Q) and M
•
C
∼= H•(K•C)
The quasi-isomorphism between them is compatible with these isomorphisms. The
weight filtration of K•Q induces a weight filtration of MQ by
WmM
j
Q = im{H
j(Wm−jK
•
Q)→M
j
Q}.
The assumption that the quasi-isomorphism betweenK•Q⊗C andK
•
C beW•-filtered
implies that the weight filtrations of K•Q and K
•
C induce the same weight filtration
on M•. That is,
(WmM
j
Q)⊗ C = im{H
j(Wm−jK
•
C)→M
j
C}
Finally, the Hodge filtration of K•C induces the Hodge filtration of M
•
C via
F pM•C := im{H
•(F pK•C)→M
•
C}.
If K is a MHC, then M• is a MHS with these Hodge and weight filtrations.
We shall need the following technical statement. As pointed out above, this is
equivalent to several of the technical conditions satisfied by a MHC.
Lemma 6.1 ([14, 3.2.8]). Suppose that (K•C,W•, F
•) is the complex part of a MHC.
If u ∈ F pWmK
j
C is exact in K
•
C, then there exists v ∈ F
pWm+1K
j−1
C such that
dv = u.
Finally, a cohomological mixed Hodge complex (CMHC) is a collection of filtered
complexes of sheaves on a variety (or a topological space) with the property that
the global sections of a collection of acyclic resolutions of its components is a MHC.
For details, see [11].
6.2. Zucker’s cohomological MHC. We’ll denote Zucker’s cohomological MHC
for computing the MHS on H•(C′,V) by K(V). We describe only its complex part
KC(V). When trying to understand the definition of its weight filtration, the reader
may find it useful to read the following section on the limit MHS of V at a tangent
vector to a cusp P ∈ D.
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Set V = V ⊗ OC′ . This has a canonical flat connection ∇. This extends to a
meromorphic connection
∇ : V → Ω1C(logD)⊗ V
on Deligne’s canonical extension V of it to C. Schmid’s Nilpotent Orbit Theorem
[36] implies that the Hodge sub-bundles of V extend to holomorphic sub-bundles
F pV of V .
As a sheaf, KC(V) is simply Ω
•
C(logD)⊗V with the differential ∇. Standard ar-
guments imply that H•(C,KC(V)) is isomorphic to H
•(C′,V). Its Hodge filtration
is defined in the obvious way:
F pKC(V) :=
∑
s+t=p
(
F sΩ•C(logD)
)
⊗ F tV .
In degree 0 the weight filtration is simply
0 =Wm−1K
0
C(V) ⊆WmK
0
C(V) = K
0
C(V).
In degree 1, WrK
1
C(V) vanishes when r < m. To define the remaining terms in
degree 1, consider the reside mapping
ResP : Ω
1
C(logD)⊗ V → VP
at P ∈ C, which takes values in the fiber VP of V over P . The residue NP of the
connection ∇ on V at P ∈ C is the local monodromy logarithm divided by 2πi. It
acts on VP . When r ≥ 0, the stalk of Wm+rK1C(V) at P is
Wm+rK
1
C(V)P := Res
−1
P (imNP + kerN
r
P ).
Note that, when P /∈ D, the reside map vanishes (and so does NP ), so that the
stalk of WmK
1
C(V) when P /∈ D is KC(V)P .
The Hodge and weight filtrations on Hj(C′,V) are defined by
F pHj(C′,V) = im{Hj(C,F pKC(V))→ H
j(C′,V)}
and
WmH
j(C′,V) = im{Hj(C,Wm−jKC(V))→ H
j(C′,V)}.
The definition of the weight filtration implies that H0(C′,V) has weightm and that
the weights on H1(C′,V) are ≥ 1 +m.
Remark 6.2. Let j : C′ → C denote the inclusion. The complex of sheaves
WmKC(V) on C is a cohomological Hodge complex that is easily seen to be quasi-
isomorphic to the sheaf j∗V on C. It therefore computes the intersection cohomol-
ogy IHj(C,V) and shows that it has a canonical pure Hodge structure of weight
m+ j. For more details, see Zucker’s paper [45].
6.3. The limit MHS on VP . Suppose that P ∈ D. For each choice of a non-zero
tangent vector ~v ∈ TPC there is a limit MHS, denoted V~v on VP . The pth term
of the Hodge filtration is the fiber of F pV over P . The weight filtration is the
monodromy weight filtration shifted so that its average weight is m, the weight of
V. The Q (or Z structure, if that makes sense) is constructed by first choosing a
local holomorphic coordinate t defined on a disk ∆ containing P where t(P ) = 0.
Assume that ∆∩D = {P}. Standard ODE theory (cf. [44, Chapt. II]) implies that
there is a trivialization ∆×VP of the restriction of V to ∆ such that the connection
∇ is given by
∇f = df +NP (f)
dt
t
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with respect to this trivialization, where f : ∆ → VP . Suppose that Q ∈ ∆ −
{P}. The Q-structure on VP corresponding to the tangent vector ~v = t(Q)∂/∂t
is obtained from the Q structure VQ,Q on VQ by identifying VP with VQ via the
trivialization. This MHS depends only on the tangent vector and not on the choice
of the holomorphic coordinate t.
For all non-zero ~v ∈ TPC, the monodromy logarithm NP : V~v → V~v acts as a
morphism of type (−1,−1). This implies that V~v/ imNP has a natural MHS for all
~v 6= 0. Since NP acts trivially on this, the MHS on VP / imNP has a natural MHS
that is independent of the choice of the tangent vector ~v ∈ TPC. The definition of
the weight filtration on V~v implies that the weight filtration on VP / imNP is
Wm+r(VP / imNP ) = (imNP + kerN
r−1
P )/ imNP
when r ≥ 0 and Wm+r(VP / imNP ) = 0 when r < 0.
There is a canonical isomorphism
H1(∆− {P},V) ∼= VP / imNP .
from which it follows that this cohomology group has a canonical MHS for each
P ∈ D.
6.4. An exact sequence. Observe that
KC(V)/WmKC(V) =
⊕
P∈D
iP∗(VP /NPVP )(−1)[−1].
This and the exact sequence of sheaves
0→ WmK(V)→ K(V)→ K(V)/Wm → 0
on C gives the exact sequence of MHS
(6.3) 0→Wm+1H
1(C′,V)→ H1(C′,V)
→
⊕
P∈D
(VP / imNP )(−1)→ IH
2(C,V)→ 0.
Here we are assuming that we are in the “interesting case” where D is non-empty.
Since H0(C′,V) = IH0(C,V), and since this is dual to IH2(C,V), we see that
the sequence
0→Wm+1H
1(C′,V)→ H1(C′,V)→
⊕
P∈D
(VP / imNP )(−1)→ 0
is exact when H0(C′,V) = 0.
6.5. AMHC of smooth forms. To extend this MHS from the cohomology groups
H1(C′,V) to one on relative completion of its fundamental group, we will need the
complex part of a global MHC of smooth forms. The construction of this from
KC(V) is standard. We recall the construction.
The resolution of KC(V) by smooth forms is the total complex of the double
complex
(6.4) K••C (V) := KC(V)⊗OC E
0,•
C ,
where E0,•C denotes the sheaf of smooth forms on C of type (0, •). The Hodge and
weight filtrations extend as
F pK••C (V) := K
≥p,•
C (V) = (F
pKC(V)) ⊗OC E
0,•
C
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and
WrK
•,•
C (V) := (WrKC(V))⊗OC E
0,•
C .
The global sections
K•(C,D;V) := H0(C, totK•,•C (V)).
of (6.4) is a sub dga of E•(C′,V). It has Hodge and weight filtrations defined by
taking the global sections of the Hodge and weight filtrations of (6.4). It is the
complex part of a mixed Hodge complex.
The Hodge and weight filtrations on Hj(C′,V) are
F pHj(C′,V) = im{Hj(F pK•(C,D;V))→ Hj(C′,V)}
and
WmH
j(C′,V) = im{Hj(Wm−jK
•(C,D;V))→ Hj(C′,V)}.
Zucker’s MHC and its resolution by smooth forms are natural in the local system
V and are compatible with tensor products: if V1, V2 and V3 are PVHS over C
′,
then a morphism V1 ⊗ V2 → V3 of PVHS induces morphism
K(V1)⊗K(V2)→ K(V1 ⊗ V2)→ K(V3).
of CMHCs and dga homomorphism
K•(C,D;V1)⊗K
•(C,D;V2)→ K
•(C,D;V1 ⊗ V2)→ K
•(C,D;V3)
that preserve the Hodge and weight filtrations.
6.6. Remarks about the orbifold case. Zucker’s work extends formally to the
orbifold case. For us, an orbi-curve C′ = C−D is the orbifold quotient of a smooth
curve X ′ = X − E by a finite group G. This action does not have to be effective.
(That is, G→ AutX does not have to be injective.) An orbifold variation of MHS
V over C′ is an admissible variation of MHS VX over X
′ together with a G-action
such that the projection V→ X ′ is G-equivariant. For each g ∈ G, we require that
the map g : VX → VX induce an isomorphism of variations of MHS g∗VX ∼= VX .
With these assumptions, G acts on K•(X,E;VX) and K
•(X,E;VX)
G is a sub
MHC. Define
K•(C,D;V) = K•(X,E;VX)
G.
This computes the cohomology H•(C′,V) and implies that it has a MHS such that
the canonical isomorphism H•(C′,V) ∼= H•(X ′,VX)G is an isomorphism of MHS.
7. Relative Completion of Fundamental Groups of Affine Curves
In this section we use the results of the last two sections to construct, under
suitable hypotheses, a MHS on the relative completion of the fundamental group
of an affine curve. As in the previous section, we suppose that C is a compact
Riemann surface and that D is a finite subset of C. Here we suppose, in addition,
that D is non-empty, so that C′ = C − D is an affine curve. Suppose that V
is a polarized variation of Q-HS over C′ with unipotent monodromy about each
P ∈ D. Denote the fiber of V over x by Vx. The Zariski closure of the monodromy
representation
ρ : π1(C
′, x)→ Aut(Vx)
is a reductive Q-group [39, Lem. 2.10], which we will denote by Rx. Fix a base
point xo ∈ C. Set R = Rxo . Each monodromy group Rx is isomorphic to R;
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the isomorphism is unique mod inner automorphisms. We thus have Zariski dense
monodromy representations
ρx : π1(C
′, x)→ Rx(Q)
for each x ∈ X . Denote the completion of π1(C′, x) with respect to ρx by Gx, and
its Lie algebra by gx. We will construct natural MHSs on O(Gx) and on gx that are
compatible with their algebraic structures (Hopf algebra, Lie algebra). Before doing
this we need to show that the connection form Ω can be chosen to have coefficients
in Zucker’s MHC and be compatible with the various Hodge and weight filtrations.
For simplicity, we make the following assumptions:
(i) Every irreducible representation of R is absolutely irreducible. That is, it
remains irreducible when we extend scalars from Q to C.
(ii) For each irreducible representation Vλ of R, the corresponding local system
Vλ over C
′ underlies a PVHS over C′. The Theorem of the Fixed Part
(stated below) implies that this PVHS is unique up to Tate twist.
These hold in our primary example, where C′ is a quotient XΓ of the upper half
plane by a finite index subgroup of SL2(Z) and R ∼= SL2.
7.1. The bundle u of Lie algebras. Denote the set of isomorphism classes of
irreducibleR-modules by Rˇ. Fix a representative Vλ of each λ ∈ Rˇ and the structure
of a PVHS on the corresponding local system Vλ over C
′. Filter
Rˇ1 ⊂ Rˇ2 ⊂ Rˇ3 ⊂ · · · ⊂
⋃
n
Rˇn = Rˇ
Rˇ by finite subsets such that if λ ∈ Rˇn and µ ∈ Rˇm, then the isomorphism class of
Vλ ⊗Vµ is in Rˇm+n. For example, when R = SL2, one can take Rˇn to be the set of
all symmetric powers SmH with m ≤ n of the defining representation H of SL2.
For each λ ∈ Rˇ, the variation MHS H1(C′,Vλ)∗ ⊗Vλ, being the tensor product
of a constant MHS with a PVHS, is an admissible variation of MHS over C′. Note
that the VMHS structure on it does not change when Vλ is replaced by Vλ(n),
so that the VMHS H1(C′,Vλ)
∗ ⊗ Vλ is independent of the choice of the PVHS
structure on Vλ. Since the weights of H
1(C,Vλ) are at least 1+ the weight of Vλ,
the weights of H1(C′,Vλ)
∗ ⊗ Vλ are ≤ −1.
The inverse limit
u1 := lim←−
n
⊕
λ∈Rˇ
H1(C′,Vλ)
∗ ⊗ Vλ
is pro-variation of MHS over C of negative weight.10 That is, u1 =W−1u1. Observe
that its fiber
lim
←−
n
⊕
λ∈Rˇ
H1(C′,Vλ)
∗ ⊗ Vλ,o =
∏
λ∈Rˇ
H1(C′,Vλ)
∗ ⊗ Vλ,o
over xo is the abelianization of the prounipotent radical of the completion of
π1(C
′, xo) with respect to the homomorphism to R.
10Note that this is a very special kind of variation of MHS — it is a direct sum of variations
that are the tensor product of a constant MHS with a PVHS. Their asymptotic behaviour is
determined by that of the PVHS that occur in the summands.
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The degree n part V 7→ Ln(V ) of the free Lie algebra is a Schur functor, so that
it makes sense to apply it to bundles. Set
un = Ln(u1) := lim←−
n
Ln
(⊕
λ∈Rˇ
H1(C′,Vλ)
∗ ⊗ Vλ
)
and
u := lim
←−
n
n⊕
j=1
uj and u
N := lim
←−
n≥N
n⊕
j=N
uj .
These are admissible pro-variations of MHS over C′. Denote the fiber of u over x
by ux. It is abstractly isomorphic to the prounipotent radical of the completion of
π1(C
′, x) relative to the monodromy representation π1(C
′, x)→ R. The fiber of uN
over x is the nth term Lnux of the lower central series (LCS) of ux.
7.2. Some technicalities. The Theorem of the Fixed Part states that if A is an
admissible VMHS over a smooth variety X , then H0(X,A) has a natural MHS
with the property that for each x ∈ X , the natural inclusion H0(X,A) → Ax is
a morphism of MHS. In the algebraic case, it is enough to prove this when X is
a curve. When A is pure, this follows from Zucker’s MHS [45] on H•(X,V). The
general case follows from Saito’s theory of Hodge and mixed Hodge modules [34, 35].
The following is a direct consequence of the Theorem of the Fixed Part. Its proof
is left as an exercise.
Lemma 7.1. Assume that A is an admissible VMHS over C′ whose monodromy
representation π1(C
′, xo) → AutAxo factors through π1(C
′, xo) → R. With the
assumptions above, each R isotypical component of A over C′ is an admissible
VMHS. If Vλ is a PVHS that corresponds to the irreducible R-module Vλ, then the
natural mapping ⊕
λ∈Rˇ
H0(C′,Vλ)⊗ Vλ → A
is an isomorphism of admissible VMHS. In particular, the structure of a PVHS on
Vλ is unique up to Tate twist. 
Every pro object of the category of admissible VMHS A over C′ is thus of the
form
A =
∏
λ∈Rˇ
Vλ ⊗ Aλ,
where each Aλ is a MHS. Define
K(A) =
∏
λ∈Rˇ
K(Vλ)⊗Aλ.
This is a pro-CMHC. In particular, its complex part
K•(C,D;A) =
∏
λ∈Rˇ
K•(C,D;Vλ)⊗Aλ
has naturally defined Hodge and weight filtrations; its differential is strict with
respect to the Hodge and weight filtrations (cf. Lemma 6.1). In particular, for all
n ≥ 1, the complexes K•(C,D;un) have this strictness property.
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7.3. The connection form Ω. Observe thatH1(C′, H1(C′,Vλ)
∗⊗Vλ) is naturally
isomorphic (as a MHS) to
H1(C′,Vλ)⊗H
1(C′,Vλ)
∗ ∼= Hom(H1(C′,Vλ), H
1(C′,Vλ)).
So, for each λ ∈ Rˇ, there is an element ξλ ∈ F
0W0H
1(C′, H1(C′,Vλ)
∗ ⊗ V) that
corresponds to the identity mapping H1(C′,Vλ)→ H1(C′,Vλ). Lemma 6.1 implies
that this is represented by a 1-form
ωλ ∈ F
0W−1K
1(C,D;H1(C′;Vλ)
∗ ⊗ Vλ).
Set
Ω1 :=
∏
λ∈Rˇ
ωλ ∈ K
1(C,D;u1).
Note that dΩ1 = 0 and that
1
2
[Ω1,Ω1] ∈ F
0W−2K
2(C,D;u2).
Since C is a surface, [Ω1,Ω1] is closed. Since C
′ is not compact, it is exact.
Lemma 6.1 implies that we can find Ξ2 in F
0W−1K
1(C,D;u2) such that dΞ2 =
1
2 [Ω1,Ω1]. Set
Ω2 = Ω1 − Ξ2 ∈ F
0W−1K
1(C,D;u1 ⊕ u2).
Then
dΩ2 +
1
2
[Ω2,Ω2] ∈ F
0W−2K
2(C,D;u3).
Its component that lies inK2(C,D;u3) is closed and thus exact. So it is the exterior
derivative of some Ξ3 ∈ F 0W−2K1(C,D;u3). Set
Ω3 = Ω2 − Ξ3 ∈ F
0W−1K
1(C,D;u1 ⊕ u2 ⊕ u3).
Then
dΩ3 +
1
2
[Ω3,Ω3] ∈ F
0W−2K
2(C,D;u4).
Continuing this way, we obtain a sequence of elements Ξn ∈ F
0W−1K
1(C,D;un)
such that for all N ≥ 2
ΩN := Ω1 − (Ξ2 + · · ·+ ΞN ) ∈ F
0W−1K
1(C,D;⊕Nn=1un)
satisfies
dΩN +
1
2
[ΩN ,ΩN ] ∈ F
0W−2K
2(C,D;uN+1).
Then the u-valued 1-form
(7.2) Ω := lim
←−
N
ΩN ∈ F
0W−1K
1(C,D;u)
is integrable:
dΩ+
1
2
[Ω,Ω] = 0.
To understand the significance of the form Ω, note that the bundle u1 over C
′,
and hence each un = Ln(u1), is a flat bundle over C
′. The monodromy of each
factors through the representation ρx : π1(C
′, x)→ R. Summing these, we see that
for each N ≥ 1, the bundle
u/uN+1 ∼= u1 ⊕ · · · ⊕ uN
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is flat with monodromy that factors through ρx. Denote the limit of these flat
connections by ∇0. Then
∇ := ∇0 +Ω
defines a new connection on the bundle u over C′ which is flat as Ω is integrable.
Here we view u (and hence Ω) as acting on each fiber by inner derivations.
The restriction of the filtration
(7.3) u = u1 ⊃ u2 ⊃ u3 ⊃ · · ·
of u to each fiber is the lower central series. Note that
Gr•LCS u := u
n/un+1
is naturally isomorphic to un.
Lemma 7.4. Each term un of the lower central series filtration of u is a flat sub-
bundle of (u,∇). The induced connection on GrnLCS u
∼= un is ∇0.
Proof. This follows from the fact that Ω takes values in u and that the inner deriva-
tions act trivially on Gr•LCS u. 
7.4. Hodge and weight bundles and their extensions to C. The flat connec-
tion ∇ on u defines a new complex structure as a (pro) holomorphic vector bundle
over C′. To understand it, write Ω = Ω′ +Ω′′, where Ω′ is of type (1, 0) and Ω′′ is
of type (0, 1). Set
D′ = ∇0 +Ω
′ and D′′ = ∂¯ +Ω′′
so that ∇ = D′ + D′′. Then D′′ is a (0, 1)-valued form taking values in u. Note
that (D′′)2 = 0.
Lemma 7.5. A section s of u is holomorphic with respect to the complex structure
on u defined by the flat connection ∇ if and only if D′′s = 0.
Proof. Since D′′ is OC′ linear, it suffices to show that D
′′s = 0 when s is a flat local
section of u. But this follows as D′′s is the (0, 1) component of ∇s, which vanishes
as s is flat. 
Denote u with this complex structure by (u, D′′). Since all holomorphic sections
of (u, D′′) are O-linear combinations of flat sections, Lemma 7.4 implies:11
Lemma 7.6. The lower central series filtration (7.3) of u is a filtration by holo-
morphic sub-bundles. The isomorphism
GrnLCS(u, D
′′) ∼= un
is an isomorphism of holomorphic vector bundles. 
Denote the canonical extension of u1 to C by u1. Then, since the local mon-
odromy operators are unipotent, un := Ln(u1) is the canonical extension of un to
C. Define
u := lim
←−
n
n⊕
j=1
uj and u
N := lim
←−
n≥N
n⊕
j=N
uj .
Then (u,∇0) is the canonical extension of (u,∇0) to C.
11This also follows from the fact that Ω′′ is u-valued thus acts trivially on the graded quotients
of the lower central series filtration of u.
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Our next task is to show that (u,∇) is the canonical extension of (u,∇) to C.
Since smooth logarithmic (0, 1)-forms on C with poles on D are smooth on C, it
follows that Ω′′ is a smooth, u-valued (0, 1)-form on C. It follows that D′′ extends
to a (0, 1) form-valued operator on smooth sections of u. Since (D′′)2 = 0, it defines
a complex structure on u. A smooth locally defined section s of u is holomorphic if
and only if D′′s = 0. We’ll denote this complex structure by (u, D′′).
Suppose that P ∈ D and that t is a local holomorphic coordinate on C centered
at P . Since tΩ is a smooth u-valued form on C in a neighbourhood ∆ of P , and
since t∇0 takes smooth sections of u defined on ∆ to smooth 1-forms with values in
u, it follows that t∇ is a differential operator on sections of u over ∆. This implies
that ∇ is a meromorphic connection on (u, D′′) with regular singular points along
D.
Proposition 7.7. The bundle (u, D′′) with the connection D′ is Deligne’s canonical
extension of (u,∇) to C.
Proof. Since all singularities of ∇ are regular singular points, it suffices to check
that the residue of ∇ at each P ∈ D is pronilpotent endomorphism of uP , the
fiber of u over P . This is an immediate consequence of the fact that the residue of
(Gr•LCS u,∇)
∼= (u,∇0) at P is pronilpotent by assumption and that the residue of
Ω at P is an element of uP , which acts trivially on Gr
•
LCS uP . 
We now turn our attention to the behaviour of the Hodge bundles. Since each
un is a sum of variations of MHS that are tensor products of a constant MHS
with a PVHS, they behave well near each cusp P ∈ D. In particular, the Hodge
bundles F pun extend to sub-bundles of un. This implies that the the Hodge bundles
F pu extend to holomorphic sub-bundles of u. Consequently, they extend as C∞
sub-bundles of (u, D′′).
Lemma 7.8. The Hodge sub-bundles of u are holomorphic and the connection ∇
satisfies Griffiths transversality: if s is a local holomorphic section of F pu, then ∇s
is a local section Ω1C(logD)⊗ F
pu.
Proof. To prove that F pu is a holomorphic sub-bundle with respect to the complex
structure D′′, it suffices to show that if s is a local C∞ section of F pu, then D′′s is
a (0, 1)-form with values in F pu. Since F pu is a holomorphic sub-bundle of (u, ∂¯),
it follows that ∂¯s is a (0, 1)-form with values in F pu. And since
Ω′′ ∈ F 0K0,1(C,D;u) = E0,1(C) ⊗ˆF 0u
it follows that Ω′′(s) ∈ E0,1(C) ⊗ˆF pu, which implies that D′′s ∈ E0,1(C) ⊗ˆF pu,
as required.
Griffiths transversality follows for similar reasons. Suppose that s is a local C∞
section of F pu. Since (u,∇0) satisfies Griffiths transversality,∇0s is a 1-form valued
section of F p−1u. Since
Ω ∈ F 0K1(C,D;u) ⊆ E1(C logD) ⊗ˆF−1u,
Ω(s) is a 1-form valued section of F p−1u. It follows that ∇(s) takes values in
F−1u. 
Lemma 7.9. The weight sub-bundles Wmu are flat sub-bundles of (u,∇). More-
over, the identity induces an isomorphism of PVHS
(GrWm u,∇) ∼= (Gr
W
m u,∇0).
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Proof. Both assertions follow from the fact that Ω (and hence Ω′′ as well) takes
values in u and that u = W−1u. This implies that the adjoint action of Ω and Ω
′′
on GrW• u is trivial. It follows that ∇ respects the weight filtration of u and that
the induced connection on GrW• u is ∇0. 
Since Ω acts trivially on Gr•LCS u, we have:
Lemma 7.10. For all n ≥ 1 there is a natural isomorphism of
(GrnLCS u,∇) ∼= (Gr
n
LCS u,∇0) ∼= un
local systems. 
7.5. The ind-variation O(Px). Here we dispense of a few technicalities, in prepa-
ration for the construction of a MHS on O(Gx) in the next section.
Denote the fibers of V over x, y ∈ C′ by Vx and Vy , respectively. Denote the
Zariski closure of the image of the parallel transport mapping
ρx,y : Π(C
′;x, y)→ Hom(Hx, Hy)
by Rx,y. Set Rx = Rx,x. Then Rx,y is a left Rx torsor and a right Ry torsor.
The theorem of the fixed part (Sec. 7.2) implies that the coordinate ring of
Rx,y is an algebra in the category of ind-Hodge structures of weight 0. This HS is
characterized by the property that the monodromy coaction
(7.11) Ex → O(Rx,y)⊗ Ey
is a morphism of HS for all polarized variations of Hodge structure E over C′
whose monodromy representation factors through ρx : π1(C
′, x) → Rx. (Here Ez
denotes the fiber of E over z ∈ C′.) Under our assumption that each irreducible
representation Vλ of R is absolutely irreducible and that the corresponding local
system Vλ underlies a PVHS over C
′, there is an isomorphism of HS
O(Rx,y) ∼=
⊕
λ
Hom(Vλ,x, Vλ,y)
∗.
When C′ = Γ\h, Γ a finite index subgroup of SL2(Z), and H is the standard
variation of HS,
O(Rx,y) =
⊕
n≥0
Hom(SnHx, S
nHy)
∗.
Denote the local system over C′ whose fiber over y is O(Ry,x) by Ox. In concrete
terms
Ox =
⊕
λ
Hom(Vλ, Vλ,x)
∗ ∼=
⊕
λ
Vλ ⊗ V
∗
λ,x.
Note that this is local system of algebras and that there is a natural left Rx action
that preserves the algebra structure.
For every local system E whose monodromy representation factors through ρ :
π1(X, x)→ Rx, there is a natural isomorphism
(7.12) V ∼= [Ox ⊗ Ex]
R
The R-finite vectors in the de Rham complex of C′ with coefficients in Ox form
a complex E•fin(C
′,Ox). In concrete terms, this is
E•fin(C
′,Ox) =
⊕
λ
E•(C′,Vλ)⊗ V
∗
λ,x.
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It is a (graded commutative) differential graded algebra. Similarly, one defines the
ind-MHC
K(Ox) =
⊕
λ
K(Vλ)⊗ V
∗
λ,x
whose complex part is
K•(C,D;Ox) =
⊕
λ
K•(C,D;Vλ)⊗ V
∗
λ,x.
The relevance of these complexes is that the iterated integrals of their elements are
elements of the coordinate ring of Gx. (Cf. [15].)
Lemma 7.13. If E is a PVHS over C′, then the isomorphism (7.12) induces an
isomorphism of bifiltered complexes:
K•(C,D;E) ∼= (K•(C,D;Ox)⊗ E)
R. 
The relevance of the preceding discussion is that iterated integrals of elements
of
E•(C′,Vλ)⊗ V
∗
λ,x
that occur in Section 4 are iterated integrals of elements of Efin(C′,Ox) considered
in [15]. This implies that the iterated Shimura integrals considered by Manin [29, 30]
are examples of the iterated integrals constructed in [15].
7.6. The MHS on the relative completion of π1(C
′, x). Denote the fiber of
u over x ∈ C′ by ux. Denote the corresponding prounipotent group by Ux. The
Hodge and weight bundles of u restrict to Hodge and weight filtrations on ux. Set
Γ = π1(C
′, x) and write C′ as the quotient Γ\X of a simply connected Riemann
surface by Γ. Implicit here is that we have chosen a point x˜ ∈ X that lies over
x ∈ C′.
Trivialize the pullback of each local system un to X so that the flat sections are
constant.12 This determines a trivialization
X × ux //

u

X // C′
of the pullback of u to X as the product of the pullbacks of the un. The pullback
of the connection ∇ = ∇0 + Ω on u is Γ-invariant with respect to the diagonal
Γ-action on X × ux and is of the form d+ Ω˜, where
Ω˜ ∈ (E1(X) ⊗ˆ ux)
Γ.
Proposition 4.6 and the fact that Ω1 represents the product of the identity maps
H1(C′,Vλ) → H1(C′,Vλ) for all λ ∈ Rˇ imply that the transport of Ω˜ induces an
isomorphism
Θx : Gx → Rx ⋉ Ux.
12It is also natural to trivialize u1 (and hence all un) so that the Hodge bundles are trivialized.
In this case, we are in the setup of Section 4.1. The monodromy representation will be the same as
it is with this “constant trivialization”. Trivializing the Hodge bundles is better when computing
the MHS on completed path torsors. For example, in Section 9.1, we can trivialize H := H⊗Oh
over the upper half plane h using the flat sections a,b, as we do here, or we can use the sections
a,w that are adapted to the Hodge filtration. The second trivialization is better suited to studying
asymptotic properties of VMHS.
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The MHS on O(Gx) is constructed by pulling back the natural Hodge and weight
filtrations on O(Rx)⊗O(Ux), which we now recall.
To describe O(Ux) we recall some basic facts about prounipotent groups. Sup-
pose that N is a prounipotent group over F with Lie algebra n. The enveloping
algebra Un of n is a Hopf algebra. The exponential mapping exp : n→ N is a bijec-
tion, so we can identify N with the subspace n of Un. The Poincare´-Birkhoff-Witt
Theorem implies that the restriction mapping induces a Hopf algebra isomorphism
O(N ) ∼= Homcts(Un, F ) ∼= Symcts(n) := lim−→
α
Sym nα.
In particular, O(Ux) ∼= Hom
cts(Uux,C). The construction of the Hodge and weight
filtrations of ux and (7.11) imply that the coaction
(7.14) Uux → O(Rx)⊗ Uux
that defines the semi direct product Rx ⋉ Ux preserves the Hodge and weight fil-
trations.13
The Hodge and weight filtrations of ux induce Hodge and weight filtrations on
Homcts(Uux,C), and thus on O(Ux). Define Hodge and weight filtrations on the
coordinate ring of Rx ⋉ Ux via the canonical isomorphism
O(Rx ⋉ Ux) ∼= O(Rx)⊗O(Ux).
These pullback to Hodge and weight filtrations onO(Gx) along the isomorphism Θx.
Equation (7.14) implies that these are compatible with the product and coproduct
of O(Rx × Ux).
A filtration W• of a Lie algebra u is said to be compatible with the bracket if
[Wiu,Wju] ⊆ Wi+ju for all i, j. Similarly, a filtration W• of a Hopf algebra A is
compatible with its multiplication µ and comultiplication ∆ if µ(WiA ⊗ WjA) ⊆
Wi+jA and ∆(WmA) ⊂
∑
i+j WiA ⊗WjA. The Hodge and weight filtrations on
O(Rx ⋉ Ux) defined above are compatible with its product and coproduct.
Denote the maximal ideal of O(Gx) of functions that vanish at the identity by
me. The Lie algebra gx of Gx is isomorphic to Hom(me/m2e, F ) and its bracket is
induced by the Lie cobracket of O(Gx). The Hodge and weight filtrations of O(Gx)
thus induce Hodge and weight filtrations on gx that are compatible with its bracket.
Theorem 7.15. These Hodge and weight filtrations define a MHS on O(Gx) for
which the multiplication and comultiplication are morphisms. This MHS agrees
with the one constructed in [15].
Proof. The natural isomorphism Θ∗x : O(Rx ⋉ Ux) → O(Gx) respects Q-structures
(essentially by definition). To prove the result it suffices to show that it takes the
Hodge and weight filtrations on O(Rx⋉Ux) constructed above onto the Hodge and
weight filtrations of the canonical MHS on O(Gx) constructed in [15]. This will
imply that the weight filtration defined on O(Rx⋉Ux) above is defined over Q and
that O(Rx⊗Ux) has a MHS and that this MHS is isomorphic to the canonical MHS
on O(Gx) via Θ∗x.
The first point is that Saito’s MHC for computing the MHS on H•(C′,V), which
is used in [15], is a generalization of Zucker’s MHC used here and agrees with it
13In fact, this is a morphism of MHS — and thus strict with respect with respect to the Hodge
and weight filtrations — if we give ux MHS via the identification ux ∼=
∏
n(Gr
LCS
n u)x. The
canonical MHS on ux has the same underlying complex vector space, the same Hodge and weight
filtrations, but its Q-structure is deformed using the deformed connection ∇0 + Ω.
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in the curve case. The iterated integrals of elements of K•(C,D;V) ⊗ V ∗x in this
paper are a special case of the iterated integrals defined in [15, §5] by Lemma 7.13.
The next point is that, by Equation (7.2) and Lemma 7.13,
Ω ∈ F 0W−1K
1(C,D;u) ∼= F 0W−1
(
K1(C,D;Ox) ⊗ˆ ux
)
.
This implies, and this is the key point, that — with the Hodge and weight filtrations
on the bar construction defined in [15, §13] and the Hodge and weight filtrations
on ux defined above — the Uux-valued formal transport
T := 1 + [Ω˜] + [Ω˜|Ω˜] + [Ω˜|Ω˜|Ω˜] + · · · ∈ B
(
C,K•fin(C,D;Ox),C
)
⊗ˆUux
of Ω˜, which takes values in the completed enveloping algebra of ux, satisfies
T ∈ F 0W0H
0
(
B
(
C,K•fin(C,D;Ox),C
)
⊗ˆUux
)
.
This implies that the induced Hopf algebra homomorphism
f : O(Ux) ∼= Hom
cts(Uux,C)→ H
0
(
B
(
C,K•fin(C,D;Ox),O(Rx)
))
∼= O(Gx)
that corresponds to the function
Gx
Θx // Rx ⋉ Ux
projn // Ux
preserves the Hodge and weight filtrations.
The constructions in [15] imply that the homomorphism π∗ : O(Rx) → O(Gx)
induced by the projection π : Gx → Rx is a morphism of MHS. Since the Hodge
and weight filtrations of O(Gx) are compatible with multiplication and since both
f and π∗ preserve the Hodge and weight filtrations filtrations, the homomorphism
O(Rx)⊗O(Ux)
π∗⊗f // O(Gx)
does too. This homomorphism is Θ∗x when O(Rx)⊗O(Ux) is identified with O(Rx⋉
Ux).
It remains to prove that this isomorphism is an isomorphism of bifiltered vector
spaces. Since π∗ is a morphism of MHS, it suffices to show that the isomorphism
j∗ ◦ f
O(Ux)
f // O(Gx)
j∗ // O(Nx),
where j : Nx → Gx is the inclusion of the prounipotent radical of Gx, is a bifiltered
isomorphism. To prove this, it suffices to show that nx → ux is a bifiltered isomor-
phism, where nx denotes the Lie algebra of Nx. But this follows from Lemma 7.10,
which implies that H1(ux) has a MHS and that the induced homomorphism
GrLCS• nx → Gr
LCS
• ux
is an isomorphism of graded MHS. 
The result also gives an explicit description of the MHS on ux.
Corollary 7.16. The Hodge and weight filtrations of the natural MHS on ux are
those induced on it from u; its Q-structure is the one described in Proposition 4.7.

To complete the story, we show that the u is a pro-admissible variation of MHS.
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Theorem 7.17. With the Hodge and weight filtrations and Q-structure defined
above, (u,∇) is a pro-object of the category of admissible variation of MHS over
C′. Its lower central series is a filtration of u by pro-admissible variations of MHS.
The natural isomorphism
(GrnLCS u,∇0)
∼= (GrnLCS u,∇)
is an isomorphism of admissible variations of MHS. In particular, there are natural
MHS isomorphisms
H1(ux) ∼=
∏
λ∈Rˇ
H1(C′,Vλ)
∗ ⊗ Vλ,x
for all base points x of C′.14 Finally, for all PVHS V over C′ whose monodromy
representation factors through ρ, the natural homomorphism
H•(Gx, Vx) = [H
•(ux)⊗ Vx]
R → H•(C′,V)
is an isomorphism of MHS.
With a little more work, one can show that the local system with fiber O(Gx)
over x ∈ C′ is an admissible VMHS.
Proof. Proposition 7.7 and Lemma 7.8 imply that the Hodge bundles are holomor-
phic sub-bundles of u and extend to holomorphic sub-bundles of u. Lemma 7.9
implies that the weight bundle’s are flat and extend to u. Theorem 7.15 implies
that u has a natural Q-form and that, with respect to these structures, each fiber
of u has a natural MHS.
To complete the proof, we need to show that at each P ∈ D there is a relative
weight filtration of the fiber uP of u over P . First an easily verified fact. Suppose
that V is a PVHS over C′ of weight m. LetM• be the monodromy weight filtration
of its fiber VP over P ∈ D shifted so that it is centered atm. Then if A is a constant
MHS, then the filtration
Mr(A⊗ VP ) :=
∑
i+j=r
WiA⊗MjVP
defines a relative weight filtration of the fiber over P ∈ D of the admissible variation
of MHS A⊗ V. From this it follows that the fiber over P ∈ D of each
H1(C′,Vλ)
∗ ⊗ Vλ
has a relative weight filtration. Adding these implies that the fiber over P ∈ D of
each of the pro-variations un has a relative weight filtration. Write the residue at
P ∈ D of ∇ as the sum
NP = N0 +Nu
of the residues of ∇0 and Ω. The discussion above implies that the product of the
weight filtrations on the fibers over P of the un defines a relative weight filtration
for N0 on the fiber uP of u over P . We have to show that this is also a relative
weight filtration for N . To prove this, it suffices to show that Nu ∈ W−2uP . (See
the definition of the relative weight filtration in [41].)
Let t be a local holomorphic coordinate on C centered at P . Then, near P , we
can write
Ω = Nu ⊗
dt
t
+ a smooth 1-form with values in u
14This statement holds, even when x is a tangential base point.
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Since Ω1 ∈ W−1K1(C,D;u), and since dt/t has weight 1, we see that Nu ∈W−2uP ,
as required.
The last statement is a direct consequence of (3.4.2), the de Rham construction
of the homomorphism in Section 4.2, and the fact that Ω ∈ F 0W−1K1(C,D;u),
which implies that θΩ : H
0
(
C′,Hom(Λ•u,V)
)
→ K•(C,D,V) preserves the Hodge
filtration and satisfies
θΩ
(
WmH
0
(
C′,Hom(Λju,V)
))
⊆Wm−jK
j(C,D,V)
in degree j.15 The last ingredient is the Theorem of the Fixed Part, which implies
that for each x ∈ C′, the restriction mapping
H0
(
C′,Hom(Λ•u,V)
)
→ C•(ux, Vx)
R
is an isomorphism of MHS for all x ∈ C′. 
7.7. A MHS on completed path torsors. Here we give a brief description
of how to extend the methods of the previous section to construct the canonical
MHS on the coordinate ring O(Gx,y) of the relative completion of the path torsor
Π(C′;x, y) of C′ with respect to a polarized VHS V. Here C′ may be an orbifold
of the form Γ\X .
As in Section 7.6, write C′ as the quotient of a simply connected Riemann surface
X by a discrete group Γ isomorphic to π1(C
′, x). Trivialize the pullback of each
un to X using the flat sections and use this to trivialize the pullback of u to X .
Here, unlike in the previous section, it is useful to denote the common fiber of
the trivialization by u so that the pullback of u to X is X × u. The fiber over
t ∈ X will be regarded as u with a Hodge filtration F •t , which depends on t, and a
weight filtrationW•, which does not. We can therefore identify Hom
cts(us, ut) with
Endcts u. The Hodge and weight filtrations of us and ut induce Hodge and weight
filtrations on Homcts(us, ut).
For s, t ∈ X , set Us,t be the subscheme of Isom
cts(us, ut) that corresponds to the
subgroup U := exp u of Aut u. It is a proalgebraic variety. Denote the subspace of
Homcts(us, ut) that corresponds to the image of
Uu ∈ End(u), u 7→ {v 7→ uv}
by Uus,t. The coordinate ring of Us,t is O(Us,t) ∼= Hom
cts(Uus,t,C). It has natural
Hodge and weight filtrations induced from those on Homcts(us, ut).
The pullback connection is d + Ω˜, where Ω˜ ∈ E1(X) ⊗ˆ u. Since the structure
group of this connection is U , the parallel transport map Ts,t : us → ut lies in Us,t.
As in Section 5, we choose a fundamental domain D of the action of Γ on X .
Denote the unique lift of z ∈ C′ to D by z˜. For each homotopy class of paths in C′
from x to y one has γ ∈ Γ and a homotopy class cγ of paths from x˜ to γy˜. Parallel
transport defines a function
Θx,y : Π(C
′;x, y)→ Ux,y ×Rx,y ∼= Gx,y
by (γ, cγ) 7→
(
T (cγ)
−1, ρx,y(γ)
)
. This is the relative completion of Π(C′;x, y).
The isomorphism
O(Gx,y) ∼= O(Ux,y)⊗O(Rx,y)
15This is equivalent to the statement that θΩ is a filtration preserving dga homomorphism to
DecW K
j(C,D,V), where DecW is Deligne’s shifting functor (with respect to the weight filtration),
[11].
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induces Hodge and weight filtrations on the coordinate ring of Gx,y. It also has a
natural Q-structure as relative completion is defined over Q and behaves well under
base change from Q to C.
The following theorem generalizes Theorems 7.15 and 7.17. It is proved using a
similar arguments. A more general version of all but the last statement is proved
in [15, §12–13].
Theorem 7.18. These Hodge and weight filtrations define a MHS on O(Gx,y),
making it a ring in the category of ind-mixed Hodge structures. This MHS coincides
with the one constructed in [15]. It has the property that if x, y, z ∈ X, then the
maps Gx,y → Gy,x and Gx,y×Gy,z → Gx,z induced by inverse and path multiplication,
respectively, induce morphisms of MHS
O(Gy,x)→ O(Gx,y) and O(Gx,z)→ O(Gx,y)⊗O(Gy,z).
In addition the local system Gx, over C′ whose fiber over x, y is O(Gx,y) is an Ind
object of the category of admissible variations of MHS over C′.
7.8. Tangential base points and limit MHSs. Theorem 7.17 implies that for
each choice of a non-zero tangent vector ~v of C at P ∈ D, there is a limit MHS on
the fiber uP of u at P . We will denote this MHS by u~v. It is natural to think of it
as a MHS on the unipotent radical of the relative completion of the fundamental
group π1(C
′, ~v) of C′ with (tangential) base point ~v.
More generally, we consider path torsors between tangential base points,. We
first recall the definition from [12] of the torsor of paths Π(C′;~v, ~w). Here P,Q ∈ D
and ~v ∈ TPC, ~w ∈ TQC are non-zero tangent vectors. Elements of Π(C;~v, ~w) are
homotopy classes of piecewise smooth paths γ : I → C satisfying
(i) γ(0) = P , γ(1) = Q,
(ii) γ(t) ∈ C′, when 0 < t < 1,
(iii) γ′(0) = ~v and γ′(1) = −~w.
This definition can be modified to define Π(C;~v, x) and Π(C;x, ~w) when x ∈ C′.
One defines π1(C
′, ~v) = Π(C′, ~v, ~v). For any 3 base points (tangential or regular)
P
Q
γ~v
~w
Figure 2. A path from ~v to ~w in C′
b, b′, b′′, there are composition maps
Π(C′; b, b′)×Π(C′; b′, b′′)→ Π(C′; b, b′′).
7.8.1. The MHS on u~v. Suppose that P ∈ D and that ~v is a non-zero tangent vector
of C at P . The complex vector space underlying the limit MHS on u~v is the fiber
uP of u over P . Its Hodge and weight filtrations F
• and W• are the restrictions to
uP of the Hodge and weight filtrations of u that were constructed above. There is
also the relative weight filtration M• of uP , which was constructed in the proof of
Theorem 7.17. These data depend only on P and not on ~v.
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To construct the Q-structure, choose a local holomorphic coordinate t : ∆→ C
on C centered at P with the property that ~v = ∂/∂t. Then there is a unique
trivialization u|∆ ∼= ∆ × uP of u over ∆ such that (1) the trivialization is the
identity on the fiber uP over P , (2) ∆ ∩D = {P}, and (3) ∇ = d+NPdt/t, where
NP is the residue of ∇ at P . This trivialization allows us to identify fibers of u over
points near P with uP . Note that this identification depends on the choice of the
local coordinate t.
For t ∈ ∆, the Q-structure on uP corresponding to t~v is simply the Q structure
on uP obtained by identifying uP with the fiber ut of u over t ∈ ∆ and taking the
Q-structure to be that of ut. The Q-structure corresponding to ~v is
u~v,Q := t
NP ut~v,Q.
That is, it is the unique Q-structure on uP such that
ut~v,Q := t
−NP u~v,Q.
for all t ∈ C∗. Although the trivialization above depends on the choice of the
local coordinate t, the Q-structure on uP corresponding to ~v depends only on ~v the
tangent vector ~v.
With a little more effort, one can construct the limit MHS on O(G~v). Full details
will appear in [24]. As in the case of cohomology, where periods of limit MHSs can
be computed by regularizing integrals, the periods of the limit MHS on u~v are
regularized iterated integrals.
7.8.2. Limit MHS on completed path torsors. Similarly, one can construct the limit
MHS on O(Gx,~w) and O(G~v, ~w), etc. Full details will appear in [24].
8. Completed Path Torsors and Admissible Variations of MHS
Here we state two results that relate the Hodge theory of relative completion of
fundamental groups and path torsors to admissible variations of MHS. These are
special cases of results in [24].
Let C, D and C′ = C −D be as above. Let V be a PVHS over C′ and Rx the
Zariski closure of the monodromy representation π1(C
′, x) → Aut Vx. Let ρx be
the homomorphism π1(X, x) → Rx. Let Gx be the completion of π1(C′, x) with
respect to ρx. For base points (regular or tangential) b, b
′ of C′, let Gx,y denote the
relative completion of Π(C′; b, b′).
Denote by MHS(C′,V) the category of admissible VMHS A over C′ with the
property that the monodromy representation of GrW• A factors through ρx. This
condition implies that the monodromy representation
π1(C
′, x)→ Aut(Ax)
factors through π1(C
′, x)→ Gx.
Theorem 8.1. For all variations A in MHS(C′,V) and all base points b, b′ (possibly
tangential) of C′ the parallel transport mapping
Ab → Ab′ ⊗O(G(Gb,b′ ))
induced by Ab×Π(C′; b, b′)→ Ab′ is a morphism of MHS. When b or b′ is tangential,
then the monodromy preserves both the weight filtration W• and the relative weight
filtration M•.
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Definition 8.2. Suppose that G is a proalgebraic group whose coordinate ring
O(G) is a Hopf algebra in the category of ind mixed Hodge structures. A Hodge
representation of G on a MHS A is a homomorphism for which the action
A→ A⊗O(G)
is a morphism of MHS. The category of Hodge representations of G will be denoted
by HRep(G).
The previous result implies that taking the fiber at b defines a functor from
MHS(C′,V) to HRep(Gb). The next theorem follows from Theorem 7.15 by a tan-
nakian argument. Full details will be given in [24].
Theorem 8.3. For all base points b of C′, the “fiber at b” functor MHS(C′,V)→
HRep(Gb) is an equivalence of categories.
Part 2. Completed Path Torsors of Modular Curves
In this part, we apply the general constructions of the first part to explore the
relative completions of modular groups, mainly in the case of the full modular group
SL2(Z). Throughout we use the following notation.
Suppose that Γ is a finite index subgroup of SL2(Z). The associated curve XΓ
is the quotient Γ\h of the upper half plane by Γ. It is a smooth affine curve when
Γ is torsion free. When Γ has torsion, it will be regarded as an orbifold as follows:
Choose a finite index, torsion free normal subgroup Γ′ of Γ. Set G = Γ/Γ′. Then
XΓ is the orbifold quotient of XΓ′ by G. To work on the orbifold XΓ, one can work
either G-equivariantly on XΓ′ or Γ-equivariantly on h.
The (orbi) curve XΓ can be completed to a smooth (orbi) curve by adding the
finite set D := Γ\P1(Q) of “cusps”. Denote the compactified curve by XΓ. When
Γ = SL2(Z), the modular curve XΓ is the moduli space M1,1 of elliptic curves
and XΓ is M1,1, its the Deligne-Mumford compactification, which is obtained by
adding a single cusp.
If P ∈ D is in the orbit of ∞ ∈ P1(Q), then
Γ ∩
(
1 Z
0 1
)
=
(
1 nZ
0 1
)
.
for some n ≥ 1. A punctured neighbourhood of P in XΓ is the quotient of {τ ∈
C : Im(τ) > 1} by this group. This is a punctured disk with coordinate e2πinτ . In
particular, when Γ = SL2(Z), the coordinate about the cusp is q := e
2πiτ .
9. The Variation of Hodge Structure H
9.1. The Local System H. The universal elliptic curve f : E → XΓ over XΓ is
the quotient of C× h by Γ⋉ Z2, which acts via
(m,n) : (z, τ) 7→
(
z +
(
m n
)(τ
1
)
, τ
)
and γ : (z, τ) 7→
(
(cτ + d)−1z, γτ
)
, where
γ =
(
a b
c d
)
∈ Γ.
When Γ is not torsion free, it should be regarded as an orbifold family of elliptic
curves.
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The local system H over XΓ is R
1f∗Q. When Γ is torsion free, this is the local
system over XΓ with fiber H
1(f−1(x),Q) over x. It is a polarized variation of HS
of weight 1. Since Poincare´ duality induces an isomorphism
H1(E) ∼= H
1(E)(1)
for all elliptic curves E, the polarized variation H(1) of weight −1 is the local system
over XΓ whose fiber over x is H1(f
−1(x),Q). The polarization is the intersection
pairing. Denote the corresponding holomorphic vector bundle H⊗OXΓ by H. Its
Hodge filtration satisfies
H = F 0H ⊃ F 1H ⊃ F 2H = 0.
The only interesting part is F 1H.
In general we will work with the pullback Hh of H to h. Its fiber over τ ∈ h is
H1(Eτ ,Z), where
Eτ := C/Λτ and Λτ := Z⊕ Zτ.
Denote the basis of H1(Eτ ,Z) corresponding to the elements 1 and τ of Λτ by a,b.
Denote the dual basis of H1(Eτ ) by aˇ, bˇ. These trivialize Hh.
If we identify H1(Eτ ) with H1(Eτ ) via Poincare´ duality, then
aˇ = −b and bˇ = a.
We regard these as sections of Hh.
For each τ ∈ h, let ωτ ∈ H0(Eτ ,Ω1) be the unique holomorphic differential that
takes the value 1 on a. It spans F 1H1(Eτ ). In terms of the framing, it is given by
(9.1) ωτ = aˇ+ τ bˇ = τa − b =
(
a −b
)(τ
1
)
.
The map ω : τ 7→ ωτ is thus a holomorphic section of Hh := Hh ⊗Oh whose image
spans F 1Hh.
Since h is contractible, H1(E ,Z) ∼= Za ⊕ Zb. The left action of SL2(Z) on
E induces a left action on H1(E), and therefore a right action on frames. The
following result gives a formula for this action on frames.
Lemma 9.2. For all γ ∈ Γ,
(i) γ :
(
a −b
)
7→
(
a −b
)
γ,
(ii) the section ω of Hh satisfies (1⊗ γ)ω = (cτ + d)(γ∗ ⊗ 1)ω.
Proof. Let γ =
(
a b
c d
)
. Regard a and b as sections of Hh. Denote the values of a
and b at τ by a,b and at γ(τ) by a′,b′. Then (cf. Figure 3)(
a′ −b′
)
=
(
a −b
)( d −b
−c a
)
=
(
a −b
)
γ−1.
Thus γ∗
(
a(τ) −b(τ)
)
=
(
a(γτ) −b(γτ)
)
γ, from which the first assertion fol-
lows.
The second assertion now follows:
(1 ⊗ γ)ω =
(
a −b
)
γ
(
τ
1
)
= (cτ + d)
(
a −b
)(γτ
1
)
= (cτ + d)(γ∗ ⊗ 1)ω.

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a′ = cb+ da
R//
Figure 3. The SL2(Z) action on frames
Define w to be the section
(9.3) w : τ 7→ 2πiωτ = 2πi(τa− b).
of Hh. Since 〈w, a〉 = 2πi〈τa− b, a〉 = 2πi. w, a is a framing of Hh. The sections
a and w trivialize Hh over h. As we shall see below, this trivialization is better
suited to computing limit MHSs. The following computation is immediate. The
proof of an equivalent formula can be found in [20, Ex. 3.4].
Corollary 9.4. The factor of automorphy associated to the trivialization
Hh ∼= (Ca⊕ Cw)× h
of the pullback of H to h is
Mγ(τ) :
(
a w
)
=
(
a w
)((cτ + d)−1 0
c/2πi cτ + d
)
.
That is, the action of SL2(Z) on (Ca ⊕ Cw)× h is
γ : (a, τ) 7→
(
(cτ + d)−1a+ (c/2πi)w, γτ
)
and γ : (w, τ) 7→
(
(cτ + d)w, γτ
)
. 
The sections a and w of Hh are both invariant under τ 7→ τ +1. They therefore
descend to sections of the quotient HD∗ → D
∗ of Hh → h by
(
1 Z
0 1
)
. They
trivialize HD∗ . The vector bundle
HD := ODa⊕ODw
is thus an extension of HD∗ to the q-disk. The Hodge bundle F 1HD∗ extends to the
sub-bundle ODw of HD.
Denote the natural flat connection on H by ∇0. Equation (9.1) implies that
∇0
(
a w
)
=
(
a w
)(0 2πi
0 0
)
dτ =
(
a w
)(0 1
0 0
)
dq
q
from which it follows that the connection on HD is
(9.5) ∇0 = d+ a
∂
∂w
⊗
dq
q
.
Since this connection is meromorphic with a simple pole at q = 0 and nilpotent
residue, the bundle HD is the canonical extension of HD∗ to D. It is the pullback
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to the q-disk of the canonical extension of H → M1,1 of H → M1,1. Denote the
fiber of H over q = 0 by H . It has basis a,w, where w spans F 1H .
We now compute the limit MHSs H~v on H at q = 0 associated to the non-zero
tangent vector ~v of q = 0. It will have integral lattice HZ, complexification H and
F 0H defined by
HZ = Za⊕ Zb, H = Ca⊕ Cw and F
0H = Cw ⊂ H.
To specify the MHS, we give an isomorphism (HZ)⊗C ∼= H , which will depend on
the tangent vector ~v.16
Proposition 9.6. The Z-MHS H~v(1) on H that corresponds to the non-zero tan-
gent vector ~v = z∂/∂q is the MHS determined by the linear isomorphism (HZ)⊗C ∼=
HC given by (
a w
)
=
(
a −b
)(1 log z
0 2πi
)
.
It is the extension of Z(−1) by Z(0) that corresponds to z ∈ C∗ under the standard
isomorphism Ext1MHS
(
Z(−1),Z(0)
)
∼= C∗. It splits if and only if ~v = ∂/∂q.
Proof. Most of this is proved above. The integral lattice of Hz∂/∂q is computed
using the standard prescription and the fact that the value of w at z ∈ D∗ is
w(z) = log z a+ 2πi(−b),
which follows from (9.1). The weight filtration M• of the limit MHS is the mon-
odromy filtration of the nilpotent endomorphism a∂/∂w shifted by the weight 1 of
H :
(9.7) M−1H = 0, M0H =M1H = Qa, M2H = H.

This result can also be stated by saying that the limit MHS on H(1) of the
variation H(1) associated to z∂/∂q is the extension of Z(0) by Z(1) corresponding
to z ∈ C∗ ∼= Ext1MHS(Z(0),Z(1)).
Remark 9.8. Note that if ~v ∈ Q×∂/∂q, then H~v splits as an extension of Q(−1) by
Q(0) if and only if ~v = ±∂/∂q. These are also the only two tangent vectors of the
cusp q = 0 of M1,1 that are defined over Z and remain non-zero at every prime p.
For this reason it is natural to identify the fiber H of H over q = 0 with H∂/∂q. In
particular, w = −2πib.
These considerations suggest a natural choice of Cartan subalgebra of sl(H) and
of the positive root vectors. Namely, the Cartan is the one that acts diagonally
with respect to the isomorphism
H±∂/∂q = Q(0)⊕Q(−1) = Qa⊕Qb.
The natural choice of a positive weight vector is the one with positive Hodge the-
oretic weight. Since b has Hodge weight 2 and a has weight 0 with respect to
the weight filtration (9.7), the natural choice of positive root vectors in sl(H) is
Qb∂/∂a. This choice determines a Borel subalgebra of sl(H).
With this choice of Cartan subalgebra, there are two natural choices of symplectic
bases of HZ. Namely a,b and −b, a. Because of formula (i) in Lemma 9.2, which
16For the more arithmetically inclined, a,b is a basis of the Betti component HB of the MHS
H, and a,w is a basis of the Q-de Rham component HDR of H.
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is dictated by the standard formula for the action of SL2(Z) on h, we will use
the basis −b, a. This choice determines corresponding isomorphisms sl(H) ∼= sl2
and SL(H) ∼= SL2. With respect to the above choice of Cartan subalgebra, b has
sl2-weight 1 and a has sl2-weight −1.
10. Representation Theory of SL2
This is a quick review of the representation theory of sl2 and SL2. Much of the
time, SL2 will be SL(H), where H = H∂/∂q is the fiber of H over ∂/∂q. As pointed
out above, this has a natural basis, which leads us to a natural choice of Cartan
and Borel subalgebras, which we make explicit below.
Let F denote Q, R or C. Let V be a two dimensional vector space over F
endowed with a symplectic form (i.e., a non-degenerate, skew symmetric bilinear
form)
〈 , 〉 : V ⊗ V → F.
The choice of a symplectic basis v1,v2 of V determines actions of SL2(F ) and
sl2(F ) on V via the formula
(10.1)
(
a b
c d
)
:
(
v2 v1
)(x1
x2
)
7→
(
v2 v1
)(a b
c d
)(
x1
x2
)
where x1, x2 ∈ F , and isomorphisms SL2 ∼= SL(V ) and sl2 ∼= sl(H).
We will fix the choice of Cartan subalgebra of sl2 to be the diagonal matrices.
This fixes a choice of Cartan subalgebra of sl(V ). We will take v1 to have sl2 weight
−1 and v2 to have sl2-weight +1. The element(
0 1
0 0
)
of sl2 corresponds to v2∂/∂v1 ∈ sl(V ) and has weight −2. Denote it by e0.
Isomorphism classes of irreducible representations of SL(V ) correspond to non-
negative integers. The integer n ∈ N corresponds to the nth symmetric power SnV
of the defining representation V . To distinguish distinct but isomorphic represen-
tations of SL2, we use the notation
Sn(e) := {ej0 · e : e
n+1
0 · e = 0}
to denote the SL2-module with highest weight vector e of weigh n.
For example, motivated by the discussion in Remark 9.8, we will typically work
in the following situation:
(i) V = H and 〈 , 〉 is the intersection pairing,
(ii) v1 = −b and v2 = a, so that b has sl2 weight +1 and a has sl2 weight
−1,
(iii) SnH = Sn(bn),
(iv) e0 = −a
∂
∂b , which has sl2 weight −2. It is also −2πi times the residue at
q = 0 of the connection ∇0 on H.
Note that the weight filtration
0 =M−1S
nH ⊂M0S
nH ⊂ · · · ⊂M2n−1S
nH ⊂M2nS
nH = SnH
associated to the nilpotent endomorphism e0 of S
nH , shifted by the weight n of
SnH , is the filtration obtained by giving b weight 2 and a weight 0:
MmS
nH = span{an−jbj : 2j ≤ m},
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Observe that
(10.2) GrM2n S
nH = SnH/ ime0 ∼= Q(−n).
It is generated by the highest weight vector bn.
11. Modular Forms and Eichler-Shimura
Suppose that Γ is a finite index subgroup of SL2(Z). Recall that a holomorphic
function f : h→ C is a modular form of weight w for Γ if
(i) f(γτ) = (cτ + d)wf(τ) for all γ ∈ Γ. This implies that f has a Fourier
expansion
∑∞
k=−∞ akq
k/n for some n ≥ 1.
(ii) f is holomorphic at each cusp P ∈ Γ\P1(Q). If, for example, P =∞, this
means that the coefficients ak of the Fourier expansion of f at P vanish
when k < 0.
A modular form f is a cusp form if it vanishes at each cusp — that is, its Fourier
coefficients ak vanish for all k ≤ 0.
Assume the notation of Section 10. For an indeterminate e we have the SL2-
module Sm(e) that is isomorphic to SmH . Denote the corresponding local system
over XΓ by S
m(e). As a local system, it is isomorphic to SmH. Lemma 7.1 implies
that if Sm(e) has the structure of a PVHS, then it is isomorphic to SmH(r) for
some r ∈ Z.
For the time being, we will suppose that the PVHS Sm(e) over XΓ has weight
m, so that it is an isomorphic copy of SmH. Define a function v : h→ V by
v(τ, e) := exp(τe0)e.
The discussion preceding Lemma 9.2 implies that v(τ, e) is a trivializing section of
Fm(Sm(e)⊗Oh).
Lemma 11.1. For all γ ∈ SL2(Z) we have (cτ + d)
mγ∗v = γ∗v.
Proof. Write e = bm, where b ∈ H . Then exp(τe0)e = (exp(τe0)b
)m
. So it
suffices to consider the case m = 1. In this case v(τ,b) = (−a,b)(τ, 1)T and
(γ∗v)(τ,b) = −
(
a −b
)(a b
c d
)(
τ
1
)
= −(cτ + d)
(
a −b
)(γτ
1
)
=
(
γ∗v
)
(τ,b).

For a modular form f of Γ weight w = m+ 2 and an indeterminate e, define17
ωf(e) = 2πi f(τ)v(τ, e)dτ ∈ E
1(h)⊗ Sm(e).
A routine calculation shows that ωf (e) is Γ-invariant in the sense that
(γ∗ ⊗ 1)ωf (e) = (1⊗ γ)ωf (e).
It follows that
ωf (e) ∈ (E
1(h)⊗ Sm(e))Γ ∼= E1(XΓ, S
m(e)).
Since ωf(e) is closed, it determines a class in H
1(XΓ, S
m(e)). Its complex conjugate
ωf (e) = f(τ)v(τ , e)
mdτ
17The particular scaling by 2πi is chosen so that, when Γ = SL2(Z), if v(τ, e) corresponds
(locally) to a Q-rational section of the canonical extension SmH(r) of SmH to M1,1, then ωf is
Q-rational in the sense that ωf (e) ∈ H
1
DR(M1,1/Q, S
mH). See, e.g., [20, §21].
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also defines a class in H1(XΓ, S
m(e)).
Recall that XΓ = XΓ − D, where D = Γ\P1(Q). And recall from Section 6
that K•(X,D; Sn(e)) is Zucker’s mixed Hodge complex that computes the MHS on
H•(XΓ, S
n(e)). It is straightforward to check that:
Proposition 11.2 (Zucker [45]). If f is a modular form of Γ of weight w = m+2,
then
ωf(e) ∈ F
m+1K1(XΓ, D; S
m(e)).
If f is cusp form, then ωf(e) ∈ F
m+1WmK
1(XΓ, D; S
m(e)).
When m > 0 the exact sequence (6.3) from Section 6.4 becomes
(11.3)
0→Wm+1H
1(XΓ, S
m(e))→ H1(XΓ, S
m(e))→
⊕
P∈D
(
(SmVP )/ imNP
)
(−1)→ 0,
where VP denotes the fiber of the canonical extension of S
m(e)⊗OXΓ to C and NP
the associated local monodromy operator. (Cf. Section 6.2.) It is an exact sequence
of MHS. Note that each SmVP / imNP is one dimensional and is isomorphic to
Q(−m) by (10.2).
The following result is equivalent to Eichler-Shimura combined with the obser-
vations that
K1(XΓ, D; S
m(e)) =W2m+1K
1(XΓ, D; S
m(e)) and Fm+2K1(XΓ, D; S
m(e)) = 0.
This version was proved by Zucker in [45].
Denote the space of modular forms of Γ of weight w by Mw(Γ) and the subspace
of cusp forms by Mow(Γ). When Γ = SL2(Z), we will omit Γ and simply write Mw
and Mow.
Theorem 11.4 (Shimura, Zucker). If Γ is a finite index subgroup of SL2(Z), then
H1(XΓ, S
m(e)) is spanned by the classes of modular forms of weight w = m+2 and
their complex conjugates. The only non-vanishing Hodge numbers hp,q occur when
(p, q) = (m+1, 0), (0,m+1) and (m+1,m+1). The weight m+1 part is spanned
by the classes of cusp forms and their complex conjugates. Moreover, the function
that takes a modular form f to the class of ωf (e) induces an isomorphism
Mm+2(Γ) ∼= F
m+1H1(XΓ, S
m(e)).
The map that takes a cusp form f to the class of its complex conjugate ωf (e) induces
a conjugate linear isomorphism of Mok+2(Γ) with the (0,m + 1) part of the Hodge
structure Wm+1H
1(XΓ, S
m(e)).
When Γ = SL2(Z), there is only one cusp. It is routine to show that the coho-
mology with coefficients in Sm(e) vanishes when m is odd. So for each n > 0 we
have the exact sequence
0→W2n+1H
1(M1,1, S
2n(e))→ H1(M1,1, S
2n(e))→ Q(−2n− 1)→ 0
The class of the 1-form ωf (e) associated to the Eisenstein series f = G2n+2 of weight
2n+2 projects to a generator of Q(−2n− 1). The MHS on H1(XΓ, S2n(e)) can be
described in terms of modular symbols. We will return to this in Section 17.2.
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11.1. Cohomology of congruence subgroups. Recall that a congruence sub-
group of SL2(Z) is one that contains a principal congruence subgroup
SL2(Z)[N ] := {γ ∈ SL2(Z) : γ ≡ identity mod N}.
When Γ is a congruence subgroup, one has Hecke operators
Tp ∈ EndMHSH
1(XΓ, S
mH)
for each prime number p. Since the Hecke algebra (the algebra generated by the
Tp) is semi-simple, H
1(XΓ, S
mHQ) decomposes into simple factors. Each is a MHS.
Let Bw(Γ) be the set of normalized Hecke eigen cusp forms of Γ of weight w ≥ 2.
This is a basis of Mow(Γ), the weight w cusp forms. For each f ∈ Bw(Γ), let Kf
be the subfield of C generated by its Fourier coefficients. Since the restriction of
Tp to the cusp forms is self adjoint with respect to the Petersson inner product, its
eigenvalues are real. Since this holds for all p, it implies thatKf ⊂ R. Consequently,
the smallest subspace Vf ofH
1(XΓ, S
mHKf ) whose complexification contains ωf (e)
is a Kf -sub HS of the MHS H
1(XΓ, S
mH).
Denote by Mf the smallest Q-Hodge sub-structure of H
1(XΓ, S
mHQ) with the
property that Mf ⊗Kf contains Vf . It is a sum of the Hodge structures Vh of the
eigenforms conjugate to f . Call two eigenforms f and h equivalent if Mf =Mh.
When f is a normalized Eisenstein series the smallest sub-MHS ofH1(XΓ, S
mHQ)
that contains the corresponding cohomology class is one dimensional and spans a
Tate MHS Q(−m− 1).
Theorem 11.5. If Γ is a congruence subgroup of SL2(Z), then the MHS Hodge
structure on H1(XΓ, S
mH) splits. In particular, when m > 0, there is a canonical
isomorphism
H1(XΓ, S
mH) ∼=
⊕
f
Mf ⊕
⊕
P∈D
Q(−m− 1),
where f ranges over the equivalence classes of eigen cusp forms of weight m + 2.
As a real mixed Hodge structure
H1(XΓ, S
mH) ∼=
⊕
f∈Bm+2(Γ)
Vf ⊕
⊕
P∈D
R(−m− 1).
Sketch of Proof. The splitting of the MHS on H1(XΓ, S
mH) follows from the fact
that each Hecke operator Tp is a morphism of MHS. The weight filtration splits
because Tp acts on Gr
W
m+1 with eigenvalues of modulus bounded by Cp
1+m/2 and
on GrW2m+2 with eigenvalues of size O(p
m+1). (For SL2(Z) this is proved in [38].
See p. 94 and p. 106. For general Γ see [27, Lem. 2, p. 13].) The Vf are the
common eigenspaces of the Tp acting on Wm+1H
1(XΓ, S
mH). The Mf are their
Galois orbits and are Q-HS. 
12. Hodge Theory of the Relative Completion of Modular Groups
Here we make the construction of the mixed Hodge structure on the unipotent
radical of the completion of a modular group with respect to its inclusion into
SL2(Q) explicit.
We retain the notation of previous sections: Γ is a finite index subgroup of
SL2(Z), XΓ = Γ\h is the associated curve, D = Γ\P
1(Q) is the set of cusps, and
XΓ = XΓ ∪D is its smooth completion. As in Section 9, H denotes the fiber over
the unique cusp q = 0 of M1,1 of the canonical extension H of the local system
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H. The pullback of H along the quotient morphism XΓ → M1,1 is the canonical
extension of H⊗OXΓ to XΓ, so that the fiber of HXΓ over each P ∈ D is naturally
isomorphic to H .
Fix a base point xo of XΓ. We allow xo to be a non-zero tangent vector at a
cusp P ∈ D. Denote the completion of π1(XΓ, xo) with respect to its inclusion
into SL2(Q) by Gxo and its prounipotent radical by Uxo . Their Lie algebras (and
coordinate rings) have natural mixed Hodge structures. Recall that the polarized
variation H over XΓ has weight 1. Denote its fiber over xo by Ho.
We also fix a lift τo of xo to h. This determines an isomorphism π1(XΓ, xo) ∼= Γ
and isomorphisms of Gxo and Uxo with the completion G of Γ with respect to the
inclusion Γ →֒ SL2(Q), and U , its prounipotent radical.
12.1. General considerations. As pointed out in Section 3.4.2, u is free. So,
up to a non-canonical isomorphism, it is determined by its abelianization H1(u).
Theorem 7.15, implies that u has negative weights, so there is an exact sequence
0→W−2H1(u)eis → H1(u)→ Gr
W
−1 u→ 0.
of pro-MHS with SL2 action. Eichler-Shimura (Thm. 11.4) and the computation
(3.4) imply that the weight −1 quotient comes from cusp forms:
GrW−1 u =
∏
m≥0
(Wm+1H
1(XΓ, S
mH))∗ ⊗ SmHo =
∏
m≥0
IH1(XΓ, S
mH)∗ ⊗ SmHo.
The exact sequence (6.3) implies that the weight < −1 part
W−2H1(u) = H˜0(D;Q(1))⊕
⊕
P∈D
∏
m≥0
SmHo(m+ 1)
is a direct product of Hodge structures. Note that when xo is a finite base point
(i.e., xo ∈ XΓ), then SmHo(m+1) has weight −m− 1. If xo is a tangent vector at
a cusp, then SmHo(m+ 1) has weight graded quotients Q(1), Q(2), . . . ,Q(m+ 1).
In this case, W−2H1(u) is mixed Tate.
The Manin-Drinfeld Theorem (Thm. 11.5) implies:
Proposition 12.1. If Γ is a congruence subgroup of SL2(Z), then H1(u) is the
product
H1(u) ∼=
∏
r<0
GrWr H1(u)
of its weight graded quotients in the category of pro-MHS with SL2 action. 
12.2. Hodge theory of congruence subgroups. Now assume that Γ is a con-
gruence subgroup of SL2(Z). The first step in writing down a formal connection
Ω ∈ K1(XΓ, D;u) is to write down, for each m > 0, a form
Ω1,m ∈ F
0W−1
(
K1(XΓ, D;S
mH)⊗H1(XΓ, S
mH)∗
)
that represents the identity H1(XΓ, S
mH)→ H1(XΓ, SmH).
Since Γ is a congruence subgroup, the Hecke algebra acts on the modular forms
Mw(Γ) of Γ of weight w. When w > 2, for each cusp P ∈ D, there is a normalized
Eisenstein series Ew,P (τ) that vanishes at the other cusps. When w = 2, Eisenstein
series give elements of H1(XΓ,C) with non-zero residues at least two cusps. Fix a
cusp Po ∈ D. For each P ∈ D′ := D − {Po}, choose an Eisenstein series E2,P that
is non-zero at P and vanishes at all other points of D′.
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Now suppose that m ≥ 0. Identify SmH with Sm(bm). For each f ∈ Bm+2(Γ)
we have the 1-forms ωf (b
m) and ωf (b
m). When m > 0 (resp. m = 0) and P ∈ D
(resp. P ∈ D′) set
ψm,P (b
m) := ωEm,P (b
m).
This will be viewed as an element of K1(XΓ, D;S
mH) and of E1(h, SnH)Γ. Then
(12.2) {ωf(b
m), ωf (b
m) : f ∈ Bm+2(Γ)}∪
{ψm+2,P (b
m) : (P ∈ D and m > 0) or (P ∈ D′ and m = 0)}
is a subset of K1(XΓ, D;S
mH) that represents a basis of H1(XΓ, S
mH). Let
{u′f , u
′′
f , um+2,P : f ∈ Bm+2(Γ), P ∈ D}
be a basis of H1(XΓ, S
mH) dual to the cohomology classes of the closed forms
(12.2). The Hodge types of u′f , u
′′
f and um+2,P are (−m − 1, 0), (0,−m − 1) and
(−m− 1,−m− 1), respectively
Set
(12.3) e′f := b
m ⊗ uf , e
′′
f := b
m ⊗ uf , em+2,P = b
m ⊗ um+2,P .
These are elements of SmH ⊗H1(XΓ, SmH)∗. Then
ωf(b
m)⊗ u′f = ωf(e
′
f ), ωf (b
m)⊗ u′′f = ωf (e
′′
f ),
and ψm+2,P (b
m)⊗ um+2,P = ψm+2,P (em+2,P ).
All are elements of K1(XΓ, D;S
mH)⊗H1(XΓ, SmH)∗ and
(12.4) Ω1,m =
∑
f∈Bm+2(Γ)
(
ωf (e
′
f ) + ωf (e
′′
f )
)
+
∑
P
ψm+2,P (em+2,P )
is a closed 1-form that represents the identity H1(XΓ, S
mH) → H1(XΓ, SmH).
Here the second sum is over P ∈ D when m > 0 and P ∈ D′ when m = 0.
Lemma 12.5. For each m ≥ 0
Ω1,m ∈ F
0W−1
(
K1(XΓ, D;S
mH)⊗H1(XΓ, S
mH)∗
)
.
Proof. Since the Hodge types of u′f , u
′′
f and um+2,P are (−m−1, 0), (0,−m−1) and
(−m − 1,−m− 1), the definitions of the Hodge and weight filtrations of Zucker’s
mixed Hodge complex K•(XΓ, D;S
mH) imply that
ωf(b
m) ∈ Fm+1WmK
1(XΓ, D;S
mH) and ωf (b
m) ∈ F 0WmK
1(XΓ, D;S
mH)
when f ∈ Bm+2(Γ) and ψm+2,P (bm) ∈ Fm+1W2m+1K1(XΓ, D;SmH) for each P .
The result follows as u′f , u
′′
f and um+2,P have Hodge types (−m−1, 0), (0,−m−1)
and (−m− 1,−m− 1), respectively. 
The Lie algebra u of the prounipotent radical U of the relative completion of Γ
is the free pronilpotent Lie algebra u = L(V )∧, where V =
⊕
m≥0 Vm and
Vm := H
1(XΓ, S
mH)∗ ⊗ SmH
=
{
H1(XΓ,C) m = 0,⊕
f∈Bm+2(Γ)
(
Sm(e′f )⊕ S
m(e′′f )
)
⊕
⊕
P∈D S
m(em+2,P ) m > 0.
It is a Lie algebra in the category of pro-representations of SL2.
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The 1-form
Ω1 :=
∑
m≥0
Ω1,m ∈ E
1(h) ⊗ˆ u
is Γ-invariant and represents the identity. It can thus be completed to a power
series connection
Ω ∈ F 0W−1K
1(XΓ, D;u)
using the method described in Section 7, which determines the MHS on uxo .
Before discussing the case Γ = SL2(Z), note that since
Sm(e′f ) = span{e
j
0 · e
′
f : e
m+1
0 · e
′
f = 0}, f ∈ Bm+2(Γ)
Sm(e′′f ) = span{e
j
0 · e
′′
f : e
m+1
0 · e
′′
f = 0}, f ∈ Bm+2(Γ)
Sm(em+2,P ) = span{e
j
0 · em+2,P : e
m+1
0 · em+2,P = 0}, P ∈ D,
u is the free Lie algebra topologically generated by
{e2,P : P ∈ D
′}∪
⋃
m>0
{ej0 ·e
′
f , e
j
0 ·e
′′
f , e
j
0 ·eP,m+2 : 0 ≤ j ≤ m, f ∈ Bm+2, P ∈ D}.
The Hodge and weight filtrations of u are defined by giving b ∈ H type (1, 0). The
generators (12.3) thus have types given in Figure 4. So, for example, ej0 ·e
′
f has type
Hodge type W -weight M -weight
e0 (−1, 1) 0 −2
e′f f ∈ Bm+2(Γ) (−1, 0) −1 m− 1
e′′f f ∈ Bm+2(Γ) (m,−m− 1) −1 m− 1
em+2,P P ∈ D (−1,−m− 1) −m− 2 −2
Figure 4. Hodge types of the generators of u
(−1 − j, j). The Hodge and weight filtrations on the generators extend naturally
to Hodge and weight filtrations on u.
The Hodge types on the sl2 module with highest weight vectors e
′
f , e
′′
f , em+2,P
are illustrated in Figure 5.
12.3. The case of SL2(Z). In this case, XΓ =M1,1, C =M1,1 and D consists of
a single point, which we shall denote by P . The modular parameter q = e2πiτ is a
local holomorphic coordinate on the orbifold M1,1 centered at P .
There are no modular forms for SL2(Z) of odd weight. Since there is a single
cusp, there is a 1-dimensional space of Eisenstein series for each weight 2n ≥ 4.
The normalized Eisenstein series of even weight 2n is
(12.6) G2n(τ) =
1
2
(2n− 1)!
(2πi)2n
∑
λ∈Z⊕Zτ
λ6=0
1
λ2n
= −
B2n
4n
+
∞∑
k=1
σ2n−1(k)q
k.
This has value (2n − 1)!ζ(2n)/(2πi)2n at the cusp P .18 The dual homology class
e2n,P will be denoted by e2n and the form ψ2n,P by ψ2n.
Later, we will use the tangent vector ~v := ∂/∂q of P as a base point. We will
also write Bw instead of Bw(SL2(Z)).
18Here B2n is the 2nth Bernoulli number, ζ(s) is the Riemann zeta function and σk(n) is the
sum of the kth powers of the divisors of n.
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•em0 · e
′
f
•
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❄
❄
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e′f
Sm(e′f )
−1
•
−1
•
❄
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❄
❄
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Sm(e′′f )
em0 · e
′′
f•
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❄
❄
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em+2,P
Sm(em+2,P )
•
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•m
•
−m− 1
•−m− 1
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Figure 5. Hodge numbers of Sm(e′f ), S
m(e′′f ) and S
m(em+2,P ).
13. VMHS associated to Modular Forms and their Period Maps
This section considers three related topics: relative higher albanese maps (which
are related to period mappings of VMHS), Manin’s iterated Shimura integrals, and
the existence of extensions of VMHS coming from Hecke eigenforms. The construc-
tion of these extensions is a special case of the general technique for constructing
admissible VMHS sketched in the proof of Theorem 8.3. Such extensions correspond
to normal functions, so every Hecke eigenform produces a normal function.
13.1. Relative Albanese maps. This construction generalizes the non-abelian
albanese manifolds of [25] from the unipotent case to the relative case. Although
this discussion applies more generally, here we restrict to the case of modular curves.
Fix a base point τo of h. Let Γ be a finite index subgroup of SL2(Z). Denote
the image of τo in XΓ by xo. The choice of τo determines an isomorphism Γ ∼=
π1(XΓ, xo). Let Go be the complex form of the relative completion of π1(XΓ, xo).
Let Uo be its prounipotent radical, and let go, uo be their Lie algebras. Since the
bracket of go respects the Hodge filtration, F
0go is a subalgebra of go. Denote the
corresponding subgroup of Go by F 0Go.
Let
Ω ∈ F 0W−1K
1(XΓ, D;u)
be as above. Trivialize the pullback of u to h using the sections {ej0 · e
′
f , e
j
0 · e
′′
f , e
j
0 ·
e2n}:
u× h→ h.
This trivializes both the Hodge and weight filtrations. It also fixes an isomorphism
Gx ∼= SL(Hx)⋉ Ux for all x ∈ XΓ. Denote the pullback of Ω to h by
Ω˜ ∈ (E1(h) ⊗ˆ u)Γ.
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For convenience we now take the base point τo to be i. Since Ω˜ is integrable, the
function F : h→ Uo × SL(Ho) ∼= Go defined by
F˜ (τ) :=
(
1 +
∫ τ
τo
Ω˜ +
∫ τ
τo
Ω˜Ω˜ +
∫ τ
τo
Ω˜Ω˜Ω˜ + · · · ,
(
v u/v
0 v−1
))
where τ = u + iv2 (u, v real), is well defined and smooth. It induces a function
F : h→ Go/F 0Go which is equivariant with respect to the natural left Γ-actions on
each.
Proposition 13.1. The function F : h→ Go/F
0Go is holomorphic. (That is, it is
an inverse limit of holomorphic functions.)
Proof. Set H = Ho. The map SL(HR) → h that takes g to gτo = gi induces an
isomorphism SL(HR)/SO(2) → h. The inclusion SL(HR) →֒ SL(HC) induces an
inclusion
h = SL(HR)/SO(2) →֒ SL(HC)/F
0 ∼= P1.
Since the right hand matrix in F˜ is in SL(HR) and takes i to τ , the composition
of F with the projection Go/F 0Go → SL(HC)/F 0 is the inclusion h →֒ SL(HC)/F 0.
Consequently, to show that F is holomorphic, we need only check that its first
factor is holomorphic. Write Ω˜ = Ω˜′ + Ω˜′′, where Ω˜′ has type (1, 0) and Ω˜′′ has
type (0, 1). Since Ω ∈ F 0K1(XΓ, D;u),
Ω˜′′ ∈ E0,1(h) ⊗ˆF 0u.
The fundamental theorem of calculus implies that F satisfies the differential equa-
tion dF˜ = F˜ Ω˜ from which it follows that ∂¯F˜ = F˜Ω′′. This implies the vanishing of
∂¯F . 
The projection Go → SL(Ho,C) preserves the Hodge filtration and induces a
holomorphic, Γ-invariant projection Go/F 0Go → SL(Ho)/F 0 ∼= P1. Then one has
the diagram
(Go/F 0Go)|h

// Go/F 0Go

h

 //
F
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥
SL(Hx,C)/F
0 ≃ // P1.
Recall that our choices have fixed an isomorphism Go ∼= SL(Ho) ⋉ Uo. The
natural homomorphism corresponds to a non-abelian 1-cocycle Θo : Γ→ Uo(Q).
Lemma 13.2. The function F : h→ Go/F 0 satisfies F (γτ) = Θo(γ)F (γτ) for all
γ ∈ Γ.
Proof. The identification Go ∼= SL(Ho)⋉Uo induces an identification of Go/F 0 with
Uo×P1. If cγ is a path from τo to γτo and c is a path from τo to τ , then cγ ∗ (γ · cγ)
is a path from τo to γτ . So
F (γτ) =
(
Θo(γ)T (c)
−1, γτ
)
= Θo(γ)F (τ),
where T−1 denotes 1 +
∫
Ω˜ +
∫
Ω˜Ω˜ + · · · . 
Let Uo,Z be the subgroup of Uo that is generated by {Θo(γ) : γ ∈ Γ}. Let Go,Z
be the subgroup of Go ∼= SL(Ho) ∼= Uo that corresponds to SL(Ho,Z) ⋉ Uo,Z. The
previous result implies that F (γτ) and γF (τ) lies in the same left Uo,Z orbit.
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The universal relative albanese manifold AΓ of XΓ is defined by
AΓ = Uo,Z\
(
(Go/F
0Go)|h
)
.
There is a natural quotient mapping to XΓ. Taking the quotient of the left-hand
map of the previous diagram by Γ gives the universal non-abelian Albanese map
AΓ // XΓ.
F
vv
The fiber over xo ∈ XΓ is isomorphic to Uo,Z\Uo/F 0.
Remark 13.3. For each finite dimensional quotient Gα of Go in the category of
groups with a MHS, one can define
Aα = Gα,Z\
(
(Gα/F
0Gα)|h
)
.
Since Go is the inverse limit of the Gα, AΓ = lim←−
Aα. The reduction of the section
F is a holomorphic section Fα of this bundle. In particular, when Γ is a congruence
subgroup, by taking Gα to be the quotient
0→ Mˇf ⊗ S
nHo → Gn → SL(Ho)→ 1
of Go, where Mf is the smallest Q-sub HS of H
1(XΓ, S
mH) that contains ωf (e)
and Mˇf its dual, we see that for each f ∈ Bn+2(Γ), there is a bundle over XΓ with
fiber over x ∈ XΓ the intermediate jacobian
Ext1MHS(Z, Mˇf,Z ⊗ S
nHx,Z)
with a holomorphic section induced by F . We will see below that this is a normal
function which is the period mapping of an extension of Q by Mˇf ⊗ SnH. When Γ
is a congruence subgroup, each Eisenstein series determines a normal function that
corresponds to an extension of Z by SnH(n+ 1).
The coefficients of F are holomorphic functions on h which can be realized as
periods of admissible variations of MHS. These include iterated integrals of (holo-
morphic) modular forms, but there are many more. Below is an example of such a
holomorphic iterated integral that is not of the type considered by Manin. It is, in
some sense, a generalization of the Riemann theta function. (Cf. [17, Ex. 4.4].)
Example 13.4. Suppose that f ∈ Mo2n+2 and g ∈ M
o
2m+2 are cusp forms, not
necessarily of the same weight. Since SL2(Z) has cohomological dimension 1, the
form ωf (e
′′
f ) ∧ ωg(e
′
g) is exact. Lemma 6.1 implies that there is
ξ ∈ F 0W−1K
1
(
XΓ, D; S
2n(e′′f )⊗ S
m(e′g)
)
such that
∂¯ξ + ωf (e
′′
f ) ∧ ωg(e
′
g) = 0.
Then
τ 7→
∫ τ
τo
ωf (e
′′
f )ωg(e
′
g) + ξ
is a well defined function from h to S2nHo ⊗ S2mHo. An elementary argument (cf.
[17, Prop. 4.3]) implies that it is holomorphic.
Perhaps the most interesting version of this example is where f = g and one
composes it with an invariant bilinear form S2nHo ⊗ S2nHo → C. Such iterated
integrals occur as periods of biextensions.
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13.2. Iterated Shimura integrals. In [29, 30] Manin considered iterated integrals
of holomorphic modular forms and non-abelian generalizations of modular symbols.
Here we briefly discuss the relationship of his work to the Hodge theory of modular
groups. Recall that Bw = Bw(SL2(Z)).
Manin considers iterated integrals with values in the algebras
A = C〈〈ej0 · e2n, e
j
0 · e
′
f : f ∈ B2n, 0 ≤ j ≤ 2n− 2, n ≥ 2〉〉
and
B = C〈〈ej0 · e2n : 0 ≤ j ≤ 2n− 2, n ≥ 2〉〉.
These iterated integrals are of the form
1 +
∫ τ
τo
Ω+
∫ τ
τo
ΩΩ+
∫ τ
τo
ΩΩΩ + · · ·
where
Ω = ΩA :=
∑
n≥2
(
ψ2n(e2n) +
∑
f∈B2n
ωf (e
′
f )
)
in the first case and
(13.5) Ω = ΩB :=
∑
n≥2
ψ2n(e2n)
in the second case. Both of these forms are Γ-invariant.
Let uA (resp. uB) be the set of primitive elements of A (resp. uB). Then ΩA
(resp. ΩB) takes values in uA (resp. uB). Set
u = L(ej0 · e2n, e
j
0 · e
′
f , e
0 · e′′f : f ∈ B2n, 0 ≤ j ≤ 2n− 2, n ≥ 2)
∧.
It follows from Figure 5 that F 0u is generated by {ej0 ·e
′′
f : f ∈ B2n, n ≥ 2}, so that
uA is the quotient of u by the ideal (F
0u) generated by F 0u, and uB is the quotient
of u by the ideal generated by all ej0 · e
′
f and e0 · e
′′
f . His iterated integral is the
reduction of the one in the previous section (the first argument of F˜ ) mod these
ideals. This implies that there are many interesting holomorphic iterated integrals
which do not occur as iterated Shimura integrals.
One can ask whether the SL2(Z) connection on the local system
uB × h→ h
defined by ΩB descends to an admissible VMHS over M1,1. It will follow from
Theorem 19.4 that it does not as we explain in Remark 19.5.
13.3. Extensions of variations of MHS associated to Eisenstein series.
Here we suppose, for simplicity, that Γ = SL2(Z). In this section, we sketch an
explicit construction of an extension
0→ S2nH(2n+ 1)→ E→ Q→ 0
for each Eisenstein series G2n+2.
19
Let H = Ca⊕ Cw. Define the Hodge filtration on H by F 0H = H and F 1H =
Cw. This induces a Hodge filtration on S2nH . Trivialize the bundle Hh → h with
the sections a and w:
Hh ∼= H × h.
19This construction works equally well when Γ is a congruence subgroup. The construction in
the more general case is sketched at the end of the next section.
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Trivialize S2nHh using monomials in a and w. Then F pS2nHh is trivialized by the
sections {a2n−jwj : j ≥ p}.
Set V = Ce⊕S2nH(2n+1) and Vh = V ×h. Define Hodge and weight filtrations
on V by giving e type (0, 0) and a2n−jwj type (j− 2n− 1,−j− 1). Let SL2(Z) act
in this bundle by acting trivially on e, and on a and w by the factor of automor-
phy given in Corollary 9.4. The Hodge and weight filtrations are invariant under
this action, so that they descend to Hodge and weight filtrations on the (orbifold)
quotient bundle
V := SL2(Z)\Vh →M1,1.
This bundle is trivial over the punctured q-disk ∆∗. Extend it to a bundle V over
M1,1 by defining its sections over the q-disk ∆ to be V ⊗ O∆. The Hodge and
weight bundles clearly extend to sub-bundles of V .
Define a connection on Vh by d+Ω, where
Ω =
(
0 0
ψ2n+2(w
2n) a ∂∂w
dq
q
)
∈
(
C 0
S2nH EndS2nH
)
dq
q
.
It is holomorphic, flat and Γ-invariant. It therefore descends to a flat connection ∇
on V which has a regular singular point at the cusp when viewed as a connection
on V . This implies that the extended bundle is Deligne’s canonical extension of
(V ,∇) to M1,1. Since
Ω ∈ (F−1W−1 EndV )⊗O(∆)
dq
q
,
the weight filtration is flat and the connection satisfies Griffiths transversality. Since
ψ2n+2(w
2n) has rational periods, it follows that the local system V associated to
(V ,∇) has a natural Q-form. The associated weight graded local system is
GrW• V = Q(0)⊕ S
2nH(2n+ 1).
The existence of a relative weight filtration at q = 0 follows from the argument in
the proof of Theorem 7.17 It follows that V is an admissible variation of MHS over
M1,1. The results of Section 18.4 imply that every extension of Q by S
2nH(m)
overM1,1 is a multiple of this extension when m = 2n+ 1 and trivial otherwise.
13.4. Extensions of variations of MHS associated to cusp forms. The con-
struction of the extension corresponding to an eigen cusp form is similar, but a
little more elaborate. Suppose that Γ is a congruence subgroup of SL2(Z) and that
m ≥ 0. The first step is to construct an extension
(13.6) 0→ H1(XΓ, S
mHZ)
∗ ⊗ SmHZ → V→ Z→ 0
in the category of Z-MHS over XΓ.
Denote the completion of XΓ by XΓ. Let V be the C
∞ vector bundle over XΓ
associated to the canonical extension
OXΓ ⊕H
1(XΓ, S
mH)∗ ⊗ SmH
of the admissible variation Q ⊕H1(XΓ, SmH)∗ ⊗ SmH over XΓ. This has natural
Hodge and weight sub-bundles. Denote the restriction of V to XΓ by V and the
direct sum connection on it by ∇0.
Define a C∞ connection on V by ∇ = ∇0+Ω1,m, where Ω1,m is the form defined
in Equation (12.4). This connection is flat, and thus defines a new holomorphic
structure on the bundle V . Arguments almost identical to those in Section 7.4 show
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that (V ,∇) is Deligne’s canonical extension of (V ,∇), that the Hodge bundles are
holomorphic sub-bundles of V with respect to this new complex structure, and that
the connection ∇ satisfies Griffiths transversality. The existence of a relative weight
filtration at each cusp is established as in the proof of Theorem 7.17. The fact that
Ω1,m represents the identity H
1(XΓ, S
mH)→ H1(XΓ, SmH) implies that the local
system V underlying the flat bundle (V ,∇) has a natural Z-form. It follows that
there is an admissible Z-VMHS V over XΓ whose corresponding C
∞ vector bundle
is V and whose weight graded quotients are Q(0) and H1(XΓ, SmHZ)∗⊗SmH. (Cf.
Lemma 7.9.)
Having constructed the extension (13.6), we can now construct the extension
corresponding to a Hecke eigen cusp form f ∈ Bm+2(Γ). The smallest sub Q-
HS Mf of H
1(XΓ, S
mHQ) whose complexification contains ωf(e) is pure of weight
m+ 1. So Mˇf ⊗ SmH is pure of weight −1. The corresponding extension
0→ Mˇf ⊗ S
mHZ → Ef → Q→ 0
is obtained by pushing out the extension (13.6) along the dual of the inclusion
Mf →֒ H
1(XΓ, S
mHZ).
This extension has a natural Z-form, which we denote by Ef,Z.
The extension Ef,Z corresponds to a holomorphic section of the associated bundle
of intermediate jacobians, which has fiber
J(H1(XΓ, S
mH)∗ ⊗ SmHx)
over x ∈ XΓ, where for a Z-MHS V with negative weights
J(V ) := VC/
(
VZ + F
0VC) ∼= Ext
1
MHS(Z, V ).
The section is obtained by integrating the invariant 1-form ωf (e
′
f ) + ωf (e
′′
f ). More
sections can be obtained by applying elements of AutMf,Z.
A similar construction can be used to construct the extension of a normalized
Eisenstein series f . When Γ = SL2(Z) this reduces to the construction in the previ-
ous section. In this case, the smallest Q-Hodge sub structure Mf of H
1(XΓ, S
mH)
that contains ψf (e) is Mf = Q(−m − 1). Pushing out the extension (13.6) along
the inclusion Mf → H1(XΓ, SmH) gives the extension
0→ SmH(m+ 1)→ Ef → Q→ 0.
corresponding to f .
14. The Relative Completion of π1(M1,~1, x)
By a sleight of hand, can deduce the MHS on the unipotent radical of the relative
completion of the fundamental group of M1,~1 from the MHS on the unipotent
radical of the relative completion of SL2(Z). The MHS on this completion is of
interest as it acts on the unipotent completion of the fundamental group of a once
punctured elliptic curve.
First recall some classical facts. (Detailed proofs can be found, for example, in
[19].) The moduli space M1,~1 of elliptic curves with a non-zero tangent vector at
the identity is the complement of the discriminant locus u3 − 27v2 = 0 in C2. For
us, it is more useful to write it as the quotient of C∗ × h by the action
γ : (ξ, τ) 7→
(
(cτ + d)−1ξ, γτ
)
,
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where γ =
(
a b
c d
)
. This action is fixed point free, so that M1,~1 is an analytic
variety. The projection C × h → h induces a projection π : M1,~1 → M1,1 that
is the C∗ bundle associated to the orbifold line bundle L → M1,1 with factor of
automorphy cτ + d. Modular forms of SL2(Z) of weight m are sections of L⊗m.
(Cf. [19, §4].) The cusp form ∆ of SL2(Z) of weight 12 trivializes L⊗12.
The SL2(Z) action lifts to an action of a central extension
(14.1) 0→ Z→ Γ̂→ SL2(Z)→ 1
on C × h.20 The group Γ̂ is the mapping class group of a genus 1 surface with
one boundary component.21 This extension corresponds to the orbifold C∗-bundle
M1,~1 →M1,1.
Denote the completion of Γ̂ with respect to the homomorphism
Γ̂→ SL2(Z) →֒ SL2(Q)
by Ĝ and its prounipotent radical by Û . Denote the completion of SL2(Z) with
respect to its inclusion into SL2(Q) by G and its prounipotent radical by U . Denote
the Lie algebras of U and Û by u and û, respectively. The projection Γ̂ → SL2(Z)
induces a homomorphism Ĝ → G that commutes with the projections to SL2.
Proposition 14.2. For each choice of a base point x ∈ M1,1 and each lift x̂ of x
to M1,~1, there is a natural isomorphism
Ĝx̂ ∼= Gx ×Ga(1),
where Ga(1) denotes the copy of Ga with the MHS Q(1). This induces an isomor-
phism of MHS
ĝx̂ ∼= gx ⊕Q(1).
where ĝx̂ is given the natural MHS constructed in [15].
Proof. Since the weight 12 cusp form ∆ trivializes L⊗12 and sinceM1,~1 is L
∗, there
is a 12-fold covering
M1,~1 →M1,1 × C
∗
that commutes with the projections to M1,1. It induces an inclusion
0 // Z //
×12

Γ̂ //
φ

SL2(Z) // 1
0 // Z // SL2(Z) × Z // SL2(Z) // 1
of extensions. The completion of SL2(Z) × Z with respect to the obvious homo-
morphism to SL2(Q) is G ×Ga. This and the right exactness (Prop. 3.6) of relative
20This action can be understood as follows: The quotient of C × h by the central Z in Γ̂ is
C∗ × h. The quotient mapping is the exponential mapping on the first factor; SL2(Z) acts on
C∗ × h with factor of automorphy (cτ + d)2.
21The group Γ̂ is isomorphic to the 3-string braid group B3 and also to the inverse image of
SL2(Z) in the universal covering group of SL2(R). (Cf. [19, §8].)
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completion imply that the commutative diagram
Ga //
×12

Ĝ //
φ∗

G // 1
0 // Ga // G ×Ga // G // 1
has exact rows. It follows that φ∗ : Ĝ → G × Ga is an isomorphism. The Hodge
theoretic statements follow from the functoriality of the MHS on relative comple-
tion. 
There is therefore an isomorphism û ∼= u⊕ Ce2, in the category of pronilpotent
Lie algebras with an SL2 action. The new generator e2 spans a copy of the trivial
representation of SL2 and commutes with the remaining generators⋃
n>0
{ej0 · e
′
f , e
j
0 · e
′′
f , e
j
0 · e2n : 0 ≤ j ≤ 2n− 2, f ∈ B2n}.
The Hodge type of e2 is (−1,−1), which is consistent with the Hodge types of the
other e2m+2,P given in Figure 4.
Remark 14.3. One can lift the power series connection Ω whose monodromy rep-
resentation SL2(Z) → SL2 ⋉ U is the relative completion of SL2(Z) to a power
series connection Ω̂ whose monodromy homomorphism Γ̂→ SL2⋉ Û is the relative
completion of Γ̂.
The normalized Eisenstein series G2(τ) is also defined by the series (12.6), suit-
ably summed. Although G2 is not a modular form, it satisfies (cf. [38, pp. 95-96])
G2(γτ) = (cτ + d)
2G2(τ) + ic(cτ + d)/4π.
This implies that
ψ2 := 2πiG2(τ) dτ −
1
2
dξ
ξ
∈ E1(C∗ × h)
is SL2(Z)-invariant, and thus a closed 1-form on M1,~1.
22
If Ω ∈ K1(M1,1, P ;u) is a power series connection (as constructed above), then
Ω̂ = Ω + ψ2e2
is an integrable SL2(Z)-invariant power series connection with values in û := u⊕Ce2.
For each choice of a lift x̂ ∈ C × h of a base point x ∈ M1,~1, the monodromy
representation
Γ̂→ SL2(C)⋉ Û
induces isomorphisms Ĝx ∼= SL2 ⋉ Û ∼= (SL2 ⋉ U)×Ga.
22It is useful to note that ψ2 = −
1
24
dD
D
, where, where D = u3−27v2 denotes the discriminant
function onM1,~1. This is because there is a unique logarithmic 1-form onM1,~1 with given residue
along the divisor of nodal cubics. Cf. [20, Eqn. 19.1], where D is denoted ∆.
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15. The Monodromy Representation
Let E be an elliptic curve with identity 0. Set E′ = E − {0} and let ~v ∈ T0E
be a non-zero tangent vector. Denote the Lie algebra of the unipotent completion
of π1(E
′, ~v) by p(E,~v). Recall from Section 3.4.3 that this is a completed free Lie
algebra with abelianization H1(E).
Denote by p the local system over M1,~1 whose fiber over [E,~v] by p(E,~v). Fix
a base point xo = [Eo, ~vo] of M1,~1. Set Ho = H1(Eo) and po = p(Eo, ~vo). Denote
the completion of π1(M1,~1, xo) relative to the standard homomorphism to SL(Ho)
by Ĝo and its prounipotent radical by Ûo. Denote their Lie algebras by ĝo and ûo,
respectively.
The monodromy action π1(M1,~1, xo)→ Aut po respects the lower central series
of po and acts on each graded quotient through an action of SL(Ho). The universal
mapping property of relative completion implies that the monodromy representa-
tion above induces a homomorphism
Ĝo → Aut po.
This induces a homomorphism ĝo → Der po that we shall call the infinitesimal
monodromy action.
Proposition 15.1. The infinitesimal monodromy action ĝo → Der po is a mor-
phism of MHS.
Sketch of Proof. The universal punctured elliptic curve E ′ → M1,~1 has fiber E
′
over [E,~v] ∈M1,~1. The tangent vector ~vo of E at 0 can be regarded as a tangential
base point of E ′. The diagram
1 // π1(E′o, ~vo) //

π1(E
′, ~vo) //

π1(M1,~1, xo)
//

1
1 // SL(Ho) SL(Ho) // 1
gives rise to an exact sequence
1→ Po → GE,o → Ĝo → 1.
of completions that is compatible with mixed Hodge structures. Here GE,o denotes
the completion of π1(E ′, ~vo) with respect to the natural homomorphism to SL(Ho)
and Po the unipotent completion of π1(E′o, ~vo). One has exactness on the left as Po
has trivial center. The conjugation action of GE,o on Po induces a homomorphism
gE,o → Der po of their Lie algebras (cf. 3.10) that is a morphism of MHS.
The tangent vectors ~v induce a section of π1(E ′, ~vo)→ π1(M1,~1, xo). It induces a
section of Ĝo → GE,o that is compatible with mixed Hodge structures. The natural
action of ĝo on po is the composite ĝo → gE,o → Der po and is therefore a morphism
of MHS. 
Since Lmpo =W−mpo, there is a canonical isomorphism (cf. (2.4))
GrW• po
∼= L(Ho).
of graded Lie algebras in the category of SL(Ho) modules. The map on each graded
quotient is an isomorphism of mixed Hodge structures.
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The element σ of π1(E
′
o, ~vo) obtained by rotating the tangent vector once around
the identity is trivial in homology and thus lives in the commutator subgroup. The
image of its logarithm in
GrW−2 po
∼= Λ2Ho
is [a,b], where a,b is any symplectic basis of H1(E). It spans a copy of the trivial
representation. Let
Der0 L(Ho) = {δ ∈ DerL(Ho) : δ([a,b]) = 0}.
Since the natural action of π1(M1,~1, xo) on π1(E
′
o, ~vo) fixes σ, we have:
Corollary 15.2. The image of the infinitesimal monodromy representation
(15.3) GrW• ûo → DerL(Ho)
lies in Der0 L(Ho). 
The Lie algebra GrW• ûo is freely generated by the image of any SL(Ho)-invariant
Hodge section of GrW• ûo → Gr
W
• H1(ûo). Since this projection is an isomorphism
in weight −1, each cuspidal generator e′f and e
′′
f has a canonical lift to Gr
W
−1 ûo.
Fix a lift e˜2n of each Eisenstein generator e2n to Gr
W
• ûo.
Theorem 15.4. The image of the graded monodromy representation (15.3) is gen-
erated as an SL(Ho)-module by the images of the e˜2n, n ≥ 1.
Proof. First observe that GrW−1Der
0 L(Ho) = 0. This is because
GrW−1 L(Ho) = Ho and Gr
W
−2 L(Ho) = Q[a,b].
The element u ∈ Ho corresponds to the derivation adu. Since adu([a,b]) =
[u, [a,b]] 6= 0 for all non-zero u ∈ Ho, Gr
W
−1Der
0
L(H) = 0.
Since each e′f and e
′′
f in Gr
W
−1 ûo has weight −1, this vanishing implies that e
j
0 ·e
′
f
and ej0 ·e
′′
f are in the kernel of the graded monodromy representation. It follows that
the image is generated by the images of the remaining generators — the Eisenstein
generators ej0 · e˜2n. 
The next task is to identify the images of the e˜2n in Der
0 L(Ho). For each n ≥ 0
a basis v1,v2 of H define derivations ǫ2n(v1,v2) by
(15.5)
ǫ2n(v1,v2) :=
−v2
∂
∂v1
n = 0;
ad2n−1
v1
(v2)−
∑
j+k=2n−1
j>k>0
(−1)j[adj
v1
(v2), ad
k
v1
(v2)]
∂
∂v2
n > 0.
Here we are identifying L(H) with its image in DerL(H) under the inclusion ad :
L(H) →֒ DerL(H).
The following result implies that the image of e˜2n in Der
0 L(H) depends only on
e2n and not on the choice of the lift e˜2n.
Proposition 15.6 (Hain-Matsumoto). For each n ≥ 1 there is a unique copy of
S2nH(2n + 1) in GrW−2n−2Der
0 L(H). It has highest weight vector the derivation
ǫ2n(v1,v2), where v1,v2 ∈ H are non-zero vectors of sl2-weight 1 and −1, respec-
tively. 
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It follows that the image of e˜2n in DerL(Ho) is a multiple (possibly zero) of
ǫ2n(b, a). We compute this multiple using the universal elliptic KZB-connection
[6, 28, 20], which provides an explicit formula for the connection on the bundle p
overM1,~1.
Theorem 15.7. For all choices of the lift e˜2n, the image of e˜
B
2n = 2πi e˜2n under
the graded monodromy representation (15.3) is 2ǫ2n(b, a)/(2n−2)! when n > 0 and
ǫ0 when n = 0.
Proof. Trivialize the pullback of H to C∗ × h by the sections
T := τa− b = exp(τe0)(−b) and A := (2πi)
−1a.
In [20, §13–14] it is shown that the pullback of p to C∗ × h may be identified with
the trivial bundle
L(T,A)∧ × C∗ × h→ C∗ × h
with the connection ∇ = d+ ω′, where
ω′ = −2πi
(
dτ ⊗ ǫ0(T,A) +
∑
m≥1
2
(2n− 2)!
G2n(τ)dτ ⊗ ǫ2n(T,A)
)
.
To prove the result, we need to rewrite this in terms of the frame −b, a of
H. First note that ǫ2n(c1v1, c2v2) = c
2n−1
1 c2ǫ2n(v1,v2) and that if g ∈ SL(H),
then ǫ2n(gv1, gv2) = g · ǫ2n(v1,v2), where g ∈ SL(H) acts on a derivation δ by
g · δ := gδg−1. Since e0 · a = 0, these imply that
2πi ǫ2n(T,A) = ǫ2n(T, a) = ǫ2n
(
exp(τe0)(−b), exp(τe0)a
)
= − exp(τe0) ·ǫ2n(b, a).
It follows that 2πiG2n(τ)dτ ⊗ ǫ2n(T,A) = −ψ2n
(
ǫ2n(b, a)
)
/2πi.
Since the natural connection ∇0 on H is given by
∇0 = d− 2πi ǫ0(T,A)⊗ dτ,
the pullback connection may be written
∇ = ∇0 − 2πi
∑
m≥1
2
(2n− 2)!
G2n(τ)dτ ⊗ ǫ2n(T,A)
= ∇0 +
∑
m≥1
2
(2n− 2)!
ψ2n
(
ǫ2m(b, a)/2πi
)
.
It follows that, regardless of the choice of the lifts of the e˜2n, the de Rham generator
e˜2n goes to 2ǫ2n(b, a)/2πi(2n − 2)! under the graded monodromy representation.
Since e2n spans a copy of Q(1), the Betti generator is e
B
2n = e
DR
2n /2πi. 
Remark 15.8. Since ĝ = g⊕Q(1), there are natural representations
g→ Der p and GrW• g→ Der
0 L(H).
There are also the outer actions
g→ OutDer p and GrW• g→ OutDerL(H).
The representations GrW• g→ DerL(H) and Gr
W
• g→ OutDerL(H) have the same
kernel as e2 /∈ g and as
InnDerL(H) ∩Der0 L(H) = Qǫ2(b, a).
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Exactness of GrW• implies that g→ Der p and g→ OutDer p have the same kernel.
Since it is generally easier to work with derivations than with outer derivations, we
will work with g→ Der p.
16. The Eisenstein Quotient of a Completed Modular Group
The results of the previous section imply that for all x ∈ M1,1, each weight
graded quotient of the image of gx in Der px is a sum of Tate twists S
mHx(r) of
symmetric powers of Hx. Any such Lie algebra quotient of gx has the property that
its weight associated graded is generated by the images of the Eisenstein generators
e2n.
Suppose that Γ is a finite index subgroup of SL2(Z). Denote the completion of
π1(XΓ, x) with respect to the inclusion Γ → SL2(Hx) by Gx and its pronilpotent
radical by Ux. Denote their Lie algebras by gx and ux, respectively.
Proposition 16.1. For each x ∈ XΓ there is a unique maximal quotient geisx of gx
in the category of Lie algebras with a mixed Hodge structure with the property that
each weight graded quotient of geisx is a sum of Tate twists of symmetric powers of
Hx. Moreover, the Lie algebra isomorphism gx → gy corresponding to a path from
x to y in XΓ induces a Lie algebra (but not a Hodge) isomorphism g
eis
x → g
eis
y . The
corresponding local system geis := (geisx )x∈XΓ underlies an admissible VMHS.
The quotient geisx will be called the Eisenstein quotient of gx. The corresponding
quotient of Gx will be denoted by Geisx .
Remark 16.2. Note that if we instead use a tangential base point ~v, then H~v is an
extension of Q by Q(1), so that geis~v is a mixed Hodge-Tate structure. (That is,
all of its M• weight graded quotients are of type (p, p).) In this case, g
eis
~v is the
“maximal Tate quotient” of g~v in the category pro-Lie algebras with MHS.
Corollary 16.3. When Γ = SL2(Z), the monodromy homomorphism gx → Der px
factors through geisx :
gx //
**
geisx
// Der px

Note that if Γ has finite index in SL2(Z), then the Eisenstein quotient of its
relative completion surjects onto the Eisenstein quotient of the relative completion
of SL2(Z).
Proof of Proposition 16.1. If h1 and h2 are quotients of g
eis
x whose weight graded
quotients are sums of Tate twists of symmetric powers of Hx, then the image h of
geisx → h1⊕h2 is a quotient of g
eis
x whose weight graded quotients are sums of twists
of symmetric powers of Hx. It also surjects onto h1 and h2. This implies that the
“Eisenstein quotients” of gx form an inverse system from which it follows that the
Eisenstein quotient is unique. Note that since sl(Hx) ∼= S2Hx, gx surjects onto
sl(Hx).
We begin the proof of the second part with an observation. Suppose that V is
a MHS and that K is a subspace of V that is defined over Q. Give it the induced
weight filtration. Then there is a natural isomorphism
GrWm (V/K)
∼= (GrWm V )/(Gr
W
m K).
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This isomorphism respects the Hodge filtration on each induced from the Hodge
filtration F • ∩ (WmV ) of WmV . These are defined as the images of the maps
F pWmV → (WmV )/(WmK)→ Gr
W
m (V/K)
and F pWmV → Gr
W
m V → (Gr
W
m V )/(Gr
W
m K).
The observation is that if this Hodge filtration defines a Hodge structure on each
GrWm (V/K), then K is a sub MHS of V and V/K is a quotient MHS of V .
Now apply this with V = gy and K the ideal of gy that corresponds to the
kernel of gx → geisx under the isomorphism gx
∼= gy given by parallel transport.
This implies that gy/K is a quotient of gy in the category of MHS whose weight
graded quotients are sums of twists of symmetric powers of Hy. It is therefore an
Eisenstein quotient of gy.
The last statement follows from the fact that ifW is a quotient of the local system
underlying an admissible variation of MHS V with the property that each fiber of
Wx has a MHS that is the quotient of the MHS on Vx, then W is an admissible
variation of MHS. 
The significance of geis lies in the following result, which follows directly from
Theorem 8.3.
Corollary 16.4. For all base points (finite, tangential), the category HRep(geisx ) of
Hodge representations (Def. 8.2) of geisx is equivalent to the category of admissible
VMHS over XΓ whose weight graded quotients are sums of Tate twists S
nH(r) of
symmetric powers of H. 
Remark 16.5. We will call such variations over a modular curve Eisenstein varia-
tions of MHS. Like Tate VMHS in the unipotent case (cf. [26]), Eisenstein variations
over a modular curve can be written down reasonably explicitly. This follows from
the constructions of Section 8. The explanation we give below is somewhat techni-
cal. Suppose that A is an Eisenstein variation over XΓ. Set
Am,n = H
0
(
XΓ,Hom(S
nH,GrWm A)
)
.
This is a Tate Hodge structure of weight m− n. There is a natural isomorphism
GrWm A
∼=
⊕
n
Am,n ⊗ S
nH
of MHS. For each r satisfying 0 ≤ r ≤ min(n, ℓ), fix a highest weight vector h
(r)
n,ℓ of
sl2-weight n+ ℓ− 2r in Hom(SnH,SℓH), so that
Hom(SnH, SℓH) ∼=
min(n,ℓ)⊕
r=0
Sn+ℓ−2r(h
(r)
n,ℓ).
Implicit here is that h
(r)
n,ℓ has Hodge weight ℓ − n. Set A = A⊗ OXΓ . Denote the
natural connection on it by ∇. Set
Am = (Gr
W
m A)⊗OXΓ
∼=
⊕
n
Am,n ⊗ S
nH.
The standard connection onH induces a connection on each of these that we denote
by ∇0. The construction of Section 8 implies that for each cusp P ∈ D of XΓ, there
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are linear maps
(16.6) ϕm,nk,ℓ,P ∈ F
ℓ−r+1W2ℓ−2r+2HomC(Am,n, Ak,ℓ)
such that
(16.7) (A,∇) ∼=
(⊕
m
Am,∇0 +Ω
)
where
Ω =
∑
P∈D
∑
n,ℓ≥0
min(n,ℓ)∑
r=0
∑
m,k
ϕm,nk,ℓ,P ⊗ ψn+ℓ−2r+2,P (h
(r)
n,ℓ).
Implicit in this statement is that the canonical extension A of (A,∇) is isomorphic
to ⊕
m,n
Am,n ⊗ (S
nH,∇0).
The isomorphism (16.7) is bifiltered with respect to the Hodge and weight filtra-
tions. The condition (16.6) implies that Ω ∈ F 0W−1K1
(
XΓ, D; End(Gr
W
• A)
)
.
Caution: not every such 1-form Ω defines the structure of an admissible variation
of MHS over XΓ. The issue is that one needs the monodromy of (A,∇0 +Ω) to be
defined over Q. Determining which Ω give rise to Eisenstein variations is closely
related to the problem of determining the relations in ueis.
17. Modular Symbols and Pollack’s Quadratic Relations
Motivic arguments (cf. [23]) suggested that ueisx may not be freely generated by
the ej0 · e2m and predict that the relations that hold between the e
j
0 · em arise from
cusp forms. In other words, cusp forms go from being generators of ux to relations
in ueisx . The goal of the rest of this paper is to sketch a Hodge theoretic explanation
for these relations. For this we will need to recall some basic facts about modular
symbols, which record the periods of cusp forms and determine the Hodge structure
on H1cusp(M1,1, S
2nH). In this and subsequent sections, Bw = Bw(SL2(Z)), the
set of normalized Hecke eigen cusp forms of SL2(Z).
17.1. Modular Symbols. Modular symbols are homogeneous polynomials at-
tached to cusp forms of SL2(Z). They play two roles: they give a concrete rep-
resentation of the cohomology class associated to a cusp form; secondly, modu-
lar symbols of degree m record the periods of the MHS on H1(M1,1, S
mH) ∼=
H1(SL2(Z), S
mH). A standard reference is [27, Ch. IV].
Recall that SL2(Z) has presentation
SL2(Z) = 〈S,U : S
2 = U3, S4 = U6 = I〉.
where
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
, U := ST =
(
0 −1
1 1
)
The action of SL2(Z) on h factors through
PSL2(Z) := SL2(Z)/(±I) = 〈S,U : S
2 = U3 = I〉.
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17.1.1. Group cohomology. Suppose that Γ is a group and that V is a left Γ-module.
Then one has the complex
0 // C0(Γ, V )
δ // C1(Γ, V )
δ // C2(Γ, V )
δ // · · ·
of standard cochains, where Cj(Γ, V ) = {functions φ : Γj → V }. The differential
takes v ∈ V = C0(Γ, V ) to the function δv : γ 7→ (γ − 1)v and δ : C0(Γ, V ) →
C1(Γ, V ) takes φ : Γ→ V to the function
(δφ)(γ1, γ2) 7→ φ(γ1)− φ(γ1γ2) + γ1 · φ(γ2).
So φ is a 1-cocycle if and only if φ(γ1γ2) = φ(γ1) + γ1 · φ(γ2). The cohomology
H•(Γ, V ) of Γ with coefficients in V is defined to be the homology of this complex.
Now suppose that V is a real or complex vector space and that Γ acts on a
simply connected manifold X . Fix a base point xo ∈ X . As in Proposition 4.3, to
each γ ∈ G we can associate the unique homotopy class cγ of paths in X from xo
to γ · xo. If ω ∈ E1(X)⊗ V is Γ invariant, then the function
φ : γ 7→
∫
cγ
ω
is a 1-cocycle. Changing the base point from xo to x
′ changes φ by the coboundary
of
∫ x′
xo
ω ∈ V . (Cf. Remark 4.4.) This construction induces a map
H1(E1(X × V )Γ)→ H1(Γ, V ),
which is an isomorphism when Γ acts properly discontinuously and virtually freely
on X . This is the case when Γ is a modular group and X is the upper half plane.
Suppose that V is divisible as an abelian group. When −I acts trivially on V ,
V is the pullback of a PSL2(Z)-module and
H1(PSL2(Z), V )→ H
1(SL2(Z), V )
is an isomorphism.
17.1.2. Cuspidal cohomology. Suppose that F is a field of characteristic zero. Set
HF = Fa ⊕ Fb. Define C•cusp(SL2(Z), S
2nHF ) to be the kernel of the restriction
mapping
C•(SL2(Z), S
2nHF )→ C˜
•(〈T 〉, S2nHF )
where the right hand complex is the quotient of C•(〈T 〉, S2nHF ) by a2n in degree
0. Set
H•cusp(SL2(Z), S
2nHF ) := H
•(C•cusp(SL2(Z), S
2nHF )).
The corresponding long exact sequence gives the exact sequence
0→ H1cusp(SL2(Z), S
2nHF )→ H
1(SL2(Z), S
2nHF )
→ H1(〈T 〉, S2nHF )→ H
2
cusp(SL2(Z), S
2nHF )→ 0.
This is an instance of the exact sequences (6.3) and (11.3) where C′ =M1,1.
The cuspidal cohomology group H1cusp(SL2(Z), S
2nHF ) has a nice description.
Recall that SL2(Z) acts on H via the formula (10.1) with v1 = −b and v2 = a.
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Proposition 17.1. Suppose that F is a field of characteristic zero. For all n ≥ 1,
there is an isomorphism
H1cusp(SL2(Z), S
2nHF )
with the vector space of r(a,b) ∈ S2nHF that satisfy
(17.2) (I + S)r(a,b) = 0 and (I + U + U2)r(a,b) = 0
modulo a2n − b2n.
Proof. Suppose that φ : SL2(Z) → S
2nHF is a cuspidal 1-cocycle. Since −I acts
trivially on S2nH , the cocycle condition and the equation (−I)2 = 1 imply that
φ(−I) = 0. Since S and U generate SL2(Z), φ is determined by φ(S). Since
U = ST ,
φ(U) = φ(ST ) = φ(S) + Sφ(T ) = φ(S).
Thus φ is determined by φ(S). Denote this element of S2nHF by rφ(a,b). Since
S2 = U3 = I, the cocycle condition implies that rf (a,b) satisfies the equation
(17.2). Conversely, if r(a,b) ∈ S2nHF satisfies these equations, it determines a
well-defined cuspidal cocycle φ by φ(S) = φ(U) = r(a,b).
The last statement follows as the only cuspidal coboundaries are scalar multiplies
of δa2n. This has value r(a,b) = b2n − a2n on S. 
Remark 17.3. Since (I+S)
∑
j cja
jb2n−j vanishes if and only if c2n−j = (−1)j+1cj
for all j, the terms of a cocycle r(a,b) of top degree in a and b is a multiple
of a2n − b2n. Since this corresponds to the coboundary of a2n, we can identify
H1cusp(SL2(Z), S
2nHF ) with those r(a,b) that satisfy the cocycle conditions (17.2)
and have no terms of degree 2n in a or b.
17.1.3. Modular symbols. If f is a cusp form of weight 2n + 2, the S2nH-valued
1-form ωf (b
2n) is SL2(Z)-invariant. Since f is a cusp form, it is holomorphic on
the q-disk. We can therefore take the base point xo above to be the cusp q = 0.
Since T fixes q = 0, the function
γ 7→
∫ γxo
xo
ωf (w
2n) = (2πi)2n
∫ γxo
xo
ωf (b
2n) ∈ S2nHC
is a well defined cuspidal 1-cocycle. The modular symbol of f is its value23
rf (a,b) :=
∫ 1
0
f(q)w2n
dq
q
= −(2πi)2n+1
∫ ∞
0
f(iy)(b− iya)2nd(iy) ∈ S2nHC
on S. It satisfies the cocycle condition (17.2) and represents the class
(2πi)2nωf (b
2n) ∈ H1cusp(M1,1, S
2nH).
It determines f .
23We use this normalization because, if f ∈ B2n+2, then f(q)w2ndq/q ∈ H1DR(M1,1/Q, S
2nH).
Cf. [20, §21].
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17.2. Hodge theory. The Hodge structure
H1cusp(M1,1, S
2nH) = H2n+1,0 ⊕H0,2n+1.
has a description in terms of modular symbols. The underlying Q vector space
is the set of r(a,b) ∈ S2nHQ that satisfy (17.2), modulo a2n − b2n; the Hodge
filtration is given by
H2n+1,0 = F 2n+1H1cusp(M1,1, S
2nH) = {rf (a,b) : f ∈M
o
2n+2}/C(a
2n − b2n).
There is more structure. Each element r(a,b) of S2nH can be written in the
form
r(a,b) = r+(a,b) + r−(a,b),
where r+(a,b) is the sum of the terms involving only even powers of a and b and
r−(a,b) is the sum of the terms involving only odd powers.
If f has real Fourier coefficients (e.g., f ∈ B2n+2), then
(17.4) rf (a,b) = r
+
f (a,b) + ir
−
f (a,b)
where r±f (a,b) are real. Since the cocycle corresponding to f¯ is r
+
f (a,b)− ir
−
f (a,b),
r+f (a,b), r
−
f (a,b) ∈ S
2nHR also satisfy the cocycle condition. Since the classes
ωf(b
2n), f ∈ B2n+2 span the cuspidal cohomology, we deduce:
Proposition 17.5. If r(a,b) ∈ S2nHF satisfies the cocycle condition (17.2), then
so do r+(a,b) and r−(a,b). 
This gives a decomposition VF = V
+
F ⊕V
−
F of VF := H
1
cusp(M1,1, S
2nHF ). Since
H2n+1,0cusp (M1,1, S
2nH) ∩H1(M1,1, S
2nHR) = 0
both parts r±f (a,b) of the modular symbol of a cusp form with real Fourier coeffi-
cients are non-zero. In particular, for each f ∈ B2n+2 we can write
Vf,R = V
+
f,R ⊕ V
−
f,R := R r
+
f (a,b)⊕ R r
−
f (a,b).
Note that V +f and V
−
f are real sub Hodge structures of Vf .
17.2.1. The action of real Frobenius. Complex conjugation (aka “real Frobenius”)
F∞ ∈ Gal(C/R) acts on M1,1 and on the local system HR as we shall explain
below. It therefore acts on VR = H
1
cusp(M1,1, S
2nHR). In this section we show that
its eigenspaces are V ±R .
The stack M1,1/C has a natural real (even Q) form, viz, Gm\\(A
2
R −D), where
D is the discriminant locus u3 − 27v2 = 0 and where t · (u, v) = (t4u, t6v). The
involution F∞ : (u, v) 7→ (u¯, v¯) of M1,1 is covered by the involution of τ 7→ −τ of
h.
The universal curve E over it also has a natural real form as it is defined over
R. The projection E →M1,1 is invariant under complex conjugation. This implies
that F∞ acts on HR. This action is determined by the action of F∞ on H , the
fiber over the tangent vector ∂/∂q, which is real and therefore fixed by F∞. This
induced map is easily seen to be the involution σ : H → H defined by24
(17.6) b 7→ −b, a 7→ a.
24Here H is identified with H1(E∂/∂q) which is isomorphic to H1(E∂/∂q)(−1). So the actions
of F∞ on H1(E∂/∂q) and H
1(E∂/∂q) differ by −1.
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The monodromy representation SL2(Z) → AutH of F∗∞H is the standard repre-
sentation conjugated by σ. There is therefore a natural action
F∞ : H
1
cusp(M1,1, S
2nHR)→ H
1
cusp(M1,1, S
2nHR).
Let F∞ : H
1
cusp(M1,1, S
2nHC) → H
1
cusp(M1,1, S
2nHC) be its composition with
complex conjugation H1cusp(M1,1, S
2nHC) → H1cusp(M1,1, S
2nHC). This is the
de Rham involution.
Lemma 17.7. Real Frobenius F∞ acts on VR = H1cusp(M1,1, S
2nHR) by multipli-
cation by +1 on V +R and −1 on V
−
R .
Proof. The result follows from equations (17.4) and (17.6) and the fact that the
image of F 2n+1H1DR(M1,1/R, S
2nH) in H1cusp(M1,1, S
2nHC) is invariant under F∞.

17.2.2. Extensions of MHS associated to cusp forms. Since Vf,C = Vf,R ⊕ F rVf
when r < 2n+ 2 and F 0Vf (r) = 0 when r ≥ 2n+ 2, we have
(17.8) Ext1MHS
(
R, Vf (r)
)
∼=

0 r < 2n+ 2,
iVf,R r ≥ 2n+ 2 even,
Vf,R r ≥ 2n+ 2 odd.
We can now compute the extensions invariant under the de Rham involution.
Proposition 17.9. If f ∈ B2n+2, then
Ext1MHS
(
R, Vf (r)
)F∞ ∼=

0 r < 2n+ 2,
iV −f,R r ≥ 2n+ 2 even,
V +f,R r ≥ 2n+ 2 odd.
In particular, it is one dimensional for all r ≥ 2g + 2.
Proof. Since F∞ : Vf,C → Vf,C is C-linear and since twisting by R(r) multiplies this
action by (−1)r, Lemma 17.7 implies that F∞ acts on iV
+
R (r) by multiplication
by (−1)r+1 and on iV −R by (−1)
r. The result follows from the F∞-equivariant
isomorphism Ext1MHS(R, Vf (r))
∼= iVf,R(r) which holds for all r ≥ 2n+ 2. 
So each normalized Hecke eigen cusp form f ∈ B2n+2 determines an element of
Ext1MHS
(
R, Vf (r)
)F∞ for each r ≥ 2n+ 2. Namely, the extension corresponding to
ir+f (a,b) ∈ iV
+
f,R when r is even, and r
−
f (a,b) ∈ V
−
f,R when r is odd.
17.3. Pollack’s quadratic relations. Motivic considerations [23] suggest that
ueisx is not free and that a minimal set of relations that hold between the e
j
0 · e2n
are parametrized by cusp forms. In fact, each cusp form should determine relations
between the ej0 · e2n of every degree ≥ 2. (For this purpose, e0 is considered to
have degree 1.) One way to guess such relations is to find relations that hold
between their images ej0 · ǫ2n(b, a) in DerGr
W p ∼= DerL(H).25 For convenience,
set ǫ2n = ǫ2n(b, a).
In his undergraduate thesis [33], Pollack found a complete set of quadratic rela-
tions that hold between the ǫ2n, and found relations of all degrees > 2 that hold
between the ej0 · ǫ2n modulo a certain filtration of DerL(H). Here we state his
quadratic relations.
25Since GrW• is exact, one neither gains nor loses relations in the associated graded.
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Theorem 17.10 (Pollack [33, Thm. 2]). The relation∑
j+k=n
j,k>0
cj [ǫ2j+2, ǫ2k+2] = 0
holds in DerL(H) if and only if there is a cusp form f of weight 2n + 2 whose
modular symbol is
r+f (a,b) =
∑
j+k=n
j,k≥0
cja
2jb2n−2j .
In view of Theorem 15.7, this suggests each cusp form of weight 2n + 2 with
r+f (a,b) =
∑
cja
2jb2n−2j might determine a relation
(17.11)
∑
j+k=n
j,k>0
cj(2j)!(2k)! [e2j+2, e2k+2] = 0
in GrW• u
eis
x and that these relations are connected with Ext
1
MHS(R, Vf (2r)) for ap-
propriate r > 0. In the remaining sections, we show that Pollack’s relations do
indeed lift to relations in GrW• u
eis
x and explain the connection to extensions of
MHS related to cusp forms. In preparation for proving this, we restate Pollack’s
result in cohomological terms.
We let the base point be ~v = ∂/∂q, although any base point will do. Denote the
image of the monodromy homomorphism G → Aut p by D and the Lie algebra of
its pronilpotent radical by n. Since the monodromy homomorphism is a morphism
of MHS, O(D) and n have natural MHSs. This implies that H•(D, SmH(r)) has a
natural MHS for each m ≥ 0 and r ∈ Z and that the natural isomorphism
H•(D, SmH(r)) ∼=
[
H•(n)⊗ SmH(r)
]SL(H)
is an isomorphism of MHS. (Cf. [21].)
Since the monodromy representation factors through Geis, there is an MHS iso-
morphism
H1(n) ∼=
⊕
n>0
S2n(ǫ2n+2) ∼=
⊕
n>0
S2nH(2n+ 1).
This implies that
H1
(
D, S2nH(2n+ 1)
)
= HomSL(H)(H1(n), S
nH)(2n+ 1) ∼= Q(0).
Regard S2mH = S2m(b2m). Let ǫˇ2m be the element of
H1(D, S2mH) ∼= HomSL(H)(H1(u), S
2mH)
that takes the class of ǫ2m+2 to b
2m.
The standard duality (Prop. 2.2) between quadratic relations in n and the cup
product H1(n)⊗H1(n)→ H2(n) gives the following dual version of Pollack’s qua-
dratic relations, Theorem 17.10.
Proposition 17.12. There is a surjection
H2(D, S2nH)→ H1cusp(M1,1, S
2nHQ)
F∞ ⊗Q(−2n− 2)
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which is a morphism of MHS when H1cusp(M1,1, S
2nH)F∞ is regarded as a HS of
type (0, 0). After tensoring with R, it gives a surjection
(17.13) H2(D, S2nHR)→
⊕
f∈B2n+2
R(−2n− 2).
The generator of R(−2n − 2) corresponding to f ∈ B2n+2 will be denoted by zf .
When j + k = n, the composition of the cup product
H1
(
D, S2jH(2j + 1)
)
⊗H1
(
D, S2kH(2k + 1)
)
→ H2
(
D, S2nH(2n+ 2)
)
with the projection (17.13) is given by
(17.14) ǫˇ2j ⊗ ǫˇ2k →
∑
f∈B2n+2
cj,k(f) zf
where r+f (a,b) =
∑
j+k=n cj,k(f)a
2jb2k.
The reason that V −f appears in H
2 and the coefficients of elements of V +f occur
in the relations is explained by noting that the Petersson inner product induces an
isomorphism V −f (V
+
f )
∗, while relations give subspaces of H2.
Remark 17.15. The occurrence of cusp forms here (without their associated Hodge
structure) should be related to, and may help explain, the appearance of modular
and cusp forms in the work of Conant, Kassabov and Vogtmann [9, 10, 8] on the
Sp(H)-representation theory of the derivation algebra of a once punctured Riemann
surface S of genus g ≫ 0.
18. Deligne Cohomology and Extensions of VMHS
The relations that hold in ueisx are controlled by relations in the Yoneda ext
groups of the category MHS(M1,1,H). In this section, we sketch the relationship
between Deligne cohomology of the relative completion of the fundamental group
of an affine curve C′ = C−D and Yoneda ext groups in the categoriesMHS(C′,H).
This generalizes the results of [5] that hold in the unipotent case. We will work in
the category of Q-MHS, although the discussion is equally valid in the category of
R-MHS. This section is a summary of results from [21] where full details can be
found.
18.1. Deligne–Beilinson cohomology of a curve. Let V be a PVHS over the
affine (orbi) curve C′ = C − D. The Deligne–Beilinson cohomology H•D(C
′,V) is
the cohomology of the complex
cone
(
F 0W0DecW K
•
C(C,D;V)⊕W0DecW K
•
Q(C,D;V)
→W0DecW K
•
C(C,D;V)
)
[−1].
Here DecW is Deligne’s filtration decale´e functor (with respect to W•), which is
defined in [11, §1.3]. The DB-cohomology fits in an exact sequence
(18.1)
0→ Ext1MHS
(
Q, Hj−1(C′,V)
)
→ HjD(C
′,V)→ HomMHS
(
Q, Hj(C′,V)
)
→ 0.
Deligne–Beilinson cohomology of a higher dimensional variety X = X − D with
coefficients in a PVHS V can be defined using Saito’s mixed Hodge complex that
generalizes Zucker’s.
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The next result follows directly from the Manin-Drinfeld Theorem (Thm. 11.5)
using the exact sequence (18.1).
Proposition 18.2. The DB-cohomology HjD
(
M1,1, SmH(r)
)
vanishes when m is
odd and when j > 2. When j = 1 it vanishes except when m = 2n and r = 2n+ 1,
in which case it is isomorphic to Q. When j = 2
H2D
(
M1,1, S
2nH(r)
)
= Ext1MHS
(
Q, H1(M1,1, S
2nH)(r)
)
∼= Ext1MHS
(
Q,Q(r − 2n− 1)
)
⊕
⊕
f
Ext1MHS
(
Q,Mf(r)
)
where f ranges over the equivalence classes of f ∈ B2n+2. 
As explained in Section 17.2.1, the real Frobenius F∞ acts on M1,1 and on the
local system H. Since F∞ preserves the Hodge filtration, it acts on the complex
used to compute H•D
(
M1,1, S
2nHR(r)
)
and thus on the Deligne cohomology itself.
Corollary 18.3. For all n > 0 and r ∈ Z, there are natural F∞-equivariant
isomorphisms
H2D
(
M1,1, S
2nHR(r)
)
∼= Ext1MHS
(
R,R(r − 2n− 1)
)
⊕
⊕
f∈B2n+2
Ext1MHS
(
R, Vf (r)
)
.
These vanish when r < 2n+ 2. The first term on the right hand side corresponds
to the Eisenstein series G2n+2. 
18.2. Deligne–Beilinson cohomology of affine groups. Here we recall the def-
inition and basic properties of the Deligne–Beilinson cohomology of an affine group
from [21]. Suppose that G is an affine Q group that is an extension of a reductive
Q group R by a prounipotent group U . Suppose that the coordinate ring O(G)
and its sub algebra O(R) are Hopf algebras in the category ind-MHS. Then the
coordinate ring O(U) of U is also a Hopf algebra in ind-MHS. This implies that its
Lie algebra u is a pronilpotent Lie algebra in pro-MHS. Suppose that V is a Hodge
representation (Defn. 8.2) of G. The Deligne–Beilinson cohomology of G is defined
by
H•D(G, V ) := Ext
•
HRep(G)(Q, V ).
This has a natural product: if V1, V2 are in HRep(G), there are natural multiplica-
tion maps
H•D(G, V1)⊗H
•
D(G, V2)→ H
•
D(G, V1 ⊗ V2).
The following result is proved in [21].
Proposition 18.4. For all j ≥ 0, there is a short exact sequence
0→ Ext1MHS
(
Q, Hj−1(G, V )
)
→ HjD(G, V )→ HomMHS
(
Q, Hj(G, V )
)
→ 0. 
18.3. Extensions of VMHS over curves. Suppose that H is a PVHS over C′.
Fix a base point x ∈ C′ and let Rx be the Zariski closure of the monodromy
action π1(C
′, x) → AutHx. Denote the completion of π1(X, x) with respect to
π1(C
′, x) → Rx by Gx. Theorem 8.3 implies that the category MHS(C′,H) is
equivalent to HRep(Gx), so that there is a natural isomorphism
Ext•MHS(C′,H)(Q,V)
∼= H•D(Gx, Vx).
Even more is true:
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Theorem 18.5 ([21]). If V is an object of MHS(C′,H), then there are natural
isomorphisms
Ext•MHS(C′,H)(Q,V)
∼= H•D(Gx, Vx)
≃
−→ H•D(C
′,V)
where Vx denotes the fiber of V over the base point x. These isomorphisms are
compatible with the natural products.26 
Denote the category of admissible variations of MHS over C′ by MHS(C′). Since
the Deligne cohomology H•D(C
′,V) does not depend on the choice of the basic
variation H with V ∈ MHS(C′,H), we have the following useful result.
Corollary 18.6 ([21]). For all admissible variations of MHS over C′, there is a
natural isomorphism
Ext•MHS(C′)(Q,V)
∼= H•D(C
′,V)
that is compatible with products.
18.4. Extensions of variations of MHS over modular curves. Suppose that Γ
is a congruence subgroup of SL2(Z). The following result follows from Corollary 18.6
and the Manin-Drinfeld Theorem (Thm. 11.5).
Proposition 18.7. If m > 0 and A is a Hodge structure, then
Ext1MHS(XΓ)(Q, A⊗ S
mH) ∼= HomMHS
(
Q, A⊗H1(XΓ, S
mH)
)
.
When m = 0, Ext1MHS(XΓ)(Q, A) = Ext
1
MHS(Q, A). If A is a simple Q-HS, then
Ext1MHS(XΓ)(Q, A ⊗ S
mH) is non-zero if and only if either A = Q(m + 1) or A ∼=
Mf(m+ 1) for some Hecke eigen cusp form f ∈ Bm+2(Γ). 
This result can be interpreted as a computation of the group of normal functions
(tensored with Q) over XΓ associated to a PVHS of the form V = A ⊗ SmH.
These are holomorphic sections of the bundle of intermediate jacobians associated
to V. The group of normal functions (essentially by definition) is isomorphic to
Ext1MHS(XΓ,H)(Z,V). The normal functions constructed in Section 13.4 generate all
simple extensions and normal functions in MHS(XΓ,H).
19. Cup Products and Relations in ueis
In this section we show that Pollack’s quadratic relations lift to relations in ueis.
In particular, we show that ueis is not free. Throughout, the base point is ~v = ∂/∂q,
although most of the arguments are valid with any base point. As before, H denotes
the fiber of H over ~v. In this setup, w = 2πib. We will omit the base point from
the notation.
Recall from Section 17.3 that D denotes the image of the monodromy homo-
morphism G → Aut p. As before, we take S2nH = S2n(b2n). Let eˇ2n be the
element of
H1(G, S2nH) ∼= HomSL(H)
(
H1(u, S
2nH)
)
that takes the class of e2n+2 to b
2n. Recall that the real Frobenius F∞ acts on
H•D
(
M1,1, S2nHR(r)
)
.
26There is a more general result which applies when C′ is replaced by a smooth variety X of
arbitrary dimension. In that case, there is a natural homomorphism H•
D
(Gx, Vx) → H•D(X,V)
that is an isomorphism in degrees ≤ 1 and injective in degree 2. This is proved in [21].
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Lemma 19.1. For all m > 0, the homomorphisms G → Geis → D induce isomor-
phisms
H1D
(
D, S2nH(2n+ 1)
) ≃ // H1D(Geis, S2nH(2n+ 1))
≃ // H1D
(
G, S2nH(2n+ 1)
) ≃ // H1D(M1,1, S2nH(2n+ 1))F∞ .
Each of these groups is a 1-dimensional Q vector space. The first is spanned by
ǫˇ2n+2, the last by eˇ2n+2/2πi. The isomorphism identifies ǫˇ2n+2 with
2
(2n)!
eˇ2n+2
2πi
.
Proof. For all n > 0, each of the groups
H1(D, S2nH), H1(Geis, S2nH), H1(Geis, S2nH)
is isomorphic to Q(−2n−1). The left-hand group is generated by ǫˇ2n+2 and the right
two groups by eˇ2n+2. Theorem 15.7 implies that the projections G → Geis → D take
ǫˇ2n+2 to 2eˇ2n+2/2πi(2n)!, so that the homomorphisms induced by the projections
are isomorphisms.
Proposition 18.4 implies that the projections G → Geis → D induce isomorphisms
H1D
(
Geis, S2nH(2n+ 1)
) ≃ // H1D(G, S2nH(2n+ 1)) ∼= Q
for all n > 0. The corresponding class in Deligne cohomology is easily seen to be
F∞ invariant. 
Lemma 19.2. There is a natural inclusion
iH1cusp(M1,1, S
2mHR)
F∞ →֒ H2D
(
D, S2mHR(2m+ 2)
)
Proof. Since u is free, H2(G, SmH) ∼= H2(u, SmH)SL(H) vanishes for all m > 0.
The result follows from Proposition 18.4, the computation (Thm. 7.17) of H1(u)
and the isomorphism
Ext1MHS
(
R, H1cusp(M1,1, S
2mH(2m+ 2))
)F∞
∼= iH1cusp(M1,1, S
2mHR)
F∞ =
⊕
f∈B2m+2
iV −f .
which is well defined up to an even power of 2πi that depends upon the choice of
the first isomorphism. 
By Corollary 18.3, there is an F∞ invariant projection
H2D
(
M1,1, S
2nHR(2n+ 2)
)
→ Ext1MHS
(
R, Vf (2n+ 2)
)
.
The following computation is the key to proving that Pollack’s quadratic relations
are motivic.
Theorem 19.3 (Brown [3, Thm. 11.1], Terasoma [43, Thm. 7.3]). If j, k > 0 and
n = j + k and if there is a cup form of weight 2n + 2, then the image of the cup
product
H1D
(
M1,1, S
2jHR(2j + 1)
)
⊗H1D
(
M1,1, S
2kHR(2k + 1)
)
→ H2D
(
M1,1, S
2nHR(2n+ 2)
)
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is non-zero. More precisely, the composition of the cup product with the projection
H2D
(
M1,1, S
2nHR(2n+ 2)
)
→ Ext1MHS
(
R, Vf (2n+ 2)
)F∞ ∼= V −f,R
is non-trivial for all f ∈ B2n+2. 
As we shall show below, a direct consequence is that Pollack’s quadratic relations
hold in ueis. Brown’s period computations [3] are more detailed and imply that all of
Pollack’s relations lift from a quotient of Der0 p to relations in ueis and are therefore
motivic. Full details will appear in [23].
Theorem 19.4. Pollack’s quadratic relations (17.11) hold in GrW• u
eis. In partic-
ular, the pronilpotent radical ueis of geis is not free.
We use the notation ΓV := HomMHS(Q, V ) to denote the set of Hodge classes of
type (0, 0) of a MHS V .
Proof. Suppose that n > 0. Since the Hodge structure H1cusp
(
M1,1, S2nH(2n+2)
)
does not occur inH1(ueis), Proposition 18.4 and the Manin-Drinfeld Theorem imply
that the homomorphism
H2D
(
Geis, S2nH(2n+ 2)
)
→ H2D
(
G, S2nH(2n+ 2)
)
∼= Ext1MHS
(
Q, H1(M1,1, S
2nH(2n+ 2))
)
→ Ext1MHS
(
Q, H1cusp(M1,1, S
2nH(2n+ 2))
)
induces a well-defined map
r : ΓH2(Geis, S2nH(2n+ 2))→ Ext1MHS
(
Q, H1cusp(M1,1, S
2nH(2n+ 2))
)
.
Compose this with the projection to
Ext1MHS
(
R, H1cusp(M1,1, S
2nH(2n+ 2))
)
∼=
⊕
f∈B2n+2
Vf,R
to obtain a projection
p : ΓH2(Geis, S2nH(2n+ 2))→
⊕
f∈B2n+2
Vf,R.
Consider the diagram
H2D
(
D, S2nH(2n+ 2)
)

// H2D
(
G
eis, S2nH(2n + 2)
)

// H2D
(
G, S2nH(2n+ 2)
)

ΓH2(D, S2nH(2n+ 2)
) //
pD
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
ΓH2(Geis, S2nH(2n + 2)
) r //
p

Ext1MHS
(
Q,H1cusp(M1,1, S
2nH(2n + 2))
)
pG
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐
⊕
f∈B2n+2
Vf,R
where pD is the projection dual to the Pollack relations (Prop. 17.12), p is the
projection constructed above and pG is the standard projection. Naturality im-
plies that the top left square commutes; the right hand square commutes by the
construction of r; the bottom right triangle commutes by the definition of p. The
cup product computation (Thm. 19.3) implies that the sum of the two triangles
commute. It follows that the diagram commutes.
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Suppose that j, k > 0 satisfy n = j + k. Lemma 19.1 and Proposition 17.12 now
imply that the composite of
H1
(
Geis, S2jH(2j +1)
)
⊗H1
(
Geis, S2k, S2kH(2j +1)
)
→ ΓH2
(
Geis, S2nH(2n+2)
)
with the projection p is given by the formula (17.14). The result now follows from
the duality between cup product and quadratic relations. 
Much of the discussion in this section can be generalized to modular curves XΓ
where Γ is a congruence subgroup of SL2(Z). In particular, the prounipotent radical
ueisΓ is not free for all congruence subgroups.
Remark 19.5. This result implies that, when Γ = SL2(Z), Manin’s quotient uB of
uΓ (cf. 13.2) is not a quotient of uΓ in the category of Lie algebras with a MHS. If
it were, it would ueisΓ . But since uB is free, and since u
eis
Γ is not, UB → U
eis
Γ cannot
be an isomorphism.
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