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Abstract
In this article, we propose a new approach to determining the best
rational approximation of a given irrational power spectral density defined
on the unit circle such that the approximant has McMillan degree less than
or equal to some positive integer n. The main result is that we prove the
existence of an optimal solution and that this solution can be found by
standard methods of optimization.
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1 Introduction
It is well known that a second order wide sense stationary (WSS) stochastic
process with a power spectral density (PSD) satisfying a certain Szego¨ or Paley-
Wiener condition can be modelled as the output of a causal linear time invariant
system (i.e. a “shaping filter”) driven by white noise [1]. If the PSD is rational
then determining a shaping filter is possible by (canonical) spectral factorization
of the PSD and there are practical algorithms to do this (by canonical spectral
factorization we mean finding the unique spectral factor which has value 1 at
the origin). In the case where the PSD is nonrational, obtaining a spectral
factor is much more difficult, if not impossible, and explicit spectral factorization
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can only be done in very special cases. Even if the spectral factors can be
determined, the shaping filter will have a nonrational transfer function and
hence its state-space will be infinite-dimensional. This poses a serious problem
in practice, for example if one wishes to filter or attenuate a signal which is
known to have an nonrational PSD, since infinite-dimensional systems do not
lend themselves to instrumentation. Furthermore, the need to compute spectral
factors of a given power spectral density also plays a key role in the theory
of optimal control of infinite-dimensional systems, i.e. it is well-known that
spectral factorization is one technique for solving the corresponding algebraic
Riccati equation (ARE) (for example, see [2, Chapter 6]). An excellent survey of
spectral factorization methods for both rational and nonrational PSD’s is given
in [3]. However, the methods described therein are applicable only to PSD’s
which are strictly positive on the unit circle (i.e. has no roots there), which is
of course not the case for every PSD.
Instead of directly approximating the spectral factor as with the methods in
[3], an alternative approach is to construct a rational approximation of the PSD
and to perform spectral factorization on the approximant to yield a rational
shaping filter. It is now understood that if two spectral densities are close in L1
then their canonical spectral factors will be close in H2 under some additional,
but checkable, conditions on the spectral densities(see [4, 5, 6]). Conversely, if
two shaping filters are sufficiently close in H2 then their spectral densities will
be close in L1. This motivates us to find a real, rational element which is closest
to a given real PSD in L1. However, no general method has been proposed to
construct a sequence of rational approximating PSDs. In this paper we propose a
new method of deriving rational approximations of bounded (McMillan) degree
based on a matching principle. One result which we prove is that with this
method one can always guarantee the existence of a best approximant in L1.
A standard approach which automatically comes to mind when considering
rational approximations is the Pade´ approximation technique. However, the
main disadvantage of this approach is that one cannot guarantee the nonneg-
ativity of the computed Pade´ approximant on the unit circle, a crucial feature
of any PSD. In particular, given an order n, a Pade´ approximant of that order
which satisfies the nonnegativity constraint may not exist. Another disadvan-
tage is that if a PSD approximant of a particular degree exists, it is not known
whether it is, in some sense, the “optimal” choice among other possible approx-
imants of that particular degree. All that can be said is that the approximation
becomes better as the order is increased. In the case where one wishes to find a
best rational approximant (in a certain sense) whose degree is at most a positive
integer n (which is chosen to be large enough), a new approach is called for.
Our approach has the advantages that it guarantees nonnegativity for any given
n, it can be applied to PSD’s which are not necessarily strictly positive on the
unit circle, and is straightforward to implement in practice.
We consider the approximation of the PSD’s of discrete-time stochastic pro-
cesses, thus they are functions defined on the unit circle. The main motivation
for our interest in this setting is the following. In practice there are many in-
stances where one has to deal with continuous time WSS stochastic processes
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with nonrational PSD’s, such as when one is dealing with an aircraft under
the influence of wind turbulence, with adaptive optics systems countering the
effect of atmospheric turbulence on telescopic images, and with laser scintilla-
tion. However, with the now widespread use of computers and digital signal
processors (DSP’s) for signal processing and control, and the ease with which
complicated, sophisticated algorithms can be implemented on these devices, it
is convenient and common practice to sample the stochastic process in discrete
time and work with the sampled version. Yet, the PSD of the sampled process
remains nonrational if the PSD of the continuous time process is nonrational,
so the problem of handling such a PSD carries over. One of the goals of our
paper is to address this problem for the case of scalar PSD’s.
2 Problem Formulation
Before giving a formal definition of the main problem of our study, we introduce
some notations, definitions, and recall some properties of PSD’s:
• R, C and D denotes the the set of real numbers, complex numbers, and
the open unit disc= {z ∈ C : |z| < 1}, respectively.
• A, int(A), ∂A,Ac denotes the closure, open interior, boundary and com-
plement of a set A, respectively.
• H(D) denotes the set of functions holomorphic in D.
• L1(∂D) denotes the Banach space of complex valued functions which are
integrable on ∂D. It is topologized by the L1 norm: ‖·‖1 =
π∫
−π
|·(eiθ)|dθ.
• C = {f ∈ H(D) : f(z) ≥ 0∀z ∈ D}.
• H2(D) = {f ∈ H(D) : f is measurable and
π∫
−π
|f(eiθ)|2dθ < ∞}.
• For any f ∈ H (D), f∗ is defined as f∗(z) = f(z¯−1) ∀z ∈ D.
• ∀f ∈ H (D), Φ(f) = f + f∗.
• For A ⊂ C, CAn denotes the set of all f ∈ C\ {0} which are real, proper,
rational functions of degree at most n and with Taylor coefficients in A.
• For A ⊂ C, CA(c0,c1,...,cn) denotes the set of all f ∈ CAn satisfying:
1
2π
π∫
−π
Φ(f)
(
eiθ
)
eikθdθ = ck for k = 0, 1, . . . , n
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By a theorem of Bochner, it is known that any integrable, nonnegative defi-
nite function P on ∂D is the PSD of some WSS discrete-time stochastic process
(i.e. P is the Fourier series of the autocovariance sequence of the process) and
vice versa. However, the associated process may not be physically realizable.
Physical realizability, or simply realizability, means that the process can be
modelled as the output of a causal linear time invariant (LTI) filter driven by
white noise. By another result, P ∈ L1(∂D) is the PSD of a (physically) realiz-
able process if and only if it satisfies the Szego¨ or Paley-Wiener [1] condition:
Definition 1 (Szego¨/Paley-Wiener condition)
π∫
−π
|logP (eiθ)|dθ < ∞.
Remark 2 We shall refer to the Szego¨/Paley-Wiener condition simply as the
Szego¨ condition.
Some important properties of a PSD are the following:
A1. Any PSD P ∈ L1(∂D) satisfying the Szego¨ can be written as P (ei·) =
|H(ei·)|2 for some H ∈ H2(D) which is unique up to multiplication by a
unitary constant. Then H is called a spectral factor or shaping filter of P
and it is the transfer function of a causal LTI filter. When H is driven by
a white noise process, the output process will have PSD P .
A2. A PSD P can always be written as P
(
eiθ
)
= Φ(f) (eiθ) for a unique
f ∈ C. In this case, we write f = Φ−1 (P ).
Finally, a PSD P is said to be symmetric if P (eiθ) = P (e−iθ). Before
continuing further we shall need the following definitions:
Definition 3 The (McMillan) degree of a proper rational function in C or
H2(D) is the dimension of a minimal state-space realization of that function.
Definition 4 A PSD P is said to be rational if Φ−1 (P ) is rational. For any
rational PSD P we define its degree as the (McMillan) degree of Φ−1 (P ).
Definition 5 A sequence of complex numbers c0, c1, . . . , cn with c0 ∈ R is said
to be a positive partial sequence (or more explicitly, a positive partial covariance
sequence) if the Toeplitz matrix:

c0 c1 c2 . . . cn
c1 c0 c1
. . .
...
c2 c1 c0
. . . c2
...
. . . . . . . . . c1
cn . . . c2 c1 c0


is positive definite.
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Now we are ready to formulate some rational approximation problems. In
the problems we always assume the following:
Assumption 6 The PSD P0 ∈ L1(∂D) to be approximated is real-valued,
nonrational, symmetric, and its associated partial covariance sequence
c0, c1, . . . , cn
is a positive partial sequence ∀n ≥ 1.
We have assumed that P0 is nonrational since it is only for this case that a
rational approximation will be useful.
Remark 7 Since P0 is symmetric it follows that c0, c1, . . . , cn is a real sequence.
We first consider the following problem:
Problem 8 (O1) Given n ≥ 1 and P0,
minimize ‖P0 − Φ(f)‖1
over all f ∈ CRn .
It is almost immediate that the main difficulty with the above problem is
that CRn lacks certain structures which can be exploited for solving optimization
problems. It can be easily checked that CRn is not a linear space and it is not a
convex set. Thus neither the theory of optimization on a vector space nor the
theory of convex optimization can be evoked as tools for solving the problem. In
fact, all that can be said is that CRn is a cone, but the presence of this structure
alone is not sufficient to solve Problem 8.
In the next section of this paper, we show that if we add some constraints
and formulate a variation of Problem 8, we arrive at a tractable problem. The
unique fact is that the addition of these constraints adds a structure which allows
the modified problem to solved. We now formulate this modified problem:
Problem 9 (O2) Given n ≥ 1 and a PSD P0 with partial sequence c0, c1, . . . , cn,
minimize ‖P0 − Φ(f)‖1
over all f ∈ CR(c0,c1,...,cn).
Thus in Problem 9, we force an optimal solution, if one exists, to have the
same first n+1 covariance sequence as P0. Placing these additional constraints
can be given a justification and can be viewed as rather natural. The reason
for this is the following: Since every PSD is associated with a second order
stochastic process which is unique up to multiplication by a unitary constant,
the effect of the imposed constraints is to force the first n + 1 terms of the
covariance sequence of a stochastic process associated with P to match the first
n+1 terms of the covariance sequence of a stochastic process associated with P0.
The main result that we shall prove in this paper is the existence of a solution
to Problem 9.
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3 Analysis of Optimization Problem O2
3.1 Preliminaries
In this section we shall formally show that Problem 9 has an optimal solution. To
accomplish this result we shall first show that there is a bijective correspondence
between CR(c0,c1,...,cn) and the set Q−1 (d (n,R)) which will be defined shortly.
Definition 10 By a symmetric pseudopolynomial we mean a complex function
of the form
f(z) = a0 +
n∑
i=1
(
aiz
−i + aizi
)
where 0 ≤ n < ∞, an 	= 0, and (a0, a1, . . . , an) ∈ R× Cn. We say that the order
or degree of f is n (the order is zero if f is a constant function) and denote this
by deg (f) = n. The set of all symmetic pseudpolynomials of degree at most n
shall be denoted by Q (n,C).
Definition 11 A point z ∈ ∂D is said to be a D-boundary zero (or, in the
context of this paper, simply a boundary zero) for a symmetric pseudopolynomial
f if f(z) = 0.
Definition 12 For any set A ⊆ C, Q+(n,A) denotes the set of all symmetric
pseudopolynomials of degree at most n with coefficients (a0, a1, . . . , an) ∈ R×An
which are positive-valued (> 0) on ∂D. On this set we associate the topology
induced by the norm:
‖f‖ = max
z∈∂D
|f(z)| ∀f ∈ Q+ (n,A)
Following a series of papers [7, 8, 9], (a more general version of) the following
result was established:
Theorem 13 ([9, Theorem 2]) Given any positive partial sequence c0, . . . , cn
and any polynomial η 	= 0 of degree ≤ n with roots in D and normalized by
η (0) = 1, there is a unique pair of polynomials (π, χ) of degree ≤ n such that
π + χ has all its roots in D, the pair satisfies the relation
πχ∗ + χπ∗ = κ2ηη∗ (1)
for a fixed choice of κ > 0, and f = πχ lies in CC(c0,c1,...,cn). Furthermore, any
root of π + χ on ∂D is common to all three polynomials π, χ and η, in which
case f is an interpolating function of degree < n.
In equivalent terms, the theorem says that given a partial sequence, then to
every element Ψ ∈ Q+(n,C) one may associate a unique Ω ∈ Q+(n,C) such
that P = ΨΩ is a bounded, rational PSD satisfying
1
2π
π∫
−π
P
(
eiθ
)
eikθdθ = ck for k = 0, 1, . . . , n (2)
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Then we say that the unique Carathe´odory function f such that Φ(f) = P is
the solution of the particular rational covariance extension problem (PRCEP)
given Ψ ∈ Q+(n,C). Furthermore, a convex optimization based approach has
been introduced in [10, 11] to compute the associated Ω ∈ Q+(n,R) for a given
real partial sequence and a given Ψ ∈ Q+(n,R). Recently, the approach was
extended to the case where Ψ ∈ ∂Q+(n,R) in [12, 13]. We make note of the
following:
Given a positive partial sequence c0, c1, . . . , cn, if f is the solution of the
PRCEP given Ψ0 ∈ Q+ (n,C) then it is also the solution of the PRCEP corre-
sponding to any symmetric pseudopolynomial of the form Ψ = KΨ0 where K
is a real positive constant.
Hence it is not necessary to consider all of the elements in Q+ (n,C) but
only those which have a constant term equal to 1. In connection with this fact,
we introduce the following definitions:
Definition 14 For any set A ⊆ C, d (n,A) denotes the set of all pseudopoly-
nomials f of order at most n of the form:
f(z) = 1 +
n∑
i=1
(
aiz
−1 + aiz
)
with coefficients (a1, . . . , an) ∈ An.
Definition 15 For any set A ⊆ C, d+ (n,A) denotes the set of all elements in
d (n,A) which are strictly positive (> 0) on ∂D, i.e. f (z) > 0 ∀z ∈ ∂D. On this
set we associate the topology induced by the maximum norm defined by:
‖f‖ = max
z∈∂D
|f(z)|
Definition 16 The bijective map Q is defined as Q : (q0, q1, . . . , qn) → q0 +
1
2
n∑
k=1
(
qkz
−1 + qkz
)
where (q0,q1, . . . , qn) ∈ R × Cn, while the bijective map Q1
is defined as Q1 : (q1, . . . , qn) → 1+ 12
n∑
k=1
(
qkz
−1 + qkz
)
where (q1, . . . , qn) ∈ Cn.
In this paper we are interested in real valued PSD’s, therefore we will be
considering the set d+ (n,R) and its closure d+ (n,R). Furthermore, from the
discussion above it is quite clear that there is also a bijective map between
CR(c0,c1,...,cn) and Q−11
(
d+ (n,R)
)
.
Notation 17 FRn denotes the bijective map from CR(c0,c1,...,cn) to Q−11
(
d+ (n,R)
)
.
We may now reformulate Problem 9 into the following equivalent optimiza-
tion problem:
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Problem 18 (O3) Given n ≥ 1 and a PSD P0 with partial sequence c0, c1, . . . , cn,
minimize
∥∥P0 − (Φ ◦ FRn ) (q)∥∥1
over all q ∈ Q−11
(
d+(n,R)
)
such that FRn (q) ∈ CR(c0,c1,...,cn).
3.2 Compactness of Q−11
(
d+(n,R)
)
A property of the set Q−11
(
d+(n,R)
)
which is important for our purpose is the
following:
Lemma 19 The set Q−11
(
d+(n,R)
)
is a compact subset of Rn.
Proof. Let vn,θ denote
vn,θ = (cos θ, . . . , cos (nθ))

and define Bn (0, r) = {q ∈ Rn : ‖q‖ ≤ r} and Sn (0, r) = {q ∈ Rn : ‖q‖ = r} for
any r > 0. Hence we may write
Q1(q)
(
eiθ
)
= 1 +
n∑
k=1
qk cos (kθ)
= 1 + qvn,θ
From
inf
θ∈[−π,π]
Q1(q)
(
eiθ
) ≥ 0
we have the equivalent condition:
inf
θ∈[−π,π]
qvn,θ ≥ −1 (3)
and that we may write
Q−11
(
d+(n,R)
)
=
{
q ∈ Rn : inf
θ∈[−π,π]
qvn,θ ≥ −1
}
(4)
As a first step we note that by the Cauchy-Schwartz inequality:
qvn,θ ≥ −‖q‖ ||vn,θ||
Since sup
θ∈[−π,π]
||vn,θ|| =
√
n (it is achieved at θ = 0) we have:
inf
θ∈[−π,π]
qvn,θ ≥ inf
θ∈[−π,π]
(−‖q‖ ||vn,θ||)
= −‖q‖ sup
θ∈[−π,π]
||vn,θ||
= −‖q‖√n
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Therefore if −‖q‖√n ≥ −1 ⇔ ‖q‖ ≤ 1√
n
then it follows that inf
θ∈[−π,π]
qvn,θ ≥
−1 and q ∈ Q−11
(
d+(n,R)
)
. In other words, Bn
(
0, 1√
n
)
⊆ Q−11
(
d+(n,R)
)
.
We will show that if q ∈ Sn
(
0, 1√
n
)
and if we define
δn (q) = − inf
θ∈[−π,π]
qvn,θ
then 0 < δn (q) ≤ 1 (note that δn (q) ≤ 1 follows trivially because we have just
shown that Sn
(
0, 1√
n
)
⊆ Q−11
(
d+(n,R)
)
). Now, since
π∫
−π
qvn,θdθ =
n∑
k=1
qk
π∫
−π
cos (kθ) dθ
= 0,
and q ∈ Sn
(
0, 1√
n
)
(i.e. q 	= 0), we cannot have qvn,θ ≥ 0 ∀θ ∈ [−π, π].
Therefore, we conclude that ∀q ∈ Sn
(
0, 1√
n
)
:
inf
θ∈[−π,π]
qvn,θ < 0 and 0 < δn (q) ≤ 1.
Furthermore, it is easily verified that δn (q) is a continuous function of q on the
compact set Sn
(
0, 1√
n
)
. Therefore the quantity
δ∗n = min
{
δn (q) : q ∈ Sn
(
0,
1√
n
)}
is well defined. Furthermore, δ∗n > 0, since the continuity of δn (·) implies that
δ∗n = δn (q
∗) for some q∗ ∈ Sn
(
0, 1√
n
)
.
Let q′ ∈ Sn (0,M) where M > 1√
nδ∗n
←→ M√nδ∗n > 1. We may write q′ as
q′ = M
√
nq for some q ∈ Sn
(
0, 1√
n
)
. It then follows that:
inf
θ∈[−π,π]
(q′) vn,θ = M
√
n inf
θ∈[−π,π]
qvn,θ
= −M√nδn(q)
≤ −M√nδ∗n
< −1
Hence we conclude that if q ∈ Sn (0,M) then q /∈ Q−11
(
d+(n,R)
)
. Furthermore,
this also implies that ⋃
M> 1√
nδ∗n
Sn (0,M)  Q−11
(
d+(n,R)
)
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and in particular
Q−11
(
d+(n,R)
)
⊆ Bn
(
0,
1√
nδ∗n
)
Hence Q−11
(
d+(n,R)
)
is a bounded set. Finally, since Q−11
(
d+(n,R)
)
is clearly
a closed set, we have that Q−11
(
d+(n,R)
)
is compact.
3.3 Some Key Convergence Results
Before proving the main results of this paper we first establish a number of key
convergence results. For any positive integer n, let
Fn =
{
f : R → [0,∞) : f (·) = Ψ (ei·) for some Ψ ∈ Q+(n,C)}
We also define Df = dfdx and D
kf = d
k
dxk
f for k = 2, 3, . . . and for any f ∈ Fn .
Then we make note of the following easily verified properties of f ∈ Fn :
P1. f is infinitely differentiable everywhere on R.
P2. f can have at most a finite number of roots on [−π, π] and it is a periodic
extension to R of its restriction to [−π, π], i.e. f (x) = f(xmod 2π) ∀x ∈ R.
Thus any root of f on R is isolated, i.e. if α is a root of f then there is a
neighborhood of α which contains no other root than α.
P3. If f (θ) = 0 for some θ ∈ (−∞,∞) then θ must be a local minimum and
from properties P1 and P2 it follows that
(
D(1)f
)
(θ) = 0 and
(
D(2)f
)
(θ) >
0.
P4. If {fk}k≥1 ⊂ Fn converges uniformly to f ∈ Fn on [−π, π] then
{
D(1)f
k
}
n≥1
and
{
D(2)f
k
}
n≥1 converges uniformly to D
(1)f and D(2)f on [−π, π], re-
spectively.
P5. If g ∈ Fm then fg ∈ Fn+m and f + g ∈ Fmax(m,n).
Definition 20 For any Ψ ∈
∞⋃
n=1
Q+(n,C) define fΨ :R→ [0,∞) to be fΨ (·) =
Ψ
(
ei·
)
.
Notation 21 For any complex valued, continuous function f on a compact set
A ⊂ C, ‖f‖∞ = sup
x∈A
|f (x)|.
We shall use the definition of fΨ to prove the following results:
Lemma 22 Let Ψ,Ω ∈ Q+(n,C) be such that all roots of Ω on ∂D, including
multiplicities, are also roots of Ψ on ∂D, respectively.Then:
lim
α→θ
Ψ
(
eiα
)
Ω(eiα)
=
D2fΨPθ (θ)
D2fΩPθ (θ)
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where for a fixed θ ∈ [−π, π] , Pθ ∈ Q+(1,C) is defined as:
Pθ(z) =
(
z−1 − e−iθ) (z − eiθ) (5)
Proof. By the hypothesis of the lemma, lim
α→θ
Ψ(eiα)
Ω(eiα) is well defined. Also notice
that Pθ(eiθ) = fPθ (θ) = 0. Now, clearly
lim
α→θ
Ψ
(
eiα
)
Ω(eiα)
= lim
α→θ
Ψ
(
eiα
)
Pθ(eiα)
Ω (eiα)Pθ(eiα)
= lim
α→θ
fΨPθ (α)
fΩPθ (α)
Let g represent either Ψ or Ω. Since fgPθ ∈ Fdeg(g)+1 and fgPθ (θ) = 0, it follows
from property P3 that DfgPθ (θ) = 0 and D
2fgPθ (θ) > 0. By L’Hoˆpital’s rule
of calculus, after differentiating both the numerator and denominator twice, we
have:
lim
α→θ
fΨPθ (α)
fΩPθ (α)
=
D2fΨPθ (θ)
D2fΩPθ (θ)
Thus we have
lim
α→θ
Ψ
(
eiα
)
Ω(eiα)
=
D2fΨPθ (θ)
D2fΩPθ (θ)
Lemma 23 (Pointwise convergence) Let {Ψk}≥1 , {Ωk}≥1 ⊂ Q+(n,C) and
Ψ,Ω ∈ Q+(n,C) be such that:
1. Ψk
k→∞→ Ψk and Ωk k→∞→ Ω.
2. All roots of Ωk,Ω on ∂D, including multiplicities, are also roots of Ψk,Ψ
on ∂D, respectively.
Then
lim
k→∞
lim
α→θ
Ψk
(
eiα
)
Ωk (eiα)
= lim
β→θ
Ψ
(
eiβ
)
Ω(eiβ)
∀θ ∈ [−π, π]
Proof. Note that by hypothesis (2) of the lemma, lim
α→θ
Ψk(eiα)
Ωk(eiα)
and lim
β→θ
Ψ(eiβ)
Ω(eiβ)
is well defined. By a sequential application of Lemma 22 and property P4, we
get
lim
k→∞
lim
α→θ
Ψk
(
eiα
)
Ωk (eiα)
= lim
k→∞
D2fΨkPθ (θ)
D2fΩkPθ (θ)
=
D2fΨPθ (θ)
D2fΩPθ (θ)
(6)
Also by lemma 22 we have that
D2fΨPθ (θ)
D2fΩPθ (θ)
= lim
β→θ
Ψ
(
eiβ
)
Ω(eiβ)
(7)
Finally, by combining (7) and (6) we get:
lim
k→∞
lim
α→θ
Ψk
(
eiα
)
Ωk (eiα)
= lim
β→θ
Ψ
(
eiβ
)
Ω(eiβ)
∀θ ∈ [−π, π]
which is the desired result.
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Lemma 24 Let {Ψk}≥1 , {Ωk}≥1 ,Ψ,Ω ∈ Q+(n,C) be as given in Lemma 23
and let the continuous function Hk : [−π, π] → [0,∞) be defined by Hk (θ) =
lim
α→θ
Ψk(eiα)
Ωk(eiα)
then
sup
k
‖Hk‖∞ < ∞
Proof. Define H : [−π, π] → [0,∞) as H (θ) = lim
α→θ
Ψ(eiα)
Ω(eiα) . Suppose that the
statement of the lemma is false. Then there exist s a sequence {θk}≥1 ⊂ [−π, π]
such that Hk+1 (θk+1) > Hk (θk) ∀k ≥ 1 and lim
k→∞
Hk (θk) = ∞. Thus it is
also true that lim
k→∞
Hk (θ∗k) = ∞ for any convergent subsequence {θ∗k}k≥1 of
{θk}≥1 (note: a convergent subsequence always exists since [−π, π] is compact).
We shall show that this leads to a contradiction. Since Ψk is nonnegative and
uniformly bounded from above, and since Ωk is also nonnegative, it is clear that
Hk (θ∗k) can only become unbounded if Ωk (θ
∗
k) → 0. But the convergence of
Ωk to Ω implies that θ∗k approaches a root of Ω (and also a root of Ψ). Hence
lim
k→∞
θ∗k = θ
# where fΦ(θ#) = fΨ(θ#) = 0. Let Pθ∗k be defined following (5) .
Now,
lim
k→∞
Hk (θ∗k) = lim
k→∞
lim
α→θ∗k
Ψk
(
eiα
)
Ωk (eiα)
= lim
k→∞
lim
α→θ∗k
fΨkPθ∗
k
(α)
fΩkPθ∗
k
(α)
Note that fΨkPθ∗
k
(θ∗k) = fΩkPθ∗
k
(θ∗k) = 0. Again, by L’Hoˆpital’s rule:
lim
α→θ∗k
fΨkPθ∗
k
(α)
fΩkPθ∗
k
(α)
=
D2fΨkPθ∗
k
(θ∗k)
D2fΩkPθ∗
k
(θ∗k)
Since lim
k→∞
θ∗k = θ
# and fψkPθ∗
k
converges uniformly to fψP
θ#
on [−π, π], it now
follows from property P4:
lim
k→∞
lim
α→θ∗k
fΨkPθ∗
k
(θ∗k)
fΩkPθ∗
k
(θ∗k)
=
D2fΨP
θ#
(
θ#
)
D2fΩP
θ#
(θ#)
= lim
α→θ#
Ψ
(
eiα
)
Ω(eiα)
(by Lemma 22)
= H
(
θ#
)
< ∞
and we conclude that lim
k→∞
Hk (θ∗k) = H
(
θ#
)
< ∞. We have consequently
arrived at a contradiction, thus the statement of the lemma must be true.
Finally in [12, 13] we had established the following:
Lemma 25 Given a real, positive partial sequence c0, c1, . . . , cn, let {Ψk}≥1 ,
{Ωk}≥1 ⊂ Q+(n,R) and Ψ,Ω ∈ Q+(n,R) be such that:
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1. Ψk → Ψ.
2. Pk = ΨkΩk and P =
Ψ
Ω satisfies (2).
Then Ωk → Ω.
But by Lemma 23 we are now able to show the following stronger result:
Theorem 26 Given a real, positive partial sequence c0, c1, . . . , cn, let {Ψk}≥1 ,
{Ωk}≥1 ⊂ Q+(n,R) and Ψ,Ω ∈ Q+(n,R) be such that:
1. Ψk → Ψ.
2. Pk = ΨkΩk and P =
Ψ
Ω satisfies (2).
Then Pk converges pointwise to P everywhere on ∂D. If Ω ∈ Q+(n,R) then
Pk converges uniformly to P on ∂D.
Proof. Since Pk and P satisfy (2), clearly all roots of Ωk and Ω on ∂D, in-
cluding multiplicities, must also be roots of Ψk and Ψ on ∂D, respectively,
otherwise Pk and P will not be integrable. By the previous lemma we know
that Ωk → Ω. The pointwise convergence of Pk to P everywhere on ∂D then
comes as a direct consequence of Lemma 23. If Ω ∈ Q+(n,R) then ∃	1 > 0 such
that inf
θ∈[−π,π]
∣∣Ω (eiθ)∣∣ > 	1, and since Ωk → Ω, for all k large enough ∃	2 > 0
such that inf
θ∈[−π,π]
∣∣Ωk (eiθ)∣∣ > 	2. Furthermore, from hypothesis 1 we also have
that ‖Ψk‖ < ‖Ψ‖+ 1 for k large. Hence for all k large enough:
‖Pk − P‖∞ =
∥∥∥∥ ΨkΩkΩ (Ω− Ωk)−
Ψ−Ψk
Ω
∥∥∥∥
∞
≤ ‖Ψk‖
	1	2
‖Ω− Ωk‖+ ‖Ψ−Ψk‖
	1
≤ ‖Ψ‖+ 1
	1	2
‖Ω− Ωk‖+ ‖Ψ−Ψk‖
	1
and the right hand side goes to 0 as k →∞.
4 Existence of a Solution
Theorem 27 The functional Ln : Q−11
(
d+(n,R)
)
→ R defined by:
Ln(q) =
∥∥P0 − (Φ ◦ FRn ) (q)∥∥1
is continuous on its domain of definition.
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Proof. Let {qk}k≥1 ⊂ Q−11
(
d+(n,R)
)
be any sequence converging to q ∈
Q−11
(
d+(n,R)
)
. By definition:
lim
k→∞
Ln(qk) = lim
k→∞
π∫
−π
∣∣P0 (eiθ)− (Φ ◦ FRn ) (qk) (eiθ)∣∣ dθ
Note that by Theorem 26
(
Φ ◦ FRn
)
(qk) converges pointwise to
(
Φ ◦ FRn
)
(q) ,
and by Lemma 24 there is a constant M such that ∀k ≥ 1 :(
Φ ◦ FRn
)
(qk)
(
eiθ
) ≤ M ∀θ ∈ [−π, π]
Therefore we may apply the Lebesque’s dominated convergence theorem to bring
the limit into the integral on the right hand side of the equality. Doing precisely
that, we obtain:
lim
k→∞
Ln(qk) =
π∫
−π
lim
k→∞
∣∣P0 (eiθ)− (Φ ◦ FRn ) (qk) (eiθ)∣∣ dθ
=
π∫
−π
∣∣∣∣P0 (eiθ)− limk→∞ (Φ ◦ FRn ) (qk) (eiθ)
∣∣∣∣ dθ
=
π∫
−π
∣∣P0 (eiθ)− (Φ ◦ FRn ) (q) (eiθ)∣∣ dθ
= Ln(q)
implying that Ln is continuous on Q−11
(
d+(n,R)
)
.
Corollary 28 There exists an element qmin ∈ Q−11
(
d+(n,R)
)
which minimizes
Ln over Q−11
(
d+(n,R)
)
. Therefore Problem 18 has a solution.
Proof. This result follows from the fact that Q−11
(
d+(n,R)
)
is a compact set
and that Ln is continuous on that set. Hence a minimizer for Ln must exist in
Q−11
(
d+(n,R)
)
.
We may now make the following observation: Problem O2 always has a
solution since Problem O3 has a solution, i.e. if qopt is a solution of Problem
O3 then the solution of Problem O2 is the solution of the PRCEP given Ψ =
Q1(qopt).
Remark 29 It can easily be seen that Ln is not convex for any n ≥ 1. Thus
the minimizer of Ln may not be unique, although the example to follow at the
end of Section 6 suggests that it is plausible that the minimum may be unique.
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5 Smoothness of Ln
In order to find an optimum point of an objective function (which in this case
is Ln), it is desired that the function to be optimized has derivatives up to
second order, or derivatives of the first order in the very least. However, as
we shall show in this section, it turns out that in fact that the function Ln is
not only second order smooth, but infinitely smooth under some assumptions
on P0. To start off, for a given positive partial sequence c0, c1, . . . , cn, it was
proven in [8] that we may write any f ∈ CR(co,c1,...,cn) which is strictly positive
real
(
i.e. Rf
(
eiθ
)
> 0 ∀θ ∈ [−π, π]) as f = κab for some positive constant κ
and monic polynomials a, b of degree n, where κ (a∗b + ba∗) ∈ Q+(n,R) and the
map G defined by:
G : (κ, a, b) −→ κ (a∗b + ba∗)
is a diffeomorphism . Thus the map:
G′ : (κ, coef(a), coef(b)) −→ Q−1(κ (a∗b + ba∗))
is also a diffeomorphism, where coef(p) = (p1, . . . , pn) ∈ Rn for p (z) = zn +
n−1∑
i=0
piz
i. As a consequence, if κ (a∗b + ba∗) = Q1 (q) for some q ∈ Q−11 (d+(n,R))
then we may write Φ (f) as:
Φ (f) =
κ (a∗b + ba∗)
bb∗
=
Q1 (q)
Q (f(q), 1)
where f = (f0, . . . , fn−1) is an Rn valued function which is C∞ (infinitely dif-
ferentiable) in some open neighborhood of p for any p ∈ Q−11 (d+(n,R)).
Let {hk}k≥1 ⊂ R, hk 	= 0 ∀k, be a sequence converging to 0. Now for any i ∈
{1, . . . , n} let us consider the following sequence for a fixed q ∈ Q−11 (d+(n,R)):
xi,k
(
q, eiθ
)
=
(
Φ ◦ FRn
)
(q + hkei)
(
eiθ
)− (Φ ◦ FRn ) (q) (eiθ)
hk
=
1
hk
(
Q1 (q + hkei)
(
eiθ
)
Q (f(q + hkei), 1) (eiθ)
− Q1 (q)
(
eiθ
)
Q (f(q), 1) (eiθ)
)
where {e1, e2, . . . , en} are the standard basis vectors in Rn. We assume that for
each k, hk is small enough so that q + hkei ∈ Q−1 (d+(n,R)). By expanding
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Q1(·)
Q(f(·),1) in a second order Taylor series about q we have:
∣∣xi,k (q, eiθ)∣∣ =
∣∣∣∣∣ ∂∂qi
(
Q1 (·)
(
eiθ
)
Q (f(·), 1)
)
(q) + |hk| ∂
2
∂q2i
(
Q1 (·)
(
eiθ
)
Q (f(·), 1) (eiθ)
)
(q + ηkei)
∣∣∣∣∣
=
∣∣∣∣∣ F1
(·, eiθ)
(Q (f(·), 1) (eiθ))2
(q) + |hk|
F2
(·, eiθ)
(Q (f(·), 1) (eiθ))4
(q + ηkei)
∣∣∣∣∣
≤
∣∣F1 (q, eiθ)∣∣
(Q (f(q), 1) (eiθ))2
+ |hk|
∣∣F2 (q + ηkei, eiθ)∣∣
(Q (f(q + ηkei), 1) (eiθ))
4
where min {0, hk} ≤ ηk ≤ max {0, hk} and F1
(·, eiθ) , F2 (·, eiθ) are some func-
tions which are C∞ in q and θ. Now, since q ∈ Q−11 (d+ (n,R)) we must have
Q (f (q)) ∈ Q+(n,R) (see [12, Theorem 34]). Hence for all k large enough (such
that |hk| is sufficiently close to 0) we must also have that Q (f (q + ηkei)) ∈
Q+(n,R) since qk ∈ Q−11 (d+ (n,R)). But since Q (f (q + ηkei)) k→∞→ Q (f (q))
(by Theorem 25), it follows ∃K ≥ 1 and ∃δ > 0 such that
inf
θ∈[−π,π]
Q (f (q + ηkei))
(
eiθ
)
> δ ∀k > K.
Therefore we may define 	 = inf
k>K
inf
θ∈[−π,π]
Q (f (q + ηkei))
(
eiθ
)
with 	 > 0.
Furthermore, since {hk}≥1 is a sequence converging to zero ∃M1 > 0 such
that |ηk| ≤ |hk| ≤ M1 ∀k > K, and since F2
(
q, eiθ
)
is continuous with re-
spect to q and θ on [q −M1ei, q + M1ei] × [π, π] then ∃M2 > 0 such that∣∣F2 (q + ηkei, eiθ)∣∣ ≤ M2 ∀k > K. Putting everything together, we have that
for all k > K: ∣∣xi,k (q, eiθ)∣∣ ≤
∣∣F1 (q, eiθ)∣∣
Q (f(q), 1) (eiθ)2
+ M1
M2
	4
(8)
where both terms on the right are integrable functions of θ. Now, letting
yi,k
(
q,e
iθ
)
=
∣∣P0 − (Φ ◦ FRn ) (q + hkei) (eiθ)∣∣− ∣∣P0 − (Φ ◦ FRn ) (q) (eiθ)∣∣
hk
we can easily check that
∣∣yi,k (q,eiθ)∣∣ ≤
∣∣∣∣∣
(
Φ ◦ FRn
)
(q + hkei)
(
eiθ
)− (Φ ◦ FRn ) (q) (eiθ)
hk
∣∣∣∣∣
=
∣∣xi,k (q, eiθ)∣∣
We note that since
{∣∣xi,k (q, eiθ)∣∣}k≥1 is uniformly bounded from above by the
integrable function on the right of (8), so is
∣∣yi,k (q,ei·)∣∣. Before proceeding
further we will need the following lemma:
Lemma 30 If a PSD P has an analytic extension to an open subset of C con-
taining ∂D and P
(
eiθ
)−(Φ ◦ FRn ) (q) (eiθ) = 0 for an infinite (countable or un-
countable) number of distinct θ ∈ [−π, π] then P (eiθ) − (Φ ◦ FRn ) (q) (eiθ) = 0
∀θ ∈ [−π, π].
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Proof. First we note that
(
Φ ◦ FRn
)
(q) clearly has an analytic extension to
an open region D1 ⊂ C containing ∂D. By hypothesis, P also has an analytic
extension to an open region D2 ⊂ C containing ∂D. Hence both P (z) and(
Φ ◦ FRn
)
(q) (z) are analytic on the common region D1 ∩ D2 containing ∂D.
Furthermore, also by hypothesis,
P (z)− (Φ ◦ FRn ) (q) (z) = 0⇔ P (z) = (Φ ◦ FRn ) (q) (z)
on a set B ⊂ ∂D which has an infinite number of distinct elements. Since ∂D
is compact we may find a convergent sequence {zi}i≥1 ⊂ B which has a limit
point z0 ∈ ∂D. Therefore we have:
P =
(
Φ ◦ FRn
)
(q) on the set {zi}i≥1 (9)
Since {zi}i≥1 and z0 lie in D1 ∩ D2, it follows from the identity theorem for
analytic functions [14, p.87] that (9) implies:
P (z) =
(
Φ ◦ FRn
)
(q) (z) ∀z ∈ D1 ∩D2
Therefore P
(
eiθ
)− (Φ ◦ FRn ) (q) (eiθ) = 0 ∀θ ∈ [−π, π] .
Corollary 31 If a PSD P is nonrational and has an analytic extension to an
open region of C containing ∂D then P (z) − (Φ ◦ FRn ) (q) (z) can only have a
finite number of roots on ∂D ∀q ∈ Q−11 (d+ (n,R)) .
Proof. Suppose the contrary that P is nonrational, has an analytic extension
to an open region of C containing ∂D but P
(
eiθ
) − (Φ ◦ FRn ) (q) (eiθ) = 0 for
an infinite number of θ′s. Then by the preceding lemma, we must have that
P
(
eiθ
) − (Φ ◦ FRn ) (q) (eiθ) = 0 ∀θ ∈ [−π, π]. However, since P (eiθ) is non-
rational while
(
Φ ◦ FRn
)
(q) is rational we arrive at a contradiction. Moreover,
since this argument is true for all ∀q ∈ Q−11 (d+ (n,R)) we have the desired
result.
Returning to the analysis preceding Lemma 30, we see that if we also assume
that P0 has an analytic extension to an open region of the complex plane con-
taining ∂D (note: since P0
(
eiθ
)
=
∞∑
k=−∞
cke
iθ (with c−k = c∗k), clearly P0
(
eiθ
)
has an analytic extension if c0, c1, . . . , cn, . . . is such that the infinite sum:
∞∑
i=−∞
ciz
i
converges absolutely for a < |z| < b for some a < 1 and b > 1. In particular this
is true if the covariance sequence satisfies:
|ck| ≤ Ae−Bk ∀k ≥ 0
for some positive constants A and B) then by the corollary:
lim
k→∞
yi,k
(
q,e
i·) = ∂
∂qi
∣∣P0 (ei·)− (Φ ◦ FRn ) (q) (ei·)∣∣ a.e. [−π, π]
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with the exceptional points being finite in number. It then follows from the
definition of Ln and the Lebesque’s dominated convergence theorem (since∣∣yi,k (q,ei·)∣∣ is bounded from above by an integrable function):
(
∂
∂qi
Ln
)
(q) = lim
k→∞
π∫
−π
yi,k
(
q,e
iθ
)
dθ
=
π∫
−π
lim
k→∞
yi,k
(
q,e
iθ
)
dθ
=
π∫
−π
∂
∂qi
∣∣P0 (eiθ)− (Φ ◦ FRn ) (q) (eiθ)∣∣ dθ
= −
∫
A+(q)
∂
∂qi
(
Φ ◦ FRn
)
(q)
(
eiθ
)
dθ +
∫
A−(q)
∂
∂qi
(
Φ ◦ FRn
)
(q)
(
eiθ
)
dθ
where
A+ (q) =
{
θ ∈ [−π, π] : P0
(
eiθ
)− (Φ ◦ FRn ) (q) (eiθ) > 0}
A− (q) =
{
θ ∈ [−π, π] : P0
(
eiθ
)− (Φ ◦ FRn ) (q) (eiθ) < 0}
and the last line of the preceding sequence of equalities is valid since the set
[−π, π] ∩ (A+ (q) ∪A− (q))c has measure zero by assumption. Repeating the
same lines of argument as above to the terms
∫
A+(q)
∂
∂qi
(
Φ ◦ FRn
)
(q)
(
eiθ
)
dθ and∫
A−(q)
∂
∂qi
(
Φ ◦ FRn
)
(q)
(
eiθ
)
dθ, one can then show the following result:
Theorem 32 If P0 has an analytic extension to an open region of C containing
∂D then Ln is C∞, i.e.
∂k
∂qik∂qik−1 . . . ∂qi1
Ln
exists in the interior of its domain (i.e. Q−11 (d+ (n,R)) ) ∀k ≥ 1, where ij ∈
{1, 2, . . . , n} ∀j ≥ 1.
6 Approximate Spectral Factorization
As we had mentioned early on in the introduction, explicit spectral factorization
for a given nonrational PSD is very difficult, if not impossible to carry out. We
had also mentioned that one plausible way to circumvent the problem is to first
construct a rational appoximation of the PSD and to take the canonical spectral
factor of the rational approximant as an approximate canonical spectral factor,
although the approximate canonical spectral factor can only be guaranteed to
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be close to the true canonical spectral factor in H2 (D) if some additional condi-
tions are satisfied (recall that by a canonical spectral factor we mean the unique
spectral factor which has value 1 at the origin of the complex plane). In this
section we discuss how the theory developed from the previous sections can be
used to derive approximate spectral factors. In the following we implicitly as-
sume that all PSD’s satisfy the Szego condition. In [6] it has been shown that
if {Pn}n≥1 is a sequence of PSD’s in L1 (∂D) converging to a PSD P ∈ L1 (∂D)
then their canonical spectral factors will be close in H2 (D) if and only if the
sequence {logPn}n≥1 is uniformly integrable. The condition of uniform integra-
bility was then shown to be equivalent to the condition that logPn converges to
logP in L1 (∂D). From the last interpretation we see that if two spectral densi-
ties P1 and P2 are sufficiently close in L1 (∂D) and logP1 is sufficiently close to
logP2 in L1 (∂D) then their canonical spectral factors will be close in H2 (D).
These conditions are essentially checkable since one can compute, by numerical
means or otherwise, the quantity ||logP1 − logP2||1. Given a nonrational power
spectral density P0 we propose that one constructs an approximate canonical
spectral factor according to the following:
1. Choose n large enough such that ckc0 is small for all k > n.
2. Compute a best approximant to P0 in L1 (∂D) among all rational PSD’s
in Φ
(
CR(co,c1,...,cn)
)
. Let the best nth degree approximant be denoted by
Pˆ0,n.
3. Compute
∣∣∣∣∣∣P0 − Pˆ0,n∣∣∣∣∣∣
1
and
∣∣∣∣∣∣logP0 − log Pˆ0,n∣∣∣∣∣∣
1
.
4. If the differences in (3) are sufficiently small then compute the canonical
spectral factor of Pˆ0,n as a rational approximation of the canonical spectral
factor of P0. If not, try increasing n and repeat from step 2.
Remark 33 The above procedure at this stage is at an intuitive level. We
have yet to study under what conditions the approximation will improve as n is
increased and an investigation of possible bounds on the approximation error of
the canonical spectral factor. These will be some of the main themes of future
research on this topic.
To end this section we give a toy example as a practical demonstration of our
proposed technique. However, since we have yet to develop efficient optimization
methods for Problem O2, in the example we only give approximations of order
1 and 2.
Example 34 Let P0 be an nonrational PSD on ∂D given by:
P0
(
eiθ
)
=
√
1 +
eiθ + e−iθ
2
=
√
1 + cos θ
We try n = 1 and plot L1 as shown in Fig. 1. The plot suggests L1 has a unique
19
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
120
140
160
180
200
q1
Ap
pr
ox
im
at
io
n 
er
ro
r
PSD function: P0(e
iθ)=sqrt(1+cos(θ))
Figure 1: Plot of L1 given P0(eiθ) =
√
1 + cos(θ)
minimum somewhere in the interval [0.5, 1]. To compute the actual minimizer,
we generate samples of i.i.d random variables X1,X2, . . . with a uniform distri-
bution in [−1, 1] until 25 of the samples lie in [−1, 1] ∩Q−11 (d+ (1,R)). Let the
25 random samples be denoted by Y1, Y2, . . . , Y25. We use each of these points
as the starting point for a simple Newton gradient descent algorithm. From the
choice of 25 random points that we generated we found that the algorithm always
converges to a point in the vicinity of q01 = 0.69636. The approximation error
is found to be L1
(
q01
)
= 2.9077 and the optimal rational order 1 approximation
of P0 in the sense of Problem O2 is given by:
Pˆ0,1
(
eiθ
)
=
1 + 0.69636 cos θ
1.0965 + 0.042761 cos θ
We repeat the optimization procedure for n = 2, i.e. we generate samples of
i.i.d random variables X1,X2, . . . with a uniform distribution in [−1, 1]× [−1, 1]
until 25 of the samples lie in ([−1, 1]× [−1, 1]) ∩ Q−11 (d+ (2,R)). The 25 ran-
dom samples, again denoted by Y1, Y2, . . . , Y25, are used as starting points for
a simple two dimensional Newton gradient descent algorithm. From the choice
of 25 random points that we generated we found that the algorithm always con-
verges to a point in the vicinity of q02 = (0.76716, 0.28657). The approximation
error is found to be L2
(
q02
)
= 1.5448 and the optimal second order rational
approximation of P0 in the sense of Problem O2 is given by:
Pˆ0,2
(
eiθ
)
=
1 + 0.76176 cos θ + 0.28657 cos (2θ)
1.1620− 0.057451 cos θ + 0.48192 cos (2θ)
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Thus, given the requirement of a number of matching terms in the covariance
sequences, Pˆ0,1 and Pˆ0,2 are the best rational approximation of P0 in L1 of
dimension 1 and 2, respectively.
7 Conclusions and Future Research
In this paper we have proposed a novel approach to rational approximation of
power spectral densities based on the theory of rational covariance extension.
We have proved that a best rational approximant Pˆ0,n of degree n of a given
nonrational PSD P0 always exists if we impose a matching principle, i.e. that the
first n+ 1 terms in the covariance sequences of Pˆ0,n and P0 agree. It turns out
that a best approximant in that particular sense can be determined by finding
a minimizer of a certain functional which is infinitely smooth (when P0 satisfies
some practically mild assumptions) over a bounded, convex set. We then explain
how the approximation technique can be used to obtain approximate rational
canonical spectral factors and we provide a simple example to show how our
proposed approach works in practice. The example suggests that it may be
plausible that the functional has a unique minimum.
However, there are still many aspects of the scheme that needs to be fur-
ther studied. Among these aspects is to derive conditions under which we can
guarantee that Pˆ0,n → P0 as n → ∞. Furthermore, since the functional to be
minimized is not convex, developing efficient and effective methods of finding
the minima of the functional will also be very important. These are some of the
further research themes which we may pursue in the near future.
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