I N T R O D U C T I O N
Behavioral studies in humans show that number, space, and time interfere with each other (Henik and Tzelgov 1982; Walsh 2003) . These psychophysical findings imply that different types of magnitudes are represented in common brain networks. Brain studies in both human and nonhuman primates using a variety of methodological approaches have evidenced that both the prefrontal and the posterior parietal cortices play cardinal roles in magnitude processing (Dehaene et al. 2003 Walsh 2003) . However, where and how single neurons encode different types of abstract quantity and what the respective contributions of cortical areas are questions that remain largely unanswered.
In the numerical domain, single-unit recordings in behaving monkeys have implicated the prefrontal and posterior parietal cortices in processing abstract numerosity (Nieder and Miller 2004; Nieder et al. 2002 Nieder et al. , 2006 and functional imaging studies in humans have emphasized the role of the frontoparietal network in the representation of number and arithmetic operations in humans (Dehaene et al. 1999; Eger et al. 2003; Piazza et al. 2007; Simon et al. 2002) . Both the prefrontal and the posterior parietal cortices of the macaque have been studied intensively in the context of spatial information processing in a variety of cognitive protocols (Bisley and Goldberg 2003; Colby and Goldberg 1999; Rainer et al. 1998; Rao et al. 1996; Wilson et al. 1993 ) and neuroimaging studies of spatial cognition in humans have identified putatively homolog parietal and prefrontal areas (Astafiev et al. 2003; Medendorp et al. 2003; Merriam et al. 2003; Orban et al. 2004) .
Recently it has also been demonstrated that time-interval judgments in macaques activate regions in both the prefrontal (Genovesio et al. 2006 ) and the posterior parietal (Leon and Shadlen 2003) cortices. In a more extensive investigation of the brain activity related to time-interval judgment, functional imaging data in monkeys (Onoe et al. 2001) show that the frontoparietal cortical regional cerebral blood flow covaries with time-interval judgment. This suggests a frontoparietal network of neurons engaged in time processing, again also supported in humans based on imaging studies (Buhusi and Meck 2005; Macar et al. , 2004 . Together, converging evidence in human and nonhuman primates points to the frontoparietal network as a likely candidate for the representation of temporal, spatial, and numerical quantity (Buhusi and Meck 2005; Nieder 2005; Walsh 2003) .
In many of these studies, special types of magnitude have been investigated in isolation. To evaluate whether different magnitude representations really access a comparable neural substrate, more than a single quantity should ideally be studied in the same individual. In an elegant functional imaging study, Pinel and colleagues (2004) investigated the neuronal correlates of the behavioral interference between numbers and space. The authors measured the brain activity of human subjects engaged in a quantity-comparison task in which they compared two Arabic symbols, but based on different comparison criteria from block to block (number value, physical symbol size, and luminosity). They found that the physical size and the numerical size comparison activity overlaps in one region in the horizontal part of the intraparietal sulcus ). These results-along with other functional imaging (Castelli et al. 2006; Fias et al. 2003; Kaufmann et al. 2005) , transcranial magnetic stimulation (Cohen Kadosh et al. 2007; Gobel et al. 2001) , and neuropsychological (Cohen Kadosh et al. 2007; Rossetti et al. 1998; Zorzi et al. 2002) studies in humans-suggest that anatomical vicinity in the cortex might be responsible for behavioral interference phenomena between numerical and spatial quantities (Hubbard et al. 2005 ).
In a previous work, we showed that the posterior parietal cortex is involved in the representation of both continuous and discrete quantities . By analyzing single-unit activity in the depth of the intraparietal sulcus of two monkeys performing a quantity-discrimination task based on line length and numerosity, we found two populations of neurons, one tuned to continuous quantities, the other to discrete ones, which were functionally overlapping, meaning that 20% of these cells responded to both continuous and discrete quantities. We could thus confirm the representation of spatial quantity in the posterior parietal cortex and characterize the relationship between the discrete and continuous quantities at the level of single cells.
Yet, whether continuous quantities are represented in the prefrontal cortex and, if so, how such representations of continuous magnitudes are related to the representation of discrete quantities in the prefrontal cortex so far remain open questions. Furthermore, the respective contributions of the posterior parietal and prefrontal neurons in the processing of continuous quantities are unknown. Using simultaneous multisite, multielectrode recordings, here we compare the specific roles of each area in the representation of these two different instances of magnitude at the level of single neurons.
M E T H O D S

Stimuli
Numerosity stimuli were black dots (diameter range 0.5 to 1.1°of visual angle) randomly placed on a circular gray background (6°of visual angle in diameter) presented in the center of the monitor. The size, total area, and position of the dots varied randomly from trial to trial. Line-length stimuli consisted in one horizontal black line displayed at random locations on a gray background circle (6°diameter, centered on the screen). The lengths of the lines were multiples of 0.85°of visual angle (line 1: 0.85°; line 2: 1.7°; line 3: 2.55°; line 4: 3.4°; line 5: 4.25°; line 6: 5.1°). The thickness of the lines varied randomly across trials from 0.06 to 0.36°of visual angle. To prevent the memorization of visual patterns, the monkeys were tested with different displays for each trial and the displays were generated randomly each day, by shuffling relevant item features (e.g., position and size). In each trial, sample and test displays never showed the identical images. To ensure that the monkeys solved the task based on the relevant quantitative information (length or numerosity, respectively), other covarying features of the stimuli were controlled in separate sets of stimuli, called control stimuli, and the positions of the dots and lines were greatly varied. For the numerosity protocol we generated control stimuli equating for the total area and thus also luminance and contrast, total circumference, the density, and the geometrical configuration of the dots in a display. For the length protocol, we created control stimuli in which the total area of the lines was kept constant across the four sample lengths. Trials were randomized and balanced across all relevant features (line length vs. numerosity, match vs. nonmatch, standard vs. control, etc.).
Behavioral task
We trained rhesus monkeys (Macaca mulatta) in a delayed match-tosample (DMS) task (Nieder et al. 2002) to discriminate the two types of quantity, randomly alternating within each session. In the length protocol (Fig. 1A) , the length of a line (out of four different lengths) needed to be discriminated (continuous-spatial quantity). In the numerosity protocol (Fig. 1B) , the number of (one to four) items in multiple-dot displays (discrete-numerical quantity) was the relevant stimulus dimension. A trial started when the monkey grabbed a lever and fixed its gaze on a fixation spot that appeared in the middle of the screen. The monkeys maintained their gaze within 1.75°of the central fixation spot (measured using an infrared eye-monitoring system; Iscan). While maintaining fixation, monkeys viewed a sample stimulus (800 ms) followed by a delay (1,000 ms), then were allowed to freely move their eyes to evaluate test stimulus (1,200 ms). To receive a reward, the monkeys had to release a lever if the test had the same length as the sample in the length protocol or the same numerosity as the sample in the numerosity protocol. The monkeys had to maintain the lever if the first test was showing a different length in the length protocol or a different set size in the numerosity protocol, respectively. After the reward (or the wrong response) the monkey again had to grab the lever to start another trial. Each session consisted of length and numerosity trials, in random order, with equal probability. The stimuli were generated anew for each recording session, using a custom-made MatLab program designed to randomly assign the position and thickness of the standard length stimuli and the position, area, and distance to the other dots for each dot in the standard numerosity displays. For the controlled stimuli, all but the controlled parameter were randomly assigned. During each session, the monkeys were presented with standard and control stimuli, pseudorandomly, with equal probability.
Recordings
Recordings were made from one left and one right hemisphere in the depth (9 -13 mm below the cortical surface) of the intraparietal sulcus (IPS) and in the prefrontal cortex (PFC) of two rhesus monkeys while they performed the DMS task. For each session, arrays of four to eight electrodes were simultaneously in the IPS and the PFC, for a total of 12 to 16 electrodes per session. The electrodes were lowered in pairs, each pair being attached to a custom-made mechanical microdrive with a precision of three complete turns per millimeter. The IPS was chosen because it contains the highest proportion of FIG. 1. Delayed match-to-sample protocol. A: length protocol. A trial started when the monkey grasped a lever and maintained fixation. The monkey had to release the lever if the lines in the sample and test displays had the same length and continue holding it if they did not (P ϭ 0.5). Nonmatch stimuli consisted of lines that were longer or shorter than the sample line, respectively. B: numerosity protocol. Task conditions were identical to the length protocol, but here the monkeys had to match the number of items in the sample and test displays. The physical appearance of the displays varied widely for the same numerosities. Nonmatch stimuli showed lower or higher numerosities than the sample numerosity, respectively. visual numerosity-selective neurons in the parietal cortex (Nieder and Miller 2004) and is specifically activated by quantity information in humans (Eger et al. 2003 . The PFC was also associated with a high proportion of numerosity-selective neurons (Nieder et al. 2002) . All procedures were done in accordance with the guidelines for animal experimentation approved by the Regierungspräsidium Tübingen, Germany. Recordings were localized using stereotaxic reconstructions from magnetic resonance images. Neurons were randomly sampled, with no attempt to select them based on task selectivity. Both monkeys are still engaged in quantity-discrimination studies. Separation of single-unit waveforms was performed off-line, applying mainly principal component analysis (Plexon Systems).
Sensitivity to quantity stimuli
Sample activity was derived from an 800-ms interval after stimulus onset shifted by a cell's individual response latency, which was defined as the time when the activity varied by Ն2SDs from the baseline activity measured in the 400 ms preceding the stimulus onset. Latencies varied from 50 to 293 ms with a mean of 66 ms. Delay activity was derived from a 900-ms interval after stimulus offset shifted by 200 ms.
Most neurons in both the IPS and PFC show a phasic response early after stimulus onset and late during the memory phase. Both the sample and the delay activity were thus analyzed in two windows of 400 ms (sample) and 450 ms (delay), respectively, to account for early and late responses. A two-way ANOVA (P Ͻ 0.01) was calculated separately for the numerosity and length protocol for each neuron. Factors were quantity (numerosities 1 to 4 or lines with lengths of 0.85, 1.7, 2.55, or 3.4°of visual angle, respectively) and stimulus type (standard or control).
Sharpness and strength of selectivity
We computed a selectivity-strength index (S st ) for each neuron by using the formula
where FR max is the maximum firing rate of the neuron (to the preferred stimulus) and FR min is the minimum firing rate of the neuron (in response to the least preferred stimulus). High values of this index (closer to 1) indicate stronger selectivity.
To assess the sharpness of the selectivity, we computed in addition a selectivity-sharpness index (S sh )
where FR median is the median value of the distribution of average firing rates of the neuron to the four quantities (numerosities and lengths, respectively) presented. This index thus takes into account the responses of the neuron to each of the four quantities, as opposed to the strength of selectivity index, which takes into account only the preferred and the least preferred of the stimuli. High values of the sharpness of selectivity index indicate sharper tuning for the preferred stimulus versus any of the other stimuli.
Time course of quantity selectivity
To assess the time course of the selectivity, a sliding-window receiver operating characteristic (ROC) analysis, derived from signal detection theory (Green and Swets 1966) , was used. It was performed separately for the numerosity and length protocols, respectively. Each selective neuron was tested individually, with only the response to preferred and least preferred quantities as ROC parameters.
Distribution of the discharge rates of the neuron for each presentation of the preferred quantity (real positives) was tested against distribution of the discharge rates of the same neuron for each trial in which the least preferred quantity was presented (false positives). The area under the ROC curve (AUC) thus obtained was used as a measure of the selectivity of the neuron for that quantity type. Values of 0.5 indicate chance-level discrimination between the stimuli (no selectivity), whereas values of 1 denote perfect classification.
To assess the time course of the quantity selectivity in the neuronal activity, we computed the AUC in a 50-ms window that was slid in 1-ms steps. The AUC values obtained were compared with the null distribution obtained by shuffling all trials, regardless of the condition, at a threshold of 99%. We thus assessed the selectivity profile of the neuronal activity beginning 500 ms prior to the sample onset (in the fixation period) and ended with the end of the delay period (coinciding with the test stimulus onset, when the monkeys were allowed to freely move their eyes). We performed this for each quantity-selective neuron.
We computed the mean AUC values for each recording area (IPS and PFC), each protocol period (sample phase and delay phase), and each stimulus type (numerosity and length) by averaging the AUC values obtained within the last 700 ms of the sample phase and the last 800 ms of the delay phase, respectively, for each individual neuron. We compared the distributions of the mean AUC values obtained for neurons discriminating numerosity versus length, during the sample versus the delay phase, and recorded within the IPS versus the PFC, and tested each of these distributions with t-tests.
We defined the latency of the selectivity for each neuron as the time (in milliseconds) after sample stimulus onset, but no later than 300 ms after stimulus onset, for which the ROC values of 20 consecutive windows (of 50 ms, slid by 1 ms) exceeded the 99% upper threshold of the null distribution obtained through Monte Carlo simulations on all trials and all conditions for each individual neuron separately.
R E S U L T S
Behavioral performance
We trained two monkeys in a delayed match-to-sample (DMS) task to discriminate continuous and discrete quantities in two protocols . In the "length protocol" (Fig. 1A) , the monkey had to discriminate the length of a line (continuous-spatial quantity), which could have one of four values. In the "numerosity protocol" (Fig. 1B) , the number of (one to four) items in multiple-dot displays (discrete-numerical quantity) was the relevant stimulus dimension. To ensure that the monkeys solved the task based on the relevant quantitative information (length or numerosity, respectively), other covarying features of the stimuli (i.e., the total area for the line stimuli, the total area, and thus also luminance and contrast, total circumference, the density, and the geometrical configuration for the numerosity stimuli) were controlled and the positions of the dots and lines were greatly varied (Nieder et al. 2002 ) (see METHODS for details).
During the initial behavioral training, the monkeys discriminated up to nine different line lengths in one session, demonstrating that they treated line lengths as a continuous dimension (see Fig. 2A in Tudusciuc and Nieder 2007) . For recording, however, we restricted the quantity dimensions to four lengths and numerosities 1 to 4, respectively, to obtain a sufficient number of trial repetitions for each stimulus condition. Both monkeys correctly solved 81-99% of the trials for both the length and the numerosity protocols (P Ͻ 0.001 compared with chance, binomial test), regardless of the controls used. cortex (LPFC) of two monkeys while they performed the DMS task. Neurons from the depth of the IPS and from the LPFC were recorded simultaneously to ensure identical task-performance conditions. The data were collected from the right hemisphere over 48 recording sessions for monkey M and from the left hemisphere over 25 recording sessions for monkey H. Figure 2 shows a detailed anatomical map of the recording sites, for each monkey and each area.
We tested the neurons' selectivity to the quantity stimuli with a two-factor ANOVA, which we applied separately for the sample and for the delay periods. To account for the phasic and/or sustained responses that many neurons showed after stimulus onset, we performed the analysis in two windows for each period (see METHODS). Neurons showing main effects of length (or numerosity, respectively), with no effect of protocol type (standard or control) or factor interaction, were defined as quantity-selective neurons (two-way ANOVA, P Ͻ 0.01). Many of the recorded neurons selectively increased their firing rates in response to the quantity stimuli we presented. Figure 3 shows two example neurons that were selective for quantity in the sample period (Fig.  3, A and B) and two others that were selective during the delay period (Fig. 3, C and D) . A small proportion of these neurons encoded one continuous and one discrete quantity.
Quantity selectivity (i.e., both length and numerosity selectivity together) was similar in both cortical areas. In the IPS, 104 of 400 neurons were quantity selective and 194 of 635 neurons in the PFC (26% in the IPS vs. 31% in the PFC, 2 test, P Ͼ 0.05). Comparable proportions of these neurons in the respective areas were selective during the sample period, when the monkey was presented with the relevant quantity stimulus, and during the delay period in which the monkeys had to keep quantity information in memory for subsequent comparison with the test stimulus [72 (69%) sample-selective neurons vs. 59 (57%) delay-selective neurons in IPS and for the PFC 120 (62%) sample-selective neurons vs. 131 (68%) delay-selective ones, 2 test, P Ͼ 0.05]. In the prefrontal populations, 109 of the 635 recorded cells (17% of the total sample) selectively increased their firing rates in response to line length. Of those, 67 neurons were selectively tuned to length during the sample period and 68 neurons during the delay period. The distribution of selective neurons over the two types of quantity stimuli for the prefrontal and the parietal populations is depicted in Fig. 4 . The proportion of IPS neurons encoding both lengths and numerosity during the sample phase (Fig. 4A ) was similar to that in the PFC (Fig. 4C) 
FIG. 3. Example neurons exhibiting selectivity for quantity.
A: parietal neuron tuned to the second longest line length, but not to numerosity in the sample phase. Left and right panels illustrate the discharge rates of the same neuron in the length and numerosity protocol, respectively. In the top panels, the neuronal responses are plotted as dot-raster histograms (each dot represents an action potential in response to the quantity, as illustrated by example stimuli to the left and is color-coded accordingly); corresponding averaged spike density functions are shown in the bottom panels (activity to a given quantity averaged over all trials and smoothed by a Gaussian kernel of width 150 ms). The first 500 ms represent the fixation period. The area between the 2 black vertical bars represents the sample stimulus presentation period; the following 1,000 ms indicate the delay phase. Colors correspond to the quantity dimensions. Inset: tuning functions for the firing rates of the neuron in response to line length and numerosity stimuli during the sample phase. B: parietal neuron tuned to numerosity 3 in the sample period, but not to any tested length. C: prefrontal neuron tuned to the 3rd length in the delay period. D: prefrontal neuron tuned to numerosity 2 in the delay phase. For B, C, and D the layout is the same as in A. The insets in C and D represent the tuning functions over the delay period.
(19% in the IPS vs. 26% in the PFC, 2 test, P Ͼ 0.05). The same was true for the delay period [20% for the IPS (Fig. 4B) vs. 21% for the PFC (Fig. 4D) , 2 test, P Ͼ 0.05]. Furthermore, similar proportions of neurons were tuned to each of the four presented quantities for each protocol, in sample and delay, for the IPS and the PFC populations (Fig. 5) .
To further investigate whether the IPS population exhibited a higher number of neurons that encode quantity in the sample period than that in the PFC, we compared the number of selective neurons in each of the two windows defined for the ANOVA analysis described earlier. The results, presented in Table 1 , show that there were indeed significantly more neurons tuned to quantity in the IPS during the early sample phase than in the PFC (76% IPS vs. 54% PFC, 2 test, P Ͻ 0.01), especially to the length stimuli (see Table 2 ).
The tuning functions for both length and numerosity peaked at the preferred quantity and showed a decrease in activity with increasing distance from it. Thus our data support a labeled- line code for continuous quantities in the PFC, as well (Fig. 6,  A and B) . Previous studies already evidenced that this type of quantity codes is present in the IPS for continuous and discrete quantities and in the PFC for discrete quantities (Nieder and Miller 2004) . The shapes of the tuning functions obtained for neurons coding for continuous quantities were comparable to those obtained for numerosity encoding neurons (Fig. 6, C-F) , for sample as well as delay in the PFC as well.
Strength and sharpness of selectivity to quantities
We further investigated the quantity selectivity properties in the two neuronal populations by computing for each neuron individually a selectivity-strength index (S st ), measuring the strength of selectivity (see METHODS). This was done separately for the numerosity and the length stimuli. The results are depicted in Fig. 7 , A (for the IPS) and C (for the PFC). There was no significant difference between the index values for lengths versus numerosities in either area (IPS and PFC) and either period (sample and delay): IPS sample length S st ϭ 0.37, numerosity S st ϭ 0.39, Mann-Whitney U test, P Ͼ 0.05; IPS delay length S st ϭ 0.16, numerosity S st ϭ 0.18, P Ͼ 0.05; PFC sample length S st ϭ 0.53, numerosity S st ϭ 0.52, P Ͼ 0.05; PFC delay length S st ϭ 0.37, numerosity S st ϭ 0.41, P Ͼ 0.05. Therefore we pooled the index values for the two quantities and obtained distributions of index values for quantity in two areas (IPS and PFC) and two trial periods (sample and delay). For both the IPS (Fig. 7A ) and the PFC (Fig. 7C) , the index values in the sample period exceeded those in the delay period (IPS sample S st ϭ 0.38, IPS delay S st ϭ 0.17, Mann-Whitney U test, P Ͻ 0.05; PFC sample S st ϭ 0.53, PFC delay S st ϭ 0.39, Mann-Whitney U test, P Ͻ 0.05). Furthermore, the index values in the PFC exceeded those in the IPS, both during the sample (IPS S st ϭ 0.38, PFC S st ϭ 0.53, Mann-Whitney U test, P Ͻ 0.05) and during the delay period (IPS S st ϭ 0.17, PFC S st ϭ 0.39, Mann-Whitney U test, P Ͻ 0.05), indicating that PFC neurons encode quantities with more sensitivity and strength than the IPS population.
The strength of selectivity index uses only two of the four stimuli presented in each protocol: the preferred and the least preferred ones. Although this measure gives an accurate account of the power of the tested neuron to discriminate its preferred stimulus from the least preferred one (thus the strength of its selectivity for the preferred quantity), it fails to give a measure of how well the neuron can discriminate its preferred quantity from a group of other stimuli closely resembling the preferred stimulus. Therefore we computed a selectivity-sharpness index (S sh ) for quantifying the width of the selectivity curve (see METHODS) , taking into account the median firing rate of the neuron to all the four quantity stimuli presented. The average S sh is shown in Fig. 7 , B and D (for the IPS and PFC populations of selective neurons, respectively). We first compared the average index values for length versus numerosity selectivity and found no differences between them in either period or area: IPS sample length S sh ϭ 4.73, numerosity S sh ϭ 3.67, Mann-Whitney U test, P Ͼ 0.05; IPS delay length S sh ϭ 1.45, numerosity S sh ϭ 1.47, P Ͼ 0.05; PFC sample length S sh ϭ 2.02, numerosity S sh ϭ 2.29, P Ͼ 0.05; PFC delay length S sh ϭ 1.35, numerosity S sh ϭ 1.81, P Ͼ 0.05. Therefore we pooled the data (continuous and discrete quantities taken together) and compared the average index values across areas and trial periods.
The average selectivity-sharpness index (S sh ) values were higher for the sample period than those for the delay period, both in the IPS population (sample S sh ϭ 4.20, delay S sh ϭ 1.46, Mann-Whitney U test, P Ͻ 0.01) and in the PFC population (sample S sh ϭ 2.16, delay S sh ϭ 1.58, MannWhitney U test, P Ͻ 0.05)-i.e., the neurons are more sharply tuned to their preferred quantity during the sample phase and thus better discriminating their preferred quantity from other close quantities than during the delay phase.
For the IPS neurons, average S sh in the sample phase was significantly higher than that for PFC neurons (IPS S sh ϭ 4.20, PFC S sh ϭ 2.16, Mann-Whitney U test, P Ͻ 0.01). This indicates that IPS neurons can better discriminate their preferred quantity from the presented set of quantities than the PFC neurons. During the delay period, however, there was no difference between the two areas (IPS S sh ϭ 1.46, PFC S sh ϭ 1.58, Mann-Whitney U test, P Ͼ 0.05).
Time course of quantity discriminability
To further assess the differences in the firing properties of prefrontal versus parietal neurons engaged in the discrimination of quantities, we analyzed the temporal dynamics of the neurons' quantity discriminability by means of a sliding-window receiver operating characteristic (ROC) analysis and derived the area under the ROC curve (AUC). We included all quantity-selective neurons (ANOVA, P Ͻ 0.01; see METHODS). The results, as displayed in Fig. 8 , show the time course of the average selectivity for quantity over the IPS and PFC populations, for the numerosity and for the length stimuli separately. Sample-selective (Fig. 8, A and C) and delay-selective neurons (Fig. 8, B and D) were grouped together. (Note that some neurons were selective during both the sample and the delay period as well.)
The discriminability (i.e., AUC values) within a given area (IPS or PFC) or test phase (sample or delay) was similar for line and numerosity representations, respectively (t-test, P Ͼ 0.05); only in the delay phase, numerosity-selective neurons tended to show a higher AUC (P ϭ 0.05). Between areas, discriminability in the sample phase was considerably higher (0.57 mean AUC for length in the IPS vs. 0.51 in the PFC and 0.59 mean AUC for numerosity in the IPS vs. 0.52 in the PFC) for IPS neurons compared with PFC neurons (t-test, P Ͻ 0.05); interestingly, such a difference was not present in the delay period (P Ͼ 0.05).
To determine more temporal response characteristics, we computed the latency of the selectivity onset, as measured with the ROC sliding-window analysis, for each selective neuron. For statistical reasons, we determined the ROC values in windows of 50 ms and also performed Monte Carlo simulations with these parameters for all conditions to construct a null distribution for every neuron. (Neurons showing selectivity to both the length and the numerosity stimuli were excluded.) There was a significant difference in latency between the length-selective and the numerosityselective neurons, both in the IPS (length median latency 315 ms; numerosity median latency 198.5 ms, Mann-Whitney U test, P Ͻ 0.05) and in the PFC population (length median latency 122 ms; numerosity median latency 248 ms, Mann-Whitney U test, P Ͻ 0.05). When comparing the IPS population (length-selective and numerosity-selective neurons together) to the PFC population of sample-selective neurons, we found that the IPS neurons reached the selectivity criterion faster than did the PFC neurons (the latency of only 41 IPS and 51 PFC sample-selective neurons could be determined). The IPS median latency was 199.5 ms, whereas the PFC median latency reached 211 ms (MannWhitney U test, P Ͼ 0.01) (Fig. 9) . 
D I S C U S S I O N
We have simultaneously recorded single-unit activity in the prefrontal and parietal cortices of two monkeys while they were engaged in continuous (length) and discrete (numerosity) quantity discrimination. This enabled us to systematically analyze the similarities and differences in the coding dynamics of quantity-selective neurons in these two brain areas. The parietal and prefrontal neurons shared many properties in their activity in response to continuous and discrete quantity stimuli. However, subtle differences between these two areas hint toward specialized roles for each brain area in magnitude discrimination.
Continuous versus discrete quantity representations within IPS and PFC
The representation of length and numerosity was surprisingly similar within the IPS and PFC, even though different sets of neurons coded these quantities. First, the respective proportions of neurons coding length and numerosity were comparable in the IPS and the PFC. Second, both the selectivity-strength index (S st ) and the selectivity-sharpness index (S sh ) reached similar values for length and numerosity tuning curves. Third, there was no difference in discriminability (as measured by AUC values) of IPS and PFC neurons for line and numerosity representations.
Neurons coding either length or numerosity, or both, were anatomically intermingled in the PFC and the IPS. These results indicate that neurons coding spatial and numerical quantities are not grouped within a unique, well-defined anatomical location. Rather, such neurons are relatively distributed and within the PFC and along the IPS fundus. These data from macaques are in agreement with a recent functional imaging study proposing a distributed overlapping code for continuous quantity dimension in humans . They support the idea of the PFC and the IPS as two important poles of a broader network of areas involved in nonnumerical magnitude representation (Castelli et al. 2006; Fias et al. 2003; Kaufmann et al. 2005) and in temporal information representation (Onoe et al. 2001) .
Quantity coding between IPS and PFC
The neurons' quantity (length and numerosity together) coding properties across IPS and PFC showed many commonalities. For both the IPS and the PFC, the selectivity-strength index (S st ) values in the sample period exceeded those in the delay period. Similarly, the average selectivity-sharpness index (S sh ) values were higher for the sample period than for the delay period, both in the IPS population and in the PFC population.
However, pronounced differences between the IPS and PFC were also present. Early during the sample period, a higher FIG. 8. Average area under the receiver operating characteristic (ROC) curve (AUC) for the sliding-window ROC analysis. The mean AUC values for the length (in black) and numerosity (in gray) protocols computed in a sliding window (100 ms, step size 1 ms) from the beginning of the fixation period (time 0 on the x-axis) to the end of the delay period (the sample period starts at 500 ms and ends at 1,300 ms and is marked by the 2 vertical bars). The average over the sample-selective neurons (A and C) is plotted separately from the average over the delay-selective ones (B and D) . The parietal population data are depicted in A and B, whereas the prefrontal data are in C and D. FIG. 9. Comparison of the latency of discriminability for parietal and prefrontal neurons. The diagram depicts the cumulative distributions of latencies of the onset of quantity discriminability following onset of sample stimulus for all selective neurons for which latency could be determined according. Each curve represents the percentage of neurons (on the y-axis) with significant quantity discriminability at the given time (on the x-axis) after sample stimulus onset. The latency was defined as the time (in milliseconds) after sample stimulus onset, but no later than 350 ms after stimulus onset, for which the ROC values of 50 consecutive windows (of 50 ms, slid by 1 ms) exceeded the upper 99th percentile of the null distribution, as determined by Monte Carlo simulations (see METHODS). For some neurons, the latency could not be determined.
ratio of IPS neurons represented quantity. In addition, the average selectivity-sharpness index (S sh ) of IPS neurons in the sample phase was significantly higher than that for PFC neurons. The most pronounced difference was related to the discriminability between the best and least preferred quantities, as determined by the AUC values from the ROC analysis. Discriminability in the sample phase was much higher for IPS neurons, both for length and numerosity. In addition, IPS neurons dissociated the best and least preferred stimuli almost 40 ms earlier than PFC neurons. In other words, IPS neurons became quantity selective much earlier than did PFC neurons.
The finding that IPS neurons respond earlier to quantity is in agreement with a previous analysis of numerosity selectivity (Nieder and Miller 2004) . Both studies strongly indicated that the visual quantity might be first extracted in the IPS, then conveyed to the PFC. Together with the higher discriminability in the IPS during the sample period, it reflects a more active role of parietal neurons in extracting the quantity information from the visually presented stimulus. In the PFC, this activity might be expanded, enhanced, and held on-line in working memory for further decisional processes. The very similar response characteristics of IPS and PFC neurons during magnitude processing reflect anatomical and functional connections (Schwartz and Goldman-Rakic 1984) . Temporary inactivation of one region changes the response properties of neurons in the other (Chafee and Goldman-Rakic 2000; Quintana et al. 1989) , suggesting close functional interdependence between the two regions. This interdependence is not only seen during the encoding of the stimuli, but also by the comparable degree of delay activity in both areas. This indicates both the IPS and PFC as important nodes for the encoding and working memory of quantitative information (Fuster 1973 (Fuster , 1997 Goldman-Rakic 1995) . However, with the exception of the first appearance of quantity-related activity, the subsequent flow of information between these association cortices remains elusive. Recurrent connections between the IPS and the PFC (Barash 2003) prevent a precise determination of the respective contributions of each area by analyzing single-unit activity alone, although interesting insights could be obtained by recording the local field potentials as well, and by following the flow of information between the two areas.
Coding scheme for continuous and discrete quantities in the prefrontal cortex
In both the IPS and PFC, with respect to the line-length stimuli, our monkeys had to discriminate elicited peak-tuned tuning function to the preferred length-i.e., they showed a gradual decrease in firing rate with increasing distance to the preferred stimulus. The representational scheme for spatial quantity thus is a labeled-line code, consisting in populations of neurons tuned to specific magnitude values. A labeled-line code was also previously described for neurons representing numerosity in the IPS and PFC (Nieder and Merten 2007; Nieder and Miller 2003, 2004; Nieder et al. 2002) .
This result contrasts the "monotonic stimulus encoding" idea proposed by Romo and colleagues (Brody et al. 2003; Romo et al. 1999) , who found neurons in the PFC that discharged as an increasing or decreasing monotonic function of the magnitude of a vibrotactile stimulus; similar results were also obtained with visual stimuli, in a task that required the choice of the brighter of two stimuli varying in luminance (Constantinidis et al. 2001) . Moreover, Roitman et al. (2007) observed monotonic coding in most lateral intraparietal cortex neurons in monkeys implicitly representing numerosity (i.e., numerosity was informative for the monkeys, but they did not have to discriminate it). Our data recorded in monkeys explicitly judging set size, however, support a labeled-line code for both spatial and numerical quantities. The reasons for these discrepancies remain a subject for further investigations.
Interestingly, a labeled-line code for numerosity has also been suggested in the human cortex by a previous imaging study applying a functional magnetic resonance imaging adaptation protocol . Here, the tuning characteristics of a population of neurons can indirectly be read out by blood oxygenation level-dependent (BOLD) signal adaptation and recovery effects. The subjects were repeatedly presented with a set of dots displaying the same numerosity (e.g., 16 dots). This caused a gradual decrease in the BOLD signal, supposedly caused by numerosity-selective neurons getting "habituated." When deviant numerosities (e.g., 8 dots) were subsequently shown, a recovery from BOLD signal adaptation was observed. The authors then analyzed the level of recovery as a function of numerical distance between the habituation stimulus and the deviant stimulus and found that this function described an inverted Gaussian similar to the tuning functions of quantity-selective neurons we found for our stimuli. Based on our finding that spatial extent is also encoded by peak-tune tuning functions, we would predict that a very similar adaptation effect and subsequent read-out of the BOLD signal could be found for continuous quantities in the human cortex.
