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In this paper we compare light-front quantization and instant-time quantization both at the level
of operators and at the level of their Feynman diagram matrix elements. At the level of operators
light-front quantization and instant-time quantization lead to equal light-front time commutation (or
anticommutation) relations that appear to be quite different from equal instant-time commutation
(or anticommutation) relations. Despite this we show that at unequal times instant-time and light-
front commutation (or anticommutation) relations actually can be transformed into each other,
with it only being the restriction to equal times that makes the commutation (or anticommutation)
relations appear to be so different. While our results are valid for both bosons and fermions, for
fermions there are subtleties associated with tip of the light cone contributions that need to be
taken care of. At the level of Feynman diagrams we show for non-vacuum Feynman diagrams that
the pole terms in four-dimensional light-front Feynman diagrams reproduce the three-dimensional
light-front on-shell Hamiltonian Fock space formulation in which the light-front energy and light-
front momentum are on shell. However, because of circle at infinity contributions we show that
this equivalence fails for four-dimensional light-front vacuum tadpole diagrams. Then, and precisely
because of these circle at infinity contributions, we show that light-front vacuum tadpole diagrams
are not only nonzero, they are actually equal to instant-time vacuum tadpole diagrams. Light-front
vacuum diagrams are not correctly describable by the on-shell Hamiltonian formalism, and thus
not by the closely related infinite momentum frame prescription either. Thus for the light-front
vacuum sector we must use the off-shell Feynman formalism as it contains information that is not
accessible in the on-shell Hamiltonian Fock space approach. We show that light-front quantization
is intrinsically nonlocal, and that for fermions this nonlocality is present in Ward identities. One
can project fermion spinors into so-called good and bad components, and both of these components
contribute in Ward identities.
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I. INTRODUCTION
Since the original work of Dirac [1] there has been continuing interest in light-front (also known as “light-cone” or
“front-form”) quantization of quantum field theories. Comprehensive reviews can be found in [2–5]. The light-front
approach is based on three-dimensional Hamiltonian field theory quantized at fixed light-front time x+ = x0 + x3.
The rules for calculations for Light-Front Hamiltonian QCD for both perturbative and nonperturbative applications
are summarized in [6]. As is the case with the standard four-dimensional covariant Feynman Lagrangian theory,
the light-front formalism is Poincare´ invariant and causal. Observables in hadron physics such as form factors,
3structure functions, and distribution amplitudes are based on the nonperturbative light-front hadronic wave functions,
the eigenfunctions of the QCD Light-Front Hamiltonian [7, 8]. In the case of scattering amplitudes, the covariant
Feynman diagram approach and the Light-Front Hamiltonian approach give identical results. One can also replicate
the calculation rules for light-front x+-ordered perturbation theory using standard time-ordered perturbation theory
based on quantization at fixed time x0 (also known as “instant-time” or “instant-form” quantization) by choosing a
Lorentz frame where the observer moves at infinite momentum [9–12].
Two of the key conceptual questions that are raised by the light-front approach are whether or not light-front
quantization differs from instant-time quantization, and whether or not the full content of the light-front approach
is given by the on-shell Light-Front Hamiltonian formulation alone. In this paper we shall address both of these
questions. We shall show that the answer to the first question is that despite their seeming differences the two
quantization procedures are in fact equivalent and describe the same canonical quantization procedure; while the
answer to the second question is that in the non-vacuum sector the on-shell approach suffices, but in the vacuum
sector quantum field theory contains information that the on-shell approach cannot access.
In our discussion of these conceptual aspects of the light-front quantization program we provide both new results
and new derivations of results that have been reported before. We identify some key differences between instant-
time quantization (canonical commutators or anticommutators of quantum fields evaluated at a common x0) and
light-front quantization (common x+ = x0 + x3). Despite these differences, we in general show that if any two
directions of quantization can be related by a general coordinate transformation (the spacetime-dependent translation
x0 → x0 + x3 being a such a general coordinate transformation, and incidentally not being a Lorentz boost), then
the general coordinate invariance of unequal-time commutators or anticommutators of q-number fields entails that
from instant-time commutators one can construct light-front commutators and vice-versa. Consequently, light-front
quantization is a consequence of instant-time quantization and does not need to be independently postulated. By
the same token, the general coordinate invariance of both c-number Feynman diagrams and c-number path integrals
entails the equality to all orders of matrix elements of products of fields evaluated with either quantization procedure.
For bosonic fields this equality holds despite the fact that the instant-time and light-front canonical commutators have
very different light cone singularity structures. For fermions this equality holds despite the fact that time-ordered
products of fields and thus the differential equations obeyed by them in the instant-time and light-front formulations
have very different light cone singularity structures. Central to our analysis of Feynman diagrams will be a treatment
of Green’s functions in coordinate space, where these differences cause the x+ → 0 limit in the light-front case to be
singular in a way that the x0 → 0 limit in the instant-time case is not. These singularities are of relevance only in
vacuum tadpole graphs such as the one shown in Fig. 1 below, a graph that we construct as the x+ → 0 limit of an
unequal light-front time-ordered propagator. In instant-time quantization such vacuum tadpole graphs only receive
pole contributions in Feynman contours in the complex p0 plane (p0 being the conjugate of x
0). However, in the
light-front quantization case these vacuum tadpole graphs also receive contributions from circle at infinity terms in
Feynman contours in the complex p+ plane (p+ being the conjugate of x
+). Remarkably, rather than causing the
values of instant-time and light-front vacuum tadpole graphs to differ, as we had noted in [13], these circle at infinity
terms actually cause them to be the same.
Our intent in this paper is to develop light-front quantization via a first principles approach at the operator level so
that we can then compare and contrast the application of this approach to instant-time quantization and light-front
quantization. We shall thus follow a very general quantization procedure. While we shall work in flat spacetime
we have found it convenient to formulate everything using a general coordinate invariance approach. Thus starting
from an arbitrary general coordinate invariant action I =
∫
d4x(−g)1/2L that is a function of some generic field
χ(x), one constructs an automatically conserved energy momentum tensor by varying the action with respect to
a background metric as per Tµν = 2(−g)−1/2δI/δgµν , δ(−g)1/2 = − 12 (−g)1/2gµνδgµν . One then constructs flat
spacetime momentum generators Pµ =
∫
d3xTσµ, where σ could be x
0 or x+. If one wishes to quantize in some
specific coordinate direction σ, then for any action that depends on ∂σχ(x) one constructs a canonical conjugate
pi(x) = (−g)−1/2δI/δ∂σχ to the field χ(x). One then fixes the normalization of the [χ, pi] commutator at equal σ from
the requirement that the Pµ generate translations according to [Pµ, χ(x)] = −i∂µχ(x).
While these remarks are straightforward they actually require some clarification. Specifically, as we show below in
(2.1), the light-front action IS for a scalar field φ contains terms of the form
∫
d4x(−g)1/2[∂+φ∂−φ+ ∂−φ∂+φ] (here
∂− = ∂/∂x− where x− = x0 − x3). If the action is composed of quantum fields that do not necessarily commute
with one another, in constructing the canonical conjugate Π(x) = (−g)−1/2δIS/δ∂σφ we would either have to do the
functional variation from the left or from the right. But if we do it from one side alone, say from the left, we obtain
∂−φ from the ∂+φ∂−φ term, but we would have to commute through the ∂−φ term in order to vary the ∂−φ∂+φ
term, and thus pick up a [∂−φ, ∂+φ] commutator term. Since this commutator need not be a c-number we would be
unable to actually determine the canonical conjugate at all. Thus we must initially take the action to be classical,
construct the canonical conjugate first and only after doing so then quantize. However, while this would take care of
the canonical conjugate issue, it does not address ordering issues in the q-number energy-momentum tensor needed
4for [Pµ, φ(x)] = −i∂µφ(x), and we will have to deal with these issues below. While the construction of the canonical
conjugate is an issue for light-front quantization, it is not an issue in instant-time quantization since the analogous
term is
∫
d4x(−g)1/2[∂0φ∂0φ− ∂3φ∂3φ], and ∂0φ commutes with itself.
For the instant-time quantization of a free scalar field φ(x) with action
IS =
∫
d4x(−g)1/2 [ 12∂µφ∂µφ− 12m2φ2] , (1.1)
the canonical conjugate Π(x), the conserved energy-momentum tensor, and the equation of motion are given by
Π = ∂0φ, Tµν = ∂µφ∂νφ− gµν
[
1
2∂αφ∂
αφ− 12m2φ2
]
, [∂µ∂
µ +m2]φ = 0. (1.2)
From [Pµ, φ] = −i∂µφ the normalization of the equal x0 commutator [φ,Π] is given by
[φ(x0, x1, x2, x3), ∂0φ(x
0, y2, y2, y3] = iδ(x1 − y1)δ(x2 − y2)δ(x3 − y3), (1.3)
to fix the quantization of the theory.
To solve the equations of motion that would then ensue when one adds interactions to IS one defines a Green’s
function D(xµ, instant) that obeys a differential equation of the form[(
∂
∂x0
)2
−
(
∂
∂x1
)2
−
(
∂
∂x2
)2
−
(
∂
∂x3
)2
+m2
]
D(xµ, instant) = −δ4(x). (1.4)
With Feynman boundary conditions this Green’s function can be written in the instant-time case as
D(xµ, instant) =
1
(2pi)4
∫
dp0dp1dp2dp3
e−i(p0x
0+p1x
1+p2x
2+p3x
3)
(p0)2 − (p1)2 − (p2)2 − (p3)2 −m2 + i . (1.5)
Now there is an alternate procedure for finding solutions to (1.4). One introduces the time-ordered matrix element
−i〈Ω|T (0)[φ(x)φ(0)|Ω〉 = −i〈Ω|θ(x0)φ(x)φ(0)|Ω〉 − i〈Ω|θ(−x0)φ(0)φ(x)]|Ω〉 (T (0) denotes time ordering with respect
to x0), and from the equation of motion and canonical commutator one establishes that it obeys[(
∂
∂x0
)2
−
(
∂
∂x1
)2
−
(
∂
∂x2
)2
−
(
∂
∂x3
)2
+m2
]
[−i〈Ω|T (0)[φ(x)φ(0)]|Ω〉] = −δ4(x), (1.6)
i.e., that it obeys the Green’s function equation (1.4). We can thus identify D(xµ, instant) = −i〈Ω|T (0)[φ(x)φ(0)]|Ω〉.
While the Feynman representation of D(xµ, instant) in (1.5) is off the mass shell since (p0)
2 is not constrained to be
equal to (p1)
2 + (p2)
2 + (p3)
2 +m2, which it would be in φ = exp(ipµx
µ) solutions to (1.2), the pole term contribution
to (1.5) is on shell. In (1.5) we can close the p0 contour below the real p0 axis in the complex p0 plane when x
0 is
positive and can close above the real p0 axis when x
0 is negative, and in neither case do we get any circle at infinity
contribution because the eip0x
0
terms provides suppression. (While the (p0)
2 term in the denominator in (1.5) also
gives suppression on the circle at infinity, it would not be sufficient if we were to close below the p0 axis when x
0 < 0.)
Performing the contour integration then yields
D(xµ, instant,pole)
= − iθ(x
0)
(2pi)3
∫
dp1dp2dp3
e−i(Epx
0+p1x
1+p2x
2+p3x
3)
2Ep
− iθ(−x
0)
(2pi)3
∫
dp1dp2dp3
ei(Epx
0+p1x
1+p2x
2+p3x
3)
2Ep
, (1.7)
where Ep = +[(p1)
2 + (p2)
2 + (p3)
2 + m2]1/2, and where we have transformed (p1, p2, p3) to (−p1,−p2,−p3) in the
second integral.
The structure given in (1.7) can also be obtained by making an on-shell Fock expansion of φ of the form
φ(x0, ~x) =
∫
d3p
(2pi)3/2(2Ep)1/2
[a(~p) exp(−iEpt+ i~p · ~x) + a†(~p) exp(+iEpt− i~p · ~x)], (1.8)
where the normalization of the creation and annihilation operator algebra, viz.
[a(~p), a†(~p ′)] = δ3(~p− ~p ′), (1.9)
5is fixed from the normalization of the canonical commutator given in (1.3). Then on interpreting the vacuum
|Ω〉 that appears in (1.6) as the one that the a(~p) annihilate according to a(~p)|Ω〉 = 0, on inserting (1.8) into
−i〈Ω|T (0)[φ(x)φ(0)]|Ω〉 we find that (1.7) immediately follows.
In light-front quantization every one of these steps gets modified, and yet nonetheless the form that we eventually
obtain for the corresponding scalar field analog of (1.6) is the same as in the instant-time quantization case. That
this possible even in principle is because unlike the q-number fields themselves and their q-number algebras given in
(1.3) and (1.9), quantities such as the instant-time −i〈Ω|T (0)[φ(x)φ(0)]|Ω〉 or the light-front −i〈Ω|T (+)[φ(x)φ(0)]|Ω〉
(T (+) denotes time-ordering with respect to x+) are c-numbers, and c-numbers can transform into each other under
a general coordinate transformation (i.e., transforming time ordering in x0 to time ordering in x+), even though
q-numbers need not. To determine how these various relations are modified in the light-front case we shall follow
the sequence described above and begin by first identifying canonical conjugates and constructing the momentum
generators so as to determine the canonical commutators.
As we show below, for scalar fields we find that the canonical commutator as constructed by this procedure takes
the form
[φ(x+, x1, x2, x−), 2∂−φ(x+, y1, y2, y−)] = iδ(x1 − y1)δ(x2 − y2)δ(x− − y−), (1.10)
which can be integrated to
[φ(x+, x1, x2, x−), φ(x+, y1, y2, y−)] = − i
4
(x− − y−)δ(x1 − y1)δ(x2 − y2),
[φ(x+, x1, x2, x−), φ(x+, 0, 0, 0)] = − i
4
(x−)δ(x1)δ(x2), (1.11)
where (x) = θ(x)− θ(−x). In contrast, in instant-time quantization
[φ(x0, x1, x2, x3), φ(x0, 0, 0, 0)] = 0. (1.12)
As we see, the instant-time and light-front [φ, φ] commutators of q-number φ fields are radically different. However,
despite this quite marked difference at the operator level (the commutators cannot be transformed into each other
since one is zero and the other is not), as we show below, no such difference is encountered in matrix elements.
Moreover, for the commutator itself we can even say something without needing to take matrix elements at all.
Specifically, in the instant-time quantization of a free scalar field theory not only is the equal-time commutator of two q-
number scalar fields actually a c-number, so is the unequal-time instant-time (IT ) commutator i∆(IT ;x0, x1, x2, x3) =
[φ(x0, ~x), φ(0)], with, as described in detail below, it behaving on the light cone as
i∆(IT ;x0, x1, x2, x3) = − i
2pi
(x0)δ[(x0)2 − (x1)2 − (x2)2 − (x3)2]. (1.13)
Changing to light-front variables (i.e., just transforming the coordinates, but not changing the direction of quantiza-
tion) we obtain
i∆(IT ;x+, x1, x2, x−) = [φ(x+, x1, x2, x−), φ(0, 0, 0, 0)]
= − i
2pi
[ 12 (x
+ + x−)]δ[x+x− − (x1)2 − (x2)2]. (1.14)
By being an unequal-time commutator, i∆(IT ;x0, x1, x2, x3) is defined for all xµ. Thus we can evaluate it at x+ = 0,
and obtain
i∆(IT ; 0, x1, x2, x−) = [φ(0, x1, x2, x−), φ(0, 0, 0, 0)] = − i
2pi
( 12x
−)δ((x1)2 + (x2)2) = − i
4
(x−)δ(x1)δ(x2). (1.15)
We recognize the right-hand side of (1.15) as the right-hand side of (1.11), and thus we can identify
i∆(IT ; 0, x1, x2, x−) = i∆(LF ; 0, x1, x2, x−), (1.16)
where LF denotes light front and where i∆(LF ;x+, x1, x2, x−) = [φ(x+, x1, x2, x−), φ(0, 0, 0, 0)]. Thus, as noted in
[14–16], we establish the equivalence of the instant-time and light-front commutation relations in this particular case.
We thus see that despite the fact that the equal x0 instant-time [φ, φ] commutators and the equal x+ light-front
[φ, φ] commutators appear to be radically different, it is only the restriction to equal x0 or equal x+ that makes them
appear to be so. In this paper we shall extend this equivalence to fermions and gauge bosons and to time-ordered
combinations of field operators.
6Beyond commutators, in light-front quantization the Fock space expansion is given by
φ(x+, x1, x2, x−) =
2
(2pi)3/2
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
(4p−)1/2
[
e−i(F
2
px
+/4p−+p−x−+p1x1+p2x2)a(~p)
+ ei(F
2
px
+/4p−+p−x−+p1x1+p2x2)a†(~p)
]
, (1.17)
with F 2p = (p1)
2 + (p2)
2 + m2, and with [a(~p), a†(~p ′)] = (1/2)δ(p− − p′−)δ(p1 − p′1)δ(p2 − p′2) following from (1.10).
While (1.17) looks similar to the instant-time (1.8), there is one key difference. For instant-time quantization the
limit x0 → 0 can be taken without difficulty, but for the light-front case the limit x+ → 0 is singular since x+ appears
in the combination x+/p− and p− = 0 is included in the integration range. Thus one gets different answers depending
on which of x+ and p− one sets to zero first. That there is such an ambiguity is because on-shell light-front Fock
states obey 4p+p− − (p1)2 − (p2)2 −m2 = 0. Consequently p− = 0 corresponds to p+ = ∞, and with the conjugate
of p+ being x
+, p− = 0 corresponds to x+ = 0.
With the light-front form of the instant-time (1.5) being of the form
D(xµ, front) =
2
(2pi)4
∫
dp+dp1dp2dp−
e−i(p+x
++p1x
1+p2x
2+p−x−)
4p+p− − (p1)2 − (p2)2 −m2 + i , (1.18)
we see that poles in light-front Feynman diagrams are located at p+ = [(p1)
2 + (p2)
2 + m2]/4p−, and just like the
Fock space expansion, thus become undefined at p− = 0. As stressed in [11, 12, 17–23], handling so-called zero
mode p− = 0 singularities is one of the main challenges for light-front studies. The novelty of our current study
is in handling the p− = 0 region in a way that does not lead to singularities in the p− → 0 limit. Specifically, we
use an appropriate cut-off procedure or we rewrite Feynman diagram denominators using the exponential regulator
technique, viz. we set
∫∞
0
dα exp[iα(A + i)] = −1/iA, with the i term suppressing the α = ∞ contribution when
A is real. The exponential regulator technique is particularly well-suited to handling the p− = 0 region, since with
p− now being in an exponent rather than in a denominator the p− → 0 limit is no longer singular. On thus being
able to control the p− → 0 limit, we find that it is the contribution of the p− = 0 region that enables light-front
vacuum Feynman graphs to be both non-vanishing and equal to their instant-time counterparts. Moreover, since
p− = 0 entails that the energy p+ is given by p+ = ∞, in coordinate space this corresponds to the light-front time
being given by x+ = 0. In consequence, the limit x+ → 0 is singular, just as we had noted above. Singularities at
p− = 0 and at x+ = 0 are thus correlated, and in this paper we study their interplay. Our ability to handle p− = 0
singularities is because we have more control in a Feynman diagram than in an on-shell approach since a Feynman
diagram involves an off-shell contour. Difficulties in treating the p− = 0 region come about because one goes to the
pole straight away and reduces the four-dimensional Feynman integral to a three-dimensional one. By starting off
the mass shell we can delay (or, as we shall see below, even avoid) going to the complex p+ plane poles until after
we have controlled the p− = 0 region. Difficulties associated with the p− = 0 region are really difficulties associated
with the on-shell three-dimensional formalism, and can be handled without difficulty in an off-shell four-dimensional
formalism.
To provide further insight into the nature of the x+ → 0 limit, we note that before we set x+ = 0 the light-front
matrix element −i〈Ω|T (+)[φ(x)φ(0)]|Ω〉 does coincide with the solution to the light-front Green’s function equation[
4
(
∂
∂x+
)(
∂
∂x−
)
−
(
∂
∂x1
)2
−
(
∂
∂x2
)2
+m2
]
D(xµ, front) = −2δ(x+)δ(x1)δ(x2)δ(x−), (1.19)
and thus we can set
i〈Ω|T (+)[φ(x)φ(0)]|Ω〉 = D(xµ, front) = 2
(2pi)4
∫
dp+dp1dp2dp−
e−i(p+x
++p1x
1+p2x
2+p−x−)
4p+p− − (p1)2 − (p2)2 −m2 + i . (1.20)
As with the instant-time e−ip0x
0
case, the e−ip+x
+
term provides suppression of the circle at infinity, and as long as
x+ and x0 are non-zero, for both D(xµ, instant) and D(xµ, front) there are only pole contributions. In both of these
cases the on-shell pole terms correspond to the on-shell Fock space expansions. Since the light-front Fock expansion
corresponds to the Light-Front Hamiltonian approach, whenever x+ is non-zero we can thus justify the use of the
Light-Front Hamiltonian approach that is widely used in light-front studies (an approach that is not just on shell but
also only involves scattering processes where x+ is restricted to x+ > 0).
However, things are different when we set x+ to zero, since given the time-ordered −i〈Ω|T (+)[φ(x)φ(0)]|Ω〉 we can
set xµ = 0 and construct the vacuum tadpole graph as its xµ → 0 limit, to thus include the x+ → 0 limit. If we take
the xµ → 0 limit of
D(xµ) = −i〈Ω|[θ(τ)φ(x)φ(0) + θ(−τ)φ(0)φ(x)]|Ω〉 (1.21)
7where τ denotes x0 or x+, from (1.5) and (1.20) we obtain
D(xµ = 0, instant) =
1
(2pi)4
∫
dp0dp1dp2dp3
1
(p0)2 − (p1)2 − (p2)2 − (p3)2 −m2 + i ,
D(xµ = 0, front) =
2
(2pi)4
∫
dp+dp1dp2dp−
1
4p+p− − (p1)2 − (p2)2 −m2 + i , (1.22)
in the respective limits. In constructing the vacuum graphs as the limit in which we set xµ = 0 we see that both time
orderings contribute since
−i〈Ω|[θ(τ)φ(x)φ(0) + θ(−τ)φ(0)φ(x)]|Ω〉 → −i〈Ω|[θ(0+)φ(0)φ(0) + θ(0−)φ(0)φ(0)]|Ω〉 = −i〈Ω|φ(0)φ(0)|Ω〉, (1.23)
where, as we discuss in (14.4) below, we set θ(0) = 1/2. In this regard light-front vacuum graphs depart from the
standard Light-Front Hamiltonian approach, since that approach is designed for scattering processes that propagate
forward in time alone, to thus be restricted to x+ > 0. However in vacuum graphs the limits of both the x+ > 0 and
x+ < 0 components contribute. Vacuum graphs thus contain information that is not accessible in the Light-Front
Hamiltonian approach. Now as it stands D(xµ = 0, instant) and D(xµ = 0, front) as given in (1.22) must be equal to
each other since on any given Feynman contour each one is just a momentum transform of the other, with any given
complex plane p0 contour transforming into an associated complex plane p+ contour. However, there is still a central
difference between the two cases. With there being two powers of (p0)
2 in the denominator of D(xµ = 0, instant),
in closing the p0 contour the circle at infinity in the complex p0 plane is suppressed and only pole terms contribute.
However, there is only one power of p+ in the denominator of D(x
µ = 0, front) and thus the circle at infinity in
the complex p+ plane is not suppressed. Thus while one can equate D(x
µ = 0, instant) and D(xµ = 0, front) at
the off-shell four-dimensional level one cannot equate their on-shell pole contributions, with instant-time pole terms
corresponding not to light-front pole terms but to light-front pole plus light-front circle contributions combined. That
the pole terms could not coincide is because of the singularity associated with the x+/p− term in the light-front
Fock space expansion given in (1.17). With this singularity being entangled with the circle at infinity in the complex
p+ plane (as noted above, p− = 0 corresponds to p+ = ∞ in the Fock space expansion, and p+ = ∞ corresponds
to x+ = 0, just as needed for the tadpole graph), one of the key objectives of this paper will be in taking care of
this singularity so as to show explicitly that the p+ circle at infinity term does ensure that D(x
µ = 0, instant) and
D(xµ = 0, front) are indeed equal.
For fermions the light-front anticommutation and time-ordered product relations involve projected fermion states
called good and bad fermions. And while the anticommutation relation of two good fermions or that of a good
fermion and bad fermion are both well-behaved (see (4.13) and (4.23) below), the anticommutation relation of two
bad fermions (see (4.22) below) is very badly-behaved. Since no projected states appear in the instant-time case,
since all instant-time fermion anticommutators are well-behaved, and since projection operators are not invertible,
again light-front quantization appears to be quite different from instant-time quantization. Nonetheless, just as in
the scalar field case, by studying anticommutators at unequal x0 or unequal x+ we shall show that it is only the
restriction to equal x0 or equal x+ that causes the instant-time and light-front canonical anticommutators to appear
to be so different.
Moreover, while we can make the identification of i〈Ω|T (+)[φ(x)φ(0)]|Ω〉 with the momentum integral given in (1.20)
in the scalar field case, this is not the case for fermions. Rather, as we discuss below, for light-front fermions one has
−i〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉 = 2
∫
dp+dp−dp1dp2
[ e−i(p+x++p1x1+p2x2+p−x−)
γ+p+ + γ−p+ + γ1p1 + γ2p2 −m+ i
]
βα
+ i4γ
+
βαδ(x
+)(x−)δ(x1)δ(x2), (1.24)
with the light-front time-ordered product not being given solely as a momentum integral, but as a momentum integral
together with an additional light-cone singularity term. This additional singular term has no instant-time counterpart.
So again instant-time quantization and light-front quantization appear to differ. However, as we will show below,
this is not in fact the case, with the extra singular term actually decoupling in matrix elements. Some of our results
regarding the scalar field sector have already been reported in a short paper [13], and in this paper we generalize
those results to all orders, and to both the fermion and gauge boson sectors, again finding that in the vacuum sector
there are circle at infinity contributions to light-front vacuum sector diagrams.
Despite the equivalence that we establish in this paper between instant-time x0 = y0 and light-front x+ = y+
commutators and anticommutators, we should note that because this equivalence is between functions defined
at x0 = y0 and x+ = y+, it is actually a local one. However in order to define quantities such as momen-
tum generators one needs some global information as well, since even though Tµν is a local operator its inte-
gral over the spatial coordinates is global. Thus even though one can transform both Tµν and ∂µT
µν = 0
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grals. With the instant-time Hamiltonian being H(IT ) =
∫
dx1dx2dx3T 0 0, H(IT ) will be independent of x
0 if
Tµν vanishes at large x1, x2 and x3 (∂0
∫
dx1dx2dx3T 0 0 = −
∫
dx1dx2dx3∂iT
i
0 = −
∫
dSiT
i
0). Similarly, the
light-front H(LF ) = (1/2)
∫
dx1dx2dx−T++ will be independent of x
+ if Tµν vanishes at large x1, x2 and x−
((1/2)∂+
∫
dx1dx2dx−T++ = −(1/2)
∫
dx1dx2dx−∂iT i + = −(1/2)
∫
dSiT
i
+). In light–front coordinates vanishing
at large x3 is vanishing at large (x+ + x−)/2. Thus H(IT ) requires vanishing at large (x+ + x−)/2 while H(LF )
requires vanishing at large x−. Thus the two cases require asymptotic convergence in different directions, directions
that may not be compatible. In this sense then there is an intrinsic global difference between the instant-time and
light-front formulations, one that is not seen in the local commutation and anticommutation relations. I.e. the two
formulations are identical locally but not necessarily globally. For the purposes of this paper we shall assume that
boundary conditions are such that H(IT ) is independent of x0 and H(LF ) is independent of x+. Moreover, as
we will see in Sec. IV, even though the fermionic H(LF ) is composed of good fermions alone, the spatial surface
integral −(1/2) ∫ dx1dx2dx−∂iT i + also involves the bad fermions. Then, because the bad fermions are related to
the good fermions by the non-local integral constraint given in (4.16) below, to establish the x+ independence of
the fermionic light-front H(LF ) requires more convergence than is required to establish the x0 independence of the
fermionic instant-time H(IT ). No similar concerns arise for bosonic fields.
One of the conceptual questions raised by the light-front formulation is whether forward propagation in x+ is the
same as or different from forward propagation in x0. Thus in radioactive decay for instance one has to ask whether the
Rutherford instant-time N(x0) = e−Ax
0
formula might differ from its light-front N(x+) = e−Ax
+
analog, and if they
do differ from each other which one should one use. Even though these two formulae look to be different, we now show
that they are in fact the same. To compare them we introduce the proper time τ and rewrite the Rutherford formula
as N(τ) = e−Aτ . Now in instant-time coordinates we have τ2 = (x0)2 − (x3)2 − (x1)2 − (x2)2. Thus for timelike
τ2 > 0 and all xµ positive for simplicity we can make boosts in the x1 and x2 directions xi → (xi − vx0)/(1− v2)1/2,
and with x0 > xi (since τ2 > 0) we can bring x1 and x2 to zero. Also we can set x3 to zero by an x3 boost,
and then τ2 = (x0)2 and N(τ) = e−Ax
0
. To make contact with the light-front case we can make a substitution
x± = x0±x3, x0 = (x+ +x−)/2, x3 = (x+−x−)/2 to light-front coordinates, and note that this is just a substitution
not a transformation of the form x0 → x0 + x3. In light-front coordinates we have τ2 = x+x− − (x1)2 − (x2)2.
We now set x1 and x2 to zero as before. This now leaves τ2 = x+x−. We now make the previous x3 boost with
x3 → (x3−vx0)/(1−v2)1/2 to bring x3 to zero. With x3 = 0 we have x+ = x− and thus τ2 = (x+)2 and N(τ) = e−Ax+ .
Consequently, the Lorentz invariant N(τ) takes two forms, N(τ) = e−Ax
0
and N(τ) = e−Ax
+
, and they are equivalent.
Thus both instant-time observers and light-front observers see the same decay rate. For timelike intervals forward in
x+ is the same as forward in x0, with causality in x+ thus being the same as causality in x0. For completeness we
note that for events with τ2 < 0 we can bring x0 to zero via x0 → (x0 − vx3)/(1− v2)1/2 since x3 > x0 for spacelike
intervals. Then with x+ = −x− = x3 we have τ2 = −(x3)2−(x1)2−(x2)2 = −(x−)2−(x1)2−(x2)2, to again establish
equivalence.
Our paper is organized as follows. In Secs. II to VIII we compare equal instant-time and equal light-front time
quantization procedures, studying the nature of canonical conjugates and canonical commutation relations in scalar
field, fermion field, Abelian and non-Abelian gauge field, and graviton field theories. While our analysis will enable us
to obtain equal light-front time commutation relations that had previously been reported in the literature, for fermions
and gauge fields it will also enable us to obtain some that had not. These additional relations involve light-front time
derivatives of the fields and cannot be obtained by canonical quantization since these light-front time derivatives
are not canonical conjugate variables. In addition, in Sec. VIII we follow [15, 16] and show first how to construct
equal light-front time commutators and anticommutators starting from unequal-time instant-time commutators and
anticommutators, and then show how to construct equal-time instant-time commutators and anticommutators starting
from unequal-time light-front commutators and anticommutators. While this same analysis applies to gauge bosons,
in Secs. V and IX we present a gauge fixing procedure in which none of zero mode problems that occur in axial gauge
quantization are encountered. In Secs. IX to XVII we compare instant-time and light-front Green’s functions for both
non-vacuum and vacuum diagrams and show their equivalence, while also showing that the equivalence to both the on-
shell Hamiltonian Fock space prescription and the closely related infinite momentum frame prescription breaks down
in the light-front vacuum sector. In Sec. XVIII we present our conclusions. In an Appendix we present our general
notation, analyze good and bad fermion bilinears, and discuss their implications for Ward identities involving such
bilinears when symmetries are spontaneously broken. In particular we find that while one needs the anticommutator
of a good fermion with a bad fermion in order to establish the light-front axial-vector Ward identity, one does not
need the troublesome, badly-behaved anticommutator between two bad fermions.
9II. CONJUGATES AND NONLOCAL CONSTRAINTS
We introduce contravariant light-front variables x+ = x0 + x3, x− = x0 − x3, and quantize according to equal x+
(light-front formulation) rather than equal x0 (instant-time formulation). (We specify our notation and the structure
of coordinate derivatives in the Appendix.) In order to determine the form of canonical commutation relations we
first need to identify appropriate light-front canonical conjugates, and as we shall see, for scalars, vectors, or fermion
fields there are some substantive subtleties.
In field theory the conjugate of a field is the functional derivative of the action with respect to the relevant time
derivative of the field, and for such derivatives we only need to refer to the kinetic energy sector of a field theory if,
as is standard, the rest of the Lagrangian density is taken to be free of derivatives. For a Hermitian scalar field the
kinetic energy contribution to the action is of the form
IS =
∫
d4x(−g)1/2 12∂µφ∂µφ = 12
∫
dx+dx−dx1dx2 12 [∂+φ∂
+φ+ ∂−φ∂−φ+ ∂1φ∂1φ+ ∂2φ∂2φ]
=
∫
d4x(−g)1/2 12∂µφ∂µφ = 12
∫
dx+dx−dx1dx2 12 [2∂+φ∂−φ+ 2∂−φ∂+φ− ∂1φ∂1φ− ∂2φ∂2φ], (2.1)
where ∂+ = ∂φ/∂x
+, ∂− = ∂φ/∂x−, ∂+φ = 2∂−φ = 2∂φ/∂x−, ∂−φ = 2∂+φ = 2∂φ/∂x+, and where g is the
determinant of the light-front metric introduced in the Appendix. The second form for IS given in (2.1) shows that IS
is Hermitian. The light-front conjugate is thus (−g)−1/2δIS/δ∂+φ = ∂+φ = 2∂φ/∂x−. It is thus not a derivative of
the field with respect to the light-front time (i.e., not ∂φ/∂x+), and thus behaves quite differently than the conjugate
in the instant-time form, viz. ∂φ/∂x0. We will explore some implications of this distinction below, as it will lead to
nonlocal equal x+ light-front time commutators that are nonvanishing for all x−.
For gauge fields with Maxwell Lagrangian density L = −(1/4)FµνFµν , we have F+− = ∂+A− − ∂−A+ =
(1/2)(∂+A
+ − ∂−A−). Since there is no light-front time derivative of A−, the field A+ = g+−A− = A−/2 has
no canonical conjugate, though the field A+ = g+−A− = 2A− does. In the free Maxwell equation ∂νF νµ = 0 with
µ = + we have ∂νF
ν+ = 0, i.e., ∂−F−+ + ∂1F 1+ + ∂2F 2+ = 0, i.e.,
∂−(∂−A+ − ∂+A−) + ∂1(∂1A+ − ∂+A1) + ∂2(∂2A+ − ∂+A2) = 0. (2.2)
Thus in the A+ = 0 gauge we have ∂−∂+A− + ∂1∂+A1 + ∂2∂+A2 = 0, i.e.,
2∂−(∂−A− + ∂1A1 + ∂2A2) = 0, A− = − 1
(∂−)2
(
∂−(∂1A1 + ∂2A2)
)
,
A− = −
∫
dy−D2(x− − y−)∂−(∂1A1 + ∂2A2), (2.3)
where D2 = (∂−)−2 is an inverse propagator. We recognize (2.3) as a constraint condition that involves no time
derivative, and not only that, with D2 = (∂−)−2 being an inverse propagator, the constraint condition is even
nonlocal. Consequently, in the A+ = 0 gauge (a gauge that is commonly used in light-front studies of gauge theories)
the field A− that has no conjugate is not an independent dynamical field but a nonlocally constrained one, an issue
we shall explore in some detail below.
Comparison with the Coulomb gauge in QED is instructive. In the instant-time case we have F03 = ∂0A3 − ∂3A0.
Thus now it is A0 (and thus A
0) that has no conjugate. The zeroth component of the equations of motion is of the form
∂νF
ν0 = 0, i.e., ∂i(∂
iA0 − ∂0Ai) = 0. Thus in the Coulomb gauge where ∂iAi = 0 we have ∂i∂iA0 = 0, a constraint
condition that also involves no time derivatives. Consequently, the field A0 that has no conjugate is not an independent
dynamical field. The light-front A+ = 2A− = 0 gauge is thus the analog of the instant-time QED Coulomb gauge,
and just like Coulomb gauge QED, light-front quantization for gauge fields also has a nonlocal structure. As well as
study the A+ = 0 gauge, we shall also study gauge theories where the gauge freedom is characterized by gauge fixing
terms. In such a case we do not have the nonlocal constraints that occur in the A+ = 0 gauge.
For the Dirac Lagrangian density iψ¯γµ∂µψ, we find that in the instant-time case the conjugate of ψ is iψ¯γ
0 = iψ†.
In the light-front formulation it is iψ¯γ+ = iψ†γ0γ+, where γ+ = γ0 +γ3. As we discuss in detail below, the operators
Λ+ = (1/2)γ0γ+ and Λ− = (1/2)γ0γ− (γ− = γ0 − γ3) are projection operators on to what are known as the “good”
and “bad” fermions ψ(+) = Λ
+ψ and ψ(−) = Λ−ψ. We thus recognize the conjugate iψ¯γ+ of ψ as the good fermion
only. With Λ+ + Λ− = 1 we can write the light-front time derivative component iψ¯γ+∂+ψ of the Lagrangian density
entirely in terms of the good fermion as 2iψ¯(+)∂+ψ(+). The bad fermion thus has no canonical conjugate and is thus
not a dynamical field, with the canonical anticommutator being between the good fermions alone. We thus see that
for both fermions and gauge fields not all of the degrees of freedom are dynamical, with, as we discuss in more detail
below, the nondynamical ones obeying nonlocal constraint conditions.
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III. DETERMINING THE QUANTIZATION CONDITIONS FOR SCALAR FIELDS
To determine quantization conditions we require that the momentum operators generically effect [Pµ, φ] = −i∂µφ
for any quantum field, with the momentum generators themselves being constructed from the relevant field energy-
momentum tensors. While our procedure will enable us to obtain and provide insight into equal light-front time
commutation relations that had previously been reported in the literature, for fermions and gauge fields it will also
enable us to obtain some that had not. These additional relations involve ∂+ derivatives of the fields and cannot be
obtained by canonical quantization since these light-front time derivatives are not canonical conjugates.
For free scalar fields first, we can for the moment take them to be massless since that does not affect the kinetic
energy operator of relevance for constructing canonical conjugates, with the equation of motion and energy-momentum
tensor constructed from a scalar field action that has been covariantized then being given by
gαβ∂α∂βφ = 0, Tµν = ∂µφ∂νφ− gµν 12∂αφ∂αφ. (3.1)
From (3.1) it follows that ∂νT
µν = 0, and thus that ∂+T
+
+ = −∂−T−+ − ∂1T 1+ − ∂2T 2+. Since the Pµ momentum
generators have to transform as a covariant four vector, we construct them from T+µ as
Pµ =
1
2
∫
dx−dx1dx2T+µ(front), (3.2)
and they will obey ∂+Pµ = 0 if the fields in Tµν vanish sufficiently rapidly at spatial infinity, something we assume
to be the case. (The factor of one half can be obtained by transforming dx3 to dx− with dx0 held fixed, or from the
Jacobian as described in the Appendix.) We thus construct the momentum generators from
T++(front) =
1
2 [∂
+φ∂+φ− ∂−φ∂−φ− ∂1φ∂1φ− ∂2φ∂2φ],
T+−(front) = ∂
+φ∂−φ, T+1(front) = ∂
+φ∂1φ, T
+
2(front) = ∂
+φ∂2φ. (3.3)
However, since ∂+φ = g+µ∂µφ = 2∂−φ, ∂+φ = g+µ∂µφ = (1/2)∂−φ, we find that ∂+φ∂+φ − ∂−φ∂−φ = 0. Thus we
can replace (3.3) by
T++(front) =
1
2 [∂1φ∂1φ+ ∂2φ∂2φ],
T+−(front) = 2∂−φ∂−φ, T
+
1(front) = 2∂−φ∂1φ, T
+
2(front) = 2∂−φ∂2φ. (3.4)
As q-numbers both T+1(front) and T
+
2(front) have an ordering problem, since if ∂−φ and ∂iφ
do not commute (i = 1, 2), which turns out to actually be the case, neither T+1(front) nor
T+2(front) would be Hermitian. However we are actually interested in the integrated Pµ, and we
can integrate by parts in
∫
dy−dy1dy2∂−φ(x+, y1, y2, y−)∂iφ(x+, y1, y2, y−) and show that it is equal to∫
dy−dy1dy2∂iφ(x+, y1, y2, y−)∂−φ(x+, y1, y2, y−). Consequently there is no ordering issue for the Pµ and they are
Hermitian.
If we were to proceed canonically, since the conjugate of φ is 2∂−φ, we would set
[φ(x+, x1, x2, x−), ∂+φ(x+, y1, y2, y−)]
= [φ(x+, x1, x2, x−), 2∂−φ(x+, y1, y2, y−)] = iλδ(x1 − y1)δ(x2 − y2)δ(x− − y−), (3.5)
where λ is a coefficient that is to be determined from the normalization of the [Pµ, φ] = −i∂µφ condition. (In (3.5)
the ∂+ = 2∂/∂y− derivative acts on the y− coordinate.) However, (3.5) is not in the form of a standard commutator
since ∂+φ is equal to 2∂−φ and is thus not a light-front time derivative of φ. Since x− and y− are not equal in (3.5)
we can therefore integrate (3.5) with respect to ∂− to obtain (see e.g. [24, 25])
[φ(x+, x1, x2, x−), φ(x+, y1, y2, y−)] = − iλ
4
(x− − y−)δ(x1 − y1)δ(x2 − y2), (3.6)
where (x−− y−) = θ(x−− y−)− θ(−x−+ y−) is nonvanishing for any x−− y− no matter how large, in consequence
of which the [φ(x+, x1, x2, x−), φ(x+, y1, y2, y−)] commutator is nonlocal. Once the commutator of two φ fields is
nonzero, equal light-front time commutation relations are then quite different from equal instant-time commutation
relations where [φ(x0, x1, x2, x3), φ(x0, y1, y2, y3)] is zero. Nonetheless, as we show in Sec. VIII, this difference is only
an apparent one. In evaluating the [Pµ, φ] commutators in the following not just (3.5) but also (3.6) will be needed.
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Since the Pµ generators are taken to be light-front time independent, we shall evaluate them at the same x
+ as
that of the φ that appears in [Pµ, φ]. Thus evaluating for P+ at x
+ = y+, assuming enough asymptotic convergence
so that we can integrate by parts, and using the scalar field equation of motion yields
[P+, φ(x)] =
1
4
∫
dy−dy1dy2[∂1φ(y)∂1φ(y) + ∂2φ(y)∂2φ(y), φ(x)]
= −1
4
∫
dy−dy1dy2[φ(y)(∂1)2φ(y) + φ(y)(∂2)2φ(y), φ(x)]
= − iλ
8
∫
dy−dy1dy2(x− − y−)φ(y) ((∂1)2 + (∂2)2) δ(x1 − y1)δ(x2 − y2)
= − iλ
8
∫
dy−dy1dy2(x− − y−) ((∂1)2φ(y) + (∂2)2φ(y)) δ(x1 − y1)δ(x2 − y2)
= − iλ
2
∫
dy−dy1dy2(x− − y−)∂+∂−φ(y)δ(x1 − y1)δ(x2 − y2)
= −iλ
∫
dy−dy1dy2δ(x− − y−)∂+φ(y)δ(x1 − y1)δ(x2 − y2) = −iλ∂+φ(x). (3.7)
With [P+, φ] = −i∂+φ following when λ = 1, we thus confirm the generic form for the canonical commutator that is
given in (3.5).
Evaluating for P− and Pi (i = 1, 2) we obtain
[P−, φ(x)] =
∫
dy−dy1dy2[∂−φ(y)∂−φ(y), φ(x)]
= −iλ
∫
dy−dy1dy2∂−φ(y)δ(x− − y−)δ(x1 − y1)δ(x2 − y2) = −iλ∂−φ(x), (3.8)
[Pi, φ(x)] =
∫
dy−dy1dy2 [∂−φ(y)∂iφ(y)φ(x)− φ(x)∂−φ(y)∂iφ(y)]
=
∫
dy−dy1dy2
[
∂−φ(y) [∂iφ(y), φ(x)]− [φ(x), ∂−φ(y)] ∂iφ(y)
]
=
∫
dy−dy1dy2
[
∂iφ(y) [∂−φ(y), φ(x)]− [φ(x), ∂−φ(y)] ∂iφ(y)
]
= −iλ∂iφ(x). (3.9)
As we thus see, with λ = +1 we implement all four [Pµ, φ] = −i∂µφ, just as required. Finally, with λ = 1 (3.6) and
(3.5) become the scalar field theory equal light-front time commutation relations that date back to [26], viz.
[φ(x+, x1, x2, x−), φ(x+, y1, y2, y−)] = − i
4
(x− − y−)δ(x1 − y1)δ(x2 − y2),
[φ(x+, x1, x2, x−), 2∂−φ(x+, y1, y2, y−)] = iδ(x1 − y1)δ(x2 − y2)δ(x− − y−). (3.10)
The reason why the [φ(x), φ(y)] commutator given in (3.10) is able to be nonzero is because even though equal
light-front time commutators with x+ − y+ = 0 only take support at the tip of the light cone, that does not restrict
x− − y−. Thus if (x+ − y+)(x− − y−) − (x1 − y1)2 − (x2 − y2)2 = 0, then if x+ − y+, x1 − y1 and x2 − y2 are all
zero, we can be on the light cone with x−−y− not constrained at all. Now microcausality requires that the two point
light-front commutator 〈Ω|[φ(x), φ(y)]|Ω〉 vanish outside the light cone. Thus in general at x+ − y+ = 0 we can write
〈Ω|[φ(x), φ(y)]|Ω〉 = δ(x+ − y+)[A(x− − y−) +Bδ(x− − y−)]δ(x1 − y1)δ(x2 − y2), (3.11)
with arbitrary coefficients A and B and still not take support outside the light cone. Thus despite the fact that the
A(x− − y−) term is nonlocal, there is no violation of microcausality.
The structure given in (3.11) has an analog in momentum space. Solutions to the massless wave equation
gµν∂µ∂νφ = 4∂+∂−φ − (∂1)2φ − (∂2)2φ = 0 can be written as plane waves of the form exp(ik · x) = exp(ik+x+ +
ik−x− + ik1x1 + ik2x2), where
4k+k− − (k1)2 − (k2)2 = 0. (3.12)
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We can rewrite this as
4k+[Cδ(k+) + k−]− (k1)2 − (k2)2 = 0, 4k−[Dδ(k−) + k+]− (k1)2 − (k2)2 = 0, (3.13)
with the C or D terms then appearing in the propagator. Given the D term, we see that we will need to treat the
k− = 0 limit with care in the analysis we provide below.
Light-front causality even has an implication for the nonrelativistic Schro¨dinger equation. If written in instant-
time coordinates, viz. i∂tψ = Hψ, one then requires that wave functions vanish at asymptotic spatial coordinates
x1, x2, x3. However for a local but not necessarily stationary solution at t = 0 these asymptotic spatial points are
outside the forward light cone at t = 0 since for timelike intervals (x0)2 − (x1)2 − (x2)2 − (x3)2 is greater than zero.
There is of course no violation of causality since one can derive the Schro¨dinger equation as the low energy limit
of a relativistically causal Bethe-Salpeter equation. It is just that causality is not manifest. However, in light-front
coordinates timelike intervals obey x+x− − (x1)2 − (x2)2 > 0, and one can be in the forward light cone of x+ with
small x+ and large enough x−, with causality now being manifest.
IV. GOOD AND BAD FERMIONS
For fermions light-front quantization is somewhat different than for scalar field light-front quantization. The free
Dirac action is of the form
ID =
1
2
∫
d4xψ¯(iγµ∂µ −m)ψ + H. c.
= 14
∫
dx+dx−dx1dx2ψ†[γ0(iγ+∂+ + iγ−∂− + iγ1∂1 + iγ2∂2 −m)]ψ + H. c., (4.1)
where γ± = γ0 ± γ3 and H. c. denotes Hermitian conjugate. (On general grounds [27] one should add on the CPT
conjugate rather than the Hermitian conjugate, but they coincide here.) With this action the canonical conjugate
of ψ is iψ†γ0γ+. In the construction of the light-front fermion sector we find a rather sharp distinction with the
instant-time fermion sector. Specifically, unlike γ0 and γ3, which obey (γ0)2 = 1, (γ3)2 = −1, the quantities γ+ and
γ− obey (γ+)2 = 0, (γ−)2 = 0, to thus both be non-invertible divisors of zero. In terms of these γ+ and γ− we
introduce projection operators
Λ+ = 12γ
0γ+ = 12 [1 + γ
0γ3], Λ− = 12γ
0γ− = 12 [1− γ0γ3], (4.2)
which obey
Λ+ + Λ− = I, (Λ+)2 = Λ+ = [Λ+]†, (Λ−)2 = Λ− = [Λ−]†, Λ+Λ− = 0. (4.3)
We identify so-called good and bad fermions ψ(+) = Λ
+ψ, ψ(−) = Λ−ψ (we clarify this designation below), and thus
identify the conjugate of ψ as the good fermion 2iψ†(+), where ψ
†
(+) = [ψ
†](+) = ψ†Λ+ = [Λ+ψ]† = [ψ(+)]†. These
good and bad fermion fields have no instant-time analog, and in fact could not have since the Λ+ and Λ− projection
operators are not invertible.
Since the 2iψ†(+) conjugate is a good fermion, in the canonical anticommutator of ψ with its conjugate only
the good component of ψ will contribute since Λ+Λ− = 0, and guided by the structure of the scalar field
[φ(x+, x1, x2, x−), 2∂−φ(x+, y1, y2, y−)] commutator given in (3.10) we thus anticipate that the canonical equal light-
front time fermion field anticommutator will be of the form{
ψ†(+)(x
+, x1, x2, x−), ψ(+)(x+, y1, y2, y−)
}
= κΛ+δ(x− − y−)δ(x1 − y1)δ(x2 − y2), (4.4)
where κ is a constant. Through use of the relation [Pµ, ψ(+)] = −i∂µψ(+) we will confirm (4.4) while determining the
value of the constant κ. On the right-hand side of (4.4) we have introduced a factor Λ+, since with the left-hand side
of (4.4) being proportional to (Λ+)2 = Λ+, the right-hand side must be proportional to Λ+ too.
Given the Dirac action ID, the fermionic energy-momentum tensor as defined via variation with respect to the
metric of an ID that has been covariantized is given by the automatically symmetric (see e.g. [28])
Tµν =
i
4 ψ¯γµ∂νψ − i4∂νψ¯γµψ + i4 ψ¯γν∂µψ − i4∂µψ¯γνψ. (4.5)
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With the fermion field obeying (iγµ∂µ−m)ψ = 0, the energy momentum tensor obeys ∂µTµν = 0, ∂νTµν = 0, though
we note that it is only because of the fact that Tµν is symmetric that both of these conservation conditions hold.
Rather than use (4.5) as is, (4.5) can be simplified by noting that the quantity
Bαµν = ψ¯[γα(γµγν − γνγµ) + (γµγν − γνγµ)γα]ψ (4.6)
is antisymmetric on all pairs of its three indices, and for fermions that obey the Dirac equation its derivative is given
by
∂αB
αµν = −4ψ¯γµ∂νψ + 4∂νψ¯γµψ + 4ψ¯γν∂µψ − 4∂µψ¯γνψ. (4.7)
Because of the antisymmetry of Bαµν in its α, µ indices a second derivative of (4.7) gives ∂µ∂αB
αµν = 0. And because
of this very same asymmetry it follows that when µ = + the integral
∫
dy−dy1dy2∂αBα+ν =
∫
dy−dy1dy2∂iBi+ν is
an asymptotic surface term. Consequently, if the fermion fields are such that this asymptotic surface term vanishes
(this being a constraint on the behavior of both good and bad fermions as they both contribute to Bi+ν), then for
evaluating the spatial integrals of T+µ we can replace (4.5) by
Tµν =
i
4 ψ¯γµ∂νψ − i4∂νψ¯γµψ + i4 ψ¯γν∂µψ − i4∂µψ¯γνψ − i16∂αBαµν = i2 ψ¯γµ∂νψ − i2∂νψ¯γµψ. (4.8)
We recognize the latter form for Tµν as being that of the canonical energy-momentum tensor, and even though it
is not symmetric it gives the same Pµ generators as the symmetric Tµν of (4.5), and thus we shall use (4.8) in the
following. (While we see that we can proceed from the metric-based (4.5) to the canonical (4.8), we note in passing
that there is an in principle difference, namely while we need to use the Dirac equation in order to establish (4.8), we
do not need the fermions to go on shell in order to establish (4.5) as the variation of (4.1) with respect to the metric
is made without regard to any variation with respect the fermions.)
To determine the appropriate light-front momentum generators we replace the instant-time T
(0)
µ by (∂x
+/∂x0)T
(0)
µ =
T
(+)
µ . On recalling that Λ
+ = 12γ
0γ+ is a projector, we have
T+µ(front) = iψ
†
(+)∂µψ − i∂µψ†(+)ψ = iψ†(+)∂µψ(+) − i∂µψ†(+)ψ(+),
Pµ =
1
2
∫
dy−dy1dy2
[
iψ†(+)(y)∂µψ(+)(y)− i∂µψ†(+)(y)ψ(+)(y)
]
, (4.9)
and thus see that the fermionic momentum generators are composed of good fermions alone. For µ = −, 1, 2 we can
integrate the second term in (4.9) by parts, with the second term then being equal to the first term. We cannot
do this for µ = +. However, for the free Dirac equation the charge 12
∫
dy−dy1dy2ψ¯γ+ψ =
∫
dy−dy1dy2ψ†(+)ψ(+) is
conserved. Thus we can set
∫
dy−dy1dy2[∂+ψ
†
(+)ψ(+) +ψ
†
(+)∂+ψ(+)] = 0. For all four components of Pµ then we have
Pµ =
∫
dy−dy1dy2iψ†(+)(y)∂µψ(+)(y). (4.10)
Given (4.4) we obtain
[Pµ, ψ(+)(x)] = i
∫
dy−dy1dy2
(
ψ†(+)(y)∂µψ(+)(y)ψ(+)(x)− ψ(+)(x)ψ†(+)(y)∂µψ(+)(y)
)
= i
∫
dy−dy1dy2
(
− ψ†(+)(y)ψ(+)(x)∂µψ(+)(y)− ψ(+)(x)ψ†(+)(y)∂µψ(+)(y)
+ ψ†(+)(y)ψ(+)(x)∂µψ(+)(y) + ψ
†
(+)(y)∂µψ(+)(y)ψ(+)(x)
)
= −iκΛ+∂µψ(+)(x) + i
∫
dy−dy1dy2ψ†(+)(y)
{
∂µψ(+)(y), ψ(+)(x)
}
= −iκ∂µψ(+)(x) + i
∫
dy−dy1dy2ψ†(+)(y)
{
∂µψ(+)(y), ψ(+)(x)
}
. (4.11)
For the µ = −, 1, 2 components of [Pµ, ψ(+)(x)] we can integrate by parts and obtain
[Pµ, ψ(+)(x)]
∣∣∣
µ=−,1,2
= −iκ∂µψ(+)(x)
∣∣∣
µ=−,1,2
− i
∫
dy−dy1dy2∂µψ
†
(+)(y)
{
ψ(+)(y), ψ(+)(x)
}∣∣∣
µ=−,1,2
. (4.12)
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To then eliminate the integral in (4.12) we need to set
{
ψ(+)(x), ψ(+)(y)
}
= 0 at x+ = y+. (We could not instead
take
{
ψ(+)(x), ψ(+)(y)
}
to be equal to δ(x−− y−)δ(x1− y1)δ(x2− y2) or equal to the (x−− y−)δ(x1− y1)δ(x2− y2)
form found in the scalar field case). For the µ = + term we cannot integrate by parts in (4.11) and must thus set{
ψ(+)(x), ∂+ψ(+)(y)
}
= 0, a relation that had not previously been anticipated in the literature since ∂+ψ(+)(y) is not
a light-front canonical conjugate. Then, with κ = 1 we recover [Pµ, ψ(+)(x)] = −i∂µψ(+)(x) for all µ.
Finally then, the light-front fermion sector anticommutation relations take the form{
ψ†(+)(x
+, x1, x2, x−), ψ(+)(x+, y1, y2, y−)
}
= Λ+δ(x− − y−)δ(x1 − y1)δ(x2 − y2),{
ψ(+)(x
+, x1, x2, x−), ψ(+)(x+, y1, y2, y−)
}
= 0,{
ψ†(+)(x
+, x1, x2, x−), ψ†(+)(x
+, y1, y2, y−)
}
= 0,{
ψ(+)(x
+, x1, x2, x−), ∂+ψ(+)(x+, y1, y2, y−)
}
= 0, (4.13)
with the first of these relations dating back to [29]. Since the last of the anticommutation relations in (4.13)
involves a ∂+ derivative it could not be obtained by applying the ∂+ derivative to any of the other an-
ticommutator relations in (4.13) since all the fields in those anticommutator relations are at the same x+.
This last anticommutator relation is thus independent of the others and has independent validity. (Tak-
ing the ∂+ derivative of
{
ψ(+)(x
+, x1, x2, x−), ψ(+)(x+, y1, y2, y−)
}
= 0 allows one only to conclude that{
ψ(+)(x
+, x1, x2, x−), ∂+ψ(+)(x+, y1, y2, y−)
}
is an odd function of x− − y−, of x1 − y1, and of x2 − y2.) We provide
a complementary derivation of this last anticommutation relation in Sec. VIII.
As constructed, these anticommutation relations are initially somewhat puzzling since in instant-time quantization
the anticommutator
{
ψ†, ψ
}
= δ3 involves all four of the degrees of freedom of the Dirac spinor. And if we insert
Λ+ + Λ− = 1 into
{
ψ†, ψ
}
= δ3, rather than obtain an instant-time analog of (4.13) we would instead obtain{
ψ†(+), ψ(+)
}
+
{
ψ†(−), ψ(−)
}
= δ3, and thus on multiplying this relation by Λ+ and on multiplying it by Λ− would
obtain the
{
ψ†(+), ψ(+)
}
= Λ+δ3,
{
ψ†(−), ψ(−)
}
= Λ−δ3 relations, but with all fields evaluated at equal x0. Thus we
might (erroneously) anticipate that if we do obtain the
{
ψ†(+), ψ(+)
}
= Λ+δ3 relation as evaluated at equal x+, we
should equally obtain the
{
ψ†(−), ψ(−)
}
= Λ−δ3 relation as evaluated at equal x+ as well. We have described this
anticipation as erroneous, since as we show in Sec. VII one cannot in fact transform any equal x0 commutator or
anticommutator into any equal x+ one in the first place, so that the equal x+
{
ψ†(+), ψ(+)
}
= Λ+δ3 relation itself
does not in fact follow from the equal x0
{
ψ†, ψ
}
= δ3 relation to begin with. (We elaborate further on this point in
Sec. VIII below, where we show that the equal x+
{
ψ†(+), ψ(+)
}
= Λ+δ3 relation actually follows not from the equal
x0 instant-time
{
ψ†, ψ
}
anticommutation relation at all, but from its unequal-time generalization.)
Nonetheless, even though we do not need to anticipate the existence of an equal x+
{
ψ†(−), ψ(−)
}
= Λ−δ3 relation
for the bad fermion, we do need to see what does happen in the bad fermion sector. To this end we manipulate the
Dirac equation [i(γ+∂+ + γ
−∂− + γ1∂1 + γ2∂2)−m]ψ = 0. We first multiply on the left by γ0 to obtain
2i∂+ψ(+) + 2i∂−ψ(−) + iγ0(γ1∂1 + γ2∂2)ψ −mγ0ψ = 0. (4.14)
Next we multiply (4.14) by Λ− and also multiply it by Λ+ to obtain
2i∂−ψ(−) = [−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(+),
2i∂+ψ(+) = [−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(−). (4.15)
Since the ∂−ψ(−) equation contains no time derivatives, ψ(−) is thus a constrained variable, consistent with it having
no conjugate. Since it is a constrained variable it does not appear in any fundamental anticommutation relation,
though as we show in (4.22) and (4.23) below, we can use (4.13) and (4.15) to construct equal x+
{
ψ†(−), ψ(−)
}
,{
ψ†(−), ψ(+)
}
=
{
ψ†(+), ψ(−)
}†
anticommutators. Through the use of the inverse propagator D1 = (∂−)−1 = [θ(x−)−
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θ(−x−)]/2 = (x−)/2 we can rewrite the ∂−ψ(−) equation in (4.15) as
ψ(−)(x+, x1, x2, x−) =
1
4i
∫
du−(x− − u−)[−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(+)(x+, x1, x2, u−),
[ψ(−)]† =
i
4
∫
du−(x− − u−)[i∂1[ψ(+)]†γ0γ1 + i∂2[ψ(+)]†γ0γ2 +m[ψ(+)]†γ0], (4.16)
and recognize ψ(−) as obeying a nonlocal condition. It is because ψ(−) obeys such a nonlocal constraint (one that is
interaction dependent when interactions are involved) that it is known as a bad fermion.
Noting that Pµ as given in (4.9) contains no gamma matrices except those that are contained in the Λ
+ projector
used to construct ψ(+) and ψ
†
(+), we thus obtain
[Pµ, ψ(−)(x)] = 0, (4.17)
with ψ(−) only indirectly acquiring a time dependence through the time dependence of ψ(+) in the ∂−ψ(−) con-
straint equation given in (4.15). (The quantity that is built out of bad fermions is 12
∫
dy−dy1dy2T−µ(front) =
i
∫
dy−dy1dy2ψ†(−)∂µψ(−), but it is not related to a momentum generator.)
With ψ(−) not appearing in Pµ =
∫
dy−dy1dy2T+µ(front)/2 it would appear that ψ(−) only plays a mi-
nor role with the dynamics being encoded in ψ(+) alone. However, the bad fermion does appear various key
places. In order to show that the Pµ momentum generators actually are independent of x
+ one requires
the quantity ∂+
∫
dy−dy1dy2T+µ(front)/2 = −
∫
dy−dy1dy2[∂−T−µ(front) + ∂1T
1
µ(front) + ∂2T
2
µ(front)]/2 =
asymptotic surface term to vanish. With the bad fermions appearing in ∂−T−µ(front) + ∂1T
1
µ(front) + ∂2T
2
µ(front),
they thus influence the behavior of the asymptotic surface term. The bad fermions also appear in the fermion
mass term ψ¯ψ = [ψ(+)]
†γ0ψ(−) + [ψ(−)]†γ0ψ(+). And though this mass term does not appear in the fermionic
Tµν = ψ¯γµ∂νψ/2− ∂νψ¯γµψ/2, in Sec. IX we show that the bad fermion is needed for both light-front fermionic path
integrals and light-front fermionic time-ordered products. And in the Appendix we show that ψ(−) does play a quite
central role in the structure of both fermion vector and fermion axial vector currents and in their Ward identities.
Finally, combining the two equations in (4.15) gives
2i∂+ψ(+) = [−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(−) = 1
2i∂−
(−(∂1)2 − (∂2)2 +m2)ψ(+),
2i∂−ψ(−) = [−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(+) = 1
2i∂−
(−(∂1)2 − (∂2)2 +m2)ψ(−), (4.18)
to thus recover the Klein-Gordon equation for each of ψ(+) and ψ(−)
[4∂+∂− − (∂1)2 − (∂2)2 +m2]ψ(+) = 0,
[4∂+∂− − (∂1)2 − (∂2)2 +m2]ψ(−) = 0, (4.19)
equations that involve no mixing between them.
For completeness we note that given (4.15) and (4.13) we can also determine an equal light-front time anticommu-
tator for the bad fermions. Noting that[
−iγ0γ1 ∂
∂x1
− iγ0γ2 ∂
∂x2
+ γ0m
]
µα
Λ+αβ
[
iγ0γ1
∂
∂y1
+ iγ0γ2
∂
∂x2
+ γ0m
]
βν
= Λ−µν
[
∂
∂x1
∂
∂y1
+
∂
∂x2
∂
∂y2
+m2
]
, (4.20)
we obtain { ∂
∂x−
ψ(−)µ (x
+, x1, x2, x−),
∂
∂y−
[ψ†(−)]ν(x
+, y1, y2, y−)
}
=
1
4
Λ−µν
[
∂
∂x1
∂
∂y1
+
∂
∂x2
∂
∂y2
+m2
]
δ(x− − y−)δ(x1 − y1)δ(x2 − y2)
=
1
4
Λ−µν
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
δ(x− − y−)δ(x1 − y1)δ(x2 − y2). (4.21)
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Consequently we obtain{
ψ(−)µ (x
+, x1, x2, x−), [ψ†(−)]ν(x
+, y1, y2, y−)
}
=
1
16
Λ−µν
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
] ∫
du−(x− − u−)
∫
dv−(y− − v−)δ(u− − v−)δ(x1 − y1)δ(x2 − y2)
=
1
16
Λ−µν
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
] ∫
du−(x− − u−)(y− − u−)δ(x1 − y1)δ(x2 − y2). (4.22)
For completeness we note that we can also derive the
{
ψ
(+)
µ (x+, x1, x2, x−), [ψ†(−)]ν(x
+, y1, y2, y−)
}
and its Hermi-
tian conjugate by this same procedure, and obtain{
[ψ(+)]ν(x), [ψ
†
(−)]σ(y)
}
=
{
[ψ(+)]ν(x
+, x1, x2, x−), i4
∫
du−(y− − u−)[iγ0(γ1∂y1 + γ2∂y2 ) +mγ0]τσ[ψ†(+)]τ (x+, y1, y2, u−)
}
= i4
∫
du−(y− − u−)Λ+ντ [iγ0(γ1∂y1 + γ2∂y2 ) +mγ0]τσδ(x− − u−)δ(x1 − y1)δ(x2 − y2)
= i8(y
− − x−)[i(γ−γ1∂y1 + γ−γ2∂y2 ) +mγ−]νσδ(x1 − y1)δ(x2 − y2)
= i8(x
− − y−)[i(γ−γ1∂x1 + γ−γ2∂x2 )−mγ−]νσδ(x1 − y1)δ(x2 − y2), (4.23)
where ∂y1 denotes ∂/∂y
1, etc. As we see, the equal x+ bad fermion sector
{
ψ
(−)
µ (x+, x1, x2, x−), [ψ†(−)]ν(x
+, y1, y2, y−)
}
anticommutator is non-vanishing, with its nonlocal nature being apparent. In Sec. VIII we will show that we can
obtain (4.21), (4.22) and (4.23) as well as the relations in (4.13) starting from the unequal x0 instant-time
{
ψ†, ψ
}
anticommutation relation.
V. GAUGE FIELDS
A. Quantization of Abelian Gauge Fields in the A+ = 0 Gauge
For gauge fields we write the Maxwell Lagrangian density L = − 14FµνFµν in light-front form, to obtain
FµνF
µν = −8(∂+A− − ∂−A+)2 + 2(∂1A2 − ∂2A1)2
− 4(∂+A1 − ∂1A+)(∂−A1 − ∂1A−)− 4(∂−A1 − ∂1A−)(∂+A1 − ∂1A+)
− 4(∂+A2 − ∂2A+)(∂−A2 − ∂2A−)− 4(∂−A2 − ∂2A−)(∂+A2 − ∂2A+), (5.1)
with the Maxwell equations ∂νF
µν = 0 taking the form
[4∂+∂− − (∂1)2 − (∂2)2]A+ − ∂+[2∂−A+ + 2∂+A− − ∂1A1 − ∂2A2] = 0,
[4∂+∂− − (∂1)2 − (∂2)2]A− − ∂−[2∂−A+ + 2∂+A− − ∂1A1 − ∂2A2] = 0,
[4∂+∂− − (∂1)2 − (∂2)2]A1 − ∂1[2∂−A+ + 2∂+A− − ∂1A1 − ∂2A2] = 0,
[4∂+∂− − (∂1)2 − (∂2)2]A2 − ∂2[2∂−A+ + 2∂+A− − ∂1A1 − ∂2A2] = 0. (5.2)
With there being no light-front time derivative of A+ in (5.1), it does not have a canonical conjugate. For the
Maxwell Lagrangian density the respective conjugates of A−, A1 and A2 are
Π− =
∂L
∂(∂+A−)
= 4(∂+A− − ∂−A+) = (∂−A+ − ∂+A−),
Π1 =
∂L
∂(∂+A1)
= 2(∂−A1 − ∂1A−) = (−∂+A1 + ∂1A+),
Π2 =
∂L
∂(∂+A2)
= 2(∂−A2 − ∂2A−) = (−∂+A2 + ∂2A+). (5.3)
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In the commonly used A+ = 2A− = 0 gauge these conjugates respectively reduce to
Π− = −4∂−A+ = −∂+A−, Π1 = 2∂−A1 = −∂+A1, Π2 = 2∂−A2 = −∂+A2, (5.4)
while the Maxwell equations reduce to
[4∂+∂− − (∂1)2 − (∂2)2]A+ − ∂+[2∂−A+ − ∂1A1 − ∂2A2] = 0,
−∂−[2∂−A+ − ∂1A1 − ∂2A2] = 0,
[4∂+∂− − (∂1)2 − (∂2)2]A1 − ∂1[2∂−A+ − ∂1A1 − ∂2A2] = 0,
[4∂+∂− − (∂1)2 − (∂2)2]A2 − ∂2[2∂−A+ − ∂1A1 − ∂2A2] = 0. (5.5)
As we see, not only does A+ not have a conjugate, it obeys the constraint given as the second relation in (5.5), a
constraint that does not involve the light-front time derivative ∂+ at all. Thus only A1 and A2 are dynamical fields.
Given the canonical conjugates Π1 = 2∂−A1 and Π2 = 2∂−A2 we can construct canonical commutators, and as
with the scalar field, the commutators are at equal x+ and not at equal x−. Thus in analog to (3.5) and (3.6), we
take the gauge field canonical commutators in the A1, A2 sector to be of the form
[A1,Π
1] = [A1(x
+, x1, x2, x−), 2∂−A1(x+, y1, y2, y−)] = iσδ(x− − y−)δ(x1 − y1)δ(x2 − y2),
[A2,Π
2] = [A2(x
+, x1, x2, x−), 2∂−A2(x+, y1, y2, y−)] = iσδ(x− − y−)δ(x1 − y1)δ(x2 − y2),
[A1(x
+, x1, x2, x−), 2A1(x+, y1, y2, y−)] = − i2σ(x− − y−)δ(x1 − y1)δ(x2 − y2),
[A2(x
+, x1, x2, x−), 2A2(x+, y1, y2, y−)] = − i2σ(x− − y−)δ(x1 − y1)δ(x2 − y2), (5.6)
where σ is a numerical constant. We take all [A1, A2] type commutators to be zero.
To fix the momentum commutation relations we recall that by variation of the covariantized Maxwell action with
respect to the metric the gauge field energy-momentum tensor is given by
Tµν = −FµαF αν + 14gµνFαβFαβ . (5.7)
In the light-front P1 sector we can set
P1 =
1
2
∫
dy−dy1dy2T (+)1 = − 12
∫
dy−dy1dy2F+ αF
α
1 = − 12
∫
dy−dy1dy2(4F−+F1− − 2F−2F12)
=
∫
dy−dy1dy2[2∂−A+∂−A1 + ∂−A2(∂1A2 − ∂2A1)]. (5.8)
Then on integrating by parts, using the second relation in (5.5) and on integrating by parts again, we can rewrite P1
as
P1 =
∫
dy−dy1dy2[∂−A1∂1A1 + ∂−A2∂1A2]. (5.9)
Equally we have
P2 =
∫
dy−dy1dy2[∂−A1∂2A1 + ∂−A2∂2A2]. (5.10)
We can thus realize
[P1, A1(x)] =
∫
dy−dy1dy2
(
∂−A1(y)[∂1A1(y), A1(x)]− [A1(x), ∂−A1(y)]∂1A1(y)
)
= −
∫
dy−dy1dy2
(
∂1A1(y)[A1(x), ∂−A1(y)] + [A1(x), ∂−A1(y)]∂1A1(y)
)
= −iσ∂1A1(x). (5.11)
Thus we obtain
[P1, A1] = −i∂1A1, [P1, A2] = −i∂1A2, [P2, A1] = −i∂2A1, [P2, A2] = −i∂2A2, (5.12)
if we set σ = 1 in (5.6).
For the commutation relations involving P−, in the A+ = 0 gauge we directly obtain
T+− = 2∂−A1∂−A1 + 2∂−A2∂−A2. (5.13)
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Then with P− = 12
∫
dy−dy1dy2T+− and σ = 1, we obtain
[P−, A1] = −i∂−A1, [P−, A2] = −i∂−A2, (5.14)
just as required.
For the P+ sector we try to simplify T
+
+ by using the equations of motion given in (5.5) and integrating by parts
to eliminate the dependence on A+, so as to obtain∫
d3yF 2+− =
∫
d3y(∂−A+)2 = −
∫
d3yA+(∂
2
−A+) = − 12
∫
d3yA+(∂−∂1A1 + ∂−∂2A2)
= − 12
∫
d3y(∂−∂1A+A1 + ∂−∂2A+A2)
= − 14
∫
d3y
( (
4∂+∂−A1 − (∂2)2A1 + ∂1∂2A2
)
A1 +
(
4∂+∂−A2 − (∂1)2A2 + ∂2∂1A1
)
A2
)
=
∫
d3y
(
∂+A1∂−A1 + ∂+A2∂−A2 − 14F 212
)
,
1
2
∫
d3y[F−1, F+1] = 12
∫
d3y[∂−A1, ∂+A1 − ∂1A+] = 12
∫
d3y
(
[∂−A1, ∂+A1] + [A1, ∂−∂1A+]
)
= 12
∫
d3y
(
[∂−A1, ∂+A1] + 12 [A1, 4∂+∂−A1 − (∂2)2A1 + ∂1∂2A2]
)
= 12
∫
d3y
(
− ∂−A1∂+A1 + ∂+A1∂−A1 − 12 [∂2A1, ∂1A2]
)
,
1
2
∫
d3y[F−2, F+2] = 12
∫
d3y
(
− ∂−A2∂+A2 + ∂+A2∂−A2 − 12 [∂1A2, ∂2A1]
)
,
P+ =
1
2
∫
dy−dy1dy2T++ =
1
2
∫
dy−dy1dy2
(
− 4F−+F+− + 2F−1F+1 + 2F−2F+2 + 14FµνFµν
)
= 12
∫
dy−dy1dy2
(
2F 2+− + F−1F+1 + F−2F+2 − F+1F−1 − F+2F−2 + 12F 212
)
,
=
∫
dy−dy1dy2
(
3
2∂+A1∂−A1 − 12∂−A1∂+A1 + 32∂+A2∂−A2 − 12∂−A2∂+A2
)
. (5.15)
As we see, P+ as given in (5.15) nicely contains ∂+A1 and ∂+A2 just as we might want in order to establish that
[P+, A1] = −i∂+A1 and [P+, A2] = −i∂+A2. Unfortunately, we do not have any a priori expectation for the form of
equal light-front time commutators that involve the light-front time derivatives ∂+A1 and ∂+A2 since they are not
conjugate variables. Nonetheless, the theory is covariant and thus [P+, A1] = −i∂+A1 and [P+, A2] = −i∂+A2 must
hold.
To proceed we recall how we handled the [P+, ψ] commutator in the fermion case, namely we applied ∂+ to the
light-front time independent charge
∫
dy−dy1dy2ψ¯γ+ψ. Thus using integration by parts we evaluate∫
d3y
(
∂−A1∂+A1 − ∂+A1∂−A1
)
= ∂+
∫
d3y
(
∂−A1A1 −A1∂−A1
)
−
∫
d3y
(
∂+∂−A1A1 −A1∂+∂−A1
)
= − i2∂+
∫
d3yδ(y− = 0)δ(y1 = 0)δ(y2 = 0) +
∫
d3y
(
∂+A1∂−A1 − ∂−A1∂+A1
)
=
∫
d3y
(
∂+A1∂−A1 − ∂−A1∂+A1
)
, (5.16)
and likewise for A2, to thus obtain∫
dy−dy1dy2
(
∂+A1∂−A1 − ∂−A1∂+A1
)
= 0,
∫
dy−dy1dy2
(
∂+A2∂−A2 − ∂−A2∂+A2
)
= 0,
P+ =
∫
dy−dy1dy2
(
∂+A1∂−A1 + ∂+A2∂−A2
)
=
∫
dy−dy1dy2
(
∂−A1∂+A1 + ∂−A2∂+A2
)
. (5.17)
We note that (5.17) is of interest in its own right since P+ could have been subject to an ordering issue since for
q-numbers ∂−A1∂+A1 is not automatically equal to ∂+A1∂−A1. However their integrals are equal, and there is thus
no ordering issue for P+.
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Given (5.17) we obtain
[P+, A1(x)] =
∫
dy−dy1dy2
(
∂−A1(y)∂+A1(y)A1(x)−A1(x)∂−A1(y)∂+A1(y)
)
=
∫
dy−dy1dy2
(
∂+A1(y)∂−A1(y)A1(x)−A1(x)∂−A1(y)∂+A1(y)
)
=
∫
dy−dy1dy2
(
∂+A1(y)[∂−A1(y), A1(x)] + ∂+A1(y)A1(x)∂−A1(y)
− [A1(x), ∂−A1(y)]∂+A1(y)− ∂−A1(y)A1(x)∂+A1(y)
)
= −i∂+A1(x) +K, (5.18)
where we have used (5.6) with σ = 1, and where
K =
∫
dy−dy1dy2
[
∂+A1(y)A1(x)∂−A1(y)− ∂−A1(y)A1(x)∂+A1(y)
]
. (5.19)
The [P+, A1(x)] = −i∂+A1(x) relation required by covariance then follows if K = 0.
To determine the condition under which K is zero, on using (5.16) we rewrite (5.19) as
K =
∫
dy−dy1dy2
[
∂+A1(y)A1(x)∂−A1(y)− ∂−A1(y)∂+A1(y)A1(x)− ∂−A1(y)[A1(x), ∂+A1(y)]
]
=
∫
dy−dy1dy2
[
∂+A1(y)A1(x)∂−A1(y)− ∂+A1(y)∂−A1(y)A1(x)− ∂−A1(y)[A1(x), ∂+A1(y)]
]
=
∫
dy−dy1dy2
[ i
2
∂+A1(y)δ(x
− − y−)δ(x1 − y1)δ(x2 − y2)− ∂−A1(y)[A1(x), ∂+A1(y)]
]
. (5.20)
The vanishing of the integrand (or the integral) in the last line in (5.20) then enforces K = 0, with the vanishing of
the integrand thus requiring that the light-front time derivatives obey the previously unanticipated
i
2δ(x
− − y−)δ(x1 − y1)δ(x2 − y2)∂+A1(y) = ∂−A1(y)[A1(x), ∂+A1(y)],
i
2δ(x
− − y−)δ(x1 − y1)δ(x2 − y2)∂+A2(y) = ∂−A2(y)[A2(x), ∂+A2(y)] (5.21)
at equal light-front times, with the relations [P+, A1] = −i∂+A1 and analogously [P+, A2] = −i∂+A2 then following.
To complete the analysis, we also need to implement commutation relations that involve A+. However, we note
that all of the four T++, T
+
−, T
+
1, and T
+
2 can be written in a form that does not involve A+ at all. While this
confirms that A+ is not an independent degree of freedom, we still need to establish the Poincare commutators for
it. In order to determine the [Pµ, A+] commutators we must proceed as we did above with the bad fermion ψ(−), i.e.,
we must introduce the inverse operator D2 = (∂−)−2 and use the nonlocal constraint equation
A+ =
1
2(∂−)2
∂− (∂1A1 + ∂2A2) ,
A+(x
+, x1, x2, x−) = 12
∫
dy−D2(x− − y−)∂−
(
∂1A1(x
+, x1, x2, y−) + ∂2A2(x+, x1, x2, y−)
)
. (5.22)
Then since [Pµ, A1] = −i∂µA1, [Pµ, A2] = −i∂µA2, on integrating by parts for [P−, A1] and [P−, A2] we obtain
[Pµ, A+] = −i∂µA+. (5.23)
(The structure of (5.23) for A+ differs from the structure of (4.17) for ψ(−) because while both A+ and ψ(−) obey
constraint equations, only the one for ψ(−) involves a projection operator, and projectors are not invertible.) Since
we have now successfully obtained all the needed commutators, we thus establish that the field commutators given in
(5.6) are indeed the correct commutators for a gauge theory. And with σ = 1 they take the form:
[A1(x
+, x1, x2, x−), ∂−A1(x+, y1, y2, y−)] = i2δ(x
− − y−)δ(x1 − y1)δ(x2 − y2),
[A2(x
+, x1, x2, x−), ∂−A2(x+, y1, y2, y−)] = i2δ(x
− − y−)δ(x1 − y1)δ(x2 − y2),
[A1(x
+, x1, x2, x−), A1(x+, y1, y2, y−)] = − i4(x− − y−)δ(x1 − y1)δ(x2 − y2),
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[A2(x
+, x1, x2, x−), A2(x+, y1, y2, y−)] = − i4(x− − y−)δ(x1 − y1)δ(x2 − y2),
∂−A1(x+, y1, y2, y−)[A1(x+, x1, x2, x−), ∂+A1(x+, y1, y2, y−)]
= i2δ(x
− − y−)δ(x1 − y1)δ(x2 − y2)∂+A1(x+, x1, x2, x−),
∂−A2(x+, y1, y2, y−)[A2(x+, x1, x2, x−), ∂+A2(x+, y1, y2, y−)]
= i2δ(x
− − y−)δ(x1 − y1)δ(x2 − y2)∂+A2(x+, x1, x2, x−). (5.24)
In (5.24) we have included commutation relations that involve ∂+A1 and ∂+A2, relations that had not previously
been reported in the literature.
Having obtained the light-front commutation relations that appear in (5.24), it is instructive to compare them
with the analogous relations that one obtains in instant-time quantization. We discuss the field A1, and analogously
to the light-front A+ = 0 gauge we consider the instant-time A0 = 0 gauge. The instant-time conjugate to A1 is
given by Π1 = ∂L/∂(∂0A1) = −∂0A1 = ∂0A1. In the A0 = 0 gauge the relevant part of the instant-time T (0)1
for the [P1, A1] commutator is given by −∂0A2∂2A1 − ∂0A3∂3A1. Thus in P1 =
∫
d3yT
(0)
1 the relevant part is∫
d3y(∂0∂2A2 + ∂0∂3A3)A1. Now the Maxwell equations are of the form ∂νF
µν = ∂ν(∂
µAν − ∂νAµ) = 0. Thus for
µ = 0, A0 = 0 we obtain ∂0(∂1A1 + ∂2A2 + ∂3A3) = 0, with the relevant part of P1 then being −
∫
d3y∂0∂1A1A1 =∫
d3y∂0A1∂1A1. With equal instant-time commutator
[A1(x
0, x1, x2, x3), ∂0A1(x
0, y1, y2, y3)] = iδ(x1 − y1)δ(x2 − y2)δ(x3 − y3), (5.25)
we then obtain [P1, A1] = −i∂1A1.
Now we can rewrite the first commutator in (5.24) as
[A1(x
+, x1, x2, x−), ∂+A1(x+, y1, y2, y−)] = iδ(x− − y−)δ(x1 − y1)δ(x2 − y2),
[A1(x
+, x1, x2, x−), ∂+A1(x+, y1, y2, y−)] = −iδ(x− − y−)δ(x1 − y1)δ(x2 − y2), (5.26)
and can rewrite (5.25) as
[A1(x
0, x1, x2, x3), ∂0A1(x
0, y1, y2, y3)] = iδ(x1 − y1)δ(x2 − y2)δ(x3 − y3),
[A1(x
0, x1, x2, x3), ∂0A1(x0, y1, y2, y3)] = −iδ(x1 − y1)δ(x2 − y2)δ(x3 − y3). (5.27)
As we see, these latter two relations are analogous. And with g11 = −1 in both the light-front and instant-time cases
they generalize to
[Aµ(x
+, x1, x2, x−), ∂+Aν(x+, y1, y2, y−)] = −igµνδ(x− − y−)δ(x1 − y1)δ(x2 − y2),
[Aµ(x
0, x1, x2, x3), ∂0Aν(x
0, y1, y2, y3)] = −igµνδ(x1 − y1)δ(x2 − y2)δ(x3 − y3). (5.28)
Because of the non-covariance of the A0 = 0 and A+ = 0 gauge choices these relations do not hold for all µ, ν. In the
instant-time case they hold for µ, ν = 1, 2, 3, and for the light-front case they hold for µ, ν = 1, 2. As discussed below,
these relations can be made to hold for all µ, ν if instead of making a gauge choice one adds on a gauge fixing term
−(∂µAµ)2/2 to the Maxwell Lagrangian density.
With (5.28) being written in covariant notation we can now raise the ν index, and recalling that Π1 = −∂+A1,
Π1 = −∂0A1 in the respective light-front and instant-time cases we obtain
[Aµ(x
+, x1, x2, x−),Πν(x+, y1, y2, y−)] = iδνµδ(x
− − y−)δ(x1 − y1)δ(x2 − y2),
[Aµ(x
0, x1, x2, x3),Πν(x0, y1, y2, y3)] = iδνµδ(x
1 − y1)δ(x2 − y2)δ(x3 − y3). (5.29)
B. Quantization of Abelian Gauge Fields via Gauge Fixing
As well as quantizing in the A+ = 0 gauge we can instead use gauge fixing by taking the Abelian gauge field action
IG to be of the form
IG =
∫
d4x
[− 14FµνFµν − 12 (∂µAµ)2] = ∫ d4x [− 12∂νAµ∂νAµ] , (5.30)
where Aµ is an Abelian gauge field, where Fµν = ∂νAµ−∂µAν , and where we have dropped surface terms in establishing
the second form for IG given in (5.30). The presence in the first form for IG of the −χ2/2 term where χ = ∂µAµ
causes IG to be neither gauge invariant nor equal to the gauge invariant Maxwell action IM = − 14
∫
d4xFµνF
µν .
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Variation of the IG action with respect to Aµ yields an equation of motion of the form
∂ν∂
νAµ = 0. (5.31)
The utility of using (5.30) is that the various components of Aµ are decoupled from each other in the equation of
motion. Consequently, we can treat each component of Aµ as an independent degree of freedom, and apply the scalar
field analysis given above to each one of them. In this formulation (5.31) entails that ∂ν∂
νχ = 0. If one imposes
the subsidiary conditions χ(x0 = 0) = 0, ∂0χ(x
0 = 0) = 0 at the initial time x0 = 0, then since ∂ν∂
νχ = 0 is a
second-order derivative equation it follows that the non-gauge-invariant χ is zero at all times, and in the solution to
the equations of motion gauge invariance is then obtained.
To obtain the energy-momentum tensor we covariantize the action and construct Tµν = 2(−g)−1/2δIG/δgµν , viz.
Tµν = −∂µAα∂νAα + 12gµν∂βAα∂βAα, (5.32)
and using (5.31) can readily check that it obeys ∂νT
µν = 0. Given (5.32) we evaluate
T
(+)
1 = −2gασ∂−Aσ∂1Aα, T (+)2 = −2gασ∂−Aσ∂2Aα, T (+)− = −2gασ∂−Aσ∂−Aα,
T
(+)
+ = −2gασ∂−Aσ∂+Aα + 12∂βAα∂βAα. (5.33)
With the equation of motion given in (5.31) and Tµν as given in (5.32) both being diagonal in the Aµ indices, the
discussion follows the scalar field case for each component of Aµ. Thus with Pµ =
1
2
∫
dy−dy1dy2T+µ, we enforce
[Pµ, Aν ] = −i∂µAν if we set
[Aν(x
+, x1, x2, x−), ∂−Aµ(x+, y1, y2, y−)] = − i
2
gµνδ(x
1 − y1)δ(x2 − y2)δ(x− − y−),
[Aν(x
+, x1, x2, x−), ∂+Aµ(x+, y1, y2, y−)] = −igµνδ(x1 − y1)δ(x2 − y2)δ(x− − y−),
[Aν(x
+, x1, x2, x−),Πµ(x+, y1, y2, y−)] = iδµν δ(x
1 − y1)δ(x2 − y2)δ(x− − y−),
[Aν(x
+, x1, x2, x−), Aµ(x+, y1, y2, y−)] =
i
4
gµν(x
− − y−)δ(x1 − y1)δ(x2 − y2), (5.34)
where Πµ = −∂+Aµ, to thus define the light-front canonical commutators in the Abelian case. As
constructed, the second relation in (5.34) is the light-front analog of the instant-time commutator
[Aν(x
+, x1, x2, x−), ∂0Aµ(x+, y1, y2, y−)] = −igµνδ(x1 − y1)δ(x2 − y2)δ(x3 − y3) associated with the instant-time
quantization of (5.30) (see e.g. [30]).
C. Quantization of non-Abelian Gauge Fields via Gauge Fixing
In the non-Abelian Yang-Mills case one has a non-Abelian group with structure coefficients fabc. One defines a
tensor Gaµν = ∂νA
a
µ − ∂µAaν + gfabcAbνAcµ where g is the coupling constant. In analog to (5.30) one defines an action
(see e.g. [31])
IYM =
∫
d4x
[− 14GaµνGµνa − 12∂µAµa∂νAνa + ∂µc¯a∂µca + gfabeAµa∂µc¯bce] , (5.35)
where the ca and c¯a are two independent Faddeev-Popov ghost fields that one has to introduce in the non-Abelian
case, viz. spin zero Grassmann fields that are to be quantized with anticommutation relations. To ensure that the
action is Hermitian ca is taken to be Hermitian and c¯a is taken to be anti-Hermitian. Since the g-dependent terms in
IYM involve products of either three or four fields they can be treated as part of the interaction. The relevant part
of IYM for quantization, viz. the free part, is, following an integration by parts, thus of the form
IYM =
∫
d4x
[− 12∂νAaµ∂νAµa + ∂µc¯a∂µca] , (5.36)
and leads to equations of motion of the form
∂ν∂
νAaµ = 0, ∂µ∂
µca = 0. (5.37)
With both (5.36) and (5.37) being diagonal in both spacetime and group indices, the discussion thus parallels the
Abelian and scalar field cases, with Aaµ acting the same way as the Abelian Aµ, and ca acting the same way as φ (so
that the canonical conjugate of ca is ∂
+c¯a = 2∂−c¯a, and the canonical conjugate of c¯a is 2∂−ca). Thus we obtain
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[Aaν(x
+, x1, x2, x−), ∂−Abµ(x
+, y1, y2, y−)] = − i
2
gµνδ
abδ(x1 − y1)δ(x2 − y2)δ(x− − y−),
[Aaν(x
+, x1, x2, x−), Abµ(x
+, y1, y2, y−)] =
i
4
gµνδ
ab(x− − y−)δ(x1 − y1)δ(x2 − y2), (5.38)
{
ca(x
+, x1, x2, x−), 2∂−c¯b(x+, y1, y2, y−)
}
= iδabδ(x
1 − y1)δ(x2 − y2)δ(x− − y−),{
c¯a(x
+, x1, x2, x−), 2∂−cb(x+, y1, y2, y−)
}
= iδabδ(x
1 − y1)δ(x2 − y2)δ(x− − y−), (5.39)
to thus define the light-front canonical commutators in the non-Abelian case.
VI. GRAVITATIONAL FIELD
For gravity we can establish a similar pattern. For fluctuations around a flat ηµν background with fluctuation
metric ηµν+hµν , the source-free Einstein equations take the form [32] hµν = 0 in the harmonic gauge where ∂µhµν−
∂ν [ηαβh
αβ ]/2 = 0. Similarly, in the fourth-order derivative conformal gravity theory the fluctuations around flat take
the form [28] 2Kµν = 0 in the transverse gauge ∂µKµν = 0 where Kµν = hµν − ηµνηαβhαβ/4 is traceless. Since in
both the cases the fluctuation equation is diagonal in the (µ, ν) indices, we can treat each component independently.
For each component then light-front quantization follows the scalar field φ = 0 case with its characteristic (x−−y−)
structure. This is in analog to the use of gauge fixing in the Abelian and non-Abelian gauge theory cases since for
both of those cases the wave equations are also diagonal in the indices.
VII. GENERAL ASSESSMENT OF THE COMMUTATOR AND ANTICOMMUTATOR STRUCTURE
A. General Comments
In trying to assess the commutator and anticommutator structure that we have found, we note that in theories
where the canonical conjugate of a field behaves like ∂− = ∂/∂x− acting on the field rather than ∂+ = ∂/∂x+, the
equal light-front time commutation relations can be integrated with respect to x−, to thus lead to a dependence on
(x− − y−), a behavior found in both (3.10) for scalars and in (5.24), (5.34) and (5.38) for vectors. This occurs
because the Lagrangian is quadratic in derivatives. However, this does not occur for half-integral spinors since for
them the Lagrangian is only first order in derivatives. The need to involve (x−− y−) will thus be met in any integer
spin theory, including electromagnetism, non-Abelian Yang-Mills theories, and gravity. Finally, we note that while
the half-integer spin theory only needs standard delta function commutators as exhibited in (4.13), we see for spinors
and for vectors in the A+ = 0 gauge that in light-front quantization there will be constraints and only some of the
components of the fields will be dynamical. Moreover, we recall that in order to show that the momenta Pµ are
independent of the light-front time (viz. ∂+Pµ = 0), we need to show that the spatial surface terms generated in the∫
dx−dx1dx2 integrations on both sides of
1
2∂+
∫
dx−dx1dx2T+µ = − 12
∫
dx−dx1dx2
(
∂−T−µ + ∂1T
1
µ + ∂2T
2
µ
)
(7.1)
are convergent at infinity. However, since in the gauge field case A+ appears on the right-hand side of (7.1), and
since in the A+ = 0 gauge A+ obeys the nonlocal integral constraint given in (5.22) (whose use we took advantage of
in integrating by parts in order to eliminate it on the left-hand side of (7.1)), the light-front gauge fields need to be
more convergent at infinity than the instant-time case. (An analogous discussion of this issue from a slightly different
perspective may be found in [33].) A similar situation arises for fermions, with the bad ψ(−) fermion contributing to
the surface terms associated with the fermionic version of (7.1).
B. Transforming from Instant-time Coordinates to Light-front Coordinates
It is of interest to ask what happens to instant-time quantities when we transform to light-front coordinates. To
transform the coordinates it is immediately suggested to consider a Lorentz boost. Under a boost with velocity u in
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the 3-direction one has
x0′ =
x0 + ux3
(1− u2)1/2 , x
3′ =
x3 + ux0
(1− u2)1/2 , (7.2)
and thus
x+′ = x+
(1 + u)1/2
(1− u)1/2 , x
−′ = x−
(1− u)1/2
(1 + u)1/2
, x+′x−′ = x+x−. (7.3)
However, (7.3) shows that the light-front variables x+ and x− are invariant under the boost, and thus the instant-time
x0 and x3 cannot be boosted into them. Moreover, even if we approach u = 1 (the infinite momentum frame) in (7.2)
we still do not achieve the desired transformation. Specifically, on setting u = 1− 2/2 with  small we obtain
x0′ =
x+

, x3′ =
x+

, x+′ =
2x+

, x−′ =
x−
2
, (7.4)
and thus while x0 does now transform into x+, so does x3, with it not transforming into x−.
In order to find a transform that does convert instant-time coordinates into light-front coordinates, we note that
x0 → x0 + x3 and x3 → x3 − x0 are actually spacetime-dependent translations, not boosts. In classical mechanics
one makes these transformations on the coordinates themselves. In quantum mechanics the translation generators Pµ
act on the quantum fields and not on c-numbers and implement [Pµ, φ] = −i∂µφ. Since the momentum generators
mutually commute ([Pµ, Pν ] = 0), in the quantum case one can introduce a unitary operator
U(P0, P3) = exp(ix
3P0) exp(ix
0P3) (7.5)
that effects
Uφ(x0, x1, x2,−x3)U−1 = φ(x0 + x3, x1, x2, x0 − x3). (7.6)
To determine how U(P0, P3) acts on derivatives of φ such as ∂0φ we write U∂0φU
−1 as the limit  → 0 of U [φ(x0 +
)− φ(x0)]U−1/ = [φ(x0 + x3 + )− φ(x0 + x3)]/ = ∂+φ(x+), and thus obtain
U∂0φ(x
0, x1, x2,−x3)U−1 = ∂+φ(x0 + x3, x1, x2, x0 − x3). (7.7)
Given (7.6) and (7.7) we apply U(P0, P3) to the instant-time equal-time commutator, and with the quantum-
mechanical U(P0, P3) not affecting c-numbers such as delta functions of the coordinates, we obtain
U [φ(x0, x1, x2,−x3), ∂0φ(x0, y1, y2,−y3)]U−1 = Uiδ(x3 − y3)δ(x1 − y1)δ(x2 − y2)U−1
= [φ(x0 + x3, x1, x2, x0 − x3), ∂+(x0 + x3, y1, y2, x0 − y3)] = iδ(x3 − y3)δ(x1 − y1)δ(x2 − y2). (7.8)
However, since y0 = x0 at equal instant times, we can set x3 − y3 = x3 − x0 + y0 − y3 = y− − x−. Thus we obtain
[φ(x+, x1, x2, x−), ∂+φ(x+, y1, y2, y−)] = δ(x− − y−)δ(x1 − y1)δ(x2 − y2). (7.9)
As such, (7.9) represents the equal instant-time commutator as transformed to light-front coordinates. However, it
is not the equal light-front time commutator that we need for light-front quantization, viz. the one given in (3.5)
since that one involves ∂−φ and not ∂+φ. Thus (7.9) is not a light-front commutator, and instant-time commutators
therefore do not transform into light-front commutators (which of course could not be the case since instant-time [φ, φ]
type commutators are zero while the light-front ones are not). While in general commutation relations transform into
some other commutation relations under a unitary transformation, it is the canonical conjugates that do not transform
into each other, with equal instant-time quantization relations and equal light-front time quantization relations not
being unitarily equivalent.
In addition, we also note that an instant-time x0 > 0 forward in time Green’s function such as
−i〈ΩI |θ(x0)φ(x0, x1, x2,−x3)φ(0)|ΩI〉 as evaluated in an instant-time vacuum |ΩI〉 would transform under U(P0, P3)
into −i〈ΩI |θ(x0)U†Uφ(x0, x1, x2,−x3)U†Uφ(0))U†U |ΩI〉, i.e., into −i〈Ω′I |θ(x0)φ(x+, x1, x2, x−)φ(0)|Ω′I〉, where
|Ω′I〉 = U |ΩI〉. However this is not a light-front Green’s function as that would have to involve θ(x+), and the
c-number θ(x0) = θ[ 12 (x
+ + x−)] 6= θ(x+) is not affected by the quantum U(P0, P3). Additionally, because the
commutation relations, and thus their Fock space representations, are not unitarily equivalent, the light-front vac-
uum |ΩF 〉 is not given by |ΩF 〉 = U |ΩI〉, and one thus cannot relate −i〈ΩI |θ(x0)φ(x0, x1, x2,−x3)φ(0)|ΩI〉 and
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−i〈ΩF |θ(x+)φ(x+, x1, x2, x−)φ(0)|ΩF 〉 by a unitary transformation. Thus at that point it looks as though the instant-
time and light-front quantization formalisms are intrinsically different, and that they describe different theories. How-
ever, as we show starting in Sec. IX, despite this the two quantization procedures actually lead to the same values
for the Green’s functions. Moreover, at the operator level we note that while we cannot transform equal instant-time
commutation (and likewise anticommutation) relations into equal light-front time commutation relations, nonetheless
in Sec. VIII we show that unequal instant-time commutators actually can be transformed into equal light-front time
commutation relations. In consequence, the two canonical quantization procedures are equivalent, and one is thus
free to start with either.
VIII. TRANSFORMING FROM UNEQUAL-TIME INSTANT-TIME COMMUTATORS TO EQUAL
LIGHT-FRONT TIME COMMUTATORS AND VICE-VERSA
A. Scalar Field Case – Instant Time to Light Front
In instant-time quantization for a free scalar field one starts with an action
IS =
∫
dx0dx1dx2dx3
[
1
2∂µφ∂
µφ− 12m2φ2
]
=
∫
dx0dx1dx2dx3
[
1
2
(
(∂0φ)
2 − (∂1φ)2 − (∂2φ)2 − (∂3φ)2
)− 12m2φ2] , (8.1)
and one identifies a canonical conjugate δIS/δ∂0φ = ∂
0φ = ∂0φ (one can of course add on interaction terms to IS ,
but as long as they contain no derivatives they do not affect the identification of the canonical conjugate), and then
quantizes the theory according to the equal-time canonical commutation relation
[φ(x0, x1, x2, x3), ∂0φ(x
0, y1, y2, y3)] = iδ(x1 − y1)δ(x2 − y2)δ(x3 − y3),
[φ(x0, x1, x2, x3), φ(x0, y1, y2, y3)] = 0. (8.2)
In instant-time quantization one can use the equal-time commutation relation given in (8.2) and the wave equation
(∂µ∂
µ +m2)φ = 0 associated with IS to make an on-shell Fock space expansion of φ(x) of the form
φ(x0, ~x) =
∫
d3p
(2pi)3/2(2p)1/2
[a(~p)e−iEpx
0+i~p·~x + a†(~p)e+iEpx
0−i~p·~x], (8.3)
where Ep = (~p
2 +m2)1/2, and where the normalization of the creation and annihilation operator algebra, viz.
[a(~p), a†(~q)] = δ3(~p− ~q), (8.4)
is fixed from the normalization of the canonical commutator given in (8.2). Given (8.3) and (8.4) one can evaluate
the unequal-time instant-time (IT ) commutator between two free scalar fields, to obtain
i∆(IT ;x− y) = [φ(x0, x1, x2, x3), φ(y0, y1, y2, y3)]
=
∫
d3pd3q
(2pi)3(2Ep)1/2(2Eq)1/2
(
[a(~p), a†(~q)]e−ip·x+iq·y + [a†(~p), a(~q)]eip·x−iq·y
)
=
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp3
1
(2pi)32Ep
(
e−iEp(x
0−y0)+i~p·(~x−~y) − eiEp(x0−y0)−i~p·(~x−~y)
)
. (8.5)
We note that this unequal-time commutator is a c-number, and not a q-number. We can also check the va-
lidity of (8.5) by noting that for yµ 6= xµ i∆(IT ;x − y) obeys the second-order derivative equation [∂µ∂µ +
m2]i∆(IT ;x − y) = 0 since φ(x) obeys [∂µ∂µ + m2]φ(x) = 0. At x0 = y0 i∆(IT ;x − y) vanishes just as required
by [φ(x0, x1, x2, x3), φ(x0, y1, y2, y3)] = 0, while its ∂/∂y0 derivative obeys [φ(x
0, x1, x2, x3), ∂0φ(x
0, y1, y2, y3)] =
iδ(x1 − y1)δ(x2 − y2)δ(x3 − y3) at x0 = y0. Since the solution to any equation that is a second-order derivative in
x0 is uniquely specified once one has fixed the function and its first derivative at the initial time, the expression for
i∆(IT ;x− y) as given in (8.5) holds at all times, just as it should.
Despite its somewhat benign appearance (8.5) is actually a highly singular quantity. For (x−y)2 > 0 (8.5) evaluates
to (see [34], and also [35])
i∆(IT ; (x− y)2 > 0) = im
4pi
(x0 − y0)J1(m[(x− y)
2]1/2)
[(x− y)2]1/2 . (8.6)
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For (x− y)2 = 0 (8.5) evaluates to
i∆(IT ; (x− y)2 = 0) = − i
2pi
(x0 − y0)δ[(x− y)2]. (8.7)
For (x− y)2 < 0, i∆(IT ;x− y) obeys
i∆(IT ; (x− y)2 < 0) = 0, (8.8)
to thus vanish for spacelike separated points, just as it should since by microcausality the commutator does not
take support outside the light cone. Beyond having (x0 − y0) and δ[(x − y)2] singularities, ∆(IT ;x − y) also has
a discontinuity at (x − y)2 = 0, with ∆(IT ;x − y) becoming mass independent at (x − y)2 = 0 even though the
scalar field obeys a massive wave equation. (The mass independence of ∆(IT ; (x− y)2 = 0) is just as we would want
since the equal instant-time commutator given in (8.2) can be obtained from ∆(IT ;x − y), and (8.2) is both mass
independent and only takes support on the light cone).
In order to see how these various singularities come about we have found it convenient to go off shell and rewrite
∆(IT ;x− y) as a contour integral in a complex p0 plane. We thus set
i∆(IT ;x− y) = − 1
2pii
1
8pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp3
∮
dp0
×
[
θ(x0 − y0)e−ip·(x−y) − θ(−x0 + y0)eip·(x−y)
(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 + i +
θ(x0 − y0)eip·(x−y) − θ(−x0 + y0)e−ip·(x−y)
(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 − i
]
,
= − 1
2pii
1
8pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp3
∮
dp0(x
0 − y0)
×
[
e−ip·(x−y)
(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 + i +
eip·(x−y)
(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 − i
]
. (8.9)
In (8.9) the +i term is closed in the lower-half of the complex p0 plane and the −i term is closed in the upper-half
plane, so that the enclosed poles recover (8.5). With the θ(x0−y0) and θ(−x0+y0) factors that have been introduced
appearing where they do all circle at infinity contributions are suppressed, with the last line in (8.9) following via a
pµ → −pµ substitution in the eip(˙x−y) terms. However, with there being no circle at infinity suppression if x0−y0 = 0,
this contour integral representation of i∆(IT ;x− y) does not hold at x0 = y0, a point we return to below.
On rewriting the denominators in (8.9) in the α regulator form
∫
dαeiα(A+i) = −1/i(A+ i) and ∫ dαe−iα(A−i) =
1/i(A− i) where the i factors suppress the α =∞ contributions in both cases, i∆(IT ;x− y) can now be evaluated
as an ordinary integral on the real p0 axis, and with
∫∞
−∞ e
ia(x−b)2dx = (ipi/a)1/2 when b is real, i∆(IT ;x−y) is found
to be of the form
i∆(IT ;x− y) = − 1
2pii
1
8pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp3
∫ ∞
−∞
dp0
∫ ∞
0
dα(x0 − y0)
×
[
− ie−ip·(x−y)eiα[(p0)2−(p3)2−(p1)2−(p2)2−m2+i] + ieip·(x−y)e−iα[(p0)2−(p3)2−(p1)2−(p2)2−m2−i]
]
= − 1
2pii
1
8pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp3
∫ ∞
−∞
dp0
∫ ∞
0
dα(x0 − y0)
×
[
− ieiα[(p0−(x0−y0)/2α)2−(p3−(x3−y3)/2α)2−(p1−(x1−y1)/2α)2−(p2−(x2−y2)/2α)2−m2+i]e−i(x−y)2/4α
+ ie−iα[(p0−(x
0−y0)/2α)2−(p3−(x3−y3)/2α)2−(p1−(x1−y1)/2α)2−(p2−(x2−y2)/2α)2−m2−i]e+i(x−y)
2/4α
]
= − i
4pi2
(x0 − y0)
∫ ∞
0
dα
4α2
[
e−i(x−y)
2/4α−iαm2−α + ei(x−y)
2/4α+iαm2−α
]
, (8.10)
with the required (x0 − y0) singularity nicely emerging. With∫ ∞
0
dα
α2
ei(x−y)
2/4α+iαm2−α = − 2mpi
[(x− y)2]1/2 [J1(m[(x− y)
2]1/2) + iY1(m[(x− y)2]1/2)] (8.11)
when (x− y)2 > 0, (8.6) follows.
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At (x−y)2 = 0 we note that the leading divergence in (8.10) behaves as ∫ dα/α2 near α = 0, to thus have a leading
term that is both mass independent and singular (just as one would want of a δ[(x−y)2] term). To explicitly evaluate
(8.10) at (x− y)2 = 0 we have found it convenient to set β = 1/4α, to thus give
i∆(IT ;x− y) = − i
4pi2
(x0 − y0)
∫ ∞
0
dβ
[
e−iβ(x−y)
2−im2/4β−β + eiβ(x−y)
2+im2/4β−β
]
. (8.12)
Since the role of the i terms is to indicate how to close the contours in (8.9), we are able to replace −α = −/4β by
−β since β is positive everywhere in the integration range. Since at (x−y)2 = 0 the leading divergence is independent
of m2, we can set m2 = 0 in the β form for the integrals, to then find that at (x − y)2 = 0 we can integrate the β
integrals directly, to obtain the singular functions
i∆(IT ; (x− y)2 = 0) = − i
4pi2
(x0 − y0)
[
− i
(x− y)2 − i +
i
(x− y)2 + i
]
= − i
2pi
(x0 − y0)δ[(x− y)2], (8.13)
with the principal part of 1/[(x− y)2± i] = PP [1/(x− y)2]∓ ipiδ[(x− y)2] dropping out. Finally, since i∆(IT ;x− y)
vanishes when we set x0 = y0 in (8.9), by Lorentz invariance i∆(IT ; (x− y)2 < 0) vanishes for all spacelike separated
distances. We thus confirm (8.6), (8.7) and (8.8). While our off-shell complex contour integral derivation of (8.6),
(8.7) and (8.8) initially only applies to x0 6= y0, since i∆(IT ;x − y) and (x0 − y0) both vanish at x0 = y0, (8.6),
(8.7) and (8.8) actually hold at x0 = y0 as well. While this analysis of the behavior of i∆(IT ;x − y) at x0 = y0 is
straightforward and might even appear to be somewhat pedantic, in the light-front case that we discuss below we will
see that such an analysis is necessary.
Since the unequal-time i∆(IT ;x − y) is defined at all xµ and yµ, it is equally defined at equal light-front time
x+ = x0 + x3 = y0 + y3 = y+. Thus with x0 = (x+ + x−)/2, x3 = (x+ − x−)/2, y0 = (y+ + y−)/2, y3 = (y+ − y−)/2
we can set
(x− y)2 = (x0 − y0)2 − (x1 − y1)2 − (x2 − y2)2 − (x3 − y3)2 = (x+ − y+)(x− − y−)− (x1 − y1)2 − (x2 − y2)2.
(8.14)
We now note that at x+ = y+ the quantity (x− y)2 would be negative unless x1 − y1 = 0, x2 − y2 = 0. However, for
(x − y)2 < 0 the i∆(IT ;x − y) commutator vanishes. Thus at x+ = y+ the only point of relevance is (x − y)2 = 0,
and at (x− y)2 = 0 the i∆(IT ; (x− y)2 = 0) commutator is independent of the mass m of the scalar and is given by
the mass-independent (8.7). When written in light-front coordinates (8.7) takes the form
i∆(IT ; (x− y)2 = 0) = − i
2pi
[ 12 (x
+ + x− − y+ − y−)]δ[(x+ − y+)(x− − y−)− (x1 − y1)2 − (x2 − y2)2]. (8.15)
Since (x/2) = (x) for any x, at x+ = y+ (8.15) takes the form
i∆(IT ; (x− y)2 = 0)
∣∣∣
x+=y+
= − i
2pi
(x− − y−)δ[(x1 − y1)2 + (x2 − y2)2]. (8.16)
Then since δ(a2 + b2) = piδ(a)δ(b)/2 for any a and b, we can rewrite (8.16) as
i∆(IT ; (x− y)2 = 0)
∣∣∣
x+=y+
= [φ(x+, x1, x2, x−), φ(x+, y1, y2, y−)] = − i
4
(x− − y−)δ(x1 − y1)δ(x2 − y2).(8.17)
We recognize (8.17) as none other than the equal light-front time (1.11), with, as noted in [14–16], the scalar field equal
light-front time commutation relation (1.11) thus being derived starting from the unequal instant-time commutation
relation (8.5). Since the unequal-time instant-time commutation relation (8.5) itself follows solely from the equal-time
instant-time commutation relation (8.2) and the scalar field wave equation, we see that the equal light-front time
commutation relation (1.11) follows directly from the equal-time instant-time commutation relation (8.2) and does
not need to be independently postulated.
B. Scalar Field Case – Light Front to Instant Time
In the light-front case the scalar field canonical commutation relations are of the form
[φ(x+, x1, x2, x−), 2∂−φ(x+, y1, y2, y−)] = iδ(x1 − y1)δ(x2 − y2)δ(x− − y−),
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[φ(x+, x1, x2, x−), φ(x+, y1, y2, y−)] = − i
4
(x− − y−)δ(x1 − y1)δ(x2 − y2) (8.18)
given earlier, and the on-shell Fock expansion is of the form
φ(x+, x1, x2, x−) =
2
(2pi)3/2
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
(4p−)1/2
[
e−i(F
2
px
+/4p−+p−x−+p1x1+p2x2)a(~p)
+ ei(F
2
px
+/4p−+p−x−+p1x1+p2x2)a†(~p)
]
, (8.19)
where F 2p = (p1)
2 + (p2)
2 + m2, where the integration range for p− is only over p− ≥ 0, and where the light-front
[a(~p), a†(~p ′)] commutator is normalized to
[a(~p), a†(~p ′)] = 12δ(p− − p′−)δ(p1 − p′1)δ(p2 − p′2), (8.20)
as fixed via the normalization of the equal light-front time canonical commutator given in (8.18). Given (8.19) we
construct the unequal light-front time (LF ) commutator i∆(LF ;x− y), and obtain
i∆(LF ;x− y) = [φ(x+, x1, x2, x−), φ(y+, y1, y2, y−)]
=
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
[
e−i[F
2
p (x
+−y+)/4p−+p−(x−−y−)+p1(x1−y1)+p2(x2−y2)]
− ei[F 2p (x+−y+)/4p−+p−(x−−y−)+p1(x1−y1)+p2(x2−y2)]]. (8.21)
Since (8.21) itself is based on (8.18), both of the relations in (8.18) can be recovered from (8.21). And with i∆(LF ;x−y)
obeying the first-order derivative in x+ equation [4∂+∂− − (∂1)2 − (∂2)2 + m2]i∆(LF ;x − y) = 0 at xµ 6= yµ and
recovering (8.18) at x+ = y+, we see that (8.21) holds at all xµ − yµ, just as it should.
In order to compare instant-time quantization with light-front quantization it would convenient if we could transform
i∆(IT ;x − y) as given in (8.5) to i∆(LF ;x − y) as given in (8.21) via a transformation of the coordinates and
momenta. However, this cannot be done as is since in i∆(IT ;x− y) the variable p3 ranges between −∞ and ∞ while
in i∆(LF ;x − y) the variable p− only ranges between 0 and ∞. That p− cannot be negative originates in the fact
that in the on-shell light-front Fock expansion given in (8.19) there is a 1/(4p−)1/2 term, and it has to be real. A
second reason that (8.21) cannot be used as is is because it has a singularity at p− = 0, the zero-mode singularity that
commonly appears in on-shell light-front studies and challenges them. As noted for instance in [13, 15] and as will be
discussed in detail below when we study some light-front Feynman diagrams, the way to handle on-shell zero-mode
singularities such as these and give them a meaning is to go off shell. We shall thus rewrite i∆(LF ;x−y) as a contour
integral in a complex p+ plane, with no zero mode singularity problem then being found to occur. Going into the
complex plane is necessary anyway since the (x0− y0) and δ[(x− y)2] singularities in i∆(IT ;x− y) must be reflected
in and reproduced in i∆(LF ;x−y), with it precisely being the (x−y)2 = 0 region where canonical commutators take
support.
To this end we set
i∆(LF ;x− y) = − 1
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
∮
dp+
×
[
θ(x+ − y+)e−ip·(x−y) − θ(−x+ + y+)eip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 + i +
θ(x+ − y+)eip·(x−y) − θ(−x+ + y+)e−ip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 − i
]
,
(8.22)
with the +i terms being closed in the lower-half complex p+ plane and the −i terms being closed in the upper-half
plane. As introduced, the θ(x+ − y+) and θ(−x+ + y+) terms suppress all circle at infinity contributions. In analog
to the instant-time analysis this contour integral representation of i∆(LF ;x− y) does not hold at x+ = y+, a point
we return to below.
In order to be able to compare i∆(IT ;x − y) and i∆(LF ;x − y) we need to evaluate (8.22) so as to potentially
obtain an analog to (8.10). With the only non-zero contributions to the p+ integration being on the real p+ axis we
again introduce the α regulators and obtain
i∆(LF ;x− y) = − 1
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
∫ ∞
−∞
dp+
∫ ∞
0
dα
×
[
− i[θ(x+ − y+)e−ip·(x−y) − θ(−x+ + y+)eip·(x−y)]eiα[4p+p−−(p1)2−(p2)2−m2+i]
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+ i[θ(x+ − y+)eip·(x−y) − θ(−x+ + y+)e−ip·(x−y)]e−iα[4p+p−−(p1)2−(p2)2−m2−i]
]
= − 2pi
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
∫ ∞
0
dα
×
[
− i[θ(x+ − y+)e−ip−(x−−y−)−ip1(x1−y1)−ip2(x2−y2)δ(4αp− − x+ + y+)
− θ(−x+ + y+)eip−(x−−y−)+ip1(x1−y1)+ip2(x2−y2)δ(4αp− + x+ − y+)]eiα[−(p1)2−(p2)2−m2+i]
+ i[θ(x+ − y+)eip−(x−−y−)+ip1(x1−y1)+ip2(x2−y2)δ(−4αp− + x+ − y+)
− θ(−x+ + y+)e−ip−(x−−y−)−ip1(x1−y1)−ip2(x2−y2)δ(−4αp− − x+ + y+)]e−iα[−(p1)2−(p2)2−m2−i]
]
.
(8.23)
Because the range of p− is restricted to (0,∞), the contributions of the delta functions depend on the sign of x+−y+.
Thus we obtain
i∆(LF ;x− y) = − 2pi
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dα
4α
×
[
− i[θ(x+ − y+)e−i(x+−y+)(x−−y−)/4α−ip1(x1−y1)−ip2(x2−y2)
− θ(−x+ + y+)e−i(x+−y+)(x−−y−)/4α+ip1(x1−y1)+ip2(x2−y2)]eiα[−(p1)2−(p2)2−m2+i]
+ i[θ(x+ − y+)ei(x+−y+)(x−−y−)4α+ip1(x1−y1)+ip2(x2−y2)
− θ(−x+ + y+)ei(x+−y+)(x−−y−)4α−ip1(x1−y1)−ip2(x2−y2)]e−iα[−(p1)2−(p2)2−m2−i]
]
. (8.24)
On substituting p1 → −p1, p2 → −p2 in the appropriate places we obtain
i∆(LF ;x− y) = i 2pi
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dα
4α
(x+ − y+)
×
[
e−i(x
+−y+)(x−−y−)/4α−ip1(x1−y1)−ip2(x2−y2)eiα[−(p1)
2−(p2)2−m2+i]
− ei(x+−y+)(x−−y−)/4α+ip1(x1−y1)+ip2(x2−y2)e−iα[−(p1)2−(p2)2−m2−i]
]
= i
2pi
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dα
4α
(x+ − y+)
×
[
e−i(x−y)
2/4α−iα(p1+(x1−y1)/2α)2−iα(p2+(x2−y2)/2α)2−iαm2−α
− ei(x−y)2/4α+iα(p1+(x1−y1)/2α)2+iα(p2+(x2−y2)/2α)2+iαm2−α
]
. (8.25)
Then, with a final integration we obtain
i∆(LF ;x− y) = − i
4pi2
(x+ − y+)
∫ ∞
0
dα
4α2
[
e−i(x−y)
2/4α−iαm2−α + ei(x−y)
2/4α+iαm2−α
]
= − i
4pi2
(x+ − y+)
∫ ∞
0
dβ
[
e−iβ(x−y)
2−im2/4β−β + eiβ(x−y)
2+im2/4β−β
]
. (8.26)
This is our main result.
Comparing (8.26) with (8.10) we see that under the transformation x0 → x+, x3 → x−, y0 → y+, y3 → y−, viz.
(x − y)2 = (x0 − y0)2 − (x3 − y3)2 − (x1 − y1)2 − (x2 − y2)2 → (x+ − y+)(x− − y−) − (x1 − y1)2 − (x2 − y2)2 the
instant-time i∆(IT ;x− y) transforms into the light-front i∆(LF ;x− y). We have thus achieved our main objective,
showing that i∆(IT ;x − y) and i∆(LF ;x − y) are related by a coordinate transformation, being in fact related for
arbitrary (x − y)2, i.e., for timelike, lightlike or spacelike (x − y)2. The quantities i∆(IT ;x − y) and i∆(LF ;x − y)
are thus equivalent, and we thereby establish that for scalar fields light-front commutation relations and instant-time
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commutation relations are equivalent, and each can be considered as being a consequence of the other. In establishing
this equivalence we note that even though the instant-time p3 varies between −∞ and∞, the light-front p− only varies
between 0 and ∞. Thus the lack of modes with negative p− is not an impediment to establishing the equivalence of
i∆(IT ;x− y) and i∆(LF ;x− y).
Given the equivalence of (8.10) and (8.26) we see immediately that i∆(LF ;x− y) evaluates to
i∆(LF ; (x− y)2 > 0) = im
4pi
(x+ − y+)J1(m[(x− y)
2]1/2)
[(x− y)2]1/2 =
im
4pi
(x− − y−)J1(m[(x− y)
2]1/2)
[(x− y)2]1/2 ,
i∆(LF ; (x− y)2 = 0) = − i
2pi
(x+ − y+)δ[(x− y)2] = − i
2pi
(x− − y−)δ[(x− y)2],
i∆(LF ; (x− y)2 < 0) = 0 (8.27)
in the various cases, and like its instant-time counterpart the light-front i∆(LF ;x−y) has a delta function singularity
on the light cone and vanishes identically for spacelike separated points, just as required by microcausality.
For both timelike and lightlike intervals the sign of x+ − y+ is the same as the sign of x− − y−, and so we can
replace the (x+−y+) factors by (x−−y−) in (8.27). (For spacelike separated points no such replacement is allowed,
but since ∆(LF ; (x− y)2 < 0) = 0 none is anyway needed.) We have made this replacement since according to (8.16)
i∆(LF ;x− y) = [φ(x+, x1, x2, x−), φ(y+, y1, y2, y−)] does not vanish at x+ = y+ while (x+ − y+) does. There is no
contradiction here since our contour integral representation of i∆(LF ;x− y) does not hold at x+ = y+. However, by
replacing (x+− y+) by (x−− y−) we obtain expressions for i∆(LF ;x− y) which now do hold at x+ = y+. And one
can readily check that starting with i∆(LF ; (x− y)2 = 0) = − i2pi (x− − y−)δ[(x− y)2] one can obtain (8.18).
Having derived equal light-front time commutators from unequal-time instant-time commutators in the above, we
can equally derive equal-time instant-time commutators from unequal light-front time commutators. To this end we
note that the argument of the delta function term in i∆(LF ; (x−y)2 = 0) is (x+−y+)(x−−y−)−(x1−y1)2−(x2−y2)2.
Thus on the light cone x+−y+ and x−−y− have the same sign. On setting x+ = x0+x3, x− = x0−x3, y+ = y0+y3,
y− = y0 − y3, it follows that 2(x0 − y0) = x+ − y+ + x− − y− has the same sign as x+ − y+. Consequently we can
rewrite i∆(LF ; (x− y)2 = 0) as
i∆(LF ; (x− y)2 = 0) = − i
2pi
(x0 − y0)δ[(x0 − y0)2 − (x3 − y3)2 − (x1 − y1)2 − (x2 − y2)2]. (8.28)
On taking the derivative with respect to y0 and then setting x0 = y0 the instant-time commutation relations given in
(8.2) then follow.
Moreover, comparing with (8.7) we see that under the change of variables x+ = x0+x3, x− = x0−x3, y+ = y0+y3,
y− = y0 − y3 we obtain
i∆(IT ; (x− y)2 = 0) = i∆(LF ; (x− y)2 = 0), (8.29)
with ∆(IT ; (x − y)2 = 0) and i∆(LF ; (x − y)2 = 0) thus being equal all over the light cone. In this sense they are
completely equivalent with all the seeming differences between the commutation relations given in (8.2) and (8.18)
only arising because of the restriction to equal times (instant-time or light-front) in the two cases. Thus while we
cannot transform (8.2) into (8.18), we can transform ∆(IT ; (x − y)2 = 0) into i∆(LF ; (x − y)2 = 0), and that is all
we need in order to be able to establish the equivalence of the instant-time and light-front quantization procedures in
the scalar field case.
C. Fermion Field Case – Instant Time to Light Front
In instant-time quantization with a free fermionic Dirac action of the form
ID =
∫
d4xψ¯(iγµ∂µ −m)ψ + H. c., (8.30)
the canonical conjugate of ψ is iψ†, and the canonical anticommutation relations are of the form{
ψα(x
0, x1, x2, x3), ψ†β(x
0, y1, y2, y3)
}
= δαβδ(x
1 − y1)δ(x2 − y2)δ(x3 − y3),{
ψα(x
0, x1, x2, x3), ψβ(x
0, y1, y2, y3)
}
= 0. (8.31)
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In solutions to the fermion field Dirac equation (iγµ∂µ −m)ψ = 0, the instant-time on-shell Fock space expansion of
the fermion field is of the form (see e.g. [36])
ψ(~x, x0) =
∑
s=±
∫
d3p
(2pi)3/2
(
m
Ep
)1/2
[b(~p, s)u(~p, s)e−ip·x + d†(~p)v(~p, s)e+ip·x], (8.32)
where Ep = +[(p1)
2 + (p2)
2 + (p3)
2]1/2, where s denotes the spin projection, where the Dirac spinors u(~p, s) and
v(~p, s) obey (/p − m)u(~p, s) = 0, (/p + m)v(~p, s) = 0, and where the non-trivial creation and annihilation operator
anticommutation relations are of the form
{b(~p, s), b†(~q, s′)} = δs,s′δ3(~p− ~q), {d(~p, s), d†(~q, s′)} = δs,s′δ3(~p− ~q). (8.33)
With these relations the free fermion unequal-time instant-time anticommutator is given by the c-number (see e.g.
[36]) {
ψα(x
0, x1, x2, x3), ψ†β(y
0, y1, y2, y3)
}
=
[
(iγµ
∂
∂xµ
+m)γ0
]
αβ
i∆(IT ;x− y), (8.34)
where i∆(IT ;x− y) is given in (8.5).
In light-front coordinates the same Dirac action takes the form
ID =
1
2
∫
dx+dx1dx2dx−ψ†[iγ0(γ+∂+ + γ−∂− + γ1∂1 + γ2∂2)− γ0m]ψ + H. c., (8.35)
where γ± = γ0 ± γ3. With this action the light-front canonical conjugate of ψ is iψ†γ0γ+. In the construction of the
light-front fermion sector we find a rather sharp contrast with the instant-time fermion sector. First, unlike γ0 and
γ3, which obey (γ0)2 = 1, (γ3)2 = −1, as had been noted earlier the matrices γ+ and γ− obey (γ+)2 = 0, (γ−)2 = 0,
to thus both be non-invertible divisors of zero. Secondly, the quantities
Λ+ = 12γ
0γ+ = 12 (1 + γ
0γ3), Λ− = 12γ
0γ− = 12 (1− γ0γ3) (8.36)
introduced in (4.2) obey the relations
Λ+ + Λ− = I, (Λ+)2 = Λ+ = [Λ+]†, (Λ−)2 = Λ− = [Λ−]†, Λ+Λ− = 0 (8.37)
given in (4.3). We recognize (8.37) as a projector algebra, with Λ+ and Λ− thus being non-invertible projection
operators. On identifying ψ(+) = Λ
+ψ, ψ(−) = Λ−ψ, we identify the conjugate of ψ as 2iψ
†
(+), where ψ
†
(+) = [ψ
†](+) =
ψ†Λ+ = [Λ+ψ]† = [ψ(+)]†. Since the conjugate is built purely out of the good fermion, in the anticommutator of ψ
with its conjugate only the good component of ψ will contribute since Λ+Λ− = 0, with the equal light-front time
canonical anticommutator being of the form given in (4.13), viz.{
[ψ(+)]α(x
+, x1, x2, x−), [ψ†(+)]β(x
+, y1, y2, y−)
}
= Λ+αβδ(x
− − y−)δ(x1 − y1)δ(x2 − y2). (8.38)
In this construction the bad fermion ψ(−) has no canonical conjugate and is thus not a dynamical variable. And
through use of the Dirac equation ψ(−) is found to obey the constraint
2i∂−ψ(−) = [−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(+),
ψ(−)(x+, x1, x2, x−) =
1
4i
∫
du−(x− − u−)[−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(+)(x+, x1, x2, u−) (8.39)
given in (4.15) and (4.16). From this constraint we find that the bad fermion obeys the anticommutation relations
given in (4.21) and (4.22), viz.{ ∂
∂x−
ψ(−)µ (x
+, x1, x2, x−),
∂
∂y−
[ψ†(−)]ν(x
+, y1, y2, y−)
}
=
1
4
Λ−µν
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
δ(x− − y−)δ(x1 − y1)δ(x2 − y2),{
ψ(−)µ (x
+, x1, x2, x−), [ψ†(−)]ν(x
+, y1, y2, y−)
}
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=
1
16
Λ−µν
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
] ∫
du−(x− − u−)(y− − u−)δ(x1 − y1)δ(x2 − y2). (8.40)
In analog to our discussion of the scalar field given above, we now derive the light-front (8.38) and (8.40) starting
from the unequal instant-time relation (8.34). To this end we first multiply both sides of (8.34) by Λ+ on both the
right- and the left-hand sides. Noting that
Λ+γ0Λ+ = 0, Λ+γ1γ0Λ+ = 0, Λ+γ2γ0Λ+ = 0, Λ+γ+γ0Λ+ = 0, Λ+γ−γ0Λ+ = 2Λ+,
γ0∂0 + γ
3∂3 = γ
0(∂+ + ∂−) + γ3(∂+ − ∂−) = γ+∂+ + γ−∂−, (8.41)
from the right-hand side of (8.34) we then obtain
Λ+αγ
[
(iγµ∂µ +m)γ
0
]
γδ
i∆(IT ;x− y)Λ+δβ = 2iΛ+αβ∂−i∆(IT ;x− y). (8.42)
We now substitute x0 = (x+ + x−)/2, x3 = (x+ − x−)/2, y0 = (y+ + y−)/2, y3 = (y+ − y−)/2, and on the light cone
use of (8.15) enables us to rewrite the right-hand side of (8.42) as
2iΛ+αβ
∂
∂x−
i∆(IT ; (x− y)2 = 0)
= 2iΛ+αβ
∂
∂x−
[
− i
2pi
[ 12 (x
+ + x− − y+ − y−)]δ[(x+ − y+)(x− − y−)− (x1 − y1)2 − (x2 − y2)2
]
=
1
pi
Λ+αβδ[
1
2 (x
+ + x− − y+ − y−)]δ[(x+ − y+)(x− − y−)− (x1 − y1)2 − (x2 − y2)2]
+ 2iΛ+αβ
[
− i
2pi
[ 12 (x
+ + x− − y+ − y−)](x+ − y+)δ′[(x+ − y+)(x− − y−)− (x1 − y1)2 − (x2 − y2)2
]
. (8.43)
At x+ = y+ (8.43) takes the form
2iΛ+αβ
∂
∂x−
i∆(IT ; (x− y)2 = 0)
∣∣∣
x+=y+
= Λ+αβδ(x
− − y−)δ(x1 − y1)δ(x2 − y2). (8.44)
Equating with the good fermion projection of the left-hand side of (8.34) thus yields
Λ+αγ
{
ψγ(x
+, x1, x2, x−), ψδ(x+, y1, y2, y−)
}
Λ+δβ
=
{
[ψ(+)(x
+, x1, x2, x−)]α, [ψ
†
(+)]β(x
+, y1, y2, y−)
}
= Λ+αβδ(x
− − y−)δ(x1 − y1)δ(x2 − y2). (8.45)
We recognize (8.45) as the good fermion equal light-front time anticommutation relation given in (8.38). Thus as noted
in [14–16] the good fermion equal light-front time anticommutation relation follows from the equal-time instant-time
fermion anticommutation relation.
For the bad fermion anticommutation relation given in (8.40) we note that
Λ−γ0Λ− = 0, Λ−γ1γ0Λ− = 0, Λ−γ2γ0Λ− = 0, Λ−γ+γ0Λ− = 2Λ−, Λ−γ−γ0Λ− = 0. (8.46)
Recalling that x0 = (x+ + x−)/2, x3 = (x+ − x−)/2, y0 = (y+ + y−)/2, y3 = (y+ − y−)/2, from the last line in (8.5)
we obtain
∂
∂x+
∂
∂y−
i∆(IT ;x− y) = ∂
∂x+
∂
∂y−
[ ∫ ∞
−∞
d3p
1
(2pi)32Ep
[e−iEp(x
0−y0) − eiEp(x0−y0)]ei~p·(~x−~y)
]
=
∫
d3p
(2pi)32Ep
(
e−iEp(x
0−y0) − eiEp(x0−y0)
)
ei~p·(~x−~y)
i
2
[
− Ep + p3
] i
2
[
Ep + p3
]
=
∫
d3p
(2pi)32Ep
(
e−iEp(x
0−y0) − eiEp(x0−y0)
)
ei~p·(~x−~y)
1
4
[
E2p − (p3)2
]
=
∫
d3p
(2pi)32Ep
(
e−iEp(x
0−y0) − eiEp(x0−y0)
)
ei~p·(~x−~y)
1
4
[
(p1)
2 + (p2)
2 +m2
]
=
1
4
[
−
( ∂
∂x1
)2
−
( ∂
∂x2
)2
+m2
]
i∆(IT ;x− y). (8.47)
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Thus on projecting (8.34) with Λ− we obtain{ ∂
∂x−
ψ(−)α (x
+, x1, x2, x−),
∂
∂y−
[ψ†(−)]β(y
+, y1, y2, y−)
}
= 2iΛ−αβ
∂
∂x−
∂
∂y−
∂
∂x+
i∆(IT ;x− y)
=
i
2
Λ−αβ
[
−
( ∂
∂x1
)2
−
( ∂
∂x2
)2
+m2
] ∂
∂x−
i∆(IT ;x− y). (8.48)
Thus at x+ = y+, from (8.17) we obtain{ ∂
∂x−
ψ(−)α (x
+, x1, x2, x−),
∂
∂y−
[ψ†(−)]β(x
+, y1, y2, y−)
}
=
1
4
Λ−αβ
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
δ(x− − y−)δ(x1 − y1)δ(x2 − y2). (8.49)
We recognize (8.49) as (8.40). With a similar analysis enabling us recover the
{
ψ(+), ψ
†
(−)
}
anticommutator given
in (4.23), we see that in both the good and the bad fermion sectors one can derive equal light-front time an-
ticommutators starting from unequal-time instant-time anticommutators. Since these unequal-time instant-time
anticommutators themselves follow directly from the Dirac equation and equal instant-time anticommutators, the
equal light-front time anticommutators do not need to be independently postulated. In passing we note that the{
ψ
(−)
α (x+, x1, x2, x−), [ψ†(−)]β(x
+, y1, y2, y−)
}
anticommutator given in (4.22) is highly divergent. However, the
∂−ψ(−) version given in (8.49) is well-behaved (as it must be because (4.15) constrains the bad fermion deriva-
tive ∂−ψ(−) to behave as the well-behaved good fermion ψ(+)). The well-behaved (8.49) suffices for our purposes
here.
D. Fermion Field Case – Light Front to Instant Time
For the light-front case given that only the good fermion is dynamical, initially it is suggested to generalize the
equal light-front time good fermion anticommutator given in (8.38) to unequal light-front time. However, starting
from a projected light-front relation we could not derive an instant-time relation from it precisely because projectors
are not invertible. However, since Λ+ + Λ− = I, it is only together that the good and bad fermion sectors form a
complete basis. Thus to derive instant-time anticommutators starting from light-front ones, we must start on the
fermion light-front side with something that contains all four of the components of the fermion field, and which in
addition is invertible. To this end we thus seek an analog of (8.34). We simply suggest that the light-front analog of
(8.34) be given by{
ψα(x
+, x1, x2, x−), ψ†β(y
+, y1, y2, y−)
}
=
[
i(γ+∂x+ + γ
−∂x− + γ
1∂x1 + γ
2∂x2 )γ
0 +mγ0
]
αβ
i∆(LF ;x− y) (8.50)
(∂x+ denotes ∂/∂x
+ etc.), and then test for whether or not this might in fact be the case. We note that in (8.50) we
have not transformed γ0 into γ+, since in going from the instant-time γ0∂0 + γ
3∂3 to the light-front γ
+∂+ + γ
−∂− in
(8.41) we only transformed the coordinate derivative operators and not the Dirac gamma matrices.
To establish the validity of (8.50) we note that since ψ(x) itself obeys the Dirac equation, so does
{
ψα(x), ψ
†
β(y)
}
.
However, the Dirac equation is a first-order equation in ∂/∂x+, so (8.50) will be valid at all x+ if it is valid at one
value of x+, which here we take to be x+ = 0. To check if it is valid at x+ = 0 we apply Λ+ to both sides of (8.50)
and also apply Λ− to both sides of (8.50). This yields{
[ψ(+)]α(x
+, x1, x2, x−), [ψ†(+)]β(y
+, y1, y2, y−)
}
= 2Λ+αβi
∂
∂x−
i∆(LF ;x− y), (8.51)
{
[ψ(−)]α(x+, x1, x2, x−), [ψ
†
(−)]β(y
+, y1, y2, y−)
}
= 2Λ−αβi
∂
∂x+
i∆(LF ;x− y). (8.52)
On the light cone i∆(LF ; (x − y)2 = 0) is given by (8.27), and in it we can replace (x+ − y+) by (x− − y−) since
the delta function in (8.27) requires that x+ − y+ and x− − y− have the same sign. Thus from (8.51) we obtain{
[ψ(+)]α(x
+, x1, x2, x−), [ψ†(+)]β(y
+, y1, y2, y−)
}|(x−y)2=0
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= 2iΛ+αβ
(−i
2pi
)[
2δ(x− − y−)δ[(x+ − y+)(x− − y−)− (x1 − y1)2 − (x2 − y2)2]
+ (x+ − y+)(x− − y−)δ′[(x+ − y+)(x− − y−)− (x1 − y1)2 − (x2 − y2)2
]
(8.53)
in the good fermion sector. At x+ = y+ we obtain{
[ψ(+)]α(x
+, x1, x2, x−), [ψ†(+)]β(x
+, y1, y2, y−)
}
= Λ+αβδ(x
− − y−)δ(x1 − y1)δ(x2 − y2). (8.54)
We thus obtain the good fermion (8.38).
In order to evaluate the right-hand side of (8.52) in the bad fermion case we have found it convenient to use the
contour integral representation of i∆(LF ;x− y) given in (8.22). On applying ∂/∂x+ to (8.22) we obtain
∂
∂x+
i∆(LF ;x− y) = − 1
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
∫ ∞
−∞
dp+
×
[
δ(x+ − y+) e
−ip·(x−y) + eip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 + i + δ(x
+ − y+) e
ip·(x−y) + e−ip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 − i
+
θ(x+ − y+)(−ip+)e−ip·(x−y) − θ(−x+ + y+)(ip+)eip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 + i
+
θ(x+ − y+)(ip+)eip·(x−y) − θ(−x+ + y+)(−ip+)e−ip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 − i
]
. (8.55)
In each of the terms that contain a delta function the delta functions cause all the ±ip+(x+ − y+) terms in the
exponents to vanish identically. However that then causes the residues at the poles in the +i and −i terms to be
equal. Then since the +i term is closed below the real p+ axis in a clockwise direction while the −i term is closed
above the real p+ axis in a counter-clockwise direction the two delta function terms cancel each other identically.
In order to make contact with (4.21), from which (4.22) follows, we apply ∂/∂y− to the theta-function-dependent
terms in (8.55). This yields
∂
∂y−
∂
∂x+
i∆(LF ;x− y) = − 1
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
∫ ∞
−∞
dp+
×
[
θ(x+ − y+)p+p−e−ip·(x−y) − θ(−x+ + y+)p+p−eip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 + i
+
θ(x+ − y+)p+p−eip·(x−y) − θ(−x+ + y+)p+p−e−ip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 − i
]
. (8.56)
Since the only contributions to the contour integrals are poles we can replace the p+p− terms in the numerators by
[(p1)
2 + (p2)
2 +m2]/4. We can then replace these terms by derivatives with respect to x1 and x2, and obtain
∂
∂y−
∂
∂x+
i∆(LF ;x− y) = − 1
2pii
1
4pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
∫ ∞
−∞
dp+
1
4
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
×
[
θ(x+ − y+)e−ip·(x−y) − θ(−x+ + y+)eip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 + i
+
θ(x+ − y+)eip·(x−y) − θ(−x+ + y+)e−ip·(x−y)
4p+p− − (p1)2 − (p2)2 −m2 − i
]
. (8.57)
Comparing with (8.22) we thus obtain
∂
∂y−
∂
∂x+
i∆(LF ;x− y) = 1
4
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
i∆(LF ;x− y). (8.58)
Finally, on taking a ∂/∂x− derivative and applying the Λ− projection operator to (8.58), from (8.52) we obtain{ ∂
∂x−
ψ(−)α (x
+, x1, x2, x−),
∂
∂y−
[ψ†(−)]β(y
+, y1, y2, y−)
}
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= 2iΛ−αβ
1
4
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
∂
∂x−
i∆(LF ;x− y). (8.59)
At x+ − y+ = 0 the quantity (x− y)2 could only be lightlike or spacelike. But i∆(LF ;x− y) vanishes for spacelike
separations, so at x+ = y+ the quantity (x− y)2 must be zero. With i∆(LF ; (x− y)2 = 0) being given in (8.27), and
with (8.27) being rewritable as i∆(LF ; (x−y)2 = 0) = −(i/2pi)(x−−y−)δ[(x+−y+)(x−−y−)−(x1−y1)2−(x2−y2)2]
since the delta function forces x+ − y+ and x− − y− to have the same sign, on the light cone the equal light-front
time bad fermion anticommutator evaluates to{ ∂
∂x−
ψ(−)α (x
+, x1, x2, x−),
∂
∂y−
[ψ†(−)]β(x
+, y1, y2, y−)
}
= 2iΛ−αβ
1
4
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
∂
∂x−
[
− i
2pi
(x− − y−)pi
2
δ(x1 − y1)δ(x2 − y2)
]
=
1
4
Λ−αβ
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
]
δ(x− − y−)δ(x1 − y1)δ(x2 − y2). (8.60)
We recognize (8.60) as (4.21). Finally, we state without proof that the
{
[ψ(+)]α(x
+, x1, x2, x−), [ψ†(−)]β(x
+, y1, y2, y−)
}
anticommutator given in (4.23) (and thus also its conjugate
{
[ψ(−)]β(x+, y1, y2, y−), [ψ
†
(+)]α(x
+, x1, x2, x−)
}
) can also
be derived this way. With the good and bad fermions together being complete since Λ++Λ− = I, we thus confirm that
the expression for the light-front
{
ψα(x
+, x1, x2, x−), ψ†β(y
+, y1, y2, y−)
}
given in (8.50) is indeed valid. Moreover, not
only do we confirm the validity of (8.50), we see how it is possible to generate the derivative terms that appear in (8.60)
even though no derivative terms appear in (8.50) itself. Given the now established validity of (8.50) we note in passing
that the fourth relation given in (4.13), viz.
{
ψ(+)(x
+, x1, x2, x−), ∂+ψ(+)(x+, y1, y2, y−)
}
= 0, the one in (4.13) that
is not given by the equal x+ anticommutators, can directly be obtained from (8.50). Finally, comparing (8.50) with
the instant-time
{
ψα(x
0, x1, x2, x3), ψ†β(y
0, y1, y2, y3)
}
given in (8.34), we see that the discussion can now completely
parallel the scalar field case. We thus establish that even with non-invertible projection operators, just as in the scalar
field case, analogously for fermions light-front anticommutators are equivalent to instant-time anticommutators.
E. Abelian Gauge Field Case
With gauge fixing the instant-time Abelian gauge field equal-time commutator takes the form (see e.g. [30])
[Aν(x
+, x1, x2, x−), ∂0Aµ(x0, y1, y2, y3)] = −igµνδ(x1 − y1)δ(x2 − y2)δ(x3 − y3), (8.61)
while the equation of motion is given by ∂ν∂
νAµ = 0. Consequently, in analog to the scalar field case, one has
unequal-time instant-time commutation relations of the form (see e.g. [30])
[Aν(x
0, x1, x2, x3), Aµ(y
0, y1, y2, y3)] = −igµν∆(IT ;x− y)
=
i
2pi
gµν(x
0 − y0)δ[(x0 − y0)2 − (x1 − y1)2 − (x2 − y2)2 − (x3 − y3)2], (8.62)
where gµν is the instant-time metric and i∆(IT ;x−y) is the scalar field i∆(IT ;x−y) as given in the mass-independent
(8.7).
Since the instant-time commutation relation given in (8.61) and the instant-time wave equation are both diagonal
in the gauge field indices, we can proceed just as in the scalar field case, and from (8.62) we obtain equal light-front
time commutation relations of the form
[Aν(x
+, x1, x2, x−), ∂−Aµ(x+, y1, y2, y−)] = − i
2
gµνδ(x
1 − y1)δ(x2 − y2)δ(x− − y−),
[Aν(x
+, x1, x2, x−), Aµ(x+, y1, y2, y−)] =
i
4
gµν(x
− − y−)δ(x1 − y1)δ(x2 − y2). (8.63)
We recognize (8.63) as (5.34), with, as noted in [15, 16], equal light-front time gauge field commutators thus being
derivable starting from unequal-time instant-time gauge field commutators.
35
F. Non-Abelian Gauge Field Case
In a non-Abelian Yang-Mills case with gauge fixing one simply duplicates the Abelian case for the Aaµ, since as well
as being diagonal in the Lorentz indices the equations of motion and equal-time instant-time Aaµ commutators are
diagonal in the group indices. Thus with (8.62) generalizing to
[Aaν(x
0, x1, x2, x3), Abµ(y
0, y1, y2, y3)] = −igµνδab∆(IT ;x− y), (8.64)
the equal light-front time commutators given in (5.38), viz.
[Aaν(x
+, x1, x2, x−), ∂−Abµ(x
+, y1, y2, y−)] = − i
2
gµνδ
abδ(x1 − y1)δ(x2 − y2)δ(x− − y−),
[Aaν(x
+, x1, x2, x−), Abµ(x
+, y1, y2, y−)] =
i
4
gµνδ
ab(x− − y−)δ(x1 − y1)δ(x2 − y2), (8.65)
then follow.
For the Faddeev-Popov ghosts the canonical equal-time instant-time anticommutators are of the form{
ca(x
+, x1, x2, x−), ∂0c¯b(x+, y1, y2, y−)
}
= iδabδ(x
1 − y1)δ(x2 − y2)δ(x− − y−),{
c¯a(x
+, x1, x2, x−), ∂0cb(x+, y1, y2, y−)
}
= iδabδ(x
1 − y1)δ(x2 − y2)δ(x− − y−), (8.66)
with the unequal-time instant-time anticommutator being of the form{
ca(x
+, x1, x2, x−), c¯b(y+, y1, y2, y−)
}
= iδab∆(IT ;x− y). (8.67)
Consequently, the equal light-front time anticommutators are given just as in (5.39), viz.{
ca(x
+, x1, x2, x−), 2∂−c¯b(x+, y1, y2, y−)
}
= iδabδ(x
1 − y1)δ(x2 − y2)δ(x− − y−),{
c¯a(x
+, x1, x2, x−), 2∂−cb(x+, y1, y2, y−)
}
= iδabδ(x
1 − y1)δ(x2 − y2)δ(x− − y−). (8.68)
Thus, as noted in [15], in the non-Abelian case equal light-front time commutators and anticommutators can be
derived starting from unequal-time instant-time commutators and anticommutators. Thus in all the scalar, fermion,
and gauge field cases we see that canonical light-front commutation or anticommutation relations follow from instant-
time commutation or anticommutation relations and do not need to be independently postulated.
To conclude this section, we note that while we have only discussed the equivalence of instant-time and light-front
canonical quantization procedures for free fields, our results immediately apply to interacting theories. Specifically,
since perturbative interactions cannot change a Hilbert space, once we show that the free instant-time and free light-
front theories are in the same Hilbert space (as their (unequal time) commutators and anticommutators are related
purely by kinematic coordinate transformations), it follows that the interacting theories are in the same Hilbert space
too. In fact in general we note that because of the general coordinate invariance of quantum theory, any two directions
of quantization that are related by a general coordinate transformation must be equivalent. Since the transformation
x0 → x0 + x3 = x+ is one such transformation, it follows that light-front quantization is instant-time quantization.
IX. EQUIVALENCE OF INSTANT-TIME AND LIGHT-FRONT GREEN’S FUNCTIONS
A. Scalar Field Case
By examining the lowest order perturbation graphs in [13] we had shown the equivalence of light-front and instant-
time Green’s functions in the scalar field case in both the non-vacuum and the vacuum sectors. In the present paper
we extend the analysis to all orders in scalar field graphs, and also extend the analysis to the fermion and gauge
boson cases. In [13] we had found that it was through circle at infinity contributions in light-front Feynman diagram
contours that one could establish the equivalence in the vacuum sector. Since this same effect is present in the fermion
and gauge boson cases as well, below we will review the results of [13] and establish the same results in the fermion
and gauge boson cases. And in the process of doing so we identify an additional effect that occurs in the fermion
case alone, namely a tip of the light cone contribution. However, this effect does not prevent us from establishing the
equivalence of light-front and instant-time Green’s functions in the fermion case.
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Since Green’s functions are themselves c-numbers (matrix elements of quantum fields) rather than q-numbers, one
can investigate the equivalence of instant-time and light-front Green’s functions of interacting theories by working with
c-numbers alone. There are two formulations of quantum field theory that specifically only involve c-numbers, namely
path integrals and Feynman diagrams. Path integrals are integrals over classical paths, while Feynman diagrams
are integrals over momenta, and the momenta are just c-number integration variables. To go from instant-time to
light-front path integrals one only has to make a change of variables x0 = 12 (x
+ +x−), x3 = 12 (x
+−x−), and because
of general coordinate invariance the path integral cannot change, as all one has done is make a change of basis.
Similarly, for Feynman diagrams one makes the change of variables p0 = p+ + p−, p3 = p+ − p− as given in the
Appendix, and, as noted in [12], again this is just a change of variable that cannot change the value of any diagram.
Since one can discuss both Feynman diagrams and path integrals to all orders, through coordinate invariance proofs
of the equivalence of instant-time and light-front Green’s functions can then be established to all orders.
To see how things work in detail it suffices to consider the individual propagators that appear order by order
in perturbation theory. Both path integrals and Feynman diagrams calculate propagators, and these are c-number
quantities that obey differential equations. If we consider the time-ordered (instant-time or light-front) two-point free
massive scalar field Green’s function D(xµ) = −i〈Ω|T [φ(x)φ(0)]|Ω〉, we can represent it as the path integral
D(xµ) =
∫
D[φ]φ(x)φ(0)eiS[φ], (9.1)
where S[φ] =
∫
d4x(−g)1/2 12 [∂µφ∂µφ−m2φ2 + iφ2], or as the Feynman diagram
D(xµ) =
1
(2pi)4
∫
d4p
e−ip·x
p2 −m2 + i . (9.2)
And for either the path integral or the Feynman representation we have
(
∂α∂
α +m2
)
D(xµ) =
1
(2pi)4
∫
d4pe−ipαx
α −pβpβ +m2
pγpγ −m2 + i = −δ
4(x). (9.3)
And moreover, because of covariance (9.2) and (9.3) hold in both the instant-time and light-front cases.
In the instant-time case for fields that obey the free field equation of motion, via use of the instant-time equal-time
canonical commutator for the q-number time-ordered product of the fields (i.e., not its c-number vacuum matrix
element) we obtain [
(∂0)
2 − (∂3)2 − (∂1)2 − (∂2)2 +m2
] [−iθ(x0)φ(x)φ(0)− iθ(−x0)φ(0)φ(x)]
= −iδ(x0) [∂0φ(x)φ(0)− φ(0)∂0φ(x)] = −δ(x0)δ(x3)δ(x1)δ(x2). (9.4)
Similarly, in the light-front case, using (3.10) we obtain[
4∂−∂+ − (∂1)2 − (∂2)2 +m2
] [−iθ(x+)φ(x)φ(0)− iθ(−x+)φ(0)φ(x)]
= −4iδ(x+) [∂−φ(x)φ(0)− φ(0)∂−φ(x)] = −2δ(x+)δ(x−)δ(x1)δ(x2), (9.5)
with the factor of 12 in the
1
2
∫
dx+dx−dx1dx2 measure being compensated for by a factor of 2 in the delta function
product. We emphasize that even though the time-ordered products are themselves q-numbers, their derivatives
with respect to the equation of motion operators are actually c-numbers, being so even though we have not taken
vacuum matrix elements. Also we emphasize that even though the time ordering in (9.5) is with respect to x+, we
are automatically led to the presence not of ∂+φ(x) but of ∂−φ(x) instead.
Now we had noted in (7.8) and (7.9) that equal instant-time and equal light-front time commutators cannot be
transformed into each other by a change of variable and use of the operator U(P0, P3) that we introduced in Sec. VII,
as ∂0φ transforms into ∂+φ rather than into the needed ∂−φ. This is equally the case with time-ordered products
since even though we can transform the fields via U(P0, P3), under x
0 = (x+ + x−)/2 the θ(x0) factor in (9.4) is
rewritten as θ[(x+ + x−)/2] and not as the factor θ(x+) that is needed in (9.5).
To nonetheless obtain a relation between the instant-time and light-front time-ordered products, we note that with
(9.4) and (9.5) being differential equations they formally admit of solutions of the form
− iθ(x0)φ(x)φ(0)− iθ(−x0)φ(0)φ(x) = 1
(2pi)4
∫
dp0dp1dp2dp3
e−i(p0x
0+p1x
1+p2x
2+p3x
3)
(p0)2 − (p1)2 − (p2)2 − (p3)2 −m2 + i ,
− iθ(x+)φ(x)φ(0)− iθ(−x+)φ(0)φ(x) = 2
(2pi)4
∫
dp+dp1dp2dp−
e−i(p+x
++p1x
1+p2x
2+p−x−)
4p+p− − (p1)2 − (p2)2 −m2 + i . (9.6)
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However, the validity of such solutions would require that both −iθ(x0)φ(x)φ(0) − iθ(−x0)φ(0)φ(x) and
−iθ(x+)φ(x)φ(0) − iθ(−x+)φ(0)φ(x) be c-numbers, and this cannot be the case since, unlike commutators, these
time-ordered products are expressly q-number operators, with the insertion into them of the Fock expansions given
in (1.8) and (1.17) leading to the presence of a(~p)a(~p) and a†(~p)a†(~p) type terms. To eliminate such terms we take
the vacuum matrix elements of (9.4) and (9.5), and now we can integrate (9.4) and (9.5) since now all terms are then
c-numbers, and thus obtain
− i〈Ω|[θ(x0)φ(x)φ(0) + θ(−x0)φ(0)φ(x)]|Ω〉 = 1
(2pi)4
∫
dp0dp1dp2dp3
e−i(p0x
0+p1x
1+p2x
2+p3x
3)
(p0)2 − (p1)2 − (p2)2 − (p3)2 −m2 + i ,
− i〈Ω|[θ(x+)φ(x)φ(0) + θ(−x+)φ(0)φ(x)]|Ω〉 = 2
(2pi)4
∫
dp+dp1dp2dp−
e−i(p+x
++p1x
1+p2x
2+p−x−)
4p+p− − (p1)2 − (p2)2 −m2 + i . (9.7)
Since the two momentum space integrals are just integrals over c-number variables we can apply a coordinate trans-
formation to them with the instant-time momentum integral transforming into the light-front momentum integral
under the change of variables x0 = 12 (x
+ +x−), x3 = 12 (x
+−x−), p0 = p+ +p−, p3 = p+−p− given in the Appendix.
Consequently, we are able to establish the equivalence of the free instant-time and light-front Green’s functions in the
scalar field case. And not only that, we confirm that precisely because the light-front commutation relation is not the
transform of the instant-time commutation relation but is instead given by (3.10), the representation of the propagator
as D(xµ) = −i〈Ω|T (+)[φ(x)φ(0)]|Ω〉 is the correct representation of the scalar field Green’s function in the light-front
case. In other words, and this is the key point, as we change the quantization condition, the commutators readjust
so as to leave the Green’s functions invariant. Moreover, since for interacting theories we can develop a perturbative
Wick expansion via free propagators and vertices, our results immediately generalize to interacting theories as well.
Moreover, we can even turn the argument around. Suppose we had not known ahead of time what the form
of the light-front canonical commutator might be. Then by requiring that D(xµ) = −i〈Ω|T (+)[φ(x)φ(0)]|Ω〉 obey(
∂α∂
α +m2
)
D(xµ) = −δ4(x) we would automatically be led to (3.10). Now with (3.10) we find [φ, φ] type com-
mutators that do not appear in instant-time quantization. However, to show that D(xµ) = −i〈Ω|T (+)[φ(x)φ(0)]|Ω〉
obeys the wave equation we only need the [φ, ∂−φ] commutator given in (3.10), with D(xµ) then obeying (9.7). Con-
sequently, despite the nonvanishing of [φ, φ] type commutators, the light-front Feynman rules in the interacting case
are the same as in the instant-time case, save only that we evaluate propagators using light-front momenta.
Now in regard to path integrals the reader might be concerned about the validity of and use of the path integral
representation of the propagator in the light-front case. Thus in order to establish the equivalence of instant-time and
light-front path integrals, we need to establish the actual validity of the path integral representation for propagators
in the light-front case. To this end it suffices to consider the five-dimensional formulation of relativistic quantum
mechanics introduced by Feynman [37] and Nambu [38]. (For a review see e.g. [39].) In nonrelativistic quantum
mechanics ~x is an operator and t is a parameter. To implement covariance one can either demote ~x to also be a
parameter and thus use quantized fields φ(x) that depend on all four components of a c-number xµ. Or one can promote
t to an operator. However, if one does promote t to an operator one then needs a new quantity to serve as a parameter.
So one introduces an SO(3, 1) Lorentz scalar τ and takes four q-number xˆµ(τ) to be operators in a five-dimensional
space labelled by xµ and τ . One treats τ nonrelativistically, and in the free theory case takes the SO(3, 1) invariant
classical action to be S =
∫
dτ [~˙x2−t˙2]/2 = ∫ dτ [−x˙µ(τ)x˙µ(τ)]/2, i.e., S = ∫ dτ [p¯· ˙¯x−p0t˙−H] = ∫ dτ [−pµ(τ)x˙µ(τ)−H],
where the dot denotes d/dτ , where pµ(τ) = x˙µ(τ), and where H = [~p
2 − (p0)2]/2 = −pµ(τ)pµ(τ)/2. One takes the
quantum Hamiltonian operator to be given by the four-dimensional SO(3, 1) invariant Hˆ = −pˆµ(τ)pˆµ(τ)/2, and
considers a Schro¨dinger equation of the form i∂τψ(τ) = i∂τ 〈τ |ψ〉 = Hˆψ(τ) = 〈τ |Hˆ|ψ〉, i.e., of the form i∂τ 〈τ | = 〈τ |Hˆ,
with solution 〈τ | = 〈τ0| exp(−iHˆ(τ − τ0)). Subsequently one integrates τ out and obtains the same four-dimensional
Feynman propagator as the one that one obtains with second-quantized fields. The five-dimensional formulation is
thus a first-quantized approach that is equivalent to the standard second-quantized field formalism.
To establish the path integral formalism using the five-dimensional formulation of relativistic quantum mechanics
we first consider the instant-time case with SO(3, 1) coordinates (x0, x1, x2, x3). We propagate an initial wave function
ψ(xµi , τi) = 〈xµi , τi|ψ〉 to a final wave function ψ(xµf , τf ) = 〈xµf , τf |ψ〉 = i
∫
d4xiG(x
µ
f , τf ;x
µ
i , τi)ψ(x
µ
i , τi), and can thus
set iG(xµf , τf ;x
µ
i , τi) = 〈xµf , τf |xµi , τi〉 = 〈xµf , τi|e−iHˆ(τf−τi)|xµi , τi〉. We now insert a complete set of four-momentum
eigenstates at an infinite set of time slices between τi and τf , with
∑ |pµ〉〈pµ| = I, where each of the pµ variables
varies between −∞ and +∞. Since for one-dimensional nonrelativistic physics one sets 〈x|p〉 = eipx, for four-vectors
pµ and x
µ propagating in the five space, on allowing for the Minkowski signature in the SO(3, 1) space, one sets
〈x|p〉 = e−ipµxµ . Thus on putting in such intermediate states, on setting qµ = pµ(/2)1/2 and δµ = xµ − xµi , on
shifting the qµ integration, and using
∫∞
−∞ e
ia(x−b)2dx = (ipi/a)1/2 when b is real, the first such time slicing at τi + 
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gives
iG(xµ − xµi , ) =
1
(2pi)4
∫
dp0dp1dp2dp3〈xµ| exp(ipˆ2/2)|p〉〈p|xµi 〉 =
1
(2pi)4
∫
dp0dp1dp2dp3 exp[ip
2/2− ipµδµ]
=
1
4pi42
∫
dq0dq1dq2dq3 exp[iq
2 − 21/2iqµδµ/1/2] = 1
4pi42
∫
dq0dq1dq2dq3 exp(iq
2) exp
(−iδµδµ
2
)
= − i
4pi22
exp
(−i(x− xi)2
2
)
= − i
4pi22
exp(iSSTAT), (9.8)
with the phase being the stationary classical action between xi, τi and x, τi +  (the Lagrangian −pµ(τ)x˙µ(τ) +
pµ(τ)p
µ(τ)/2 being the Legendre transform of the Hamiltonian H = −pµ(τ)pµ(τ)/2). Iterating to all time slices then
gives the instant-time path integral, and up to an overall normalization it takes the form
iG(xf − xi, τ) = exp
(
−i[(x0f − x0i )2 − (x1f − x1i )2 − (x2f − x2i )2 − (x3f − x3i )2
2τ
)
. (9.9)
Finally, to integrate on τ we need 12
∫∞
0
dτiG to be convergent at τ = ∞. We thus replace H by H − i =
−pµpµ/2− i so that −iHτ is replaced by ip2τ/2− τ . Then, with 12
∫∞
0
dτ
∫∞
0
(d4p/(2pi)4) exp[ip2τ/2− τ − ip ·x] =
i
∫
(d4p/(2pi)4) exp[−ip · x]/(p2 + i], on integrating on τ we find that 12
∫∞
0
dτiG(xµf − xµi , τ) gives the (m2 = 0)
four-dimensional iD(xµf − xµi ) = 〈Ω|T (+)[φ(xµf )φ(xµi )]|Ω〉 given in (9.2) as written in the instant-time basis, just as it
should.
Now in evaluating four-dimensional Feynman diagrams as contour integrals it is very convenient to introduce
an exponential regulator (and in fact we will explicitly do so below in our light-front Feynman diagram anal-
ysis), and rewrite the four-dimensional Feynman integral i
∫
d4p exp[−ip · x]/[p2 + i] as the five-dimensional
1
2
∫∞
0
dα
∫∞
0
d4p exp[ip2α/2− α− ip ·x] (i.e., as ∫∞
0
dα
∫∞
0
d4p exp[ip2α− α− ip ·x]). As we see, the five-dimensional
τ formalism is identical to the α regulator technique, and it is for this reason that the Feynman diagram and path
integral formalisms coincide.
Since we can (and in fact below will) also use the α regulator technique for light-front Feynman diagrams we can
thus immediately anticipate that the Feynman diagram and path integral approaches will coincide in the light-front
case as well. Thus for SO(3, 1) coordinates (x+, x1, x2, x−) we again time slice in τ , and obtain
iG(xµ − xµi , ) =
1
4pi42
∫
2dq+dq1dq2dq− exp[i(4q+q− − (q1)2 − (q2)2)− 21/2i(q+δ+ + q−δ− + q1δ1 + q2δ2)/1/2]
=
1
pi32
∫
dq−dq1dq2 exp[−i(q1)2 − i(q2)2)− 21/2i(q−δ− + q1δ1 + q2δ2)/1/2]δ(4q− − 21/2δ+/1/2)
=
1
4pi32
∫
dq1dq2 exp[−i(q1)2 − i(q2)2 − iδ+δ−/2− 21/2i(q1δ1 + q2δ2)/1/2]
=
1
4pi32
∫
dq1dq2 exp[−i(q1)2 − i(q2)2] exp
(−i[δ+δ− − (δ1)2 − (δ2)2]
2
)
= − i
4pi22
exp
(−i(x− xi)2
2
)
= − i
4pi22
exp(iSSTAT). (9.10)
We thus recover exactly the same form as in the instant-time case. Iterating to all time slices then gives the light-front
path integral, and up to an overall normalization it takes the form
iG(xfµf − xµi , τ) = exp
(
−i[(x+f − x+i )(x−f − x−i )− (x1f − x1i )2 − (x2f − x2i )2
2τ
)
, (9.11)
to thus establish its equivalence to the instant-time path integral. Finally, on integrating on τ , 12
∫∞
0
dτiG(xµf −xµi , τ)
gives the (m2 = 0) four-dimensional iD(xµf −xµi ) = 〈Ω|T (+)[φ(xµf )φ(xµi )]|Ω〉 given in (9.2) as written in the light-front
basis.
As constructed, we note that the presence of the δ(4q− − 21/2δ+/1/2) term in the light-front path integral entails
that q− and x+−x+i have the same sign. Thus both could be positive or both could be negative, and both possibilities
are allowed since the initial dq− integration was from −∞ to +∞. Since this same relation holds for every time slice,
we see that in going from one time slice in τ to the next the propagation of the light-front x+ could be either forward or
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backward. This is typical of the five-dimensional formalism. In this formalism one is nonrelativistic in τ but relativistic
in xµ. Thus while one can only go forward in τ , one can forward or backward in x+, just as in the nonrelativistic
case where one can only go forward in t but can go forward or backward in the spatial coordinates. Since one can go
forward or backward in x+ in the five-dimensional formalism and thus have particles propagate backward in x+ or
antiparticles propagate forward in x+, in the five-dimensional formalism one is one-body in τ but many-body in x+.
That the path integral would contain both forward and backward propagation in x+ is to be expected since the path
integral corresponds to the Feynman propagator (as it must since it needs the specific Feynman diagram i prescription
to exist), and the Feynman propagator has both forward and backward time orderings. And below in (12.4) and (13.1)
we explicitly evaluate each of the two time orderings in a specific case. Moreover, if we symbolically write the above
light-front path integral as
∫∞
−∞ dq−F (q−)δ(q− − x+) we can rewrite it as
∫ 0
−∞ dq−F (q−)θ(−x+) +
∫∞
0
F (q−)θ(x+),
i.e., as
∫∞
0
dq−[F (−q−)θ(−x+) + F (q−)θ(x+)]. Thus as is common in light-front studies (cf. (13.3) below), we can
reformulate the Feynman integral as one that involves q− ≥ 0 alone. However, we will still have both time orderings,
something that will prove to be central when we evaluate vacuum light-front Feynman diagrams below.
Since our analysis is based on c-numbers our free theory analysis immediately generalizes to interacting theories as
one can transform instant-time path integrals and momentum space Feynman diagrams into light-front path integrals
and momentum-space Feynman diagrams just by changes of variables. Instant-time quantization and light-front
quantization thus give the same scalar field Green’s functions and scattering amplitudes to all orders in interactions.
This had long been known to be the case for specific Feynman diagrams that had been evaluated. Here, and in
agreement with [12], we derive the equivalence to all orders. Moreover, we also note that an instant-time path
integral represents a quantum theory with equal instant-time commutation relations. If we now make a coordinate
transformation to some general, not necessarily light-front, transformed time, the path integral will not change but it
will now correspond to a quantum theory whose commutation relations are at equal transformed time, even as, and
this is the key point, the commutation relations themselves do not transform into each other. For practical purposes
one might want to restrict to transformations between bases that do not give the transformed metric (as defined in
the Appendix) any coordinate dependence, with the most practical of all being those such as the normalized basis
described in the Appendix that leave the determinant of the metric unchanged altogether.
B. Fermion Field Case
In order to show the equivalence of instant-time and light-front Green’s function for fermions and gauge fields, we
first need to determine whether the light-front propagators are to be written in terms of the full sets of fields (i.e.,
including the constrained ψ(−) and A+) or only in terms of the dynamical ψ(+) and A1 and A2. As we now show,
they are in fact to be written in terms of the full sets of fields, with the light-front propagators being given directly by
−i〈Ω|T (+)[ψψ¯]|Ω〉 and −i〈Ω|T (+)[AµAν ]|Ω〉 without any specific reference to good or bad fermions or to constrained
gauge fields. To see this we would only need to show that these Green’s functions as written with full sets of fields
respectively obey the light-front Dirac and Maxwell equations with a delta function source. While this is the case
for gauge bosons if we use the gauge fixing technique described earlier, it is not in fact the case for fermions [12]
as one obtains the additional terms shown in (9.16) and (9.18) below, and for fermions the further analysis that we
provide below is required. (While one does obtain additional terms for gauge bosons as well if one quantizes in the
axial gauge, as we show below, these additional terms are gauge artifacts that do not occur if we use the gauge fixing
technique described above.)
To see what is involved for fermions we follow the scalar field discussion and apply the Dirac operator not to the c-
number matrix element −i〈Ω|T (+)[ψψ¯]|Ω〉 but to the light-front q-number −iT (+)[ψψ¯] = −i[θ(x+−y+)ψβ(x)ψ¯α(y)−
θ(−x+ + y+)ψ¯α(y)ψβ(x)] itself, to obtain
[iγ+∂+ + iγ
−∂− + iγ1∂1 + iγ2∂2 −m]λβ(−i)[θ(x+ − y+)ψβ(x)ψ¯α(y)− θ(−x+ + y+)ψ¯α(y)ψβ(x)]
= γ+λβδ(x
+ − y+)[ψβ(x)ψ†σ(y)γ0σα + ψ†σ(y)γ0σαψβ(x)]
= 2γ0λνΛ
+
νβδ(x
+ − y+)[ψβ(x)ψ†σ(y)γ0σα + ψ†σ(y)γ0σαψβ(x)]
= 2γ0λνδ(x
+ − y+)[[ψ(+)]ν(x)ψ†σ(y)γ0σα + ψ†σ(y)γ0σα[ψ(+)]ν(x)]. (9.12)
Inserting Λ+ + Λ− = 1 where Λ± = γ0γ±/2, we obtain
[iγ+∂+ + iγ
−∂− + iγ1∂1 + iγ2∂2 −m]λβ(−i)[θ(x+ − y+)ψβ(x)ψ¯α(y)− θ(−x+ + y+)ψ¯α(y)ψβ(x)]
= 2γ0λνδ(x
+ − y+)
{
[ψ(+)]ν(x), [ψ
†
(+)]σ(y)
}
γ0σα + 2γ
0
λνδ(x
+ − y+)
{
[ψ(+)]ν(x), [ψ
†
(−)]σ(y)
}
γ0σα, (9.13)
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and note that because of the δ(x+−y+) term the two anticommutator terms that appear in (9.13) are to be evaluated
at y+ = x+. On using the anticommutation relation given in (4.13) the first anticommutator term in (9.13) evaluates
to
2γ0λνδ(x
+ − y+)
{
[ψ(+)]ν(x), [ψ
†
(+)]σ(y)
}
γ0σα = 2δ(x
+ − y+)δ(x− − y−)δ(x1 − y1)δ(x2 − y2)γ0λνΛ+νσγ0σα
= 2δ(x+ − y+)δ(x− − y−)δ(x1 − y1)δ(x2 − y2)Λ−λα
= 2(δλα − [Λ+]λα)δ(x+ − y+)δ(x− − y−)δ(x1 − y1)δ(x2 − y2). (9.14)
Similarly, from (4.23) the second anticommutator term evaluates to
2γ0λνδ(x
+ − y+)
{
[ψ(+)]ν(x), [ψ
†
(−)]σ(y)
}
γ0σα
= i4δ(x
+ − y+)(x− − y−)[i(γ1γ+∂x1 + γ2γ+∂x2 )−mγ+]λαδ(x1 − y1)δ(x2 − y2), (9.15)
where ∂x1 denotes ∂/∂x
1, etc. Finally, combining terms and noting that Λ+ =
1
4γ
−γ+, we obtain
[iγ+∂+ + iγ
−∂− + iγ1∂1 + iγ2∂2 −m]λβ(−i)T (+)[ψβ(x)ψ¯α(y)]
= 2δλαδ(x
+ − y+)δ(x− − y−)δ(x1 − y1)δ(x2 − y2)− 12 [γ−γ+]λαδ(x+ − y+)δ(x− − y−)δ(x1 − y1)δ(x2 − y2)
+ i4δ(x
+ − y+)(x− − y−)[i(γ1γ+∂x1 + γ2γ+∂x2 )−mγ+]λαδ(x1 − y1)δ(x2 − y2). (9.16)
Thus we see that even though −iT (+)[ψβ(x)ψ¯α(y)] is a q-number, its Dirac-operator derivative is a c-number. This
in direct analog to the i∆(LF ;x− y) commutator as it is also a c-number. Also we see that in deriving (9.16) we had
to incorporate both good and bad fermions. Thus for a formulation of light-front time-ordered products of fermions
both good and bad fermions are needed, and we cannot be limited to good fermions alone.
As constructed, (9.16) has an exact solution, giving for the (x+ − y+)-ordered product itself
−iT (+)[ψβ(x)ψ¯α(y)] = 2
(2pi)4
∫ ∞
−∞
dp+dp−dp1dp2
[e−i[p+(x+−y+)+p1(x1−y1)+p2(x2−y2)+p−(x−−y−)]
γ+p+ + γ−p− + γ1p1 + γ2p2 −m+ i
]
βα
+ i4γ
+
βαδ(x
+ − y+)(x− − y−)δ(x1 − y1)δ(x2 − y2). (9.17)
However, just as in the scalar field case, (9.17) could not hold since −iT (+)[ψβ(x)ψ¯α(y)] is a q-number (i.e., if we
expand ψ(x) in terms of creation and annihilation operators b and d†, and expand ψ† in terms of b† and d, the
time-ordered product −iT (+)[ψβ(x)ψ¯α(y)] will contain d†b† and bd terms). However, since −i〈Ω|T (+)[ψβ(x)ψ¯α(y)]|Ω〉
is a c-number we can take the vacuum matrix element of (9.16) with the b†d† and bd terms then decoupling, and then
we do have a pure c-number equation to integrate. This leads to
−i〈Ω|T (+)[ψβ(x)ψ¯α(y)]|Ω〉 = 2
(2pi)4
∫ ∞
−∞
dp+dp1dp2dp−
[e−i[p+(x+−y+)+p1(x1−y1)+p2(x2−y2)+p−(x−−y−)]
γ+p+ + γ−p− + γ1p1 + γ2p2 −m+ i
]
βα
+ i4γ
+
βαδ(x
+ − y+)(x− − y−)δ(x1 − y1)δ(x2 − y2)
= SLFF (x− y)βα + i4γ+βαδ(x+ − y+)(x− − y−)δ(x1 − y1)δ(x2 − y2), (9.18)
with (9.18) serving to define the light-front Feynman propagator SLFF (x− y) (as written in light-front coordinates).
As constructed here, and in contrast to the light-front i∆(LF ;x− y) commutator given in (8.21), we note that for
SLFF (x− y) the integration range for p− is not (0,∞) but (−∞,∞), as required since the action of the Dirac operator
derivative on SLFF (x − y) has to generate the four-dimensional delta function exhibited in (9.16). The light-front
SLFF (x− y) that appears in (9.18) can be obtained directly from the instant-time
SITF (x− y) =
1
(2pi)4
∫
d4p
e−i[p0(x
0−y0)+p1(x1−y1)+p2(x2−y2)+p3(x3−y3)]
γ0p0 + γ3p3 + γ1p1 + γ2p2 −m+ i (9.19)
by a general coordinate transformation from instant-time time to light-front coordinates and momenta, a transfor-
mation that leaves the c-number Feynman propagator invariant. And with the light-front −i〈Ω|T (+)[ψβ(x)ψ¯α(y)]|Ω〉
only depending on xµ − yµ, just as required by the translation invariance of the vacuum, we can simplify by setting
yµ = 0 in (9.18) and for light-front time-ordered product obtain
− i〈Ω|T (+)[ψβ(x)ψ¯α(0)]Ω〉
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=
2
(2pi)4
∫ ∞
−∞
dp+dp1dp2dp−
[ e−i(p+x++p1x1+p2x2+p−x−)
γ+p+ + γ−p− + γ1p1 + γ2p2 −m+ i
]
βα
+ i4γ
+
βαδ(x
+)(x−)δ(x1)δ(x2). (9.20)
The expression we have derived for the light-front −i〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉 in (9.20) is a standard light-front
literature expression. It can be derived via the insertion of the light-front Fock space expansion for ψ(x) into
−i〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉 [14], with it being obtained in [12] using functional source techniques. Our approach here is
to obtain it by first solving for the Green’s function differential equation obeyed by −iT (+)[ψβ(x)ψ¯α(0)] using the equa-
tions of motion, the constraint equation, and the anticommutation relations, with our derivation serving to complement
those of [12] and [14]. As we see from (9.20), we do not in fact find that the light-front −i〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉
is equal to the light-front Feynman propagator SLFF (x)βα. Rather, there is an additional term, one that only takes
support on the light-front light cone. Since the vanishing of x+, x1 and x2 entails that x+x− − (x1)2 − (x2)2 is zero
for any choice of x−, one can regard δ(x+)(x−)δ(x1)δ(x2) as representing the tip of the light-front light cone, and we
shall refer to the singular term in (9.20) as being a tip of the light cone singularity. This singular term has no instant-
time quantization counterpart as there −i〈Ω|T (0)[ψβ(x)ψ¯α(0)]|Ω〉 = −i〈Ω|[θ(x0)ψβ(x)ψ¯α(0) − θ(−x0)ψ¯α(0)ψβ(x)]Ω〉
is equal to the standard instant-time SITF (x)βα. The tip of light cone singularity is thus a special feature of light-front
quantization.
In (9.20) we have written the SLFF (x)βα Feynman propagator term in covariant form. Thus under a general
coordinate transformation x0 = 12 (x
+ +x−), x3 = 12 (x
+−x−), p0 = p+ +p−, p3 = p+−p−, the standard instant-time
fermion Feynman propagator SITF (x)βα transforms into the light-front fermion Feynman propagator S
LF
F (x)βα (just
as in the scalar field case). However, the matrix element −i〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉 itself does not because of the tip
of the light cone singularity. Thus initially it looks as though light-front quantization for fermions is not equivalent
to instant-time quantization. However, the difference only contributes at the tip of the light-front light cone. Thus
for any processes that are not at the tip of the light cone (such as scattering from one spacetime point to another,
processes where x+ 6= 0) the equivalence of light-front and instant-time fermionic Green’s functions is established.
However, the one place where the tip of the light cone will contribute is in light-front vacuum graphs, and as noted
in [13] and as discussed in detail below, we can construct vacuum graphs from time-ordered products of fields. We
thus use the spacetime coordinate xµ as a regulator and take the xµ → 0 limit of
−i〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉 = −i〈Ω|[θ(x+)ψβ(xµ)ψ¯α(0)− θ(−x+)ψ¯α(0)ψβ(xµ)]|Ω〉
= −i〈Ω|[−θ(x+)ψ¯α(0)ψβ(xµ)− θ(−x+)ψ¯α(0)ψβ(xµ)]|Ω〉
−i〈Ω|[θ(x+)ψβ(xµ)ψ¯α(0) + θ(x+)ψ¯α(0)ψβ(xµ)]|Ω〉. (9.21)
On inserting Λ+ + Λ− = I into (9.21) in the limit we obtain
− i〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉 → i〈Ω|ψ¯α(0)ψβ(0)]|Ω〉 − iθ(0+)〈Ω|[ψβ(0)ψ¯α(0) + ψ¯α(0)ψβ(0)]Ω〉
= i〈Ω|ψ¯α(0)ψβ(0)|Ω〉 − iθ(0+)γ0να〈Ω|[ψβ(0)(Λ+ + Λ−)ψ†ν(0) + ψ†ν(0)(Λ+ + Λ−)ψβ(0)]|Ω〉
= i〈Ω|ψ¯α(0)ψβ(0)|Ω〉 − iθ(0+)γ0να〈Ω|[
{
ψ
(+)
β (0), [ψ
†
(+)]ν(0)
}
+
{
ψ
(−)
β (0), [ψ
†
(−)]ν(0)
}
]|Ω〉. (9.22)
In (9.22) the first anticommutator term evaluates to
−iθ(0+)γ0να〈Ω|
{
ψ
(+)
β (0), [ψ
†
(+)]ν(0)
}
|Ω〉 = −iθ(0+)γ0ναΛ+βν [δ(0)]3 = − i2 (γ0 − γ3)βαθ(0+)[δ(0)]3, (9.23)
while according to (4.22) the second anticommutator term evaluates
− iθ(0+)γ0να〈Ω|
{
ψ
(−)
β (0), [ψ
†
(−)]ν(0)
}
|Ω〉
= − i
32
(γ0 + γ3)βαθ(0
+)
[
− ∂
∂x1
∂
∂x1
− ∂
∂x2
∂
∂x2
+m2
] ∫
du−[(−u−)]2δ(x1 = 0)δ(x2 = 0). (9.24)
Now the quantity ψ¯α(0)ψβ(0) has 16 components. We can thus develop it in terms of irreducible representations of
the Lorentz group as a scalar, a pseudoscalar, a vector, an axial vector, and a rank two antisymmetric tensor (i.e., as
I, γ5, γµ, γµγ5 and γµγν−γνγµ). However if Lorentz invariance is not to be broken in the vacuum, we can only allow
the scalar and pseudoscalar. Both involve taking a trace over the spinor indices, and since the discussion is equivalent
for both we shall restrict to the scalar. On now taking the Dirac spinor space traces we see that the contributions of
both of the anticommutator terms in (9.22) actually vanish since γ0 and γ3 are both traceless. Consequently, the tip
of the light cone singularity drops out of the trace, leaving us with
− iηαβ〈Ω|T (+)[ψβ(x)ψ¯α(0)]|Ω〉 → iηαβ〈Ω|ψ¯α(0)ψβ(0)|Ω〉 = i〈Ω|ψ¯(0)ψ(0)|Ω〉
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=
2
(2pi)4
∫
dp+dp1dp2dp−
4m
4p+p− − (p1)2 − (p2)2 −m2 + i . (9.25)
a so-called vacuum tadpole graph of the type exhibited in Fig. 1 below. By coordinate invariance this is exactly
the same expression as the one associated with the fermion loop tadpole graph in instant-time quantization, and
their equivalence is thus established. However, as noted in [13] and as is discussed in detail below, the way that the
equivalence is actually established is due to a circle at infinity contribution in the complex light-front energy p+ plane,
a contribution that has no counterpart in the instant-time case as the circle in the complex instant-time energy p0
plane is suppressed. Since (9.25) only differs from the analogous scalar field case though the factor of 4m, discussion of
the fermion loop tadpole graph is identical to discussion of the scalar field tadpole loop, and we present the discussion
of the scalar field tadpole below.
With the tip of the light cone singularity (where x+ = 0) not contributing to the vacuum graph, and with it not
contributing to non-vacuum graphs (where x+ 6= 0), we see that despite its presence, it is not observable. Consequently,
just as in the scalar sector, in the fermionic sector light-front quantized diagrams and instant-time quantized diagrams
are equal.
Since we need to consider both good and bad fermions in the full −i〈Ω|T (+)[ψ¯(x)ψ(0)]|Ω〉, we equally would need
to consider both good and bad fermions in a path integral representation
∫
D[ψ¯]D[ψ]ψ(x)ψ¯(0) exp(iS[ψ¯, ψ]) of the
same propagator, where the fermion mass term ψ¯ψ = [ψ(+)]
†γ0ψ(−) + [ψ(−)]†γ0ψ(+) for instance directly couples the
good and bad fermions in the action S[ψ¯, ψ]. That we would need to consider both good and bad fermions anyway
is because the bad fermion only obeys the constraint equation given in (4.15) in solutions to the Dirac equation
of motion, while the path integral is over all paths, stationary and non-stationary combined, with the bad fermion
not obeying any constraint in any non-stationary path. With both the good and the bad fermions contributing in
the path integral measure, the light-front path integral measure has the same number of degrees of freedom as the
instant-time path integral measure (i.e., both 4-component fermions not 2-component ones). And thus by a general
coordinate transformation we can show that the two path integrals are equal, with the light-front and instant-time
Green’s functions then being the same.
However, we just established that in fact light-front and instant-time Green’s functions are not equal because
of the tip of the light cone contribution given in (9.20), and thus we initially have a puzzle. The resolution
of the puzzle is that the path integral representation of a quantity such as −i〈Ω|T (+)[ψ(x+, x1, x2, x−)ψ¯(0)]|Ω〉
can only be derived if x+ is nonzero since one has to break −i〈Ω|T (+)[ψ(x+, x1, x2, x−)ψ¯(0)]|Ω〉 up into in-
finitesimal time slices and then identify all the paths that evolve from each time slice to the next. Technically,
the behavior of −i〈Ω|T (+)[ψ(x+, x1, x2, x−)ψ¯(0)]|Ω〉 at x+ = 0 is outside of the path integral formalism, and
whether or not one can construct an expression for −i〈Ω|T (+)[ψ(0, x1, x2, x−)ψ¯(0)]|Ω〉 as the x+ → 0 limit of
−i〈Ω|T (+)[ψ(x+, x1, x2, x−)ψ¯(0)]|Ω〉 depends on each individual case. However, since the tip of the light cone is-
sue does not arise for scattering processes, i.e., processes where the light-front time x+ is nonzero, for scattering the
path integral representation is valid, and by general coordinate invariance one can not only show the equivalence of
light-front and instant-time scattering processes for the free theory, one can equally show the equivalence to all orders
in interactions since the all-order path integral is just as general coordinate invariant as the lowest order one. Thus
even though there is a tip of the light cone issue for fermions, as we have seen, the equivalence still holds since the
tip of the light cone singularity decouples from the fermion loop tadpole graph. Thus for fermions the equivalence of
light-front and instant-time Green’s functions holds in both the non-vacuum and vacuum sectors.
C. Gauge Field Case
For gauge bosons one can work in the A+ = 0 gauge or use gauge fixing. If we work with A+ = 0, gauge bosons
obey the wave equation (ηµν − ∂µ∂ν)Aν = 0 given in (5.5). Consequently in this gauge the light-front propagator
obeys
(ηµν− ∂µ∂ν)[−i〈Ω|[θ(x+)Aν(x)Aσ(0) + θ(−x+)Aσ(0)Aν(x)]|Ω〉] = 2ηµσδ(x+)δ(x−)δ(x1)δ(x2). (9.26)
As noted in [14] this equation conveniently has an exact solution
Dµν(x) = −i〈Ω|T (+)[Aµ(x)Aν(0)]|Ω〉 = 2
∫
dp+dp−dp1dp2
(2pi)4
e−ip·x
p2 + i
(
gµν − n
µpν + nνpµ
n · p +
p2
(n · p)2n
µnν
)
, (9.27)
where the only non-zero components of the reference vector nµ are n+ = 1, n
− = 2, with the axial gauge condition
being given by nµA
µ = A+ = 0. Not only is the axial gauge Dµν(x) not diagonal in the spacetime indices, but as
had been noted in [12, 40], it also contain terms that are singular at n · p = 0. i.e., at p− = 0, the familiar zero-mode
problem of light-front quantization.
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The way that (9.27) satisfies (9.26) differs for its various components. Thus for µ = 1 (and analogously for µ = 2)
we immediately obtain a propagator equation of the form
[η1ν(4∂+∂− − (∂1)2 − (∂2)2)− ∂1∂ν ][−i〈Ω|[θ(x+)Aν(x)A1(0) + θ(−x+)A1(0)Aν(x)]|Ω〉
= −i〈Ω|4δ(x+)[∂−A1(x)A1(0)−A1(0)∂−A1(x)]Ω〉+ i〈Ω|δ(x+)[∂1A+(x)A1(0)−A1(0)∂1A+(x)]|Ω〉. (9.28)
In the A+ = 0 gauge the last term vanishes (to thus show how convenient this gauge is), and, just as required, through
use of (5.24) not only do we obtain
[η1ν∂α∂
α − ∂1∂ν ]Dν1 = [η2ν∂α∂α − ∂2∂ν ]Dν2 = 2δ(x+)δ(x−)δ(x1)δ(x2) (9.29)
for the propagating A1 and A2 modes, we obtain (9.29) regardless of the constraint on A+ given in (5.22). As we see
from (9.29), there are no zero-mode issues for the propagating A1 and A2 modes,
In regard to the singular terms that appear in (9.27), as noted in [14] these terms arise because in the A+ = 0 gauge
A− = 2A+ is a constrained field that obeys the nonlocal constraint given in (5.22). In particular, we note that the
factor gµν − (nµpν +nνpµ)/n · p+ p2nµnν/(n · p)2 on the right-hand side of (9.27) evaluates to −(p1/p−)2− (p2/p−)2
when µ = −, ν = −, precisely as is needed to verify the validity of (9.27) in the (−,−) sector by inserting the
nonlocal (5.22) into D−−(x) = −i〈Ω|T (+)[A−(x)A−(0)]|Ω〉. With A+, g++ and n+ all being zero, (9.27) holds for
all components of Dµν(x). And with A− being constrained, only A1 and A2 propagate, and for them we can use
Dµν(p) = gµν/(p2 + i). Singularities do appear in D−−, D−1 and D−2, and with (9.27) being local in momentum
space, D−−, D−1 and D−2 are nonlocal in coordinate space, just as A− is. While this nonlocality is analogous to the
bad fermion anticommutator given in (4.22), which is also nonlocal in coordinate space, the two situations are not
comparable since the bad fermion obeys a nonlocal constraint due to the intrinsic structure of the light-front Dirac
equation (γ+ being a divisor of zero). However, A+ only obeys a nonlocal constraint because of the gauge choice,
and with the gauge fixing IG of (5.30) leading to D
µν(p) = gµν/(p2 + i) for all µ, ν, the associated singularities in
(9.27) would even appear to be avoidable since using IG apparently leads to no singularities at all. Thus it would
appear that the treatments of these n · p = 0 singularities by Mandelstam [41] and Leibbrandt [42] might not be
needed, because with IG they do not appear. Also we note that in establishing the equivalence of instant-time and
light-front vacuum tadpole graphs given in [13, 15] and below it is necessary to deal with the p+ = 2p− = 0 region,
as even in the scalar field case where there are no gauge issues at all, this zero-mode region puts singularities into
Feynman diagrams (the p+ pole term in (9.25) below generates an on-shell 1/4p− term, just like the one in the on-shell
(8.21)). These zero-mode Feynman diagram singularities are distinct from those in (9.27). They are characteristic of
light-front studies, and have been treated quite extensively in [13, 15] and will be discussed in detail below.
As we see, in (9.29) there is no tip of the light cone singularity in the A1 and A2 sectors. With (9.29) being
a c-number relation, we can make a coordinate transformation on it to then recover the instant-time propagator
equation in the A0 = 0 gauge since the gauge condition A+ = 0 would transform into A0 = 0. We thus establish
that instant-time and light-front gauge field Green’s functions are identical. This same lack of any need to consider
the constraints on A+ occurs for path integrals as well, as we must do the path integration over all four components
of Aµ, since constraints on A+ are properties of the solutions to the equations of motion and thus not properties of
the unconstrained arbitrary variational path. From this it follows immediately that for gauge bosons the free and
all-order Green’s functions calculated via path integration are the same in both instant-time A0 = 0 quantization and
light-front A+ = 0 quantization since all one has to do is make a coordinate transformation on the coordinates and
on the classical fields.
When we use gauge fixing the gauge bosons and Faddeev-Popov ghost fields obey the wave equations given in (5.31)
and (5.37). Since these equations are diagonal in Lorentz and internal symmetry indices, the discussion parallels the
scalar field case with there being no tip of the light cone issues, and with the instant-time and light-front gauge boson
and ghost propagators transforming into each other just as in the scalar field case. Finally, with both the Feynman
diagram and path integral analyses holding for any theory (there being no tip of the light cone issues for integer spin
fields, while the tip of the light cone singularity decouples from the fermion loop tadpole graph), we establish that in
all cases the equivalence of light-front and instant-time Green’s functions holds.
D. Why There are Only Tip of the Light Cone Issues for Fermions
As we have seen, tip of the light cone issues occur for fermions but not for bosons. To understand why this is so it
is instructive to construct light-front vacuum diagrams (the place where tip of the light cone issues are relevant) by
boosting instant-time vacuum diagrams to the infinite momentum frame. In general, the infinite momentum frame is
a very convenient frame to use in quantum field theory for scattering processes (viz. x+ > 0), since many Feynman
diagrams are suppressed if an observer makes a Lorentz boost with a velocity at or close to the velocity of light, and
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under this boost instant-time diagrams with x0 > 0 transform into light-front diagrams with x+ > 0. However, we
will show in Sec. XVI that use of the infinite momentum frame is actually inadequate for constructing light-front
vacuum graphs (viz. x+ = 0) from instant-time ones (x0 = 0) because of circle at infinity contributions. However for
addressing the vacuum sector tip of the light cone issue the infinite momentum frame still is useful because the tip of
the light cone issue appears in the pole term contribution, and as we also show in Sec. XVI, for the pole contribution
the infinite momentum frame is adequate.
Under a Lorentz boost with velocity u in the 3-direction the contravariant and covariant components of a general
four-vector Aµ transform as
A0 → A
0 + uA3
(1− u2)1/2 , A
3 → A
3 + uA0
(1− u2)1/2 , A0 →
A0 − uA3
(1− u2)1/2 , A3 →
A3 − uA0
(1− u2)1/2 . (9.30)
If we set (1− u) = 2/2, then with  small, to leading order we obtain
A0 → A
0 +A3

+O(), A3 → A
3 +A0

+O(), A0 → A0 −A3

+O(), A3 → A3 −A0

+O(),
(A0)2 − (A3)2 → A+A− +O(), (9.31)
where A± = A0 ±A3. This leads to
p3 → p
+

=
2p−

, Ep → 2p−

,
dp3
Ep
→ dp−
p−
, (9.32)
where Ep = ((p3)
2 + (p1)
2 + (p2)
2 +m2)1/2.
As well as transform energies and momenta we also have to transform the ranges of integration in Feynman graphs.
To this end we recall that under a Lorentz boost the velocity transforms as
v → v + u
1 + vu
=
v + 1− 2/2
1 + v − v2/2 . (9.33)
Thus with u = 1− 2/2, v = 1− 2/2 transforms into v′ = 1, while v = −1 + 2/2 transforms into v′ = −1. With the
quantity p3 + p0 being given by m(v + 1)/(1− v2)1/2 = m(1 + v)1/2(1− v)1/2, the range p3 = −∞ to p3 = +∞, viz.
v = −1 + 2/2 to v = 1− 2/2, transforms into the p+ = 2p− range m2/4 to ∞, and thus to the range 0 to ∞ when
we set  = 0.
As we discuss in detail below, if we now look at an instant-time scalar field vacuum tadpole, we can close the
contour below the real p0 axis and only pick up poles, to obtain
D(xµ = 0, instant,pole) =
1
(2pi)4
∫
d4p
1
[(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 + i]
∣∣∣
pole
=
−i
(2pi)3
∫ ∞
−∞
d3p
2Ep
. (9.34)
We can write this expression in the infinite momentum frame and obtain
D(xµ = 0, instant,pole)→ −i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
2p−
, (9.35)
and in Sec. XV we will show that the right-hand side of (9.35) is the light-front complex p+ plane pole contribution
(D(xµ = 0, front,pole)) to the light-front vacuum tadpole. With this being the case, there are no tip of the light cone
issues for scalars.
For fermions we have
1
(2pi)4
∫
d4p
1
[γµpµ −m+ i]
∣∣∣
pole
=
−i
(2pi)3
∫ ∞
−∞
d3p
2Ep
(γ0Ep + γ
1p1 + γ
2p2 + γ
3p3 +m). (9.36)
To apply the infinite momentum frame we treat the Dirac γµ matrices as fixed quantities as they act in the spinor
space not in spacetime (it is ψ¯(x)γµψ(x) that is a spacetime vector), and obtain
−i
(2pi)3
∫ ∞
−∞
d3p
2Ep
(γ0Ep + γ
1p1 + γ
2p2 + γ
3p3 +m)
→ −i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
2p−
(γ0Ep + γ
1p1 + γ
2p2 + γ
3p3 +m)
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+
i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
2p−
γ0p3 + γ
3Ep

, (9.37)
with both the numerator and denominator having to transform. We recognize (9.37) as being in the same form as
(9.20), with the 1/ term corresponding to the δ(x+) term. Thus in transforming the fermionic instant-time vacuum
Feynman diagram to the infinite momentum frame we generate both the light-front vacuum Feynman propagator and
the tip of the light cone singularity.
For Abelian and non-Abelian gauge bosons and for Faddeev-Popov ghosts we can evaluate the instant-time vacuum
diagrams using the gauge fixing procedure described in Secs. V B and V C, with the pole terms being of the form
D(Abelian) =
1
(2pi)4
∫
d4p
gµν(instant)
[(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 + i]
∣∣∣
pole
=
−igµν(instant)
(2pi)3
∫ ∞
−∞
d3p
2Ep
,
D(non−Abelian) = 1
(2pi)4
∫
d4p
gµν(instant)δab
[(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 + i]
∣∣∣
pole
=
−igµν(instant)δab
(2pi)3
∫ ∞
−∞
d3p
2Ep
,
D(ghost) =
1
(2pi)4
∫
d4p
δab
[(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 + i]
∣∣∣
pole
=
−iδab
(2pi)3
∫ ∞
−∞
d3p
2Ep
, (9.38)
where gµν(instant) is the instant-time metric given in (A.1). We can write (9.38) in the infinite momentum frame and
obtain
−igµν(instant)
(2pi)3
∫ ∞
−∞
d3p
2Ep
→ −igµν(front)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
2p−
,
−igµν(instant)δab
(2pi)3
∫ ∞
−∞
d3p
2Ep
→ −igµν(front)δab
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
2p−
,
−iδab
(2pi)3
∫ ∞
−∞
d3p
2Ep
→ −iδab
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
2p−
, (9.39)
where gµν(front) is the light-front metric given in (A.1). (gµν(instant) is actually left invariant by the boost but can
be written in the light-front coordinate basis as gµν(front).) With gauge fixing there is thus no tip of the light cone
singularity in the gauge boson case. Now it was noted in [12] that while one would get zero mode singularities of the
type exhibited in (9.27) in the gauge boson case if one quantized in the axial gauge, they decouple if the gauge boson
propagator is coupled to conserved currents. Thus by working with the Secs. V B and V C gauge fixing procedures
no tip of the light cone singularities or zero mode singularities are encountered in the gauge boson case.
The reason why fermions behave differently than bosons is because they link spacetime with the spinor space while
bosons are defined in spacetime alone. This is familiar in differential geometry since one has to introduce vierbeins
V µa to describe half-integral spin, as one sets g
µν = ηabV µa V
ν
b where the vierbeins carry both a spacetime index µ and
a fixed frame spinor index a. One replaces γµ∂µ by γ
aV µa ∂µ, and under a coordinate transformation the V
µ
a transform
but not the fixed frame γa. For integer spin it is not necessary to introduce vierbeins. Consequently, it is only for
half-integer spin that one has to deal with tip of the light cone singularities.
X. INSTANT-TIME FEYNMAN CONTOURS FOR SCALAR FIELDS
To study the issues involved in more detail it is instructive to examine some specific Feynman diagrams, and as we
noted above, we only need to consider the scalar field case, since with gauge fixing the gauge boson case is analogous,
and once we have taken care of tip of the light cone singularities the fermion sector graphs are analogous too. In the
instant-time formalism the scalar field D(xµ) Feynman diagram given in (9.2) is of the form
D(xµ, instant) =
1
(2pi)4
∫
dp0dp1dp2dp3
e−i(p0x
0+p3x
3+p1x
1+p2x
2)
[(p0)2 − (p3)2 − (p1)2 − (p2)2 −m2 + i] , (10.1)
and has poles in the lower right-hand and upper left-hand quadrants in the complex p0 = p
R
0 + ip
I
0 plane. With
exp(−ip0x0) = exp(−ipR0 x0 + pI0x0), for x0 > 0 the circle at infinity contribution will be suppressed if we close
in the lower half complex p0 plane. With the instant-time denominator behaving as 1/(p0)
2 at large p0, it would
also give suppression of the circle at infinity contribution, but the exp(pI0x
0) suppression of the lower half circle at
infinity contribution in the instant-time case will suffice if x0 is positive definite. We can therefore set
∫∞
−∞ dp0 =
pole contribution. There are then two ways to evaluate the Feynman diagram. The first way is to close the contour
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and evaluate the pole contribution, and the second is to regulate the integral
∫∞
−∞ dp0 and evaluate it directly along the
real p0 axis. If these two procedures agree, one then confirms that there indeed are no circle at infinity contributions.
For the instant-time pole contribution to forward in time propagation, we note that if we close the contour below
the real p0 axis in a clockwise-directed contour we only pick up the poles in the lower right-hand quadrant in the
complex p0 plane, and they all have positive energy (positive energy states propagate forward in time). In instant-time
quantization the contribution of the poles is
D(x0 > 0, instant,pole) = − i
(2pi)3
∫ ∞
−∞
d3p
2Ep
exp(−iEpx0 + i~p · ~x) = 1
8pi
(
m2
x2
)1/2
H
(2)
1 (m(x
2)1/2), (10.2)
where Ep = +(~p
2 +m2)1/2, and where the d3p integral can be done analytically.
To evaluate the instant-time integral directly along the real p0 axis, we introduce the exponential regulator given by∫∞
0
dα exp[iα(A+ i)] = −1/iA, with the i term suppressing the α =∞ contribution when A is real. With p2 −m2
being real on the real p0 axis we thus obtain
D(x0 > 0, instant, regulator) = − i
(2pi)4
∫ ∞
−∞
d4pe−ip·x
∫ ∞
0
dαeiα(p
2−m2+i)
= − i
(2pi)4
∫ ∞
−∞
d4p
∫ ∞
0
dαeiα(p−x/2α)
2−ix2/4α−iαm2−α. (10.3)
On shifting the pµ integration and setting qµ = α
1/2pµ we obtain
D(x0 > 0, instant, regulator)
= − i
(2pi)4
∫ ∞
0
dα
α2
e−ix
2/4α−iαm2−α
∫ ∞
−∞
dq0dq1dq2dq3e
i[(q0)
2−(q1)2−(q2)2−(q3)2]
= − 1
16pi2
∫ ∞
0
dα
α2
e−ix
2/4α−iαm2−α =
1
8pi
(
m2
x2
)1/2
H
(2)
1 (m(x
2)1/2). (10.4)
With D(x0 > 0, instant,pole) and D(x0 > 0, instant, regulator) being equal, we thus confirm that there is no circle at
infinity contribution just as anticipated.
XI. INSTANT-TIME FOCK SPACE FORMALISM IN THE SCALAR FIELD NON-VACUUM SECTOR
In the instant-time case one can take an instant-time forward in time Green’s function such as D(x0 > 0, instant) =
−i〈ΩI |θ(x0)φ(x0, x1, x2, x3)φ(0)|ΩI〉 as evaluated in the instant-time vacuum |ΩI〉, and expand the field in terms of
instant-time creation and annihilation operators that create and annihilate particles out of that vacuum as
φ(x0, ~x) =
∫
d3p
(2pi)3/2(2Ep)1/2
[a(~p) exp(−iEpt+ i~p · ~x) + a†(~p) exp(+iEpt− i~p · ~x)], (11.1)
where Ep = (~p
2+m2)1/2 and [a(~p), a†(~p ′)] = δ3(~p−~p ′). The insertion of φ(~x, x0) into D(x0 > 0, instant) immediately
leads to the on-shell three-dimensional integral
D(x0 > 0, instant,Fock) = − iθ(x
0)
(2pi)3
∫ ∞
−∞
d3p
2Ep
e−iEpx
0+i~p·~x. (11.2)
We recognize (11.2) as (10.2), to thus establish the equivalence of the instant-time off-shell Feynman and on-shell
Fock space prescriptions.
As an alternative way of understanding this equivalence, one can look for solutions to (∂α∂
α+m2)D(xµ, instant) =
−δ4(x), and obtain the off-shell four-dimensional integral
D(xµ, instant) =
1
(2pi)4
∫
d4p
e−ip·x
p2 −m2 + i =
1
(2pi)4
∫
d4p
2Ep
e−ip·x
[
1
p0 − Ep + i −
1
p0 + Ep − i
]
. (11.3)
One can then proceed from (11.3) to (11.2) by closing the Feynman contour below the real p0 axis, to yield a contour
integral in which the lower-half p0 plane circle at infinity makes no contribution when the instant-time x
0 is positive,
while the pole term yields (11.2).
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Similarly, one can proceed from (11.2) to (11.3) by writing the theta function as
θ(x0) = − 1
2pii
∫ ∞
−∞
dω
e−iωx
0
ω + i
, (11.4)
so that (11.2) takes the form
D(x0 > 0, instant) =
1
(2pi)4
∫
d3p
2Ep
∫ ∞
−∞
dω
e−iωx
0
ω + i
e−iEpx
0+i~p·~x. (11.5)
On setting p0 = ω + Ep, we can rewrite (11.5) as
D(x0 > 0, instant) =
1
(2pi)4
∫
d4p
2Ep
e−ip0x
0+i~p·~x
(p0 − Ep + i) . (11.6)
We recognize (11.6) as the forward in time, positive frequency component of (11.3), and thus establish the equiva-
lence of the instant-time off-shell four-dimensional Feynman and on-shell three-dimensional Hamiltonian (Fock space)
formalisms, and see that the equivalence occurs because the four-dimensional Feynman contour is given by on-shell
poles alone. However, as we shall also see, in the light-front vacuum sector that we discuss below this is not in fact
the case, with there being a circle at infinity contribution as well.
XII. LIGHT-FRONT FEYNMAN CONTOURS IN THE SCALAR FIELD NON-VACUUM SECTOR
With there being only one power of p+ in the denominator in
D(xµ, front) =
2
(2pi)4
∫
dp+dp1dp2dp−
e−i(p+x
++p1x
1+p2x
2+p−x−)
4p+p− − (p1)2 − (p2)2 −m2 + i , (12.1)
in the light-front case the circle at infinity contribution cannot be suppressed by the denominator, though with
exp(−ip+x+) being of the form exp(−iR cos θx+ +R sin θx+) when p+ = Reiθ, in analog to the instant-time case, for
x+ > 0 the circle at infinity contribution will still be suppressed in the lower half complex p+ plane.
We can evaluate
∫∞
−∞ dp+ directly along the real axis using an exponential regulator, or via the pole contribution
alone when we take advantage of the suppression on the lower half plane circle at infinity and close below the real p+
axis. In regard to the pole terms we note that in (12.1) the denominator is given by
4p+p− − (p1)2 − (p2)2 −m2 + i = 4p−
[
p+ − ((p1)2 + (p2)2 +m2)/4p− + i/4p−
]
. (12.2)
In terms of Fp = (p1)
2 + (p2)
2 +m2, we see that poles in the complex p+ plane occur at p+ = F
2
p /4p−− i/4p−. Poles
with p− ≥ 0+ thus all lie below the real p+ axis and have positive F 2p /4p−, while poles with p− ≤ 0− all lie above
the real p+ axis and have negative F
2
p /4p−. For x
+ > 0 closing the p+ contour below the real axis then restricts the
poles to F 2p /4p− > 0, p− ≥ 0+, just as is considered in the on-shell Light-Front Hamiltonian treatment (see e.g. [2]).
However, in order to establish that the pole terms are all that one needs, one has to deal with the fact that the pole
at p− = 0+ has F 2p /4p− = ∞ and thus, as noted in [12], gets intertwined with the circle at infinity (and in addition
one has to show that the p− < 0− contribution is zero). To see whether this might be a concern, we compare the
regulator and pole determinations of the Feynman contour.
To address these issues we need to evaluate D(x+ > 0, front) in a procedure in which there is no ambiguity when
we set p− = 0. To this end we note that the exponential regulator that we used in (10.3) can be used in the light-front
case as well as in the instant-time case, with it being well-behaved when 4p+p− − (p1)2 − (p2)2 −m2 is real (it again
being the i term that provides the large α suppression), while also remaining well-behaved if p− = 0, just as we want.
Through use of the exponential regulator we can determine D(x+ > 0, front) by direct integration along the real p+
axis without regard to any contour contribution, and with q1 = α
1/2p1, q2 = α
1/2p2 obtain
D(x+ > 0, front, regulator)
= − 2i
(2pi)4
∫ ∞
−∞
dp+
∫ ∞
−∞
dp−
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2e
−i(p+x++p−x−+p1x1+p2x2)
∫ ∞
0
dαeiα(4p+p−−(p1)
2−(p2)2−m2+i)
= − 2i
(2pi)3
∫ ∞
−∞
dp−
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2e
−i(p−x−+p1x1+p2x2)
∫ ∞
0
dαeiα(−(p1)
2−(p2)2−m2+i)δ(4αp− − x+)
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= − 2i
4(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2e
−i(p1x1+p2x2)
∫ ∞
0
dα
α
eiα(−(p1)
2−(p2)2−m2+i)e−ix
+x−/4α
= − 2i
4(2pi)3
∫ ∞
−∞
dq1
∫ ∞
−∞
dq2e
−i[(q1)2+(q2)2]
∫ ∞
0
dα
α2
e−i(x
+x−−(x1)2−(x2)2)/4α−iαm2−α
= − 1
16pi2
∫ ∞
0
dα
α2
e−ix
2/4α−iαm2−α =
1
8pi
(
m2
x2
)1/2
H
(2)
1 (m(x
2)1/2). (12.3)
Comparing with (10.4) we thus establish the equivalence of the instant-time and light-front non-vacuum sector Feyn-
man diagrams, just as desired, and just as we had discussed in general in Sec. IX. Moreover, we in addition note the
appearance of the δ(4αp− − x+) term. With x+ being positive for forward in time propagation, we thus establish
that for forward in time propagation the only allowed values of p− are x+/4α. With α varying between 0 and ∞, for
forward in time propagation we thus restrict to all p− ≥ 0+, just as required in the on-shell Light-Front Hamiltonian
treatment. (For backward in time propagation we would restrict to all p− ≤ 0−.)
To evaluate the complex p+ plane pole contribution when x
+ > 0, as can be seen from (12.2), poles below the real
axis are restricted to p− ≥ 0, and occur at a value of F 2p /4p− that is necessarily positive. However, as noted above
there is an ambiguity since the range includes the point at p− = 0 where F 2p /4p− = ∞. We shall thus momentarily
exclude the region around p− = 0, and thus in (12.1) only consider poles below the real p+ axis that have p− ≥ δ
where δ is a small number. Evaluating the contour integral in the complex p+ plane thus gives
D(x+ > 0, front,pole) = − 2i
(2pi)3
∫ ∞
δ
dp−
4p−
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2e
−i(F 2px+/4p−+p−x−+p1x1+p2x2)−x+/4p−
= − 1
4pi2x+
∫ ∞
δ
dp−e−ip−x
−+i[(x1)2+(x2)2]p−/x+−im2x+/4p−−x+/4p−
= − 1
4pi2x+
∫ ∞
δ
dp−e−ip−x
2/x+−im2x+/4p−−x+/4p− . (12.4)
If we now set α = x+/4p−, we obtain
D(x+ > 0, front,pole) = − 1
16pi2
∫ x+/4δ
0
dα
α2
e−ix
2/4α−iαm2−α. (12.5)
In (12.5) we can now take the limit δ → 0, x+/4δ →∞ without encountering any ambiguity as long as x+ is nonzero,
and with x+ > 0 thus obtain
D(x+ > 0, front,pole) = − 1
16pi2
∫ ∞
0
dα
α2
e−ix
2/4α−iαm2−α. (12.6)
With (12.6) being equal to (12.3) we thus confirm that D(x+ > 0, front) can be written as
D(x+ > 0, front) = D(x+ > 0, front, regulator) = D(x+ > 0, front,pole) =
1
8pi
(
m2
x2
)1/2
H
(2)
1 (m(x
2)1/2), (12.7)
just as needed. Since we have established that the pole contribution and the exponential regulator calculation are
equal, we confirm that there is no circle at infinity contribution.
If we include interactions the propagator acquires a self energy Σ(p) and the denominator in the propagator becomes
4p+p− − (p1)2 − (p2)2 −m2 − Σ(p) + i = 4p−
(
p+ − ((p1)2 + (p2)2 +m2 + Σ(p))/4p− + i/4p−
)
. (12.8)
Now if the interacting Hamiltonian is Hermitian the poles would still be at real p+, and they would still be below
the real p+ axis if p− > 0. However, the poles could move into the negative p+ region. As long as the shift in p+
is finite (after renormalization if necessary), one can always redefine the zero of energy so as to make all poles be at
nonnegative p+. Thus even in the interacting case we must still restrict to p− > 0 so as to ensure that all poles stay
below the real p+ axis, and even in the interacting case we recover the p+ > 0, p− > 0 conditions that are used in
the on-shell Light-Front Hamiltonian formalism.
XIII. LIGHT-FRONT FOCK SPACE FORMALISM IN THE SCALAR FIELD NON-VACUUM SECTOR
With the lower half p+ plane pole contribution to the light-front non-vacuum x
+ > 0 forward in time propagator
being given in (12.4), to obtain the non-vacuum light-front backward propagator we need to close the contour above
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the real p+ axis since the circle at infinity is then suppressed when x
+ < 0. And in this case the poles that lie above
the real p+ axis will have negative p−. Doing the p+ contour integral in (12.1) gives
D(x+ < 0, front,pole) =
2iθ(−x+)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ 0
−∞
dp−
4p−
e−i(F
2
px
+/4p−+p−x−+p1x1+p2x2), (13.1)
where F 2p = (p1)
2 + (p2)
2 +m2. Changing the variables from p1, p2, p− to −p1, −p2, −p− gives
D(x+ < 0, front,pole) = −2iθ(−x
+)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
e−i(−F
2
px
+/4p−−p−x−−p1x1−p2x2)
= −2iθ(−x
+)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
ei(F
2
px
+/4p−+p−x−+p1x1+p2x2). (13.2)
Combining with (12.4) the full D(xµ, front) is thus of the form
D(xµ, front) = −2iθ(x
+)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
e−i(F
2
px
+/4p−+p−x−+p1x1+p2x2)
−2iθ(−x
+)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
ei(F
2
px
+/4p−+p−x−+p1x1+p2x2). (13.3)
In (13.3) there are no p− < 0 contributions. With (13.3) D(xµ, front) is now written in a form that we can compare
with the Light-Front Hamiltonian expectation.
To obtain the non-vacuum Light-Front Hamiltonian expectation for D(xµ, front) we expand the φ field in terms of
on-shell light-front creation and annihilation operators as
φ(x+, x−, x1, x2) =
2
(2pi)3/2
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
(4p−)1/2
[
e−i(F
2
px
+/4p−+p−x−+p1x1+p2x2)a(~p)
+ ei(F
2
px
+/4p−+p−x−+p1x1+p2x2)a†(~p)
]
, (13.4)
and note that the only dependence on m is in the F 2p = (p1)
2 + (p2)
2 +m2 term in the exponentials, and that the in-
tegration range for p− is only over p− ≥ 0. The light-front [a(~p), a†(~p ′)] commutator is normalized to [a(~p), a†(~p ′)] =
(1/2)δ(p− − p′−)δ(p1 − p′1)δ(p2 − p′2) (the factor of 1/2 being required in light-front coordinates), as fixed via the nor-
malization of the equal light-front time [φ(x), ∂−φ(y)] canonical commutator given in (3.10). With this normalization
we can then insert this on-shell form for φ(x) into D(xµ, front) = −i〈ΩF |[θ(x+)φ(xµ)φ(0) + θ(−x+)φ(0)φ(xµ)]|ΩF 〉
as evaluated in the light-front vacuum |ΩF 〉 that the light-front a(~p) annihilate. With the insertion of this φ(x) then
precisely giving (13.3), we establish the equivalence of the Feynman and on-shell Fock space prescriptions in the
non-vacuum light-front case. As we see, just as with the instant-time case, since there are only pole terms and no
circle at infinity contributions in the non-vacuum case, we are able to establish the equivalence of the on-shell Light-
Front Hamiltonian and Feynman diagram prescriptions in such cases, while thus validating the standard non-vacuum
on-shell Light-Front Hamiltonian prescription that is widely used in light-front studies.
XIV. SCALAR FIELD VACUUM SECTOR FEYNMAN DIAGRAMS
A. Defining the Vacuum Sector Diagrams
To obtain a vacuum bubble diagram we set xµ = 0 in D(xµ), since
D(xµ) = −i〈Ω|[θ(τ)φ(xµ)φ(0) + θ(−τ)φ(0)φ(xµ)]|Ω〉
→ −i〈Ω|[θ(0+)φ(0)φ(0) + θ(0−)φ(0)φ(0)]|Ω〉 = −i〈Ω|φ(0)φ(0)|Ω〉, (14.1)
where τ = x0 in the instant-time case and τ = x+ in the light-front case, and where we have set θ(0+) = θ(0−) = 1/2.
When xµ is nonzero, D(xµ) can be represented as a single line in coordinate space propagating from the origin
of coordinates to xµ. In momentum space D(xµ) contains all momenta. The vacuum bubble is then obtained in
coordinate space by linking xµ back to the origin of coordinates, to give a (zero radius) circle in coordinate space. At
xµ = 0 the time ordering in D(xµ) drops out, with the respective D(xµ = 0) being given as the Feynman diagrams
D(xµ = 0, instant) =
1
(2pi)4
∫
dp0dp1dp2dp3
1
(p0)2 − (p1)2 − (p2)2 − (p3)2 −m2 + i ,
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D(xµ = 0, front) =
2
(2pi)4
∫
dp+dp1dp2dp−
1
4p+p− − (p1)2 − (p2)2 −m2 + i , (14.2)
which still contain all momenta. As shown in Fig. 1, the bubble can be represented as a circle with a cross on the
circumference, with the cross representing a φ2 insertion. The tadpole graph would occur as a one loop graph in a
λφ3 theory, with an external φ field bringing zero momentum into the cross where two φ fields are created. It is thus
the limit in which points are brought together in a coordinate space Wick expansion, and is thus a limit of a Feynman
time-ordered propagator. It is not the limit xµ → 0 of a two-point function such as −i〈Ω|φ(x)φ(0)|Ω〉. The tadpole
graph is not a disconnected graph (a disconnected graph would be a circle without any insertion). The tadpole graph
would also appear in a gφψ¯ψ theory with the cross representing a fermion-antifermion insertion at the point where
the scalar φ brings zero momentum into the loop. The tadpole graph appears in mass renormalization, in theories
of symmetry breaking as described in the Appendix, and it can also appear in the matter energy-momentum tensor
that is coupled to gravity (for constant φ in (1.2) Tµν =
1
2gµνm
2φ2, while for the fermion (4.8) gµνTµν = mψ¯ψ), to
thus be of relevance to cosmology and the cosmological constant problem.
FIG. 1: Connected 〈Ω|φ(0)φ(0)|Ω〉
Since we do obtain a closed vacuum bubble graph by letting xµ → 0 in D(xµ), with either x0 or x+ now zero we
would no longer be able to use either as a regulator. Vacuum and non-vacuum diagrams thus need to be treated
separately from each other. Moreover, with the lower half plane circle at infinity contribution being suppressed in
a complex ω plane contour integral when τ > 0 (τ being x0 or x+), by closing in the lower half plane we obtain a
representation of the distribution θ(τ > 0) of the form
θ(τ > 0) = − 1
2pii
∫
dω
e−iωτ
ω + i
= − 1
2pii
[∮ ∞
−∞
dω
e−iωτ
ω + i
−
∫ pi
2pi
iReiθdθe−iωτ
Reiθ
]
= − 1
2pii
(−2pii− 0) = 1. (14.3)
However if we set τ to zero we lose the regulator and now the circle does contribute. Closing below the real ω axis
gives
θ(0) = − 1
2pii
∫
dω
ω + i
= − 1
2pii
[∮ ∞
−∞
dω
ω + i
−
∫ pi
2pi
iReiθdθ
Reiθ
]
= − 1
2pii
(−2pii+ pii) = 1
2
, (14.4)
viz. the value we used for θ(0) in (1.23) and (14.1), as achieved precisely because of the circle contribution. Thus
unless we can suppress the circle contribution by some means in graphs with τ = 0, we will need to include it. While
we actually can suppress the circle contribution in the instant-time vacuum case since in that case there are two
powers of momenta in propagator denominators, to thus give a 1/(p0)
2 circle at infinity suppression, in the light-front
case the circle contribution cannot be suppressed since we only have a 1/p+ suppression coming from the propagator.
The light-front vacuum sector is thus qualitatively different from the instant-time vacuum sector.
In passing we should note that one does not need to actually rely on suppression of the lower half circle at infinity,
since even if one closes above the real ω axis, a choice of contour for which τ > 0 then causes exp(−iR cos θτ+R sin θτ)
to diverge point by point, it must still be the case that one gets the same answer as when one closes below, as one
can evaluate
∫∞
−∞ dp+ for real p+ by closing the contour any way one wants. What happens on the upper half
plane circle when τ > 0 is that while exp(R sin θτ) diverges point by point the divergent terms cancel when one
does the integral along the upper half circle (the exp(−iR cos θτ) term oscillates the divergence away [43]), with the
surviving contributions then coming from the endpoints [43], points at which sin θ = 0, i.e., points at which there is
no divergence. To illustrate the issue, one can evaluate I =
∫∞
−∞ dωe
−iωτ by closing above or below. On closing below
or above one obtains
I(below) = −
∫ pi
2pi
Rieiθdθ exp(−iτReiθ) = − i
τ
exp(−iτReiθ)
∣∣∣pi
2pi
=
2
τ
sinRτ,
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I(above) = −
∫ pi
0
Rieiθdθ exp(−iτReiθ) = − i
τ
exp(−iτReiθ)
∣∣∣pi
0
=
2
τ
sinRτ. (14.5)
On taking the R →∞ limit in either case one obtains I = 2piδ(τ), just as one should. Then, since dθ(τ)/dτ = δ(τ),
the same remarks apply to the contour integral representation of θ(τ).
Since we have already shown the equivalence of the four-dimensional D(x0 > 0, instant) and D(x+ > 0, front)
Feynman diagrams when xµ is nonzero, their equivalence must persist even if we take xµ to be zero. However, while
the equivalence must persist, there are some subtleties associated with the circle at infinity contributions that we need
to take into account since we have lost the use of x0 and x+ as circle at infinity regulators. While we shall discuss
these subtleties below, we note that technically it is not actually necessary to address the issue, since we can use the
xµ in D(xµ) as the regulator. Specifically, if we consider D(xµ) to be a point split version of D(xµ = 0), we can define
D(xµ = 0) once and for all as the xµ → 0 limit of D(xµ), and indeed that is how tadpole graphs occur in a field
theoretic Feynman diagram Wick expansion. With such a definition the instant-time and light-front vacuum bubbles
are automatically equal, and neither is zero.
B. Instant-time Vacuum Sector Diagrams
Nonetheless, it is still of interest to evaluate D(xµ = 0) directly as a contour integral. Evaluating D(xµ = 0) in
instant-time quantization as a contour integral is straightforward since there are two powers of p0 in the denominator.
Thus in the complex p0 plane one can still drop the circle at infinity, close below and either only include poles below the
real p0 axis or evaluate the integral on the real p0 axis by the regulator method. Given the mathematical equivalence
of (10.2) and (10.4), for both procedures one thus obtains
D(xµ = 0, instant) = D(xµ = 0, instant, regulator) = D(xµ = 0, instant,pole)
= − i
(2pi)3
∫ ∞
−∞
d3p
2Ep
= − 1
16pi2
∫ ∞
0
dα
α2
e−iαm
2−α. (14.6)
C. Light-front Vacuum Sector Diagrams
However in the light-front case there is only one power of p+ in the denominator, and thus in the complex p+ plane
one cannot ignore the circle at infinity (in either the lower-half or upper-half plane). We can of course still use the
exponential regulator on the real p+ axis, and in analog to (12.3) this leads us directly to
D(xµ = 0, front, regulator) = − 2i
(2pi)4
∫ ∞
−∞
dp+dp−dp1dp2
∫ ∞
0
dαeiα(4p+p−−(p1)
2−(p2)2−m2+i)
= − 2i
(2pi)3
∫ ∞
−∞
dp−
∫ ∞
0
dαe−iαm
2−α pi
iα
δ(4αp−)
= − 1
16pi2
∫ ∞
0
dα
α2
e−iαm
2−α (14.7)
for the light-front vacuum bubble, to thus be both nonzero and in complete agreement with the instant-time vacuum
bubble given in (14.6). The presence of the δ(4αp−) term shows the centrality of the p− = 0 mode.
If we instead wish to evaluate D(xµ = 0, front) via contour integration, for nonnegative p− we can enclose poles in
the lower-half p+ plane as per (12.2), and symbolically set
∫∞
−∞ dp+ = −
∫ pi
2pi
iReiθdθ + pole contribution. Moreover,
as well as needing to have to include the circle at infinity, just as with D(xµ 6= 0, front) we need to take into account
the fact that p− can vanish, to then make F 2p /4p− = ((p1)
2 + (p2)
2 +m2)/4p− infinite, and thus put a p+ pole on the
circle at infinity. For the pole term we thus again have to introduce the δ cutoff at small p−, and on doing so obtain
D(xµ = 0, front,pole) =
−2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
δ
dp−
4p−
. (14.8)
Then on setting p− = 1/α we obtain
D(xµ = 0, front,pole) = − i
16pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ 1/δ
0
dα
α
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= − i
16pi3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dα
α
, (14.9)
where, as in the nonzero xµ case, we have let δ go to infinity at the end of the calculation. As we see,
D(xµ = 0, front,pole) is not equal to D(xµ = 0, front, regulator), and thus the circle at infinity contribution
D(xµ = 0, front, lower circle) cannot be zero. Moreover, as written, (14.9) is not just not equal to (14.7), it is
even independent of m. And in addition it is not equal to the m-dependent xµ → 0 limit of D(x+ > 0, front,pole) as
given in (12.6), to thus show the role that xµ can play as a regulator, with evaluating the pole graphs before or after
taking the xµ → 0 limit not coinciding. The reason why they do not coincide is because in the x+/4δ upper limit in
the integral in (12.5) we let δ go to zero while keeping x+ nonzero, while in (14.8) we let x+ go to zero before letting
δ go to zero. Thus in the light-front case the xµ → 0 limit is singular. Since the xµ → 0 limit is not singular in the
instant-time case, we see that there is a qualitative difference between the light-front and instant-time vacuum sectors
Moreover, since D(xµ = 0, front, lower circle) has to be nonzero, it cannot be given as the xµ → 0 limit of D(x+ >
0, front, lower circle) since D(x+ > 0, front, lower circle) is zero. To evaluate D(xµ = 0, front, lower circle) we set
p+ = Re
iθ and write the circle contribution to D(xµ = 0, front) in the form
D(xµ = 0, front, lower circle) = − 2
(2pi)4
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp−
∫ pi
2pi
iReiθdθ
1
4Reiθp− − F 2p + i
, (14.10)
where F 2p = (p1)
2+(p2)
2+m2. With D(xµ = 0, front, lower circle) being m dependent, with D(xµ = 0, front, regulator)
being m dependent, and with D(xµ = 0, front,pole) being m independent, since they are related by
D(xµ = 0, front, regulator) = D(xµ = 0, front, lower circle) +D(xµ = 0, front,pole), (14.11)
we see that without needing to calculate D(xµ = 0, front, lower circle) explicitly, it must be the case that the m-
independent pole contribution is cancelled completely by the lower circle contribution, to yield a net m-dependent
D(xµ = 0, front, lower circle) +D(xµ = 0, front,pole).
Since the pole term contribution is cancelled by the circle contribution, there must be an alternative way of
calculating D(xµ = 0, front) that avoids having to deal with pole terms altogether. It can thus only involve circle at
infinity contributions, and we present it here since it is actually instructive in its own right. To formulate it we note
that we can use the exponential regulator on the circle at infinity provided it is well-behaved. Thus we set
D(xµ = 0, front, circle) = − 2i
(2pi)4
∫ ∞
−∞
dp+
∫ ∞
−∞
dp−
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dαeiα(4p+p−−(p1)
2−(p2)2−m2+i). (14.12)
From (14.12) we see that on setting p+ = Re
iθ on a circle at infinity of radius R we can get convergence at α = ∞
if 4iαp−R(cos θ + i sin θ) = 4iαp−R cos θ − 4αp−R sin θ converges, i.e., if p− sin θ is positive. With positive p− this
would then require that sin θ be positive, while negative p− would require that sin θ be negative. Now sin θ is positive
for 0 < θ < pi, and negative for pi < θ < 2pi. Thus for positive p− we must close above the real p+ axis (in contrast
for D(xµ = 0, front, lower circle) discussed above where we closed below the real axis), while for negative p− we must
close below the real p+ axis. However, for positive p− the poles in p+ are below the real axis, while for negative p−
the poles in p+ are above the real axis. Thus in applying the exponential regulator on the circle at infinity we always
have to close the contour so that we do not encounter any poles at all, to thereby show that the circle contribution
cannot be ignored.
Symbolically we can set∫ ∞
−∞
dp+ =
∫ ∞
−∞
dp+(p− > 0) +
∫ ∞
−∞
dp+(p− < 0) = −
∫ pi
0
iReiθdθ(p− > 0)−
∫ pi
2pi
iReiθdθ(p− < 0). (14.13)
And thus for p− > 0 we obtain an upper circle contribution to D(xµ = 0, front) of the form
D(xµ = 0, p− > 0, front,upper circle)
=
2i
(2pi)4
∫ ∞
0
dp−
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ pi
0
iReiθdθ
∫ ∞
0
dαeiα(4p−Re
iθ−(p1)2−(p2)2−m2+i)
=
1
8pi3
∫ ∞
0
dp−
∫ ∞
0
dα
α
e−iαm
2−α
∫ pi
0
iReiθdθe4iαp−Re
iθ
=
1
8pi3
∫ ∞
0
dp−
∫ ∞
0
dα
α
e−iαm
2−α e
4iαp−Reiθ
4iαp−
∣∣∣pi
0
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=
1
8pi3
∫ ∞
0
dp−
∫ ∞
0
dα
α
e−iαm
2−α (e
−4iαp−R − e4iαp−R)
4iαp−
= − 1
4pi3
∫ ∞
0
dp−
∫ ∞
0
dα
α
e−iαm
2−α sin(4αp−R)
4αp−
, (14.14)
and note in passing the role of the endpoints in the θ integral, as per (14.5). Finally, on letting R go to infinity we
obtain
D(xµ = 0, p− > 0, front,upper circle) = − 1
4pi2
∫ ∞
0
dp−
∫ ∞
0
dα
α
e−iαm
2−αδ(4αp−)
= − 1
8pi2
∫ ∞
−∞
dp−
∫ ∞
0
dα
α
e−iαm
2−αδ(4αp−) = − 1
32pi2
∫ ∞
0
dα
α2
e−iαm
2−α. (14.15)
Moreover, since exp(4iαp−Reiθ)|pi0 = exp(4iαp−Reiθ)|pi2pi, and since δ(4αp−) is even under p− → −p−, it follows
that D(xµ = 0, p− > 0, front,upper circle) and D(xµ = 0, p− < 0, front, lower circle) are equal. The presence of the
δ(4αp−) term again shows the centrality of p− = 0, with again only p− = 0 contributing. Thus finally we obtain
D(xµ = 0, front) = D(xµ = 0, p− > 0, front,upper circle) +D(xµ = 0, p− < 0, front, lower circle)
= − 1
16pi2
∫ ∞
0
dα
α2
e−iαm
2−α. (14.16)
We recognize (14.16) as (14.7), to thus show that one can determine D(xµ = 0, front) entirely by circle at infinity
contributions, with pole terms making no contribution. We also recognize (14.16) as (14.6), and thus by direct
evaluation again confirm that the instant-time and light-front vacuum bubbles are equal, with both being nonzero.
As a final comment, we note that as written in (14.2) the momentum integrals in D(xµ = 0, instant) and D(xµ =
0, front) can be transformed into each other by a change of variables of the form p0 → p+, p3 → p−. Thus their
equivalence is not surprising. However, under such a transformation a contour in the complex p0 plane would transform
into a contour in the complex p+ plane, with D(x
µ = 0, instant) and D(xµ = 0, front) thus being equivalent before
one actually performs the contour integrations, with only the full pole plus circle contribution on an instant-time
contour mapping into the full pole plus circle contribution on a light-front contour. There is no separate mapping of
pole into pole or circle into circle. And with there being no circle contribution in the instant-time case as the circle
in the complex instant-time p0 plane is suppressed (two powers of p0 in the (p0)
2 − (p1)2 − (p2)2 − (p3)2 term in the
denominator), in a contour that closes below the real p0 axis D(x
µ = 0, instant) is given entirely by pole terms. In
contrast, in D(xµ = 0, front) there is a circle contribution as the circle in the complex light-front p+ plane is not
suppressed (only one power of p+ in the 4p+p−−(p1)2−(p2)2 term in the denominator), in a contour that closes below
the real p+ axis D(x
µ = 0, front) is given by both circle and pole terms. It thus only by including the contribution of
light-front circle terms that the equivalence of D(xµ = 0, instant) and D(xµ = 0, front) can be established.
XV. VACUUM SECTOR FOCK SPACE FORMALISM
A. Instant-time Vacuum Sector Fock Space Formalism
It is of interest to compare and contrast our result with the on-shell Fock space treatment of vacuum bubbles. For
the instant-time case, the xµ = 0 instant-time field expansion that follows from (11.1) is of the form
φ(xµ = 0) =
∫
d3p
(2pi)3/2(2Ep)1/2
[a(~p) + a†(~p)], (15.1)
an expression that we note is still m dependent through the Ep = (p
2 + m2)1/2 factor. The insertion of (15.1) into
the vacuum D(xµ = 0) = −i〈Ω|φ(0)φ(0)|Ω〉 immediately leads to
D(xµ = 0, instant,Fock) = − i
(2pi)3
∫ ∞
−∞
d3p
2Ep
= − 1
16pi2
∫ ∞
0
dα
α2
e−iαm
2−α. (15.2)
Comparing with (14.6) we obtain
D(xµ = 0, instant,Fock) = D(xµ = 0, instant,pole) (15.3)
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just as we should, since only poles contribute to the instant-time vacuum Feynman diagram. And since only poles
contribute we also obtain
D(xµ = 0, instant) = D(xµ = 0, instant,Fock) = D(xµ = 0, instant,pole), (15.4)
to thus show the equivalence of the Feynman and Fock space prescriptions in the instant-time vacuum sector.
B. Light-front Vacuum Sector Fock Space Formalism
In the light-front vacuum sector the xµ = 0 light-front field expansion that follows from (13.4) is of the form
φ(xµ = 0) =
2
(2pi)3/2
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
(4p−)1/2
[a(~p) + a†(~p)], (15.5)
and it has no dependence on the mass m of the field whatsoever. Its insertion into D(xµ = 0) = −i〈Ω|φ(0)φ(0)|Ω〉
yields
D(xµ = 0, front,Fock) =
−2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
, (15.6)
an expression that consequently also has no dependence on the mass m of the field. Comparing with (14.8) and (14.9)
we thus obtain
D(xµ = 0, front,Fock) = D(xµ = 0, front,pole). (15.7)
As we see, this time we do not recover the full light-front vacuum regulator value given in (14.7), and indeed we could
not since (14.7) depends on m while (15.6) does not. The general rule then is that the on-shell evaluation always
coincides with the pole term evaluation, and if the pole is not the only contributor to the Feynman contour then the
Feynman and Fock space prescriptions cannot agree and one must use the Feynman diagram prescription, with the
off-shell Feynman approach containing information that cannot be accessed in an on-shell Fock space approach. And
thus for the light-front vacuum sector D(xµ = 0, front) one must use the full four-dimensional Feynman formalism,
and when one does one obtains a nonzero mass-dependent expression for D(xµ = 0, front) that coincides with the
instant-time evaluation D(xµ = 0, instant) of the vacuum Feynman diagram.
As well as being a useful diagnostic for vacuum graphs, as we show below, a dependence of vacuum graphs on
mass or a lack thereof has a reflection in the infinite momentum frame analysis of vacuum graphs that we present
below (a v = c limit in which mass becomes negligible). It is thus of interest to identify why it is that there is no
mass dependence in the light-front φ(xµ = 0) in the first place. To be specific, we note in the instant-time case
given in (11.1) that even if we set xµ = 0 there is still a dependence on mass due to the 1/(2Ep)
1/2 term in the
integration measure. However in the light-front case given in (13.4) this factor is replaced by the mass-independent
1/(4p−)1/2, to leave the light-front φ(xµ = 0) as given in (15.5) with no mass dependence at all. The reason for
this difference originates in the canonical quantization procedure. Specifically, in the instant-time case the canonical
conjugate of φ is ∂0φ, and when (11.1) is inserted in [φ, ∂0φ] this generates an Ep factor that needs to be cancelled
by the integration measure in (11.1) so as to generate a delta function for [φ, ∂0φ]. However, in the light-front case
the canonical conjugate is ∂−φ, and one thus needs a p− factor in the integration measure in (13.4) so as to generate
a delta function for [φ, ∂−φ], to thereby cause the light-front φ(xµ = 0) to be mass independent.
Beyond the fact that the light-front on-shell prescription only corresponds to the pole contribution to the Feynman
contour and does not account for the circle at infinity contribution, we in addition note that in the light-front on-shell
approach to scattering processes one only needs to consider forward in time processes, and thus in the scattering case
one only needs Green’s functions such as the non-vacuum D(x+ > 0, front). In this case all intermediate states have
to have p+ > 0, p− > 0, and with the tadpole graph involving a p+ = 0, p− = 0 insertion, if this same reasoning
were to be applied to vacuum graphs, there would then be no p+ > 0, p− > 0 on-shell contribution at all, with the
tadpole graph then vanishing [2]. However, this reasoning does not apply to vacuum graphs, since as we see from
(14.1) the vacuum graph involves both forward and backward in time scattering. Thus in the circle diagram given in
Fig. 1 a propagator that leaves the cross with positive outgoing p− goes around the circle and then brings positive
p− back to the cross, with bringing positive p− back to the cross being equivalent to leaving the cross with outgoing
negative p−. In a scattering amplitude in the on-shell Light-Front Hamiltonian formalism all intermediate states
would be outgoing and have p− positive, and thus the on-shell approach does not encompass negative p− or zero p−
contributions. Consequently, vacuum bubbles have to be treated differently than scattering amplitudes, with light-
front vacuum bubble diagrams being nonzero. Moreover, we note that if we dress vacuum bubbles there will always
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be one line in the diagram that brings zero p− into the cross where the insertion is located (see e.g. Fig. 2 below).
Thus in the light-front case all vacuum bubbles are nonvanishing, just as they are in instant-time quantization. This
of course must be the case since the path integral and Feynman diagram equivalence that we established above for
instant-time and light-front Green’s functions holds for their vacuum graph limit as well.
C. The Light-front Vacuum Sector Fock Space Formalism Puzzle
While we have established that the light-front vacuum graph is given in (14.7) by the m-dependent D(xµ =
0, front, regulator), there is a puzzle since there does not seem to be anything wrong with the on-shell derivation of the
m-independent D(xµ = 0, front,Fock) given in (15.6) as it uses the on-shell φ(xµ = 0) given in (15.5). And indeed,
this is the correct expression for the on-shell expansion for φ(xµ = 0), as it follows directly from the Fock expansion
for φ(xµ 6= 0) given in (13.4). And all we have done is insert φ(xµ = 0) into the −i〈Ω|φ(0)φ(0)|Ω〉 vacuum graph, and
yet there is a problem. Moreover, this procedure does work for instant-time vacuum graphs, it is just for light-front
graphs that there is a problem.
The resolution of the puzzle is that since the product of two fields at the same spacetime point is divergent we have
to first point split and then derive D(xµ = 0) from D(xµ 6= 0). In the light-front case, but not in the instant-time case,
letting xµ go to zero first and then evaluating the −i〈Ω|φ(0)φ(0)|Ω〉 matrix element is different from first evaluating
D(xµ 6= 0) and then letting xµ go to zero. With it being the latter prescription that coincides with the construction
of tadpole graphs in a Wick expansion in the first place, this is the one we must use.
To identify the specific difference between the two prescriptions we need to develop a single formalism in which
we can realize both prescriptions simultaneously, so that we can then compare and see exactly where the Fock
space approach breaks down. Since we know that there are circle at infinity contributions in the Feynman diagram
prescription but not in the Fock space prescription, we need to find a single formalism in which we bypass circle at
infinity issues altogether. To this end we need to represent time-ordering theta functions in a form that does not
involve closing a Feynman contour. We thus employ the real frequency axis exponential regulator, and set
θ(x+) =
1
2pi
∫ ∞
−∞
dω
∫ ∞
0
dαe−iωx
+
eiα(ω+i) =
∫ ∞
0
dαe−αδ(α− x+)
=
∫ ∞
0
dαe−x
+δ(α− x+) =
∫ ∞
0
dαδ(α− x+), (15.8)
with the i again providing convergence at α =∞. That ∫∞
0
dαδ(α− x+) indeed is θ(x+) follows since ∫∞
0
dαδ(α−
x+) = 1 if x+ is positive, and
∫∞
0
dαδ(α− x+) = 0 if x+ is negative.
In evaluating D(xµ, front, regulator) with xµ 6= 0 and with no restriction on the sign of x+, we follow (12.3) and
obtain
D(xµ, front, regulator)
= − 2i
(2pi)4
∫ ∞
−∞
dp+
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp−e−i(p+x
++p−x−+p1x1+p2x2)
∫ ∞
0
dαeiα(4p+p−−(p1)
2−(p2)2−m2+i)
= − 2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−e−i(p−x
−+p1x1+p2x2)
∫ ∞
0
dαeiα(−(p1)
2−(p2)2−m2+i)δ(4αp− − x+)
− 2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ 0
−∞
dp−e−i(p−x
−+p1x1+p2x2)
∫ ∞
0
dαeiα(−(p1)
2−(p2)2−m2+i)δ(4αp− − x+). (15.9)
On changing the signs of p−, p1 and p2 in the last integral, recalling that F 2p = (p1)
2 + (p2)
2 +m2, and substituting
for α using the delta functions we obtain
D(xµ, front, regulator)
= − 2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
e−i(p−x
−+p1x1+p2x2)
∫ ∞
0
dαeix
+(−F 2p+i)/4p−δ(α− x+/4p−)
− 2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
ei(p−x
−+p1x1+p2x2)
∫ ∞
0
dαeix
+(F 2p−i)/4p−δ(α+ x+/4p−). (15.10)
Then, using (15.8), and with the sign of p− not being negative we obtain
D(xµ, front, regulator)
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= −2iθ(x
+)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
e−i(F
2
px
+/4p−+p−x−+p1x1+p2x2)
− 2iθ(−x
+)
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
4p−
ei(F
2
px
+/4p−+p−x−+p1x1+p2x2). (15.11)
We recognize (15.11) as being the m-dependent (13.3), a result we had obtained both via pole contributions and via
use of the Fock space expansion for φ(xµ) given in (13.4).
Now if we set xµ = 0 in (15.11) we would appear to obtain the m-independent D(xµ = 0, front,Fock) given in
(15.6). However, we cannot take the x+ → 0 limit since the quantity x+/4p− is undefined if p− is zero, and p− = 0
is included in the integration range. Hence the limit is singular.
To obtain a limit that is not singular we note that we can set xµ to zero in (15.9) as there the limit is well-defined,
and this leads to
D(xµ = 0, front, regulator)
= − 2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
∫ ∞
0
dαeiα(−(p1)
2−(p2)2−m2+i)δ(4αp−)
− 2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ 0
−∞
dp−
∫ ∞
0
dαeiα(−(p1)
2−(p2)2−m2+i)δ(4αp−)
= − 2i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
−∞
dp−
∫ ∞
0
dα
4α
eiα(−(p1)
2−(p2)2−m2+i)δ(p−). (15.12)
If we do the momentum integrations we obtain the m-dependent
D(xµ = 0, front, regulator) = − 1
16pi2
∫ ∞
0
dα
α2
e−iαm
2−α. (15.13)
We recognize (15.13) as being of the same form as the m-dependent D(xµ = 0, front, regulator) given in (14.7). We
thus have to conclude that the limit xµ → 0 of (15.11) is not (15.6) but is (15.13) instead. The technical difference
between (15.13) and (15.11) is that to obtain (15.11) we did the α integration first, while to obtain (15.13) we did the
p− integration first. Only the latter procedure takes care of the p− = 0 contribution. Thus to conclude, we note that
because of singularities we first have to point split, and when we do so we find that it is the m-dependent (15.13) that
is the correct value for the light-front vacuum graph.
D. General Comments
We should note that since the vacuum matrix elements that we have calculated here are divergent (for boson
or fermion loops), they need to be renormalized. For flat spacetime instant-time vacuum graphs one can cancel
divergences by normal ordering in the standard way. However, since normal ordering involves moving all annihilation
operators to the right and all creation operators to the left in a vacuum matrix element, it does not encompass the
circle at infinity contributions that occur in light-front vacuum graphs. For light-front vacuum graphs we thus need
to deal with circle at infinity contributions and such contributions are foreign to standard renormalization techniques,
and indeed in their presence one may not be able to effect a Wick rotation to Euclidean momenta. To get round this
we note that for renormalization one does not actually need to consider circle at infinity contributions per se since one
can evaluate Feynman diagrams using the real frequency axis exponential regulator, just as was done in the light-front
(14.7). Then one can introduce a second field with a regulator mass M , the Pauli-Villars prescription, and evaluate
its contribution using the same exponential regulator and then take the difference. Moreover, beyond this, even if one
were to normal order in the standard way, when a symmetry is broken dynamically by a fermion bilinear condensate
one is actually interested in 〈S| : ψ¯ψ : |S〉 where |S〉 is a spontaneously broken vacuum and the dots mean normal
ordering with respect to the normal vacuum |N〉, with 〈S| : ψ¯ψ : |S〉 being equal to 〈S|ψ¯ψ|S〉 − 〈N |ψ¯ψ|N〉. I.e., one
is interested in the change in the vacuum matrix element as one changes the vacuum. Finally, for curved spacetime
one cannot normal order at all anyway since gravity couples to energy and not to energy difference. The one place
left to eliminate matter source divergences is gravity itself. However then one would need a quantum gravitational
theory. With conformal gravity being a consistent quantum gravity theory, in conformal gravity one is able to cancel
vacuum divergences via an interplay between the gravity and matter source sectors, and this is discussed in [44].
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XVI. INFINITE MOMENTUM FRAME CONSIDERATIONS
In the instant-time vacuum sector we had found that D(xµ = 0, instant,Fock) and D(xµ = 0, instant,pole) are
equal, with both being given by (15.2). On transforming (15.2) to the infinite momentum frame and comparing with
(15.6) and (14.8) or (14.9) we obtain
D(xµ = 0, instant,Fock) = D(xµ = 0, instant,pole) = − i
(2pi)3
∫ ∞
−∞
d3p
2Ep
→ − i
(2pi)3
∫ ∞
−∞
dp1
∫ ∞
−∞
dp2
∫ ∞
0
dp−
2p−
= D(xµ = 0, front,Fock) = D(xµ = 0, front,pole). (16.1)
As such, the infinite momentum frame is doing what it is supposed to do, namely it is transforming an instant-time
on-shell graph into a light-front on-shell graph. However, we have seen that the light-front mass-independent on-shell
evaluation of the vacuum graph does not agree with correct mass-dependent value provided by the off-shell light-front
vacuum Feynman diagram. Thus in this respect not only is the on-shell prescription failing for light-front vacuum
graphs, so is the infinite momentum frame prescription.
There is an oddity in (16.1), one peculiar to the infinite momentum frame. Since the mass-dependent quantity
dp3/2Ep is Lorentz invariant, under a Lorentz transformation with a velocity less than the velocity of light it must
transform into itself and thus must remain mass dependent. However, in the infinite momentum frame it transforms
into a quantity dp−/2p− that is mass independent. This is because velocity less than the velocity of light and velocity
equal to the velocity of light are inequivalent, since an observer that is able to travel at less than the velocity of light
is not able to travel at the velocity of light. Lorentz transformations at the velocity of light are different than those
at less than the velocity of light, and at the velocity of light observers (viz. observers on the light cone) can lose any
trace of mass.
Moreover, (16.1) also raises a puzzle. Specifically, while the instant-time on-shell evaluation of the vacuum
D(xµ = 0, instant,Fock) does coincide with the instant-time evaluation of the vacuum off-shell Feynman di-
agram D(xµ = 0, instant, regulator), and while the instant-time evaluation of the off-shell Feynman diagram
D(xµ = 0, instant, regulator) does coincide with the light-front evaluation of the off-shell Feynman diagram D(xµ =
0, front, regulator), nonetheless, the light-front on-shell evaluation of the vacuum D(xµ = 0, front,Fock) does not
coincide with the light-front evaluation of the off-shell Feynman diagram D(xµ = 0, front, regulator).
The resolution of this puzzle lies in the contribution of the circle at infinity to the Feynman contour. In the instant-
time case the integral
∫
dp0dp3/[(p0)
2−(p3)2−(p1)2−(p2)2−m2+i] is suppressed on the circle at infinity in the complex
p0 plane (p3 being finite), and only poles contribute. However, when one goes to the infinite momentum frame in the
instant-time case dp3 also becomes infinite (p
3 = mv/(1− v2)1/2) and the circle contribution is no longer suppressed.
Specifically, on the instant-time circle at infinity, the term that is of relevance behaves as
∫
Rieiθdθdp3/(R
2e2iθ −
(p3)
2), and on setting  = 1/R in the infinite momentum frame limit, as per (9.32) it behaves as the nonvanishing∫
RieiθdθRdp−/(R2e2iθ −R2p2−). Thus in the instant-time case one cannot ignore the circle at infinity in the infinite
momentum frame even though one can ignore it for observers moving with finite momentum. Consequently, the initial
reduction from the instant-time Feynman diagram to the on-shell instant-time Hamiltonian prescription is not valid
in the infinite momentum frame, and one has to do the full four-dimensional Feynman contour integral.
We had noted earlier a general rule that the on-shell evaluation always coincides with the pole term evaluation, and
that if the pole is not the only contributor to the Feynman contour then the Feynman and Hamiltonian prescriptions
cannot agree and one must use the Feynman prescription. We can now add that if we ignore the effect of an infinite
Lorentz boost on the instant-time circle at infinity, the instant-time infinite momentum frame evaluation always
coincides with the light-front pole term evaluation, and if the light-front pole is not the only contributor to the light-
front Feynman contour then the Feynman and infinite momentum frame evaluations cannot agree and one must use
the light-front Feynman contour or exponential regulator prescription.
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XVII. DRESSING THE VACUUM GRAPH
FIG. 2: Dressed 〈Ω|φ(0)φ(0)|Ω〉
While we have already established the equivalence of instant-time quantization and light-front quantization to all
orders in perturbation theory, for completeness we discuss what explicitly happens to circle at infinity contributions
in dressings to light-front tadpole graphs. The first dressing to the graph in Fig. 1 is shown in Fig. 2. This graph is
actually a self-energy graph within a vacuum loop. To see this for the tadpole graph for instance, momentarily separate
the lines at the cross. This then becomes a Σ(p) self-energy renormalization graph. However, this renormalization
comes with a δm and a Z, and the graph can be replaced by a dressed propagator. To calculate
I =
∫
d4kd4p
(4p+p− − F 2p + i)(4k+k− − F 2k + i)[4(k+ + p+)(k− + p−)− F 2p+k + i]
, (17.1)
viz. the Fig. 2 tadpole with F 2p = (p1)
2 + (p2)
2 + m2, we first do the d4k integration with pµ held fixed, i.e., up to
irrelevant factors we evaluate
Σ(p) =
∫
dk+dk1dk2dk−
(4k+k− − (k1)2 − (k2)2 −m2 + i)[4(k+ + p+)(k− + p−)− (k1 + p1)2 − (k2 + p2)2 −m2 + i] . (17.2)
There is no circle at infinity contribution as the denominator has two powers of k+. The graph diverges as a single
logarithm, i.e., as log(Λ2/p2) at large p2. Introducing a mass renormalization counter term δm = −log(Λ2/m2) gives
log(m2/p2). The original graph is thus
I =
∫
dp+dp1dp2dp−
log(m2/p2)
(4p+p− − (p1)2 − (p2)2 −m2 + i) , (17.3)
and the circle at infinity is not suppressed. The concerns raised in this paper thus carry over to dressed light-front
vacuum graphs as well and cannot be ignored.
XVIII. CONCLUSIONS
In this paper we have examined some general aspects of light-front quantization, and have obtained results, some
that are known to the literature and some that are not. In particular by imposing Poincare invariance in the form
[Pµ, φ] = −i∂µφ we have been able to identify the equal light-front time canonical commutators or anticommutators
needed for light-front quantization in the scalar, fermion and both Abelian and non-Abelian gauge field cases, and in so
doing have found some new commutation and anticommutation relations involving ∂+ derivatives of the fermion and
gauge fields. Additionally, we have shown that equal instant-time commutation and anticommutation relations cannot
be transformed into equal light-front time commutation and anticommutation relations by a coordinate transformation,
with the two quantization procedures seemingly being intrinsically different. Nonetheless, we have shown that one
actually can derive equal light-front time commutators and anticommutators starting not from equal-time instant-time
commutators and anticommutators but from unequal-time instant-time commutators and anticommutators. Thus,
equal light-front time commutator and anticommutator relations do not need to be independently postulated, with
instant-time and light-front commutators and anticommutators being completely equivalent. Moreover, we have also
shown that c-number instant-time and light-front Feynman graphs are actually equal in value, with the equal light-
front time commutators actually readjusting in order to ensure that this be the case. Thus whether one quantizes
using instant-time or light-front canonical commutators one obtains precisely the same values for Feynman diagrams.
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Once one has obtained a light-front commutation relation such as [φ(x+, x1, x2, x−), 2∂−φ(x+, y1, y2, y−)] = iδ(x1−
y1)δ(x2 − y2)δ(x− − y−), one can realize it by an on-shell three-dimensional Fock space field expansion of the form
φ(x) = fp(x)a(p) + f
†
p(x)a
†
p where p is a three-vector, where the modes fp(x) are wave function solutions to the
equations of motion, and where the energy of each mode is fixed by pµp
µ = m2. As such, this on-shell field description
contains the same information as the commutation relations that the fields satisfy.
However, for quantum field theory that is not sufficient information. Specifically, while one could use the Fock space
expansion to evaluate quantities such as the 〈Ω|φ(x)φ(0)|Ω〉 two-point function, more information is contained in a
Feynman propagator such as −i〈Ω|(θ(x+)φ(x)φ(0)+θ(−x+)φ(0)φ(x))|Ω〉 because of its time ordering theta functions.
These theta functions are not ordinary functions but are distributions, and one way of realizing them is as contour
integrals in a complex frequency plane with the i factor indicating in which way to close the contour. This leads to
an off-shell four-dimensional contour integral Feynman diagram approach in which all four components of pµ are free
to vary and to not be constrained to obey pµp
µ = m2, with theta functions being intrinsically off-shell quantities.
When one then closes a Feynman contour in a complex energy plane one obtains pole contributions and circle at
infinity contributions, and these can have different consequences in off-shell four-dimensional instant-time and light-
front Feynman diagrams. To actually obtain suppression of circle at infinity contributions, in non-vacuum Feynman
diagrams one can use the external time coordinate x0 or x+ as a regulator (this shows the value of studying Green’s
functions in coordinate space rather than momentum space), while for vacuum graphs one needs sufficient powers of
the energy in propagator denominators. Then, if circle at infinity contributions are suppressed and only pole terms
contribute, then because poles are on shell one finds that the off-shell Feynman diagram prescription is equivalent
to the on-shell Fock space Hamiltonian description in which one expands a quantum field in terms of on-shell wave
functions and creators and annihilators of on-shell particle states according to the generic φ(x) = fp(x)a(p) + f
†
p(x)a
†
p
and inserts it into −i〈Ω|(θ(x+)φ(x)φ(0) + θ(−x+)φ(0)φ(x))|Ω〉. For instant-time quantization this equivalence holds
for both non-vacuum and vacuum Feynman diagrams. Similarly, we have shown that for light-front non-vacuum
graphs this also turns out to be the case. For light-front non-vacuum graphs this can thus be regarded as a first
principles derivation of the on-shell Light-Front Hamiltonian prescription for scattering amplitudes as obtained by
starting from the off-shell Feynman prescription.
However, in the light-front vacuum sector this equivalence does not hold, as there the circle at infinity contribution
is not suppressed as there is neither an external x+ regulator or sufficient powers of the energy in propagator denom-
inators, and circle at infinity contributions must thus be included. Circle at infinity contributions have no Fock space
counterpart, with the on-shell Light-Front Hamiltonian prescription and thus the closely related infinite momentum
frame prescription then failing to correctly describe light-front vacuum graphs. Thus for vacuum graphs one cannot
use the on-shell Fock space expansion and one must instead use the full off-shell Feynman diagram prescription. And
when one does so, one finds that in light-front quantization vacuum graphs are not just nonzero, they are identical in
value to their instant-time counterparts. Thus to summarize, one can obtain the light-front three-dimensional on-shell
Fock space description when light-front four-dimensional off-shell Feynman diagram contours are given purely by pole
terms, but not otherwise. If circle at infinity contributions are not suppressed one must use the full four-dimensional
off-shell Feynman prescription, with this being the case for light-front vacuum graphs.
In constructing Green’s functions for fermions there are tip of the light cone singularities that are not present
in the bosonic case. Nonetheless, we have shown that these singularities do not prevent us from establishing the
equivalence of fermion Green’s functions in the light-front quantization and instant-time quantization cases. One of
the fundamental issues in quantum field theory is whether different quantization procedures produce different theories
or the same theory. Our analysis shows that as long as Feynman diagrams or path integrals are general coordinate
invariant, any two quantization procedures that are themselves related by a general coordinate transformation will
necessarily lead to the same Green’s functions for scattering (i.e., non-vacuum) processes. However the vacuum
sectors have to be considered in their own right as there could be tip of the light cone singularities, and for light-front
quantization we have shown by direct evaluation that they do not prevent us from establishing the equivalence of the
light-front and instant-time quantization procedures.
To conclude we note that as long as we stay away from x+ = 0 we only need to deal with poles in light-front Feynman
diagrams and everything can be described by on-shell physics, just as is done in the Light-Front Hamiltonian approach.
However at x+ = 0 circle at infinity contributions are present and an on-shell description (just poles) is inadequate.
Thus for the light-front vacuum sector there is information in off-shell Feynman diagrams that is not accessible to,
and thus goes beyond, the on-shell Light-Front Hamiltonian approach. Also we note that while we have shown the
equivalence of light-front quantization and instant-time quantization, as a practical matter it is typically the case
that non-vacuum calculations done with light-front quantization are simpler than calculations done with instant-time
quantization with fewer diagrams typically being required. It is in this sense then that the light-front approach is
favored.
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Appendix A: Light-front Variables
1. Standard Form
Introducing the light-front coordinates x± = x0 ± x3, so that s2 = gµνxµxν = (x0)2 − (x3)2 − (x1)2 − (x2)2 =
x+x− − (x1)2 − (x2)2 allows us to define the instant-time and light-front metrics as
gµν(instant) =
1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 , gµν(front) =

0 12 0 0
1
2 0 0 0
0 0 −1 0
0 0 0 −1
 , (A.1)
with determinants −g given by −det[gµν(instant)] = 1, −det[gµν(front)] = 1/4. Raising and lowering in the light-front
case is done with gµν(front) and gives x− = x+/2, x+ = x−/2.
For derivatives we have to identify what is held fixed. If we want first to hold x0 or x3 fixed, we need to express
x+ and x− in terms of x0 and x3, and thus use x± = x0 ± x3. Then with x3 held fixed we obtain
∂0 =
∂
∂x0
=
∂x+
∂x0
∂
∂x+
+
∂x−
∂x0
∂
∂x−
=
∂
∂x+
+
∂
∂x−
= ∂+ + ∂−. (A.2)
And with x0 held fixed we obtain
∂3 =
∂
∂x3
=
∂x+
∂x3
∂
∂x+
+
∂x−
∂x3
∂
∂x−
=
∂
∂x+
− ∂
∂x−
= ∂+ − ∂−, (A.3)
and thus
 = gµν∂µ∂ν = ∂20 − ∂23 − ∂21 − ∂22 = 4∂+∂− − ∂21 − ∂22 . (A.4)
Similarly, if we want to hold x+ or x− fixed, we use x0 = (x+ + x−)/2, x3 = (x+ − x−)/2. Then with x− held fixed
we obtain
∂+ =
∂
∂x+
=
∂x0
∂x+
∂
∂x0
+
∂x3
∂x+
∂
∂x3
=
1
2
∂
∂x0
+
1
2
∂
∂x3
=
1
2
∂0 +
1
2
∂3, (A.5)
∂− =
∂
∂x−
=
∂x0
∂x−
∂
∂x0
+
∂x3
∂x−
∂
∂x3
=
1
2
∂
∂x0
− 1
2
∂
∂x3
=
1
2
∂0 − 1
2
∂3. (A.6)
Thus again we obtain (A.4).
For integrals, with (−g)1/2 = 1/2 for the light-front determinant we have∫
dx0dx1dx2dx3 = 12
∫
dx+dx−dx1dx2 = 2
∫
dx+dx−dx1dx2. (A.7)
Applying (A.7) to δ(x0 + x3) = δ(x+) we obtain∫
dx1dx2dx3 = 12
∫
dx−dx1dx2 =
∫
dx+dx1dx2, (A.8)
as used in the text.
For the four-momentum we define the energy p+ as the conjugate of x
+ and the momentum p− as the conjugate of
x− so that pµxµ = gµνpµxν = p+x+ + p−x−+ p1x1 + p2x2. With the light-front metric given in (A.1) we can identify
covariant components as pµ = gµνp
ν , so that p+ = p
−/2 and p− = p+/2. With x0 = 12 (x
++x−) and x3 = 12 (x
+−x−)
we obtain p0x
0 + p3x
3 = 12 (p0 + p3)x
+ + 12 (p0 − p3)x−, and can thus identify p+ = 12 (p0 + p3), p− = 12 (p0 − p3),
4p+p− = (p0)2 − (p3)2, p0 = p+ + p−, p3 = p+ − p−. Similarly, we have p− = 2p+ = p0 + p3, p+ = 2p− = p0 − p3, i.e,
p− = p0 − p3, p+ = p0 + p3.
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2. Normalized Form
Define a normalized light-front coordinate basis as x+ = (x0 + x3)/
√
2, x− = (x0 − x3)/√2, x0 = (x+ + x−)/√2,
x3 = (x+−x−)/√2, so that (x0)2− (x3)2− (x1)2− (x2)2 = 2x+x−− (x1)2− (x2)2. The light-front metric is given by
gµν(front) =
0 1 0 01 0 0 00 0 −1 0
0 0 0 −1
 , (A.9)
with determinant −det[gµν(front)] = 1 of the same normalization as −det[gµν(instant)] = 1, with the normalized
basis conveniently leaving the determinant of the metric unchanged. Derivatives are given by
∂0 =
1√
2
(∂+ + ∂−), ∂3 =
1√
2
(∂+ − ∂−), ∂+ = 1√
2
(∂0 + ∂3), ∂− =
1√
2
(∂0 − ∂3),
 = ∂+∂− + ∂−∂+ − ∂21 − ∂22 = 2∂+∂− − ∂21 − ∂22 , (A.10)
with all the derivatives being given the same weight in  = ∂+∂− + ∂−∂+ − ∂21 − ∂22 .
Appendix B: Fermion Considerations
1. A Light-front Dirac Equation Oddity
In writing down the Dirac equation Dirac did not start with the covariant
(iγ0∂t + iγ
k∂k −m)ψ = 0, (B.1)
but instead started with
i∂tψ + iα
k∂kψ − βmψ = 0. (B.2)
These equations are equivalent since (B.1) and (B.2) can be derived from each other by multiplying through by β = γ0
and setting γk = βαk. In the Dirac basis for the gamma matrices one takes γ0D to be diagonal and has
γ0D = βD =
(
I 0
0 −I
)
, αkD =
(
0 σk
σk 0
)
, γkD = βDα
k
D =
(
0 σk
−σk 0
)
, γ5D =
(
0 I
I 0
)
. (B.3)
In light-front coordinates the covariant Dirac equation takes the form
(iγ+∂+ + iγ
−∂− + iγ1∂1 + iγ2∂2 −m)ψ = 0, (B.4)
where γ± = γ0 ± γ3. However there is no light-front analog of (B.2), since (γ+)2 and (γ−)2 are zero, to thus not be
invertible. Thus even though the invertible γ0 and γ3 obey (γ0)2 = 1, (γ3)2 = −1, the non-invertible γ+ and γ− are
divisors of zero. Consequently, one cannot multiply the light-front (B.4) by γ+ and obtain a light-front analog of (B.2).
Since γ+ and γ− are divisors of zero, there is no similarity transformation that can effect Sγ0S−1 = γ+, Sγ3S−1 = γ−,
and there thus are intrinsic differences between light-front fermions and instant-time fermions. Moreover, it is because
γ+ and γ− are divisors of zero that (B.4) breaks up into good and fermions, with Λ± = (1/2)γ0γ± being projection
operators, i.e., being operators that also are not invertible. Despite this intrinsic difference between light-front and
instant-time fermions, we have nonetheless been able to show that their Green’s functions are identical.
Finally, we note that even though γ+ and γ− are themselves divisors of zero, the products γ+γ− and γ−γ+ are
not, with combination γ+γ− + γ−γ+ evaluating to 4. In consequence, iγ+∂+ + iγ−∂− squares to −4∂+∂−, with the
Klein-Gordon equation in the form [4∂+∂− − (∂1)2 − (∂2)2 +m2]ψ = 0 then following from (B.4).
2. Weyl Basis for the Dirac Gamma Matrices
In working with the Λ+ and Λ− projection operators it would be very convenient if we could find a basis for the
gamma matrices in which Λ+ and Λ− are diagonal. It turns out that there is such a basis, the one Weyl used to
diagonalize γ5. The Weyl basis γµW is constructed from the Dirac basis γ
µ
D via the similarity transform (see e.g. [45])
γµW =
1√
2 (1− γ5Dγ0D)γµD 1√2 (1 + γ5Dγ0D). (B.5)
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This yields
γ0W =
(
0 −1
−1 0
)
, γkW =
(
0 σk
−σk 0
)
, αkW =
(
σk 0
0 −σk
)
, γ5W =
(
I 0
0 −I
)
, (B.6)
Λ±W =
1√
2 (1− γ5Dγ0D)
[
1
2
(
1± γ0Dγ3D
)]
1√
2 (1 + γ
5
Dγ
0
D) =
1
2
(
1± γ0Wγ3W
)
. (B.7)
In this basis we find that not only is γ5w diagonal, Λ
+
W and Λ
−
W are diagonal too. They take the form
Λ+W =
1 0 0 00 0 0 00 0 0 0
0 0 0 1
 , Λ−W =
0 0 0 00 1 0 00 0 1 0
0 0 0 0
 , (B.8)
and effect
Λ+W
ψ1ψ2ψ3
ψ4
 =
ψ100
ψ4
 , Λ−W
ψ1ψ2ψ3
ψ4
 =
 0ψ2ψ3
0
 . (B.9)
Hence in the Weyl basis we can treat the good and bad fermions as two-component spinors.
3. Good and Bad Fermion Bilinears
It is of interest to decompose fermion bilinear operators into good and bad fermions ψ(±) = Λ±ψ where Λ± =
(1/2)γ0(γ0 ± γ3) = (1/2)γ0γ±. On recalling that γ0γµγ0 = (γµ)†, we see that Λ± = (Λ±)†. We can thus set
(ψ(±))† = (Λ±ψ)† = ψ†Λ± = ψ
†
(±). For the fermion vector current V
µ = ψ¯γµψ, we find that in the light-front
V + = ψ†γ0γ+ψ = 2ψ†(+)ψ(+), to thus consist of good fermions alone. Similarly V
− = ψ†γ0γ−ψ = 2ψ†(−)ψ(−) consists
of bad fermions alone, while V 1 = ψ†γ0γ1ψ and V 2 = ψ†γ0γ2ψ contain both ψ(+) and ψ(−). In consequence, the
conservation condition ∂µV
µ = 0 involves both good and bad fermions, and while the charge Q = 12
∫
dx−dx1dx2V + =∫
dx−dx1dx2ψ†(+)ψ(+) only consists of good fermions, its light-front time derivative ∂+Q = − 12
∫
dx−dx1dx2(∂−V −+
∂1V
1 + ∂2V
2) involves bad fermions. Since ψ(−) is subject to the nonlocal constraint given in (4.16), viz. ψ(−) =
− i2 (∂−)−1
[−iγ0(γ1∂1 + γ2∂2) +mγ0]ψ(+), to secure the light-front time independence of Q requires that the fields
be more convergent asymptotically than in the instant-time case.
These remarks apply equally to the axial vector current Aµ = ψ¯γµγ5ψ. In the light-front case A+ = ψ†γ0γ+γ5ψ =
2ψ†(+)γ
5ψ(+) is composed of good fermions alone. Similarly A
− = ψ†γ0γ−γ5ψ = 2ψ†(−)γ
5ψ(−) is composed of bad
fermions alone, while A1 = ψ†γ0γ1γ5ψ and A2 = ψ†γ0γ2γ5ψ contain both ψ(+) and ψ(−). Moreover, while Q5 =
1
2
∫
dx−dx1dx2A+ =
∫
dx−dx1x2ψ†(+)γ
5ψ(+) is composed of good fermions alone, even if ∂µA
µ = 0, the light front
time derivative of Q5 will involve bad fermions.
The mass operator ψ¯ψ = ψ†γ0ψ contains both good and bad fermions. Similarly, the pseudoscalar ψ¯iγ5ψ =
iψ†γ0γ5ψ also contains both good and bad fermions. Writing them out in full we have
ψ¯ψ = ψ†(+)γ
0ψ(−) + ψ
†
(−)γ
0ψ(+), iψ¯γ
5ψ = iψ†(+)γ
0γ5ψ(−) + iψ
†
(−)γ
0γ5ψ(+). (B.10)
With the energy-momentum tensor given in (4.5) only differing from the canonical energy-momentum tensor Tµν =
iψ¯γµ∂νψ by a total divergence, and with this total divergence not affecting the momentum generators as they are
integrals of Tµν , we can use the canonical energy-momentum tensor. For it we find that T++, T+−, T+1 and T+2 are
composed of good fermions alone, T−+, T−−, T−1, T−2 are composed of bad fermions alone, and T 11, T 12 and T 22
contain both good and bad fermions. The conservation condition ∂µT
µν = 0 involves both good and bad fermions.
Consequently, while the all four of the momentum operators Pµ = 12
∫
dx−dx1dx2T+µ only involve good fermions,
their light-front time derivatives involve both good and bad fermions.
For the light-front angular momentum generators Mµν = 12
∫
dx−dx1dx2(xµT+ν − xνT+µ) we see that all six
components of Mµν contain good fermions alone. Armed with this information we now see how it impacts on Ward
identities.
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Appendix C: Ward Identities
Consider the operator T [jµ(x)B(0)], where jµ is a vector or axial-vector current and B(0) is a string of fields all at
xµ = 0. Consider first instant-time quantization. Differentiating with respect to xµ we obtain the operator identity
(which holds independent of in which states we take matrix elements)
∂µT
(0)[jµ(x)B(0)] = δ(x0)[j0(x), B(0)] + T (0)[∂µj
µ(x)B(0)]. (C.1)
We now restrict to the case where ∂µj
µ(x) = 0, and take matrix elements in the vacuum (normal or spontaneously
broken). Since there is only one four-momentum pµ in Fourier space we can set
〈Ω|T (0)[jµ(x)B(0)]|Ω〉 = 1
(2pi)4
∫
d4peip·xpµF (p2), (C.2)
where F (p2) is a scalar function. With Q(x0) =
∫
d3xj0(x), we integrate both sides of (C.1) with
∫
d4x. This gives
i
∫
d4pδ4(p)p2F (p) = 〈Ω|[Q(x0 = 0), B(0)]|Ω〉. (C.3)
Should the right-hand side of (C.3) not vanish (i.e., Q(x0 = 0)|Ω〉 6= 0), there would then have to be a massless pole
at p2 = 0 on the left-hand side. This then is the Goldstone theorem.
In light-front quantization everything goes through the same way and we have
i
∫
d4pδ4(p)p2F (p) = 〈Ω|[Q(x+ = 0), B(0)]|Ω〉. (C.4)
For the axial-vector Ward identity we set B(0) = ψ¯iγ5ψ in (C.4), set jµ = Aµ, and need to evaluate [Q5(x+ =
0), ψ¯iγ5ψ]. To this end we note that generically
A†BC†D − C†DA†B = A†(BC† + C†B)D − C†(DA† +A†D)B − (A†C† + C†A†)BD + C†A†(BD +DB). (C.5)
Provided that Q5 is independent of x+, on setting A† = ψ†(+)(y), B = ψ(+)(y), C
† = ψ†(+)(x), D = ψ(−)(x) and
then C† = ψ†(−)(x), D = ψ(+)(x), and on recalling (4.13), (4.16), and (4.23), we obtain the needed axial-vector Ward
identity commutator in the light-front case:
[Q5, ψ¯(x)iγ5ψ(x)] =
∫
dy−dy1dy2[ψ†(+)(y)γ
5ψ(+)(y), iψ
†
(+)(x)γ
0γ5ψ(−)(x) + iψ
†
(−)(x)γ
0γ5ψ(+)(x)]
= iψ†(+)(x)γ
0ψ(−)(x) + iψ
†
(−)(x)γ
0ψ(+)(x) = iψ¯(x)ψ(x). (C.6)
As we see, both sides of (C.6) contain bad fermions even though Q5 does not. However, while we do need the
good fermion bad fermion anticommutator given in (4.23), we do not need the troublesome bad fermion bad fermion
anticommutator given in (4.22). Moreover, despite the fact that (4.23) contains spatial derivatives of delta functions,
all such terms conveniently drop out in (C.6), leaving (C.6) with exactly the same form that it has in the instant-time
case. The bad fermions are thus needed to maintain the axial-vector Goldstone theorem, with the axial-vector Ward
identity ∫
d4pδ4(p)p2F (p) = 〈Ω|ψ¯(x)ψ(x)|Ω〉 (C.7)
receiving nonlocal contributions in the light-front case.
With the vacuum being translation invariant we can set 〈Ω|ψ¯(x)ψ(x)|Ω〉 = 〈Ω|ψ¯(0)ψ(0)|Ω〉. Spontaneous breaking
in the axial vector sector thus requires that the vacuum be such that the expectation value 〈Ω|ψ¯(0)ψ(0)|Ω〉 be nonzero,
and this expectation value will be nonvanishing if the fermion has a mass. For instance, evaluating the expectation
value for a free massive fermion (the mean field approximation to a chiral invariant four-Fermi theory [44]) yields
〈Ω|ψ¯(0)ψ(0)|Ω〉 = − 2i
(2pi)4
∫
dp+dp1dp2dp−Tr
1
/p−m+ i = −
8i
(2pi)4
∫
dp+dp1dp2dp−
m
p2 −m2 + i , (C.8)
an expression that is nonzero if m is nonzero.
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The nonvanishing of 〈Ω|ψ¯(0)ψ(0)|Ω〉 is central to dynamical symmetry breaking by fermion bilinear condensates.
Since we showed that instant-time and light-front Green’s functions are equal, 〈Ω|ψ¯(0)ψ(0)|Ω〉 will be nonzero in both
instant-time and light-front quantization if the fermion has a mass. As we showed in (15.5) the light-front on-shell
φ(0), and thus the light-front on-shell ψ(0) and ψ†(0), are mass independent. Inserting the light-front ψ(0) and ψ†(0)
into 〈Ω|ψ¯(0)ψ(0)|Ω〉 thus could not lead to the mass dependent (C.8). We thus see that one cannot use the three-
dimensional on-shell light-front expressions for fields in vacuum matrix elements that have no spacetime dependence.
Rather, one must use the full four-dimensional Feynman formalism, with 〈Ω|ψ¯(0)ψ(0)|Ω〉 as evaluated in (C.8) and
(9.25) being both mass dependent and nonzero.
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