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Abstract
We present a method of short-distance analysis in quantum field theory that does not
require choosing a renormalization prescription a priori. We set out from a local net of
algebras with associated pointlike quantum fields. The net has a naturally defined scaling
limit in the sense of Buchholz and Verch; we investigate the effect of this limit on the
pointlike fields. Both for the fields and their operator product expansions, a well-defined
limit procedure can be established. This can always be interpreted in the usual sense of
multiplicative renormalization, where the renormalization factors are determined by our
analysis. We also consider the limits of symmetry actions. In particular, for suitable
limit states, the group of scaling transformations induces a dilation symmetry in the limit
theory.
1 Introduction
Renormalization has proven to be one of the key concepts of quantum field theory, in par-
ticular in the construction of models. We can roughly divide its mathematical and physical
implications as follows, even though they are often mixed in one approach.
First, renormalization has a constructive aspect: It serves as a tool to remove divergencies,
momentum-space cutoffs, or lattice restrictions from unphysical theories in order to arrive at
a physical limit theory. This aspect is found both in perturbative approaches and in math-
ematically rigorous constructions of quantum field theory, usually in the Euclidean regime
[FRS07].
Second, renormalization is a means of short distance analysis: It allows to pass from
a given physical theory to a theory which describes the behavior at short distances, often
∗Work supported by MIUR, GNAMPA-INDAM, and the EU network “Quantum Spaces – Non Commutative
Geometry” (HPRN-CT-2002-00280).
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expected to be simpler than the full theory, in particular when this limit theory is a model of
free particles (asymptotic freedom). This is the idea that underlies quantum chromodynamics
and the parton picture in high energy physics.
It is the second aspect that we are interested in here. We assume that a fully constructed,
mathematically rigorous quantum field theory “at finite scales” is given, and investigate its
short distance behavior in a physically natural setting. As Buchholz and Verch have shown
[BV95], it is possible to define the short-distance limit of such a theory in a model-independent
way. This method is based on the algebraic approach to quantum field theory [Haa96], and
allows applications in particular to the charge structure of the theory in the scaling limit
[Buc96, DMV04, DM06].
This algebraic approach to renormalization does not depend on technical details of the
theory, such as a choice of generating quantum fields. In fact, it is not even necessary to make
any reference to pointlike localized quantum fields at all, or even assume their existence; the
renormalization limit can be defined referring only to the algebras of bounded operators
associated with finite regions. On the other hand, it is not obvious how this approach relates
to pointlike quantum fields, given that they exist in the theory, and how the usual picture of
point field renormalization emerges.
The present work aims at clarifying these questions. We set out from a theory given as a
local net of algebras, but assume that pointlike fields are associated to these algebras in the
way proposed in [Bos05b]. Then we consider the scaling limit of the theory in the sense of
Buchholz and Verch, and analyze its effect on the pointlike fields.
Specifically, the description of fields in [Bos05b] is based on a certain phase space condition.
We show that, given that this condition holds at finite scales, it carries over to the scaling limit
theory, so that also the limit theory has a well-described connection with pointlike quantities.
We analyze in detail how limits of pointlike objects arise from the algebras, and show that
a multiplicative renormalization of quantum fields naturally follows as a consequence of our
setting.
We also discuss the effect of renormalization transformations on the operator product
expansion in the sense of Wilson [Wil69, WZ72], which is known to have a precise meaning
at finite scales [Bos05a]. The operator product expansion plays an important role in this
context: It reflects how renormalization transformations change the interaction of the theory,
which are captured here in the structure constants of the “improper algebra” of pointlike
fields.
On a heuristic level, our method can be understood as follows: In the usual field-theoretic
setting, renormalization of a pointlike field φ(x) is established by a purely geometric scaling
in space-time, combined with a multiplication by a c-number Zλ depending on scale. The
field at scale λ is given by
φλ(x) = Zλφ(λx), (1.1)
where e.g. for a real scalar free field in physical space-time, one would choose Zλ = λ. This
φλ converges to a limit field φ0, e.g. in the sense of Wightman functions or of suitable matrix
elements. The choice of Zλ is not unique, and may contain ambiguities to some extent, even
if these do not influence the structure of the limit theory for a free field.
In the algebraic setting, one considers the set of all such possible renormalization schemes,
without selecting a preferred choice. One abstractly works with functions λ 7→ Aλ, valued in
the bounded operators, that are subject only to a geometric condition, Aλ ∈ A(λO) for some
region O, and to a continuity condition that serves to keep the unit of action constant in the
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limit. A typical function may be thought of as
Aλ = exp(iZλφ(fλ)), fλ(x) = λ
−4f(λ−1x), (1.2)
where f is a fixed test function. (This is up to a necessary smearing in space-time.) However,
the explicit form of Zλ needs not explicitly be fixed in this approach, since it does not influence
the norm of Aλ.
The important point of our analysis is now that the Zλ can be constructed from the
algebraic setting, rather than fixing them from the outset. Namely, following [Bos05b], the
link between fields and bounded operators is given as follows: Bounded operators A localized
in a double cone Or of radius r centered at the origin can be approximated by local fields by
means of a series expansion,
A ≈
∑
j
σj(A)φj , (1.3)
where σj are normal functionals and φj are quantum fields localized at x = 0, both indepen-
dent of r. The sum is to be understood as an asymptotic series in r. For example, for the
real scalar free field in 3 + 1 dimensions, the first terms of the expansion are
A ≈ (Ω|AΩ)1+ σ1(A)φ, (1.4)
where φ is the free field and σ1 a certain matrix element with 1-particle functions (cf. [Bos05b,
Eq. A19]). Now this σ1 has the property that ‖σ1⌈A(Or)‖ ∼ r. Thus inserting operators Aλ ∈
A(λO) with some fixed region O, we obtain σ1(Aλ) ∼ λ, and can expect that Zλ := σ1(Aλ)
is a suitable renormalization factor for the field φ. We shall see in Sec. 3 that this heuristic
expectation can indeed be made precise. The central point here is that the factors Zλ arise
as a consequence of our analysis; they are determined by the scaling limit of the algebras, it
is not necessary to put them in explicitly.
Another important aspect of our analysis is the description of symmetries, in particular
dilations. It is heuristically expected that scaling transformations, which would map Aλ to
Aµλ, or Zλφ to Zµλφ, relate to a dilation symmetry in the limit theory. In order to make
this precise, we need to generalize the structures introduced in [BV95], since the limit states
considered there are not invariant under scaling. We propose more general limit states that
are in fact invariant under scaling transformations of the above kind, and allow a canonical
implementation of these transformations in the limit, yielding an action of the dilation group.
However, these generalized limit states are no longer pure states; and pure limit states are
not dilation covariant.
The paper is organized as follows: In Sec. 2, we recall the algebraic approach to renormal-
ization, and introduce the generalizations needed for our analysis. This includes the dilation
invariant limit states mentioned above, but also a generalization of the scaling limit from
bounded operators to unbounded objects. Section 3 then describes pointlike fields associated
with the theory, and analyzes their scaling limit, giving a construction for the renormaliza-
tion factors Zλ. Section 4 concerns operator product expansions and their scaling limits. We
end with a conclusion in Sec. 5, in particular discussing the expected situation in quantum
chromodynamics. In the appendix, we handle a technical construction regarding states on C∗
algebras.
One notational convention applies throughout the paper: In order to avoid complicated
index notation, we will sometimes write the index of a symbol in brackets following it; e.g.
we write α[x,Λ] as a synonym for αx,Λ.
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2 The algebraic approach to renormalization
We use the algebraic approach to quantum field theory [Haa96] for our analysis. Let us briefly
summarize the basic structure, since we will use several variants of it: A net of algebras is a
map A : O 7→ A(O) that assigns to each open bounded subset O ⊂ Rs+1 of Minkowski space
a C∗ algebra A(O), such that isotony holds, i.e. A(O1) ⊂ A(O2) if O1 ⊂ O2. For such a net,
we can define the quasilocal algebra, again denoted by A following usual convention, as the
closure (or inductive limit) of ∪OA(O), where the union runs over all open bounded regions.
Definition 2.1. Let G be a Lie group of point transformations of Minkowski space that in-
cludes the translation group. A local net of algebras with symmetry group G is a net of algebras
A together with a representation g 7→ αg of G as automorphisms of A, such that
(i) [A1, A2] = 0 if O1,O2 are two spacelike separated regions, and Ai ∈ A(Oi) (locality);
(ii) αgA(O) = A(g.O) for all O, g (covariance).
We call A a net in a positive energy representation if, in addition, the A(O) are W ∗ algebras
acting on a common Hilbert space H, and
(iii) there is a strongly continuous unitary representation g 7→ U(g) of G on H such that
αg = adU(g);
(iv) the joint spectrum of the generators of translations U(x) lies in the closed forward light
cone V¯+ (spectrum condition);
(v) there exists a vector Ω ∈ H which is invariant under all U(g) and cyclic for A.
We call A a net in the vacuum sector if, in addition,
(vi) the vector Ω is unique (up to scalar factors) as an invariant vector for the translation
group.
We are frequently interested in special regions O, namely standard double cones Or of
radius r centered at the origin. For their associated algebra A(Or), we often use the shorthand
notation A(r).
The group G will usually be the (proper orthochronous) Poincare´ group P↑+, but in some
cases additionally include the dilations. In a slight abuse of notation, we will sometimes refer
to translations as αx or U(x), to Lorentz transforms as αΛ or U(Λ), etc., leaving out those
components of the group element that equal the identity of the corresponding subgroups.
In the Hilbert space case, we write the positive generator of time translations as H, and
its spectral projectors as P (E). We denote the vacuum state as ω = (Ω| · |Ω). It the case of
a vacuum sector, it follows from condition (vi) that ω is a pure state.
2.1 Scaling algebra
Our approach to renormalization in the context of algebraic quantum field theory is based on
the results of Buchholz and Verch [BV95], however with some modifications. Let us briefly
recall the notions introduced there.
We assume in the following that a theory “at scale 1”, denoted by A, is given, and fulfills
the requirements of Definition 2.1 for a local net in the vacuum sector, with symmetry group
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P↑+. We will analyze the scaling limit of this theory. To this end, we define the set of “scaling
functions”,
B := {B : R+ → B(H) | sup
λ
‖Bλ‖ <∞}, (2.1)
where we write Bλ rather than B(λ) for the image points. Equipping B with pointwise
addition, multiplication, and ∗ operation, and with the norm ‖B‖ = supλ ‖Bλ‖, it is easily
seen that B is a C∗ algebra.
On B, we introduce an automorphic action α of the Poincare´ group P↑+ by
(αx,Λ(B))λ := αλx,Λ(Bλ). (2.2)
We also have an automorphic action δ of the dilation group R+ on B:
(δµ(B))λ := Bµλ. (2.3)
It is easily checked that the αx,Λ and δµ fulfill the usual commutation rules. We will combine
them into a larger Lie group G, with elements g = (µ, x,Λ), and their representation denoted
by α again:
αg = αµ,x,Λ := δµ ◦ αx,Λ = αµx,Λ ◦ δµ. (2.4)
We are now ready to define a new set of local algebras as subalgebras of B:
A(O) := {A ∈ B |Aλ ∈ A(λO) for all λ > 0; g 7→ αg(A) is norm continuous}. (2.5)
This defines a new local net of algebras in the sense of Definition 2.1, with symmetry group
G, referring to its usual geometric action. We denote by A the associated quasilocal algebra,
i.e. the norm closure of ∪OA(O); our interest is actually in its Hilbert space representations.
Note that A has a large center Z(A), consisting of those A ∈ A where each Aλ is a multiple
of 1. This will turn out to be important in our analysis.
Let us recall from [BV95] what the two conditions on A ∈ A(O) heuristically stand for:
Aλ ∈ A(λO) means that our scaled operators are localized in smaller and smaller regions,
as required for the scaling limit. The norm continuity of g 7→ αg(A) ensures that the unit
of action ~ is kept constant in this limit. We are requiring a bit more here than in [BV95],
inasmuch as also the action of dilations is required to be norm continuous; so we are actually
considering subalgebras of those investigated by Buchholz and Verch. This will not influence
the construction, but allow us to implement a continuous action of the dilation group in
the limit theory later. We note that the continuity conditions imposed are not too strong
restrictions, since operators A fulfilling them can be constructed in abundance. In order to
show this, we need some technical preparations, which will be useful also in the following.
We denote here by B(R+) and Cb(R+) the C∗-algebras of bounded functions and of
bounded continuous functions on R+ respectively, equipped with the supremum norm ‖f‖∞ =
supλ>0 |f(λ)|.
Lemma 2.2. Let a > 1, and let f ∈ Cb(R+) with supp f ⊂ (1/a, a). There exists a bounded
linear operator Kf : B(R+)→ B(R+) such that:
(i) |(Kfg)(λ)| ≤ 2 log a ‖f‖∞ supµ∈[1/a,a] |g(λµ)| for all λ > 0; in particular, ‖Kf‖ ≤
2‖f‖∞ log a ;
(ii) at fixed a, the map f 7→ Kf is linear;
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(iii) if µ > 0 is such that µ−1 supp f ⊂ (1/a, a), then K[f(µ · )]g(µ · ) = K[f ]g;
(iv) for each g ∈ B(R+), the map µ ∈ R+ 7→ (Kfg)(µ ·) ∈ B(R+) is continuous;
(v) if g ∈ Cb(R+), then (Kfg)(λ) =
∫
R+
f(µ)g(λµ) dµ/µ.
Proof. Using the map λ ∈ [1/a, a] 7→ loga λ ∈ [−1, 1], and considering [−1, 1] with endpoints
identified, we can endow the interval [1/a, a] with the structure of an abelian group under
multiplication. There exists therefore an invariant mean ma over the Banach space of bounded
functions on [1/a, a], i.e. a bounded linear functional on this space such that ma(1) = 1,
ma(h) ≥ 0 for h ≥ 0, and ma(h(µ ·)) = ma(h) for all µ ∈ [1/a, a]. We define then
(Kfg)(λ) := 2ma
(
f(·)g(λ ·)) log a. (2.6)
Properties (i), (ii), and (iii) then follow from boundedness, linearity, and invariance of the
mean ma, respectively. For property (iv), we first note that it is sufficient to show continuity
at µ = 1. For µ close enough to 1, we can use (i)–(iii) to show
‖(Kfg)(µ ·) − Kfg‖ ≤ 2 log a ‖f(µ−1 ·)− f‖∞‖g‖∞. (2.7)
The right hand side converges to 0 as µ → 1, thanks to the uniform continuity of f , which
proves (iv). Finally, by uniqueness of the (normalized) Haar measure on [−1, 1] we immedi-
ately have that, for g ∈ Cb(R+),
ma
(
f(·)g(λ ·)) = 1
2
∫ 1
−1
dx f(ax)g(λax) =
1
2 log a
∫
R+
dµ
µ
f(µ)g(λµ). (2.8)
(Note that the first integrand is a continuous function on [−1, 1].) This proves (v).
We now use the above lemma to show that it is possible to smear elements of B with
respect to dilations.
Lemma 2.3. Let a > 1, and let f ∈ Cb(R+) with supp f ⊂ (1/a, a). There exists a bounded
linear operator δ[f ] : B→ B such that:
(i) ‖δ[f ]‖ ≤ 2‖f‖∞ log a;
(ii) if Bλ ∈ A(λO) for all λ > 0, then (δ[f ]B)λ ∈ A(λO1) where O1 is any open bounded
region such that µO ⊂ O1 for all µ ∈ [1/a, a], and if furthermore the function (x,Λ) ∈
P↑+ 7→ αx,Λ(B) is norm continuous, then δ[f ]B ∈ A(O1);
(iii) if B ∈ A, then δ[f ]B = ∫
R+
f(µ) δµ(B) dµ/µ as a Bochner integral.
Proof. Let χ,ψ ∈ H be arbitrary vectors. Given B ∈ B, consider the function g ∈ B(R+)
defined by g(λ) = (χ|Bλψ). Since ‖g‖∞ ≤ ‖B‖‖χ‖‖ψ‖, by (i) of the previous lemma the
equation
(χ|(δ[f ]B)λψ) = (Kfg)(λ) (2.9)
uniquely defines an element δ[f ]B ∈ B, and property (i) is satisfied for δ[f ]. If further-
more B ∈ A, then g ∈ Cb(R+), and therefore (iii) follows from the analogous statement of
the previous lemma. If now Bλ ∈ A(λO) and O1 ⊃ µO for all µ ∈ [1/a, a], substituting
(χ| · ψ) with (χ|[A, ·]ψ), A ∈ A(λO1)′, in Eq. (2.9) immediately entails (δ[f ]B)λ ∈ A(λO1).
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Suppose now that (x,Λ) ∈ P↑+ 7→ αx,Λ(B) is norm continuous. In order to show that
δ[f ]B ∈ A(O1) it is now sufficient to show that the functions µ ∈ R+ 7→ δµ(δ[f ]B) and
(x,Λ) ∈ P↑+ 7→ αx,Λ(δ[f ]B) are norm continuous at the identity of the respective groups.
Since (χ|δµ(δ[f ]B)λψ) = (Kfg)(µλ), continuity with respect to dilations follows at once from
the estimate (2.7). For Poincare´ transformations, we proceed as follows. For κ ∈ R+, set
gx,Λ,κ(λ) :=
(
U(κx,Λ)∗χ
∣∣BλU(κx,Λ)∗ψ). (2.10)
With this definition, we have
(
χ
∣∣ ((αx,Λδ[f ]B)λ − (δ[f ]B)λ)ψ) = (Kf (gx,Λ,λ − g))(λ). (2.11)
Estimating by Lemma 2.2 (i), we obtain after a straightforward computation,
‖αx,Λδ[f ]B − δ[f ]B‖ ≤ 2 log a ‖f‖∞ sup
µ∈[1/a,a]
‖α[µ−1x,Λ]B −B‖. (2.12)
This vanishes as (x,Λ) → id, since Poincare´ transformations act norm-continuous on B by
assumption; thus (ii) is proved.
Since elements B ∈ B such that (x,Λ) 7→ αx,Λ(B) is norm continuous can be easily
constructed by smearing in the traditional way over the Poincare´ group [BV95], the above
lemma shows the existence of a large family of elements satisfying the continuity conditions
imposed in the definition of the scaling algebra A.
2.2 Scaling limit
The scaling limit of the theory is defined by the limits of our operator-valued scaling functions
in the vacuum state. Consider the following states ωλ on A:
ωλ : A 7→ ω(Aλ). (2.13)
The rough idea for constructing a scaling limit theory is to take the limit of these states
as λ → 0, and then to consider the GNS representation of A with respect to this limit
state. However, while the above expression may converge for certain operators A in relevant
examples [BV98], the limit will certainly not exist in general.
The approach taken in [BV95] is to choose a weak-∗ cluster point of the set {ωλ}, which
exists by the Alaoglu-Bourbaki theorem. These states were shown to be Poincare´ invariant
pure vacuum states.
We will use a somewhat more general approach here: Let m be a mean on the semigroup
(0, 1], with multiplication. That is, m is a linear functional on B((0, 1]), such that m(1) = 1,
and m(f) ≥ 0 for f ≥ 0. The functional is automatically bounded by |m(f)| ≤ supλ |f(λ)|.
We now define1 a functional ω on the scaling algebra as
ω(A) := m(ω(Aλ)), A ∈ A. (2.14)
Then ω is a linear, positive, normalized functional on A, hence a state. This construction
covers in particular the following relevant cases:
1For simplicity of notation, we will often write m(f(λ)) as a shorthand for m(λ 7→ f(λ)).
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(a) The mean m is an evaluation functional, i.e. m(f) = f(λ0) for some fixed λ0. Then ω
is the “vacuum at scale λ0”, and the GNS representation corresponds to the theory at
this scale.
(b) m is a weak-∗ limit point of such evaluation functionals as λ0 → 0. These are the scaling
limit states considered by Buchholz and Verch in [BV95].
(c) m is an invariant mean on the semigroup; that is, m(fµ) = m(f), where fµ(λ) = f(µλ),
0 < µ ≤ 1. It is well known that such invariant means exist, although they are not
unique. This gives an alternative version of the scaling limit theory, which we will
investigate in more detail below.
Cases (a) and (b) share the property that m is multiplicative, i.e. m(fg) = m(f)m(g). In
fact, it is known [DS58, Ch. IV.6] that weak-∗ limit points of evaluation functionals are the
only multiplicative means on (0, 1]. On the other hand, m is precisely not multiplicative in
case (c), since there can be no multiplicative invariant means on nontrivial abelian semigroups
[Mit66].
Further, cases (b) and (c) are asymptotic means, in the sense that m(f) = 0 whenever
f vanishes on a neighborhood of 0. Such asymptotic means are generalizations of the limit
λ→ 0: Namely, if f(λ) converges as λ→ 0, it follows that m(f) = limλ f(λ). Also, along the
line of ideas given in [BV95, Corollary 4.2], one can show that if m is asymptotic, the vacuum
state ω in Eq. (2.14) can be replaced with any other locally normal state in the original theory,
without changing the resulting state ω on the scaling algebra.
For the following, we will usually choose a fixed mean m. Since we are mainly interested
in asymptotic means,2 we will refer to the corresponding state on A as the scaling limit state
ω0. The scaling limit theory is now obtained by a GNS construction with respect to this
state. We denote this GNS representation of A as π0, and the representation Hilbert space
as H0, where Ω0 ∈ H0 is the GNS vector.
We can also transfer the symmetry group action to the representation space H0; but here
the properties of m are crucial. We first note:
Lemma 2.4. One has ω0 ◦ αg = ω0 for all Poincare´ transformations g = (1, x,Λ). If m is
invariant, the same holds for all g ∈ G.
Proof. For Poincare´ transformations, ω0 ◦ αg = ω0 follows from the invariance of ω under
αx,Λ at finite scales, and for dilations it follows from the invariance of m.
Now, in the limit theory, we can implement the subgroup of those symmetries that leave
ω0 invariant:
Theorem 2.5. Let ω0 be a scaling limit state, and let G0 ⊂ G be the subgroup of all g which
fulfill ω0 ◦ αg = ω0. There exists a strongly continuous unitary representation U0 of G0 on
H0, such that α0,g ◦ π0 = π0 ◦ αg with α0,g = adU0(g), for all g ∈ G0. One has U0(g)Ω0 = Ω0
for g ∈ G0. The representation U0(x) of translations fulfills the spectrum condition.
Proof. We set
U0(g)π0(A)Ω0 := π0(αgA)Ω0. (2.15)
2However, most of our results do not rely on this property; they apply to other means m as well, and are
not limited to cases (b) and (c).
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This defines U0(g) on a dense set; it is well-defined, since ker π0 is invariant under αg by
assumption. One easily checks that U0(g) is norm-preserving, and thus can be extended to
a unitary on all of H0. Strong continuity of the representation follows from norm continuity
of g 7→ αgA. The properties U0(g)Ω0 = Ω0 and α0,g ◦ π0 = π0 ◦ αg are immediate. For the
spectrum condition, it suffices to show that
∫
dx f(x)
(
π0(A)Ω0
∣∣U0(x)π0(A′)Ω0) = 0 (2.16)
for all A,A′ ∈ A, and all test functions f ∈ S(Rs+1) such that the Fourier transform of f
vanishes on the closed forward lightcone. Due to norm continuity of the representation, we
can rewrite this expression as
∫
dx f(x)
(
π0(A)Ω0
∣∣U0(x)π0(A′)Ω0) = m(
∫
dx f(x)ω(A∗λαλxA
′
λ)
)
. (2.17)
But the right-hand side vanishes due to the spectrum condition in the original theory A. This
concludes the proof.
We now define the local net in the limit theory as A0(O) := π0(A(O))′′. It is clear that
A0 is local, isotone, and covariant under α0,g, since these properties transfer from A on an
ultraweakly dense set. By the above results, we have established A0 as a local net of algebras
in a positive energy representation with symmetry group G0, in the sense of Definition 2.1.
Now as a last and crucial point, we ask whether the limit vacuum is a pure state, or
(equivalently) Ω0 is unique as a translation-invariant vector, or (equivalently) the representa-
tion π0 is irreducible. For the case of multiplicative means m in s ≥ 2 dimensions,3 a positive
answer has been given in [BV95].
For non-multiplicative m, and in particular if m is invariant, the same is however impos-
sible: Here already π0⌈Z(A) is known to be reducible, and the space of translation-invariant
vectors must be more than 1-dimensional. The structure of the limit theory may be more
complicated in this case. Since it is not directly relevant to our current line of arguments,
we will confine ourselves to some remarks here, leaving the details – which are of interest in
their own right – to a separate discussion [BDM].
First, it can be shown that the nontrivial image of the center Z(A) is the only “source”
of reducibility: namely one has π0(A)
′ = π0(Z(A))
′′ if s ≥ 2. Here the case of a vacuum
limit state arises as a special case for π0(Z(A)) = C1. For more general limit states, one
would like to decompose the limit net A0 along its center. By the representation theory of
the commutative C∗ algebra Z(A), one has a canonical decomposition
ω0(A) =
∫
Z
dν(z) ωz(A), A ∈ A, (2.18)
where Z is a compact Hausdorff space, ν a regular Borel measure on Z, and ωz are scaling
limit states that correspond to multiplicative means. One would naturally want to interpret
Eq. (2.18) in terms of a direct integral of Hilbert spaces, and decompose the representation
3In 1 + 1 space-time dimensions, the analogue is false: Even if m is multiplicative, pi0(A) may contain a
nontrivial center. An example for this behavior occurs in the Schwinger model [BV98]. However, since the
phase space conditions we use in Sec. 3 do not apply to this class of models a priori, we do not place emphasis
on this situation here.
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π0 into corresponding irreducible representations πz. This faces technical problems however:
In particular for invariant means m, the limit Hilbert space H0 is not separable [Dou65],
and so the standard methods of decomposition theory cannot be applied (see e.g. [DS85],
[KR97, Ch. 14]). One needs to use generalized notions of direct integrals for nonseparable
spaces [Wil70, Sch93]. We do not enter this discussion here. Let us just note that for the
case of a unique vacuum structure, as introduced in [BV95], and under additional regularity
assumptions, it can be shown that the limit theory A0 has a simple product structure:
A0(O) ∼= π0(Z(A))′′⊗¯Aˆ(O), (2.19)
where Aˆ is a fixed local net in a vacuum sector, independent of m. For a free real scalar
field of mass m in physical space-time, the net Aˆ would correspond to a massless free field.
Note that the factor π0(Z(A))
′′ depends on the mean m, but not on the specific theory A in
question. The symmetry group operators U0(g) also factorize along the above product: One
has U0(g) ∼= (U0(g)⌈HZ) ⊗ Uˆ(g), where HZ is the Hilbert space generated by π0(Z(A)), and
Uˆ the representation associated with Aˆ. In the case of an invariant mean, this representation
includes the dilations. But while for Poincare´ transformations U0(g)⌈HZ is trivial, dilations
have a nontrivial action on HZ.
To summarize: If m is multiplicative, in particular in case (b) above, we obtain a theory
in the vacuum sector, with a pure vacuum state. It need not be dilation covariant, however.
If m is invariant, i.e. in case (c), dilations can canonically be implemented in the limit; but
the limit state ω0 is not pure.
2.3 States and energy bounds in the limit
So far, we have described the theory on the level of bounded observables, at which the scaling
limit can be computed. For the analysis of pointlike quantum fields, however, we need to
consider a more general structure, which is tied to the Hilbert space representations of the
scaling algebra. In this section, we will not yet refer to the locality properties of pointlike
fields, but only be concerned with their singular high energy behavior.
We first describe the situation in the original theory A. Here, let Σ = B(H)∗ be the predual
Banach space of B(H), i.e. the set of normal functionals. We are interested in functionals
with an energy cutoff E, and therefore define
Σ(E) :=
{
σ(P (E) · P (E)) ∣∣ σ ∈ Σ}. (2.20)
Setting R := (1+H)−1, a bounded operator, we can also consider the space of smooth normal
functionals:
C∞(Σ) := {σ ∈ Σ ∣∣ ‖σ(R−ℓ · R−ℓ)‖ <∞ for all ℓ > 0}. (2.21)
We equip this space with the Fre´chet topology induced by all the norms ‖σ‖(ℓ) := ‖σ(R−ℓ ·
R−ℓ)‖, ℓ > 0. Its dual space in this topology is
C∞(Σ)∗ = {φ : C∞(Σ)→ C ∣∣ ‖φ‖(ℓ) := ‖RℓφRℓ‖ <∞ for some ℓ > 0}. (2.22)
This is the space in which we expect our pointlike fields φ(x) to be contained. The “polynomial
energy damping” with powers of R plays an important role in our analysis, and we will often
need the following key lemma; cf. [Bos00, Lemma 3.27].
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Lemma 2.6. For any ℓ > 0 there exists a constant cℓ > 0 with the following property: Let H
be a Hilbert space, and H ≥ 0 a positive selfadjoint operator, possibly unbounded, on a dense
domain in H. Let P (E) be its spectral projections, and R = (1 +H)−1. If c > 0, and φ is a
sesquilinear form on a dense set of H×H such that
‖P (E)φP (E)‖ ≤ c · (1 + E)ℓ−1 ∀E > 0,
then it follows that
‖Rℓ φRℓ‖ ≤ cℓc.
It is important here that cℓ depends on ℓ only, not on H, φ, or c.
Proof. The spectral theorem applied to Rℓ yields for any χ ∈ H,
(χ|Rℓχ) =
∫
(1 + E)−ℓd(χ|P (E)χ). (2.23)
Integrating by parts in this Lebesgue-Stieltjes integral [Sak37, Ch. III Thm. (14.1)], we obtain
the following formula in the sense of matrix elements:
Rℓ = ℓ
∫ ∞
0
dE (1 + E)−ℓ−1 P (E). (2.24)
Now let E > 0 be fixed, and let χ, χ′ ∈ P (E)H be unit vectors. Using Eq. (2.24) twice, we
obtain
|(χ |Rℓ φRℓ χ′)| = ℓ2
∣∣∣
∫
dE1dE2
(χ |P (E1)φP (E2) |χ′)
(1+E1)ℓ+1(1+E2)ℓ+1
∣∣∣
≤ c · ℓ2
∞∫
0
dE1
∞∫
0
dE2
(1 + max{E1, E2})ℓ−1
(1+E1)ℓ+1(1+E2)ℓ+1
. (2.25)
In the estimate, we have used the hypothesis of the lemma. The integral on the right-hand side
exists, since the integrand vanishes like E−2i in both variables; and this bound is independent
of E. This allows us to extend RℓφRℓ to a bounded operator, and gives us an estimate for its
norm that depends only on ℓ.
In the limit theory, we use analogous definitions for the spaces Σ0, Σ0(E), C∞(Σ0), and
C∞(Σ0)∗, referring to the Hamiltonian H0 and its spectral projectors P0(E). Note that
Lemma 2.6 above holds true for H0 in place of H as well.
It is not obvious however how to obtain corresponding structures on the scaling algebra
A, in order to describe the limiting procedure. Difficulties arise because the representation α
is not unitarily implemented, and hence we cannot refer to its generators and their spectral
projections: an energy operator on the scaling algebra is not available. However, it is possible
to consider operators in A of finite energy-momentum transfer. We describe them here as
follows:4
A˜(E) :=
{
αfA =
∫
ds+1x f(x)αxA
∣∣
A ∈ A, f ∈ S(Rs+1), supp f˜ ⊂ (−E,E)s+1}. (2.26)
4One can more abstractly define the spectral support of an operator A ∈ A with respect to translations,
and define the space A˜(E) by this means. We do not need the general formalism here, however.
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Here we refer to the translation subgroup of α only. It is clear that A˜(E) is a linear space,
closed under the ∗ operation. Moreover, for any fixed g ∈ G, we have αgA˜(E) ⊂ A˜(E′) for
suitable E′.
The important point is now that the representors of A ∈ A˜(E) generate energy-bounded
vectors from the vacuum, with the correct renormalization. To formulate this, we consider
in addition to P (E) also P (E − 0), the spectral projector of H for the interval (−∞, E); it
differs from P (E) by the projector onto the eigenspace5 with eigenvalue E. Correspondingly,
we use P0(E − 0) in the limit theory.
Proposition 2.7. For any B ∈ A˜(E), one has BλΩ ∈ P (E/λ− 0)H and π0(B)Ω0 ∈ P0(E −
0)H0. Further, the inclusion π0(A˜(E))Ω0 ⊂ P0(E − 0)H0 is dense.
Proof. Let χ ∈ H, and let B = αfA ∈ A˜(E). With Qκ being the spectral projectors of the
momentum operators P κ, we compute
(χ|BλΩ) =
∫
ds+1x f(x)(χ|U(λx)AλΩ) =
∫
f˜(p)ds+1(χ|
∏
κ
Qκ(p
κ/λ)AλΩ). (2.27)
Now if χ ∈ (1 − P (E/λ))H, or if χ is an eigenvector of H with eigenvalue E/λ, then the
right-hand side vanishes by the support properties of f˜ . This shows BλΩ ∈ P (E/λ − 0)H.
The proof for π0(B)Ω0 is analogous.
Now suppose that the inclusion π0(A˜(E))Ω0 ⊂ P0(E − 0)H0 was not dense. Then we can
find χ ∈ P0(E − 0)H0, χ 6= 0, such that
(χ|π0(B)Ω0) = 0 for all B ∈ A˜(E). (2.28)
This means that, whenever f is a test function with supp f˜ ⊂ (−E,E)s+1, we have
0 =
∫
ds+1x f(x)(χ|U0(x)π0(A)Ω0) =
∫
V¯+
f˜(p)ds+1ν(p) for all A ∈ A, (2.29)
where ν(p) is a measure, the Fourier transform of (χ|U0(x)π0(A)Ω0). We specifically choose
f(x) = fT (x
0)fS(x), where supp f˜T ⊂ (−E,E), supp f˜S ⊂ (−E,E)s. By the spectrum
condition, the support of ν(p) is within the closed forward light cone; thus we can actually
remove the constraints on supp f˜S . Choosing for fS a delta sequence in configuration space,
we obtain that
0 =
∫
f˜T (p0) dνT (p0) whenever supp f˜T ⊂ (−E,E). (2.30)
Here νT (p0) is the Fourier transform of (χ|U0(t)π0(A)Ω0), referring to time translations only.
Thus the measure νT must have its support in (−E,E)c. On the other hand, the spectrum
condition implies that supp νT ⊂ [0, E]. Hence supp νT = {E}, and νT is a delta measure:
νT = c δ(p0 − E) with some constant c. By Fourier transformation, that yields
(χ|U(t)π0(A)Ω0) = (χ|π0(A)Ω0)eiEt for all A ∈ A, t ∈ R. (2.31)
Since π0(A)Ω0 is dense in H0, this means that χ is an eigenvector of H0 with eigenvalue E.
But this contradicts χ ∈ P0(E − 0)H0. Thus the said inclusion must be dense.
5It is in fact not expected that H has any eigenvectors other than Ω, at least under reasonable assumptions
on the phase space behavior of the theory [Dyb07]. We do however not rely on this property.
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We will now investigate in more detail the convergence of states in the limit. The heuristic
picture is that functionals like
σλ = (BλΩ| · |B′λΩ), B,B′ ∈ A˜(E), (2.32)
“converge” to an energy-bounded limit state as λ → 0. This can easily be understood
if evaluating them on bounded operators A ∈ A; we will however need the same also for
unbounded objects. Let us formalize this more strictly. We set
Σ(E) :=
{
σ : R+ → Σ
∣∣σλ(A) = ω(B∗λAB′λ) for some B,B′ ∈ A˜(E)}. (2.33)
We also define Σ = ∪E>0Σ(E). These sets are not linear spaces, but this will not be needed
for our purposes. Note that, via the action on B and B′, we have a natural action α∗g of G on
Σ, which fulfills
(α∗gσ)λ((αgA)λ) = σµλ(Aµλ), where σ ∈ Σ, A ∈ A, g = (µ, x,Λ) ∈ G. (2.34)
We now define the scaling limit of σ ∈ Σ, denoted by π∗0σ ∈ Σ0, via
π∗0σ(π0A) := m(σλ(Aλ)) = ω0(B
∗A B′). (2.35)
It is clear that this is well-defined. By Proposition 2.7 above, the span of all π∗0σ, σ ∈ Σ(E),
is dense in Σ0(E − 0), and the union over all E > 0 is dense in C∞(Σ0) in the corresponding
topology. We also have π∗0(α
∗
gσ) = (π
∗
0σ) ◦ α−10,g in a natural way. Let us further note:
Lemma 2.8. For all σ ∈ Σ, it holds that m(‖σλ‖) ≤ ‖π∗0σ‖.
Proof. First, it is clear that we have ‖π0(A)Ω0‖2 = m(‖AλΩ‖2) for any A ∈ A. Now let σ ∈ Σ
with σλ = (BλΩ| · |B′λΩ). The mean m, as a state on a commutative algebra, satisfies the
Cauchy-Schwarz inequality, from which we can conclude:
m(‖σλ‖) = m(‖BλΩ‖‖B ′λΩ‖) ≤ m(‖BλΩ‖2)1/2 m(‖B′λΩ‖2)1/2
= ‖π0(B)Ω0‖‖π0(B′)Ω0‖ = ‖π∗0σ‖. (2.36)
This proves the lemma.
We can now use this structure to describe the scaling limit behavior of unbounded objects,
more general than the bounded operator sequences A ∈ A. Namely, we consider functions
λ 7→ φ
λ
, with values in C∞(Σ)∗. These will later be sequences of pointlike fields with renor-
malization factors. Here we are only interested in their high-energy behavior. We use a notion
of “uniform” polynomial energy damping at all scales: For λ > 0, set Rλ := (1+λH)
−1. This
R is an element of B, but not of A. We can, however, multiply φ with powers of R from the
left or right, this product being understood “pointwise”. We can then consider the norms
‖φ‖(ℓ) = sup
λ
‖RℓλφλR
ℓ
λ‖ (2.37)
on the spaces of those functions φ where the supremum is finite. We also have a notion of
symmetry transformation on the functions φ, defined in a natural way as
(αµ,x,Λφ)λ := U(µλx,Λ)φλµU(µλx,Λ)
∗. (2.38)
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Our space of “regular” φ is now defined as follows, in analogy to the algebras A.
Φ :=
{
φ : R+ → C∞(Σ)∗
∣∣ ∃ℓ : ‖φ‖(ℓ) <∞; g 7→ αgφ is continuous in ‖ · ‖(ℓ)}. (2.39)
By the natural inclusion B(H) →֒ C∞(Σ)∗, we have an embeddingA →֒ Φ, compatible with the
symmetry action. We note that the continuity requirement in Eq. (2.39) is trivially fulfilled
for the translation subgroup, since ‖λPµRλ‖ ≤ 1 at all scales by the spectrum condition. For
Lorentz transformations and dilations, the requirement is nontrivial; it suffices however to
check continuity at g = id, as is easily verified using the commutation relations between αg
and R.
The functions in Φ are sufficiently regular to allow the definition of a scaling limit. Namely,
we have:
Proposition 2.9. Let φ ∈ Φ. There exists a unique element π0φ ∈ C∞(Σ0)∗ such that
(π∗0σ)(π0φ) = m(σλ(φλ)) for all σ ∈ Σ.
The map φ 7→ π0φ is linear, and one has for anz E > 0,
‖π0φ⌈Σ0(E − 0)‖ ≤ sup
0<λ≤1
‖φ
λ
⌈Σ(E/λ)‖.
For fixed ℓ, there is a constant c such that ‖π0φ‖(2ℓ+1) ≤ c‖φ‖(ℓ) for all φ for which the
right-hand side is finite.
Proof. Again, let σλ( · ) = (BλΩ| · |B′λΩ), with B,B′ ∈ A˜(E), where E > 0 is fixed in the
following. Set ‖φ‖E := sup0<λ≤1 ‖φλ⌈Σ(E/λ)‖. We have
|σλ(φλ)| ≤ ‖σλ‖‖φ‖E ≤ ‖B‖ ‖B ′‖ ‖φ‖E , (2.40)
which is a uniform estimate in λ. So we can apply the mean m and obtain by Lemma 2.8:
|m(σλ(φλ))| ≤ ‖π
∗
0σ‖‖φ‖E . (2.41)
This allows us to define π0φ on all functionals of the form (π0(B)Ω0| · |π0(B′)Ω0). Using the
density properties outlined in Proposition 2.7, π0φ can uniquely be extended to a bounded
sesquilinear form on P0(E − 0)H0 ×P0(E − 0)H0, and then to a linear form on Σ0(E − 0) :=
P (E − 0)ΣP (E − 0) with the bounds
‖π0φ⌈Σ0(E − 0)‖ ≤ ‖φ‖E . (2.42)
[Of course, the definition of the linear form at fixed E is compatible with the inclusions
Σ0(E − 0) ⊂ Σ0(E′ − 0).] The estimate on the ℓ-norms now follows by applying Lemma 2.6
with respect to the operator λH.
We note that the map π0 on Φ defined above is an extension of the representation π0 of
the algebra A, i.e., it is compatible with the inclusion A →֒ Φ. Using the action of G on Σ,
we also obtain that π0 is compatible with the action of the unitaries on H0:
α0,g(π0φ) = π0(αgφ) for all g ∈ G0. (2.43)
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Let us once more return to the operators R, which play an important role since they have
known commutation relations with “smeared” sequences from Φ. Let f ∈ S(Rs+1) be a test
function on Minkowski space, and set
αfφ :=
∫
ds+1x f(x)αxφ (2.44)
as a weak integral, referring to the translation subgroup only. It is known from [FH81] that
(αfφ)λ are more regular than linear forms on C∞(Σ): They are actually unbounded operators
on C∞(H) = ∩ℓ>0RℓH. In generalization of [FH81, Eq. 2.4], one easily proves the following
relation, valid at fixed λ in the sense of matrix elements:
[R,αfφ] = −iR(α[∂0f ]φ)R. (2.45)
This will be crucial in our approximation of pointlike fields later.
As a last point, let us consider a finite-dimensional subspace E ⊂ C∞(Σ)∗. It is well-
known that E is always complementable in the locally convex space C∞(Σ)∗; i.e. there exists
a continuous projection p onto E . We will need the fact that such projections can be chosen
uniformly at all scales. To that end, we set Φ(ℓ) := {φ ∈ Φ | ‖φ‖(ℓ) <∞}.
Proposition 2.10. Let E ⊂ C∞(Σ)∗ be a finite-dimensional subspace such that αΛE = E for
all Lorentz transforms Λ. Let ℓ > 0 be large enough such that ‖φ‖(ℓ) <∞ for all φ ∈ E. There
exists a map p : Φ(ℓ) → Φ(ℓ) of the form (p φ)λ = pλφλ, where each pλ is projector onto E,
and a constant c > 0, such that ‖p φ‖(ℓ) ≤ c‖φ‖(ℓ).
We will refer to the map p (for given E and ℓ) as a uniform projector onto E .
Proof. Let Eλ be the space E equipped with the norm ‖ · ‖λ = ‖Rℓλ · Rℓλ‖, and let Fλ be
{φ ∈ C∞(Σ)∗ | ‖φ‖(ℓ) < ∞} with the same norm. Then there exists [Lew88] a projection
qλ : Fλ → Eλ such that ‖qλφ‖λ ≤
√
n‖φ‖λ, where n = dim E . We now choose two positive
test functions, f on the Lorentz group and h on R+, both of compact support and normalized
in the respective L1 norm, and define pλ as
σ(pλφ) := Kh
(
µ 7→
∫
dν(Λ) f(Λ)σ(αΛqµα
−1
Λ φ)
)
(λ)
for σ ∈ C∞(Σ), φ ∈ C∞(Σ)∗. (2.46)
Here ν is the Haar measure on the Lorentz group, and Kh is the map established in Lemma 2.2.
Since E is invariant under αΛ, each αΛqµα−1Λ is a projector onto E , and one easily sees in matrix
elements that then the same is true for pλ. Using Lemma 2.2 (i), we find the following estimate
for pλ:
|σ(pλφ)| ≤ 2 log a ‖h‖∞‖f‖1 sup
µ∈[1/a,a]
sup
Λ∈supp f
|σ(αΛqλµα−1Λ φ)|. (2.47)
Here we can further estimate:
|σ(αΛqλµα−1Λ φ)| ≤
√
n‖σ(R−ℓλ · R−ℓλ )‖ ‖RℓλφRℓλ‖
× ‖RℓλαΛ(R−ℓλ )‖2‖R−ℓλ Rℓµλ‖2‖RℓλR−ℓµλ‖2‖Rℓλα−1Λ (R−ℓλ )‖2. (2.48)
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Using spectral analysis of the Rλ, we can find a uniform bound on the right-hand side when
µ and Λ range over a compact set. Thus, combining Eqs. (2.47) and (2.48), we obtain a
constant c (depending on f , h and ℓ) such that the proposed estimate for ‖p φ‖(ℓ) holds:
|σ(pλφ)| ≤ c‖σ(R−ℓλ · R−ℓλ )‖ ‖RℓλφRℓλ‖. (2.49)
It remains to show that the symmetry transforms act continuously on p φ. Here continuity
for the translations is clear; we check continuity of αµ,Λp φ as (µ,Λ) → id. Using the trans-
lation invariance of the Haar measure and of the convolution Kh, we can derive the following
for any λ > 0 and σ ∈ C∞(Σ)∗:
σ((αµ,Λp φ− pφ)λ) =
K[h(µ−1 · )− h]
(
µ′ 7→
∫
dν(Λ′) f(Λ′)σ(αΛΛ′qµ′α
−1
Λ′ φµλ)
)
(λ)
+K[h]
(
µ′ 7→
∫
dν(Λ′) f(Λ′)σ(αΛΛ′qµ′α
−1
Λ′ (φµλ − φλ))
)
(λ)
+K[h]
(
µ′ 7→
∫
dν(Λ′)
(
f(Λ−1Λ′)− f(Λ′)
)
σ(αΛ′qµ′α
−1
Λ′ αΛφλ)
)
(λ)
+K[h]
(
µ′ 7→
∫
dν(Λ′) f(Λ′)σ(αΛ′qµ′α
−1
Λ′ (αΛφλ − φλ))
)
(λ)
(2.50)
Now we can use the following uniform estimates: Since φ ∈ Φ, we have ‖αΛφ − φ‖(ℓ
′) → 0
and ‖αµφ−φ‖(ℓ
′) → 0 as (µ,Λ)→ id, where ℓ′ is sufficiently large. Further, since g and h are
test functions, one has ‖g(Λ−1 · )− g‖1 → 0 and ‖h(µ−1 · )−h‖∞ → 0 in that limit. Applying
all these to Eq. (2.50), and using similar techniques as in Eqs. (2.47)–(2.49), we can obtain
‖αµ,Λp φ− p φ‖(ℓ
′) → 0. So p φ ∈ Φ.
3 Pointlike fields
In this section, our task will be to analyze the behavior of pointlike quantum fields in the
scaling limit. In order to relate these to the local algebras in question, we use the methods of
[Bos05b]. These methods are based on the assumption of a certain regularity condition, the
microscopic phase space condition, which we shall recall in a moment. They allow for a full
description of the field content of the net A in the sense of Fredenhagen and Hertel [FH81].
We will introduce a phase space condition that is slightly stronger than the one proposed
in [Bos05b]. Assuming this condition, we show that the limit theory for pure limit states
fulfills the original condition of [Bos05b]. We describe the scaling limit of pointlike fields in
detail. In particular, we are able to recover the usual picture of multiplicative renormalization
of pointlike fields in our context.
3.1 Phase space conditions
Let us first recall the microscopic phase space condition from [Bos05b]. It demands that
the natural inclusion map Ξ : C∞(Σ) →֒ Σ can be approximated by finite-rank maps, when
the image functionals Ξ(σ) ∈ Σ are restricted to small local algebras A(r), r → 0. The
approximation quality, measured in the norms and seminorms introduced in Sec. 2.3, can be
chosen to any given polynomial order in r. The precise definition is as follows.
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Phase space condition I. For every γ ≥ 0 there exist an ℓ ≥ 0 and a map ψ : C∞(Σ)→ Σ
of finite rank, such that
‖ψ‖(ℓ) <∞,
‖(Ξ− ψ)⌈A(r)‖(ℓ) = o(rγ) as r → 0.
We shall call the map ψ appearing above an approximating map (I) of order γ, with the
roman numeral referring to the phase space condition. It is known that the image of the dual
map ψ∗ essentially consists of pointlike fields. More precisely, let us consider for γ ≥ 0 the
following space:6
Φγ =
{
φ ∈ C∞(Σ)∗ ∣∣ σ(φ) = 0 whenever ‖σ⌈A(r)‖ = O(rγ+ǫ) for some ǫ > 0}. (3.1)
We know from [Bos05b] that, if ψ is an approximating map (I) of order γ + ǫ for some ǫ > 0,
then Φγ ⊂ imgψ∗. If ψ is of minimal rank with this property, then equality holds.
As shown in [Bos05b], the phase space condition guarantees that the finite-dimensional
spaces Φγ consist of pointlike quantum fields, which fulfill the Wightman axioms after smear-
ing with test functions. Their union ΦFH = ∪γΦγ is equal to the field content of the theory
as introduced by Fredenhagen and Hertel [FH81]. The spaces are invariant under Lorentz
transforms and other symmetries of the theory. Further, an operator product expansion exists
between those fields [Bos05a].
However, the above Condition I does not seem strict enough to guarantee a regular scaling
limit of the fields. This is, roughly, because the estimates are not preserved under scaling:
The short distance dimension γ and the energy dimension ℓ of the fields are not required to
coincide. We therefore propose a stricter condition.
Phase space condition II. For every γ ≥ 0 there exist c, ǫ, r1 > 0 and a map ψ : C∞(Σ)→ Σ
of finite rank, such that
‖ψ⌈Σ(E),A(r)‖ ≤ c(1 + Er)γ , for E ≥ 1, r ≤ r1,
‖(Ξ − ψ)⌈Σ(E),A(r)‖ ≤ c(Er)γ+ǫ for E ≥ 1, Er ≤ r1.
Here the restriction ⌈Σ(E),A(r) is to be understood as follows: the map (e.g. ψ) is restricted
to Σ(E), and its image points, being linear forms on A, are then restricted to A(r).
Again, we shall call the map ψ an approximating map (II) of order γ. This stricter
criterion, which is still fulfilled in free field theory in physical space-time [Bos00], will allow
us to pass to the scaling limit; only the scale-invariant expression Er enters in its estimates.
For consistency, we show that the image of ψ∗ has similar properties to those implied by
Condition I.
Proposition 3.1. If ψ is an approximating map (II) of order γ, then Φγ ⊂ imgψ∗. If ψ is
of minimal rank with this property, then Φγ = imgψ
∗.
Proof. For the first part, it suffices to show that ψ(σ) = 0 implies σ⌈Φγ = 0. So let σ ∈ C∞(Σ)
with ψ(σ) = 0. For any E ≥ 1, set σE = σ(P (E) ·P (E)). Then, we can obtain for any ℓ > 0,
‖σ − σE‖ ≤ 2‖σ‖(ℓ)(1 + E)−ℓ; ‖σ − σE‖(ℓ) ≤ 2‖σ‖(2ℓ)(1 +E)−ℓ. (3.2)
6 Note that this definition differs slightly from the convention chosen in [Bos05b]. The effect of this change
is that the map γ 7→ dimΦγ is guaranteed to be continuous from the right.
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Let us consider the estimate
‖σ⌈A(r)‖ = ‖(σ − ψ(σ))⌈A(r)‖ ≤ ‖(Ξ − ψ)(σE)⌈A(r)‖+ ‖σ − σE‖+ ‖ψ(σ − σE)‖. (3.3)
Here we choose E = r−η with sufficiently small η > 0, and observe that ‖ψ‖(ℓ) < ∞ for
large ℓ, which is easily seen by expanding ψ in a basis and applying Lemma 2.6. Using this,
Eq. (3.2), and the fact that ψ is approximating (II), we can achieve that the right-hand side of
(3.3) vanishes like O(rγ+ǫ
′
) for some ǫ′ > 0. But that implies σ⌈Φγ = 0. Hence Φγ ⊂ imgψ∗.
Now suppose that there is φ ∈ imgψ∗ with φ 6∈ Φγ . Then there exists σ ∈ C∞(Σ) with
σ(φ) = 1, ‖σ⌈A(r)‖ = O(rγ+ǫ′) for some ǫ′ > 0. We note the following: With E ≥ 1 and
ℓ > 0 to be specified later, we have per Eq. (3.2),
‖ψ(σ)⌈A(r)‖ ≤ ‖(ψ − Ξ)(σE)⌈A(r)‖ + ‖(ψ − Ξ)(σ − σE)‖+ ‖σ⌈A(r)‖
≤ O((Er)γ+ǫ) + 2‖ψ − Ξ‖(ℓ)(1 + E)−ℓ‖σ‖(2ℓ) +O(rγ+ǫ′). (3.4)
Choosing E = r−ǫ/2(γ+ǫ), and ℓ sufficiently large, we can certainly find ǫ′′ > 0 such that
‖ψ(σ)⌈A(r)‖ = O(rγ+ǫ′′). Also, it is clear that ‖φ⌈Σ(E)‖ = O(Eγ).
Now consider the map ψˆ := ψ − ψ(σ)φ. We show that it is also an approximating map
(II) of order γ, but of lower rank than ψ. First we compute for r ≤ r1, E ≥ 1:
‖ψˆ⌈Σ(E),A(r)‖ ≤ ‖ψ⌈Σ(E),A(r)‖ + ‖ψ(σ)⌈A(r)‖ ‖φ⌈Σ(E)‖
≤ c(1 + Er)γ +O(rγ+ǫ′′)O(Eγ) ≤ c′(1 +Er)γ (3.5)
with some c′ > 0. This is the first of the desired estimates. The second estimate follows
similarly, for Er ≤ r1:
‖(Ξ − ψˆ)⌈Σ(E),A(r)‖ ≤ ‖(Ξ − ψ)⌈Σ(E),A(r)‖ + ‖ψ(σ)⌈A(r)‖ ‖φ⌈Σ(E)‖
≤ c(Er)γ+ǫ +O(rγ+ǫ′′)O(Eγ) ≤ c′(Er)γ+ǫ′′ . (3.6)
(We have assumed ǫ ≥ ǫ′′ here.) So ψˆ is an approximating map (II) of order γ. Also, it is
clear that img ψˆ∗ ⊂ imgψ∗, and thus kerψ ⊂ ker ψˆ. We know that σ 6∈ kerψ, since σ(φ) = 1.
On the other hand, ψˆ(σ) = ψ(σ) − ψ(σ)σ(φ) = 0. Thus ker ψˆ is strictly larger than kerψ,
implying rank ψˆ < rankψ. If rankψ was minimal, this is not possible; thus we must have
imgψ∗ = Φγ .
We will formulate another phase space condition which will be of technical importance
for us, and generalizes the above inasmuch as the finite-rank maps ψ are allowed to depend
on r in a controlled way.
Phase space condition III. For every fixed γ ≥ 0 there exist c, ǫ, r1 > 0, a closed subspace
K ⊂ C∞(Σ) of finite codimension, and for each r ≤ r1 a map ψr : C∞(Σ)→ A(r)∗, such that
K ⊂ kerψr and
‖ψr⌈Σ(E)‖ ≤ c(1 + Er)γ , for E ≥ 1, r ≤ r1,
‖(Ξ⌈A(r) − ψr)⌈Σ(E)‖ ≤ c(Er)γ+ǫ for E ≥ 1, Er ≤ r1.
These maps ψr will be called approximating maps (III) of order γ. We now show how
these phase space conditions are interrelated. First, we deduce from Condition III a version
relating to the energy norms ‖ · ‖(ℓ) rather than to a sharp cutoff.
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Lemma 3.2. Let {ψr} be a set of approximating maps (III) of order γ. Then, we can find
ℓ > 0 and c′ > 0 such that
‖ψr‖(ℓ) ≤ c′ for all r ≤ r1,
r−γ‖(Ξ⌈A(r)− ψr)‖(ℓ) → 0 as r → 0.
Proof. The first part follows by expressing ψr in a basis and applying Lemma 2.6.—For the
second part, set ϕr = Ξ⌈A(r) − ψr, and let ℓ, ℓ′ > 0 be sufficiently large in the following. In
the expression
‖ϕr‖(ℓ+ℓ′) = ‖ϕr(1 ·Rℓ+ℓ′ · Rℓ+ℓ′ · 1)‖ , (3.7)
we replace the identities shown as 1 with (1−P (E)) +P (E). A brief calculation shows that
‖ϕr‖(ℓ+ℓ′) ≤ 2‖ϕr‖(ℓ)(1 + E)−ℓ′ + ‖ϕr⌈Σ(E)‖ ≤ 2c′(1 +E)−ℓ′ + c(Er)γ+ǫ (3.8)
for E ≥ 1, Er ≤ r1. Now setting E = r−η with sufficiently small positive η, and choosing ℓ′
large enough, it is obvious that
r−γ‖ϕr‖(ℓ+ℓ′) −−−→
r→0
0; (3.9)
which gives the desired estimate after a redefinition of ℓ.
The relations between the different conditions are now:
Proposition 3.3. The following implications hold between the phase space conditions: II
=⇒ III =⇒ I.
Proof. The implication II =⇒ III follows at once by defining ψr := ψ⌈A(r) and K := kerψ.
We prove III =⇒ I, setting out from the estimates in Lemma 3.2. Let γ ≥ 0 be given, and
consider the corresponding K and ψr. Define
K⊥ := {φ ∈ C∞(Σ)∗ |φ⌈K = 0}. (3.10)
Since K is of finite codimension, K⊥ is finite dimensional. Furthermore K ⊂ kerψr implies
imgψ∗r ⊂ K⊥ for all r ≤ r1. Now let p =
∑
j σjφj be a projector onto K⊥, i.e. a linear map
p : C∞(Σ)∗ → C∞(Σ)∗ such that p2 = p and img p = K⊥; and let p∗ : C∞(Σ)→ C∞(Σ) be its
predual map, which always exists since rank p is finite. It is easily seen that p∗(σ) − σ ∈ K
for all σ ∈ C∞(Σ), so that ψr ◦ p∗ = ψr for all r ≤ r1. Furthermore if ℓ′ > 0 is so big that
‖φj‖(ℓ′) <∞ for all j, it is clear that, for each ℓ > 0,
‖p∗‖(ℓ′) = sup
σ∈C∞(Σ)
‖p∗(σ)‖
‖σ‖(ℓ′) ≤
∑
j
‖φj‖(ℓ′)‖σj‖, (3.11)
‖p∗‖(ℓ′,ℓ) = sup
σ∈C∞(Σ)
‖p∗(σ)‖(ℓ)
‖σ‖(ℓ′) ≤
∑
j
‖φj‖(ℓ′)‖σj‖(ℓ). (3.12)
Therefore if we define ψ := Ξ ◦ p∗ we have ‖ψ‖(ℓ′) = ‖p∗‖(ℓ′) <∞, and if ℓ′ ≥ ℓ,
‖(ψ − Ξ)⌈A(r)‖(ℓ′) ≤ ‖Ξ ◦ p∗⌈A(r)− ψr‖(ℓ′) + ‖ψr − Ξ⌈A(r)‖(ℓ′)
≤ ‖(Ξ⌈A(r)− ψr) ◦ p∗‖(ℓ′) + ‖ψr − Ξ⌈A(r)‖(ℓ′)
≤ ‖Ξ⌈A(r)− ψr‖(ℓ)‖p∗‖(ℓ′,ℓ) + ‖ψr − Ξ⌈A(r)‖(ℓ) = o(rγ),
(3.13)
which implies Condition I.
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3.2 Phase space behavior of the limit theory
We will now investigate the phase space properties of the scaling limit theory. In what follows,
we shall assume that the original theory A fulfills Phase space condition II, as introduced
above. The goal of this section is to show that, if the mean m is multiplicative, the limit
theory A0 fulfills at least the somewhat weaker Condition I, which however still allows for a
full description of pointlike fields.
We will keep γ > 0 and ψ, an approximating map (II) of order γ, fixed for this section.
Our task is to construct a map ψ0 : C∞(Σ0) → Σ0 which fulfills the properties required in
Condition I. Heuristically, one would like to define ψ0 as a scaling limit of the map ψ, such
that
ψ0(π
∗
0σ)(π0A) = lim
λ→0
ψ(σλ)(Aλ). (3.14)
Of course, this limit does not exist in general, and we need to replace it with the mean m.
But even then, trying to use Eq. (3.14) as a definition of ψ0, it is not clear why this would be
well-defined in σ and A. Specifically, it is not clear whether the right-hand side, considered
as a functional in A, is in the folium of the representation π0.
For technical reasons, we will in fact use the dual map ψ∗ : B(H) → C∞(Σ)∗ to define
our phase space map in the limit, using the techniques developed in Sec. 2.3. For A ∈ A(r1),
consider ψ∗(A), i.e. the function λ 7→ ψ∗(Aλ). With a proper choice of ψ, these functions are
elements of our space Φ.
Lemma 3.4. Let Phase space condition II be fulfilled. For γ ≥ 0, we can choose an approx-
imating map (II) ψ of order γ and of minimal rank such that, for every A ∈ A(r1), one has
ψ∗(A) ∈ Φ. Further, ‖ψ∗(A)‖(ℓ) ≤ c‖A‖ for suitable ℓ, c.
Proof. Let ψˆ be any approximating map (II) of order γ and of minimal rank. Phase space
condition II tells us that for suitable cˆ and rˆ1,
‖ψˆ∗(Aλ)⌈Σ(E/λ)‖ ≤ cˆ(1 + Er)γ‖A‖ for A ∈ A(r), r ≤ rˆ1, E ≥ 1, 0 < λ ≤ 1. (3.15)
By application of Lemma 2.6 with respect to λH, this implies ‖ψˆ∗(A)‖(ℓ) ≤ c′‖A‖ for suffi-
ciently large c′, ℓ. Now let h be a positive test function of compact support on the Lorentz
group, with ‖h‖1 = 1, and consider the map ψ, defined by
ψ(σ) =
∫
dν(Λ)h(Λ)αΛψˆ(α
−1
Λ σ), (3.16)
where the weak integral is well defined thanks to the fact that the restriction of αΛ to Φγ
is a finite-dimensional representation, and therefore is continuous in Λ. Then ψ is as well
an approximating map (II) of order γ, with suitable constants c > cˆ, r1 < rˆ1, as is easily
seen. It fulfills ‖ψ∗(A)‖(ℓ) ≤ c′′‖A‖ for sufficiently large c′′. Also, it has the same rank as ψˆ,
since img ψˆ∗ = Φγ is stable under Lorentz transforms. Now let A ∈ A(r1). We prove that
g 7→ αgψ∗(A) is continuous in ‖ · ‖(ℓ) for large ℓ. For translations, this is trivially fulfilled,
and for dilations it follows from αµψ
∗(A) = ψ∗(αµA) and from the continuity properties of
A. So let Λ be in the Lorentz group. Similar to Eq. (2.50), we obtain
(αΛψ
∗(A)− ψ∗(A))λ =
∫
dν(Λ′)
(
h(Λ−1Λ′)− h(Λ′))αΛ′ψˆ∗α−1Λ′ αΛAλ
+
∫
dν(Λ′)h(Λ′)αΛ′ψˆ
∗α−1Λ′ (αΛA−A)λ
(3.17)
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in the sense of matrix elements. Since Λ 7→ αΛA is norm continuous, h is smooth, and ψˆ
fulfills the bounds in Eq. (3.15), the above expression vanishes uniformly in λ in some norm
‖ · ‖(ℓ) as Λ→ id. So ψ∗(A) ∈ Φ, and ψ has all required properties.
Using the map ψ constructed in the above lemma, we now define our approximation map
in the limit theory by
ψ∗0 : A(r1)→ C∞(Σ0)∗, ψ∗0(A) := π0(ψ∗(A)). (3.18)
Proposition 2.9 and Lemma 3.4 yield the estimate
‖ψ∗0(A)‖(2ℓ+1) ≤ c‖A‖ for A ∈ A(r), r ≤ r1. (3.19)
This estimate also shows that the predual map ψ0 : C∞(Σ0) → A(r1)∗ exists, fulfilling
ψ0(σ0)(A) = σ0(ψ
∗
0(A)). Spelling this out explicitly for σ0 = π
∗
0σ, we obtain
ψ0(π
∗
0σ)(A) = m(ψ(σλ)(Aλ)), (3.20)
which resembles the heuristic formula in Eq. (3.14).
In addition to the estimate (3.19), we also obtain from Condition II and Proposition 2.9
that for normalized A ∈ A(r),
‖(ψ∗0(A)− π0(A))⌈Σ0(E − 0)‖ ≤ c‖A‖(Er)γ+ǫ, (3.21)
supposing that E ≥ 1, Er ≤ r1. Since the right-hand side is continuous in E, this amounts
to
‖(ψ0 − π∗0Ξ0)⌈Σ0(E),A(r)‖ ≤ c(Er)γ+ǫ. (3.22)
So most parts of Phase space condition I are fulfilled in the limit theory. However, a
crucial point needs to be investigated: whether ψ0 is of finite rank. We will actually show
this in the case of our pure limit states.
Proposition 3.5. If the mean m is multiplicative, then rankψ0 ≤ rankψ.
Proof. Let n := rankψ. It suffices to prove the following: For given A0, . . . , An ∈ A(r1), there
are constants (c0, . . . , cn) ∈ Cn+1\{0} such that
ψ∗0
( n∑
j=0
cjAj
)
= 0; (3.23)
for this shows that dim imgψ0 ≤ n.
Let such Aj be given. Since ψ is of rank n, it is certainly possible to choose, for any
0 < λ ≤ 1, numbers c0,λ, . . . , cn,λ ∈ C such that
ψ∗
( n∑
j=0
cj,λAj,λ
)
= 0. (3.24)
Here not all of the cj,λ vanish, and so we can choose them to be on the unit sphere in C
n+1.
Then the functions λ 7→ cj,λ are bounded, and we can define cj := m(cj,λ). We observe that
for any σ ∈ Σ,
π∗0σ(ψ
∗
0
(∑
j
cjAj
)
) =
∑
j
m(cj,λ)m(ψ(σλ)(Aj,λ)) = m(ψ(σλ)
(∑
j
cj,λAj,λ
)
) = 0, (3.25)
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where we have used multiplicativity of the mean. Since we can extend this equation from
π∗0Σ to C∞(Σ0), this establishes Eq. (3.23). As a last point, not all of the cj vanish, since∑
j c¯jcj =
∑
j m(c¯j,λcj,λ) = 1, again using the multiplicative mean. This proves rankψ0 ≤
n.
We note that the same will in general not be true if the mean is not multiplicative,
for example for invariant means. In this case, the image of ψ∗0 will in general be infinite-
dimensional, containing in particular all operators in π0(Z(A)).
The remaining problem for establishing Phase space condition I is now the target space
of ψ0: Its image points are not normal functionals with respect to π0. This does not directly
affect our computations here, but is crucial in the analysis of associated Wightman fields
[Bos05b]. We solve this problem by taking the normal part of those functionals with respect
to π0, and showing that this is just as well suited for our approximation. The notion of the
normal part of a functional on a C∗ algebra with respect to a specific state needs explanation,
since we use it in a slightly nonstandard way; it is treated in detail in Appendix A. Here
we note only that the normal part depends both on the state and the algebra, and is not
compatible with restriction to subalgebras. We obtain from Theorem A.1 for each r ≤ r1 a
linear map N[A(r), ω0] : A(r)
∗ → A0(r)∗ of norm 1. Now we define for each r ≤ r1 a map
ψ0,r : C∞(Σ0)→ A0(r)∗ by
ψ0,r := N[A(r), ω0] ◦ ρr ◦ ψ0, (3.26)
where ρr is the restriction map A(r1)
∗ → A(r)∗.
Proposition 3.6. The maps ψ0,r fulfill the two estimates requested in Phase space condi-
tion III. Moreover, if m is multiplicative, we have rankψ0,r ≤ rankψ.
Proof. The first estimate of Condition III follows from the corresponding estimate for ψ0, see
Eq. (3.19), and the fact that ‖N[A(r), ω0]‖ = 1 by Theorem A.1 (iii). For the second estimate,
we remark that, with ρ0,r being the restriction to A0(r),
ψ0,r − ρ0,rΞ0 = N[A(r), ω0]ρrψ0 − N[A(r), ω0]π∗0ρ0,rΞ0
= N[A(r), ω0]ρr
(
ψ0 − π∗0Ξ0
)
, (3.27)
cf. Theorem A.1 (i). We can now prove the second estimate of Condition III from Eq. (3.22).
By expressing ψ0 in a basis, it is also clear that composition with N[A(r), ω0] does not increase
the rank of the map; hence rankψ0,r ≤ rankψ for multiplicative m by Proposition 3.5.
Setting K := kerψ0 ⊂ kerψ0,r, the limit theory then fulfills Phase space condition III by
virtue of the maps ψ0,r. Due to Proposition 3.3, this implies Phase space condition I for the
limit theory. The dimensions of the field spaces Φγ do not increase when passing to the limit,
since by our construction, the field space Φ0,γ of the limit theory is contained in imgψ
∗
0 .
Theorem 3.7. If the original net A fulfills Phase space condition II, and the mean m is
multiplicative, then the scaling limit net A0 fulfills Phase space condition I. For the size of
the field content, we have
dimΦ0,γ ≤ dimΦγ .
This establishes all the consequences of the phase space condition in the limit theory,
including the existence of operator product expansions. We shall see this more explicitly in
Sec. 4.
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3.3 Renormalized pointlike fields
We can now describe the renormalization limit of pointlike fields in our context. Heuristically,
as noted in the introduction, renormalized point fields should appear as images of operator
sequences A ∈ A, which already bear the “correct” renormalization, under the finite-rank
map ψ∗. We shall now investigate this in detail.
In the following, let γ > 0 and a corresponding approximating map (II) ψ of order γ
be fixed, where we choose ψ as described in Lemma 3.4. For A ∈ A(r), r ≤ r1, also kept
fixed for the moment, we set φ := ψ∗(A). Lemma 3.4 guarantees that φ ∈ Φ, i.e. φ is a
“correctly renormalized” sequence. By Proposition 2.9, we know that a well-defined scaling
limit π0(φ) ∈ C∞(Σ0) exists in the limit theory. A priori, we do not know anything about
localization properties of π0(φ) however. For describing these, we will establish a uniform
approximation of φ with bounded operators.
Theorem 3.8. Let φ ∈ Φ such that φ
λ
∈ ΦFH for all λ. There exist operators Ar ∈ A(r),
0 < r ≤ 1, and constants k, ℓ > 0 such that in the limit r → 0:
(i) ‖Ar‖ = O(r−k),
(ii) ‖Ar − φ‖(ℓ) = O(r),
(iii) ‖π0(Ar)− π0(φ)‖(ℓ) = O(r).
Proof. We use methods similar to [Bos05b, Lemma 3.5]. Choose a positive test function
f ∈ S(Rs+1) with ‖f‖1 = 1, and with support in the double cone Or=1/2. Further, set
fr(x) = r
−(s+1)f(x/r), which is then a “delta sequence” as r → 0. For any fixed r and λ,
we know that (α[fr]φ)λ =
∫
dxfr(x)(αxφ)λ is a closable operator [FH81]; let Vr,λDr,λ be the
polar decomposition of its closure, with Vr,λ being a partial isometry, and Dr,λ ≥ 0. We know
from [FH81] that both Vr,λ and the spectral projectors of Dr,λ are contained in A(λr/2). Let
ℓ be sufficiently large such that ‖φ‖(ℓ) <∞, and set for ǫ > 0:
Br,ǫ,λ = ǫ
−1Vr,λ sin(ǫDr,λ) ∈ A(λr/2). (3.28)
This Br,ǫ is certainly an element of B, but not necessarily of A. Using the inequality for real
numbers,
(x− ǫ−1 sin(ǫx))2 ≤ ǫ2x4 for x ≥ 0, ǫ > 0, (3.29)
we can use corresponding operator inequalities to establish the following estimate:
‖(Br,ǫ,λ − (α[fr]φ)λ)R4ℓλ ‖2 = ‖(Dr,λ − ǫ−1 sin(ǫDr,λ))R4ℓλ ‖2
≤ ǫ2‖(α[fr]φ)∗λ(α[fr]φ)λR4ℓλ ‖2.
(3.30)
Now employing the commutation relation in Eq. (2.45), and using estimates of the type
‖α[f ′]φ‖(ℓ) ≤ ‖f ′‖1 · const., we can obtain the following uniform estimate in λ:
‖(α[fr]φ)∗λ(α[fr]φ)λR4ℓλ ‖ ≤ cr−4ℓ, (3.31)
where the constant c depends on the details of the function f , but not on r or λ. Combined
with Eq. (3.30), this yields
‖Br,ǫ − α[fr]φ‖(4ℓ) ≤ c ǫ r−4ℓ. (3.32)
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Using the spectral properties of the translation group, it is also easy to verify that
‖φ− α[fr]φ‖(ℓ+1) = O(r). (3.33)
Now setting ǫ = r4ℓ+1, and then redefining ℓ, we have obtained operators Br ∈ B, with
Br,λ ∈ A(λr/2), and k, ℓ > 0, such that
‖Br‖ = O(r−k), ‖Br − φ‖(ℓ) = O(r). (3.34)
In general, however, we cannot show that Br ∈ A(r). In order to remedy this problem,
we proceed in two steps by regularizing first with respect to Poincare´ transformations and
then with respect to dilations. To that end, choose a family (hPq )q>0 of positive test functions
on P↑+, with compact supporting shrinking to the identity as q → 0, and converging to the
delta function at (x,Λ) = id. We then set Cr := α[h
P
q ]Br =
∫
dν(x,Λ)hPq (x,Λ)αx,ΛBr. If q
is sufficiently small for r, we obtain Cr,λ ∈ A(3λr/4), and that (x,Λ) 7→ αx,Λ(Cr) is norm
continuous. Also, it is clear that ‖Cr‖ = O(r−k), regardless of our choice of q(r). If q is small
enough and taking ℓ > 1, we have, by spectral analysis of αΛ(Rλ)R
−1
λ ,
‖α[hPq ]Br − α[hPq ]φ‖(ℓ) ≤ c′‖Br − φ‖(ℓ) (3.35)
for some constant c′ > 0. Taking into account the continuity in some ℓ-norm of φ under
Poincare´ transformations, and choosing q(r) small enough, we can obtain from Eq. (3.34)
that
‖Cr − φ‖(ℓ) = O(r). (3.36)
Let now 1 < a < 4/3, and let hDa be a positive, continuous function of compact support in
(1/a, a), with
∫
hDa (µ)dµ/µ = 1 and ‖hDa ‖∞ log a ≤ 2. (The value of a will be specified later,
dependent on r.) Recalling Lemma 2.3, set Ar := δ[h
D
a ]Cr ∈ A(r). Clearly ‖Ar‖ = O(r−k).
Further, define φ
a
∈ Φ by
σ(φ
a,λ
) = K[hDa ]
(
µ 7→ σ(φ
µ
)
)
(λ) =
∫
dµ
µ
hDa (µ)σ(φµλ). (3.37)
(The equality with the integral follows from continuity properties of αµφ, and it is easily
checked that in fact φ
a
∈ Φ.) We now consider the estimate
‖Ar − φ‖(ℓ) ≤ ‖Ar − φa‖(ℓ) + ‖φa − φ‖(ℓ). (3.38)
For the first term on the right hand side, we have
σ(Ar,λ − φa,λ) = K[hDa ]
(
µ 7→ σ(Cr,µ − φµ)
)
(λ) for all σ ∈ C∞(Σ)∗, (3.39)
which yields the estimate
‖Ar − φa‖(ℓ) ≤ 2(log a)‖hDa ‖∞‖Cr − φ‖(ℓ) sup
λ>0
µ∈(1/a,a)
‖Rλ/Rµλ‖2ℓ = O(r), (3.40)
regardless of our choice of a. The second term in Eq. (3.38) can be written in terms of
integrals; that gives
‖φ
a
− φ‖(ℓ) ≤ ‖hDa ‖1 sup
µ∈(1/a,a)
‖αµφ− φ‖(ℓ). (3.41)
24
Now if a(r) is chosen sufficiently close to 1, we can certainly achieve that this bound vanishes
like O(r), due to the continuity of µ 7→ αµφ. Inserting into Eq. (3.38), we obtain ‖Ar−φ‖(ℓ) =
O(r) as proposed, which establishes part (ii) of the proposition. Part (i) was already clear.
For part (iii), we only need to invoke Proposition 2.9.
The above theorem shows in particular that π0φ can be approximated with bounded
operators in the limit theory, with their localization region shrinking to the origin. Applying
the results of [FH81], we can state:
Corollary 3.9. Let φ ∈ Φ such that φ
λ
∈ ΦFH for all λ. Then π0φ is an element of ΦFH,0,
the field content of the limit theory A0.
This applies in particular to φ = ψ∗(A), so π0φ = ψ0(A) ∈ ΦFH,0. This relation holds true
even in the case where the rank of ψ0 is not finite. For multiplicative means m, we further
know by our results in Sec. 3.2 that every local field in the limit theory can be obtained in
this way; “no new fields appear in the limit”.
We now explain how our results are related to the usual formalism of renormalized fields.
As above, we consider φ = ψ∗(A) with a fixed A ∈ A(r1). We write the finite-rank map ψ in
a basis, ψ =
∑
j σjφj , with local fields φj associated with the original theory A. Now we have
(αxφ)λ = αλxψ
∗(Aλ) =
∑
j
σj(Aλ)φj(λx) =
∑
j
Zj,λφj(λx), (3.42)
defining the “renormalization factors” Zj,λ := σj(Aλ). By our above results, φ0 := π0φ =
π0ψ
∗(A) is a local field in the limit theory, for which we have the formula
φ0(x) = π0αxφ = “ lim
λ
”
∑
j
Zj,λφj(λx). (3.43)
The “limit” on the right-hand side needs to be read as an application of the mean m to the
appropriate expectation values, i.e.
(π0(B)Ω0|φ0(x)|π0(B′)Ω0) = m
(∑
j
Zj,λ(BλΩ|φj(λx)|B ′λΩ)
)
for B,B′ ∈
⋃
E
A˜(E). (3.44)
Symmetry transformations are compatible with this limit by Eq. (2.43), so the symmetry
group at finite scales converges to the symmetry group in the limit. In the case of an invariant
mean m, not only the Poincare´ transformations but also the dilations can be extended in this
way to the limit theory, and hence to the fields. We obtain
U0(µ)φ0U0(µ)
∗ = π0αµφ, where (αµφ)λ = φµλ =
∑
j
Zj,µλφj . (3.45)
So a shifting of the renormalization factors corresponds to a unitary transformation of the
fields in the limit theory. We may interpret αµ as an action of the renormalization group on
the theory, in the sense of Gell-Mann and Low [GML54]. Thus the renormalization group αµ
induces the dilation symmetry α0,µ in the scaling limit. Note however that the field spaces
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will in general not be finite dimensional in the limit if the mean m is not multiplicative; so
the representation µ 7→ adU0(µ)⌈Φγ is not finite dimensional.
To understand this in more detail in an example, let us consider the case where the limit
theory factorizes as a tensor product like in Eq. (2.19), such as in the case of a free field
[BDM]. Setting Z0 := π0(Z(A))
′′, a commutative algebra, we would have
A0(O) ∼= Z0⊗¯Aˆ(O), U0(g) ∼= U0(g)⌈HZ⊗ Uˆ(g), (3.46)
where Aˆ is the theory associated with a pure limit state. Here U0(g)⌈HZ = 1 for all Poincare´
transformations. The field content of the limit theory is characterized [FH81] by
φ0 ∈ ΦFH,0 ⇔
Rℓ0φ0R
ℓ
0 ∈
⋂
O
Rℓ0A0(O)Rℓ0 ∼=
⋂
O
Z0 ⊗ RˆℓAˆ(O)Rˆℓ for some ℓ > 0. (3.47)
The intersection runs over all neighborhoods O of the origin, and the bar denotes weak
closure. ΦFH,0 in particular includes the finitely generated modules Z0Φˆγ , whre Φˆγ are the
field spaces corresponding to the theory Aˆ. For a pure limit state, we have Z0 = C1, so that
ΦFH,0 coincides with ΦˆFH, the field content of Aˆ.
Now choose a special type of element in ΦFH,0, of the form φ0 = 1 ⊗ φˆ with φˆ ∈ ΦˆFH.
Suppose that φ ∈ Φ exists with π0φ = φ0 (we note that this is actually the case for a free
field). For this special choice, Eq. (3.45) reads
U0(µ)(1⊗ φˆ)U0(µ)∗ = 1⊗ Uˆ(µ)φˆUˆ(µ)∗ = “lim”
∑
j
Zj,µλφj . (3.48)
Here the scaling tranformations actually act like Uˆ⌈Φˆγ , a finite dimensional representation of
the dilation group; these are well classified [Boe63, Ch. V, §9]. For more general elements
of ΦFH,0, the nontrivial action of dilations on the center has to be taken into account, as per
Eqs. (3.45) and (3.46).
4 Operator product expansions
A critical point in the analysis of the scaling limit is the behavior of the interaction with
the changing scales. In Lagrangian quantum field theory, this is usually formulated in terms
of the renormalization group flow: A change in scale is compensated by a change in the
Lagrangian, i.e. by modifying the coupling constants of the theory. Here, we do not assume
that the theory under discussion is generated by a Lagrangian, and the concept of coupling
constants is unavailable in our model-independent context. Rather, a change of interaction
shows up in the algebraic relations of the observables, which are different at each scale λ.
Relating to pointlike quantum fields, their (singular) algebraic structure is described by the
operator product expansion [WZ72]. It is the behavior of this expansion at small scales which
reflects the “structure constants” of our “improper algebra” of quantum fields.
We know that, as a consequence of the phase space condition, an operator product expan-
sion (OPE) exists for the theory at finite scales [Bos05a]. In this section, we will investigate
how this carries over to the limit theory. We assume throughout this section that the original
theory A fulfills Phase space condition II.
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We will focus here on the OPE for the product of two fields, understood in the sense of
distributions. Recall from [Bos05a] that the OPE at finite scales is roughly given by
φ(f)φ′(f ′) ≈ pγ′(φ(f)φ′(f ′)), (4.1)
where φ, φ′ ∈ Φγ are pointlike fields, γ′ is large enough for γ, and pγ′ is a projector onto
Φγ′ . The approximation is valid in the limit where the support of the test functions f and f
′
shrinks to the origin.
In the following, let A,A′ ∈ A(r1) be fixed, as well as γ > 0, and let ψ be an approximating
map of order γ, as in Lemma 3.4. We set φ := ψ∗(A), φ′ := ψ∗(A′). Further, let f, f ′ ∈
S(Rs+1) be fixed test functions with support in Or=1. We consider for d > 0
fd
[′] := d−(s+1)f [′](x/d); (4.2)
our short distance limit will then be d→ 0. We wish to analyze the product
Π := (α[fd]φ) · (α[f ′d]φ′) ∈ Φ. (4.3)
See Eq. (2.44) for the notation. We note that each (α[fd]φ)λ can be extended [FH81] to an
unbounded operator on the invariant domain C∞(H) = ∩ℓ>0RℓH, so the product is well-
defined; and energy bounds and continuity properties with respect to αg can be obtained
using Eq. (2.45), so that in fact Π ∈ Φ.
Our task is to obtain a product expansion for Π, uniform at all scales. To that end, we
choose Ar, A
′
r as approximating sequences for φ, φ
′ by Theorem 3.8. We set
Br := (α[fd]Ar) · (α[f ′d]A′r) ∈ A(r + d). (4.4)
This sequence is supposed to approximate Π as r → 0. In fact, we show:
Lemma 4.1. There are constants c, ℓ > 0 such that
‖Π−Br‖(ℓ) ≤ c r d−ℓ for all d > 0 and r ≤ 1.
Proof. We write the difference Π−Br in terms of the individual fields:
Π−Br =
(
α[fd](φ−Ar)
)(
α[f ′d]φ
′
)
+
(
α[fd]Ar
)(
α[f ′d](φ
′ −A′r)
)
. (4.5)
We shall derive estimates only for the first summand, the second is treated in an analogous
way. Using the commutation relation in Eq. (2.45) multiple times, we obtain a relation of the
type
R2ℓ
(
α[fd](φ−Ar)
)
(α[f ′d]φ
′)R2ℓ =
∑
j
cjR
ℓj
(
α[∂
nj
0 fd](φ−Ar)
)
Rℓ
′
j
(
α[∂
n′j
0 f
′
d](φ
′)
)
Rℓ
′′
j , (4.6)
with certain constants cj , where we can achieve that ℓj ≥ ℓ, ℓ′j ≥ 2ℓ, ℓ′′j ≥ ℓ, nj ≤ ℓ, n′j ≤ ℓ.
If now ℓ is sufficiently large (as in Theorem 3.8), we can apply the following estimates.
‖α[∂nj0 fd](φ−Ar)‖(ℓ) ≤ ‖∂nj0 fd‖1O(r)≤ d−ℓO(r), (4.7)
‖α[∂n
′
j
0 f
′
d](φ
′)‖(ℓ) ≤ ‖∂n
′
j
0 f
′
d‖1O(1)≤ d−ℓO(1). (4.8)
Applying this to Eq. (4.6), and using a similar bound for φ′ and φ exchanged, yields the
proposed estimates after a redefinition of ℓ.
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Now let ℓ′ > ℓ and γ′ > 0 be fixed; their value will be specified later. We choose a
uniform projector p onto Φγ′ according to Proposition 2.10 (for details see there), where
‖p φ‖(ℓ′) ≤ ‖φ‖(ℓ′) ·const. We note that p may depend on ℓ′ and γ′, but the said estimate does
not, apart from a multiplicative constant. By Lemma 4.1 above, we know
‖Π−Br‖(ℓ
′) = d−ℓO(r), ‖p(Π−Br)‖(ℓ
′) = d−ℓO(r). (4.9)
We now choose an approximating map (II) ψ′ of order γ′. Then pψ′∗ = ψ′∗, and therefore
‖Br − pBr‖(ℓ
′) ≤ ‖Br − ψ′∗(Br)‖(ℓ
′) + ‖p(Br − ψ′∗(Br))‖(ℓ
′)
≤ ‖Br − ψ′∗(Br)‖(ℓ
′) · const. (4.10)
With similar arguments as in Eq. (3.8), we can obtain an estimate of the form
‖Br − ψ′∗(Br)‖(ℓ
′) ≤ ‖Br‖
(
(E(r + d))γ
′
+ (1 + E)−ℓ
′/2
) · const, (4.11)
where we can choose E dependent on d, and we have supposed ℓ′ ≥ 2γ′+2 and E(r+d) ≤ r1.
Now, in summary, this yields
‖Π− pΠ‖(ℓ) = d−ℓO(r) +O(r−k)((E(r + d))γ′ + (1 + E)−ℓ′/2). (4.12)
For given β > 0, we now choose r = dℓ+β+1, E = r1 d
−1/2, γ′ = (2k + 2)(ℓ + β + 1), and
ℓ′ = 2γ′ + 2. With this choice, we obtain
‖Π− pΠ‖(ℓ) = o(dβ). (4.13)
We summarize our result as follows:
Theorem 4.2. Let Π be defined as in Eq. (4.3). For every β > 0, there exist γ′ > 0 and
ℓ > 0 such that, with p being a uniform projector onto Φγ′ as in Proposition 2.10,
d−β‖Π− pΠ‖(ℓ) → 0 as d→ 0.
This constitutes a uniform OPE at all scales. We now transfer these estimates to the limit
theory. The OPE terms in the limit are supposed to be π0pΠ, i.e. the limit of those at finite
scales, and they should approximate π0Π, the limit of the product. First, we show that π0 is
in fact compatible with the product structure.
Lemma 4.3. For any f, f ′ ∈ S(Rs+1) and any d > 0, we have:
π0Π =
(
α0[fd](π0φ)
) · (α0[f ′d](π0φ′)).
Proof. We certainly know that an analogous relation holds between bounded operators:
π0Br =
(
α0[fd](π0Ar)
) · (α0[f ′d](π0A′r)). (4.14)
Considering Br as an element of Φ, we obtain by Proposition 2.9 and Lemma 4.1,
‖π0(Br −Π)‖(2ℓ+1) ≤ ‖Br −Π‖(ℓ) · const→ 0 as r → 0, (4.15)
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where ℓ is large enough, and d is kept fixed. Also, by Theorem 3.8 and Eq. (2.43), we know
that for large ℓ,
‖α0[fd]π0(Ar)− α0[fd]π0(φ)‖(ℓ) → 0 as r → 0. (4.16)
The same holds for A′, φ′ in place of A, φ. We can now use techniques as in the proof of
Lemma 4.1 to show that, for large ℓ,
‖π0(Br)−
(
α0[fd]π0(φ)
)(
α0[f
′
d]π0(φ
′)
)‖(ℓ) → 0 as r → 0. (4.17)
Combined with Eq. (4.15), this yields the proposed result.
Now applying Proposition 2.9 to the result of Theorem 4.2, we can summarize our results
as follows:
Corollary 4.4. For every β > 0, there exists γ′ > 0, ℓ > 0, and a uniform projector p onto
Φγ′ such that
d−β‖π0Π− π0pΠ‖(ℓ) → 0 as d→ 0.
Here we have
π0Π =
(
α0[fd](π0φ)
) · (α0[f ′d](π0φ′)).
Further, π0(pΠ) ∈ ΦFH,0 at any fixed d.
The last part follows by applying Corollary 3.9 to pΠ.
We may interpret these results as follows: The product of fields at fixed scales converges
to the corresponding product of fields in the limit theory; and the OPE terms at fixed scales
converge to OPE terms in the limit theory. If m is multiplicative, then we obtain finitely
many independent OPE terms, in the sense that the multilinear map (A,A′, f, f ′) 7→ π0Π =
π0p(α[f ]ψ
∗(A)α[f ′]ψ∗(A′)) has a finite-dimensional image if we keep the approximation map
ψ fixed. If m is not multiplicative, the OPE may be degenerate in the sense discussed in
Sec. 3.3.
In order to understand the role of the renormalization factors in the OPE, let us again
translate our results to the usual notation in physics. From Corollary 4.4, the OPE terms in
the limit theory are given by π0pΠ. We write each pλ in a basis: pλ =
∑
j σj,λ( · )φj , where
we can choose the fields φj independent of λ, but the functionals σj,λ will generally depend
on λ. Writing the distributions as formal integration kernels (as usual in physics), this gives
(pΠ)λ =
(
p((αxφ)(αx′φ
′))
)
λ
=
∑
j
σj,λ((αxφ)λ(αx′φ
′)λ)φj . (4.18)
So the expressions cj,λ(x, x
′) := σj,λ((αxφ)λ(αx′φ
′)λ) can be interpreted as OPE coefficients
at scale λ. For further comparison with perturbation theory, let us choose φ
(m)
λ =
∑
n Z
(m)
n,λ φn
(see Eq. (3.42)) such that at scale 1, we have Z
(m)
n,1 = δmn. Let us assume that the matrix Z
(m)
n,λ
is invertible at each fixed λ. The product expansion for the product Π(m,m
′) with φ = φ(m)
and φ′ = φ(m
′) then reads
(pΠ(m,m
′))λ =
∑
j
∑
k,n,n′
Z
(m)
n,λ Z
(m′)
n′,λ (Z
−1)
(k)
j,λσk,λ(φn(λx)φn′(λx
′))
︸ ︷︷ ︸
=:c
(m,m′)
j,λ
(x,x′)
φ(j)
λ
. (4.19)
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If we can assume here that the functionals σk,λ can be chosen independent of λ, then this
gives the formula well known from perturbation theory (cf. Eq. (98) in [Hol07]):
c
(m,m′)
j,λ (x, x
′) =
∑
k,n,n′
Z
(m)
n,λ Z
(m′)
n′,λ (Z
−1)
(k)
j,λ c
(n,n′)
k,1 (λx, λx
′). (4.20)
Whether the assumption of λ-independent functionals σj is justified remains open, however.
In fact, if the basis functionals σj,λ are chosen energy-bounded, which is always possible at
finite scales, one would rather expect that this energy bound needs to be properly rescaled
as λ→ 0. However, in the context of perturbation theory, it may be justified to assume that
σj,λ is independent of λ up to terms of higher order.
The symmetry group G of the scaling algebra acts on the uniform operator product ex-
pansions in a natural way. Namely, Let g = (µ, 0,Λ) be a dilation and/or Lorentz transform,
but with no translation part. By Theorem 4.2, the OPE is given by
d−β‖Π− pΠ‖(ℓ) → 0 as d→ 0. (4.21)
Now note that, if p is a uniform projector as described in Proposition 2.10, then α−1g pαg is
also a projector with the properties given in that lemma. So we also obtain
d−β‖Π− α−1g pαgΠ‖(ℓ) → 0 as d→ 0. (4.22)
Combining Eqs. (4.21) and (4.22), and observing that we can apply αg within the norm
without changing the limit, we obtain
d−β‖αgpΠ− pαgΠ‖(ℓ) → 0 as d→ 0. (4.23)
In other words, the OPE terms pαgΠ for the transformed product αgΠ are the same as the
αg-transformed OPE terms pΠ for Π, up to terms of higher order in d. The same holds then in
the limit theory, by application of π0 to all terms. As above, we can use a basis representation
of p and φ, φ′ in order to express the relation in Eq. (4.23) in terms of renormalization factors.
It should be noted that, in a perturbative context, symmetry properties of the OPE are one
of its key features that is exploited for applications; see e.g. [BDLW75].
The situation is simpler if we consider only products evaluated in the vacuum state, i.e.
if we compute the renormalization limits of Wightman functions. We shall only consider the
case of a two-point function here, with φ′ = φ∗; other n-point functions can be handled in
a similar way. Evaluating the results of Lemma 4.3 in the vacuum (for d = 1), we have for
φ0 := π0φ,
(Ω0|(α0[f ]φ0)(α0[f ′]φ∗0)|Ω0) = m(ω((αfφ)λ(αf ′φ)∗λ)) (4.24)
Defining the usual two-point functions Wjk(x, x
′) = (Ω|φj(x)φk(x′)|Ω) in the original theory,
and W0(x, x
′) = (Ω0|φ0(x)φ∗0(x′)|Ω0) the limit theory, we obtain:
W0(x, x
′) = m
(∑
j,k
Zj,λZ¯k,λWjk(λx, λx
′)
)
. (4.25)
So the Wightman functions “converge” (in the sense of means) to their expected limits.
To illustrate the consequences, let us consider an invariant mean m, and let us assume the
following simplified situation:
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(i) We only deal with one renormalization factor, i.e. φ
λ
= Zλφ with a fixed φ ∈ C∞(Σ)∗.
(We then have only one Wightman function W11 =W at finite scales.)
(ii) The factor |Zλ| is strictly positive and monotonously decreasing as λ→ 0.
(iii) |Zλ|2W (λx, λx′) converges to W0(x, x′) in the topology of S ′ as λ→ 0 (not only in the
sense of means).
(iv) W0 is not the zero distribution.
Then, for any µ ≥ 1, the function λ 7→ Zλ/µ/Zλ is bounded; we set h(µ) := m(|Zλ/µ/Zλ|2).
We know that, in the sense of distributions,
W0(µx, µx
′) = m(|Zλ|2W (µλx, µλx′)) = m(|Zλ/µ|2W (λx, λx′)) = h(µ)W0(x, x′). (4.26)
Here we haved used the invariance of the mean, and the fact that the mean “factorizes” since
|Zλ|2W (λx, λx′) is convergent by assumption. It is clear from the above that h(1) = 1 and
h(µµ′) = h(µ)h(µ′). Also, h is continuous since µ 7→ W0(µx, µx′) is continuous in S ′, and
since W0 6= 0. As is well known, this implies h(µ) = µ−a for some a ≥ 0. This reproduces
a result from [FH87] in our context. Note that it is not implied that |Zλ|2 = λa; rather, Zλ
might also differ from this by a slowly varying factor, such as |Zλ|2 = λa(log λ)b.
We have confined our attention here to the case of a product of two fields, in the sense
of distributions. Many generalizations of this setting are certainly within reach. First, the
analogue of Corollary 4.4 should hold for products of an arbitrary finite number of fields,
and for their linear combinations. One can also allow more general short distance limits
than a simple scaling of the test functions fd, at the price of increased technical effort.
Moreover, like shown for the theory at fixed scales in [Bos05a], it should be possible to obtain
more detailed results on the OPE at spacelike distances, where the OPE coefficients exist as
analytic functions rather than only as distributions. This would be particularly interesting for
obtaining estimates on the two-point function and its limit, which might lead to a criterion
for asymptotic freedom, since massless free theories can be characterized by estimates on
their two-point function [Poh69, Del72, Bau86]. These extensions go beyond the scope of the
current paper however; we hope to return to these questions elsewhere.
5 Conclusions
The renormalization group methods in quantum field theory have found their main applica-
tions in the study of short distance properties of non-abelian gauge theories, such as quantum
chromodynamics (QCD), which are expected to exhibit interesting features like confinement
and asymptotic freedom. Since no rigorously constructed version of QCD is available to date,
it is not clear if the result presented here are directly applicable to this case; but some heuristic
comments are anyway in order.
According to our results in Theorem 3.7, “no new fields appear in the scaling limit”. In
view of the common expectations about the confining dynamics of QCD, it may seem that
this would imply that our phase space conditions are not general enough to encompass such
a theory. However, this conclusion is not justified, since we are restricting attention here to
observable fields only, and do not directly deal with charged fields. This is also not necessary,
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since the gauge group and the field algebras7 of unobservable objects can be constructed from
the algebras of observables by means of charge analysis [DR90]. More precisely, the following
diagram of theories holds:
A
scaling limit
zztt
tt
tt
tt
tt
t
charge analysis
$$
II
II
II
II
II
I
A0
charge analysis
  
AA
AA
AA
A
F
scaling limit
  
  
  
  
F(0) ⊇ F0
Here F is the field algebra at finite scales, in the sense of Doplicher-Roberts, F0 is its scaling
limit, and F(0) is the field algebra constructed from the scaling limit of observables, A0. The
inclusion in the bottom line of the diagram is a strict one in the case of confinement [Buc96].8
In the case of non-abelian gauge theories, it is generally expected that in covariant gauges,
charged fields of the theory at finite scales, such as the field strength tensor F aµν(x) and the
quark fields Qa(x) (here a denotes the SU(3) color index), are non-local when restricted to
the “physical” Hilbert space of the states satisfying the gauge condition (see e.g. [Str93]).
In particular these fields are not observable, even if some of their functions, such as e.g.
F aµν(x)F
µν
a (x) in the sense of some normal product, may be. On the other hand, assuming
that the traditional scenario of asymptotic freedom holds beyond perturbation theory, in the
scaling limit we expect that the corresponding fields F a0,µν(x), Q
a
0(x) are free local massless
fields. Still they are not observable, as they transform nontrivially under color SU(3), which
is now a true (global) symmetry in the ultraviolet limit. Charged fields such as F a0,µν(x) and
Qa0(x) can then be regarded as being associated with F
(0), but not with F0, as they should
not be the limit of pointlike fields associated to F. It should also be kept in mind that it is in
general necessary, in order to perform the superselection analysis in the scaling limit, to pass
from A0 to its dual net A
d
0, and it is thus possible that new fields appear there. In view of
these facts, our result about the non-increase of the number of observable fields when passing
to the scaling limit seems to be in line with the general picture of confinement in QCD.
The approach to the renormalization of quantum fields that we presented here is more
general than the traditional one, including also cases where the scaling limit is not unique.
Also, we have shown that the very existence of renormalization factors, which is an ansatz in
the traditional approach, is actually a consequence of the general properties of quantum field
theory. In our context it is always possible, independent of the model under consideration,
to form finite linear combinations of the fields associated to the finite scale theory, with
suitable, scale dependent coefficients, in such a way that the resulting field has a well-defined
limit as a field associated to the scaling limit theory. It should be stressed that in our
approach no requirement is made about the convergence of n-point functions at small scales,
so that our results are applicable also to the situations in which no proper fixed points of
the renormalization group exist. Such theories are those with a “degenerate scaling limit”
7In order to avoid confusion in terminology, let us note that the field algebras F(O) in the sense of Doplicher-
Roberts are supposed to contain charge-carrying objects, but still bounded operators associated with an open
region O, not (unbounded) pointlike localized fields.
8A general discussion of the relations between the superselection structures of A and A0 and the corre-
sponding Doplicher-Roberts field nets, leading to an intrisic notion of charge confinement, has been performed
in [Buc96, DMV04, DM06], to which we refer the interested reader for further details.
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according to the classification of [BV95]. The short distance behavior of these theories is
described by a whole family of scaling limits, distinguished by the choice of a mean along
which the limit is performed.
We also have considered the behavior of operator product expansions under scaling. We
have shown that it is possible to obtain a uniform expansion at all scales, which converges
to the expansion of the product of the limit fields, and whose coefficients satisfy, at least in
special cases, the scaling law which is customary in perturbation theory, cf. Eq. (4.20).
Our analysis uses as a basic input the phase space condition II stated in Sec. 3, allowing the
identification of the pointlike fields associated to the given net of local algebras. The validity
of such condition has been verified in models with a finite number of free fields, massive or
massless, in s ≥ 3 spatial dimensions [Bos00]. In view of these facts, it seems reasonable to
expect that this criterion is verified also in more general field theoretical models, possibly
interacting, in particular in asymptotically free theories, since their short-distance behavior
should not differ significantly from that in free models.
In order to find a counterpart of the action of the Gell-Mann and Low renormalization
group in our framework, we had to generalize the notion of scaling limit given in [BV95],
introducing a class of dilation invariant but not pure scaling limit states. The study of the
structure of the scaling limit theory corresponding to such states is in progress [BDM]. As
mentioned in Section 2, it is possible to show that, for the theory of a massive free scalar field,
such scaling limit theory is a tensor product of the algebras of the massless free field with
a model-independent abelian factor, which corresponds to the restriction of the scaling limit
representation to the center of the scaling algebra. In general, scaling limits with the described
tensor product structure fall into the class of theories with unique vacuum structure, in the
terminology of [BV95]. The precise conditions under which such a tensor product structure
occurs are currently under investigation.
However, there are certainly other models which do not exhibit a simple tensor product
structure in the limit. In this context, it seems interesting to investigate the model proposed
in [BV98], i.e. an infinite tensor product of free fields with masses 2nm, n ∈ Z. Although
this model obviously violates our phase space conditions, so that the analysis of the scaling
behavior of its field content is out of reach with the methods employed here, its scaling
limit can nevertheless be considered from the algebraic point of view, and it could give an
interesting example of a dilation covariant theory which contains components of massive
free fields. Finally, also in view of the discussion above about possible applications of the
present analysis to physically interesting models, it would be worthwhile to extend the results
presented here to treat the renormalization of charge carrying pointlike fields, associated with
the Doplicher-Roberts field net.
A The normal part of a functional
For our investigation, we need the concept of the normal part of a functional ρ in the dual
of some C∗ algebra A. That is, we want to extract from ρ that part which is in the folium of
some given state ω. The techniques used in this context can be found in [KR97, Ch. 10.1]; we
will however repeat some part of the construction here, since we need some properties specific
to our setup.
Theorem A.1. Let A be a C∗ algebra, ω a state on A, and πω the associated GNS repre-
sentation. Denote by Σω the space of ultraweakly continuous functionals on πω(A)
′′. There
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exists a linear map Nω : A
∗ → Σω with the following properties.9
(i) Nω ◦ π∗ω⌈Σω = id⌈Σω.
(ii) If ρ ∈ A∗, ρ ≥ 0, then Nω(ρ) ≥ 0 and ρ ≥ π∗ωNω(ρ).
(iii) ‖Nω‖ = 1.
Nω is uniquely determined by properties (i) and (ii).
We will call Nω(ρ) the normal part of ρ with respect to ω. It depends on the algebra A
and is usually not compatible with the restriction to subalgebras. Therefore, we will label
the normal part also as N[A, ω](ρ), where the reference to the base algebra A is particularly
important.
Proof. We first show uniqueness. Let Nω, N˜ω be two maps which fulfill (i) and (ii). Set
Q = π∗ωNω, Q˜ = π
∗
ωN˜ω. From (i), one easily sees that Q˜Q = Q. Now let ρ ∈ A∗, ρ ≥ 0.
Due to (ii), one has ρ ≥ Qρ, thus ρ − Qρ ≥ 0. Applying Q˜ to this positive functional, and
observing that Q˜ preserves positivity due to (ii), we have
Q˜(ρ−Qρ) ≥ 0 ⇒ Q˜ρ− Q˜Qρ ≥ 0 ⇒ Q˜ρ ≥ Qρ. (A.1)
By symmetry, however, we likewise obtain Qρ ≥ Q˜ρ, thus Qρ = Q˜ρ. Since π∗ω is clearly
injective, it follows that Nωρ = N˜ωρ for all positive ρ. By taking linear combinations, the
same holds for all ρ.
Now for existence: Let πu : A → B(Hu) be the universal representation of A. For each
ρ ∈ A∗, there is a unique ultraweakly continuous ρu ∈ (πu(A)′′)∗ such that ρu ◦πu = ρ [KR97,
p. 721]. Here the map ρ 7→ ρu is linear, isometric, and preserves positivity. Now according to
[KR97, Theorem 10.1.12], there exists an orthogonal projection P in the center of πu(A)
′′ and
an ultraweakly bi-continuous isomorphism α : Pπu(A)
′′ → πω(A)′′ such that πω = α◦µP ◦πu,
where µP : πu(A)
′′ → πu(A)′′ is the multiplication with P . We set
Nω(ρ) := ρu ◦ α−1. (A.2)
This expression is ultraweakly continuous on π(A)′′; hence Nω(ρ) ∈ Σω. Note that α−1 is
norm preserving as an isomorphism, and ‖ρu‖ = ‖ρ‖; thus ‖Nω‖ ≤ 1. In fact, evaluating Nω
on ω yields ‖Nω‖ = 1, so we obtain (iii).
For σ ∈ Σω, and ρ := σ ◦ πω, one has
ρu ◦ πu = σ ◦ πω = σ ◦ α ◦ µP ◦ πu; (A.3)
thus ρu = σ ◦ α ◦ µP . It follows that
Nω(σ ◦ πω) = ρu ◦ α−1 = σ ◦ α ◦ µP ◦ α−1 = σ, (A.4)
for µP acts as identity on the image of α
−1. This proves (i).
Now let ρ ∈ A∗, ρ ≥ 0, thus also ρu ≥ 0. Since the isomorphism α−1 preserves positivity,
one has Nω(ρ) ≥ 0. Further, note that
π∗ωNω(ρ) = ρu ◦ α−1 ◦ πω = ρu ◦ µP ◦ πu. (A.5)
9With pi being a representation of a C∗ algebra, we denote by pi∗ the “pullback” action on the dual spaces:
pi∗ : pi(A)∗ → A∗, ρ 7→ ρ ◦ pi.
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It follows that
ρ− π∗ωNω(ρ) = ρu ◦ πu − ρu ◦ µP ◦ πu = ρu ◦ (1− µP ) ◦ πu. (A.6)
Using P ∗ = P , it is easy to see that (1 − µP ) preserves positivity, and so does πu as a
representation. Thus ρ− π∗ωNω(ρ) ≥ 0. This proves (ii).
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