Supplementary discussion of simulations
A typical simulation setup is depicted in fig. S4a . Nodes on the top, bottom and right boundaries are kept fixed. The circular notch is placed closer to the center of the simulation box in order to minimize left-boundary effects. When subjected to energy minimization, the nodes are free to move away from their initial lattice positions, different from the random fuse network simulations often used in fracture studies (41). Nevertheless, lattice discretization and topology have unavoidable effects on the fracture process, especially on crack propagation. However, as we show in ig. S4 for some peculiar cases, we verify that the (triangular) shape of the damage zone is robust to variations in softening protocol, system size, notch radius, (subcritical) strain, lattice geometry and topology.
The softening-breaking protocol used in the simulations is illustrated in fig. S4b , where the forcedisplacement curve for a single spring is depicted. The linear spring is initialized with a spring constant µ (0) and a rupture force threshold f (0) thr (that are initially the same for all the springs in the network). Once the force reaches the threshold, the spring is softened µ (1) = αµ (0) and a new threshold f
(1) thr is (uniformly) randomly picked in the interval ( f
. The procedure is repeated n soft times before the spring is irreversibly broken. According to this procedure, softer (damaged) regions have a higher probability to become weaker. Due to the stochastic nature of the softening protocol, the newly generated f thr can be already below the current force (see for example f ). In the first case, the spring is again a candidate for the next softening event. However, this does not imply that it will be immediately softened again since the next softeningbreaking event will occur to the weakest spring in the entire network. The competition between force redistribution (obtained by energy minimization) and the softening-breaking procedure can therefore be very subtle. Nevertheless, within this framework, we obtain qualitatively consistent results. Indeed, in fig. S4c -h we observe that the shape of the damage zone is consistent across different simulations performed by varying some of the above protocol parameters, the system size, the notch radius, the lattice geometry and topology. In particular, in ig. S4d-e we use a different softening-breaking protocol in which the rupture threshold f thr is kept constant. Clearly, this extreme protocol enhances the damage accumulation and it allows to clearly observe the triangular shape of the damage zone. In fig. S4f , we show a simulation snapshot obtained by using a triangular lattice with small positional disorder. In such a simulation, during network initialization each node is randomly displaced from its lattice position by at most 0.3l 0 independently in both x and y, and the spring constants and rupture thresholds are assigned proportionally to the inverse of the rest length squared. Analogously, we show in fig. S4g -h simulation snapshots obtained with a different lattice topology. In this case, we use a square lattice with next-nearest-neighbors interactions in which the diagonal springs are initialized with µ/2 and f thr /2. We observe that for this topology, the damage is not only concentrated at the notch in a triangular fashion, but also slightly spread along the notch circumference.
We now focus on the time evolution of the system. The time is introduced in the simulations by simply assuming a linear relationship between the excess forces carried by the bonds and the rates at which they soften/break. The larger the total rate constant R tot , the faster the dynamics in the system. The intrinsically stochastic nature of the fracture process is illustrated in fig. S5a , where results from five equivalent simulations using the same softening-breaking protocol are shown. By construction, at t * = 0 a large number of springs are stretched due to the applied step strain. The most stretched springs (close to the notch) quickly soften and R tot decreases. Such a process continues slowly until the damage accumulated close to the notch is such that the first springs break (around t * nucl ) and the f f dynamics accelerate. The crack nucleates and escapes from the damaged region while R tot is increasing. Eventually, the crack propagates in the material at a speed that is roughly constant and related to R prop tot , defined as the maximum of R tot . Intuitively, by increasing the number of softening events per bond n soft , while keeping the softening factor α fixed, it is possible to increase (by a couple of orders of magnitude) the delay or nucleation time t * nucl , as shown in fig. S5b . However, in order to observe crack nucleation, a balance between α and n soft is needed. Setting α too low and imposing n soft too large results in a very softened/damaged zone close to the notch but does not allow bond-breaking and therefore prevents macroscopic crack nucleation and propagation. A similar increasing trend when increasing n soft is observed for the extension of the damage zone, that is somehow related to ∆x dam at the moment of crack nucleation ( fig. S5c) . The propagation speed of the macroscopic crack is only slightly affected by the variation of the softening-breaking parameters (as shown in fig. S5d , notice the y-axis scale), consistent with the fact that the crack propagation speed is mostly dictated by the properties of the undamaged material (i.e., the ratio between f thr and the applied strain).
Finally, we study the effect of changing physical parameters such as the imposed strain and the notch radius on the nucleation time, damage diffusion and crack propagation ( fig. S6 ). As expected, by increasing the strain the delay time decreases and the propagation speed increases (by an order of magnitude for 10% increased strain). Varying the notch radius does not affect the propagation speed, but larger notches seem to have a broader distribution for the delay times at small strain. A clear trend for the width of the damage zone is difficult to identify.
The sample is illuminated with an expanded laser beam, whose intensity is regulated by passing the beam through a half-wave plate and polarizing beam splitter cube; the latter decomposes the beam into two orthogonal polarization components, one of which is directed into a beam dump. Adjustment of the rotation angle of the half-wave plate thus allows controlling the intensity of the transmitted component. After reflection by two mirrors, the beam is expanded to a diameter of 1.5 cm, of which the outer 0.2 cm are cut off by a diaphragm with circular aperture to ensure a uniform spatial intensity profile. The forwardscattered light is subsequently collimated by an infinity-corrected microscope objective (Mitutoyo Plan Apo, 2×, NA = 0.055), passed through an extension tube and second diaphragm onto a linear polarizer perpendicular to the polarization of the incident laser beam, which filters photons with low-order scattering paths. The unfiltered photons are collected by a converging lens and focused onto a CMOS camera (HiSpec 1, Fastec Imaging). The magnification of the imaging system is 1.5×. To optimize the spatial resolution while retaining a good signal-to-noise ratio, the speckle size is tuned by the diaphragm in the detection path to be slightly larger than the pixel size, typically 2-3×. The camera operates at a frame rate of 2000 Hz, and the exposure time is adjusted to cover the full dynamic range (typically ∼200 µs). A tailor-made enclosing chamber eliminates air convection and stray light. Adapted from our previous work, reference (25) . fig. S1 . Schematic top view of Laser Speckle Strain Imaging in the forward-scatter geometry. To estimate the degree of lateral blurring in forward-scatter LSSI measurements, we perform random walk simulations (37,38) of photon transport in a material with a thickness h = 100l * . We evaluate the ability of the method to resolve non-uniform strains by considering a material with a step-wise decrease in shear rateγ of factor 10 at ∆x = 1.5h. We collect statistics for 10 6 photons, which are launched one at a time in the +z-direction at different ∆x-positions; the photons are allowed to perform a random walk until they leave the sample again at z = h. The step length is sampled from a Poisson distribution with mean l * , and we assume isotropic scattering, so that the direction of each step is random. For each step we calculate the transfer wave vector q i , and we record the accumulated phase shift ∆φ 2 (τ) = i (q i l * ) 2 Γ i , with
2 the local strain intensity at the location of scattering event i at correlation time τ.
The field correlation function g 1 (τ) is obtained from this by averaging exp − 
with m = 1546 the number of data points per f (U) curve, ∆t i the i-th time point, f (U)(∆t i ) the i-th f (U) value to be predicted, and f (∆t i ) the predicted value of f (U)(∆t i ). Total rate constant R tot as a function of reduced time t * for five equivalent simulations obtained with α = 0.9 and n soft = 10. A crack nucleates when t * = t * nucl , which roughly corresponds to the minimum of R tot , whereas the speed of the propagating crack is related to R 
