Abstract. We investigate the existence of weak expanding solutions of the harmonic map flow for maps with values into a smooth closed Riemannian manifold. We prove the existence of such solutions in the case the initial condition is a Lipschitz map that is homotopic to a constant.
Introduction
In this paper, we consider the Cauchy problem for the harmonic map flow of maps (u(t)) t≥0 from R n , n ≥ 3 to a closed smooth Riemannian manifold (N, g) isometrically embedded in some Euclidean space R m , m ≥ 2. More precisely, we study the parabolic system ∂ t u = ∆u + A(u)(∇u, ∇u), on R n × R + ,
for a given map u 0 : R n → N , where A(u)(·, ·) : T u N × T u N → (T u N ) ⊥ denotes the second fundamental form of the embedding N ֒→ R n evaluated at u. Note that the equation (1) is equivalent to ∂ t u − ∆u ⊥ T u N for a family of maps (u(t)) t≥0 which map into N . Recall that this evolution equation is invariant under the scaling (u 0 ) λ (x) := u 0 (λx), x ∈ R n ,
u λ (x, t) = u(λx, λ 2 t), λ > 0, (x, t) ∈ R n × R+ .
If u 0 is invariant under the above scaling, i.e. if u 0 is 0-homogeneous, solutions of the harmonic map flow which are invariant under scaling are potentially well-suited for smoothing out u 0 instantaneously. Such solutions are called expanding solutions or expanders. In this setting, it turns out that (1) is equivalent to a static equation, i.e. that it does not depend on time anymore. Indeed, if u is an expanding solution in the previous sense then the map U (x) := u(x, 1) for x ∈ R n , satisfies the elliptic system ∆ f U + A(U )(∇U, ∇U ) = 0, on R n ,
where, f and ∆ f are defined by f (x) := |x| 2 4 + n 2 , x ∈ R n , ∆ f U := ∆U + ∇f · ∇U = ∆U + r 2 ∂ r U.
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The function f is called the potential function and it is defined up to an additive constant. The choice of this constant is dictated by the requirement
The operator ∆ f is called a weighted laplacian and it is unitarily conjugate to a harmonic oscillator ∆ − |x| 2 /16. Conversely, if U is a solution to (4) then the map u(x, t) := U (x/ √ t), for (x, t) ∈ R n × R+ , is a solution to (1). Because of this equivalence, u 0 can be interpreted either as an initial condition or as a boundary data at infinity.
The interest in expanding solutions is basically due to two reasons. On the one hand, these scale invariant solutions are important with respect to the continuation of a weak harmonic map flow between two closed Riemannian manifolds. Indeed, by the work of Chen and Struwe [CS89] , there always exists a weak solution of the harmonic map flow starting from a smooth map between two closed Riemannian manifolds. It turns out that such a flow is not always smooth and the appearance of singularities is caused by either non-constant 0-homogeneous harmonic maps defined from R n to N , the so called tangent maps, or shrinking solutions (also called quasi-harmonic spheres) that are ancient solutions invariant under scaling. Expanders can create an ambiguity in the continuation of the flow after it reaches a singularity by a gluing process. On the other hand, one might be interested in using the smoothing effect of the harmonic map flow. More precisely, it is tempting to attach a canonical map to any map between (stratified) manifolds with prescribed singularities. It turns out that 0-homogeneous maps are the building blocks of such singularities and expanding solutions are likely to be the best candidates to do this job.
In this paper, we investigate the question of existence of expanding solutions coming out of u 0 in the case where there is no topological obstruction, i.e. under the assumption that u 0 is homotopic to a constant. Our main result is the following Theorem 1.1. Let n ≥ 3 and m ≥ 2 be two integers and let u 0 : R n → (N, g) ⊂ R m be a Lipschitz 0-homogeneous map which is homotopic to a constant.
Then there exists a weak expander u(·, 1) =: U (·) of the harmonic map flow coming out of u 0 weakly which is regular off a closed singular set with at most finite (n − 2)-dimensional Hausdorff measure. Moreover, there exists a radius R = R( ∇u 0 L 2 loc , n, m) > 0 and a constant C = C( ∇u 0 L 2 loc , n, m) > 0 such that U is smooth outside B(0, R) and,
where lim t→0 C n, m, ∇u 0 L 2 loc (R n ) , t = lim t→0 C(n, m, t) = 1. In particular, u(·, t) tends to u 0 as t goes to 0 in the H 1 loc ( R n ) sense and if u 0 is not harmonic then u(·, t) is not constant in time. Finally, one has the following convergence rate:
We remark that the regularity result of the theorem is reminiscent of and based on the fundamental work of Chen and Struwe [CS89] . We localise their approach to ensure the smoothness of the solution outside a closed ball since the local energy is decaying to 0 at infinity. This lets us to establish a sharp convergence rate for Lipschitz maps. Theorem 1.1 and its proof provide the existence of a non constant in time (or equivalently non radial) expanding solution in case the initial map is not harmonic. Since the initial condition u 0 is allowed to have large local-in-space energy, it is likely that uniqueness will fail. In particular, the authors do not know if the solution produced by Theorem 1.1 coming out of a 0-homogeneous harmonic map will stay harmonic. Now a few words about the proof of Theorem 1.1. A direct perturbative approach does not seem appropriate without imposing either any further symmetry on the initial condition u 0 or any smallness of the L 2 loc ( R n ) energy of u 0 . Indeed, the nonlinearity of the target manifold and the potential formation of finite time singularities are the two main obstacles. Therefore, we follow Chen-Struwe's penalisation procedure [CS89] and we construct the expander as a limit of expanding solutions starting from the same initial condition u 0 of a so called homogeneous Chen-Struwe flow with parameter K, see Section 3.1 and Theorem 3.2 for a definition.
In the case of the target manifold being a round sphere another approximation of the harmonic map flow was introduced by Chen [Che89] . In our setting, it is given by the homogeneous Ginzburg-Landau flow with parameter
The reason why we introduce the factor t −1 in front of the term K(1 − |u| 2 )u is to make the Ginzburg-Landau flow invariant under the same scaling (2) and (3) as the harmonic map flow. Despite its physical relevance, the homogeneous Ginzburg-Landau flow does not seem to give a precise estimate on the singular set of the limiting harmonic map as was noticed by Chen and Struwe. This is essentially due to the lack of a good Bochner formula which in turn is caused by the difficulty of controlling the vanishing set of an expanding solution a priori. Still, with the same methods one gets the following result:
, n ≥ 3, homotopically trivial. Then for any K > 0, there exists a smooth Homogeneous GinzburgLandau expander u K coming out of u 0 :
Moreover, if
denotes the pointwise energy associated to the solution u K then:
where lim t→0 C n, m, ∇u 0 L 2 loc (R n ) , t = lim t→0 C(n, m, t) = 1. In particular, u K (t) converges strongly to u 0 as t goes to 0 in H 1 loc ( R n ).
We would like to relate our work to previous articles on this subject. To our knowledge, most of the literature concerns maps from R n to a hemisphere of a rotationally symmetric target manifold such as the works of Germain and Rupflin [GR11] , Biernat and Bizon [BB11] and the more recent work due to Germain, Ghoul and Miura [GGM16] . In particular, our setting includes theirs in the case the target is a sphere since a map from R n with values in a hemisphere is homotopic to a constant. Of course, since (1) reduces to an ODE in such a corotational setting, the above mentioned works obtain more quantitative results even if the question of regularity is not really addressed.
There are at least two other partial differential equations that motivate this work. Jia andŠverák [Jv14] proved the existence of smooth expanding solutions of the Navier-Stokes equation. In this case, the homogeneity is of degree −1. To prove Theorem 1.1, we proceed similarly to their work by using the Leray-Schauder degree theory. For this, one needs a path of initial conditions (u σ 0 ) 0≤σ≤1) : S n−1 → N connecting the restriction u 0 0 of u 0 to S n−1 to a simpler map u 1 0 . By simpler, we mean here that there is an obvious solution coming out of u 1 0 for which there is a uniqueness result for small solutions lying in a suitable function space. In the case of the Navier-Stokes equation, the path is given for free since it suffices to contract the initial vector field to zero. In our case, the path is given by assumption. There is also a deep analogy with the Ricci flow that exhibits the same scale invariance. In the setting of the Ricci flow, u 0 is replaced by a metric cone C(M ) over a closed Riemannian manifold (M, g) endowed with its Euclidean cone metric dr 2 + r 2 g and the topological assumption on M is similar to the triviality of the homotopy class of u 0 is that it is null cobordant. See [Der17] and [Der16] in the case (M, g) is a Riemmanian manifold with curvature operator larger than 1 or [CD16] in a more algebraic context. Finally, let us describe the content of each sections.
In section 2 we show a perturbation result for expanders with small energy. Section 3 defines the notion of homogeneous Chen-Struwe flow and proves the existence of smooth expanding solutions to this flow: Theorem 3.2. Section 3.1 analyses carefully the properties of the first approximation and reduces the analysis to a fixed point problem. Sections 3.2 and 3.3 prove this fixed point problem is well-posed in the context of LeraySchauder degree theory. Then Section 3.4 starts proving a priori C 0 bounds of such expanders. Before proceeding to a priori bounds on higher derivatives, Sections 3.5 and 3.6 establish a Bochner formula and a monotonicity formula that are crucial to prove an ε-regularity theorem in this setting: see Section 3.7. Then Sections 3.8 and 3.9 take care of bounding such expanding solutions at infinity a priori. Section 3.11 ends the proof of Theorem 3.2.
Section 4 investigates Taylor expansions at infinity of any expanding solutions of the harmonic map flow in terms of the jets of the initial condition at a formal level. This section is inspired by a similar expansion for asymptotically conical expanders of the Ricci flow done by Lott and Wilson [LW17] .
Deformation theory of expanders (with small energy)
From now on, let u : R n → N be an expanding solution of the harmonic map flow, fixed once and for all. We consider the linearisation of equation (1) around u. It takes the following time-dependent form: if u + h is an expander then,
is equivalent to
Our main result in this section is a uniqueness result for expanding solutions close to a constant map.
First, let us introduce the main function space for the initial conditions: 
Secondly, the relevant function space X of solutions is defined by:
where P (x, r) := B(x, r) × (0, r 2 ) and where
where h is a tensor defined on R n × R+ . The number h p L p (P (x,r)) is the normalized p-norm of h on the parabolic neighborhood P (x, r).
Finally, as in [KL12] , we introduce a somewhat intermediate function space Y :
We are now in a position to state the main result of this section:
Theorem 2.1. There exists ε > 0 such that if u : R n → N is an expanding solution of the harmonic map flow coming out of u 0 ∈ X 0 with |∇u| 2 Y < ε, then there is a neighbourhood U 0 of u 0 in the BM O-topology such that for any 0-homogeneous map v 0 ∈ U 0 , there exists an expanding solution of the harmonic map flow v : R n → N coming out of v 0 . Besides, uniqueness holds in a neighbourhood of u for the topology of X.
Proof. The proof follows closely the one in the paper [Wan11] which in turn is motivated by the paper [KL12] . First of all, let us fix some map v 0 ∈ BM O(R n , N ) and define the map T : X → X as follows:
where R(u, ∇u, h, ∇h) is defined by (10) and where K t denotes the Euclidean heat kernel
Claim 1. T is well-defined and the following estimates holds:
for some uniform positive constant c > 0.
Indeed, the estimate 
Now a standard computation shows that
Similarly one observes that
Claim 2. T is a contraction on a sufficiently small ball around u in X, i.e. there is some q ∈ (0, 1) such that
Hence we obtain the desired solution v = u + h from the Banach fixed point theorem. It was also shown in [Wan11] , Proof of Theorem 1.3, that v indeed maps into N .
3. Homogeneous Chen-Struwe approximations 3.1. Existence of smooth expanders with arbitrary energy. Let (N, g) be a closed Riemannian manifold which is isometrically embedded in some Euclidean space R m . Then there exists a tubular neighbourhood T 2δ N (N ) of N such that the projection map Π N : T 2δ N (N ) → N is well-defined and smooth. As in [CS89] , let χ be a smooth, non-decreasing function such that χ(s) = s for 0 ≤ s ≤ δ 2 N and χ(s) = 2 · δ 2 N if s ≥ (2 · δ N ) 2 . Let us denote the distance function to N by d N .
Definition 3.1.
(1) Let n ≥ 3 and let u 0 : 
(2) The pointwise energy associated to a solution u : R n ×(0, T ) → R m of the Homogeneous Chen-Struwe flow is defined by
For any expanding solution u of the Homogeneous Chen-Struwe flow defined on R n × R+ , we denote its evaluation at time t = 1 by U (x) := u(x, 1), for x ∈ R n . The main result of this section is the following
m be a 0-homogeneous map in C 3 loc ( R n \{0}) for n ≥ 3 which is homotopically trivial. Then for any K > 0, there exists a regular Chen-Struwe expanding solution u K coming out of u 0
Moreover, there exists a radius
where
In order to prove Theorem 3.2, we reformulate (12) as a fixed point problem in the perspective of applying the Leray-Schauder Fixed Point Theorem as has been done in [Jv14] in the context of the Navier-Stokes equation.
For this purpose, we introduce the Banach space
In order to produce a solution to (12), we look for a solution u K to the homogeneous ChenStruwe equation of the form
where U 0 : R n → R m denotes a first approximation to be defined and where
will satisfy the bounds
Denote by U 0 (t) the caloric extension of the map u 0 , i.e.
and denote by U 0 the map U 0 (·, 1). By construction, U 0 is 0-homogeneous and hence
(
Moreover, if u 0 is in C 3 loc ( R n \{0}), one has the improved decay (18), (19), (20) and (21) satisfy lim
Proof. The first bound on the C 0 norm of U 0 follows easily from the maximum principle applied to the heat equation or by using the explicit formula in terms of the Euclidean heat kernel. The decay on the first derivatives of U 0 is proved by using the corresponding decay of the derivatives of the initial condition u 0 . The bound (20) uses the heat equation in its static form. Since U 0 (t) is 0-homogeneous as a time dependent function then the map
thanks to the previous estimate on the second derivatives of U 0 . In particular, this implies that
, the decay on the first and the second derivatives of U 0 are proved by using the corresponding decay of the derivatives of the initial data u 0 . Notice that
The last bound uses the heat equation in its static form. Again, since U 0 (t) is 0-homogeneous as a time dependent function then the map
as x tends to +∞ and therefore d N (U 0 (x)) = O((1 + |x| 2 ) −1 ) as x tends to +∞. An analogous argument works if n ≥ 4 for the derivative estimate as soon as
The previous Lemma 3.3 and the analysis to follow in the next sections show that if n ≥ 4, the choice of the caloric extension of u 0 as a first approximation suffices. If n = 3, we consider a barycentric approximation of u 0 as follows: if η : R n → [0, 1] denotes any smooth function such that η ≡ 1 if |x| ≥ 2 and η ≡ 0 if |x| ≤ 1, we define
where P ∈ N is fixed. The properties of U b 0 can be summarized as follows: Lemma 3.4. With the previous notations, assume that u 0 is in C 3 loc ( R n \{0}), then the barycentric approximation satisfies
Because of the similarities shared by Lemma 3.3 with Lemma 3.4, we will only consider the ansatz with the caloric extension in the next sections.
As we want to use the Leray-Schauder Fixed Point Theorem in order to show Theorem 3.2, we need to reformulate this problem as follows. Let σ ∈ [0, 1] be a parameter and denote by (u σ 0 ) σ∈[0,1] a path of C 3 maps such that u 0 0 = u 0 and u 1 0 ≡ P ∈ N . Note that this path is chosen inside the homotopy class of [u 0 ] ∈ π n−1 (N ).
Thus, solving (12) amounts to solving the static Chen-Struwe equation
If V ∈ X, K > 0 and σ ∈ [0, 1], we denote formally by F σ K (V ) ∈ X the solution to the problem
Remark 3.5. The reason why we isolate the term
) from the right hand side is that the map
is not a compact operator.
We proceed in three steps:
(1) The map F K : X × [0, 1] → X is a well-defined compact continuous map.
(2) The Leray-Schauder degree of I − F σ K : B X (0, ε) → B X (0, ε) is 1 when σ is close to 1, for some positive ε.
3.2. F K is a well-defined compact and continuous map. In this section, we prove that the map F σ K : X → X is compact and continuous. Note that the map F σ K can also be formally interpreted as
where V (x, t) := V (x/ √ t) with V ∈ X and where K σ t ∈ L(X, X) denotes the solution of
The issue here is to make sense of this solution and therefore, we prefer to work with the static equation only. To do so, given V ∈ X, we first solve the following Dirichlet problem
One can prove that such a solution W R exists and is unique by the maximum principle. We start with a lemma analysing the behaviour of the righthand side Q(
where V 1 , V 2 ∈ B X (0, 1) and where the constant C(u σ 0 ) satisfies lim σ→1 C(u σ 0 ) = 0. Proof. It is sufficient to prove these estimates at infinity, i.e. outside a ball independent of σ ∈ [0, 1] so that the distance function d N (U σ 0 + V ) is differentiable. By Taylor's expansion of degree 2:
, where O(·) depends on the geometry of N only. Therefore,
where, if A and B are two tensors, A * B denotes any contraction of linear combinations of the tensor product A ⊗ B. By using Lemma 3.3 together with (30), one gets:
. By differentiating (30) and by using Lemma 3.3 once more, one gets the expected estimate (28). The estimate (29) can be proved similarly.
In order to obtain a solution defined on all of R n , we need to establish a C 0 bound.
Proposition 3.7. The solution W R defined above satisfies the following a priori weighted C 0 bound:
In particular,
, the last assertion on the derivatives of W R follows immediately by interior elliptic Schauder estimates in case the a priori C 0 bound holds. Therefore, it suffices to establish (31). For this we note that
In particular, for ε > 0 we consider the function W ε R := |W R | 2 + ε 2 and we get that W ε
since Q ∈ X. Now observe that the function f −1 is a good barrier function since
for some positive constant C. Indeed, one can check that for n ≥ 2 we have inf
Hence, for some sufficiently large constant A depending linearly on Q X and which is independent of ε,
The maximum principle forces the function |W ε R |−Af −1 to attain its maximum at the boundary ∂B(0, R), hence max
The result follows by letting ε go to 0.
By Proposition 3.7, one can extract a subsequence (W R k ) k≥0 for a sequence of radii (R k ) k≥0 going to +∞, that converges in the C 2,β loc topology, for any β ∈ (0, 1), to a vector field W : R n → R m satisfying:
This solution W is unique among regular solutions that converge to 0 at infinity by the maximum principle. Therefore, the map F σ K makes sense provided the gradient of F σ K (V ) decays like f −3/2 , i.e. F σ K (V ) ∈ X. This is the content of the next proposition. Proposition 3.8. The solution F σ K (V ) satisfies the weighted a priori C 1 bound sup
Proof. Strictly speaking, the solution
loc only. Since the bound we want to establish only involves the first derivatives of F (V ) and of Q(U σ 0 , V ), we can assume V and hence F (V ) and Q(U σ 0 , V ) are smooth. Moreover, by interior parabolic Schauder estimates applied to the corresponding time-dependent solution F (V )(x, t) := F (V )(x/ √ t) defined on R n × R+ , one gets the bounds
We compute the evolution equation (in disguise) of the gradient ∇F (V ):
, which implies, by (33) and the fact that Q(
Now, we multiply the previous differential inequality by f 2 to absorb the term −|∇F (V )| 2 as follows
where we used Young inequality together with (35) to get the last inequality. By considering a function of the form k −1 ln f where k is a positive integer, one easily gets:
for any positive constant A larger than C Q(U σ 0 , V ) X , for some positive constant C uniform in σ ∈ [0, 1]. Now, as we know that the function f 2 |∇F (V )| 2 is bounded, the function f 2 |∇F (V )| 2 −k −1 ln f −Af −1 goes to −∞ as x goes to +∞. Therefore, it attains its maximum.
The maximum principle applied to the previous differential inequality implies
As A is independent of k, we can let k go to +∞ and get the expected result.
We now claim that the map F K is a compact operator, the proof of its continuity being analogous:
Proposition 3.9. The map F K : X × [0, 1] → X is a continuous and compact map.
Proof. We only prove the compactness of the map F σ K where σ ∈ [0, 1]. Let (V i ) i≥0 be a bounded sequence in X. According to (35), the sequence (F σ K (V i )) i subconverges in the C 2,β loc topology to a map that belongs to X. In order to prove that the convergence holds in X, it is sufficient to prove that for any V ∈ X and i = 0, 1 the following estimates hold:
In the proof of these estimates, for the sake of clarity, we omit the dependence of F σ K and 0) . Now, the very definition of Q(U 0 , V ) shows that the differential of Q with respect to the variable V satisfies:
has compact support. In particular, by Taylor's theorem,
As in the proof of Proposition 3.7, one can use a barrier function of the form f −2 in order to prove that G(V ) decays like f −2 uniformly with respect to σ and V in a fixed ball in X.
Similarly to the proof of Proposition 3.8, one proves the expected decay on the gradient of G(V ) at infinity.
3.3. Well-posedness of the homogeneous Chen-Struwe equation for small initial data. In this subsection, we assume that σ is close to 1 and hence U σ 0 is close to a constant map in the sense that
where c ∈ S m−1 and where lim σ→1 C(u σ 0 ) = 0. We show that for every ε small enough the map I − F σ K : B X (0, ε) → B X (0, ε) has Leray-Schauder degree one at the origin. In other words, we show that F σ K has a unique fixed point in B X (0, ε) if ε and 1 − σ are sufficiently small.
In order to see this, we note that Lemma 3.6 together with Propositions 3.7 and 3.8 shows that for all V ∈ B X (0, ε), we have
and therefore we have indeed that F σ K maps B X (0, ε) into itself, provided that 1 − σ and ε are chosen small enough.
In order to show that F σ K is also a contraction on B X (0, ε), we invoke Lemma 3.6 together with Propositions 3.7 and 3.8 again to prove that
and hence this shows the contraction property if we choose ε small enough. Altogether, this implies the desired result about the Leray-Schauder degree.
3.4. C 0 a priori estimates. We start by establishing a C 0 bound uniform in K > 0 and σ ∈ [0, 1].
Proposition 3.10. There is a positive constant M uniform in σ ∈ [0, 1] and
Next we fix a radius R > 0 and consider max B(0,R) |U σ |. If this maximum is attained at an interior point x R of B(0, R), then we consider two cases.
Either d N (U σ (x R )) ≤ 2 · δ N which implies that max B(0,R) |U σ | is uniformly bounded by the triangular inequality.
Or d N (U σ (x R )) > 2 · δ N and this implies by the strong maximum principle applied to the previous differential inequality that |U σ | is constant and that ∇U σ = 0 on a neighborhood of x R . Therefore, U σ is constant on a neighborhood of x R . By connectedness, U σ is constant on B(0, R). As U σ converges to u σ 0 at infinity, the term sup ∂B(0,R) d N (U σ ) goes to 0 as R goes to +∞. Consequently, this case is impossible if R is large enough.
This discussion ends the proof of the C 0 estimate. Moreover, this last fact also yields the desired estimate if the maximum is attained on the boundary.
By interior parabolic Schauder estimates, one has the following corollary.
Corollary 3.11. For any k ≥ 0, there is a positive constant M (K, k) uniform in σ ∈ [0, 1] and K > 0 such that if V ∈ X is a fixed point of the map F σ K then V C k ≤ M (K, k). Remark 3.12. The constants M (K, k) in Corollary 3.11 may depend on K.
A Bochner formula. It is a straightforward adaptation from [CS89] to get the following crucial Bochner formula:
Proposition 3.13 (Bochner formula). Let u : R n ×(0, T ) → R m be a smooth solution to the Homogeneous Chen-Struwe flow:
Then, the pointwise energy e K (u) :
on R n ×(0, T ) ,for some positive constant C independent of K.
Proof. We first remark that if
These computations lead to the estimate
by using the fact that χ ′ is nonnegative we obtain
for some uniform positive constant c independent of K > 0. Therefore, in all cases, this gives the expected estimate.
3.6. An energy inequality and a monotonicity formula. We define the L 2 loc norm at scale R > 0 of a map u :
It follows easily that
Moreover, we use the shorthand notation ∇u 2
Finally, we define the rescaled energy with parameter K > 0 for a solution u to the Homogeneous Chen-Struwe flow with parameter K > 0 by
Theorem 3.14.
. Let (u(t)) t>0 be a smooth solution to the Homogeneous Chen-Struwe flow with parameter K > 0 coming out of u 0 such that (E K,x 0 (u(t))) t>0 is continuous at t = 0 for every x 0 ∈ R n . Then,
where lim t→0 C n, m, ∇u 0 L 2 loc , t = 0. Moreover, the following estimate holds (it is uniform in K)
In particular, if u 0 is 0 − homogeneous and if u is an expander coming out of u 0 smoothly, then:
Proof. We proceed analogously to what is done to establish an energy estimate in this setting. We multiply the Homogeneous Chen-Struwe flow equation by φ 2 x 0 ∂ t u where φ x 0 : R n → R + is a smooth function with compact support in B(x 0 , 2) which equals 1 on B(x 0 , 1) and whose gradient is less than c, and then we integrate by parts to get
By integrating with respect to time we then obtain
where we used Young's inequality together with the L 2 loc continuity of (u(t)) t>0 at t = 0. Therefore, by remark (37), one gets in particular:
which implies:
where c n is a positive constant that can vary from line to line depending on the dimension n only.
The result now follows from Gronwall's inequality.
In the following we let χ R : R n → [0, 1] be a cut-off function such that χ R ≡ 1 outside B(0, R), χ R ≡ 0 in B(0, R/2) and whose gradient satisfies |∇χ R | = O(R −1 ). Then one has the following localised version of Theorem 3.14 at infinity.
. Let (u(t)) t>0 be a smooth solution to the Homogeneous Chen-Struwe flow coming out of u 0 such that (E K,x 0 (u(t)) t>0 is continuous at t = 0 for every
In particular, if u 0 is 0 − homogeneous and if u is an expander coming out of u 0 smoothly, then we have
Proof. The proof follows along the lines of the proof of Theorem 3.14. Let φ x 0 be the cutoff function defined as previously and let us multiply the Homogeneous Chen-Struwe flow equation by φ 2 x 0 χ 2 R ∂ t u. Then we integrate by parts in space and we integrate with respect to time. We get
where we used the estimate (39) in the last line. A straightforward application of the Gronwall inequality leads to the expected result.
In order to get a monotonicity formula, we need to localise the arguments in [CS89] since in our case the energy is infinite. For this purpose, let z 0 := (x 0 , t 0 ) ∈ R n × R+ and let φ x 0 : R n → R + be a smooth function with compact support in B(x 0 , 2) which equals 1 on B(x 0 , 1) and whose gradient is less than c. For R ∈ (0, 2 −1 · √ t 0 ), define as in [Chap. 7, [LW08] ]:
denotes the backward heat kernel on R n . With the notations from the previous sections:
. We start with a Pohozaev identity like:
Proposition 3.16 (Pohozaev identity). Let u : R n ×(0, T ) → R m be a smooth solution to the Homogeneous Chen-Struwe flow (with parameter K > 0). Then, for any C 1 vector field ζ : R n ×(0, T ) → R m compactly supported in space,
where L ζ (eucl) denotes the Lie derivative of the Euclidean metric along the vector field ζ:
And, for any C 1 function θ : R n ×(0, T ) → R compactly supported in space, and 0 < t 1 < t 2 < T ,ˆL
Proof. Define u τ (x, t) := u(x + τ ζ(x, t), t + τ θ(x, t)) where ζ(·, t) is a smooth vector field compactly supported in space for τ small and θ(·, t) is a smooth function compactly supported in space. Then, ∂ τ u τ | τ =0 = ∇ ζ u + θ∂ t u. Then, on one hand:
Now, by integrating by parts:
and, similarly,
Therefore,
On the other hand:
We are now in a position to prove a monotonicity formula.
Proposition 3.17 (A monotonicity formula).
. Let (u(t)) t>0 be a smooth solution to the Homogeneous Chen-Struwe flow coming out of u 0 such that (E K,x 0 (u(t)) t>0 is continuous at t = 0 for every x 0 ∈ R n . Then, for any
Therefore, by applying Proposition 3.16, one gets
Now, by using Proposition 3.16 with θ(x, t) := (t 0 − t)G z 0 φ 2 x 0 for 0 < t < t 0 and x ∈ R n , one obtains
Subtracting the two previous identities yieldŝ
On supp(∇φ x 0 ) we have G z 0 (x, t) ≤ C for all t ∈ [0, t 0 ) and therefore the last term can be bounded as follows with the help of Theorem 3.14 as followŝ
This in turn implies the expected monotonicity result for Φ. The monotonicity result for Ψ follows from the one for Φ.
3.7. An ε-regularity theorem. coming out of u 0 and such that (E K,x 0 (u(t)) t>0 is continuous at t = 0 for any x 0 ∈ R n , u satisfies
Moreover, there exists a constant ε 0 > 0 depending on n and N only such that if for some R ∈ (0, min{
for some universal positive constant C and some positive constant δ depending on n, m, ∇u 0 L 2 loc and min{R, 1}.
Proof. The proof is a straightforward adaptation of the corresponding proof in the case of the Chen-Struwe flow. We mention the main steps: see [Lemma 2.4, [CS89] ] for more details. First of all, let (x 1 , t 1 ) =: z 1 ∈ R n × R+ , 0 < R < 2 −1 √ t 1 and let r 1 := 2δR with δ ∈ (0, 1/4) where δ will be defined later. Let r, σ ∈ [0, r 1 ) such that r + σ < r 1 and let z 0 := (x 0 , t 0 ) ∈ P r (z 1 ). Thanks to the monotonicity formula from Proposition 3.17, then one shows that for a given positive ε, there exists a positive δ(ε) such that
Now, by smoothness of the solution, there exists σ 0 ∈ [0, r 1 ) and (x 0 , t 0 ) ∈ P σ 0 (z 1 ) such that
If one defines ρ 0 := 1 2 (r 1 − σ 0 ), r 0 := √ e 0 ρ 0 , and
By Proposition 3.13 we obtain
and Moser's Harnack inequality together with (42) shows that r 0 ≤ 1 if Ψ(u, z 1 , R) is small enough (independently of K).
The final step consists in applying Moser's Harnack inequality again to v in order to get max 0≤σ≤r 1 x 1 ,2) ) . The result follows by noticing that if u 0 is Lipschitz then by the chain rule
In particular, thanks to Proposition 3.15, if x 1 is sufficiently far from the origin, by choosing t 1 := 1, R := 1/4, both Ψ(u, z 1 , 1/4) and ∇u 0 L 2 (B(x 1 ,2)) can be made arbitrarily small, independently of K.
The second statement can be proved similarly.
3.8. Weighted C 0 estimate. Proof. Since V is fixed point of the map F σ K it follows that
where we used Theorem 3.18 in order to ensure that d N (U σ 0 + V ) = O(f −1/2 ). Therefore, by using f −1/2 as a barrier, one gets a first a priori bound on the decay of V , namely there exists a positive constant M independent of σ ∈ [0, 1] such that
Now, we use the special structure of the nonlinearities of equation (43) together with the previous a priori estimate and Lemma 3.3. Outside a ball of radius sufficiently large (but independent of V and σ ∈ [0, 1]), one has
In particular, by the Kato inequality,
when |V | does not vanish.
In general, one can use the regularization of |V | of the form V ε := |V | 2 + ε 2 where ε is positive which satisfies the same differential inequality 
Since A and R can be chosen independently of ε ∈ (0, 1], one can pass to the limit in the previous inequality as ε goes to 0 to get the expected result.
3.9. Weighted C 1 estimate.
Proposition 3.21. There is a positive constant M uniform in σ ∈ [0, 1] such that if V ∈ X is a fixed point of F σ K then f 3/2 ∇V C 0 ≤ M. Remark 3.22. Because of Proposition 3.10, it suffices to show this a priori bound outside a ball of radius independent of σ ∈ [0, 1].
Proof. We first establish the evolution equation satisfied by the gradient ∇V . Since U := U σ 0 + V is an expander of the homogeneous Chen-Struwe flow and because of the previous remark, the gradient ∇V satisfies the following equation outside a sufficiently large ball independent of σ
More precisely, in coordinates, this gives:
By Taylor expansion of order 2 together with Proposition 3.19, Theorem 3.18 and Lemma 3.3 we have
and,
Now, we can end the argument by discarding the nonnegative terms that are quadratic in the gradient ∇V as follows
where we used in the last line the fact that ∇V = O(f −1/2 ) a priori, thanks to Theorem 3.18. By considering the function f 1/2 |∇V | ε − Af −1 where |∇V | ε denotes a regularization of the norm of the gradient |∇V | and where A a positive constant large enough depending eventually on K but independent of σ ∈ [0, 1] and ε ∈ (0, 1], one can prove the expected a priori estimate on ∇V with the help of the maximum principle.
3.10. L 2 loc convergence. In this section, we investigate the L 2 loc continuity of the expanding solution of the homogeneous Chen-Struwe equation we produced in the previous sections. Since U (t) = K t * u 0 + V (t) with ∇ i V (x, 1) = O((1 + |x|) −2−i ) with i = 0, 1, i.e. V ∈ X. It suffices to prove the L 2 convergence on a ball B(0, R) centered at the origin with radius R. We claim that: lim t→0 ∇V L 2 (B(0,R)) (t) = 0.
Indeed, since V ∈ X, ∇V decays at least quadratically, i.e.
for some positive constant C(n, u 0 ).
3.11. Lipschitz initial conditions. In this section we give the proof of Theorem 1.1:
Proof of Theorem 1.1. Let (u ε 0 ) ε∈(0,1) be a sequence of 0-homogeneous maps u ε 0 : R n → N ⊂ R m in C 3 loc ( R n \{0}) converging to u 0 in the C 0 topology as ε goes to 0, such that lim sup
Let K > 0 and let (U ε K ) ε∈(0,1) be a sequence of smooth Chen-Struwe expanders with fixed parameter K coming out of u ε 0 given by Theorem 3.2. By Theorem 3.2, we know there exists a radius
where lim t→0 C n, m, ∇u ε 0 L 2 loc (R n ) , t = lim t→ C(n, m, t) = 1. According to (46), there exist constants C and R uniform in ε such that the previous inequalities hold.
Fix ε ∈ (0, 1). As in [CS89] , there exists a subsequence (still denoted by (u ε K ) K>0 ) converging weakly to a map u ε :
The last point is due to Arzela-Ascoli Theorem together with the estimate (47). Moreover, thanks to (48), u ε ∈ N a.e.. This implies in particular that U ε is a Lipschitz function outside B(0, R). To sum it up, we have obtained that
In particular, if one shows that u ε (·, t) := U ε (·/ √ t) converges weakly to u ε 0 then, lim inf
By combining this fact with (49), one ends up by proving that u ε (t) converges to u ε 0 in H 1 loc ( R n ) (in the strong sense).
Proof of Claim 4. We proceed in the spirit of Shi's estimates for the Ricci flow [Shi89] . We compute the evolution equation of the first two derivatives of U
In particular, by using Young's inequality
where c denotes a positive constant depending on the geometry of N only that can vary from line to line. Similarly, one has:
Now, let a be a positive constant to be defined later and consider the auxiliary function F := (|∇U | 2 + a 2 )|∇ 2 U | 2 . The function F satifies the following differential inequality Define the (last) auxiliary function G := φF and consider a point x 1 ∈ B(x 0 , 1) such that G(x 1 ) = max B(x 0 ,1) G. By the previous differential inequality satisfied by F evaluated at x 1 together with the maximum principle 0 = ∇G = F ∇φ + φ∇F,
0 ≥ φ∆ f G ≥ G 2 4a 4 − ca 2 G − c(1 + a 2 )a 6 − 2G |∇φ| 2 φ + G(∆φ + ∇f, ∇φ ).
as x goes to +∞ for every nonnegative integer k. This expansion is assumed to hold in the smooth sense. Then, on one hand, 
which can be understood as the formal limit as K goes to +∞ of the sequence of the corresponding coefficients (u K 1 ) K>0 of the Taylor expansion derived previously for the GinzburgLandau equation with parameter K. Indeed, as K goes to +∞, one gets by (4) that:
which is exactly formula (55) since 0 = ∆ S n−1 |u 0 | 2 = 2 < ∆ S n−1 u 0 , u 0 > +2|∇ S n−1 u 0 | 2 . The same holds for the other coefficients (u k ) k≥1 . Moreover, one can check that if u 0 is harmonic, i.e. if ∆ S n−1 u 0 + |∇ S n−1 u 0 | 2 u 0 = 0 then all the other terms vanish: u k = 0, for all k ≥ 1.
In particular, we get the following corollary:
Corollary 4.1. Let u 0 : R n → S m−1 be a 0-homogeneous map of the harmonic map flow in C ∞ ( R n \{0}) and let U : R n → S m−1 be an expander of the harmonic map flow smoothly coming out of u 0 . Then the convergence rate of U at infinity is faster than any polynomial rate.
Remark 4.2. As in [Der17] , it can be shown that the convergence rate of a smooth expander u to its initial condition u 0 is exactly O r −n e −r 2 /4 if u 0 is harmonic, hence much faster than what Corollary 4.1 predicts. This decay reveals the role of the Hermite functions at infinity: they are intimately connected to the weighted Laplacian ∆ f .
