Abstract-At-speed functional testing, delay testing, and n-detection test sets are being used today to detect deep submicrometer defects. However, the resulting test data volumes are too high; the 2005 International Roadmap for Semiconductors predicts that test-application times will be 30 times larger in 2010 than they are today. In addition, many new types of defects cannot be accurately modeled using existing fault models. Therefore, there is a need to model the quality of test patterns such that they can be quickly assessed for defect screening. Test selection is required to choose the most effective pattern sequences from large test sets. Current industry practice for test selection is based on fault grading, which is computationally expensive and must also be repeated for every fault model. Moreover, although efficient methods exist today, for fault-oriented test generation, there is a lack of understanding on how best to combine the test sets thus obtained, i.e., derive the most effective union of the individual test sets without simply taking all the patterns for each fault model. This paper presents the use of the output deviation as a surrogate coverage-metric for pattern modeling and test grading. A flexible, but general, probabilistic-fault model is used to generate a probability map for the circuit, which can subsequently be used for test-pattern reordering. The output deviations resulting from the probability map(s) are used as a coverage-metric to model test patterns; the higher the deviation, the better the quality of the test pattern. We show that, for the ISCAS benchmark circuits and as compared to other reordering methods, the proposed method provides "steeper" coverage curves for different fault models.
as copper interconnects, many new types of manufacturing defects cannot be accurately modeled using known fault models [5] . Although efficient methods exist today for fault-modeloriented test generation [6] , [7] , there is a lack of understanding on how best to combine the test sets thus obtained, i.e., derive the most effective union of the individual test sets, without increasing the test-data volume excessively by simply using all the patterns for each fault model. As a result, the 2005 International Roadmap for Semiconductors (ITRS) document predicts that the test-data volume and test-application time for integrated circuits will be as much as 30 times larger in 2010 than they are today [8] .
Test-pattern-reordering methods, which rank test patterns and place most effective test patterns at the top of the reordered test sequence, promise reductions in both testing time and testdata volume [9] , [10] . Applying the most effective patterns first during volume ramp-up increases the likelihood of detecting manufacturing defects in less time. If highly effective test patterns are applied first in a reordered test set, defective chips will fail earlier, reducing test-application time in an abort-at-firstfail environment. Test-pattern reordering is also important for time-constrained and wafer-sort environments that have strict test data budgets: The reordered test set can be simply truncated to fit the test-data volume and test-time budgets. Moreover, the truncated test sets can be augmented with a small number of top-off patterns to reach mandated coverage levels for modeled faults.
This paper uses the "output deviation" [11] as a surrogate coverage-metric and a test-pattern-grading method for pattern reordering. A flexible, but general, probabilistic-fault model [12] is used to generate a probability map for the circuit, which can subsequently be used for pattern reordering. We show that such reordered test sets provide "steeper" coverage curves for different fault models as compared with other reordering methods.
It has been shown that n-detection test sets, where each stuck-at fault is targeted by n > 1 different patterns, are effective in detecting unmodeled defects [13] [14] [15] [16] . As the number of unique detections for each fault increases, the defect coverage usually improves as compared with other test-generation methods. An advantage of this approach is that, even when n is very large, n-detection test sets can be generated using existing single stuck-at automatic test pattern generation (ATPG) tools with reasonable computation time. Therefore, in this paper, we choose a set of n-detect test patterns as a repository test set and apply the proposed pattern-reordering technique to it.
0278-0070/$25.00 © 2008 IEEE The remainder of this paper is organized as follows. Section II discusses some related prior work. Section III introduces the probabilistic-fault model and the theory of output deviations. The design of experiments and experimental results are reported in Section VI. Section VII concludes this paper and outlines directions for future work.
II. RELATED PRIOR WORK
In this section, we provide an overview of related work on defect screening. In [17] , the MPG-D model was used to predict the "defective-part level" using information on the number of times that fault sites are observed and the probability of exciting undetected defects when those observations are made. The MPG-D model was shown to outperform the Williams-Brown model [18] that relies solely on measures of fault coverage. The DO-RE-ME test-generation technique was also used in improving defect coverage by maximizing the deterministic observation of defect sites in the circuit. Experimental results in [17] show that a DO-RE-ME test set achieves higher coverage for wired-AND/OR bridging faults and lower defect level for commercial production chips than a single stuck-at test set.
In [9] , a test-pattern selection strategy based on integer linear programming (ILP) was proposed to select a subset of test patterns from a large n-detection test set. The weighted MPG-D model was used as the objective function for the ILP model to select patterns. However, an ILP-based method suffers from high computational complexity; it does not scale for large test sets. The experimental results reported in [9] also failed to demonstrate any significant improvement in fault coverage.
Adaptive test methods are discussed in [19] . These methods can increase test quality and decrease test cost based on predicted or measured defect and the parametric behavior of the silicon being tested. Predictive data can be obtained from other data sources or from a subset of patterns from the same test set. Such predictive data can also be used to select parameters for the probabilistic-fault model described in this paper, thereby resulting in more effective selection of test patterns.
In [20] , an incremental ATPG flow was presented that targets different fault models in an n-detect manner. The initial fault list includes path-delay, transition, and stuck-at faults. First, LBIST is used to drop easy-to-detect faults. Since path-delay test patterns also detect many transition faults and stuck-at faults, n-detect path-delay fault ATPG is first performed for all the remaining faults not detected in the LBIST session. Similarly, transition-fault ATPG is then performed to detect transition and stuck-at faults not detected by the path-delay patterns. Finally, stuck-at fault ATPG is run, targeting all the remaining stuck-at faults. Using the incremental ATPG flow, up to 20% reduction in the total pattern count was reported in [20] , as compared with the basic ATPG flow that simply combines all test patterns for the different fault models. Since the incremental ATPG flow first targets all delay faults and then targets remaining stuck-at faults, its test-generation time may be prohibitively long. Test generation for delay faults (particularly path-delay faults) is significantly more complex than that for stuck-at faults.
The proposed deviation-based test-pattern selection method can be combined with the ATPG flow in [20] for better test quality and reduced pattern count. For example, for each fault model, we can first generate a larger n -detect set (n > n) from which high-deviation test patterns can be selected to form an n-detect set. Moreover, once the ATPG tool generates a test cube for a target fault, it usually randomly fills the don't-cares in it to get a test pattern. Therefore, we can obtain multiple test patterns from one test cube and select the patterns that have the highest output deviations.
Butler and Saxena [21] analyzed the impact of test ordering on the tester efficiency. They showed that it is useful to place a low-detection-latency test, such as a short burst of functional patterns, early in the tester program, even if the defect detection per pattern is lower than for some other test types, such as an I DDQ test.
III. PROBABILISTIC-FAULT MODEL AND THEORY OF OUTPUT DEVIATIONS
In this section, we develop the concept of output deviations in assessing test patterns.
A. Modeling of Gate Confidence Level (CL)
We first define the "CL" of a logic gate and show how it can be determined using transistor-level schematics.
The CL of a single-output gate encompasses all the different input combinations of the gate, and for a given input combination, it provides the probability that the gate output is correct for the corresponding input combination. The probability that a gate output is correct can be different for the various input combinations. ), where each component of R i denotes the probability that the gate output is correct for the corresponding input combination.
For example, r (00) i is the probability that the output of a twoinput G i is correct under input 00. If m = 2 for a logic gate, we have R i = (r 
).
A more general definition of CL can be stated for a subcircuit (or "supergate") with m inputs and k > 1 outputs. The CL vector for this supergate is a set of k vectors, where each component of this set denotes the CL of the corresponding output. Alternatively, each component of R i in Definition 1 can be viewed as a k-tuple corresponding to the k outputs.
The above gate-level CL vectors can be generated from simple transistor-level failure probabilities. Consider the two-input NAND and NOR gates shown in Fig. 1 . Suppose each transistor can be stuck-open due to a defect, i.e., it cannot be switched on, with probability α. Similarly, suppose each transistor can be stuck-on due to a defect, i.e., it cannot be switched off, with probability β. Next, let us consider input combination x 1 x 2 = 00. If only stuck-open faults are considered, the NAND gate produces the correct output for this combination with probability 1 − α 2 , because the gate produces an incorrect output only if both p-transistors are stuck-open (the absence of a second pull-up path affects the pull-up time for this input combination, but this issue is ignored since worst-case pull-up times consider only one pull-up path). Likewise, if we only consider stuck-on faults, the probability that the NAND gate produces the correct output for input 00 is 1 − β 2 . Table I (0, 0, α) refers to the probability that input 00 produces the correct output when the stuck-open probability for a transistor is α. If the stuck-open or stuck-on probabilities for the different transistors are unequal, e.g., due to different device dimensions, the actual values can be easily used to calculate the CLs in Table I (we assume that the gate output is in error if both pull-up and pull-down paths are active).
Note that classical faults, e.g., single stuck-at faults, can also be expressed in terms of CL vectors. Consider a two-input NAND gate with inputs ordered as x 1 and x 2 and output z. Stuck-at faults on x 1 , x 2 , and z can be modeled as shown in Table II .
Let R(x 1 ,x 2 , α, β) be the gate reliability for input combination (x 1 ,x 2 ) when any number of stuck-open and stuckon faults can simultaneously occur. It can be easily shown
The result follows from the fact that, for any input combination, the set of transistors that affects the output under stuck-on conditions is disjoint from the set of transistors that affects the output under stuck-open conditions. In this paper, we limit ourselves to basic gates with one or two inputs. Extension of the theory of output deviations to gates with larger fan-out is straightforward. In this paper, gates with larger fan-out are first expanded to a network of basic gates.
The gate-level CL vectors can also be generated in other ways, e.g., using layout information, inductive-fault analysis [22] , and failure-data analysis. Our objective here is not to develop new techniques for determining CL vectors but rather to use these as inputs for the computation of output deviation. Therefore, in this paper, we use two arbitrarily chosen sets of CL vectors for our experiments. These vectors are defined separately for each gate type. For example, for a two-input NAND gate, we use as follows:
, 0.95
, 0.95 (10) , 0.85 (11) ).
The above CL vectors are chosen to reflect the fact that, when both inputs are noncontrolling, the probability for the gate to produce the correct output is lower than other input combinations. Since both sets of CL vectors yield similar results for test-pattern ordering, we only report results obtained using the "high CL" set.
B. Computation of Signal Probabilities
Next, we associate signal probabilities p i,0 and p i,1 with each line i in the circuit, where p i,0 and p i,1 are the probabilities for line i to be at logic 0 and 1, respectively. Obviously, we have p i,0 + p i,1 = 1. The calculation of the signal probabilities is along the same lines as introduced in [23] and used later in [24] . To reduce the amount of computation as in [23] and [24] , signal correlations due to reconvergent fan-out are not considered here.
Let i be the output of a two-input gate G. Let j and k denote the input lines for this gate. If G is a NAND gate, we have
The above definition of the signal probabilities can be easily extended to the case of more than two inputs. It can also be easily verified that
Let G be a gate with two inputs j and k, controlling value c, and inversion value v. Let c be the complement of the controlling value c. The signal probabilities for the output i of 
Next, consider a gate without a controlling value, e.g., XOR and XNOR. For the XOR gate, the signal probabilities can be expressed as follows (the formulas for the XNOR gate are similar): Fig. 2 shows a simple circuit consisting of three gates G 1 , G 2 , and G 3 with CL vectors (0.9 0.9 0.9 0.8), (0.8 0.9 0.9 0.9), and (0.8 0.9 0.9 0.9), respectively. For the three different deterministic input vectors 0000, 0101, and 1111, the signal probabilities are determined and presented in Table III . The fault-free values at the output z are also listed in the first column of Table III .
C. Output Deviations, Fault Model, and Deviation-Based Test Patterns
For any logic gate (or primary output, PO) g in a circuit, let its fault-free output value for any given input pattern t j be d, d ∈ {0, 1}. The output deviation ∆ g,j of g for input pattern t j is defined as p g,d , where d is the complement of d. Intuitively, the deviation for an input pattern is a measure of the likelihood that the gate output is incorrect for that input pattern. The output deviations for the three patterns in Table III are highlighted. Output deviations can be determined without explicit fault grading; hence, the computation is feasible for large circuits and large test sets. Next, we formally define the probabilistic-fault model for a combinational circuit C.
Definition 2: A combinational circuit C is defined as C = {G, PI, Z, R}, where G = {G 1 , G 2 , . . . , G N } is the set of logic gates in C, PI and Z are the sets of primary inputs and outputs, respectively, and R = {R 1 , R 2 , . . . , R N } is the set of CL vectors of the gates in G.
Definition 3: A probabilistic-fault model F for circuit C is defined as follows: 1) Each gate G i can fail independently of other gates and 2) the fault behavior of C is defined by R i .
Under this fault model, the expected output values of the circuit in response to an input pattern is no longer deterministic. Rather, it is given by the signal probabilities at POs. Note that the circuit behavior is assumed to be deterministic after manufacturing; the probabilistic-fault model is only used during test development for pattern grading.
Consider the simple circuit shown in Fig. 2 . According to F, this circuit can fail in a number of ways, each of which is termed a fault event. Table IV lists the various fault events E 1 , E 2 , . . . , E 7 and the event E 0 , corresponding to the faultfree case. It also lists the probability associated with each fault event and the corresponding circuit output, for input pattern abcd = 0000. Only the events E 1 , E 4 , E 5 , and E 6 are detected by the given input pattern. Let E be the event that the pattern 0000 detects a fault in the circuit. It can be easily seen that
since the fault events are mutually exclusive. Note from Table III that ∆ z for input pattern 0000 is also 0.114.
The above example shows that the probability that t j will produce an observable error at z i for fault model F is directly proportional to ∆ z i ,j . The goal of testing is to apply those vectors to C that produce large deviations at the output. Therefore, the concept of output deviations offers a promising method for modeling pattern quality. From now on, we only consider output deviations at outputs and use the terms "output deviation" and "deviation" interchangeably.
Note that the deviations at circuit outputs reflect the observability of errors at these nodes. The more the deviation, Fig. 3 . n-detect ATPG algorithm. the higher is the likelihood that an error is observed at the corresponding output.
D. Recent Work on Applications of Output Deviations
The concept of output deviations was first introduced in [12] . To show that output deviations can be used as a simple criterion to rank test patterns in terms of their effectiveness, preliminary experiments were conducted in which a set of random test patterns are split into two sets, referred to as T high and T low , respectively, according to their output deviations. For any given pattern, if there exists one output pin whose deviation is larger than a predefined threshold, this pattern is put into T high (T low , otherwise). Experimental results for the International Symposium on Circuits And Systems (ISCAS) benchmark circuits show that T high leads to higher fault coverage for single stuck-at and bridging faults.
The output deviation metric was used in [11] to select effective test patterns from a large repository n-detect test set. If highly effective test patterns are applied first in a reordered test set, defective chips will fail earlier, reducing test-application time in an abort-at-first-fail environment. Experimental results in [11] show that, for the same test length, test patterns selected using output deviations are consistently more effective than patterns selected using other methods, in terms of the fault coverage for resistive shorts, wired-AND and wired-OR bridging faults, and several gate-exhaustive metrics [25] .
More recently, it has been shown that output deviations can be used to select seeds for test compression based on linearfeedback shift-register (LFSR) reseeding [26] . Compared to seeds selected using other methods, these seeds provide higher coverage for a variety of fault models.
IV. TEST-PATTERN REORDERING
In this section, we reorder the test patterns in a large n-detect test set, referred to as T orig , such that the most effective patterns appear in the front of the reordered test sequence. In this section, we use the term "test sequence" to denote a reordered test set.
The n-detect test set T orig is generated using the procedure described in Fig. 3 (derived from [27, Fig. 1]) , which uses n iterations to generate an n-detect test set. In each iteration i, first, a new set of test cubes is generated for the faults that are not detected i times, i = 1, 2, . . . , n. Next, the ATPG tool performs fault simulation to update the detection count for each fault. Faults that have been detected n times are dropped. After n iterations, an n-detect set of test patterns is obtained. Once the n-detect test cubes are generated, they are randomly filled to obtain a set of n-detect test patterns.
We propose to use output deviation as a metric to reorder test patterns, such that test patterns with high deviations can be selected earlier than test patterns with low deviations. As shown in Fig. 4 , for each PO and pseudo-PO, all test patterns in T are reordered in descending order based on their output deviations. The result is stored in a matrix X with M columns and |T | rows, where M is the number of POs (line 1). The element in the ith row and the jth column of X is the test pattern that has the ith highest output deviation at the jth PO. Fig. 5 shows this reordering procedure. From matrix X, a new ordered test set T can be obtained. For the example in Fig. 5 , the resulting reordered test sequence is T = {t 1 , t 3 , t 5 , t 2 , t 4 , t 6 }.
To evaluate the effectiveness of the reordered test sequence for defect screening, we consider its fault coverage for different fault models, including stuck-at, stuck-open, and transition faults. To detect sequence-dependent transition and stuck-open faults, we use the launch-on-shift (LOS) and launch-on-capture (LOC) schemes to apply a test-pattern pair (p 1 , p 2 ) to the circuit under test (CUT). These methods are also referred to as skewedload and broadside-testing [1] , respectively. Fig. 6 provides an example. Let the test pattern from the reordered test sequence be p 0 . In the LOS scheme, p 2 is obtained by shifting p 1 by one clock cycle. Since errors are captured by p 2 , we should apply p 0 as the second test pattern for improved fault coverage and use p 2 to compute output deviations. Hence, as shown in Fig. 6(a) , p 1 is obtained by shifting the first L − 1 bits of p 0 (L is the length of the scan chain), and p 2 is identical to p 0 . In the LOC scheme, as shown in Fig. 6(b) , p 1 is identical to p 0 , and p 2 is obtained by capturing the responses of p 1 .
For the LOS scheme, output deviations are computed directly using p 2 . The resulting reordered test sequence is referred to as S dev1 . For the LOC scheme, we first obtain the responses of the test patterns in T orig and, then, compute output deviations using these responses. We also assume that the combinational primary inputs remain unchanged for p 1 and p 2 . The resulting reordered test sequence is referred to as S dev2 .
Besides S dev1 and S dev2 , for comparison purposes, we also generate three other seed sets, referred to as S rand , S greedy , and S inc . The set S rand is obtained by randomly ordering T orig . S greedy is generated by reordering test patterns in T orig by the number of hard stuck-at faults that they detect. Hard faults are ones that are not detected by a certain number (ranges from 128 to 256 for the different benchmarks in this paper) of pseudorandom test patterns. The detection count is obtained using fault simulation without fault dropping. The set S inc is generated as described in [10] , whereby patterns are reordered to provide the steepest curve for stuck-at faults.
V. ANALYSIS OF SIGNAL CORRELATION
The computation of signal probabilities in this paper does not account for signal correlations due to reconvergent fanouts, i.e., all signals are assumed to be mutually independent. This assumption is motivated by practical considerations; however, it can introduce errors in the values determined for the signal probabilities and output deviations. Accurate signal probabilities can be computed using probabilistic-transfer matrices (PTMs) and tensor products [28] . However, the computation method in [28] is expensive, since all correlated signals must be tensored. In this section, we use PTMs to compute accurate output deviations for some small circuits, and we show that the error is negligible if we ignore signal correlations.
In the PTM framework, the probabilistic behavior of a gate is described by a matrix M , referred to as PTM, where the (j, k)th entry represents the probability that output sig-
. . , i m have value j. This is denoted as p(k|j).
Here, the row and column indexes j and k are bit vectors, whose entries represent the values of the signals that form the input and output. For instance, p(1, 1|1, 0) represents the probability that the two output variables {o φ , o 1 } have value {1, 1} given that the two input variables {i 0 , i 1 } have value {1, 0}.
A fault-free circuit has an ideal transfer matrix, i.e., the correct value of the output occurs with probability of one. Similarly, an input vector v is a row vector representing the joint probability distribution of the input signals. The ith entry of v, denoted by v(i), gives the probability that the input signals have values represented by the bit vector i. The output probability distribution, after input vector v is evaluated on gate g with PTM P g , is given by v × P g .
By definition, the PTM for a single gate is equivalent to its CL vector. For example, the PTM for a two-input NAND gate with the CL vector R = (r (00) , r (01) , r (10) , r (11) ) can be written as
1 − r (10) r (10) r (11) 1 − r
If the input pins for this gate (j and k) are independent, then the input vector is v = (p j,0 p k,0 , p j,0 p k,1 , p j,1 p k,0 , p j,1 p k,1 ) . The output vector for this NAND gate can be easily obtained and is identical to the signal probabilities as described in Section III-B. Hence, for a single gate, if the input signals are mutually independent, the computation of signal probabilities is equivalent to PTM multiplication.
We can therefore derive output deviations from the output vector of a circuit. Since the PTM framework accounts for signal correlation using tensor products and the output vector denotes the joint-output probability distribution, the output deviation thus obtained is more accurate; we refer to it as OD PTM . Output deviations defined in Section III-C are less accurate, and they are referred to as OD prob in this section.
If we denote the CPU times for OD PTM and OD prob computation as t PTM and t prob , respectively, then t PTM = t prob + t corr , where t corr is the CPU time needed to handle correlated signals. As shown in [28, Fig. 4 ], because matrix multiplications, tensor products, and gate-input/output permutations must be done for correlated signals, t corr grows quadratically with the number of correlated signals.
For the small ISCAS-85 circuit c17 in Fig. 7 , Table V lists the computation of output vectors and OD prob using the high-and low-CL vectors. We assume that all six NAND gates have identical CL vectors (and, hence, PTMs). Column "Error" reports the error defined as OD prob − OD PTM . Take the first row of Table V(a) as an example. Under the input pattern {abdce} = {00011}, the correct output response is {jk} = {11}; the joint probabilities for the output being 00, 01, 10, and 11 is 0.0528, 0.1416, 0.0504, and 0.7552, respectively; the OD PTM at port k is 0.0528 + 0.0504 = 0.1032; the error at k is 0.0789 − 0.1032 = −0.0243.
In Table V (a) and (b), the error is noticeable only for eight out of the 32 input combinations. Even in these eight cases, the percentage error is quite low. Since the output deviations are being used here as a metric for classifying test patterns, such errors are acceptable if pattern modeling based on output deviations leads to effective pattern selection.
As shown in Table V , the error at port j is always zero. This is because the input cone of j has only one fan-out stem, and this stem is at the primary input b. Since signal probabilities at primary inputs only take values of zero and one, the accuracy is not affected by the assumption that fan-out branches at a primary input are independent. The input cone of k, however, has a fan-out stem that is not at a primary input. Hence, the error at k is not always zero for c17. We also considered a fragment of the 74181 ALU [29] , as shown in Fig. 8 . The fragment that we take only involves the inputs S 0 −S 3 , M , CN, and the least significant bits of A and B, i.e., A0B and B0B. Fig. 9 (a) and (b) shows OD prob and OD PTM for all the 256 possible input patterns at output ports F 0 and F 1 , respectively. We conclude that, although the differences between OD prob and OD PTM are noticeable, the curve for OD prob approximately tracks the shape of the curve for OD PTM . Fig. 9 implies that, if a sufficiently large number of patterns are selected, OD prob will yield similar results as that obtained using OD PTM . Since we are only interested in the reordering of a large number of test patterns, such differences are acceptable.
To justify the above conclusion, we use the test-patternreordering procedure described in Section IV to reorder all the 256 patterns of the fragment, using both OD PTM and OD prob as the metric, to obtain two reordered test sequences. If only the first k patterns in each reordered sequence are considered, we can find c(k) common test patterns that belong to both sequences. Table VI lists some pairs of k and c(k). As shown, the number of common test patterns c(k) is sufficiently high to show that we can use OD prob as a practical alternative to OD PTM for test-pattern reordering.
To compute OD PTM for the circuit shown in Fig. 8 , we must tensor the input signals and PTMs for all the logic gates, except the three one-input gates (two inverters and one buffer). For example, for gate M 6 , its input signals M 3 and M 4 are correlated with M 0 , M 1 , and M 2 . These five signals must be Hence, the computation of OD PTM is much expensive than the computation of OD prob , and it also requires more memory. 
VI. EXPERIMENTAL RESULTS
In this section, we evaluate the effectiveness of the proposed pattern-reordering method for the ISCAS-89 circuits. For each benchmark, we first obtain an n-detect set of test patterns and, then, reorder this test set using different reordering methods.
We do not run ATPG separately for different fault models. ATPG is only done once for n-detection of stuck-at faults. We use different reordering methods to rank these n-detect test patterns. Next, we run fault simulation for the four fault models using the reordered test patterns.
The program to compute output deviations was implemented using C++. On a 64-b Linux server with a 2.4G AMD Opteron 250 processor and 4-GB memory, it takes approximately 15 s to compute the deviations for the 851 n-detect patterns and reorder them for the full-scan version of s38584. This program is an unoptimized prototype. Event-driven techniques can be used to decrease computation time; for consecutive patterns, only the gates whose outputs are changed need to be evaluated.
The fault simulators that we use are not industrial-strength; they are unoptimized academic prototypes that simply use event-driven single-pattern-parallel-fault simulation, hence the fault-simulation times are high. For the 851 five-detect patterns for s38584, the stuck-open fault simulation takes 22 s, and the transition-fault simulation takes 16.9 s. Nevertheless, repeated use of different fault simulators for various fault models is timeconsuming for large circuits, even if industry-strength tools are used.
For each circuit, four different cases are considered corresponding to four fault models: 1) stuck-at faults; 2) stuckopen faults detected using the LOS scheme; 3) transition faults detected using the LOS scheme; and 4) transition faults detected using the LOC scheme. The fault coverage for these fault models are obtained using the different reordered test sequences.
The LOC transition-fault simulator assumes two constraints: 1) primary inputs remain unchanged during the two capture cycles and 2) POs are not probed to detect faults. This is because, for at-speed testing, low-speed testers usually cannot drive or probe pins at the functional frequency, which is much faster than the test frequency [30] . The LOS fault simulators do not assume these constraints.
To eliminate any bias in the comparison of different methods for test-set reordering, we use two arbitrarily chosen sets of CL vectors for our experiments. These vectors are defined separately for each gate type. For example, for a two-input NAND gate, we use as follows: 1) "low-CL" vector: R NAND2 = (0.8 (00) , 0.8 (01) , 0.8 (10) , 0.7 (11) ) and 2) "high-CL" vector: (10) , 0.85 (11) ). Fig. 10 (a) and (b) shows the coverage for stuck-open (LOS) and transition (LOS) faults obtained using test sequences that are reordered using both high and low CLs. As shown, both sets of CL vectors yield similar results. This is because both CL vectors are chosen to reflect the fact that, when both inputs are noncontrolling, the probability for the gate to produce the correct output is lower than other input combinations. This observation also shows that the deviation-based reordering technique is less sensitive to the absolute values of CL vectors, as long as the CL vectors can reflect basic attributes of the layout and/or process. It is also expected that more accurate CL vectors that carry more information can yield better results. How to derive those CL vectors is an important topic for ongoing research. In this section, we only report results obtained using the "high-CL" set.
Figs. 11-13 show the fault coverage obtained for various test lengths for different fault models for several ISCAS-89 benchmark circuits, using five-detect test cubes. For stuckopen and transition faults, the deviation-based reordering approach appears to be the most promising. The patterns selected using the proposed approach provide higher defect coverage with a smaller number of test patterns. For stuck-at faults, S inc outperforms other reordering methods. This is expected because S inc is tailored to obtain the steepest stuck-at fault coverage.
It can be seen from all cases that, by first applying test patterns selected by the deviation-based method, we can cover most easy-to-detect stuck-open and transition faults using the first few test patterns (40%-50% for most benchmark circuits). In case 4, the fault coverage for the complete set of patterns is relatively low, because the second test pattern p 2 is not directly generated by the n-detect ATPG tool. These observations suggest that, in order to obtain high defect coverage with a small number of test patterns, we should only apply a subset of the n-detect test patterns (reordered by the deviation-based method) and, then, add top-off ATPG patterns targeting the remaining hard-todetect faults.
For the coverage for stuck-open faults and transition faults, test sets reordered using the deviation-based method (S dev1 and S dev2 ) outperform test sets reordered by the other methods. For stuck-at fault coverage S inc , which is specifically tuned for stuck-at fault coverage, outperforms S dev1 and S dev2 . However, S inc is only optimized for one fault model. Since our goal is to improve the defect coverage, it is inefficient to consider only one fault model for pattern ordering.
VII. CONCLUSION
We have presented a probabilistic fault model as a technique to grade test patterns for defects that cannot be modeled using compact fault models. We have shown that output deviations offer an effective surrogate coverage metric to model the quality of test patterns. Pattern ranking based on output deviations offers a useful method for test-pattern reordering during high-volume and time-constrained production testing. Experimental results show that test sequences reordered using output deviations are consistently more effective than sequences returned by other methods. We have evaluated pattern grading using the fault coverage for stuck-open and transition faults.
