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The decomposition is defined. The components are each as an orthogonal 
matrix with elements 0, i 1. In pairs they satisfy XYr + YXr = 0. It is con- 
jectured that every Hadamard matrix of order mn is decomposable into m 
components for m = 4 or 8. 
Baumert and Hall [I] have constructed a 12-by-12 matrix A in which 
each element has one of the eight values fx, j-y, fz, or fw, with the 
property that 
AAT = 3(x2 + y2 + 22 + w2)Z (1) 
for indeterminate x, y, z, and w. They used the matrix A in constructing 
an Hadamard matrix of order 156. 
The present paper is concerned with matrices of order IZ 
A = A(x, )...) x,) = XIC, + *** + x,c, (2) 
in which each element of A has one of the 2m values &x1 ,..., &-x, , 
with the property that 
AAT = (n/m)(x12 + *** + xm2)Z (3) 
for indeterminate x’s. A matrix A for which (2) and (3) hold is said to 
be a decomposition D(n, m), and C, ,..., C, are called the components 
of the Hadamard matrix A(l,..., 1) that is their sum. The C’s of necessity 
satisfy 
CiCi’ = (nlm)Z, i = I,..., m, (4) 
and 
CiC,* + C$Ci* = 0, j # i. (5) 
The Baumert-Hall matrix is a decomposition 0(12,4). 
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The matrix 
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(6) 
is familiar from the theory of quaternions. It suggests a decomposition 
0(4,4) in which the components C, ,..., C, are defined by 
Q=C,+iC,-l-jC,+kC,. (7) 
That this is a decomposition is verified by noting that, if in (6) 1, i, j, 
and k are treated as indeterminates, Q is orthogonal: 
QQT = (I2 + i2 + jz + k2)I. (8) 
Williamson [2] made use of (8) to construct a number of Hadamard 
matrices in a manner later extended by Baumert and Hall [l]. In the 
same way that (6) suggests a decomposition 0(4,4), the multiplication 
table for the Cayley numbers suggests a decomposition D(8, 8) that is 
not exhibited here. 
THEOREM. Given an Hadamard matrix H of order n > 1, there may be 
constructed decompositions D(n, 2), D(2n, 4), and D(4n, 8). 
Proof. Set 
x=Q ( 
I 
I 
-I H 
1 I ’ Y=t(-; ;)K 
Z= a(-; I;)K W=+( ; $5 
(9) 
A2ncG Y, z, 4 = ( 
xx+yY ZXfWY 
1 --zx+wY xx-yY’ 
B,,(x, Y, zv 4 = ( 
xXfyY ZZfWW 
-zz-ww 1 xx+yy ’ 
(11) 
(12) 
Then A,, A,, , and 4, are, respectively, decompositions D(n, 2), 
D(2n, 4), and D(4n, 8). I 
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Since Hadamard matrices of order 4k are known for k = l,..., 46, the 
theorem furnishes decompositions D(4k, 4) for k = 2,4,..., 92. The 
Baumert-Hall matrix is the case k = 3, and Q of (6) gives the case k = 1. 
For each of 
k = 1,2,3,4,6,8 ,..., 90,92, (14) 
then, there is known to be a decomposition D(4k, 4). This suggests two 
conjectures: (i) that for each positive integer k there exists a decomposi- 
tion D(4k, 4), and (ii) that every Hadamard matrix of order 4k is decom- 
posable D(4k, 4). 
The theorem furnishes also decompositions D(Sk, 8) for k = 2,4,..., 92. 
The multiplication table for the Cayley numbers gives the case k = 1, 
and there is exhibited below a decomposition D(24,8). For each value 
of k given by (14), then, there is known to be a decomposition D(8k, 8). 
This suggests extending the two conjectures to include: (i) for each positive 
integer k there exists a decomposition D(8k, 8), and (ii) every Hadamard 
matrix of order 8k is decomposable D(8k, 8). 
The construction of D(24, 8) is as follows. Two matrices are said to be 
equivalent if one can be transformed into the other by permutations of 
rows, permutations of columns, changing the sign of each element in 
certain rows, and changing the sign of each element in certain columns. 
Equivalent to the Baumert-Hall matrix is 
4% Y, z, 4 
zzz 
y x x x 
--x Y x -x 
-x -x y x 
-X x-x y 
-y -y -z -w 
-w -w -2 y 
w --M’ w -Y 
-w -z w  -z 
-Y y -z -w 
z -z -y -w 
-z -z y z 
Z --w-w z 
-z z w y 
w-w z-y 
w -y -y w 
--u’ -M’ -z W 
Z x x x 
-x z x -x 
-x -x z x 
-x x-x z 
-z -z w y 
-y -y -w -z 
-y -w y  --Ml 
Y-Y Y z 
--M’ M’ z -Y 
-z z -w -y 
z z w  -z 
-z -y -y -z 
-w -w z -y 
Y y -z -w 
y -z -y -z 
-Y Y -Y w  
w  x x x 
-x w  x -x 
-x -x w  x 
-x x-x w  
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Also a decomposition 0(12,4) but not equivalent to (15) is 
Then 
y x x x 
--x Y x --x 
-x --x y x 
--x x-x y 
-w -w -z -y 
Y y -z -w 
-w w  -w -y 
z -w -w z 
Z -z Y --w 
y -y -z -w 
z z Y --z 
-w -z w  -z 
-w w  z y 
-z z -w -y 
-y -w Y --w 
W w -z -w 
z x x x 
-x z x -x 
-x -x z x 
-x x-x z 
Y Y w  -z 
-z -z -w -y 
w  -y -y w  
-Y Y-Y z 
-z z w  -y 
w-w z-y 
-z -z w  z 
-Y z Y z 
-y -y z -w 
-w-w-z y 
z Y Y z 
Y-Y Y w  
w  x x x 
-x w  x -x 
-x -x w  x 
--x x-x w  
( NG 3 x2 3 x3 3 x4) &X6 , xl3  x7 3 XEJ 
w--x, 2 43 7 9 %3) x7 --AC--x, 3x2, x3 > x4) 1 
is a decomposition D(24, 8). 
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