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Abstract
In this paper, we first discuss the solvability of coupled forward–backward stochastic differential equa-
tions (FBSDEs, for short) with random terminal time. We prove the existence and uniqueness of adapted
solution to such FBSDEs under some natural assumptions. The method of proof adopted is to construct
a contraction mapping related to the solutions of a sequence of backward SDEs. Our monotonicity-type
assumptions are different from those in Hu and Peng (1995) [4], Peng and Shi (2000) [11], and so on. As a
corollary of our main result, the solvability of FBSDEs with a finite time horizon is discussed. Finally, the
existence and uniqueness theorem of the solution to FBSDEs with a finite time horizon is applied to price
special European-type options for a large investor.
© 2011 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Throughout this paper, we assume that (Ω,F ,P) is a complete probability space on which a
d-dimensional Brownian motion B = (Bt )t0 is defined. Let F = {Ft }t0 be the natural filtra-
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forward–backward stochastic differential equations (FBSDEs, for short):
xt = x0 +
t∫
0
b(s, xs, ys, zs,ω)ds +
t∫
0
σ(s, xs, ys, zs,ω)dBs, x0 ∈ Rn, (1.1)
yt = h(xτ ,ω) +
τ∫
t
f (s, xs, ys, zs,ω)ds −
τ∫
t
zs dBs, 0 t  τ, (1.2)
where (x·, y·, z·) takes values in Rn × Rn × Rn⊗d ; τ is a stopping time with values in [0,∞];
b,σ,f and h, called the coefficients of Eqs. (1.1) and (1.2), are some given measurable functions
with appropriate dimensions.
The study of FBSDEs was started in the early 1990s. Since the first local existence result of
the solution was discussed by Antonelli [1], quite a few authors have contributed to the solvabil-
ity of FBSDEs with a finite time horizon. Among them, we would like to mention Ma et al. [6],
Ma and Yong [7] and Hu and Yong [5], who introduced a partial differential equation method
called Four Step Schemes to prove the existence and uniqueness of the solution to FBSDEs
with non-random coefficients and a non-degenerate diffusion coefficient. Motivated by stochas-
tic Hamiltonian equations, Hu and Peng [4], Peng and Wu [10] developed the so-called Method
of Continuation, which is a purely probabilistic method and allows the randomness of the coeffi-
cients. The method of continuation was generalized by Yong [17] and Ma and Yong [8]. Pardoux
and Tang [9] also established, by means of a purely probabilistic approach, an existence and
uniqueness result under some natural monotonicity conditions. However, to our best knowledge,
relatively little is known about the solvability of FBSDEs with random terminal time. We refer to
some previous work from Peng and Shi [11] on infinite horizon FBSDEs, Yin and SiTu [13,14]
on FBSDEs with Poisson jumps and with random terminal time. More recently, Yin [15] proved
the unique solvability of infinite horizon FBSDEs under weaker assumptions.
In this paper, we will prove the unique solvability of FBSDEs (1.1) and (1.2) and give its
applications to price European-type contingent claims for a large investor. Our first purpose is
to establish an existence and uniqueness theorem of the solution to Eqs. (1.1) and (1.2). The
difficulty of solving (1.1) and (1.2) lies in the coupling between the forward SDE (1.1) and the
backward SDE (1.2), which leads to a circular dependence. The method chosen here is based on
constructing a contraction mapping related to the solutions of a sequence of backward SDEs in
the spirit of [15] for the infinite horizon FBSDEs case, but with some modifications. We also use
an existence and uniqueness result of backward stochastic differential equations with random
terminal time, namely, Theorem 3.4 in [3] to solve Eqs. (1.1) and (1.2). It should be pointed
out that Peng and Shi [11] also investigated infinite horizon FBSDEs, a special case of FBSDEs
with random terminal time, and showed an existence and uniqueness result under the traditional
monotonicity condition and the Lipschitz condition. However, the techniques used, the space of
solutions and the assumptions proposed in this paper are different from those, and on the other
hand, our conditions seem to be both simple and easily verifiable. We also apply the main result
of the paper to deal with FBSDEs with a finite duration. An existence and uniqueness result is
established under weaker assumptions. Finally, as an application, we consider the problem of
hedging special European-type contingent claims for a large investor under suitable conditions.
The rest of the paper is organized as follows. In Section 2, we propose some assumptions
on the coefficients b, σ , f and h. A precise definition of adapted solution to FBSDEs (1.1) and
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of the solution to FBSDEs (1.1) and (1.2). An existence and uniqueness result of the solution
to FBSDEs with a finite time horizon is also derived. This result is then applied to price special
European-type contingent claims for a large investor in the last section.
2. Preliminaries
Throughout this paper, we always denote by 〈·,·〉 and | · | the usual scalar product and the
Euclidean norm for vectors, and by ‖ · ‖ the trace norm for matrices. Now we make the following
standing assumptions:
(H1) The coefficients b : [0,∞)×Rn ×Rn ×Rn⊗d ×Ω → Rn,f : [0,∞)×Rn ×Rn ×Rn⊗d ×
Ω → Rn and σ : [0,∞) × Rn × Rn × Rn⊗d × Ω → Rn⊗d are continuous in variables
(x, y, z) ∈ Rn ×Rn ×Rn⊗d . Moreover, b(·, x, y, z, ·), f (·, x, y, z, ·) and σ(·, x, y, z, ·) are
all progressively measurable for each (x, y, z) ∈ Rn × Rn × Rn⊗d .
(H2) For any t , x, x1, x2, y, y1, y2 and z, there exist μ1,μ2 ∈ R such that〈
x1 − x2, b(t, x1, y, z,ω) − b(t, x2, y, z,ω)
〉
 μ1|x1 − x2|2, P-a.s., (2.1)〈
y1 − y2, f (t, x, y1, z,ω) − f (t, x, y2, z,ω)
〉
 μ2|y1 − y2|2, P-a.s. (2.2)
(H3) For any t , x, x1, x2, y, y1, y2, z1, z2, there exist k, c, ki, ci  0, i = 1,2, such that P-a.s.,∣∣b(t, x, y1, z1,ω) − b(t, x, y2, z2,ω)∣∣ k1|y1 − y2| + k2‖z1 − z2‖, (2.3)∣∣f (t, x1, y, z1,ω) − f (t, x2, y, z2,ω)∣∣ c1|x1 − x2| + c2‖z1 − z2‖, (2.4)∣∣b(t, x,0,0,ω)∣∣ ∣∣b(t,0,0,0,ω)∣∣+ c(1 + |x|), (2.5)∣∣f (t,0, y,0,ω)∣∣ ∣∣f (t,0,0,0,ω)∣∣+ k(k′ + |y|), (2.6)
where k′ = 0 or 1.
(H4) For any t , xi , yi , zi , i = 1,2, there exist k3, k4, k5  0 such that P-a.s.,∥∥σ(t, x1, y1, z1,ω) − σ(t, x2, y2, z2,ω)∥∥2
 k3|x1 − x2|2 + k4|y1 − y2|2 + k5‖z1 − z2‖2. (2.7)
(H5) The coefficient h :Rn ×Ω → Rn is jointly measurable with respect to B(Rn)×Fτ , where
B(Rn) is the Borel sigma-algebra over Rn. Furthermore, h is uniformly Lipschitz contin-
uous, namely, for any x1, x2 ∈ Rn, there exists a constant α > 0 such that∣∣h(x1,ω) − h(x2,ω)∣∣ α|x1 − x2|, P-a.s. (2.8)
(H6) There exist constants λ ∈ R, 1, 2 > 0, β > 0 and 0 < θ  1 such that,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2μ2 + c
2
1
αβ
+ c
2
2
1 − θ + θ
k4 + k1−11
ϕ(1, 2)
 λ−2μ1 − k3 − k11 − k22 − β,
α
θ
ϕ(1, 2) < 1, if k2 ∨ k5 > 0.
Moreover, if c2 > 0, then 0 < θ < 1, else θ = 1 ( 00 := 0);
2μ2 + c
2
1
αβ
+ c22 + α · ϕ(1, 2) < λ−2μ1 − k3 − k11 − k22 − β,
(2.9)if k2 ∨ k5 = 0,
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[ τ∫
0
eλt
(∣∣b(t,0,0,0,ω)∣∣2 + ∣∣f (t,0,0,0,ω)∣∣2 + ∥∥σ(t,0,0,0,ω)∥∥2)dt]< ∞,
(2.10)
Eeλτ
∣∣h(0,ω)∣∣2 + E[k′eλτ ]< ∞, (2.11)
where ϕ(1, 2) := max(k4 + k1−11 , k5 + k2−12 ) > 0, a ∨ b = max(a, b).
Definition 2.1. A triple of Ft -adapted processes (x·, y·, z·) is called an adapted solution of
FBSDEs (1.1) and (1.2), if (x·, y·, z·) satisfies Eqs. (1.1) and (1.2) and there exists a constant
λ ∈ R satisfying
E
( τ∫
0
eλt
(|xt |2 + |yt |2 + ‖zt‖2)dt)< ∞. (2.12)
Remark 2.1. Note that if (x·, y·, z·) is a solution of (1.1) and (1.2), it is easy to deduce from the
Burkholder–Davis–Gundy inequality and the assumptions (H1)–(H6), that
E
(
sup
0tτ
eλt |xt |2 + sup
0tτ
eλt |yt |2
)
< ∞.
Remark 2.2. If τ ≡ ∞ and h(·) ≡ 0, then Eqs. (1.1) and (1.2) reduce to infinite horizon FBSDEs
discussed in [11,15]. For such FBSDEs, an existence and uniqueness theorem of the adapted
solution has been derived by Yin [15] under some weaker assumptions. Besides, since the con-
stants ki , i = 1,2,3,4,5, are nonnegative, ϕ(1, 2) = 0 means that k1 = k2 = k4 = k5 = 0, but
this would mean that b and σ are independent of (y, z). Thus ϕ(1, 2) > 0 is assumed to avoid
discussing decoupled FBSDEs.
3. Existence and uniqueness of the solution
This section is devoted to proving an existence and uniqueness theorem of the adapted solution
to FBSDEs (1.1) and (1.2), namely, Theorem 3.1 under above assumptions. As a preparation, we
first give a lemma (Lemma 3.1), which is a direct consequence of Theorem 3.4 in [3, p. 1141] and
will be used in later analysis. For notational simplicity, we let L2λ(0, τ ;Rn(Rn⊗d)) denote the set
of all Rn(Rn⊗d)-valued Ft -adapted processes {ϕ(t)}t0 such that ‖ϕ‖2λ := E
∫ τ
0 e
λt |ϕ(t)|2 dt <
∞.
Lemma 3.1. Suppose that f satisfies (2.2), (2.4), (2.6), and (H5) holds. If there exists a constant
ρ > 2μ2 + c22 such that, for some {x¯t } ∈ L2ρ(0, τ ;Rn),
E
[
eρτ
(∣∣h(0,ω)∣∣2 + |x¯τ |2 + k′)+ τ∫
0
eρt
∣∣f (t,0,0,0,ω)∣∣2 dt]< ∞, (3.1)
then the following backward stochastic differential equation
yt = h(x¯τ ,ω) +
τ∫
f (s, x¯s , ys, zs,ω)dt −
τ∫
zs dBs, 0 t  τ, (3.2)t t
J. Yin / Bull. Sci. math. 135 (2011) 883–895 887admits a unique solution (y·, z·) ∈ L2ρ(0, τ ;Rn)×L2ρ(0, τ ;Rn⊗d), and moreover, which satisfies
E
[
sup
0tτ
eρt |yt |2
]
< ∞. (3.3)
On the other hand, suppose that a pair of processes (y¯·, z¯·) ∈ L2η(0, τ ;Rn) × L2η(0, τ ;Rn⊗d)
is given, where η < −2μ1 − k3, we can similarly prove the following lemma. In fact, with the
same techniques as for Lemma 3.2 in [15], it is only needed to replace ∞ with τ .
Lemma 3.2. Let (2.1), (2.3), (2.5) and (2.7) be satisfied. Assume further that
E
[ τ∫
0
eηt
(∣∣b(t,0,0,0,ω)∣∣2 + ∥∥σ(t,0,0,0,ω)∥∥2)dt]< ∞, η < −2μ1 − k3, (3.4)
then the following forward stochastic differential equation
xt = x0 +
t∫
0
b(s, xs, y¯s , z¯s ,ω)ds +
t∫
0
σ(s, xs, y¯s , z¯s ,ω)dBs, 0 t  τ, (3.5)
admits a unique solution (x·) ∈ L2η(0, τ ;Rn), and moreover, which satisfies
E
[
sup
0tτ
eηt |xt |2
]
< ∞. (3.6)
Note that if λ satisfies (2.9), then λ > 2μ2 + c22 and λ < −2μ1 − k3. Lemmas 3.1 and 3.2
tell us that the forward SDE (1.1) has a unique solution (x·) ∈ L2λ(0, τ ;Rn) once the arguments
(y¯, z¯) ∈ L2λ(0, τ ;Rn)×L2λ(0, τ ;Rn⊗d) are given, where λ satisfies (2.9), furthermore, the BSDE
(1.2) has a unique solution (y, z) ∈ L2λ(0, τ ;Rn) × L2λ(0, τ ;Rn⊗d) for the known (x·). So we
can define a mapping Γ :L2λ(0, τ ;Rn) × L2λ(0, τ ;Rn×d) → L2λ(0, τ ;Rn) × L2λ(0, τ ;Rn⊗d) and
prove the existence and uniqueness result of the solution to the FBSDEs (1.1) and (1.2) by means
of the fixed point theorem.
Theorem 3.1. Under the assumptions of (H1)–(H6), the FBSDEs (1.1) and (1.2) has a unique
solution (x·, y·, z·) ∈ L2λ(0, τ ;Rn) × L2λ(0, τ ;Rn) × L2λ(0, τ ;Rn⊗d).
Proof. We will show that the mapping Γ is contractive. Let (y¯1· , z¯1· ) and (y¯2· , z¯2· ) be given two
pairs of progressively measurable processes in L2λ(0, τ ;Rn) × L2λ(0, τ ;Rn⊗d), where λ satis-
fies (2.9). According to Lemma 3.2, with (y¯1· , z¯1· ) and (y¯2· , z¯2· ) in (3.5), the corresponding forward
SDEs have two solutions (x¯1· ) and (x¯2· ) in L2λ(0, τ ;Rn), respectively. By Itô’s formula, (2.1),
(2.3), (2.7) and some elementary inequalities, we have
Eeλτ
∣∣x¯1τ − x¯2τ ∣∣2 + [−λ − 2μ1 − k3 − k11 − k22]∥∥x¯1 − x¯2∥∥2λ
 E
τ∫
0
eλt
[(
k4 + k1−11
)∣∣y¯1t − y¯2t ∣∣2 + (k5 + k2−12 )∥∥z¯1t − z¯2t ∥∥2]dt
= (k4 + k1−1)∥∥y¯1 − y¯2∥∥2 + (k5 + k2−1)∥∥z¯1 − z¯2∥∥2, (3.7)1 λ 2 λ
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∞ from Lemma 3.2. Thus, by Lemma 3.1, there exist two solutions (y1· , z1· ) and (y2· , z2· ) satis-
fying the following BSDEs
yit = h
(
x¯iτ ,ω
)+ τ∫
t
f
(
s, x¯is , y
i
s, z
i
s ,ω
)
dt −
τ∫
t
zis dBs, 0 t  τ, i = 1,2. (3.8)
By Itô’s formula, (2.2), (2.4), (2.7), (2.8) and the Young inequality, we get
E
τ∫
0
λeλt
∣∣y1t − y2t ∣∣2 dt + E τ∫
0
eλt
∥∥z1t − z2t ∥∥2 dt
 αE
[
eλτ
∣∣x¯1τ − x¯2τ ∣∣2]+ 2μ2E τ∫
0
eλt
∣∣y1t − y2t ∣∣2 dt
+ E
τ∫
0
2eλt
∣∣y1t − y2t ∣∣∣∣f (x¯1t , y2t , z1t )− f (x¯2t , y2t , z2t )∣∣dt
 αE
[
eλτ
∣∣x¯1τ − x¯2τ ∣∣2]+ 2μ2E τ∫
0
eλt
∣∣y1t − y2t ∣∣2 dt
+ E
τ∫
0
eλt
[
c1ρ1
∣∣y1t − y2t ∣∣2c1ρ−11 ∣∣x¯1t − x¯2t ∣∣2 + c2ρ2∣∣y1t − y2t ∣∣2
+ c2ρ−12
∥∥z1t − z2t ∥∥2]dt, (3.9)
where ρ1, ρ2 are two arbitrary positive constants. It then follows from (3.9) that
[λ − 2μ2 − c1ρ1 − c2ρ2]
∥∥y1 − y2∥∥2
λ
+ [1 − c2ρ−12 ]∥∥z1 − z2∥∥2λ
 αE
[
eλτ
∣∣x¯1τ − x¯2τ ∣∣2]+ c1ρ−11 ∥∥x¯1 − x¯2∥∥2λ. (3.10)
For the case of k2 ∨ k5 > 0 and c2 = 0, if c1 > 0, we will take ρ1 = c1αβ , otherwise we will take
an arbitrary positive constant ρ1 for c1 = 0. It then follows from (2.9), (3.7), (3.10) that
Eeλτ
∣∣x¯1τ − x¯2τ ∣∣2 + β∥∥x¯1 − x¯2∥∥2λ
 ϕ(1, 2)
[
k4 + k1−11
ϕ(1, 2)
∥∥y¯1 − y¯2∥∥2
λ
+ ∥∥z¯1 − z¯2∥∥2
λ
]
, (3.11)
k4 + k1−11
ϕ(1, 2)
∥∥y1 − y2∥∥2
λ
+ ∥∥z1 − z2∥∥2
λ
 αE
[
eλτ
∣∣x¯1τ − x¯2τ ∣∣2]+ αβ∥∥x¯1 − x¯2∥∥2λ. (3.12)
Thus, we will deduce that
k4 + k1−11
ϕ(1, 2)
∥∥y1 − y2∥∥2
λ
+ ∥∥z1 − z2∥∥2
λ
 αϕ(1, 2)
(
k4 + k1−11 ∥∥y¯1 − y¯2∥∥2
λ
+ ∥∥z¯1 − z¯2∥∥2
λ
)
. (3.13)ϕ(1, 2)
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the forward SDE (1.1) has a unique solution x·, and the required result follows.
For the case of k2 ∨k5 > 0 and c2 > 0, we will take ρ2 = c21−θ . If c1 > 0, we will take ρ1 = c1αβ ,
otherwise ρ1 can be taken an arbitrary positive constant. Similarly, by (2.9), (3.7) and (3.10), we
have
k4 + k1−11
ϕ(1, 2)
∥∥y1 − y2∥∥2
λ
+ ∥∥z1 − z2∥∥2
λ
 αϕ(1, 2)
θ
(
k4 + k1−11
ϕ(1, 2)
∥∥y¯1 − y¯2∥∥2
λ
+ ∥∥z¯1 − z¯2∥∥2
λ
)
, (3.14)
which gives the required conclusion.
For the case of k2 ∨ k5 = 0, k1 ∨ k4 > 0 and c2 = 0, we will take ρ1 = c1αβ for c1 > 0 and ρ1
an arbitrary positive constant for c1 = 0. By (2.9), (3.7) and (3.10), we can derive that
Eeλτ
∣∣x¯1τ − x¯2τ ∣∣2 + β∥∥x¯1 − x¯2∥∥2λ  ϕ(1, 2)[∥∥y¯1 − y¯2∥∥2λ], (3.15)(
λ − 2μ2 − c
2
1
αβ
)∥∥y1 − y2∥∥2
λ
+ ∥∥z1 − z2∥∥2
λ
 αEeλτ
∣∣x¯1τ − x¯2τ ∣∣2 + αβ∥∥x¯1 − x¯2∥∥2λ. (3.16)
These, together with (2.9), yield that∥∥y1 − y2∥∥2
λ
<
∥∥y¯1 − y¯2∥∥2
λ
, (3.17)
which implies that there is a fixed point y ∈ L2λ(0, τ ;Rn) from the contraction mapping theorem.
It is seen from (3.15) that there exists a unique x ∈ L2λ(0, τ ;Rn), moreover, by (3.16) there is
also a unique z ∈ L2λ(0, τ ;Rn). Thus, (x, y, z) is the unique solution of Eqs. (1.1) and (1.2).
For the case of k2 ∨ k5 = 0, k1 ∨ k4 > 0 and c2 > 0, we take the same ρ1 as above. Let  > 0
be a small enough constant such that λ 2μ2 + c
2
1
αβ
+ c22(1 + ) + α · ϕ(1, 2). Now choosing
ρ2 = c2, by (2.9), (3.7) and (3.10), it is not difficult to get
Eeλτ
∣∣x¯1τ − x¯2τ ∣∣2 + β∥∥x¯1 − x¯2∥∥2λ  ϕ(1, 2)[∥∥y¯1 − y¯2∥∥2λ], (3.18)(
 · c22 + αϕ(1, 2)
)∥∥y1 − y2∥∥2
λ
 αϕ(1, 2)
∥∥y¯1 − y¯2∥∥2
λ
. (3.19)
Thus, by (3.19) and the contractive mapping theorem, there exists a unique y ∈ L2λ(0, τ ;Rn),
then a unique x ∈ L2λ(0, τ ;Rn) exists from (3.18). By Lemma 3.1, the backward SDE (1.1) has
a unique solution (y, z) ∈ L2λ(0, τ ;Rn) × L2λ(0, τ ;Rn). The proof is complete. 
Remark 3.1. If α = 0, it is seen that h(·,ω) is independent of xτ , in this case, we can similarly
show an existence and uniqueness theorem of the solution to such FBSDEs with random terminal
time. This is essentially similar to the infinite time horizon FBSDEs case considered by Yin [15].
Remark 3.2. It should be emphasized that our assumptions are quite different from those in
[4,10,11], where random coefficients not only satisfy the Lipschitz condition, but also satisfy the
so-called monotonicity assumption. However, it is found that b and f are not needed to satisfy
the Lipschitz condition, the monotonicity condition on h in [4,10] is also removed under our
assumptions, and our monotonicity-type assumption (H2) is both simple and weak. It seems that
890 J. Yin / Bull. Sci. math. 135 (2011) 883–895our assumptions are similar, also not identical, to those in [9], but the FBSDEs considered, the
space of solutions, and the proof adopted in this paper are different from those in [9].
Example 3.1. Consider the following one-dimensional FBSDEs with random terminal time:
xt = x0 +
t∫
0
b(s, xs, ys, zs) ds +
t∫
0
σ(s, xs, ys, zs) dWs, x0 ∈ R, (3.20)
yt = h(xτ ) +
τ∫
t
f (s, xs, ys, zs) ds −
τ∫
t
zs dWs, 0 t  τ, (3.21)
where (Wt)t0 is a one-dimensional Brownian motion; f , b and σ are all real-valued continuous
functions as follows:
b(t, x, y, z) = −νx|x|−κ + k1y + k2z,
f (t, x, y, z) = c1x + μ2y + c2z,
σ (t, x, y, z) =√k3x +√k4y +√k5z,
h(x) = αx,
where 0 < κ < 1, ν > 0, α > 0, μ2 < 0, k1, k2, k3, k4, k5, c1, c2 > 0. Suppose that there exist
1, 2, β > 0 and 0 < θ < 1 such that
2μ2 + c
2
1
αβ
+ c
2
2
1 − θ −k11 − k22 − k3 − β − θ
k1
−1
1 + k4
max(k1
−1
1 + k4, k2−12 + k5)
and
α
θ
max
(
k1
−1
1 + k4, k2−12 + k5
)
< 1,
then FBSDEs (3.20) and (3.21) have a unique solution (x·, y·, z·) ∈ L2λ(R) × L2λ(R) × L2λ(R),
where λ is an arbitrary constant satisfying
2μ2 + c
2
1
αβ
+ c
2
2
1 − θ + θ
k1
−1
1 + k4
max(k1
−1
1 + k4, k2−12 + k5)
 λ−k11 − k22 − k3 − β.
In fact, it is easy to check that b, f and σ satisfy (H1)–(H6) with μ1 = 0 since (x1 − x2) ·
(−νx1|x1|−κ + νx2|x2|−κ ) 0. However, it is clear that b is not Lipschitz continuous in x. More
specifically, for example, we can take c1 = c2 = 12 , k1 = k2 = k5 = 14 , k3 = k4 = 12 , α = 12 ,
μ2 = −2, 1 = 2 = 1, β = 1 and θ = 12 , then the conclusion follows.
If τ ≡ T , where T is a positive constant, then Eqs. (1.1) and (1.2) reduce to FBSDEs
with a finite time horizon. In this case, the solution space L2λ(0, T ;Rn(Rn⊗d)) is equivalent
to L2(0, T ;Rn(Rn⊗d)) for any λ ∈ R. Therefore, the following corollary is a direct result of
Theorem 3.1, if α > 0, and (H6) is replaced by the following assumptions:
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2(μ1 + μ2)− c
2
1
αβ
− c
2
2
1 − θ − θ
k4 + k1−11
ϕ(1, 2)
− k3 − k11 − k22 − β,
α
θ
ϕ(1, 2) < 1, if k2 ∨ k5 > 0.
Moreover, if c2 > 0, then 0 < θ < 1, else θ = 1;
2(μ1 + μ2) < − c
2
1
αβ
− c22 − α · ϕ(1, 2) − k3 − k11 − k22 − β,
if k2 ∨ k5 = 0,
(3.22)
E
( T∫
0
(∣∣b(t,0,0,0,ω)∣∣2 + ∣∣f (t,0,0,0,ω)∣∣2 + ∥∥σ(t,0,0,0,ω)∥∥2)dt)
+ E∣∣h(0,ω)∣∣2 < ∞. (3.23)
Corollary 3.1. If the assumptions (H1)–(H5) and (H7) hold, then there exists a unique solution
(x·, y·, z·) ∈ L2(0, T ;Rn) × L2(0, T ;Rn) × L2(0, T ;Rn⊗d) to the following FBSDEs:
xt = x0 +
t∫
0
b(s, xs, ys, zs,ω)ds +
t∫
0
σ(s, xs, ys, zs,ω)dBs, x0 ∈ Rn, (3.24)
yt = h(xT ,ω) +
T∫
t
f (s, xs, ys, zs,ω)ds −
T∫
t
zs dBs, 0 t  T . (3.25)
4. Pricing European-type options for a large investor
Let us consider a financial market in which one bond and m risk securities are traded con-
tinuously over a finite time horizon. We denote their prices by pi(t), i = 0,1, . . . , d , at time
t ∈ [0, T ], where T > 0 is the maturity date or duration. Instead of the traditional “small in-
vestor” assumption, we consider a large investor, whose wealth and portfolio will influence the
prices of risk securities in this financial market. The wealth of the investor at time t is denoted
by yt , and the amount of money that the investor invests the ith stock at time t is denoted
by πit , i = 1, . . . , d . More precisely, we suppose that the prices (p0, . . . , pd) satisfy the fol-
lowing stochastic differential equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dp0(t) = p0(t)r(t) dt, p0(0) = 1, 0 t  T ,
dpi(t) = pi(t)
[
bi(t, yt , πt ) dt +
d∑
j=1
σ ij (t) dB
j
t
]
,
πt =
(
π1t , . . . , π
d
t
)∗
, pi(0) = pi > 0, i = 1, . . . , d,
(4.1)
where r(t) is the rate of interest, b = (b1, . . . , bd)∗ is the vector of instantaneous appreciation
rates, where superscript “∗” denotes the transpose of a vector or a matrix, and σ = (σ ij )d×d is
the volatility matrix. A similar financial market model was discussed by Cvitanic´ and Ma [2],
who extended classical results of hedging contingent claims by applying the Four Step Schemes
of Ma, Protter and Yong [6] for solving FBSDEs.
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the financial market. His investment policy is described by above portfolio πt = (π1t , . . . , πdt )∗.
His consumption process is described by C(t). Under the assumption of self-finance, a direct
computation gives that, for t ∈ [0, T ],
dyt = yt r(t) dt + π∗t
[
b(t, yt , πt ) + δ(t) − r(t)1
]
dt − dC(t) + π∗t σ (t) dBt , y0 > 0,(4.2)
where 1 = (1, . . . ,1)∗ is a d-dimensional constant vector with all elements being 1; δ(t) =
(δ1(t), . . . , δd(t))∗ is a dividend rate process paid by the risk securities. Assume further the con-
sumption process satisfies the rule:
C(t) =
t∫
0
c(s, ys) ds, c(t, y) 0. (4.3)
We also assume that the volatility matrix function σ(t) is invertible for each t ∈ [0, T ]. In this
case, if we define{
z∗t := π∗t σ (t) ⇒ π∗t = z∗t σ−1(t),
f (t, y, z) := r(t)y + z∗σ−1(t)[b(t, y,π) + δ(t) − r(t)1]− c(t, y),
then Eq. (4.2) can be rewritten as
dyt = f (t, yt , zt ) dt + zt dBt , y0  0, t ∈ [0, T ]. (4.4)
We now study the hedging problem on European-type contingent claims. The payoff of a
contingent claim at the maturity date t = T is h(p(T )), where h(·) is a nonnegative function.
If there exists an initial wealth and a portfolio to make the investor’s wealth arrive at h(p(T ))
at time T , we say the contingent claim can be hedged. We also call the smallest initial wealth,
the price of the contingent claim. If we denote the price of the contingent claim by y0, then the
wealth process {yt }, together with the risk security price equations, leads to FBSDEs:{
dp(t) = Λ(p(t))[b(t, yt , [σ(t)∗]−1zt)dt + σ(t) dBt],
dyt = f (t, yt , zt ) dt + zt dBt , yT = h
(
p(T )
)
,
(4.5)
where Λ(p) is a d × d diagonal matrix-valued function defined by
Λ(p) =
⎛⎜⎜⎝
p1 0 · · · 0
0 p2 · · · 0
...
... · · · ...
0 0 · · · pd
⎞⎟⎟⎠ , p = (p1,p2, . . . , pd)∗ ∈ Rd.
By applying Itô’s formula to the log-price process xit = log(pi(t)) for the ith stock, we have
dxt =
[
b
(
t, yt ,
[
σ(t)∗
]−1
zt
)− σ̂ (t)]dt + σ(t) dBt ,
x0 =
(
log(p1), . . . , log(pd)
)∗
, (4.6)
where
xt =
(
x1t , . . . , x
d
t
)∗
, σ̂ (t) = (σ̂ 1(t), . . . , σ̂ d (t))∗,
σ̂ i(t) = 1
2
d∑∣∣σ ij (t)∣∣2, i = 1, . . . , d.
j=1
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dxt =
[
b
(
t, yt ,
[
σ(t)∗
]−1
zt
)− σ̂ (t)]dt + σ(t) dBt ,
x0 =
(
log(p1), . . . , log(pd)
)∗
,
dyt = f (t, yt , zt ) dt + zt dBt , yT = h
(
exT
) := h(ex1T , . . . , exdT ). (4.7)
However, since pi(t), i = 1, . . . , d , denote the prices of risk securities, it is natural to require
the solutions of forward SDEs (4.1) to be positive. The positiveness of p0(t) is obvious. For any
wealth and portfolio processes (y,π), by the Doléans–Dade formula (see [12]), one gets
pi(t) = pi exp
( t∫
0
[
bi(s, ys,πs) − 12
d∑
j=1
∣∣σ ij (s)∣∣2]ds + t∫
0
d∑
j=1
σ ij (s) dB
j
s
)
,
which implies that pi(t) > 0 since pi > 0, i = 1, . . . , d. Furthermore, note that c(t, y) is non-
negative, we can apply the comparison theorem of BSDEs (see e.g. [16, Theorem 3.1]) to obtain
yt  0 for all t ∈ [0, T ], almost surely.
It is seen that hedging the contingent claim h(P (T )) for a large investor reduces to solving the
FBSDEs (4.5). The positiveness of pi(t) enables us to solve an equivalent FBSDEs (4.7). If (4.7)
admits a unique solution (x, y, z) ∈ L2(0, T ;Rd) × L2(0, T ;R) × L2(0, T ;Rd), so does (4.5),
moreover, y0 is the fair price of the contingent claim.
Now we impose the following assumptions on the coefficients of Eq. (4.7):
(A1) The matrix function σ(t) is bounded for all t ∈ [0, T ], i.e., K0 := supt ‖σ(t)‖ < ∞.
(A2) The inverse matrix of σ(t), denoted by ϕ(t) = (ϕij (t)), is bounded for all t ∈ [0, T ], more
specifically, M0 := supt ‖ϕ(t)‖ < ∞.
(A3) The function b(t, y,π) is Lipschitz continuous with respect to (t, y,π) ∈ [0, T ] ×R ×Rd
and differential in (y,π), where π = [σ(t)∗]−1z. Further, we assume that∣∣b(t, y1,π1) − b(t, y2,π2)∣∣ k1|y1 − y2| + k2‖π1 − π2‖, k1, k2  0, (4.8)
N0 := sup
(t,y,π)
∣∣b(t, y,π)∣∣< ∞, (4.9)
N1 := sup
(t,y,π)
max
(i,j)
∣∣∣∣zi ∂bj (t, y,π)∂y
∣∣∣∣< ∞, i, j = 1, . . . , d, (4.10)
N2 := sup
(t,y,π)
max
(i,j,k)
∣∣∣∣zi ∂bj (t, y,π)∂πk
∣∣∣∣< ∞, i, j, k = 1, . . . , d. (4.11)
(A4) For each t ∈ [0, T ], the functions r(t) and δ(t) satisfy 0 L0  r(t) L1, |δ(t)| L2, for
some constants L1  L0  0 and L2  0.
(A5) There exists a real number κ such that
(y1 − y2)
(
c(t, y1) − c(t, y2)
)
 κ|y1 − y2|2, ∀y1, y2 ∈ R+ = [0,∞). (4.12)
(A6) The nonnegative function h(·) satisfies the following Lipschitz condition:∣∣h(ex1)− h(ex2)∣∣ α|x1 − x2|, ∀x1, x2 ∈ Rd, α  0. (4.13)
Remark 4.1. As concerns (A3), we impose some restrictive conditions on the function b(t, y,π),
these conditions enable Theorem 3.1 to work. When b(t, y,π) ≡ b(t) and b(t) is a bounded
894 J. Yin / Bull. Sci. math. 135 (2011) 883–895function, it is clear that (A3) holds. This is a trivial example. Another example is b(t, y,π) =
b1(t) + b2(t) arctan(y2 + |π |2), where b1(t) and b2(t) are all d-dimensional bounded functions.
Remark 4.2. Note that (A5) obviously contains these cases in which c(t, y) ≡ c(t), c(t, y) =
c0 · y · 10yĉ + c0 · ĉ · 1y>ĉ and c(t, y) = c(t) · y−δ , with c(t)  0 satisfying
∫ T
0 c(t) dt < ∞
and δ, c0, ĉ > 0.
Remark 4.3. (A6) is somewhat restrictive, which is largely due to the requirement of assump-
tion (H6). Note that our contingent claims do not contain the classical European call option case
where h(x) = (x − q)+, q > 0, however, if we set h(x) = α(log(x)− logq)+, x > 0, α > 0, it is
obvious that (A6) holds. In principle, there is no much difference between this contingent claim
and a European call option. That is why we call the contingent claim h(exT ) special European-
type contingent claim.
Remark 4.4. If we define b̂(t, y, z) = b(t, y, [σ(t)∗]−1z) − σ̂ (t), then (A2)–(A3) lead to∣∣̂b(t, y1, z1) − b̂(t, y2, z2)∣∣ k1|y1 − y2| + k2M0‖z1 − z2‖. (4.14)
Now we define f̂ (t, y, z) = −f (t, y, z), by (A3)–(A5), it is not difficult to derive that
(y1 − y2) ·
(
f̂ (t, y1, z) − f̂ (t, y2, z)
)
 (−L0 + κ + dM0N1)|y1 − y2|2, (4.15)∣∣f̂ (t, y, z1) − f̂ (t, y, z2)∣∣

(
M0N0 + M20N2d
√
d + M0(L1
√
d + L2)
)‖z1 − z2‖. (4.16)
By Corollary 3.1 and Remark 4.4, we have the following theorem.
Theorem 4.1. Let the assumptions (A1)–(A6) hold. We further assume that there exist constants
0 < θ < 1, 1, 2 > 0, such that
2(−L0 + κ + dM0N1)
< − (M0N0 + M
2
0N2d
√
d + M0(L1
√
d + L2))2
1 − θ − k11 − k2M02
− θ k1
−1
1
k1
−1
1 ∨ k2M0−12
,
α
θ
(
k1
−1
1 ∨ k2M0−12
)
< 1, (4.17)
then (4.7) has a unique solution (x, y, z) ∈ L2(0, T ;Rd) × L2(0, T ;R) × L2(0, T ;Rd), {yt } is
the price process of the contingent claim h(exT ), and {πt }(πt = [σ(t)∗]−1zt ) is the corresponding
hedging strategy.
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