With the development of 3D printing, weapons are easily printed without any restriction from the production managers. Therefore, anti-3D weapon model detection is necessary issue in safe 3D printing to prevent the printing of 3D weapon models. In this paper, we would like to propose an anti-3D weapon model detection algorithm to prevent the printing of anti-3D weapon models for safe 3D printing based on the D2 shape distribution and an improved convolutional neural networks (CNNs). The purpose of the proposed algorithm is to detect anti-3D weapon models when they are used in 3D printing. The D2 shape distribution is computed from random points on the surface of a 3D weapon model and their geometric features in order to construct a D2 vector. The D2 vector is then trained by improved CNNs. The CNNs are used to detect anti-3D weapon models for safe 3D printing by training D2 vectors which have been constructed from the D2 shape distribution of 3D weapon models. Experiments with 3D weapon models proved that the D2 shape distribution of 3D weapon models in the same class is the same. Training and testing results also verified that the accuracy of the proposed algorithm is higher than the conventional works. The proposed algorithm is applied in a small application, and it could detect anti-3D weapon models for safe 3D printing.
Introduction
The three-dimensional (3D) printing revolution can help users to realize their ideas from the digital models with 3D printers [1, 2] . Three-dimensional printing is used in many areas of life including jewelry, footwear, industrial design, architecture, engineering and construction, automotive, aerospace, medical and healthcare industries, education and consumer products [3, 4] . With the development of 3D printing technology, people can search 3D weapon models, such as firearm, gun and knife to print physical 3D objects with home 3D printers or share them unlimitedly. In particular, with new materials users can print dangerous weapons and can use them to do damage [5, 6] . This leads to concerns for 3D printing security because anyone can also print dangerous weapons.
Until now, the danger of 3D printed weapons has been proved [7, 8] but worries about the danger of 3D printed weapons have only just begun to form into suggestions, considerations and policies [9, 10] . Researchers have not been interested in the aspect of "how to restrict the printing of 3D weapon models" yet, and there is no solution to stop the printing of 3D weapon models in the 3D printing industry. The handgun detection techniques based on image processing methods applied to the surveillance systems or the checking security systems in special places as airport or building [11] [12] [13] [14] [15] [16] could not be applied to safe 3D printing. Because the input of 3D printing is a 3D printing model, it is not an image. Additionally, 3D model matching techniques [17] [18] [19] [20] could also not apply to safe 3D printing in order to prevent the printing of 3D weapon models. This is because the 3D model matching techniques have to access to the database of 3D models to give the decision. If the sample models of a model type are not stored in the database of 3D models, an input model will not match to any model when it is queried by 3D model matching techniques. So, an anti-3D weapon model detection solution for safe 3D printing is necessary and suitable to prevent the printing of 3D weapon models for a safe 3D printing industry.
For meeting the above requirements, we would like to propose an anti-3D weapon model detection algorithm for safe 3D printing. The proposed algorithm is based on improved convolutional neural networks (CNNs) and the D2 shape distribution of 3D printing models. The main content of the proposed algorithm is to extract geometric features from a 3D weapon model in order to compute a D2 shape distribution. The D2 shape distribution is then used to construct a D2 vector, and this D2 vector will be trained by improved CNNs for detecting anti-3D weapon models. To clarify the proposed algorithm, we organize our paper as follow: in Section 2, we explain the matching techniques for 3D model and related works. In Section 3, we show the proposed algorithm in detail. Experimental results and the evaluation of the proposed algorithm will be shown in Section 4. Section 5 concludes.
Related Works

Handgun Detection and 3D Model Matching
The handgun detection issues were proposed and solved several years ago. All handgun detection techniques are based on image processing and only applied to the monitoring systems or the security checking system at special places, such as airports, buildings or important events. It is only useful to detect where weapons are kept on the body or in the luggage. It is unsuitable to detect anti-3D weapon models for safe 3D printing because the input of 3D printing is a 3D printing model, not an image. So handgun detection methods based on image processing are unsuitable for safe 3D printing.
Three-dimensional model matching has been researched since the 2000s. The ability of 3D model matching techniques could only search for similar 3D models in the database of 3D models when a user gives an input model if the database of 3D models contains similar 3D models to the input models. Thus, they could not detect whether a model is a weapon or not, and they could not find similar 3D models or find incorrect 3D models if the input 3D model was not previously stored in database. Moreover, these 3D model matching methods have to perform the searching process in the database of 3D models, and the accuracy of these method is not high. Consequently, 3D matching techniques could not applied to safe 3D printing.
Shape Distribution
Shape distribution is a probability distribution sampled from a shape function that is measured from the global geometric properties of a 3D model. Shape distribution is used to represent the shape signature of a 3D model. The key idea of shape distribution is to transform an arbitrary 3D model into a parameterized function that can easily be compared with others (see Figure 1a) . Shape distributions are computed by shape functions as shown in Figure 1b . There are five types of shape distribution for a 3D model. These shape distributions are first introduced and then investigated through experiments by Osada et al. [19] . It concludes the A3, D1, D2, D3 and D4 shape distributions. They are computed by the A3, D1, D2, D3 and D4 shape functions and described as follows: A3 shape function: compute the angle between three random points on the surface of a 3D model. The A3 shape distribution of a 3D model is the distribution of a set of angles that is computed from a set of three random points on the surface of a 3D model. D1 shape function: compute the distance between a fixed point and one random point on the surface of a 3D model. The D1 shape distribution of a 3D model is the distribution of a set of distances that is computed from a fixed point to a set of random points on the surface of a 3D model. Normally, the fixed point is the center points of a 3D model. D2 shape function: compute the distance between two random points on the surface of a 3D model. The D2 shape distribution of a 3D model is the distribution of a set of distances that is computed from a set of two random points on the surface of a 3D model. D3 shape function: compute the square root of the area of the triangle between three random points on the surface of a 3D model. The D3 shape distribution of a 3D model is the distribution of a set of square roots that is computed from a set of the area of the triangle between three random points on the surface of a 3D model. D4 shape function: compute the cube root of the volume of the tetrahedron between four random points on the surface of a 3D model. The D4 shape distribution of a 3D model is the distribution of a set of cube roots that is computed from a set of tetrahedron volumes between four random points on the surface of a 3D model.
Experimental results [19, 20] showed that shape distributions are robust to geometric attacks such as rotation, scaling, translation and noise. For example, in Figure 2a , the distance between two random points is not changed if points are rotated or translated. With the same shape function, each type of model is featured by the differential shapes as shown in Figure 2b . In the experiments of Thomas [17] , Osada [19] and Levi [20] , experimental results showed that the properties of the D2 shape distribution are concise to store, quick to compute, invariant to transforms, insensitive to noise and robust to attacks. Moreover, the D2 shape distribution between model types is clearer than other shape distributions (see Figure 2b ). In 3D model matching methods, the accuracy of the D2 shape distribution is the highest. So, we selected and used the D2 shape distribution in the proposed algorithm. 
3D Triangle Mesh-Based Anti-3D Weapon Model Detection
The input of 3D printing is a 3D triangle mesh [21, 22] , which is designed by a CAD software. A 3D triangle mesh contains a set of facets. Each facet includes three vertices and a normal vector. Each vertex is presented by three coordinates x, y and z. Figure 3 shows the structure of a 3D triangle mesh. The purpose of the proposed algorithm is to detect anti-3D weapon models from 3D printing models (3D triangle meshes) to prevent the printing of anti-3D weapon models when they are used in 3D printing. Based on the researched results of shape distributions and the recognition ability of CNNs, we selected the D2 shape distribution and used improved CNNs to train the D2 shape distribution in the proposed algorithm. Thus, we have to calculate the D2 shape distribution of 3D triangle meshes and construct D2 vectors before training them by improved CNNs to detect anti-3D weapon models for safe 3D printing. 
The Proposed Algorithm
Overview
The proposed algorithm is shown in Figure 4 . Facets and vertices are first extracted from the 3D weapon triangle mesh in order to generate N pairs of two random points. The pairs of two random points are randomly selected from points on the surface of 3D triangle mesh including the vertices of the 3D triangle mesh. The N pairs of two random points are then used to compute N distances.
The D2 shape distribution of the 3D triangle mesh will be then computed from N distances in order to construct a D2 vector for the training process by improved CNNs. The dimension of a D2 vector is defined by users because the content of the D2 shape distribution is the distribution of Euclidean distances between N pairs of randomly selected points on the surface of a 3D triangle mesh. After data vector construction, D2 vectors are trained by improved CNNs. The structure of these CNNs consists of one convolution layer and neural networks. With the result of the training process, we can detect anti-weapon from 3D triangle meshes for safe 3D printing in order to prevent the printing of anti-3D weapon models. 
D2 Shape Distribution Computation and D2 Vector Construction
The D2 shape distribution of a 3D triangle mesh (a 3D printing model) is the distribution of a set of distances that is computed from a set of two random points on the surface of a 3D triangle mesh model. Figure 5 shows a D2 shape distribution example from a 3D triangle mesh. So, to compute the D2 shape distribution, we have to generate N pairs of two random points on the surface of 3D triangle mesh and then calculate N distances from N pairs. As mention above, a 3D triangle mesh contains a set of triangles. Each triangle includes three vertices. In brief, we consider a 3D triangle mesh M = {V, F} where V is a set of vertices;
and F is a set of facets;
where f j is formed from v i . From a set of vertices and a set of facets, we obtain N pairs of two random points:
where (p k1 , p k2 ) are two points which are randomly selected from {V, F}. We then calculate a set of distances: D N = {d k |k ∈ [1, |N|]} from N pairs of two selected random points, therein d k is the Euclidean distance between p k1 and p k2 as shown in Equation (2): Next, we find the maximum and minimum distances from a set of above distances to determine the value range of distances. Assume that, d min , d max are the minimum distance and maximum distance respectively. They are determined as shown in Equations (3) and (4):
After finding d min , d max , we compute the D2 shape distribution of 3D triangle mesh by dividing the value range (d min , d max ) into B bins; B = {b t |t ∈ [1, |B|]} and count the number of distances that fall in each bin. The average width of each bin and the value range of each bin are calculated as shown in Equations (5) and (6):
Assume that each bin b t has corresponding N b t distances. Thus, the D2 shape distribution of 3D triangle mesh is represented by B bins and each bin b t has N b t distances as shown in Equation (7):
If we consider N b t as the representative value of each bin b t , Equation (7) will be become:
After the D2 shape distribution computation process, we construct a D2 data vector from the histogram of the D2 shape distribution. The number of bins is the number of elements of that D2 vector. Thus, the D2 vector is a set of B elements (see Figure 6 ) and calculated by Equations (9) and (10) . Therein N b t is the number of distances fall in bin b t . Figure 6 . D2 Vector Construction from D2 Shape Distribution.
D2 Shape Distribution Training by CNNs
D2 vectors are computed from the dataset of 3D weapon triangle meshes, will be trained by improved CNNs. The structure of these CNNs consists of one convolution layer and a network of neurons (neural networks). The structure of these CNNs in the proposed algorithm is shown in Figure 7 . The structure of neural networks consists of two hidden layers. The input of convolution layer is D2 vectors. Each D2 vector is a set of B discrete elements, and the output of convolution layer is input neurons for neural networks. Assume that C L (.) is the convolution function of convolutional layer, and N input is the output of the convolution process [23] . The input neurons N input is computed as shown in Equation (11) where g is the kernel of convolution and m is the length of g: For the training process by the neural networks, we use the back propagation algorithm [24] to train the input neurons N input . The back propagation algorithm is separated into four distinct sections: the forward pass, the loss function, the backward pass, and the weight update. During the forward pass, N input is passed through the whole network. The hyperbolic tangent function is applied as an active function to the hidden layer, and the soft-max function is applied as an active function to the output layer [25] . The loss function is used to compute the error of the output of neural networks. It is computed from the target output and real output. The loss function can be defined in many different ways but a common one is MSE (Mean Squared Error) [26] . Based on the error calculated by MSE function, the neural networks will adjust and update the weights and bias of the hidden layer via the backward pass and weight update process.
Experimental Results and Evaluation
Due to the fact that 3D printers use 3D triangle meshes as input files, we collected 3D weapon triangle meshes and other 3D triangle meshes on the internet for experiments. The format of 3D triangle mesh models is the STL format [21] which is the popular format of 3D triangle mesh. The mentioned weapon objects in this work are firearm and knife, thus we divide datasets into classes for the experimental process. As is well known, there is currently no provider to provide the datasets of 3D triangle mesh models, especially firearms, guns and knives. Thus, we have to collect 3D weapon models from websites such as "thingiverse.com" where they provided free 3D triangle meshes and then we organized them into datasets as shown in Table 1 . Figure 8 shows 3D weapon triangle meshes in datasets. To clarify the advantages of the proposed algorithm, we would like to present the experimental results of D2 shape distribution for each type of 3D triangle mesh models in Section 4.1. This section shows the histogram of the D2 shape distribution of 3D triangle mesh models including 3D weapon models and 3D non-weapon models for comparison. In Section 4.2, we show training results with improved CNNs present in Figure 7 in Section 3.3. The performance of the proposed algorithm is shown in Section 4.3. In this section, we will explain the disadvantages of the conventional works and compare the proposed algorithm to the conventional works. 
Experimental Results of D2 Shape Distribution for 3D Triangle Mesh
In this section, we would like to show the experimental results of the D2 shape distribution applied to 3D triangle meshes. In our research, we computed the D2 shape distribution for both 3D weapon triangle meshes and 3D non-weapon triangle meshes to easily compare the difference between the D2 shape distribution of 3D weapon triangle mesh and the D2 shape distribution of 3D non-weapon triangle mesh. As mentioned in Section 3, in order to compute the D2 shape distribution of a 3D triangle mesh, we have to generate N pairs of two random points on the surface of a 3D triangle mesh. In our experiments, we selected 1024 × 1024 pairs of two random points (N = 1024 × 1024) for the D2 shape distribution computation process. After calculating distances from N pairs of two random points, we find the minimum value and maximum value of distances, then divide the value range (d min , d max ) into 1024 bins (B = 1024) and count the number of distances that fall in each bin. This means the histogram of the D2 shape distribution is presented by 1024 bins, and the D2 vector contains 1024 elements.
The experimental results of D2 shape distribution for each type of 3D model are shown from Figures 9-11 . The number of facets in each 3D triangle mesh in each class is different. Figure 9 shows the histogram of the D2 shape distribution of 3D firearm models in class "firearm". The shape of these models is different and the number of facets in each model is also different. Figure 10 shows the histogram of the D2 shape distribution of 3D knife models in class "knife". These models also have different shapes and different numbers of facets. We could see that although the number of facets in each 3D triangle mesh is different and the shape of each 3D triangle mesh is also different, the histograms of the D2 shape distribution of 3D triangle meshes in the same class are nonetheless similar (see Figures 9 and 10 ). The D2 shape distributions of 3D triangle meshes in the same class are only a little different at the top and bottom of histogram graph. This leads to the value of elements in D2 vectors being approximate (refer Figure 6) . Thus, it proved that the D2 vector of each 3D triangle mesh in the same class is similar. Additionally, in the same class, if D2 vectors are similar, this will lead the training result to be better. In addition, we also showed the histograms of the D2 shape distribution of 3D non-weapon models to compare to the D2 shape distribution of 3D weapon models. Figure 11 shows the histograms of the D2 shape distribution of 3D non-weapon models. Based on Figures 9-11 , we concluded that their histograms are different from the histograms of the D2 shape distributions of 3D weapon models. This means that the D2 shape distribution of 3D weapon models is different from the D2 shape distribution of 3D non-weapon models. Thus, we could concluded that the D2 vectors of 3D weapon models are always different from the D2 vectors of 3D non-weapon models. Consequently, the D2 shape distribution feature of 3D weapon model is different from the D2 shape distribution feature of 3D non-weapon model, and we can use this feature for other applications related to recognition, classification or matching. 
Training, Testing Results with CNNs
As is known, CNNs are currently applied to 2D images or 2.5D images (depth images). Thus there are many datasets of 2D images that are provided by some researchers or some organizations. This means researchers can easily find the dataset of 2D or 2.5D images. However, in our research, the input is the dataset of special 3D printing models such as firearms and knives. Currently, there is no provider for these datasets. Moreover, the cost of 3D printing models is very expensive and not freely available. Thus, we have to collect 3D weapon models such as firearms and knives, and then organize them into datasets to perform our experiments as shown in Table 1 .
Since the purpose of the proposed algorithm is to be integrated into 3D printer software to prevent the printing of anti-3D weapon models, we only show the structure of CNNs, training and testing results with CNNs, and the accuracy of the proposed algorithm in this part. The input data of CNNs in the proposed algorithm is D2 vectors. Each D2 vector contains 1024 elements. In the convolutional layer, the length of kernel g is 5 (m = 5). Therefore, we design the structure of CNNs as follows: the input layer has N input = 1020 neurons, the first hidden layer has 1020 neurons, the second hidden layer has 15 neurons and the output layer has two neurons. Datasets in our experiments are shown in Table 1 . Eight percent of each dataset is used for the training process, and the remaining 20% of each dataset is used for the testing process. Training and testing results with each dataset are shown detail in Table 1 . Based on Table 1 , we concluded that with small datasets the rate of true results is very low. With big datasets the rate of true results will be increased (see Figure 12 ). This means that if we use a large amount of 3D triangle meshes, we will get high accuracy. The average accuracy of the proposed algorithm is formed from 42.50% to 98.03% with datasets in Table 1 . Consequently, we achieved the average accuracy 98.03% with 4000 3D triangle mesh models. We used the core of the proposed algorithm to program a small application. It could detect 3D weapon models such as knives and guns as described in Figure 13 . 
Performance Evaluation
As we mentioned in Section 1, until now there is no published research yet to prevent the printing of 3D weapon models in the 3D printing industry. Moreover, we simulated the proposed algorithm by C++ and investigated through experimentation the proposed algorithm on the following system: Intel Core i7-CPU 3.5 GHz; RAM-8 Gigabytes; Windows 7 Microsoft-64 bits. This is a normal system operating on CPU, not working on GPU. Thus, we will not compare the proposed algorithm to the conventional works by the performance of computation time or other parameters. We only evaluate the performance of the proposed algorithm by comparing the accuracy of the proposed algorithm with the accuracy of 3D model matching methods. Thomas' method [17] used the features of a 3D model as text, 2D sketch and 3D shape (he also used D2 shape distribution) to propose a search engine for 3D models. The key content of Thomas' method is to compute the text, 2D sketch and 3D shape features of an input 3D model and then use these features to query similar 3D models in a database of 3D models. He implemented his method in an experiment with five classes "chair, elf, table, cannon and bunkbed". He showed retrieval results with queries comprising only text, only 2D sketches, 3D shape and both combined. The average accuracy of this method for 3D shape is 62.54%. In Walter's method [18] , he proposed a 3D model matching method based on depth image. Three-dimensional models in a database are represented by depth images. The input of Walter's method is a 3D model. The 3D model is then used to generate a depth image by RGB-D sensor and single view. Finally, this depth image is used to query similar 3D models from the database of 3D models. Walter undertook his method with six classes of 3D hammer, mug, airplane, bottle, car and shoe models. He achieved accuracies of 76%, 86%, 85%, 64%, 75% and 68%, respectively. So, the average accuracy of Walter's method is 75.66%. In Osada's method [19] , he firstly introduced shape distributions such as A3, D1, D2, D3 and D4, and showed the experimental results of shape distributions for 3D polygon mesh to explain the difference between shape functions. Secondly, Osada used shape distributions to implement a search engine for 3D models. The core of this search engine is a 3D model matching method that used shape distributions. Osada implemented all five shape distributions in that search engine and tested with five classes as "chair, animal, cup, car and sofa". The highest accuracy of this method is 66.00% when it uses D2 shape distribution to query similar 3D model in database. This means D2 shape distribution is the best features in the five shape distributions A3, D1, D2, D3 and D4. In Levi's method [20] , he presented a shape distribution for comparing 3D models. This shape distribution is an improved D2 shape distribution based on the ratio of face areas and the distance between two random points. The disadvantage of Levi's method is that it did not to show "how many classes were in the experiment" and he did not show the accuracy of method. He only measured some parameters such as nearest neighbor, E-measure and Tiers which are better than in Osada's method. Finally, he concluded that the improved D2 shape distribution in his method is better than the original D2 shape distribution in Osada's method. Overall, previous authors used D2 shape distribution to query similar 3D models in the database of 3D models. The accuracy of these methods is low because the D2 feature of 3D models is standardized. In our method, we only used D2 shape distribution to extract and construct the D2 vector of 3D printing models (the feature of 3D printing model). We then trained D2 vectors by improved CNNs. This helps the accuracy of our method to be better than the existing methods. Table 2 describes the difference between our method and the existing methods in detail. The average accuracy of the proposed algorithm is 98.03% after the training and testing processes with a dataset that contains 4000 models. Figure 14 shows the performance of the proposed algorithm compared to the matching methods. Consequently, the accuracy of the proposed algorithm is higher than the accuracy of conventional works. 
Conclusions
In this paper, we proposed an algorithm to restrict the printing of anti-3D weapon models for safe 3D printing based on the D2 shape distribution and improved CNNs. The main content of the proposed algorithm is to use improved CNNs in order to detect anti-3D weapon models such as firearms and knives. The proposed algorithm recognizes 3D models based on recognizing the D2 shape distribution obtained from the surface of 3D triangle mesh of a 3D object. We selected and used the D2 shape feature based on the previous published studies. Previous researchers concluded that the D2 shape feature is better than other shape features, and our experiments also proved this. Experimental results proved that the proposed algorithm can detect anti-3D weapon models such as firearms and knives with high accuracy. Compared to the conventional works of 3D model matching, the accuracy of the proposed algorithm is higher. The scientific contribution of the proposed algorithm is to show that CNNs could be used not only to recognize 2D shapes but also more complex 3D shapes. Next time, we will improve and collect more models to recognize many types of 3D weapon models. We will continue to expand our research to apply the component of weapons such as the components of guns. Later, we hope to integrate the proposed algorithm into 3D printer software to restrict the printing of anti-3D weapon models.
