Dynamic Representation of the Distribution Function for Non-Gaussian and Nonlinear State Space Models (統計数理研究所 研究活動 (平成４年度 研究報告会要旨)) by 樋口 知之 & Tomoyuki Higuchi
64 統計数理 第41巻 第ユ号 1993
われたこと，経企庁の採用する季節調整法はセンサスX－11であり閏年要因も曜日効果も考慮していた
いこと，などから，状態空間モデルを利用した季節調整法で消費の伸び率を計測し公表値との比較を行っ
た．
 分析の結果，閏年要因を曜日効果に含める形で除去して，1－3月期の押し上げ分はたかだかO．2～O．3％
程度と思われる．一方で4－6月期の前期比伸び率はO．12％と相当低く，状態空間モデルによる季節調整
結果からも消費の減速は4－6月期に急速に進行したと判断するのが妥当であろう．
 なお状態空間モデルで時系列を分解する方法については，北川（1986）たどを参考にして頂きたいが，
トレンドだけでなくトレンドまわりにAR型の定常変動を分解要因として考慮するときには注意が必
要である．低次ではトレンドと，高次では季節成分との識別性の問題が生じ，特に後者では本来の目的
である季節調整が歪められてしまうことが多い．
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 非ガウス・非線形時系列モデルヘの大規模ベイズアプローチの場合，時系列モデルを状態空間表現す
ることで，超高次元積分であるA二BICの計算が低次元（高々state vectorの次元々）の数値積分の和に
帰着できる．従って主たる問題は，次の2つの数値積分をいかに効率よく行うかになる．
（・）・…i・・i・・力（ル1篶一・）一ル（加一・1篶一・）σ（励1加一・）・励一・
（・）…m…i皿・舳篶一・）一ル（励1篶一1）小1加）伽
（単純）非ガウス型平滑化のような々＝1の時は，定義域を非常に細かく分割し力（る、1・）を階段関数で近
似する方法が，特殊なケースを除き一番高速かつ最適である．また，6く后く！5（最大20まで）のやや高
次元積分では，impOrtancesamp1ingstrategyによるアプローチが望ましい（Smithet a1．（1987））．さ
らに高次元になると，メトロポリス的モンテカルロ法の援用を仰がねばならない．ただし一般に20く后
となるようた時系列モデルを考えるケースは極めて希で，その場合は別なState VeCtorによる表現法を
考える方が現実的である．実際の多くの非ガウス・非線形時系列モデルがとる1＜々≦；6の中間的レンジ
では，Gauss quadratureによるアプローチが効率的・実用的であるとされている．
 Dymmic Grid amd Hybrid Represemtatio皿
 メモリーの制約から9ridpoint数を減らすため，丘xedgridではなく，mとともに変化するnotequi－
spacedgrid上で（dynamicgridと呼ばれている），力（z，1・）を階段関数で近似する方法を考える．Grid
の位置は，積分の近似を良くするため次のようなルールで定める．
州）一ル（・ll・）…一・・・…
ここで，1くプく后，O≦ク≦1μF（プ）．力（zゴ1・）は，同時分布力（zl・）から導かれる2ゴの周辺分布．∠F（プ）
は，ノに依存してもよい．実際にPrediction，ilteringを行うためには，κ3～おおよび〃州〕一1～〃州〕
の定義域をさらに細かく等分割しておく方が望ましい．つまり，equi－spacedとnotequi－spacedを組み
合わせた（hybrid type）9rid表現を採用する．タの数を増やし拡張した｛κ3｝から9enerateされた9rid
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pointを｛エm｝で表記し，その格子点の数をMとする．また，乃を｛x例｝で定まる超立方体としよう．
そうすると，上記の積分は
（r）      力（あ1篶一・）一仏和み1加一・肱一・
（γ）    力（ル1篶一工）一事小（ル1加）仏
となる．かは”の力（・1・）の性ル（み1刻一1）・み一・や∫・（ル1み）・舳時系列モデル1こも依存する
が，実際は極めて低次元（々＝1～2）の積分に還元されることが多いので，単純に数値積分を行えばよい．
モンテカルロフィルター（Kitagawa（1993））は，力（z l・）の近似のさらなる省略化を，デルタ関数の和
（1／M’）Σmδ（z、一兀m）で実現し，｛κm｝を，分布にしたがう乱数をM’偶発生して近似的に求めている
ものと考えることができる．
前述の方法を，最も簡単た例題である1次元平滑化に応用し，その有効性を確かめた．
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 ベイズモデル（一般に極めて変数の多い確率分布）に対して周辺分布を計算する有力な手法としてメ
トロポリス的モンテカルロ法がある．この方法の骨子は，与えられた確率分布に対して，それを不変分
布とするマルコフ鎖を作ることにある．この方法の欠点として，緩和時間の長い準安定状態がしばしば
生じて，効率が低下するという問題がある．これは，たとえば，分布に複数のモードがある場合などに
生じやすい．このため，緩和時間を短くする方法が模索されている．そのうちで，最近注目されている
のは，拡張されたアンサンブルを用いる方法（Berg and Neuhaus（1992），Berg and Ce1ik（1992），
Marinari and Parisi（1992））である．
 研究報告会では，Marinariらの方法に似た別法を提案し，具体的な統計の問題に対する結果をしめし
た．この方法の特徴は，条件のことなる確率分布R（タ∈｛1’．．．，〃｝）にしたがう系を複数個同時にシミュ
レートしだから，その間の“入れ替え”を確率的に行なう点にある（これに対して参考文献の方法では
いずれも1個の系をシミュレートする）．入れ替わりが十分に頻繁におこり，Rの中に短い緩和時間でシ
ミュレートできるものが含まれれば，全体の緩和が速くたることが期待できる．“入れ替え”の際には同
時分布関数
 （1）        P（κ、，κ。，．．．，舳）＝Pユ（κ1）P。（κ。）…P〃（ル）
について詳細釣合が満たされるようにするのがポイントである．たとえば，条件のことなる確率分布の
族として温度の違うギブス分布の族｛Pα（κ）｝
（2）
    …（」劣））
P。（κ）＝
      z。
を考えた場合には，入れ替えのアルゴリズムとして，
