Tool use is one of the most remarkable skills of the human species, enabling complex interactions with the environment. To establish such interactions, we predict the sensory consequences of our actions based on a copy of the motor command (efference copy), leading to an attenuated perception and neural suppression of the sensory input. Here, we investigated whether and how tools can be incorporated into these predictions. We hypothesized that similar predictive mechanisms are used for both hand and tool use actions, but that additional resources are needed to integrate the tool.
Introduction
The ability to use tools is one of the hallmarks of motor dexterity in humans. The evolution of human tool use has been crucially driven by our understanding of cause-effect relationships (Johnson-Frey, 2003; Wolpert, 2009 ), which we infer from observation and then use to our advantage (Taylor et al., 2014) . To perceive ourselves as the agent of desired changes in the environment (i.e., to experience a sense of agency), we need to identify sensory events as effects of our own actions rather than as external happenings (Haggard, 2017) . Since tools, i.e., any handheld objects that are used to manipulate other objects in the environment (Shumaker et al., 2011) , do not belong to the body, the question arises how sensory consequences of tool movements are processed to be recognized as self-produced. According to forward model accounts, one defining feature of one's own movements (referred to as active movements hereafter) is that a copy of the motor command ('efference copy') can be used to generate predictions about the imminent sensory input (Wolpert et al., 1995) . If the prediction matches the actual sensory input ('reafference'; Sperry, 1950; von Holst and Mittelstaedt, 1950) in form and time of occurrence, the sensory system is informed that no further processing is required, thus ultimately contributing to the distinction between self and other (Wolpert and Flanagan, 2001) . Behaviorally, active movements result in an attenuated perception of both the intensity (e.g., Cardoso-Leite et al., 2010; Juravle et al., 2017; Weiss et al., 2011) and temporal aspects of sensory inputs Arikan et al., 2019) . On a neural level, this is associated with a reduced blood oxygen level dependent response (BOLD suppression) in sensory processing areas (Blakemore et al., 1998; Leube et al., 2003; Shergill et al., 2013; Straube et al., 2017; Arikan et al., 2019) . Sensory attenuation and BOLD suppression effects consequently allow to infer underlying efference copy mechanisms. To this end, it is crucial to compare active to passive movements with identical sensory input. While BOLD suppression has been repeatedly shown for active against passive hand actions, the neural processing of the sensory consequences of active and passive tool use actions remains unknown.
A recent study suggests that similar predictive mechanisms may underlie tool use actions, as the perceived intensity of touching one's own body was shown to be attenuated both when using one's finger and when using a tool (Kilteni and Ehrsson, 2017) . However, it remains unknown whether sensory attenuation goes along with BOLD suppression in tool use contexts. Moreover, sensory predictions do not only contain information on which input to expect, but also information about when this input will occur (e.g., Elijah et al., 2016) . Consequently, the effects of the efference copy do not only become evident in the intensity domain but also in tasks probing temporal aspects of the reafferent input, such as the detection of delays between participant's actions and the resulting sensory consequence (Leube et al., 2003; Leube et al., 2010; Schmalenbach et al., 2017; Straube et al., 2017; van Kemenade et al., 2017 van Kemenade et al., , 2016 Arikan et al., 2019) . Investigating such temporal aspects is of special interest in tool use contexts as the coupling between action and consequence might be loosened. Lastly, in everyday life, tool use actions do not only produce somatosensory input but also visual and auditory sensory consequences (e.g., when simultaneously feeling, seeing and hearing a hammer hit a nail). It has been demonstrated that tools become incorporated into the body schema as a consequence of integrating sensory input from multiple domains (Canzoneri et al., 2013; Cardinali et al., 2012 Cardinali et al., , 2009 Martel et al., 2019; Miller et al., 2017 Miller et al., , 2014 . Previous work from our group has emphasized that predictions can be generated for multiple modalities (Schmalenbach et al., 2017; Straube et al., 2017; van Kemenade et al., 2017 van Kemenade et al., , 2016 . However, it is unclear whether the processing of visual consequences of tool use actions is influenced by an additional auditory modality. Taken together, the neural processing related to temporal aspects of self-produced sensory action consequences in tool use contexts remain largely unclear.
Previous fMRI studies suggest that the prediction of sensory consequences is supported by several brain regions, including the supplementary motor area (SMA; Haggard and Whitford, 2004) , the cerebellum (Baumann et al., 2015; Blakemore et al., 2001; Leube et al., 2003; Roth et al., 2013; Synofzik et al., 2008; van Kemenade et al., 2019) , the posterior parietal cortex (PPC) such as the angular gyrus (David et al., 2007; Farrer et al., 2008; van Kemenade et al., 2017) , and the middle temporal gyrus (MTG; Leube et al., 2003) . In line with this, the cerebellum has been discussed as a site that contributes to internal predictions incorporating tools (Imamizu, 2011; Imamizu et al., 2000; Imamizu and Kawato, 2012) . However, tool-related skills are commonly associated to mostly left-hemispheric fronto-parietal regions, such as inferior parietal lobe (IPL) and premotor cortex (Brandi et al., 2014; Johnson-Frey, 2004; Lewis, 2006; Orban and Caruana, 2014; Peeters et al., 2009; Reynaud et al., 2016; Valyear et al., 2012) . It has been suggested that hand-and tool-related actions are represented separately at earlier levels of sensorimotor processing before becoming integrated in fronto-parietal areas (Gallivan et al., 2013) . Thus, it could be assumed that fronto-parietal regions are recruited during tool use actions to achieve accurate predictions for the sensory consequences, reflecting the process of integrating specific features of the tool into the internal prediction model. However, empirical evidence for this claim is still missing, as the effect of the efference copy during tool use actions has not been manipulated yet.
The rationale of this study thus was to further investigate the neural correlates of efference copy mechanisms during both hand and tool actions. To this end, it is crucial to compare active to passive movements, which to our knowledge has not yet been done for tool use actions. The resulting knowledge could ultimately be applied to optimize prostheses use and design as well as in the therapy of clinical conditions that have been associated with dysfunctional efference copy mechanisms, such as schizophrenia (Pynn and DeSouza, 2013) . Specifically, we investigated whether the efference-copy-based predictive framework can be transferred to tool use actions and related sensory consequences, with special emphasis on the underlying neural correlates. During fMRI data acquisition, participants performed wrist movements executed with and without a tool. Movements were either actively generated by participants or passively by a movement device. We provided visual feedback displaying the movement, either in real-time or delayed. Since real life actions involving tools usually provoke multisensory consequences, we additionally explored the effect of a second modality (i.e., the visual feedback was sometimes coupled with a sound). Participants reported whether the sensory feedback was delayed or not. We expected similar efference-copy-based effects for the processing of hand and tool generated input, as indicated by worse behavioral delay detection performances (sensory attenuation) and BOLD suppression in sensory areas for active compared to passive conditions. Further, we expected differences between hand and tool conditions, with increased fronto-parietal activity (e.g., IPL, premotor cortex) for the processing of tool compared to hand movements during active compared to passive conditions, reflecting the effort of incorporating the tool properties into the sensorimotor prediction.
Materials and methods

Participants
Data from twenty-four participants (recruited via mailing lists at the Philipps-University Marburg) were acquired. Data from five participants were excluded due to excessive head motion (n ¼ 1; cut-off 3 mm and 3 deg of motion relative to the previous scan) or equipment-related issues (n ¼ 4, see 2.5 Data Analysis). The final sample consisted of 19 righthanded healthy students (10 males, mean age: 27.05 years, SD ¼ 4.31, age range: 20-35) with (corrected-to-) normal vision and hearing. They reported no history of past or current psychiatric or neurological disorders and no use of psychoactive medication. Right-handedness (mean lateralization quotient ¼ 92.1%, minimum 50%) was confirmed using the Edinburgh Handedness Inventory (Oldfield, 1971) . Ethics approval was granted from the local ethics committee of the medical faculty of the Philipps-University Marburg, Germany, in accordance with the Declaration of Helsinki. Informed written consent was obtained prior to testing and participation was remunerated.
Experimental paradigm and equipment
During fMRI data acquisition, participants lay on their back. They put their right arm next to their body with the elbow extended and the palm oriented towards their right outer thigh. This way, they could comfortably reach the handle of the custom-made MR-compatible device. The device's handle (similar to a short upright pen) had to be moved from the left (starting position) to the right (turning point) and back, following a range of~5 cm along a circular arc with a central angle of~27 (see Fig. 1 and van Kemenade et al., 2019; Arikan et al., 2019) . To this end, participants had to perform a wrist extension with a subsequent return to a neutral wrist position. To prevent any physically uncomfortable wrist positions throughout the experiment, it was not possible to move the handle beyond the described range. 2 x 2 variations of the described movement were implemented. In half of the experiment, participants used the distal phalanges of their fingers to grab the device's handle (hand condition, see Fig. 1A ). In the other half, a custom-made tool was mounted onto the device's handle (tool condition, see Fig. 1B ). Importantly, to prevent that the tool would simply elongate the handle, the tool could pivot around the handle (see Supplementary Fig. 1 ). The tool was designed such that participants had to hold it with a whole hand grip. The grip differed slightly between the tool and the hand conditions to reflect real life situations (just as when using our fingers vs. a stick), but the required movement (wrist extension) was identical (see Fig. 1 ).
Meanwhile, the movement was prompted by either the participant (active condition) or by the movement device (passive condition; motion showing the visual input as it was presented on the screen. After the presentation of a preparatory text cue ('Ready.'), the camera image of the participant's hand became visible. The onset of the camera image served as a cue that the movement was to be executed by the participant (in active trials) or by a pneumatically operated device (in passive trials). In half of the trials, participants saw their moving hand as visual feedback on a screen (unimodal condition); in half of the trials this was additionally accompanied by a sound (bimodal condition). The sensory feedback was either presented in real time or with a temporal delay (max. 417 ms þ average internal setup delay of 43 ms). After the offset of the camera image, participants reported via button press (left hand) whether they perceived a delay between the movement onset and the presented sensory feedback. Trials ended with a black screen (intertrial interval). B. Tool condition. Movement: Demonstration of the movement device in the tool condition. The investigated movement consisted of a wrist extension (starting position to turning point) with a subsequent return to a neutral wrist position (turning point to starting position). Visual Input: Example of a trial, showing the visual input as it was presented on the participant's screen (identical to the visual input in part A of this Figure, except that participants saw the moving tool as visual feedback instead of their moving hand. Note that the participant's hand was covered during the tool condition, to ensure that only the tool would be visible on the screen.). presented separately for the hand (left part) and tool (right part) condition. Note that -for illustration purposes only -the psychometric functions were fitted over data averaged across all participants, collapsed over unimodal and bimodal trials. Curves show fitted psychometric functions, data points show group averaged data. B. For each condition separately, delay detection thresholds (delay at which 50% of trials were reported as delayed according to the psychometric function) were extracted from mean psychometric functions, averaged across all participants. Lower thresholds indicate that smaller delays were detected. Error bars show standard error of the mean (AESEM). ***p < .001.
to the device's handle was induced with compressed air; Güde compressor, Wolpertshausen, Germany). Passive movements were intended to remove motor-related prediction signals while preserving sensory signals comparable to those in active movements. Thereby, we were able to contrast natural limb against tool use actions (referred to as hand and tool condition, respectively) under high and low predictability conditions (referred to as active and passive conditions, respectively; see Fig. 2 ).
Irrespective of the type of movement, participants were provided with re-afferent sensory feedback in each trial. To this end, the movement was recorded in real-time with a high-speed camera (~4 ms refresh rate, MRC High Speed, MRC Systems GmbH, Heidelberg, Germany) in each trial. The video was fed back to a screen (refresh rate 60 Hz) which participants viewed via an angled mirror. Participants thus saw either their moving hand or the moving tool as visual feedback (see Fig. 1 ). In the tool condition, participants' hands were covered and were thus not visible on the screen. This manipulation allowed us to compare the processing of sensory feedback in the hand vs. the tool condition. To further increase the experiment's ecological validity, we additionally explored the effect of multisensory feedback by coupling the visual feedback with an auditory feedback in half of the trials (unimodal and bimodal condition, respectively). The auditory feedback consisted of the natural sound that the custom-made device produced upon movement (i.e., when hitting the turning point and the starting position). The original sound was not audible due to scanner noise. Therefore, the pre-recorded sound was delivered through headphones (MR-Confon Optimel, Magdeburg, Germany), which also allowed for manipulation of sound onset (see next paragraph). A custom-written software using information from light fiber cables attached to the custom-made device was used to detect motion of the device's handle (onset, offset, and duration of motion as well as position of handle). Position parameters at the turning point and the starting position were used to determine when to present the auditory feedback.
We systematically introduced delays to the sensory feedback: In unimodal conditions, the visual feedback was presented either simultaneously with the movement or temporally offset (for details, see 2.3 Procedure and Stimulus Material). In bimodal conditions, the delay for visual and auditory feedback was always congruent, i.e., the sound had the same delay as the visual feedback. Participants had to report whether they perceived delays between the movement and the visual feedback (yes or no); thus, the auditory feedback in the bimodal condition was not explicitly relevant for the task. Participants responded via key press on MR-compatible button pads for the left hand (Cedrus, Lumina, San Pedro, USA) using their middle or index finger (button assignment counterbalanced across participants). They were instructed to respond as accurate as possible, but not as fast as possible. We thus implemented a 2 x 2 x 2 within-subjects design with the factors (1) instrumentality (hand vs. tool), (2) action execution (active vs. passive), and (3) feedback modality (unimodal vs. bimodal) while having participants perform a delay detection task.
Procedure and stimulus material
Participants were familiarized with the experimental task, setup, and conditions in a preparatory session outside the MRI scanner. The main experiment (during which all reported data were collected) was conducted during a second appointment on a different day.
In the preparatory session, participants were seated in front of a monitor and put their right forearm onto a table to operate the movement device. A curtain obscured the view of the forearm and hand. The experimenter's verbal instructions focused on the correct execution of the active movement until participants used the correct grip on the device's handle and moved it entirely to the turning point and back at a predefined speed (total duration of~1.5 s per movement). For passive movements, participants were told to relax their wrist while holding on to the handle. They were then familiarized with the trial sequence during the delay detection task, which initially provided on-screen information about whether a delay had been present (yes or no) at the end of each trial. Lastly, they completed one run in which the trial sequence was equal to the main experimental runs (second appointment, described hereafter). Instructions were identical for the hand and the tool condition, allowing both conditions to be rehearsed to an equal extent.
In the main experiment, participants lay down in the MRI scanner (supine position). To comfortably reach the handle of the custom-made device, they put their right arm next to their body with the elbow extended and the palm facing the outer thigh (forearm in half pronation/ supination position). Participants' heads were stabilized using foam pads to minimize head motion artifacts. The experiment consisted of four runs with 48 trials each, resulting in a total of 192 trials. Prior to each run, the condition (hand or tool) was announced verbally to the participant and the experimenter adjusted the setup accordingly (i.e., the tool was added or removed, if necessary). Participants used either their hand or a custom-made tool to move the device's handle (two consecutive runs for each, order of conditions counterbalanced across participants). Within each run, there were two blocks (1 active, 1 passive; order randomized), which were announced by text on the screen at the beginning of each block. In each block, an equal number of unimodal and bimodal trials was coupled with each level of delay (programmed to 0, 83, 167, 250, 333, or 417 ms relative to the movement onset, respectively) and randomly presented on an event-related basis. The delays corresponded to 0, 5, 10, 15, 20, or 25 screen frames (at 60 Hz), respectively. Using a photodiode, we assessed when the signal of a light emitting diode (LED) would be displayed on the screen (i.e., time from LED to camera to computer to screen). A mean delay of 43 ms was inherent to our setup and thus added to each programmed delay.
All trials started with a preparatory text cue ('Ready.') displayed for 1500 ms, so that participants knew about the imminent movement. In active conditions, the onset of the camera image signaled the start of a 4000 ms time window during which the movement should be executed whenever the participant felt ready. To establish comparability between active and passive conditions, the movement onset in passive conditions was programmed to always occur 500 ms after camera image onset. The camera image was visible during this whole period of 4000 ms. After camera offset, participants were asked to provide their response via button press after each trial. Each trial ended with a black screen (intertrial interval; 2000-5000 ms). The total duration of a trial varied between 9500 and 12500 ms (see Fig. 1 for illustration).
fMRI data acquisition
MRI data were collected using a 3 T MR Magnetom Trio Tim scanner (Siemens, Erlangen, Germany) at the Department of Psychiatry and Psychotherapy, Marburg, Germany, using a 12-channel head coil. Functional data were acquired using a T2*-weighted gradient echo echoplanar imaging sequence (repetition time [TR]: 1650 ms; echo time [TE]: 25 ms; flip angle: 70 ). For each experimental run, 330 volumes were obtained, each containing 34 transversal slices acquired parallel to the intercommissural line (a plane through the anterior and posterior commissure) in descending order (64 x 64 matrix, field of view [FoV]: 192 mm Â 192 mm, slice thickness: 4 mm, voxel size: 3 mm Â 3 mm x 4.6 mm [including 15% gap]), allowing each volume to cover the whole brain (incl. cerebellum). Anatomical images were obtained using a T1 weighed magnetization prepared rapid gradient echo (MPRAGE) sequence (176 slices ascending, TR: 1900 ms, TE: 2.26 ms, flip angle: 9 , 256 x 256 matrix, FoV: 256 mm Â 256 mm, slice thickness: 1 mm, voxel size: 1 mm Â 1 mm x 1.5 mm [including 50% gap]).
Data analysis
Due to occasional issues with the position detection algorithm of the movement device, or because participants didn't move the device's handle entirely to the turning point and/or back to the starting position, it was possible that no sound was played in individual bimodal trials. Any such trial was excluded from the analyses. For some runs, this meant all trials of a given condition were missing, so that the whole run had to be excluded. Consequently, four participants from the initial sample, three individual runs, and 4.37% of the remaining trials were not included in the following data analyses.
Behavioral data
The proportion of reported delays was determined for each condition and psychometric curves were fitted with a cumulative Gaussian function for each participant individually using Psignifit 4 (Schütt et al., 2016) in MATLAB 2012b (MathWorks, Sherborn, Massachusetts). Thresholds (delay at which 50% of trials were reported as delayed as computed by the psychometric function) and slopes (of the psychometric function at the 50% threshold) were extracted and subjected to repeated-measures ANOVAs implemented in SPSS24 (IBM SPSS Statistics, Chicago, IL, USA).
fMRI data
MRI data were analyzed using standard routines of Statistical Parametric Mapping (SPM12; www.fil.ion.ucl.ac.uk) implemented in MAT-LAB 2009b (Mathworks, Sherborn, Massachusetts) . For data preprocessing, standard realignment, coregistration between structural and functional scans, segmentation, normalization (Montreal Neurological Institute [MNI] template, resampled to 2 mm Â 2 mm x 2 mm voxels), and smoothing (8 mm full-width at half maximum Gaussian kernel) functions of SPM12 were applied.
The preprocessed data were analyzed using a General Linear Model (GLM). Regressors modelling the hemodynamic response triggered by each condition, time-locked to the on-and offset of the camera image, were included in the GLM. Realignment parameters were included as regressors of no interest to account for possible movement artifacts. Preparation and response periods (i.e., screen showing 'Ready.' or 'Delay?', respectively) were defined as regressors of no interest as well. All regressors were convolved with the canonical hemodynamic response function. Low frequencies were removed using a high-pass filter with a cut-off period of 128 s. Individual parameter estimates (betas) and tstatistic images were calculated for each condition contrasted against an implicit baseline, resulting in 2 x 2 x 2 contrasts of interest: hand active unimodal (HandActUni), hand active bimodal (HandActBi), hand passive unimodal (HandPasUni), hand passive bimodal (HandPasBi), tool active unimodal (ToolActUni), tool active bimodal (ToolActBi), tool passive unimodal (ToolPasUni), tool passive bimodal (ToolPasBi).
Contrast estimates of these eight contrasts were then entered into a flexible factorial group analysis. Automated Anatomical Labelling (AAL, Tzourio-Mazoyer et al., 2002) was used to label significant activations based on peak activation voxels. The statistical threshold for whole-brain analyses was determined by Monte Carlo simulations with 10,000 iterations (https://www2.bc.edu/sd-slotnick/scripts.htm; Slotnick, 2017) using the estimated smoothness of our data (13.3 mm). Simulations suggested that a minimum of 83 continuous voxels activated at p < .001 uncorrected is sufficient to correct for multiple comparisons at cluster level (p < .05). We only report clusters activated at the mentioned threshold.
We used t-contrasts and conjunction analyses to examine our hypotheses. To investigate BOLD suppression common to the hand and the tool condition, we searched for BOLD signal that was weaker in active than in passive conditions across both hand and tool conditions using conjunction analyses (minimum t-statistics, Nichols et al., 2005) , [(HandPasUni þ HandPasBi) -(HandActUni þ HandActBi)] \ [(Tool-PasUni þ ToolPasBi) -(ToolActUni þ ToolActBi)]. The inverse conjunction was explored for completeness as well.
To identify regions that would be more involved during the processing of tool compared to hand movements in active compared to passive conditions, we used interaction analyses between instrumentality and action execution,
For completeness, we also explored the inverse contrast.
Finally, we explored main effects ( Supplementary Fig. 2 and Supplementary Table 1 ) and the influence of the second modality (audition; Supplementary Fig. 3) , including the three-way interaction between all factors ( Supplementary Fig. 4 and Supplementary Table 2 ).
Results
Behavioral performance
A 2 x 2 x 2 repeated measures ANOVA was conducted to compare the effect of instrumentality (hand vs. tool), action execution (active vs. passive), and feedback modality (unimodal vs. bimodal) on the thresholds of delay detection performance. There was a significant main effect of action execution, F(1, 18) ¼ 33.76, p < .001, ω p 2 ¼ 0.65; indicating that delay detection thresholds were higher in active (M ¼ 223.28, SE ¼ 19.22) than in passive (M ¼ 182.70, SE ¼ 19.01) trials (see Fig. 2 ). No further significant effects were found for delay detection thresholds, all F(1, 18) < 2.00, p > .17, ω p 2 < 0.10.
A second 2 x 2 x 2 repeated measures ANOVA was conducted to compare the effect of instrumentality (hand vs. tool), action execution (active vs. passive), and feedback modality (unimodal vs. bimodal) on the slopes of delay detection performance. No significant effects were found, all F(1, 18) < 0.78, p > .39, ω p 2 < 0.04.
fMRI
Following our hypotheses, our contrasts of interest were focused on (1) commonalities and (2) differences between the hand and tool condition regarding efference-copy-based predictive mechanisms. Slotnick, 2017) . Source of anatomical labels: Automated Anatomical Labelling toolbox 2 for SPM12 (AAL2; Rolls et al., 2015) . R ¼ right, L ¼ left.
Commonalities
We used a conjunction analysis to identify areas common to the hand and tool conditions that showed reduced BOLD signal in the active compared to the passive condition, irrespective of feedback modality. The conjunction revealed activation in sensory areas including secondary somatosensory cortices, higher order visual processing areas (fusiform gyri, medial occipitotemporal gyri; including V4). In addition, we found activation in the left SMA, right cerebellum, right precuneus, bilateral superior frontal gyri (SFG), and right putamen. For details, see Fig. 3 and Table 1 .
A conjunction of the inverse conjunction (searching for areas common to the hand and the tool condition that showed enhanced BOLD signal in active compared to passive conditions) did not reveal any significant clusters.
Differences
We found a significant interaction effect for instrumentality (hand vs. tool) and action execution (active vs. passive) in the left postcentral gyrus (extending to the left precentral gyrus), right MTG, and bilateral caudate nucleus. These areas yielded less BOLD signal in the active than in the passive condition during hand, but not during tool movements. For details, see Fig. 4 and Table 2 . The inverse interaction did not reveal any suprathreshold activation.
Discussion
Using fMRI, we investigated the neural processing of sensory input elicited by tool and hand movements, either executed actively by the participant or passively by a custom-made movement device. Participants reported the detection of delays, which were parametrically induced between the movement and the visual action feedback in all conditions. Across both hand and tool use actions, actively compared to passively generated sensory consequences were associated with worse delay detection performances as well as a reduced BOLD signal in sensory areas and further brain regions (including left SMA, right cerebellum, and right PPC). We also demonstrated that active compared to passive movements yielded reduced BOLD signal in the left postcentral gyrus, right MTG, and bilateral caudate nucleus during hand but not during tool actions. Thus, while hand and tool use actions share large commonalities when predicting the sensory consequences of actions, differential processes are necessary to optimize the prediction to the physics of the end effector (i.e., hand or tool).
Commonalities for hand and tool actions: sensory attenuation and BOLD suppression
Participants were worse at detecting delays for actively than for passively generated sensory information, both when using their hand and when using a tool. This replicates previous reports showing sensory attenuation effects for hand movements without tools (Bays et al., 2006; Juravle et al., 2017; van Kemenade et al., 2019; Arikan et al., 2019) . More importantly, however, we demonstrate that the perceived timing of reafferent sensory information during tool use is subject to sensory attenuation as well. This is consistent with a previous study showing sensory suppression for perceived intensities of tool-related sensory information (Kilteni and Ehrsson, 2017) . Our data thus suggest that internal prediction models can be flexibly adapted to tool use contexts to generate predictions on the timing of action outcomes.
As expected, sensory attenuation was associated with a reduced BOLD response in secondary somatosensory cortices and visual processing areas during self-produced action outcomes. Our results for somatosensory areas are consistent with previous findings for non-tool actions (Blakemore et al., 1998; Shergill et al., 2013; Straube et al., 2017) . Our findings on the visual modality, however, differ slightly from previous work, as BOLD suppression was more pronounced in mid-level visual processing areas (including V4) instead of primary visual cortices (as in Straube et al., 2017) . V4 has previously been shown to encode stimulus properties such as shape, color, motion, and disparity, thereby contributing to the segregation of figures from a background (Roe et al., 2012) . We propose that V4 was recruited because we used naturalistic, moving visual stimuli instead of relatively abstract dots . Taken together, our findings demonstrate BOLD suppression in tool use contexts for the first time, indicating that tool use and natural limb movements share comparable functional mechanisms for efference-copy-based sensory predictions.
While bimodal contrasted against unimodal trials robustly yielded signal in bilateral auditory cortices in both the hand and the tool condition (see Supplementary Fig. 2 and Supplementary Table 1 ), we did not find any BOLD suppression in auditory cortices in the active condition, contrary to results from our previous study . This absence might indicate that participants did not predict the timing of the auditory action consequences, neither when using their hand nor when using the tool (however, see Supplementary Fig. 3) . Alternatively, since we strictly excluded trials in which no sound was played when it should have been (see 2.5 Data Analysis), it is also possible that the remaining number of trials was not sufficient to let the expected effects show up in our analyses. Moreover, in our previous experiment, we found reduced BOLD signal in both auditory and visual areas when using dots and beeps that were presented as discrete action outcomes after a button press, and which temporally coincided in terms of their onset and duration . In the current experiment, the complex visual feedback was presented continuously during action execution, whereas the auditory feedback occurred only discretely (when hitting the turning point and the starting position of the movement device), to best reflect real-life situations (similar to when using a hammer to hit a nail). Since the sound was shorter and because participants never needed to explicitly focus on the sound, they may not have used the auditory information to perform the delay detection task. Our data cannot favor one explanation over another, making further naturalistic experimental paradigms necessary to provide conclusive experimental evidence of whether multisensory prediction can also be found for tool use contexts.
Commonalities for hand and tool actions: the role of SMA, cerebellum, and PPC
In addition to the downregulation of sensory areas (see 4.1 Slotnick, 2017) . Source of anatomical labels: Automated Anatomical Labelling toolbox 2 for SPM12 (AAL2; Rolls et al., 2015) . R ¼ right, L ¼ left.
Commonalities for Hand and Tool Actions: Sensory Attenuation and BOLD Suppression), the comparison of passive against active conditions across hand and tool conditions (as assessed by the conjunction analysis) yielded signal in several brain regions, including the left SMA, the right cerebellum, and the right PPC (incl. precuneus). These areas have previously been shown to be relevant for the processing of sensory predictions and prediction errors during actions executed without tools (for a review, see Shadmehr and Krakauer, 2008) . For instance, SMA participates in predictive motor planning processes and reduces sensory attenuation when disrupted, thus possibly providing efference copy signals (Haggard and Whitford, 2004; Makoshi et al., 2011) . The cerebellum is thought to be involved in generating (Blakemore et al., 1999 (Blakemore et al., , 1998 Leube et al., 2003; Miall et al., 2007) and updating predictions about sensory input (Roth et al., 2013; Synofzik et al., 2008) by signaling prediction errors specific to self-initiated actions (Blakemore et al., 2001; Schlerf et al., 2012; van Kemenade et al., 2019) . Lastly, the PPC contributes to the online correction of movements (Andersen and Cui, 2009; Della-Maggiore et al., 2004; Desmurget et al., 1999) by signaling intersensory conflicts . It is thus likely that these areas work together, which is consistent with studies showing strong effective connectivity between SMA and the cerebellum (Zhang et al., 2010) as well as powerful projections from the PPC to the cerebellum (Stein and Glickstein, 1992 ). Here, we were able to replicate and extend these findings for two action contexts (hand/tool).
In tool use contexts, the link to predictive processing is less well explored in the literature, although the cerebellum has been proposed as a site that creates and stores forward models involving tools (see Higuchi et al., 2007 for review; Imamizu, 2011; Imamizu et al., 2000; Imamizu and Kawato, 2012) . The cerebellum, SMA, and PPC have previously been associated with imagination and the actual use of tools (Higuchi et al., 2007) . However, we show for the first time that signal in these areas is less pronounced for actively relative to passively generated sensory information, thereby isolating the specific effect of the efference copy in tool use contexts. Taken together, these findings suggest that hand and tool use actions share similar representations, indicating that the proposed predictive mechanisms can be transferred to tool use contexts.
While it might be counterintuitive to find larger BOLD signal in passive than in active conditions in motor control areas, our results fit well with previous literature. Several studies, including findings from our own group, have found reduced BOLD signal in SMA, primary motor cortex, and cerebellum for active movements (Blakemore et al., 1998; Leube et al., 2003; Straube et al., 2017) . Activity in SMA, the cerebellum, the PPC, and the SFG have frequently been associated with the processing of agency-related errors or the loss of agency (Nahab et al., 2011; Sperduti et al., 2011; Yomogida et al., 2010) . Thus, our data could indicate that participants experienced less agency over their actions in passive conditions, in which they did not initiate the movement themselves. Alternatively, larger signals in passive than in active trials could reflect error processing (similar to Schlerf et al., 2012) : In the passive condition, participants did not generate the movement, and were consequently not able to predict the imminent sensory input based on an efference copy. The sensory input could thus not be predicted as accurately as in the active condition, resulting in a mismatch between the expected and the actual sensory input. Such a mismatch produces a prediction error signal (e.g., Diedrichsen et al., 2005; Schlerf et al., 2012) , thereby enhancing the BOLD signal in the passive condition. Our data cannot favor one explanation over the other; however, both explanations fit well into the predictive framework.
Differences between hand and tool actions with regard to prediction
Finally, we assumed that incorporating tools into the predictive model would demand additional resources, as it is unlikely that the efference copy alone can predict sensory consequences generated by anything else than our own body. We expected that tool-related information has to be integrated into the sensorimotor prediction, a process which is likely to be reflected by activation in fronto-parietal areas in the interaction between the factors instrumentality (hand vs. tool) and action execution (active vs. passive). We found that these factors interacted in the left post-and precentral gyri, i.e., prominent gyri in the lateral parietal and frontal lobes, respectively. Additional effects were observed in the right MTG and bilateral caudate nuclei.
The contrast estimates of the cluster extending over the left pre-and postcentral gyri (see Fig. 4 ) indicate a reduced processing of actively relative to passively generated consequences of hand movements, whereas this pattern was not present or even opposite for tool movements. Since it is well established that the precentral gyrus acts as the primary motor cortex, whereas the postcentral gyrus is considered as the site of the primary somatosensory cortex (e.g., Penfield and Boldrey, 1937) , it is possible that hand and tool actions required slightly different motor outputs resulting in distinctive sensory feedback. However, considering that both areas showed up in the interaction with the factor action execution and that the feedback within hand and tool conditions was identical for active and passive conditions, we think that our results rather reflect the incorporation of tool information into the sensory predictions. The difference between active and passive conditions during hand actions reflects BOLD suppression, whereas this pattern is absent for tool use actions. This differential effect might indicate that the processing of tool-related sensory information requires additional processes to achieve equally accurate predictions for tool as for hand actions and could thus explain why we find interactions on the neural, but not on the behavioral level: According to our theoretical framework, the BOLD response in the postcentral gyrus (sensory area) should be suppressed (i.e., weaker signal for active than for passive conditions) in both hand and tool condition. However, since we expect fronto-parietal areas (such as the postcentral gyrus) to integrate the tool into the prediction during active trials, the BOLD signal for the active tool condition should be enhanced. In sum, these processes result in the interaction effect reported in Fig. 4 . In line with this interpretation, it has previously been shown that tool use induces an update of the hand representation in the brain, as reflected by changes in grip aperture after tool use (Cardinali et al., 2016) . In our case, the tool could also have induced a change of the hand representation, thus predictions had to be adapted to an updated morphology. Taken together, these results suggest that the end effector is considered and incorporated into internal predictions.
A similar pattern of activation was found in the MTG. The MTG has previously been discussed in the context of tools for its role in storing semantic concepts and semantic knowledge about tools, although findings were mainly focused on its left posterior part (Beauchamp et al., 2003; Chao et al., 1999; Devlin et al., 2002; Martin et al., 1996) . Further, the MTG has been suggested to be involved in distinguishing biological motion from motion related to tools (Chao et al., 1999) , while being particularly responsive to rigid, unarticulated motion (Beauchamp and Martin, 2007) . Collectively, these findings indicate that the MTG represents stored information about motion that is associated with manmade, manipulable objects (Chao et al., 2002) . However, in our experiment, the MTG was not only active during tool use as such, but instead differentially responsive to the combination of the factors instrumentality (hand or tool) and action execution (active or passive), as shown by reduced BOLD signal in active relative to passive hand but not tool trials. This is well in line with a recent behavioral study, highlighting that knowledge about the dynamics of a used object is crucial for predictive processes, in that prediction is possible if the used tool is rigid (e.g., if it's made of wood; Miller et al., 2018) . Our study thus extends these findings in showing the link between tool use and predictive mechanisms on a neural level. For our data, we propose that the MTG plays a central role in using semantic knowledge about the end effector (hand or tool) which needs to be retrieved to create accurate predictions about the sensory consequences related to the required movement.
Lastly, the factors instrumentality and action execution interacted in the caudate nucleus. As a part of the basal ganglia, it is known to be involved in motor control (e.g., Graybiel et al., 1994; Groenewegen, 2003) , in error prediction during task order unpredictability (Dreher and Grafman, 2002) , and in the processing of unexpected events (den Ouden et al., 2010) . The basal ganglia also play a role in tasks associated to causal inference, e.g., in the judgement of causal relationships during the collision of two balls (Straube and Chatterjee, 2010) , or violations of temporal continuity, e.g., in representing action-outcome contingency contexts (Grahn et al., 2008) . These results indicate that the caudate nucleus is sensitive to violations of learned contingencies. Here, we observed less BOLD signal in the active than in the passive condition during hand, but not during tool movements. Our data are the first to show that the predictive features of the caudate nucleus are differentially affected by the properties of the end effector. We propose that this could reflect the amount of unpredicted information that might be higher in tool compared to hand conditions. Supplementary Fig. 5 . The difference is negative for the hand condition, but positive for the tool condition. Error bars show standard error of the mean (AESEM).
Limitations
There are some limitations which need to be acknowledged. First, since our custom-made movement device is a hand-held object, one could argue that it might be processed as a tool itself. While an objective and unambiguous definition of the notion "tool" remains elusive (Bentley-Condit and Smith, 2010) , it is commonly consented that any handheld instrument that is used to manipulate other objects in the environment can be considered a tool (Shumaker et al., 2011) . This implies that tools are discrete entities that provide a link between a body part and the target object (Osiurak et al., 2010) . Consequently, tools can be replaced by any object that also allows the appropriate manipulation of the target object (e.g., replace a fork by chopsticks). Whether or not an object can be considered a tool thus depends on the goal of the action (Orban and Caruana, 2014; Osiurak et al., 2010) . We argue that the movement device did not qualify as a tool, as it was 1) not used to manipulate another object, and 2) could not be replaced by any other object, as this would eliminate the target/goal of the action. The tool on the other hand 1) was used to manipulate the device's handle and 2) could be replaced by any other object that would allow the manipulation of the device's handle. Moreover, instructions were designed to make the hand/tool distinction explicit to participants: The hand condition was announced as the block where they would 'use their own hand', whereas the tool condition was announced as the block where they would 'use the tool'. Importantly, the visual input clearly differed between conditions, as participants either observed their hand or the moving tool (see Fig. 1 ) manipulating the movement device, which makes the overlap in neural activation even more remarkable.
Second, the tool condition was quite simple, and the required movement was similar to the movement required in the hand condition. However, we argue that this is often what constitutes a tool in real life, e.g., when we use a pen instead of a finger to operate a smartphone. In fact, tool use has been intensively studied in other research contexts with simple tools like ours, such as sticks (Berti and Frassinetti, 2000; Kilteni and Ehrsson, 2017) or rakes (Bourgeois et al., 2014; Guterstam et al., 2018; Johnson-Frey, 2003) . Nevertheless, future studies should consider including more complex tools in their experiments to understand potential tool-specific transformation processes.
Lastly, our results do not show the left hemisphere predominance commonly found in tool use (e.g., Ishibashi et al., 2016; Lewis, 2006) but rather reveal a mostly bilateral pattern (see Fig. 3 and Fig. 4 ). One possibility is that the right hemisphere might play a larger role in tool use than commonly acknowledged. This is in line with several neuroimaging studies showing (weaker) involvement of homologous right hemisphere regions in addition to left hemisphere activity in tool use (e.g., Hermsd€ orfer et al., 2007; Rallis et al., 2018; Vingerhoets et al., 2011) . Further, the analyses we reported here were not suited to isolate the neural correlates of tool use and its lateralization per se, since this was not the aim of the study. Instead, tool use actions were always analyzed in relation to hand actions in the context of prediction of action consequences. When we directly compared tool against hand actions (without considering any other factor), the signal was more pronounced in the left hemisphere (inferior and middle occipital cortices; see Supplementary  Fig. 2) .
Conclusion
Our findings provide behavioral and neural support for the hypothesis that the processing of sensory consequences of tool use movements relies on efference-copy-based predictive mechanisms, as indicated by suppressed perceptual processing for active compared to passive actions. We further show that the postcentral gyrus, MTG, and the caudate nucleus contribute to these predictions, most likely by optimizing the motor command prediction to the end effector (i.e., hand or tool). Taken together, our results suggest that the brain dynamically updates sensorimotor predictive models to anticipate the dynamics of the end effector.
