In this paper, we propose a framework HAR to study the hub and authority scores of objects, and the relevance scores of relations in multi-relational data for query search. The basic idea of our framework is to consider a random walk in multi-relational data, and study in such random walk, limiting probabilities of relations for relevance scores, and of objects for hub scores and authority scores. The main contribution of this paper is to (i) propose a framework (HAR) that can compute the hub, authority and relevance scores by solving limiting probabilities arising from multi-relational data, and can incorporate input query vectors to handle query-specific search; (ii) show existence and uniqueness of such limiting probabilities so that they can be used for query search effectively; and (iii) develop an iterative algorithm to solve a set of tensor (multivariate polynomial) equations to obtain such probabilities. Extensive experimental results on TREC and DBLP data sets suggest that the proposed method is very effective in obtaining relevant results to the querying inputs. In the comparison, we find that the performance of HAR is better than those of HITS, SALSA and TOPHITS.
Introduction
PageRank [18] and HITS [11] are two significant link analysis algorithms for determining the importance of objects in a graph. The PageRank scores are given by the entries of the principal eigenvector of a Markov matrix of objects transition probabilities across the entire graph. The PageRank score depends only on the topology of the graph and do not depend on the query. Topic/query-sensitive PageRank is also proposed and developed in [9] . On the other hand, HITS [11] first evaluates a focused subgraph, computes the principal singular vectors of the adjacency matrix of the focused subgraph, and then obtain authorities and hubs scores for answering the query. The HITS score is queryspecific in that it computes the authority scores of the objects after a focused subgraph is used. In these two approaches, a single relation type is focused and studied.
There are many information retrieval and data mining applications where multiple relation types are involved. In such applications, objects have interactions with the others based on different relations. For example, researchers (or papers) cite the other researchers (or the other papers) based on different concepts/keywords [17] , proteins interact with the other proteins under different conditions, webpages link to the other webpages via different semantic meanings [12] , resource description format (RDF) resources connect to the other RDF resources through different RDF predicates [6] . We refer to the data of this type as multi-relational data. One natural way to represent the multi-relational data is using tensors, also known as multi-dimensional arrays. In Figure 1 , we show an example of multi-relational data with five objects and three relations and its corresponding tensor representation. In the figure, an 5 × 5 × 3 three-dimensional array is used, where (i, j, k) entry is nonzero if the jth object connects to the ith object with the kth relation. In this paper, we propose a framework to study the hub and authority scores of objects in multi-relational data for query search. Besides hub and authority scores for each object, we assign a relevance score for each relation to indicate its importance in multirelational data. In our proposal, these three scores have the following mutually-reinforcing relationships. (i) An object that points to many objects with high authority scores through relations of high relevance scores, receives a high hub score. (ii) An object that is pointed by many objects with high hub scores through relations of high relevance scores, receives a high authority score. (iii) A relation that is connected in between objects with high hub scores and high authority scores, receives a high relevance score.
Our idea is to compute hub and authority scores of objects and relevance scores of relations by considering a random walk in a multi-relational data/tensor, and studying the limiting probabilities arriving objects as hubs or as authorities, and using relations respectively. More specifically, we construct transition probability tensors for objects as hubs or as authorities and for relations, and then set up a set of tensor (multivariate polynomial) equations following the mutuallyreinforcing relationship among hubs, authorities and relations described in the above mechanisms (i), (ii) and (iii). We obtain hub and authority scores for objects and relevance scores for relations by solving tensor equations. In order to handle query-specific search, we incorporate an input hub, authority or relation vector into the tensor equations to answer such query.
The main contribution of this paper can be summarized as follows. (i) We propose a framework (HAR) that can compute the hub, authority and relevance scores by solving limiting probabilities arising from multi-relational data, and can incorporate input query vectors to handle query-specific search. (ii) We show existence and uniqueness of such limiting probabilities so that they can be used for query search effectively. (iii) We develop an iterative algorithm to solve a set of tensor (multivariate polynomial) equations to obtain such probabilities. Extensive experimental results on TREC and DBLP data sets suggest that the proposed method is very effective in obtaining relevant results to the querying inputs. In the comparison, we find that the performance of HAR is better than those of HITS, SALSA and TOPHITS.
The rest of the paper is organized as follows. In Section 2, we review some related work. In Section 3, we describe notations in this paper and some preliminary knowledge. In Section 4, we present the proposed framework. In Section 5, we analyze the proposed methodology. In Section 6, we show and discuss the experimental results for real-world data sets. In Section 7, we give some concluding remarks and mention some future research work.
Related Work
Improvement of HITS can be found by considering probabilistic latent sematic indexing [3] , using a weighted indegree analysis [15] and utilizing document cluster information and language models [14] . The main challenge of these approaches is required to set suitable weights in the edges in order to obtain effective ranking results. However, the weights are not known in general. The novelty of this paper is to provide a framework to determine the weights automatically. In [5] , a co-HITS algorithm was proposed to incorporate the bipartite graph with the content information from both sides as well as the constraints of relevance. The score propagation is the mutual reinforcement to boost co-linked entities on the graph only. We see from (4.10) in Section 4 that our method involves mutual reinforcement among all the hubs, authorities and relations.
In the literature, tensor factorization is a generalized approach for analyzing multi-way data [22, 16, 23, 24] . The query search problem in multi-relational data has been also studied recently. The main idea is to approximate a tensor by a low-rank decomposition and make use of the decomposition vectors to handle query search. Sun et al. [25] applied a 3-way Tucker decomposition [27] to the analysis of user, query-term and webpage data in order to personalize web search. Rendle el al. proposed a tensor factorization model to exploit the ternary relationships in tagging data and personalize the tag recommender [19] . Kolda et al. [13, 12] proposed TOPHITS by adding a third dimension to form an adjacency tensor that incorporates anchor text information, and employ a Three-way Parallel Factors (PARAFAC) decomposition [2, 8] to compute the singular vectors for query processing. Acar et al. [1] used various tensor decompositions of user, keyword and time data to separate different streams of conservations in chatroom data. In these methods, we need to select the number of decompositions (low-rank approximation) in the tensor factorization. The number of decompositions may not be known in advance. On the other hand, the computation of tensor factorization may not be unique as there are several numerical methods (e.g., the alternating least squares procedure) used to compute such factorization and the factorization results depend on the initial guess. There is no detailed algorithmic and mathematical analysis for the convergence of the method. Also the computational cost may be expensive for very large tensors [4] .
Different from these methods, we compute limiting probabilities of tensors for hub and authority scores of objects and relevance scores of relations to handle the query search problem. We will show that such probabilities can be unique and computed very efficiently. In [17] , we have developed a MultiRank algorithm for coranking both objects and relations together in a multirelational data by considering undirected edges in multiple relations only. In this paper, we consider directed edges in multiple relations, and analyze both hub and authority scores in the new setting. Recently, Harth and Kinsella [7] used the power method to compute scoring vectors for subjects, objects, predicates and context relationships in semantic web in a fourth order tensor. However, the mathematical analysis of such scoring vectors is not given. We remark that we can extend our framework to cover a higher-order tensor e.g., subjectobject-predicate-context relationships in semantic web, and study the theoretical properties of scoring vectors as limiting probabilities, see the concluding remarks in Section 7.
Preliminary
In this section, we describe notations and present some preliminary knowledge on tensors. As we analyze objects under multiple relations and also consider interaction between relations based on objects, we make use of rectangular tensors to represent them.
Let R be the real field. We call T = (t i1,i2,j1 ) where t i1,i2,j1 ∈ R, for i k = 1, · · · , m, k = 1, 2 and j 1 = 1, · · · , n, a real (2, 1)th order (m × n)-dimensional rectangular tensor. In this setting, we refer (i 1 , i 2 ) to be the indices for objects and j 1 to be the indices for relations. For instance, five objects (m = 5) and three relations (n = 3) are used in the example in Figure  1 . When there is a link from the i 1 th object to the i 2 th object when the j 1 th relation is used, we set t i1,i2,j1 = 1, otherwise t i1,i2,j1 = 0. In addition, T is called non-
Let u, v be vectors of length m and w be a vector of length n.
As we consider a random walk in a nonnegative rectangular tensor arising from multi-relational data, and study the likelihood that we will arrive at any particular object as a hub or as an authority, and use at any particular relation, we construct three transition probability tensors H = (h i1,i2,j1 ), A = (a i1,i2,j1 ) and R = (r i1,i2,j1 ) with respect to hubs, authorities and relations by normalizing the entry of T as follows:
These numbers gives the estimates of the following conditional probabilities:
where X t , Y t and Z t are random variables referring to visit at any particular object as a hub and as an authority, and to use at any particular relation at the time t, respectively. Here the time t refers to the time step in the random walk. h i1,i2,j1 (or a i1,i2,j1 ) can be interpreted as the probability of visiting the i 1 th (or i 2 th) object as a hub (or as an authority) by given that the i 2 th (or i 1 th) object as an authority (or as a hub) is currently visited and the j 1 th relation is used, and r i1,i2,j1 can be interpreted as the probability of using the j 1 th relation given that the i 2 th object as an authority is visited from the i 1 th object as a hub. We remark that the construction of a i1,i2,j1 is related to the transpose of h i1,i2,j1 . This is similar to the construction of SALSA algorithm to incorporate the link structure among objects for the role of hub and authority in the single relation data [15] . We note that if t i1,i2,j1 is equal to 0 for all 1 ≤ i 1 ≤ m, this is called the dangling node [18] , and the values of h i1,i2,j1 can be set to 1/m. The same construction is for a i1,i2,j . Similarly, if t i1,i2,j1 is equal to 0 for all 1 ≤ j 1 ≤ n, then the values of r i1,i2,j1 can be set to 1/n. With the above construction, we have
We call H, A and R transition probability tensors which is similar to transition probability matrices in Markov chain [21] . In addition, it is necessary for us to know the connectivity among the objects and the relations within a tensor.
When T is irreducible, any two objects in multirelational data can be connected via some relations. As we would like to determine the importance of both objects and relations simultaneously in multi-relational data, irreducibility is a reasonable assumption that we will use in the following discussion. It is clear that when T is irreducible, the corresponding tensors H, A and R are also irreducible.
The Proposed Framework
Given three transition probability tensors H, A and R, we study the following conditional probabilities:
is the joint probability distribution of X t and Z t , and Prob[X t = i 1 , Y t = i 2 ] is the joint probability distribution of X t and Y t . In our approach, we consider the limiting probability distributions of objects as hubs and authorities, and relations, i.e., we are interested in hub and authority scores of objects
and relevance scores of relations given bȳ
T respectively, with
In order to obtainx i1 ,ȳ i1 andz j1 , we assume that the limiting joint probability distribution can be approximated by the individual limiting product distributions, i.e., the solutions are in tensor-product forms:
The tensor-product form solution has been considered in [7, 17] . Therefore, by making t goes to infinity, (4.1), (4.2) and (4.3) becomes
We see from (4.7), (4.8) and (4.9) that the hub (or authority) score of an object is defined implicitly and depends on the number and authority (or hub) metric of all objects that have multiple relations to (or from) this object, and also the relevance values of these multiple relations. Similarly, the relevance score of a relation is defined implicitly and depends on which the objects to be linked and their hub and authority scores of these objects. It is clear that an object that is linked with high relevance score of relations from (or to) many objects with high hub (or authority) scores, receives a high authority (or hub) score itself. Also a relation that is linked with objects with high hub and authority scores, receives a high relevance score itself. It is interesting to note from (4.7), (4.8) 3 ) for the above tensor-product operations in the following discussion. When we consider a single relation type, we can setz to be a vector l/n of all ones in (4.10), and thus we obtain two matrix equations Hȳl/n =x and Axl/n =ȳ. We remark that A can be viewed as the transpose of H. This is exactly the same as that we solve for the singular vectors to get the hub and authority scoring vectors in SALSA. As a summary, the proposed framework HAR is a generalization of SALSA to deal with multi-relational data.
Query Search for Objects and Relations
To deal with query processing, we need to compute hub and authority scores of objects and relevance scores of relations with respect to a query input. Motivated by the idea of topic-sensitive PageRank [9] and random walk with restart [26] , we consider this issue by assigning the desired limiting probability distributions towards a query input. More specifically, we modify the tensor equations in (4.10) as follows:
with (4.11), where o and r are two assigned probability distributions that are constructed from a query input. Here (
[r] j = 1), and 0 ≤ α, β, γ < 1, are three parameters for controlling the importance of the assigned probability distributions in query input to the resulting hub and authority scores of objects and the relevance scores of relations.
Given a query input, one simple way is to construct o and r by using uniform distributions on the interesting objects and relations respectively, or by normalizing the weights of the interesting objects and relations respectively. Note that a query input can be composed of either objects or relations, or composed of both. Moreover, if we would like to emphasize the objects or relations satisfying some requirements in the query search, we assign higher probabilities to these objects or relations.
The Algorithm
In this subsection, we present an efficient iterative algorithm to solve the tensor equations in (4.12) to obtainx,ȳ andz for the hub and authority scores of objects and the relevance scores of relations. The HAR algorithm is summarized in Algorithm 1. [r] j = 1), three weighting parameters 0 ≤ α, β, γ < 1, and the tolerance Output: Three limiting probability distributionsx (hub scores),ȳ (authority scores) andz (relevance values) Procedure:
stop, otherwise set t = t + 1 and goto Step 2.
In Algorithm 1, the HAR computations require several iterations, through the collection to adjust approximate hub and authority scores of objects and relevance scores of relations to more closely reflect their theoretical true values (underlying limiting probability distributions). The main computational cost of the HAR algorithm depends on the cost of performing tensor operations in Steps 2, 3 and 4. Assume that there are O(N ) nonzero entries in H, A and R, the cost of these tensor calculations are of O(N ) arithmetic operations.
Theoretical Analysis
In this section, we show existence and uniqueness of limiting probability distributionsx,ȳ andz so that it can be used in computing hub and authority scores for objects and relevance scores for relations very effectively. Based on these results, the convergence of HAR algorithm can be shown.
We let
We note that Ω m , Ω n and Ω are closed convex sets. We call u to be positive (denoted by u > 0) if all its entries of u i are positive.
It is easy to check that if x, y and z are probability distributions, then the output Hyz, Axz and Rxy are also probability distributions (the correctness of Steps 2, 3 and 4 in Algorithm 1). 
By
Proof. The problem can be reduced to a fixed point problem as follows. We define the following mapping T : Ω → Ω as follows 
It is clear that
We must have δ > 0. We first note that
Let us consider the following quantity:
Hence we have h i1,i2,j1 = 0 for all i 1 ∈ I 1 and for all i 2 / ∈ I 2 for any fixed
) is a reducible matrix, and it implies that H is reducible. By using the similar argument and considering the other two equations (1 − β)Axz + βo = y, and (1 − γ)Rxȳ + γr =z, we can find that A and R are also reducible. According to these results, we obtain a contradiction. Hencex,ȳ andz must be positive.
In [10] , it has been given a general condition which guarantees the uniqueness of the fixed point in the Brouwer Fixed Point Theorem, namely, (i) 1 is not an eigenvalue of the Jacobian matrix of the mapping, and (ii) for each point in the boundary of the domain of the mapping, it is not a fixed point. In our case, we have shown in Theorem 5.2 that all the fixed points of T are positive when H, A and R are irreducible, i.e., they do not lie on the boundary ∂Ω of Ω. According to Theorem 5.3, if x t = x t−1 , y t = y t−1 and z t = z t−1 , in the HAR algorithm, then we obtain the unique solution vectorsx,ȳ andz for (1 − α)Hȳz + αo =x, (1−β)Axz+βo =ȳ, and (1−γ)Rxȳ +γr =z. When x t = x t−1 , y t = y t−1 and z t = z t−1 , there exist a subsequence [x ts , y ts , z ts ] converges to [x,ȳ,z] by using the fact that Ω is a compact space in R 2m+n . As we have shown that the solution vectors are unique, it implies that [x t , y t , z t ] converges (up to a subsequence) to [x,ȳ,z] which are the limiting probability vectors giving the hub and authority scores of objects and the relevance scores of relations respectively.
Experimental Results
In the section, we carry out two experiments to demonstrate the usefulness and effectiveness of the proposed method HAR. In the first experiment, we construct multi-relational data by considering links of different anchor texts among webpages from TREC Web data set. In the second experiment, our multi-relational data is constructed under the consideration of paper citations of different categories from DBLP data set. Both experiments concentrate on the query search tasks. For comparisons, we apply HITS, SALSA [15] and TOPHITS as well.
Evaluation metrics
In this paper, we employ four evaluation metrics: the precision at position k (P@k), the normalized discounted cumulative gain at position k (NDCG@k), the mean average precision (MAP) and the R-precision (R-prec).
1. P@k: Given a particular query q, we compute the precision at position k as follows:
P @k = #{relevant documents in top k results} k Since we have a set of queries in both experiments, we report the average P@k scores of these queries as final results.
2. NDCG@k: In order to emphasize the high-ranking relevant documents, the discounted cumulative gain DCG@k is defined as a measure to evaluate the effectiveness of search engine results. DCG@k discounts the contribution of low-ranking relevant documents and is calculated as
where rel i ∈ {0, 1} indicates whether the document ranked number i is relevant to the query topic or not. NDCG@k is a normalized version of this measure:
N DCG@k = DCG@k IDCG@k where IDCG@k refers to the ideal discounted cumulative gain at position k, which is computed by presenting an ideal ranking list. Similar to P@k, we report the average NDCG@k scores of all queries as final results.
3. MAP: Given a query, the average precision is calculated by averaging the precision scores at each position in the search results where a relevant document is found. MAP is then the mean of the average precision scores of all queries.
4. R-prec: Given a query, R-prec is the precision score after R documents are retrieved, i.e., R-prec=P@R, where R is the total number of relevant documents for such query. Again, we report the mean of Rprec scores of all queries as final results. preserve the webpages that are relevant to these query topics (516 webpages in total) when we sample the 100,000 webpages. Then we consider the links among them via different anchor texts. Given each anchor text, we preprocess it by eliminating the stop words and stemming. After that, we obtain 39,255 anchor terms in total, and 479,122 links with these anchor terms among the 100,000 webpages. We then use this data to construct a tensor and test our approach for query search task.
Tensor construction. We construct a tensor T based on links of webpages (objects) through different anchor temrs (relations). In this case, there are 100,000 objects and 39,255 relations. The tensor is constructed as follows: If the i 1 th webpage links to the i 2 th webpage via the j 1 th anchor term, we set the entry t i1,i2,j1 of T to be one. By considering all the links between these webpages, we construct the tensor T . The size of T is 100, 000 × 100, 000 × 39, 255 and there are 479,122 nonzeros entries in T . The percentage of nonzero entries is 1.22 × 10 −7 %. After constructing T , we construct the transition probability tensors H, A and R. We note that only the nonzero entries and their locations are stored in the computational process. It is not necessary to store values 1/m or 1/n for the dangling nodes in H, A and R.
Query settings. For all the comparison algorithms, we use the well-known BM25 model [20] to configure their query settings. The BM25 score of a document d with respect to a query q is computed by summing up the weight of those query terms that occur in the document:
the weight of the term t is computed as
where tf t is the frequency that the term t occurs in this document, df t is the number of documents that contain the term t, dl is the length of this document, avdl is the average length of documents, N is the total number of documents in the collection, k 1 and b are two parameters. We use k 1 = 2.1 and b = 0.6. Here we list several algorithms for comparison.
• For HITS and SALSA, we aggregate the multirelational data into a simple graph, and then compute the BM25 scores of anchor terms with respect to the query topic and select 50 webpages that have the highest BM25 scores as a root set. Then we expand the root set based on aggregated graph to construct a subgraph for computing the hub and authority scores.
• For TOPHITS, we perform it on the tensor T and try the best 500-rank, 1000-rank and 1500-rank approximations respectively. The query vector is constructed by computing the BM25 score for each anchor term(i.e., relation) with respect to the query topic. Then the hub and authority scores are computed as in [12] .
• In [29] , Wu et al. combine the evidence from anchor terms and query-dependent link connections to handle topic distillation tasks, and show that this method produces state-of-the-art results. Therefore, we compare with this method as well.
In this method, a weighted linear model is used to combine the BM25 scores of anchor terms with query-dependent indegree and out degree information. We refer to this method as BM25+DepInOut. We use the default weights reported in [29] , i.e., the value 0.2 for the BM25 score, the value 0.1 for the dependent indegree information and the value 0.7 for the dependent outdegree information.
• For HAR, we use two query settings, i.e., query with relations only, and query with both relations and objects together. For query with relations, we set the entries of r to be the BM25 scores between the corresponding anchor terms and the query topic, and then normalize it. In this case, the parameters α, β and γ are set to be 0, 0 and 0.9 respectively. For query with both relations and objects, in addition to the construction of r, we set the entries of o to be the BM25 scores between the content of the corresponding webpages and the query topic, and then normalize it. In this case, we set the parameters α, β and γ to be 0.5, 0.5 and 0.9 respectively. We set the stopping criterion to be 10 −7 which is small enough for convergence.
Results and comparisons. Table 1 shows results of all the comparison algorithms. The results show that our proposed HAR outperforms the other algorithms significantly. We see that the results of HITS, SALSA and TOPHITS are not very good. For HITS and SALSA, this is because they can not differentiate multirelations and they suffer from topic drift problems when constructing the subgraph from the aggregated graph to compute hub and authority scores. For TOPHITS, this is because it employs the decomposition results of the adjacency tensor T to compute hub and authority. However, the decomposition vectors suffer from two constraints: one is they are usually not unique and the other is negative entries may exist in these vectors. These two constraints may lead to non-unique or negative hub and authority scores for a particular query, which is unreasonable and hard to interpret. Different from TOPHITS, our method HAR employs the limiting probabilities to compute the hub and authority scores, which are unique and nonnegative. Therefore it yields much better results than TOPHITS. Moreover, we see that HAR has slightly better performance than BM25+DepInOut when we query with relations only. When we consider query with both relations and objects, HAR has significant better performance than BM25+DepInOut. This is because it exploits all the useful information by combining the webpage content, the anchor terms and the link structure in a natural way. Table 1 : The results of all comparison algorithms on TREC data set.
Parameters tuning study. Next we show how the performance changes with respect to the values of parameters α, β and γ. Figure 2(a) shows how the performance of HAR change when we tune the parameter γ. In this case, we consider query with relations only and set α = β = 0. We see from this figure that the performance is increasing as we increase the value of γ, and it tends to be stable after γ = 0.9. Therefore we set γ to be 0.9 in all the experiments when we query with relations only. Figure 2(b) shows how the performance of HAR changes against the values of α and β. In this case, we consider query with both relations and objects. For simplicity, we set α and β to be equal, and then tune them. We see from this figure that the performance first increases then decreases when the values of α and β are increased. Therefore we set α and β to be 0.5 in all the experiments when we query with both relations and objects.
Experiment 2
In this experiment, we construct the multi-relational data with a data set crawled from DBLP. We crawled publication information of five conferences (SIGKDD, WWW 3 . Publication information includes title, authors, reference list, and classification categories associated with this publication 4 . There are in total 6848 publications, 10305 authors and 617 different categories in the data set. For query search task, we select 100 category concepts as query inputs to retrieve 2 http://www.informatik.uni-trier.de/ ley/db/ 3 Missing information for CIKM 2001 is due to fact that DBLP does not provide links to ACM Digital Library. 4 For each publication, there are several strings indicating the classification categories of this publication, where each string provides the information from the most general concept to the most specific concept.
For example, a string may be "H. information systems-H.3 information storage and retrieval-H.3.3 information search and retrieval". For each string, we choose the most specific concept as the classification category it indicates for the publication. the relevant publications.
Tensor construction. We construct a tensor T based on citations of publications (objects) through different category concepts (relations). In this case there are 6848 objects and 617 relations. The tensor is constructed as follows: If the i 1 th publication cites the i 2 th publication and the i 2 th publication has the j 1 th category concept, then we set the entry t i1,i2,j1 of T to be one, otherwise we set the entry t i1,i2,j1 to be zero. By considering all the publications, t i1,i2,j1 refers to the citation information from the i 1 th publication to the i 2 th publication via different category concept. The size of the tensor T is 6848 × 6848 × 617 and there are 24901 nonzero entries. The percentage of the nonzero entries is 8.61×10
−5 %. After that, we generate transition probability tensors H, A and R. Again, it is not necessary to store values 1/m or 1/n for dangling nodes in H, A and R.
Query settings. Given the multi-relational data and 100 query concepts, we compare the performance of HITS, SALSA, TOPHITS and HAR. Since the query concept can exactly match the relations, we do not need to use BM25 function to compute the similarities between relations and the query concept.
For HITS and SALSA, we aggregate the multirelational data as in experiment 1, and then select 50 publications that have the highest citations via the query concept as root set. Then we expand the root set based on the aggregated graph to construct a subgraph for computing hub and authority scores. For TOPHITS, we use 50-rank, 100-rank and 150-rank approximations respectively. The query vector is constructed by setting the entry that corresponds to the query concept to be one. For BM25+DepInOut, we use the same setting as in experiment 1. For HAR, we construct vector r by setting the entry that corresponds to the query concept to be one, and use parameters α = β = 0, γ = 0.9. We set the stopping criterion to be 10 −7 which is small enough for convergence.
Results and comparisons. Table 3 : The results of HAR with two settings when we query "clustering" concept and "document" related papers. In this case, we judge a paper to be relevant if it has "clustering" concept and a "document" related title for evaluation. Table 4 : The top twenty results when querying by "clustering" concept and "document" related objects. The publications, appearing commonly in top twenty lists of two HAR results, are indicated with blue color. The target concept column shows whether the corresponding publication has the query concept according to its classification categories. The target title column shows whether the corresponding publication has a "document" related title.
that the performance of HAR is much better than those of the other comparison algorithms. In addition, we would like to show that the proposed method HAR can incorporate additional information to achieve different query purposes. For example, when we query "clustering" concept and "document" related papers, it may be difficult to set query input vectors for relations to express such concepts since there are no category concept labeled as "document". In this case, we construct the object vector o by setting the entries that correspond to the papers whose titles contain the word "document" to be ones and then normalizing it. After that, we apply the HAR algorithm by using "clustering" as relation query input and the object vector o in the search. Table 4 shows the top twenty papers when we apply HAR with two query settings. Table 3 shows the evaluation of these two results. We see that the results by using both relations and objects as input are more accurate than those by using "clustering" concept as input only.
In summary, the experimental results have shown that our proposed method HAR has better performance than HITS, SALSA and TOPHITS. It is shown that HAR is flexible to incorporate additional information in query search process. Theoretically, our approach has two advantages compared with TOPHITS: (i) HAR results in the unique limiting probability distributions of authorities, hubs and relevance scores, while TOPHITS employs tensor factorization results which may not be optimal; (ii) HAR is easier to interpret query results because the resulting limiting probabilities are all positive but tensor factorization may result in vectors with negative entries, which are hard to interpret.
Concluding Remarks
In this paper, we have proposed a framework HAR to determine hub and authority scores of objects and relevance scores of relations in multi-relational data for query search. Both experimental and theoretical results have shown the effectiveness of the proposed method. We have also demonstrated how to accomplish various query objectives using different settings of the proposed method. In the comparison, we find that the performance of HAR is better than those of HITS, SALSA and TOPHITS. We believe that our framework would be very useful in information retrieval tasks in practice. Here we point out several possible future research directions based on the proposed framework.
1. In our framework, we assume probability distributions satisfying (4.4), (4.5) and (4.6) to set up the tensor equations for hub, authority and relevance scores. It is interesting to study other forms of equations for this objective.
2. We set values for weighting parameters α, β and γ empirically in this paper. In order to make use the HAR algorithm more practically and effectively, these parameters can be learned via training data sets.
3. We consider in this paper the multi-relational data are represented as a (2, 1)th order rectangular tensor. However, our framework is a general paradigm and it can be further extended to consider data with higher order tensors for potential applications. For example, we can consider the query search problem in semantic web using a (1, 1, 1, 1)th order rectangular tensor to represent subject, object, predicate and context relationship as in [7] . By constructing four transition probability tensors S, O, P and R for subject, object, predicate and context relationship respectively. Based on the proposed framework, we expect to solve the following set of tensor equations:
In the HAR algorithm, we compute s t = So t−1 p t−1 r t−1 , o t = Os t p t−1 r t−1 , p t = Ps t o t r t−1 , r t = Rs t o t p t in the iterations. Similarly, assigned probability vectors can be incorporated into the above tensor equations for query input. By using the mathematical analysis in Section 5, we obtain the four limiting probability distributions corresponding to subject, object, predicate and context relationship for scoring vectors in query search.
