Abstract
Introduction
To display high-quality video, a display device must have, amongst other qualities, sufficient amplitude resolution (precision) to prevent unnatural contouring artifacts. The number of bits that is necessary to display natural video depends mainly on the contrast ratio of the display, the display function (gamma, linear) and the ambient lighting conditions. The actual number of necessary bits follows from Weber-Fechner's law (which states that the human visual system perceives brightness differences proportional to the luminance), and the just noticeable luminance ratio at average viewing conditions, which is approximately 2%. E.g. for average home-viewing conditions, using a traditional Cathode Ray Tube (CRT) display, 8 bits suffice to display a video signal.
Obviously, using more bits in a digital system increases cost and complexity. Therefore there will always be a trade-off between precision and cost. Moreover, digital ('subframe') matrix displays such as Plasma Display Panels (PDPs), also suffer from a timing problem: Every bit to be displayed demands a certain amount of time to address the display. Since there must be some time left to actually generate light during a frame period, address time must be kept to a minimum. This forces the mentioned trade-off to even fewer bits, while there are actually more bits needed because the (linear) display function differs from the 'ideal' (CRT-like) function.
Methods for rendering a high precision image on a low precision display medium have been extensively investigated by the printing industry, where they are referred to as 'halftoning'. The major challenge in their situation is to represent a continuous tone image on an essentially bi-level device (paper and ink). Two widely used methods are dithering [1, 2, 3, 4] and error diffusion [4, 5] . Both methods approximate an area with intermediate gray level, i.e. between output device levels, by printing (displaying) an appropriate number of dots as shown in figure 1. These dots, i.e. (groups of) pixels turned on, serve to shift the quantization errors to the highest possible spatial frequency, which is supposed to be invisible, while keeping the average, low frequency content, unchanged. The dots are either randomly distributed [2, 5] or ordered in some repeating pattern [1] . Both random and ordered distributions suffer from the appearance of distracting structures in the dot pattern, and reduced spatial resolution, respectively.
Next to application in printing devices, dithering and error diffusion can also be applied to reduce the number of bits necessary to display a video signal. As mentioned before, in every type of digital display, particularly PDPs, the number of output levels is limited, and very often the use of halftoning techniques is necessary to recover the number of gray levels of the input signal. We can however reach a much higher perceived precision at pixel level than the smallest step in the output level indicates, if we use the characteristics of the human visual system (HVS). This is the key element of our paper, which is structured as follows: Section 2 describes the basic method to increase the luminance precision, section 3 describes the proposed algorithm, and, finally, section 4 gives results and conclusions are drawn in section 5.
Accurate Luminance
In a color display, the value of each pixel is created using the three primary colors red, green and blue (RGB). If there are insufficient bits in the display, quantization errors will occur in these three colors. The sensitivity of the HVS, however, is best described by using the luminance and chrominance co-ordinates in stead of red, green and blue, because the (spatial frequency) sensitivity for the luminance is much higher than the color sensitivity. This is already exploited by current video standards (PAL, NTSC) by transforming the RGB primary signals to luminance (Y) and chrominance (UV, C b C r , etc.) signals and then transmitting the chrominance signals with reduced bandwidth. Suppose that the smallest step of each component is ∆, then the smallest possible step in Y is 0.114∆! This is also shown in Table  1 , where the possible steps in the luminance are shown if we change each component individually by the amount of 1.
Consequently, we can reach a much higher precision in Y than in the individual components, by adjusting the components according to Table 1 . Obviously, by changing the RGB values independently, a color error is introduced. But, as will be explained later, this problem can be solved.
The example of Table 1 is the 1-bits version of a more generally applicable concept, which is easily extended to multi-level systems (e.g. 5 or 6 bits) if we use the actual luminance error made by quantizing a high precision signal to a lower precision, as explained next.
If the quantization method is simple flooring 1 , the error in any component will be
where LSB in/out is the smallest step size (least significant bit) of the input/output signal.. E.g. quantizing from 8 to 4 bits, gives errors 0,1,2,…14,15 in each component (see also Figure 2 , 'quantized R'). Using equation 1 and 2, the quantization error in the luminance will also be between 0 and LSB out -LSB in , only with almost any intermediate value, because different R,G and B triplets give different fractional parts of Y. By adding values from the appropriate row in Table 1 , multiplied with LSB out , the input luminance is approached more closely than by just quantizing, at the cost of some loss of color precision. Figure 2 also shows the errors in Y after quantization, and after applying the correction. Note that each component in the output signal is changed only by amounts equal to the smallest step, so this higher precision luminance value can be represented in the output precision and furthermore the actual color error made is limited by the size of the LSB.
This principle was already reported for increasing the accuracy of 8-bit display systems [6] , but if applied directly to lower precision systems, there will be very visible color errors. This is caused by the fact that areas of constant or slowly varying luminance now contain a constant color error. This (low frequent) color error leads to colored contouring artifacts that can be very visible and annoying. Therefore, this method by itself is not yet a good way to increase the perceived luminance precision.
If we really want to profit from the HVS color (in)sensitivity characteristic, the introduced color errors should definitely not have low spatial frequencies. As explained in the introduction, halftoning techniques can move an error to high spatial frequencies to reduce its visibility, while on average the errors cancel out. Therefore, if we combine the previous method to exchange luminance and color accuracy, with a halftoning method such as error diffusion, input pixels are quantized with small luminance error and larger color error, while the remaining (mainly color) error is moved to higher frequencies (no error on average) by the halftoning. The next section gives an example of this method: color error diffusion, and also deals with the implementation of the luminance/color accuracy exchange.
Color Error Diffusion
As described in the previous section, we want to adjust the values of R, G and B after quantization, in such a way that the input luminance is approached as closely as possible, and then diffuse the introduced color errors to neighboring pixels in order to shift them to high frequencies. A method to achieve this is as follows (see also Figure 4 ):
The values that have to be added to the quantized RGB components depend only on the luminance error introduced by the quantization. A small lookup The result is shown in Figure 3 (bottom). In the case that the quantization is from 8 bits, i.e. values ranging from 0 to 255, to 5 bits, there is not even a LUT needed, because the ∆RGB values can be obtained directly from the binary luminance error: 0 ≤ E 8 < 8, or 000..111 when represented in 3 bits. When the exact luminance contributions of R, G and B are used (Equation 1), the relation between ∆RGB and the luminance error is as shown in Figure 3 . This shows that the binary (3-bits error) distribution is actually not much different from the exact implementation. Note that quantization using rounding instead of flooring will generate errors from -½LSB to ½LSB, but this only shifts the values in the LUT: (4) with ∆RGB floor (∆Y) as described previously (e.g. Table 1 ). In general, the LUT does not need to have 8 entries. More entries can be used to either associate ∆RGB values more accurately to a certain luminance error, or to include other ∆RGB combinations that decrease the luminance error even more. However, more entries will increase the complexity. The implementation of the LUT can be optimized, not only for the actual color gamut of the display, but also to minimize the visual color error. In particular, a LUT with 8 entries can be used, but with normalization of the Y error with 7:
(See also equation 3). Rounding of the error then produces a value from 0 to 7 inclusive, which approximates the 'exact' LUT very well, as shown in Figure 3 (top). This LUT was also used for the 'accurate Y' graph in Figure 2 and the results in section 4.
Additional control
In some cases, the simple application of the method can lead to some undesired effects. A particular problem arises when the signal just before quantization is negative for one or more components. The quantization will then result in the value zero (clipping), which is not a problem in simple error diffusion, because the error in that component will be distributed to other pixels, and likely be corrected in one of these.
In color error diffusion, it can happen that the component that was already too high after quantization (zero in stead of negative), is increased further to compensate the luminance error. This can lead to color errors that are not spatially high frequent, because the feedback mechanism, which is implicit for the color, does not work when the quantization starts clipping.
Effectively, the error diffusion part tries to lower one of the components as good as it can (but it cannot because the value is zero), while the LUT part is doing the opposite.
This error is most serious for linear (i.e. not gamma-type) displays, because the lowest intensity levels, which are affected by this error, are highly visible. To overcome this problem, the LUT should change its operation whenever this error is likely to occur, e.g. when one of the modified components is below zero. This change could mean to try to approximate the desired luminance without changing the component 'in danger', but a simpler method is to switch off the LUT operation as a whole. This effectively turns the system back into ordinary error diffusion for the pixels that are close to zero. Figure 4 shows the resulting scheme when the luminance correction is combined with error diffusion to decrease the introduced color error. This technique can be named 'color error diffusion'. Compared to conventional error diffusion, complexity is increased only by a LUT, an RGB-to-Y conversion, two adders, and a control circuit as described in this section. Figure 5 shows the result of (color) error diffusion from 8 to 4 bits on (a detail of) the 'clown' image and a gray value ramp (only 3 bits) 2 .
Results
Another way to illustrate the effect of (color) error diffusion, is to look at the peak-signal-to-noise-ratio (PSNR) of the color components RGB and luminance/chrominance YUV. the PSNR is defined as: 
Where f(x,y) and g(x,y) denote the original and processed (limited bit number) images. Figure 6 shows the PSNR values as obtained from the 'clown' image. Note that, if applied directly, the PSNR for an image that was quantized by rounding will actually be higher than a properly error diffused image. This is caused by the fact that the PSNR is calculated on a pixel basis, without taking into account the frequency sensitivity of the HVS (on which error diffusion is based). Therefore, the processed and original images are low-pass filtered ([¼ ½ ¼]-filter horizontally and vertically 3 ) before calculating the PSNR. This way, low frequent errors are reflected more in the PSNR than high frequent errors, and, as would be expected, the (common) error diffusion method scores better than simple rounding. Figure 6 also nicely illustrates the effect of color error diffusion. The PSNR for the luminance has increased, at the cost of PSNR in the chrominance. The PSNR in the RGB components has also decreased, in B and R more than in G. This can be explained from Equation. 1, where G has the highest contribution to the luminance, and errors in G should therefore be smaller than errors in R and B. It is clear that the gain in PSNR in the luminance is substantial. 2 The color errors will obviously not be visible in the (black and white) printed version. If possible, see the CD-Rom version for representative color images. 3 The choice of filter is somewhat arbitrary, but the purpose of this calculation is merely to show the difference between ED and CED. The filtering is added to be able to give the PSNR some foundation for this case (to include the values for rounding). PSNR values should therefore still be used with caution.
Conclusions
The proposed modification to the error diffusion algorithm can decrease the luminance errors due to limited number of gray levels in a digital color display. This is achieved by introducing small color errors to approximate the luminance more closely, and by profiting from the characteristic of the human visual system that it is less sensitive, at high spatial frequencies, to color than to luminance.
By using this new method for driving a display with a limited number of bits, displays can either be made using less bits without deteriorating image quality, or remaining artifacts caused by the limited number of bits can be decreased. Especially for displays that (still) suffer from these remaining artifacts, the new color error diffusion will improve display quality.
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