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A fundamental question regarding the Galactic Center Excess (GCE) is whether the underlying
structure is point-like or smooth. This debate, often framed in terms of a millisecond pulsar or
annihilating dark matter (DM) origin for the emission, awaits a conclusive resolution. In this work
we weigh in on the problem using Bayesian graph convolutional neural networks. In simulated data,
our neural network (NN) is able to reconstruct the flux of inner galaxy emission components to
on average ∼0.5%, comparable to the non-Poissonian template fit (NPTF). When applied to the
actual Fermi-LAT data, we find that the NN estimates for the flux fractions from the background
templates are consistent with the NPTF; however, the GCE is almost entirely attributed to smooth
emission. While suggestive, we do not claim a definitive resolution for the GCE, as the NN tends
to underestimate the flux of point-sources peaked near the 1σ detection threshold. Yet the tech-
nique displays robustness to a number of systematics, including reconstructing injected DM, diffuse
mismodeling, and unmodeled north-south asymmetries. So while the NN is hinting at a smooth
origin for the GCE at present, with further refinements we argue that Bayesian Deep Learning is
well placed to resolve this DM mystery.
Introduction.— Dark Matter (DM) annihilation into
highly energetic standard model particles is a central
prediction of well-motivated theories, including weakly
interacting massive particles (WIMPs) [1]. Due to its
high DM density and relative proximity, the center of
the Milky Way is a promising location to search for the
annihilation products, and in fact, the Fermi γ-ray tele-
scope observes excess emission from the inner region of
the Milky Way that could be accommodated by annihila-
tion from O(10−100 GeV) thermal WIMPs [2–15]. Since
its discovery in 2009, a DM origin of this Galactic Cen-
ter Excess (GCE) has been disputed, and arguments have
been raised in favor of a population of millisecond pulsars
(e.g. [3, 5, 8, 16–20]), emission from unmodeled cosmic
rays (e.g. [21–23]), and that the emission may be more
accurately correlated with stellar overdensities towards
the Galactic Center (GC; e.g. [14, 24–27]). The case for
millisecond pulsars is based on evidence from two meth-
ods: wavelet techniques [28–30] and the non-Poissonian
template fit (NPTF) [31–34]. It has been strongly ar-
gued that both methods prefer the emission to possess
the small scale structure indicative of a point-source (PS)
origin, rather than the smooth photon map (up to Pois-
son fluctuations) predicted by annihilating DM. Yet as
with any inner galaxy analysis, dependence upon system-
atic uncertainties is key. When masking more recently
identified PSs near the GC, additional wavelet peaks as-
sociated with the GCE flux are no longer detected [35]
(cf. [36]). Further, the conventional NPTF analysis ap-
peared unable to recover an injected DM signal [37] and
also can be biased in favor of PSs when there is an un-
modeled north-south asymmetry [38, 39], although the
DM injection issue may be expected if the flux is a mix-
ture of smooth and PS emission [40], and regardless can
be resolved through the use of either improved diffuse
models or harmonic marginalization [36]. In short, the
systematic dependence of existing methods continues to
be explored, and the possibility that there is a hint of the
particle nature of DM in the inner galaxy remains.
An alternative powerful approach to the problem
that intrinsically utilizes inter-pixel correlations and au-
tonomously determines the characteristic features of
each template is given by convolutional neural networks
(CNNs). In this work, we show that CNNs are capable
of accurately estimating the flux fractions of all the tem-
plates that compose the photon-count map (cf. [41] where
CNNs were used to estimate contributions to the GCE
alone). We demonstrate that in most cases our NN recov-
ers the GCE flux contributions to the percent level and
is robust to many systematics, including a degree of dif-
fuse mismodeling and unmodeled asymmetries. Since a
natural format for the Fermi -LAT data is the HEALPix
tessellation of the sphere [42], we base our NN on the
DeepSphere architecture [43, 44], in which the sphere is
described by a HEALpix-based graph, and the convolu-
tion operation is defined by means of the graph Laplacian
operator. By using training maps that cover different re-
gions of interest (ROIs), our NN learns to predict the flux
fractions within a range of radii. In order to assess the
data-inherent (aleatoric) and model-related (epistemic)
uncertainties associated with the predictions of the NN,
we harness the framework of Ref. [45] rooted in com-
puter vision, rendering our NN a Bayesian Graph Convo-
lutional Neural Network (Bayesian GCNN). This means
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2that the NN learns a distribution of each NN weight,
rather than only a single value.
This Letter is structured as follows. First, we briefly
describe the Fermi -LAT data set and the generation of
mock data used for training the NN. Then, we sum-
marize the DeepSphere framework that forms the back-
bone of our Bayesian GCNN. We introduce the concepts
of aleatoric and epistemic uncertainty in the context of
Bayesian deep learning and discuss how their estimation
can be naturally embedded into the training process of
the NN. Moreover, we outline the architecture of our NN.
We evaluate the performance of our NN in a proof-of-
concept example with simulated maps composed of pho-
ton counts from smooth and/or GCE PS emission to-
gether with four background templates and compare our
results with those from the NPTFit [34] implementation
of the NPTF. Finally, we analyze the predictions of our
NN for simulated mock maps of the GC that correspond
to the best-fit parameters as determined by NPTFit and
for the real Fermi -LAT data. Supporting results and a
detailed discussion of the systematics of the method can
be found in the Supplementary Material.
Data selection and generation.— We use the Pass
8 Fermi -LAT photon counts within a reconstructed en-
ergy range of 2−20 GeV that have been detected between
Aug 4, 2008 and July 7, 2016. We select events within the
highest cosmic-ray rejection class, UltraCleanVeto, and
apply the quality cuts DATA QUAL==1, LAT CONFIG==1,
and zenith angle ≤ 90◦. This exact data set has pre-
viously been employed in [34, 36, 46].
We model the inner galaxy using the following Pois-
sonian templates: (1) isotropic background accounting
for extragalactic emission and cosmic ray contamination,
(2) uniform emission from the Fermi bubbles [47], (3)
Galactic diffuse background from neutral pions decay-
ing into photons and from bremsstrahlung, (4) Galac-
tic diffuse background from inverse Compton scattering,
and (5) GCE due to annihilating DM. For the diffuse
background components, by default we choose Model O,
which was introduced in [36] (building off [14, 26]), and
has been shown to remedy mismodeling concerns raised
in [37]. Since the flux of DM annihilation is proportional
to the DM density squared, the template for the GCE is
taken to be the line-of-sight integral through the square of
a generalized Navarro–Frenk–White (NFW) profile [48],
i.e. JDM ∝
∫
ρ2 ds, with inner slope γ = 1.2 and scale
radius rs = 20 kpc (see e.g. [9]). Additionally, we as-
sume contributions from two non-Poissonian templates:
(6) PSs distributed according to the same NFW-squared
template that serve as an alternative explanation for the
GCE, and (7) disk-correlated PSs described by a dou-
bly exponential disk with scale height zs = 0.3 kpc and
radius rs = 5 kpc.
CNNs are supervised learning methods, and determine
a generalizable mapping between input (photon-count
maps) and output (flux fraction of each template) by
seeing a large number of input training samples along-
side the corresponding output. For both the proof-of-
concept example and the realistic scenario, we create
600,000 training maps using the publicly available tool
NPTFit-Sim [49] for the PS templates (accounting for the
Fermi -LAT point spread function) and sampling from
Poisson distributions with pixel-wise means set by each
exposure-corrected Poissonian template. We randomly
draw all template parameters from wide prior distribu-
tions (provided in the Supplementary Material). In this
way, our NN is trained to estimate the flux fractions in
arbitrarily composed maps (which may contain PSs de-
scribed by any source count distribution (SCD) whose
NPTF parameters lie within the prior cube), as opposed
to only maps that are close to our best guess for the
composition of the inner galaxy.
Bayesian graph convolutional neural net-
works.— CNNs [50] are becoming widely used in cos-
mology, and also the particularly interesting Bayesian
variant has been applied to a range of problems, see e.g.
[51–53]. They consist of multiple layers that successively
map each input x to an output y. The core layers possess
free parameters (so-called weights) ω that are updated in
the course of the NN training by means of a stochastic
gradient descent algorithm in order to minimize the ex-
pected loss. Thus, the objective of the training is to find
ω∗ = arg min
ω
E [L(fω(x),y)]
≈ arg min
ω
1
N
N∑
i=1
L(fω(xi),yi),
(1)
where {x1, . . .xN} =: X and {y1, . . .yN} =: Y denote
the samples and true labels of the training data, respec-
tively, and L is a loss function that measures the fidelity
of the NN output fω(x) with respect to the truth y for
an arbitrary input map x given the weights ω. The ex-
pectation value in the first line is taken over the joint
distribution of (x,y), but since this distribution is usu-
ally analytically intractable, one hopes to obtain a good
approximation by minimizing the average loss across a
large number of training samples (xi,yi) drawn from the
joint distribution of (x,y). The main building block of
CNNs is the eponymous convolution operation, which for
Euclidean domains is implemented by sliding a convolu-
tion kernel over the input. During the NN training, these
convolutional kernels are gradually updated and learn to
extract features in the data that the NN considers to
be relevant for the task at hand. While the first convo-
lutional layer tends to detect low-level features such as
gradients and edges, stacking several convolutional layers
(as done in “Deep Learning”) enables the NN to recog-
nize more involved structures in the data.
DeepSphere.— Typically, the input data for CNNs is
given by square or rectangular images. However, in cos-
mology and astrophysics, many observations naturally
3come in the form of spherical maps. The DeepSphere
NN framework has been tailored particularly to spheri-
cal data in the HEALPix format, which is a convenient
representation for the Fermi -LAT data. In DeepSphere,
the sphere is represented by a weighted undirected graph,
for which the convolution operation can be defined in
Fourier space by resorting to the graph Laplacian op-
erator. Numerically, graph convolutions are efficiently
implemented by choosing Chebyshev polynomial kernels.
Another common operation in CNNs is the pooling op-
eration, which combines values from multiple adjacent
pixels, resulting in a spatially coarsened output of the
pooling layer. DeepSphere leverages the hierarchy of the
HEALPix data format for this purpose, where each pixel
contains 4 pixels at the next finer hierarchy level. Our
input maps have resolution Nside = 128 but since Deep-
Sphere supports partial sky maps, the NN inputs consist
of only 1282 = 16,384 pixels when restricting the ROI to
the inner 25◦ around the GC: those that are within the
coarse central pixel at Nside = 1 (cf. the entire sphere
contains Npix = 12×N2side = 196,608 pixels).
Estimating uncertainties.— While finding ω such that
fω(x) ≈ y is sufficient in many applications, estimating
the uncertainties of the flux fractions predicted by the NN
is vital for the interpretation of the results. Following the
seminal work of Y. Gal et al. on Bayesian deep learning
[45, 54, 55], we distinguish between aleatoric (statistical)
uncertainty, which is innate in the photon-count maps
due to the stochasticity of the γ-ray emission from differ-
ent origins that is detected in each pixel, and epistemic
(systematic) uncertainty, which describes the ignorance
about how well the NN approximates the correct input-
to-output mapping.
Aleatoric uncertainty is inherent to each photon-count
map and hence cannot be reduced by increasing the num-
ber of training samples. Since we expect the noise level
to vary among the samples depending on the number
of photons and the contributing templates (for instance,
PS emission becomes degenerate with Poissonian emis-
sion in the ultrafaint limit), we model the aleatoric un-
certainty to be heteroscedastic, i.e. dependent on the
specific photon-count map (σ = σ(x)). Rather than as-
suming a noise level a priori, we train the NN to predict
the aleatoric noise. For this purpose, we assume that
the uncertainty of each flux fraction can be reasonably
described by a multivariate Gaussian with diagonal co-
variance matrix Σ(x) = diag[σ21(x), . . . , σ
2
T (x)], where
T stands for the number of templates.1 We take the
negative maximum log-likelihood estimate for the pair
1 The extension to non-diagonal uncertainty covariance matrices
is treated in the Supplementary Material.)
(fω(x),Σ(x)) as the loss function in (1), given by
L(fω(x),y) =
T∑
t=1
(
1
2σ2t (x)
(fω(x)t − yt)2 + log σ
2
t (x)
2
)
+
T
2
log(2pi), (2)
and use a final NN layer with output dimension 2×T for
predicting {(fω(x)t, st(x))}Tt=1, where st := log σ2t . Note
that as the NN itself estimates Σ(x), Σ also depends on
the weights ω. The terms with σt in the numerator and
denominator in (2) favor small and large values for σt,
respectively, with the optimal σt balancing the two.
For estimating the epistemic uncertainty, we use Con-
crete Dropout [55]. While the original motivation of ran-
domly zeroing NN units is to prevent overfitting [56, 57],
it has been shown that this Dropout can be viewed as
a Bayesian approximation of the posterior distribution
for the NN weights p(ω|X,Y) [54]. Since this distribu-
tion is in general analytically intractable, it is approx-
imated by a simpler distribution q(ω) that minimizes
the Kullback–Leibler divergence KL (q(ω) || p(ω|X,Y)),
or equivalently maximizes the evidence lower bound. Ap-
plying Dropout at test time can then be interpreted as
sampling weights from q(ω). Whereas well-calibrated
Dropout probabilities can be determined with a grid
search, Concrete Dropout lets the NN autonomously
adapt the Dropout probabilities during the training.
Neural network architecture and training.— Our NN
processes the input maps with 7 consecutive graph con-
volutional layers that act as feature extractors, each of
which is followed by a batch normalization operation
[58], a ReLU non-linearity, and a max-pooling opera-
tion, which reduces the Nside parameter by a factor of
2 and therefore the number of pixels by 4, whereas the
number of channels (also called feature maps, which are
associated with individual sets of convolutional kernels)
gradually increases from 32 after the first graph convolu-
tional layer to a maximum of 256. Thereafter, we employ
two fully connected layers with ReLU activation and a fi-
nal fully connected layer with 2 × T output neurons for
the means and log-variances, where we use a Softmax
activation for the means in order to enforce the flux frac-
tions to lie in [0, 1] and to sum to unity. The details are
supplied in the Supplementary Material. In total, our
implementation of the Bayesian GCNN in Tensorflow
[59] has roughly 4× 106 trainable parameters. We use a
batch size of 64 and take an Adam optimizer [60] with
learning rate 5× 10−4 decaying with a rate of 2.5× 10−4
with respect to mini-batch iterations. We train the NN
by performing 30,000 mini-batch iterations (25,000 for
the proof-of-concept example) on a single Nvidia Tesla
Volta V100 GPU on the supercomputer Gadi, which is
located in Canberra and is part of the National Compu-
tational Infrastructure (NCI), taking roughly two hours
for the realistic scenario.
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FIG. 1. True vs. estimated GCE flux contributions within the ROI for the NN (colored triangles) and NPTFit (black circles)
for each of the templates used in the proof-of-concept example. Plotted are the estimates for 172 maps from the test data set.
The gray shaded regions correspond to errors of 5 and 10%, respectively. The mean and maximum absolute errors are specified
in the lower right corner for each template.
Proof-of-concept example: recovering the GCE
flux fractions from simulated maps.— In this ex-
ample, we consider the recovery of the flux fractions for
the following scenario: all the Poissonian templates are
present and we include the GCE PS as the only PS tem-
plate. We take a fixed ROI of 25◦ around the GC, with
the Galactic Plane masked at latitudes |b| ≤ 2◦. For sim-
plicity, we do not estimate uncertainties in this bench-
mark example but rather compare the NN predictions
with the true values and with the estimates from NPTFit.
Therefore, we train the NN with a simple l2 loss. For the
SCD parameters, we take uniform priors (log-uniform for
the template normalizations At) within sufficiently large
bounds. The nested sampling in NPTFit is done using
MultiNest [61, 62], for which we use nlive = 500 live
points. To speed up NPTFit, we choose a uniform expo-
sure map with Fermi mean exposure in this example.
Figure 1 depicts the true vs. estimated flux fractions
for the NN and NPTFit, for 172 out of 256 randomly com-
posed maps from the testing data set (not seen by the NN
during the training) for which NPTFit converged within
the allocated time.2 Once trained, evaluating the NN
2 This criterion was established to account for simulated maps with
a large number of counts-per-pixel, where the current implemen-
tation of the NPTF in NPTFit fails. Here we imposed a simple
cut of rejecting cases where NPTFit failed to converge in a fixed
on all the 172 maps takes less than 3 seconds on a single
CPU. For NPTFit, we report the medians of the flux frac-
tion posterior distributions. Although the NN estimates
are generally somewhat less accurate than their NPTFit
counterparts, the errors for both the NN and NPTFit es-
timates are on average well below one per cent. The
maximum errors for the GCE templates are comparable.
In the Supplementary Material, we demonstrate that the
NN displays robustness in distinguishing GCE DM and
PS in the presence of diffuse mismodeling, and further
if there were an unmodeled north-south asymmetry of
the GCE (a case where NPTFit can be biased [38, 39]).
Nonetheless, we caution that, as for NPTFit, when the
peak of the PS distribution tends towards the 1σ de-
tection threshold, there can be systematic confusion be-
tween GCE DM and PS, particularly if the flux arises
from a mixture of both.
Application to the Fermi-LAT count map.—
Now, we train a Bayesian GCNN on photon-count
maps consisting of all the templates: those used in the
proof-of-concept example above, plus the disk PS tem-
plate. We mask again the inner |b| ≤ 2◦ around the
run time. This is sufficient for a qualitative comparison between
the method and the NN output. Nevertheless, we caution that
this has undoubtedly biased the detailed results depicted, likely
in favor of NPTFit. We discuss this point further in the Supple-
mental Material.
5FIG. 2. Upper left panels: Flux estimates from the Bayesian GCNN for 250 mock maps corresponding to the best-fit parameters
as determined by NPTFit, within the ROIs delimited by the outer radii given on the x-axis. The flux fractions are predicted with
respect to each ROI, implying that the fractions are expected to vary as a function of radius, rather than to remain constant.
The shaded regions show the 1σ scatter computed over the 250 mock samples. The markers indicate the correct flux fraction
for each radius, averaged over the samples. While the NN misattributes a fraction of the GCE to DM, it recognizes that the
majority of GCE flux is due to PS. Lower right panel: Prediction of the Bayesian GCNN for the real Fermi-LAT photon-count
map. The shaded regions show the predictive (aleatoric and epistemic summed in quadrature) 1σ uncertainty. The GCE flux
in the Fermi map is almost entirely attributed to DM.
Galactic Plane and train the NN on photon-count maps
covering the inner 15 − 25◦ around the GC. Moreover,
we mask the resolved sources from the 3FGL catalog
[63] at a containment radius of 95% in order for the flux
within the ROI not to be dominated by known bright
PSs. The training maps account for the non-uniform
Fermi -LAT exposure of the sky. In order to evaluate the
performance of the NN on realistic photon-count maps,
we fit the Fermi -LAT data using NPTFit within a ROI
of radius 10◦ around the GC (which is the region that
drives the NPTF evidence for GCE PS) and generate
250 mock realizations that correspond to the medians
of the model parameter posterior distributions. For this
setting, NPTFit finds a point-like GCE and the identified
GCE DM flux is consistent with zero. We apply our NN
to each of the 250 mock maps for 64 ROIs, delimited by
a radius that monotonically increases in equal steps from
15 to 25◦ around the GC. Figure 2 (upper left) shows
the predictions of the NN (solid lines) and the 1σ scatter
(shaded regions) over the mock samples, as a function of
the ROI radius. The fluxes of the non-GCE templates
are accurately predicted but a fraction of the GCE PS
flux is incorrectly attributed to the GCE DM template.
This is not surprising in view of the inherent degeneracy
between faint PSs and Poissonian emission associated to
one and the same spatial template and given that the
simulated GCE PS, which are detected by NPTFit in the
Fermi map, are quite dim. We assess the correlation be-
tween the source-count distribution for the GCE PSs and
the degree of misattribution between the GCE templates
in a dedicated experiment in the Supplementary Mate-
rial. Nonetheless, the NN correctly identifies the GCE
PS template to be the main constituent of the GCE in
almost 90% of the maps. Note that the flux contribution
from the Fermi bubbles is not recognized by the NPTF
within this small ROI. In the Supplementary Material,
we consider the same experiment for mock maps corre-
sponding to the NPTF best-fit parameters determined
using a larger ROI radius of 25◦.
In Fig. 2 (lower right), we plot the predictions of the
NN for the real Fermi -LAT data, also for 64 ROI radii
within the range from 15 to 25◦. Now, the shaded re-
gions indicate the 1σ predictive uncertainties of the NN
(aleatoric and epistemic added in quadrature). While the
6NN predictions for the diffuse templates resemble those
for the mock data, the GCE flux is almost entirely at-
tributed to annihilating DM, with GCE PS being consis-
tent with zero flux. As expected, the predicted GCE DM
contribution decreases as the ROI is enlarged. The cred-
ible intervals are similar in size to the scatter of the NN
predictions over the mock samples, decreasing in gen-
eral as the ROI radius increases (and thus more pixels
are at the disposal of the NN), and are smaller for tem-
plates that are easy for the NN to predict thanks to their
distinct shape such as the Fermi bubbles. In the Sup-
plementary Material, we show that the estimated un-
certainties are generally larger for maps and templates
where the NN estimates are less accurate and vice versa.
We remark that the flux contributions and in particu-
lar the total GCE flux predicted by NPTFit and the NN
within a ROI radius of 25◦ agree with each other, with
the exception of the GCE flux being ascribed to DM
by the NN instead of PS: the NN / NPTFit predictions
for the GCE templates are 0.086 ± 0.017 / 0.002+0.014−0.002
(GCE DM) and 0.003 ± 0.012 / 0.074+0.006−0.012 (GCE PS),
respectively, while the predictions for the other tem-
plates are 0.538/0.537 (diffuse pi0 + BS), 0.270/0.254
(diffuse IC), 0.002/0.023 (isotropic), 0.068/0.059 (Fermi
bubbles), and 0.034/0.052 (disk PS). This preference for
GCE DM over GCE PS persists for three additional dif-
fuse models and when replacing the thin disk PS template
by a thick disk PS template. Yet we also find that the NN
often underestimates the flux associated with additional
GCE PSs injected directly into the data, particularly if
they are peaked near the 1σ threshold, suggesting if such
sources are present their flux is likely underestimated.
A detailed discussion of these points is presented in the
Supplementary Material.
With this work, we establish Bayesian Deep Learn-
ing as a powerful tool for disentangling the GCE into
its individual components. It is suggestive that our NN
identifies a GCE with smooth origin in all our experi-
ments. Nonetheless, as with the NPTF, it will be crucial
to further substantiate the robustness of Deep Learning
methods to systematics such as diffuse mismodeling and
the DM density profile. We present several encouraging
results in the presence of either of these two mismod-
eling sources in the Supplementary Material. In addi-
tion to new measurements and improved diffuse emission
models, Deep Learning has the potential to critically con-
tribute to the unraveling of the GCE mystery within the
coming years.
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SUPPLEMENTARY MATERIAL
“The GCE in a New Light: Disentangling the γ-ray Sky
with Bayesian Graph Convolutional Neural Networks”
F. List, N. L. Rodd, G. F. Lewis, and I. Bhat
(Dated: June 24, 2020)
In this Supplementary Material, we provide further details that the readers of our Letter “The GCE in a New Light:
Disentangling the γ-ray Sky with Bayesian Graph Convolutional Neural Networks” may find useful. First, we gather
our results from all the experiments that we perform for the Fermi photon-count map in a table. Then, we describe
our modeling of the GCE and briefly summarize the templates that we use for the various γ-ray sources expected to
contribute to the Fermi count map. Next, we tabulate the architecture of our Bayesian GCNN and introduce the
individual layers; moreover, we specify the relevant loss functions with particular emphasis on their connection with
the estimation of aleatoric (statistical) uncertainties, and explain the Bayesian Deep Learning technique Concrete
dropout, which we harness for estimating the model-related epistemic uncertainties. Afterwards, we discuss how the
NN estimates depend on the source count distribution (SCD) function describing the GCE PSs. Also, we examine
diffuse mismodeling by applying a NN trained with the diffuse Model O on maps containing a diffuse component
given by the Fermi model p6v11, we assess the performance of our NN in the case of GCE mismodeling by means
of an example inspired by [38] that deals with an unmodeled north-south asymmetry of the GCE, and we consider
mismodeling of the Fermi bubbles. We supply additional material for the proof-of-concept example and the application
of the full Bayesian GCNN to the Fermi count map, including the calibration of the uncertainties and the extension to
a full uncertainty covariance matrix. We check the consistency of the NN results for the Fermi map when replacing the
thin disk PS template by a thick disk PS template, when using different models for the Galactic foreground emission,
and when considering the northern and southern hemispheres individually, demonstrating that a GCE consistent
with smooth emission is identified in all our tests. Finally, we study the recovery of artificially injected GCE
flux from the Fermi map. While the material herein is meant to provide additional background information and to
corroborate the robustness of our findings through various experiments, we remark that a more exhaustive study will
be carried out in future work.
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1. SUMMARY OF OUR RESULTS FOR THE FERMI PHOTON-COUNT MAP
TABLE S1. Estimated flux fractions for the Fermi map in per cent, for all the experiments presented in this work. We report
the results for an outer ROI radius of 25◦, with latitudes |b| ≤ 2◦ and 3FGL pixels masked.
Experiment Method diffuse pi0 + BS diffuse IC isotropic Fermi bubbles GCE DM GCE PS disk PS
Default
NN 53.8± 1.2 27.0± 1.9 0.2± 0.6 6.8± 0.6 8.6± 1.7 0.3± 1.2 3.4± 1.9
NPTFit 53.7± 0.7 25.4± 1.4 2.3+0.9−1.1 5.9± 0.5 0.2+1.4−0.2 7.4+0.6−1.2 5.2± 1.3
Thick disk
NN 55.1± 1.2 30.0± 1.6 0.1± 0.5 6.5± 0.6 7.8± 1.6 0.3± 1.6 0.1± 1.0
NPTFit 54.9± 0.6 29.5+0.8−0.9 0.3+0.9−0.3 6.4+0.3−0.4 0.1+0.5−0.1 8.2+0.5−0.6 0.6+0.5−0.2
p6v11
NN 87.7± 1.2a − 0.2± 1.0 6.9± 1.1 4.7± 1.7 0.5± 1.4 0.1± 0.6
NPTFit 88.8± 0.6 − 0.0+0.2−0.0 6.4± 0.2 0.0+0.1−0.0 4.2± 0.4 0.9+0.5−0.4
Model A
NN 47.7± 1.5 39.2± 2.4 0.5± 1.2 5.4± 0.9 6.7± 1.4 0.2± 1.0 0.4± 1.2
NPTFit 49.4+0.7−0.6 35.7
+1.2
−1.4 0.1
+0.7
−0.1 4.9± 0.3 0.1+0.5−0.1 6.1+0.5−0.6 3.7+1.1−1.0
Model F
NN 57.1± 1.8 31.2± 2.7 1.2± 1.7 4.0± 1.1 5.6± 2.0 0.6± 1.8 0.2± 0.9
NPTFit 55.5± 0.7 25.7+1.7−1.9 4.7± 1.1 3.7± 0.4 0.1+0.7−0.1 4.6+0.5−0.7 5.8+1.2−1.1
North only NN 63.0± 2.2 22.4± 2.4 0.1± 0.5 6.8± 1.2 5.2± 3.1 1.9± 3.1 0.6± 1.2
South only NN 52.8± 2.3 28.4± 2.7 1.4± 1.4 6.7± 0.9 8.1± 1.7 0.2± 1.3 2.4± 2.7
a For the diffuse model p6v11, the two diffuse flux components are described by a single template.
In Table S1, we summarize the best-fit estimates from our Bayesian GCNN and from NPTFit and their associated
uncertainties in our default ROI (outer radius 25◦, |b| > 2◦, 3FGL PSs masked). For NPTFit, we report the 68%
credible intervals around the median whereas for the NN, we state the predicted means and 1σ predictive uncertainties
(aleatoric and epistemic uncertainties summed in quadrature) as the predictive uncertainties are close to Gaussian
due to the Gaussianity of the aleatoric uncertainties, which account for the bulk of the uncertainties.
Our default scenario is described in the main body of this work, with Model O as the diffuse model and a thin
disk template for the disk PSs (see Fig. 2 for the results as a function of the ROI radius). For the “Thick disk”
experiment, the thin disk template (scale height zs = 0.3 kpc) is replaced by a thicker disk (zs = 1 kpc), see Sec. 8 A.
For the experiments “p6v11”, “Model A”, and “Model F”, we use the respective diffuse model instead of Model O.
These experiments are presented in Sec. 8 B. The last two rows contain the NN estimates when considering the two
hemispheres individually (see Sec. 8 C), which is mainly a consistency check for our NN, for which reason we did not
run this test for NPTFit.
3The estimated diffuse fluxes from pion decay and bremsstrahlung are consistent between the two methods, while the
NN generally assigns more flux in the Fermi map to the diffuse IC template in comparison with NPTFit (particularly
for Models A and F). The estimates for the isotropic flux are mostly consistent with zero, with the exception of the
NPTFit estimates for the default case (2.3%) and for Model F (4.7%). The NN prefers slightly higher fluxes from
the Fermi bubbles than NPTFit, with the best-fit values ranging from ∼ 4 to 7%. In all our experiments, the NN
identifies a flux fraction associated with the GCE DM template, whereas the GCE DM flux ascertained by NPTFit
is consistent with zero in all the cases. In contrast, the NN attributes less than 1% of the flux in this ROI to GCE
PS for all the experiments except when considering the northern hemisphere separately, while NPTFit always finds a
GCE with PS origin (which mostly accounts for slightly less flux than the corresponding NN estimate for GCE DM).
The estimates for the disk PS flux lie between ∼ 0 and 6% and are smallest with the thick disk template for both
methods. For the estimated flux fractions within smaller ROIs, we refer the reader to the respective sections where
we discuss the experiments in more detail.
2. MODELING THE GCE
FIG. S1. Illustration of all the templates that we use, within our largest ROI (radius ≤ 25◦ around the GC, with |b| ≤ 2◦
masked). The template intensity increases from black to light yellow. The exposure correction of all the templates has been
removed, resulting in uniform emission from the isotropic template and from within the Fermi bubbles. The color of each
frame is associated with the respective template throughout this work. If not stated otherwise, we use the diffuse Model O,
consisting of contributions from pion decay & bremsstrahlung (pi0 + BS) and from IC scattering. We model disk-correlated PS
with the thin disk template except in Sec. 8 A, where we employ the thick disk template. The green contours in the sketch of
the Fermi bubbles show the extent of the alternate template that we use for a cross-check in Section 5 C. The diffuse models
A and F, which we consider in Secs. 8 B and 9, are qualitatively similar to Model O and are not shown for simplicity.
In this section, we describe our modeling of the GCE. We also list the parameter ranges that were used for the
generation of training and test data. For comparability, we closely follow the modeling for a typical NPTFit analysis
of the GCE and refer to [34] for details. All our spatial templates (depicted in Fig. S1) are normalized to have mean
1 within the inner 30◦ around the GC when the inner |b| ≤ 2◦ around the Galactic Plane are masked. The ROI
considered throughout this work comprises an outer radius of 15 − 25◦ around the Galactic Center, with latitudes
|b| ≤ 2◦ masked. Additionally, we mask the known bright 3FGL PSs at 95% containment for the realistic scenario
(but not in the proof-of-concept example). We choose the 3FGL catalog instead of the newer 4FGL catalog [64] for
the following two reasons: first, the 4FGL catalog contains ∼ 70% more sources that the 3FGL catalog and therefore,
masking all these PSs would significantly decrease the number of pixels available to the NN. Secondly, much of the
evidence for PSs from NPTF stems from analyses where a 3FGL mask was employed. For example, [36] find negligible
4evidence for GCE PS when using a 4FGL mask, with a Bayes factor of only 2.6 in favor of PSs as compared to ∼ 2,500
in the 3FGL case, and [35] report no excess of bright regions on small angular scales in a wavelet-based analysis with
a 4FGL mask, giving rise to constraints for the luminosity function of potential GCE PSs. Thus, masking only the
3FGL PSs enhances the comparability to previous literature in which a PS-dominated GCE is preferred. In what
follows, we briefly introduce the templates and explain their physical origin.
A. Diffuse template: Model O
For the description of the diffuse γ-ray emission from the Milky Way, we employ the recent Model O [36]. While an
injection test carried out in [37] showed that artificial DM flux added to the Fermi map is not recovered by NPTFit
below a certain flux threshold with the widely employed diffuse model p6v11 (gll iem v02 P6 V11 DIFFUSE1), it was
demonstrated in [36, e.g. Fig. 12] that Model O resolves this issue.2 With diffuse emission accounting for the bulk of
the γ-ray emission measured by Fermi -LAT, the diffuse template is the most critical and is expected to be the major
source of mismodeling (see the references within this section and the references therein). Model O consists of two
individual components that model distinct physical processes: 1) gas-correlated processes: cosmic-ray protons that
hit the interstellar gas produce neutral pions which then decay to photons via the process pp → X + pi0 → X + γγ.
Furthermore, the interaction of cosmic-ray electrons with the gas produces bremsstrahlung, although this process is
subdominant to the pion decay. Since these two processes trace the distribution of the interstellar gas (mostly HI
and HII), they are described by a joint template. 2) Photons from the CMB and interstellar radiation fields are
upscattered by cosmic-ray electrons via the inverse Compton (IC) effect and can reach γ-ray energies. The spatial
distribution of the arising γ-ray emission is correlated with that of electrons and radiation fields and is therefore
modeled with a separate template. In addition, we use the GALPROP-based Model A and Model F [10, 65], and the
model p6v11, which is the last official diffuse model from Fermi that does not incorporate large-scale structures such
as the Fermi bubbles. The model p6v11 accounts for the previously discussed processes with a single template, for
which reason only one normalization parameter Adif is needed, compared with two in the case of Models O, A, and F.
It has been pointed out that the p6v11 template may lead to over-subtraction in the data [10, 36], possibly in part due
to its hard IC component. Yet, considering various diffuse models and discussing the effects of diffuse mismodeling
is of paramount importance in order to substantiate the preference for GCE DM that our NN finds (see Sections 5 A
and 8 B). This is because none of the diffuse models provide a perfect description of the actual data, for which reason
robustness with respect to mismodeling errors is crucial for any fitting method.
B. Isotropic emission
The spatial distribution of γ-ray photons from sources outside the Milky Way can be assumed to be approximately
uniform on the sky, for which reason we take a uniform Poissonian template for modeling the extragalactic back-
ground, whose intensity is set by the normalization parameter Aiso. Additionally, this template can absorb cosmic-ray
contamination.
C. Fermi bubbles
The Fermi bubbles [47] are a large structure with sharp edges, extending 8−10 kpc north and south of the GC. They
emit γ-rays with a harder spectrum than the emission arising from the processes described by the diffuse template.
While the exact origin of these structures is not well understood to date (see e.g. [66, 68]), mechanisms related to a
recent explosive outburst from Milky Way’s supermassive black hole, or the high star formation activity around it,
might provide an explanation. Since the γ-ray emission from the Fermi bubbles does not show large spatial variations,
we model them with a spatially uniform Poissonian template (identical to the one used in [36]) with normalization
parameter Abub. We do not invoke hypothetical non-Poissonian emission from the Fermi bubbles that was used in [37]
in a proof-of-concept example. In Sec. 5 C, we analyze the effects of mismodeled Fermi bubbles on the NN estimates
by means of an alternate Fermi bubble template with a different spatial morphology (see Fig. S1).
1 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/ring_for_FSSC_final4.pdf
2 The NPTFit results can be further improved by applying a spherical-harmonic marginalization procedure.
5D. GCE emission
The shape of the GCE has been found to be well described by a generalized NFW profile [48] parametrized as
ρ(r) ∝ (r/rs)
−γ
(1 + r/rs)
3−γ , (S1)
regardless of its origin. Here, ρ(r) is the DM density at distance r from the GC, rs = 20 kpc is the scale radius, and
γ is a shape parameter, equal to 1 for the canonical NFW profile. In line with previous literature (e.g. [9, 13, 36]),
we adopt a slightly larger value of γ = 1.2. For DM pair annihilation, the resulting γ-ray flux J(φ) detected on Earth
at an angle φ from the GC is proportional to the line-of-sight integral of the square of this distribution, i.e.
J(φ) ∝
∫
l.o.s
ρ2(r(s)) ds. (S2)
The strength of the Poissonian emission from the (generalized) NFW-shaped DM halo is modulated by the free
parameter Agce. For investigating the hypothesis that the GCE results from unresolved PS, we define a non-Poissonian
template with the same spatial distribution, described by the normalization parameter APSgce, the source-count break
Sgce1 , and power law indices n
gce
1 and n
gce
2 above and below the count break S
gce
1 , respectively (see Sec. 2 F). We leave
the investigation of different values for γ as well as PS emission correlated to the “Boxy Bulge” [14] to future work.
E. Disk-correlated PS
For the application of our Bayesian GCNN to the Fermi map, we additionally include a non-Poissonian template
for PSs correlated with the thin disk of the Milky Way, whose spatial distribution n(z,R) in cylindrical coordinates
z and R is given by
n(z,R) ∝ exp
(−R
rs
)
exp
(−|z|
zs
)
, (S3)
where we take the scale radius to be rs = 5 kpc and the scale height zs = 0.3 kpc as in [33], matching the best-fit
parameter zs for the description of the millisecond pulsars correlated with the Galactic Disk obtained in [67]. The
case of a thicker disk with zs = 1 kpc that was employed in e.g. [36, 37] is considered in Sec. 8 A. In order to obtain
the final spatial template for the photon count distribution with free parameters APSdisk, S
disk
1 , n
disk
1 , and n
disk
2 , we
integrate n(z,R) along each line-of-sight direction.
F. Model parameters and prior ranges
TABLE S2. Prior ranges for the generation of training and test data, for the Poissonian and non-Poissonian templates. The
prior ranges for Adif and for the disk-related parameters are used for all the diffuse templates and disk templates that we
consider, respectively.
Model parameter Prior range
log10Adif [0, 2]
log10Abub [−3, 2]
log10Aiso [−3, 2]
log10Agce [−3, 2]
log10A
PS
gce [−6, 1]
log10A
PS
disk [−6, 2]
Sgce1 [0.05, 60]
Sdisk1 [0.05, 60]
ngce1 [5, 60]
ngce2 [−3, 0.95]
ndisk1 [2.05, 60]
ndisk2 [−3, 0.95]
6Table S2 lists the prior ranges of the uniform distributions from which we draw the parameters when generating
the mock maps. For Poissonian templates, there is only a single parameter, namely the normalization parameter
A that determines the strength of each template: the mean number of counts for template t in pixel p is given as
µp,t = AtT
(S)
p,t , where T
(S)
p,t is the value of the spatial template t in pixel p in terms of counts (i.e. with exposure
correction applied). For the non-Poissonian templates that model unresolved PSs whose exact locations within the
template are not known, we take a broken power law for the SCD function with negative slopes n1 and n2 above
and below the count break S1. To be specific, the differential number of sources dNp,t from template t per pixel per
differential flux interval dF is given as
dNp,t
dF
(F ) = AtT
(PS)
p,t

(
F
F1
)−n1
, F ≥ F1,(
F
F1
)−n2
, F < F1,
(S4)
where T
(PS)
p,t is the spatial template for the PS distribution, and the flux F and flux break F1 can be recast into counts
S and count break S1, respectively, via the Fermi exposure map Ep (which has units cm
2 s):
dNp,t
dS
(S) =
1
Ep
dNp,t
dF
(F = S/Ep) . (S5)
When generating realizations of the non-Poissonian templates using NPTFit-Sim [49], the Fermi PSF is taken into
account.
G. Data generation
In order to generate a sufficient amount of training data, we create a catalog of 602,500 count maps from each
of the Poissonian templates by randomly sampling from Poissonian distributions with pixel-wise means set by the
respective template (accounting for the Fermi exposure map). For the generation of non-Poissonian data, we use
the publicly available tool NPTFit-Sim [49] and take the Fermi -LAT point spread function into account. Since each
non-Poissonian map generation requires running a rejection sampling algorithm and is therefore computationally more
expensive, we create 37,500 maps for each non-Poissonian template. We perform this procedure twice; once for the
Fermi exposure map and once for uniform Fermi mean exposure. While the NN performance did not deteriorate in
the presence of a non-uniform exposure map in our experiments (and the Fermi exposure map is very homogeneous
within our ROI in any case), a uniform exposure map allows us to choose a single exposure region in NPTFit and to set
the parameter nexp = 1, speeding up the template fitting. These data sets provide the basis for all our experiments,
and maps from templates that are not present in a certain experiment are simply discarded before executing the
steps that follow. We randomly lay aside 2,500 maps from each template and sum them up to obtain a testing data
set. For the generation of training data, we use each of the remaining non-Poissonian template maps multiple times
and randomly combine them with the 600,000 unused maps from each Poissonian template, yielding in total 600,000
training samples. Note that the photon-count maps do not obey any symmetries in the realistic scenario due to the
non-uniform sky coverage by the Fermi -LAT instrument, for which reason data augmentation by techniques such as
mirroring is not an option. Although mirroring could be used for the experiments with uniform exposure map, we
refrain from doing so since we are confident that 600,000 training maps are sufficient, which is also suggested by the
very small epistemic uncertainties that we observe.
As discussed in the main body, in order to compare the performance of the NN and NPTF measurements of the
flux fraction in the proof-of-concept example, we took 256 maps from the testing set, and ran the two techniques
on each map. The NN produces some output for every input map vector with the correct shape (even for inputs
that do not even correspond to a photon-count map at all, in which case the NN predictions are meaningless of
course), for which reason convergence considerations that are vital for sampling-based methods such as NPTF do
not apply for the NN. However, the NPTF as implemented in NPTFit ran into difficulty in a number of cases. The
source of the problem is that by drawing random values from the priors in Table S2, maps can be generated with a
significantly larger number of counts than in the actual Fermi data considered in this work. In the case where the
maximum photon-per-pixel count is a factor of a few higher than in the current data, NPTFit is unable to evaluate the
non-Poissonian likelihood for certain choices of the model parameters. This issue is not a fundamental limitation of
the NPTF method, but rather with the present implementation in NPTFit. As the issue is a function of the maximum
counts-per-pixel and also the model parameters, we cannot simply resolve it by removing simulated datasets above a
certain count threshold. As the goal is to obtain a rough comparison between the two methods, instead we adopted
the simple criterion of discarding maps where NPTFit was unable to converge on a run of nlive = 50 live points within
7an hour. We caution that this cut undoubtedly introduces a bias away from cases where the NPTF likelihood may
be evaluated correctly, but the fit is having difficulty converging, and thus is likely to overstate the performance of
NPTFit. For this reason, a detailed comparison of the performance of the two methods is left to future work. We
stress also that this issue has no bearing on the performance on the NN, or on the conclusion the two methods reach
in the GC. It only impacts the presentation of the comparison shown in the main body.
3. NEURAL NETWORK ARCHITECTURE
FIG. S2. Sketch of our GCNN structure. The layer numbers are indicated by white roman numerals (more details for each
layer can be found in Table S3). The sphere in Layer I shows our ROI embedded within the central coarse pixel at Nside = 1 (in
white). The coarse pixel to the lower left of the ROI is subdivided into pixels at resolutions Nside = 2, 4, 8, and 16 for illustration
purposes. The spheres in Layers II – VIII stand for the channels (or feature maps) of the convolutional layers and exhibit how
the spatial resolution is gradually reduced due to the maximum pooling operations (MaxPool). Each convolutional block ∗©
consists of the four operations depicted in the box below (GC: graph convolutional layer, for which three exemplary kernels h
are shown, BN: batch normalization, ReLU: Rectified Linear Unit activation function, and maximum pooling). The numbers
inside the spheres give the Nside parameter that belongs to the respective spatial resolution, while the Arabic numerals above
the spheres indicate the number of channels for each layer. In Layer VIII, only a single pixel value remains for each channel
(256 in total). The logarithm of the total number of photons in the map is then appended, and two fully connected (FC) layers
with ReLU activation follow. Layer XII is a fully connected layer whose output dimension is 2T (for T templates, e.g. 7 in the
realistic scenario), after which no ReLU is applied. Instead, the output is reshaped to 2 × T (means and log-variances), and
a Softmax activation function is used in order to obtain the flux fraction means. The remaining T output elements form the
vector (log σ2t (x))
T
t=1, with Σ(x) = diag[σ
2
1(x), . . . , σ
2
T (x)].
A NN is assembled as a sequence of building blocks (so-called layers), each of which transforms its input tensor
to an output tensor (that possibly has different dimensions). Thus, each input map x is gradually processed by the
individual NN layers, and the final NN layer produces the output, which is in our case given by the estimated flux
fractions fω(x) and their associated aleatoric uncertainties Σ(x). An illustrative sketch of our NN is provided in
Fig. S2. In Table S3, we list the individual layers of the Bayesian GCNN used for the Fermi map. The input x
for the NN is given by photon-count maps, from which we remove the exposure correction (that is, we divide the
counts in each pixel p by Ep/E¯, where E¯ stands for the mean exposure) and subsequently scale the pixel values
such that they sum to unity since NNs prefer normalized inputs. Hence, the NN input consists of a single channel
8TABLE S3. Tabulated architecture of the Bayesian GCNN used for the Fermi map (also see the sketch in Fig. S2). The
trainable parameters are split up into the matrix weights, biases, and trainable dropout probabilities.
Layer Operations Tensor output shape Output Nside Trainable parameters
I Input 16,384 × 1 128 −
II MaxPool ◦ ReLU ◦ BN ◦ GC 4,096 × 32 64 320 + 32 + 1
III MaxPool ◦ ReLU ◦ BN ◦ GC 1,024 × 64 32 20,480 + 64 + 1
IV MaxPool ◦ ReLU ◦ BN ◦ GC 256 × 128 16 81,920 + 128 + 1
V MaxPool ◦ ReLU ◦ BN ◦ GC 64 × 256 8 327,680 + 256 + 1
VI MaxPool ◦ ReLU ◦ BN ◦ GC 16 × 256 4 655,360 + 256 + 1
VII MaxPool ◦ ReLU ◦ BN ◦ GC 4 × 256 2 655,360 + 256 + 1
VIII MaxPool ◦ ReLU ◦ BN ◦ GC 1 × 256 1 655,360 + 256 + 1
IX Append log10(total photon counts) 1 × 257 −
X ReLU ◦ FC 1 × 2,048 526,336 + 2,048 + 1
XI ReLU ◦ FC 1 × 512 1,048,576 + 512 + 1
XII Reshape ◦ FC 2 × 7 7,168 + 0 + 1
XIII Softmax (means only) 2 × 7 −
3,982,378
(in contrast to e.g. color images with 3 channels for RGB values). An interesting extension could be gathering the
Fermi counts in multiple energy bins each of which would be treated as an individual channel. We leave this for
future work. The 16,384 pixels at the initial resolution of Nside = 128 are those that lie within the HEALpix pixel at
the coarsest resolution (Nside = 1) which contains the GC (the white coarse pixel in Layer I in Fig. S2). This pixel
is delimited by the four corners at (l, b) = (0◦, 41.8◦), (315◦, 0◦), (0◦,−41.8◦), (45◦, 0). Thus, an input size of 16,384
= N2side = 1/12 Npix pixels is sufficient for all ROIs at resolution Nside = 128 that fit within this coarse Nside = 1
pixel. For larger ROIs, our NN architecture would need to be adapted to include the neighboring coarse pixels (for
considering the entire sky, the number of pixels at Nside = 128 would be 12 N
2
side = Npix = 196,608).
The input maps are then processed by 7 consecutive blocks of graph convolutions, each of which is followed by a
batch normalization operation [58], a ReLU non-linearity, and a maximum pooling operation, which reduces the Nside
parameter by a factor of 2 (and therefore the number of pixels by 4). For the graph convolutions, we start with 32
feature maps and double the number with every subsequent graph convolution up to a maximum of 256 feature maps,
which we use for the last 4 graph convolutions. The receptive field is set by the degree of the Chebyshev polynomials,
which we take to be 9 (4 for the proof-of-concept experiment). The graph convolutional layers act as feature extractors
that detect characteristics such as edges of the templates (for instance, the sharp borders of the Fermi bubbles) and
gradients. After applying the maximum pooling 7 times, the spatial dimension has reduced to 1 since the ROI
of ≤ 25◦ around the GC considered here fits within one of the twelve pixels of the coarsest HEALPix tessellation
(Nside = 1). Convolving the input maps so often that only one pixel remains whose receptive field extends over the
entire ROI turned out to be crucial in our experiments. This is intuitive since although the NN bases its inference on
the local pixel information in the input maps, it outputs a single number per template for the corresponding (global)
flux fraction within the entire ROI. We append an additional channel with the logarithm of the total number of
counts in the respective map (with exposure correction removed) as a supplementary criterion for the NN to render
its judgment. Finally, we employ fully connected layers (whose task is to interpret the 256(+1)-dimensional output
from the convolutional layers) with 2,048 and 512 neurons followed by ReLU activations, and a final fully connected
layer with 2×T output neurons (means and log-variances), where we use a Softmax activation for the means in order
to enforce the flux fractions to be in [0, 1] and to sum up to one1. In what follows, we briefly introduce the building
blocks of our Bayesian GCNN, summarize the loss functions that we use in this work, and introduce Concrete Dropout.
A. Architectural building blocks
In order for the NN to learn from the training data, it requires trainable parameters that are gradually adjusted
during the training process using a stochastic gradient descent method (in our case an Adam optimizer [60]) in order
to minimize a user-defined loss function (see Eq. (1)). Our Bayesian NN features two different types of layers with
trainable parameters: graph convolutional layers, and fully connected layers.
91. Graph convolutional layers
The graph convolutional layers form the core of our GCNN and act as feature extractors, detecting salient features
in the photon-count maps. The sphere is described by a graph in DeepSphere with one vertex located at each pixel
center, connected to the vertices that represent the neighboring pixels. Hence, the convolution operation differs from
the classical notion of sliding a convolutional kernel over the image and instead leverages the fact that the convolution
operation is tantamount to a multiplication in the spectral domain. Thus, a signal f ∈ Rnpix can be convolved with
a kernel (also known as filter) h in the spectral domain as f 7→ F−1G {hFG{f}}, where FG and F−1G denote the graph
Fourier transform and its inverse on the weighted undirected graph G, and npix ≤ Npix is the spatial dimension of
the signal. This Fourier transform can be made explicit by observing that the Fourier basis on G is given by the
eigenvectors {ui}npixi=1 of the symmetric normalized graph Laplacian L defined as L = I − D−1/2WD−1/2, where
W = (wij) ∈ Rnpix×npix is the weighted adjacency matrix, D = (dij) is the diagonal matrix with dii =
∑
j wij , and
I ∈ Rnpix×npix is the identity matrix. The eigenvectors of the Laplacian on the DeepSphere graph constructed on the
HEALPix sphere have a tight connection with the spherical harmonics (see [43, Fig. A.12]). We use the choice of
weights proposed in [43] since we did not notice an improvement with the updated weighting scheme presented in
[44], that is
wij =
{
exp
(
−‖ri−rj‖22ρ2
)
if pixels i and j are neighbors,
0 otherwise,
(S6)
where ri ∈ R3 is the position of pixel i and ρ is the average Euclidean distance between two neighboring pixels.
Diagonalizing the graph Laplacian into L = UΛU> with the orthonormal matrix of eigenvectors U = [u1, . . .unpix ]
and the diagonal matrix of eigenvalues Λ, the Fourier transform simply becomes fˆ = FG{f} = U>f , and F−1G {fˆ} =
Ufˆ = UU>f = f . Assuming that the convolutional kernel h is given by a polynomial (or more generally can be
expressed as a power series), the convolution operation takes the form
f 7→ F−1G {h(Λ)FG{f}} = Uh(Λ)U>f = h(L)f , (S7)
where h(Λ) is the diagonal matrix with h(Λ)ii = h(Λii). Defining the kernels h as Chebyshev polynomials with
coefficients θ = {θk}K−1k=0 , Eq. (S7) yields
f 7→ hθ(L˜)f = U
(
K−1∑
k=0
θkTk(Λ˜)
)
U>f =
K−1∑
k=0
θkTk(L˜)f , (S8)
with the rescaled Laplacian
L˜ = − 2
λmax
D−1/2WD−1/2 (S9)
that has eigenvalues in [−1, 1], gathered in the diagonal matrix Λ˜. Here, λmax is the largest eigenvalue of Λ. The
Chebyshev polynomial Tk of degree k is defined recursively as T0(L˜) = I, T1(L˜) = L˜, and Tk(L˜) = 2L˜Tk−1(L˜) −
Tk−1(L˜). Hence, the filtering in Eq. (S8) only requires O(K) matrix multiplications, each of which can be done in
O(npix) since each vertex is connected to at most 8 neighbors and the weights are chosen such that wij = 0 whenever
vertex i is not a neighbor of vertex j (see Eq. (S6)). This implies that the graph convolution operator on the full
sphere scales as O(Npix) and therefore more efficiently than a spherical harmonic transform on the HEALPix sphere,
which has a computational cost of O(N3/2pix ). Note that although the spectral domain is exploited for the definition
of the graph convolution operation, the explicit dependence on the spectrum has been eliminated in Eq. (S8), and
each term Tk(L˜) captures k-neighborhoods in the pixel domain. This stems from the fact that each entry (W
k)ij is
the sum of all path weights for paths of length k between vertices i and j, where the path weight is defined as the
product of all the edge weights along the path. The kernel h can be localized at a specific vertex i by means of the
localization operator Ti defined as Tihθ = hθ(L˜)δi = (hθ(L˜))i, where the Kronecker delta δi ∈ Rnpix extracts the i-th
column of hθ(L˜).
The number of trainable matrix parameters for graph convolutional layers is nin × nout ×K, where nin and nout
are the number of input and output channels, respectively; for instance 20,480 = 32× 64× 10 in Table S3. An output
channel yi ∈ Rnpix for i ∈ {1, . . . , nout} is computed from the input channels {xj}ninj=1, where xj ∈ Rnpix , as
yi =
nin∑
j=1
hθij (L˜)xj + bi, (S10)
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where b = (bi) ∈ Rnout is a (trainable) bias vector, and each graph convolution hθij (L˜)xj is computed using Eq. (S8).
While DeepSphere by construction requires the filters to be radially symmetric (each coefficient θk corresponds to
a k-neighborhood, not to a specific neighboring vertex; see the examples for h depicted in Fig. S2), this lack of
non-symmetric filters did not seem to impair the NN performance when we compared our DeepSphere-based NN
architecture to a canonical 2D CNN applied to projected photon-count maps, for which reason we decided to proceed
with the DeepSphere-based NN, which readily takes the spherical photon-count maps as an input without the need
for any projections. We refer the interested reader to [43] for further details on the graph convolution operation.
2. Fully connected layers
For rotationally symmetric problems on the HEALPix sphere, it is common to successively apply several graph
convolutions and to average the outcome over the spatial dimension in order to obtain the NN output, giving rise to
a so-called fully convolutional network. Since the γ-ray emission from the GC is not symmetric, however, and the
exact location of the detected photons within a map is crucial, we use fully connected layers to process the output
of the graph convolutional layers. Their task is to interpret the results from the convolution process and to infer the
associated flux fractions. Fully connected layers map an input vector x ∈ Rnin to an output vector y ∈ Rnout via the
affine mapping
y = Wx + b, (S11)
where the matrix W ∈ Rnout×nin and the bias vector b ∈ Rnout are trainable parameters (see the last column in Table
S3). For fully connected layers, the number of trainable matrix weights is simply nin × nout; for example 526,336
= 257× 2,048. The length of the bias equals the number of output channels, and we use no bias after the last fully
connected layer before reshaping the tensor from 1 × 14 to 2 × 7. For the estimation of the epistemic uncertainties
via Concrete Dropout [55], the probabilities for the dropouts after each fully connected and graph convolutional layer
are trainable parameters as well and are adjusted during the training stage (see Sec. 3 C).
3. Additional building blocks
Batch normalization fixes the means and variances within each mini-batch during training, while the population
statistics are used for the scaling when applying batch normalization at the inference stage [58]. This has been shown
to improve the performance of NNs. In our case, the maximum pooling operation computes the maximum of the four
values in each patch of adjacent pixels that together form the larger pixel of the next coarser HEALPix hierarchy
level, thereby coarsening its input by a factor of four ([43, Fig. 5], see also Fig. S2).
Activation functions are a key element in NNs since they introduce non-linearities that enable the NN to learn
complex mappings. We use the following two activation functions: the ReLU activation function is simply defined
element-wise as ReLU(x) = max{x, 0}, whereas the Softmax function is written as
Softmax(x)n =
exn∑M
m=1 e
xm
, (S12)
for a vector x = (x1, . . . , xM ) ∈ RM . The Softmax activation is often applied in the context of classification tasks in
connection with a cross-entropy loss. Since our task at hand is a global regression problem for the flux fractions with
the additional constraint that all the flux fractions sum up to 1, we harness the Softmax function for automatically
enforcing this normalization condition for the means in the final layer (as
∑M
m=1 Softmax(x)m = 1), while resorting
to a loss function suited for regression given by the negative log-likelihood (see Eq. (2) and Sec. 3 B below).
An architectural particularity in our NN consists in appending the (logarithm of the) total number of counts in
the map (after removing the exposure correction) as an additional channel in Layer IX. Our motivation for this is
the following: since we normalize the maps before showing them to the NN, each pixel contains the relative flux
within the map; therefore, the information about how many counts / how much flux was originally in the map is lost.
However, feeding this information to the NN might provide additional information. Consider the following example
for illustration: a uniformly exposed photon-count map consisting of 5 pixels with 1 detected count in each pixel
looks identical to a map with 10 detected counts in each pixel after the normalization. However, the probability of
the first map arising from 5 independent Poissonian sources (one per pixel) with expectation value µp = 1 is 0.67%,
whereas the probability of the second map arising from one Poissonian source in each pixel with expectation value
µp = 10 is only 0.0031% (since the variance of a Poissonian distribution equals its mean). Thus, the likelihoods of
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the flux fractions may depend on the total number of photons in the map, and the NN might adapt its estimates
of the means and uncertainties accordingly. We will explore in future work whether this additional channel has an
appreciable effect on the NN accuracy.
B. Aleatoric uncertainty estimation and the choice of the loss function
The choice of the loss function is crucial since the loss function epitomizes what the NN is meant to learn, or
more specifically, which metric between the true and estimated flux fractions is supposed to be minimized. For
our full Bayesian GCNN applied to the Fermi map, we assume a Gaussian likelihood for the NN estimates, that is
p(y|fω(x)) ∼ N (fω(x),Σ(x)), and treat the flux estimates for the individual templates as being independent from
each other, resulting in the loss function given by Eq. (2).
In our benchmark tests (proof-of-concept example in the main body and in Sections 4, 5, 6), estimating uncertainties
is less important since the true flux fractions are known in these experiments, for which reason we use a non-Bayesian
GCNN with a simple l2 loss function for the training, that is
L(fω(x),y) =
T∑
t=1
(fω(x)t − yt)2 . (S13)
Note the similarity of this loss function to Eq. (2) in the Bayesian case, where the l2 error for each template is scaled
with the inverse (aleatoric) uncertainty standard deviation (or precision) σ−1t , and the magnitude of σt is controlled
by a penalty term that arises naturally from assuming Gaussian likelihoods for the flux fraction of each template.
The scaling of the errors for each template with the respective σ−1t for the Bayesian NN can be interpreted as a loss
attenuation [45]. The output shape of the final non-Bayesian NN layer is therefore 1×T (cf. Table S3 for the Bayesian
case, where the output layer is two-headed to enable the prediction of {σt}Tt=1). We do not employ any Dropout when
using the non-Bayesian GCNN since we did not observe any signs of overfitting in our experiments.
In Sec. 7 F, we present the extension of our Bayesian GCNN to the case of full covariance uncertainty matrices,
which permits to analyze how the uncertainties between the flux fractions are correlated. To this end, Eq. (2) is
generalized to the non-diagonal case, yielding
L(fω(x),y) = 1
2
(fω(x)− y)>Σ(x)−1 (fω(x)− y) + 1
2
log (det Σ(x)) +
T
2
log(2pi). (S14)
Hence, the required output dimension of the NN for T templates becomes T (T + 3)/2, namely T means, T variances,
and
∑T−1
t=1 t = T (T − 1)/2 correlations. We present the results for the Fermi map in Fig. S19.
Another interesting approach is modeling the likelihoods with a Laplace distribution in lieu of a Gaussian distribu-
tion. Taking the associated negative log-likelihood as the loss function for the NN results in an l1-type loss function,
where the error for each template scales inversely with the scale parameter b, which yields (when treating the flux
fractions of the templates independently from each other):
L(fω(x),y) =
T∑
t=1
(
1
b(x)t
∣∣fω(x)t − yt∣∣+ log(2b(x)t)) , (S15)
In our experiments, we achieved slightly smaller mean absolute errors (likely because this is the metric that the NN
is trained to minimize) but observed a few more outliers (which is not surprising in view of the heavier tails of the
Laplace distribution), for which reason we present the results for the Gaussian likelihoods herein. Recently, [71]
showed how Bayesian NNs can be combined with Normalizing Flows in order to capture the non-Gaussianity of the
21 cm signal from the Epoch of Reionization. Harnessing Normalizing Flows for this present task of estimating γ-ray
flux fractions and thereby allowing for more general flux posterior distributions merits further investigation, which we
leave for future work.
C. Epistemic uncertainty estimation using Concrete Dropout
Now, we outline the modifications to our NN that enable the estimation of the epistemic uncertainty by modeling
the NN weights within a probabilistic framework. We are interested in determining the posterior distribution of the
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weights ω given the training data X and labels Y, that is p(ω|X,Y). Placing a prior p(ω) on the weights and using
Bayes’ Theorem, this distribution can be found as
p(ω|X,Y) = p(Y|X,ω) p(ω)
p(Y|X) . (S16)
While simple to formulate, directly using this equation to compute the posterior distribution is not possible since
the marginal distribution p(Y|X) is analytically intractable. Therefore, one approximates the posterior distribution
p(ω|X,Y) by a simple variational distribution qθ(ω) that minimizes the Kullback–Leibler (KL) divergence within
a family of distributions that is characterized by a vector of variational parameters θ. This KL divergence can be
expressed as
KL (qθ(ω) || p(ω|X,Y)) =
∫
qθ(ω) log
(
qθ(ω)
p(ω|X,Y)
)
dω
= −
Eqθ [log p(ω,Y|X)]− Eqθ [log qθ(ω)]︸ ︷︷ ︸
ELBO
+ log p(Y|X)
= −Eqθ [log p(Y|X,ω)] + KL (qθ(ω) || p(ω)) + log p(Y|X).
(S17)
The identity in the second line shows that minimizing the KL divergence is equivalent to maximizing the evidence
lower bound (ELBO), while the identity in the last line will turn out beneficial in a moment. Note that the term
log p(Y|X) is independent of the NN weights ω and can hence be ignored when computing optimal weights using
stochastic gradient descent optimization. Regardless of the particular choice for qθ, the first term in the last row of
Eq. (S17) can be formulated as a sum over the training maps and labels {(xn,yn)}Nn=1:
−Eqθ [log p(Y|X,ω)] = −
N∑
n=1
∫
qθ(ω) log p(yn|xn,ω) dω. (S18)
Using Monte Carlo (MC) sampling for the weights and drawing a single sample ωn ∼ qθ(ω) for every training map,
each term in the sum provides an unbiased estimate − log p(yn|xn,ωn) = − log p(yn|fωn(xn)), which is exactly the
negative log-likelihood that we use as our loss function (Eq. (2)), evaluated for the randomly sampled weights ωn.
In order to process the KL divergence of qθ(ω) towards p(ω) in Eq. (S17) further, the choice for qθ(ω) needs to be
made explicit. Let L be the number of NN layers with random weight matrices ω = {Wl}Ll=1, and define the family
of distributions qMl(Wl) for layer l as
qMl(Wl) = Ml diag [Bernoulli(1− pl)nout,l ] , (S19)
where Ml denotes the mean weight matrix for layer l, pl is the so-called dropout probability, and nout,l is the number
of output channels (thus, Wl,Ml ∈ Rnout,l×nin,l). Consequently, the variational parameter vector for each layer is
given as θl = {pl,Ml}. Multiplying the mean weight matrices Ml with a diagonal matrix whose elements are drawn
from a Bernoulli distribution means that weights are randomly zeroed with a probability of pl. This “Dropout” has
been previously proposed [56, 57] for preventing NNs from overfitting. The KL divergence can then be written as a
sum over the layers, and each term can be approximated as [55]
KL (qθ(ω) || p(ω)) =
L∑
l=1
KL (qMl(Wl) || p(Wl)) , (S20)
KL (qMl(Wl) || p(Wl)) ∝
λ2(1− pl)
2
‖Ml‖2 − nout,lH(pl), (S21)
where λ is a prior length scale that we choose to be 0.01 herein, and H denotes the entropy of a Bernoulli random
variable, that is
H(pl) = −pl log pl − (1− p) log (1− pl) . (S22)
Hence, the KL term that pushes the distribution qθ(ω) towards the prior p(ω) can approximately be expressed by two
additional regularization loss terms, the first of which penalizes large weight magnitudes, and a second term that is
independent of the weights and solely depends on the dropout probabilities {pl}Ll=1. Note that minimizing the latter is
equivalent to maximizing the entropy H(pl), driving pl towards 0.5. Dividing the terms in equations (S18) and (S20)
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by the total number of training samples N , it becomes apparent that the relative importance of the regularization
terms decreases as the number of available training samples increases. In order to allow for the loss function to be
differentiated with respect to the dropout probabilities (which is necessary for optimizing the dropout probabilities
during the NN training), the Bernoulli distribution is replaced by the eponymous Concrete distribution, which can
be regarded as a continuous relaxation of the Bernoulli distribution.
At evaluation time, the predictive mean for each map x is found using so-called MC dropout, i.e. by drawing R
samples and averaging the predictions:
fω(x) ≈ 1
R
R∑
r=1
fωr (x), (S23)
where ωr ∼ qθ(ω) are the randomly sampled weight matrices for the L NN layers in the r-th drawing. For the case of
a full uncertainty covariance matrix (Eq. (S14)), one obtains the predictive covariance uncertainty matrix Σpred(x)
as
Σpred(x) ≈ 1
R
R∑
r=1
Σr(x)︸ ︷︷ ︸
aleatoric
+
1
R
R∑
r=1
(
fωr (x)− fω(x)
)(
fωr (x)− fω(x)
)>
︸ ︷︷ ︸
epistemic
, (S24)
which can be simplified for the case of a diagonal uncertainty covariance matrix considered in the main part of our
Letter. More in-depth explanations of the concepts discussed within this section can be found in [45, 54, 55].
4. DEPENDENCE OF THE NEURAL NETWORK ESTIMATES ON THE GCE PS SOURCE COUNT
DISTRIBUTION
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FIG. S3. SCDs used for the experiment in Sec. 4, from very dim to very bright (from left to right). The gray dashed line
marks the flux corresponding to a single photon, which can roughly be viewed as the limit below which PS and Poissonian
emission become degenerate. The yellow rectangle indicates the Fermi 3FGL threshold of ∼ 4− 5× 10−10 counts cm−2 s−1,
above which PSs can be expected to be resolved.
This section is dedicated to an analysis of the NN predictions for different SCDs of the GCE PS template. As briefly
mentioned in the main part of this Letter, ultra-faint PSs are exactly degenerate with purely Poissonian emission.
For this reason, it is interesting to examine in which regimes the NN is able to discern GCE PS and GCE DM.
We carry out an experiment inspired by the benchmark test for NPTFit in [40, Sec. IV] and consider the slightly
simplified setting from the proof-of-concept example (non-Bayesian GCNN, no 3FGL PSs, no disk PSs, uniform mean
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TABLE S4. Model parameters for the experiment in Sec. 4. The 5 values for APSgce and S
gce
1 (alongside n
gce
1 and n
gce
2 ) define the
5 different SCDs depicted in Fig. S3 (from very bright to very dim). The values labeled “with / without DM / PS” correspond
to our choices when the respective template is modeled to be present / absent.
Model parameter Value
log10A
pi0+BS
dif 0.91
log10A
IC
dif 0.58
log10Aiso −0.30
log10Abub −0.06
log10Agce
0.032 with DM
−1.49 without DM
log10A
PS
gce
{−3.13,−2.31,−1.49,−0.67, 0.15} with PS
−5.5 without PS
Sgce1
{57.57, 22.40, 8.71, 3.39, 1.31} with PS
8.71 without PS
ngce1 10.0
ngce2 −1.2
Fermi exposure, fixed outer ROI radius of 25◦) with the following templates: diffuse emission described by Model O,
isotropic emission, Fermi bubbles, GCE DM, and GCE PS. We model the GCE PS using each of the five SCDs shown
in Fig. S3 (cf. [40, Fig. 1]). These SCDs all yield the same total flux and span the relevant flux range for the NN:
PSs brighter than the 3FGL threshold can be assumed to be resolved by Fermi, for which reason methods such as
NPTFit or our NN are not needed beyond this flux of ∼ 4− 5× 10−10 counts cm−2 s−1. On the other hand, very dim
PSs that emit on average ∼ 1 photon cannot be expected to be distinguished from purely Poissonian emission, which
can be interpreted as the result of multiple single-photon PSs taken in aggregate. Hence, separating GCE PS from
GCE DM within the flux range between these two boundaries is where our NN comes into play. We first consider
the case of the GCE consisting entirely of PS. Then, we turn towards the more challenging case of DM and PSs each
contributing 50% of the GCE emission. Lastly, we address the case of 100% DM for the sake of completeness.
A. GCE: 100% PS
For each of the SCDs, we generate 250 photon-count maps that have a similar composition as is expected from the
Fermi map: the total number of photons within the ROI is ∼ 126,000 (the Fermi map has ∼ 124,000 counts within
this ROI when applying the 3FGL mask), and the mean flux fractions for diffuse pi0 + BS, diffuse IC, isotropic, Fermi
bubbles, GCE DM, and GCE PS are 56.1%, 26.1%, 3.1%, 5.8%, 0.3%, and 8.6% (see Table S4 for the exact model
parameters). We take the (non-Bayesian) NN from the proof-of-concept example that was trained on maps within a
constant ROI of outer radius 25◦ and evaluate it on these 250 maps for each of the SCDs (evaluating the NN on a
mini-batch consisting of 64 photon-count maps takes roughly a second on a laptop CPU).
A histogram of the errors for all the templates and SCDs is plotted in Fig. S4. The non-GCE templates are largely
insensitive to the respective SCD of the GCE PS, and the errors for these templates are tightly scattered around
zero (the estimates for the diffuse IC and isotropic templates appear to slightly move as the SCD is varied). The
total GCE flux (DM + PS) is also predicted accurately for all maps and SCDs. The columns for GCE DM and
GCE PS reveal how the NN splits the GCE flux between to the two GCE templates. The gray dash-dotted lines in
the GCE DM / PS plots indicate the errors corresponding to the total GCE flux being faithfully recovered but the
whole GCE flux being misattributed to DM. For (very) bright GCE PS, the GCE DM flux is correctly estimated to
be close to zero. For the moderate SCD (count break at Sgce1 = 8.71), a slight misattribution from GCE PS to GCE
DM is noticeable, but the mean error for GCE DM / GCE PS is still only 0.87% / 1.21%, respectively. In the dim
regime (Sgce1 = 3.39), there are some maps for which NN misattributes the majority of GCE flux to DM; however, the
mean error of 2.19% / 2.49% is only slightly larger than 25% of the total GCE flux contribution. For the very dim
case (Sgce1 = 1.31), the degeneracy between the faint PSs and DM manifests itself in the NN estimates for the two
GCE templates: for some maps, the entire GCE flux is absorbed by the GCE DM template, with the mean errors of
3.37% / 3.77% being close to 50% of the total GCE flux (4.3%), which would be expected in case GCE DM and PS
were completely indistinguishable and the NN divided the entire GCE flux randomly between them. From this first
part of the experiment, we conclude the following: if the templates provide a perfect description of the data
and the GCE consists entirely of unresolved PSs that are not degenerate with Poissonian emission,
the NN reliably identifies the PS origin of the GCE. While we remind the reader that the results presented
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FIG. S4. Histogram of the differences between the NN estimates and the true flux fractions in per cent, for the GCE consisting
of 100% PS. The testing data set for this experiment contains 250 photon-count maps. The rows correspond to the SCDs for
the GCE PS shown in Fig. S3. The gray dash-dotted lines in the GCE DM and PS columns indicate a discrepancy consistent
with misattribution of the entire GCE PS flux to DM.
in this section assume no mismodeling and adopt the slightly simplified settings from the proof-of-concept example
(with GCE PS being the only non-Poissonian template), we emphasize that an evaluation of the NN estimates in the
realistic scenario will be presented in Sec. 7 below.
B. GCE: 50% PS / 50% DM
Now, we repeat the experiment with an additional GCE contribution from DM, which equals that from PSs (DM-
related parameters “with DM” in Table S4). Thus, the total GCE flux contribution increases to 16%, half of which
is due to GCE DM and GCE PS, respectively. The resulting errors for this more challenging case are depicted in
Fig. S5. As before, we find that the NN accurately determines the flux fractions of the non-GCE templates, as well as
the total GCE flux. As expected, the scatter in the error for the two GCE templates has become much larger. Since
misattribution of the GCE components now occurs in both directions, we plot two gray dash-dotted lines that evidence
errors corresponding to the entirety of one GCE template being attributed to the other. Whereas the mean GCE
DM / PS errors for the bright SCD are still modest with 2.35% / 2.21%, the error distributions flatten for moderate
and dim SCDs. Interestingly, the NN preferentially errs in favor of GCE PS for (very) bright PSs, suggesting that
the NN has no systematic preference for DM in ambiguous situations and (slightly) weighing against the hypothesis
of there in fact being GCE PS in the Fermi data that are missed by the NN due to systematics. On the other hand,
the GCE PS flux arising from the very dim SCD tends to be absorbed by the GCE DM template. We reach the
following conclusion from this second part of the experiment: if the GCE is split up between DM and very
dim to moderately bright PS, the NN may misattribute the entirety or a fraction of the DM flux to
PSs and vice versa. Our findings are similar to the conclusions in [40, Sec. IV B] for NPTFit. A difference is
that whereas NPTFit seems to prefer assigning the entire GCE to one of the two templates in this situation (see the
bimodal histograms for GCE DM and PS in Figs. 4 and 5 in said work), the NN assigns a non-negligible flux fraction
to both templates for many maps, resulting in the error histograms to be flattened rather than bimodal.
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FIG. S5. Same as Fig. S4, but with an additional DM contribution of equal flux such that the GCE consists of 50% PS / 50%
DM. The gray dashed-dotted lines indicate errors corresponding to misattribution of the entire GCE PS flux to DM and vice
versa.
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FIG. S6. Same as Fig. S4, but for the GCE consisting of 100% DM flux. The gray dashed-dotted lines indicate errors
corresponding to misattribution of the entire GCE DM flux to PS.
C. GCE: 100% DM
Finally, we consider the case of the the GCE being made up entirely of DM flux. To this end, we generate 250 maps
with the model parameters labeled “without PS” / “with DM” in Table S4. This gives a mean GCE PS flux fraction
. 0.001% and a GCE DM flux of ∼ 8.7%, yielding a very similar GCE flux to the 100% PS case in Sec. 4 A. The
resulting distribution of the NN errors is plotted in Fig. S6. Although there is a slight misattribution from GCE to
GCE PS for some maps, the NN accurately recovers the GCE DM flux for the vast majority of the maps: the mean
absolute errors for GCE DM / GCE PS are 0.81% / 0.64%, and the NN estimate for the GCE PS flux is less than 3%
for 242 out of the 250 maps. Thus, this experiment demonstrates the following: if the GCE is made up of DM
flux only, the NN generally ascertains the DM origin of the GCE. We remind the reader that the disk PS
template is the only non-Poissonian template considered in this experiment and that we assume that the templates
provide a perfect description of the data.
5. NEURAL NETWORK ESTIMATES IN THE CASE OF MISMODELING
In this section, we demonstrate the robustness of our NN against two different sources of mismodeling. Note that
whereas simulating mismodeling for template fitting methods is tantamount to providing spatial templates to the
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fitting tool that differ from those that constitute the data, examining mismodeling in the case of the NN consists
in evaluating the NN on maps that are composed of different templates from those that the NN has been trained
on. First, we consider the accuracy of the NN when being evaluated on maps containing a diffuse emission template
different from the one used during the training. Then, we analyze the robustness of the NN against an unmodeled
GCE asymmetry, motivated by the recent findings of [38]. Finally, we present the results for mismodeled Fermi
bubbles. For these proof-of-concept experiments, we utilize the non-Bayesian NN from the proof-of-concept example
that was trained to minimize an l2 loss function (Eq. (S13)) on maps consisting of 6 templates, namely Galactic
foregrounds described by Model O, isotropic extragalactic emission, the Fermi bubbles, GCE DM, and GCE PS. The
ROI in these examples has a fixed outer radius of 25◦ around the GC, with |b| ≤ 2◦ masked.
A. Diffuse mismodeling
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FIG. S7. Diffuse mismodeling : true and estimated flux fractions for 1,000 mock maps whose diffuse component is modeled by
the p6v11 template, whereas the NN was trained on maps containing diffuse flux from the pions & bremsstrahlung (pi0 + BS)
and IC constituents of Model O. The upper left panel shows the estimates separately for the two diffuse components of Model O
and their sum (in black). In the lower right panel, we plot the fractions of these two components within the total estimated
diffuse flux as a function of the true p6v11 diffuse flux fraction in the respective map. The dashed black lines indicate the
means computed over all the maps.
It has been shown that incorrect modeling of the diffuse flux can result in NPTFit yielding statistical preference for
PSs even if the GCE consists entirely of DM [37] (see also [40, Fig. 7]) and in an artificially injected GCE DM flux in
the Fermi map not being properly recovered [37, Fig. 2] and [36, Fig. 5]. In order to assess the reliability of the NN
predictions in the realistic situation where the true diffuse Galactic foreground differs by a certain amount from the
diffuse model that the NN was trained on, we carry out the following experiment: we generate mock maps in which
the diffuse contribution from Model O (both the templates for pion decay & bremsstrahlung and for IC scattering) is
substituted by a random contribution from the Fermi model p6v11.
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We plot the estimates of the NN for 1,000 test maps with p6v11 diffuse flux in Fig. S7. Recall that p6v11 has only
one free normalization parameter, and the ratio between the contributions from the gas-related process and from IC
scattering is fixed. The black triangles in the upper left panel show the estimated sum of both diffuse flux constituents
vs. the true p6v11 flux fraction, whereas the red and orange triangles indicate the individual contributions from pions
& bremsstrahlung and from IC scattering, respectively. In the lower right panel, we plot the estimated fractions of
the two diffuse components within the entire estimated diffuse flux against the true p6v11 flux fraction. The black
dashed lines show the estimated mean fractions for each of the two diffuse contributions. As is expected, the scatter
in these fractions is larger for maps with a small diffuse flux contribution and decreases substantially for maps with a
realistic diffuse flux contribution of & 0.7. Interestingly, the NN finds the flux ratio between pions & bremsstrahlung
and IC for these maps to be ∼ 1.4 while the preferred ratio for the Fermi map is roughly 2 (as determined by
both the NN and NPTFit, see the main part of our Letter) when allowing the two diffuse components of Model O to
float independently from each other, indicating that the contribution of photons from IC relative to those from pion
decay is overestimated within p6v11 (see also [10, Fig. 6]). The diffuse mismodeling causes the NN estimates to be
somewhat more noisy (the mean errors for GCE DM and GCE PS in the 1,000 maps plotted in Fig. S7 are 2.36% and
1.21%, respectively, as compared to mean errors < 1% when the diffuse emission is modeled correctly), and the total
estimate for the Model O contribution accounts for slightly less than the total true p6v11 flux fraction, with GCE
DM absorbing a small fraction of the diffuse flux. Nonetheless, the NN is still able to discern GCE DM and GCE PS
fairly accurately, with 95% of the maps having an error in the GCE PS flux fraction of < 5%. Note that the increased
number of outliers in Fig. S7 as compared to Fig. 1 is partly a consequence of the larger number of plotted samples.
The fact that the scatter in the estimated ratio between the constituents of Model O is small when the diffuse (p6v11)
contribution dominates the map (as is the case for the Fermi map) demonstrates the robustness of the NN against
small perturbations in the exact definition of the spatial templates. We summarize: when the diffuse emission
is mismodeled, the scatter of the NN estimates increases and the GCE DM template may absorb a
fraction of the diffuse flux, however, there is no apparent systematic confusion between DM and PS. A
possible way to further mitigate the sensitivity of the NN to the diffuse model could be “marginalizing” over a range
of diffuse models by training the NN on maps made up of various diffuse models. We will explore this in future work.
B. GCE mismodeling
Recently, it has been shown [38] that if individual template normalizations for the GCE in the northern and southern
hemisphere are permitted, within a 10◦ ROI NPTFit prefers a DM origin of the GCE with the GCE PS flux fractions
being consistent with zero, and a larger flux from GCE DM from the northern hemisphere is preferred (see [38,
Fig. 1]). While it is not clear if this north-south asymmetry has a physical origin, it is interesting to examine the
sensitivity of the NN estimates with respect to such an unmodeled asymmetry. For this aim, we evaluate the NN from
the proof-of-concept example on photon-count maps whose GCE DM contribution has two separate normalizations
Anorthgce and A
south
gce for the northern and southern hemispheres, respectively. We only allow for an asymmetry in the
GCE DM template and use the symmetric template for the GCE PS contribution in the test case presented herein.
Note that no photon-count maps with asymmetric GCE DM contributions were shown to the NN during the training,
and the NN does not explicitly express any potentially detected asymmetry; hence the asymmetry is “unmodeled”.
Fig. S8 shows the true vs. estimated flux fractions for the 305 maps within our test data set with a GCE DM flux
ratio ≤ 2 between the two hemispheres. The color of the markers indicates the degree of asymmetry in the GCE DM
emission, for values of the variable
rN-SDM = max
{
ynorthGCE DM
ysouthGCE DM
,
ysouthGCE DM
ynorthGCE DM
}
(S25)
from 1 (black) to 2 (light yellow) in a logarithmic scaling. Whereas the estimates for the diffuse templates become
more noisy due to the unmodeled GCE DM asymmetry, the NN still recovers the GCE flux components well, with
mean absolute errors of about 1% for the DM and PS contributions. The authors of [38] found that when different
north / south normalizations A are allowed for both the GCE templates (DM and PS), the ratio between the maximum
a posteriori (MAP) estimates for the GCE DM flux fractions in the northern and southern hemisphere is roughly
2. Rather than demonstrating that the NN would still perform well if such a GCE asymmetry were physical (which
would indeed be very surprising and challenging to accommodate by DM annihilation), the main purpose of this
experiment is to underpin the robustness of the NN against modest shortcomings in the GCE modeling and the
absence of systematic spurious misattribution of flux contributions. In Sec. 8 C, we fit the flux fractions of all the
templates separately in the two hemispheres with our Bayesian GCNN while masking the other, and find that while
our fits prefer a DM explanation for the GCE in both hemispheres, the DM flux fraction in the southern hemisphere
is estimated to be somewhat larger than in the northern hemisphere.
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FIG. S8. GCE mismodeling : true and estimated flux fractions for the 305 maps from our test data set for which the north-south
GCE DM flux discrepancy lies within a factor of two. The coloring of the markers corresponds to the extent of the GCE DM
asymmetry in the data. The true flux on the x-axis in the GCE DM panel is the sum of the north and south contributions.
In Fig. S9, we plot the true and estimated flux fractions for 1,000 maps from the test data set with rN-SDM ∈ (1, 100),
which is also taken to be the range of the color map. Now, it becomes apparent that the NN underestimates the
GCE DM flux fraction to a gradually increasing extent as the asymmetry grows. This suggests that the NN has
learned during the training that the GCE DM template is approximately symmetric and now starts to assign the
GCE DM flux from the dominant hemisphere to the other asymmetric templates, mainly to the (most asymmetric)
diffuse pions & bremsstrahlung component of Model O and less so to the diffuse IC component and the Fermi bubbles.
Breaking down Fig. S9 into the cases where the flux from the northern / southern hemisphere dominates, respectively,
reveals that for a larger GCE DM flux in the northern hemisphere, the emission from pion decay & bremsstrahlung
is preferentially overestimated while the IC flux is generally underestimated. This behavior is reversed for maps with
stronger GCE DM emission in the southern hemisphere. Since the pi0 + BS template is brighter in the northern
hemisphere, the NN tries to compensate for the GCE-induced asymmetry by balancing the two diffuse components.
Strikingly, the GCE PS estimates are much less affected even when the north-south GCE DM flux asymmetry is
as large as 100. This suggests that the NN associates GCE PS flux with large granularity (or more mathematically
pixel-to-pixel variance), preventing it from systematically confusing GCE PS flux with flux from Poissonian templates,
albeit mismodeled. Our conclusion from this experiment is: an unmodeled GCE DM asymmetry as found in
the Fermi data by [38] using NPTFit barely affects the NN estimates for the GCE DM and GCE PS
flux fractions, and the NN on average still achieves sub-percent accuracy for the GCE PS flux fraction
on our test data set.
C. Mismodeling of the Fermi bubbles
Given the general uncertainty around the attribution of flux in the inner Galaxy, it is perhaps unsurprising that the
exact spatial distribution of the Fermi bubbles close to the Galactic Plane is uncertain. Here we test how dependent
the NN results are to variations in the assumed bubble morphology. We apply the trained NN from the proof-of-
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FIG. S9. GCE mismodeling : same as Fig. S8, but now for north-south GCE DM flux ratios of up to 100.
concept example in the main body of this work to maps whose Fermi bubble contribution follows a different spatial
template (indicated by the green lines in the Fermi bubble sketch in Fig. S1). This alternate Fermi bubble template,
which has been used by e.g. [13], models spatial uniform emission within the bubbles as well, but differs from our
default Fermi bubble template in that it has a larger support in the southern hemisphere that touches our mask for
the Galactic Plane at b = −2◦.
Fig. S10 shows the predictions of our NN for 256 maps whose Fermi bubble flux contribution is described by the
alternate bubble template and does not exceed 20% (as is the case for the Fermi map). Comparing the NN estimates
to the case without mismodeling of the Fermi bubbles in Fig. 1 reveals that the NN accuracy is almost unaffected
by the alternate Fermi bubble template. The mean absolute errors for all the templates lie still below 1%, and the
maximum error for the flux fraction of the Fermi bubbles is less than 3% among these maps, with an average error
of only 0.38%.
It is instructive to consider the NN estimates for more extreme (and physically irrelevant) cases in order to expose
systematic behavior caused by the mismodeling. In Fig. S11, we plot the NN estimates for 1,000 random maps
with mismodeled Fermi bubble emission of arbitrary strength. Now, it becomes apparent that for Fermi bubble
flux fractions & 20%, the larger support of the alternate Fermi bubble template in the maps causes the NN to
systematically underestimate the Fermi bubble flux, attributing it to the GCE templates instead – in particular to
GCE PS. As the difference between the Fermi bubble templates used for training and evaluation is asymmetric and
almost exclusively concerns the southern hemisphere, the preference of the NN for attributing the unrecognized flux
from the Fermi bubbles to GCE PS over GCE DM is reminiscent of the fact that an unmodeled asymmetry can be
accounted for more easily by a non-Poissonian template, as recently shown in [39]. However, we recall that our NN
appears to be robust to modest GCE DM north-south asymmetries as demonstrated in Fig. S8. The mismodeling
of the Fermi bubbles has no apparent effect on the NN estimates for the other non-GCE templates. We conclude
from this experiment: for maps with realistic Fermi bubble flux fractions, the NN estimates for the GCE
are insensitive to varying the spatial morphology of the Fermi bubbles for the templates considered
herein.
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FIG. S10. Mismodeling of the Fermi bubbles: True and estimated flux fractions for the 256 maps from our test data set for
which the flux fraction of the Fermi bubbles (modeled with the alternate template) is ≤ 20%.
6. ADDITIONAL MATERIAL FOR THE PROOF-OF-CONCEPT EXAMPLE
In order to make the flux fraction estimation more illustrative, we consider the NN estimates for the first 9 (randomly
composed) maps from the testing data set in detail. These maps are depicted in Fig. S12 within our ROI of ≤ 25◦
around the GC, with |b| ≤ 2◦ masked. The color scale ranges from 0 (black) to the maximum number of counts within
the ROI of each map (light yellow). Some of the maps do not contain a GCE (e.g. map 1), whereas the GCE in other
maps consists of DM flux (e.g. map 2), PS flux (e.g. map 3), or both (map 9). The template that contributes the
bulk of the flux differs among the maps and is given, for instance, by diffuse pi0 + BS in map 7, diffuse IC in map 8,
GCE PS in map 3, GCE DM and diffuse pi0 + BS in equal parts in map 5, and isotropic emission in map 6. Note that
this variety among the maps is also present in the training data set since we believe that training our NN on diverse
maps causes it to learn the entire parameter space and to understand the distinct characteristics of each individual
template, leading to robust estimates.
The true flux fractions as well as the NN estimates for the plotted maps are listed in Table S5. The diffuse flux
fractions in the maps are estimated accurately and all the errors lie below 1.5%. The same holds for the isotropic
template and the Fermi bubbles. For the GCE, we confirm the results from the experiment for different SCDs in
Sec. 4: if the GCE is made up entirely of DM or PS, the NN predictions are very accurate (< 1% for these maps).
For map 9 with a GCE consisting of 8.1% PS and 3.5%, the NN attributes the GCE flux solely to PS. For the NN
estimates on a more representative set of count maps for this scenario, we refer the reader to Fig. 1.
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FIG. S11. Mismodeling of the Fermi bubbles: same as Fig. S10, but now for 1,000 arbitrarily composed maps from our test
data set.
7. ADDITIONAL MATERIAL FOR THE REALISTIC SCENARIO
In this section, we provide further insights into the Bayesian GCNN that we use for estimating the flux fractions
in the Fermi map in the main part of our Letter. First, we tabulate the NPTF parameters determined by NPTFit
for the Fermi map, for outer ROI radii of 10◦ and 25◦. Moreover, we show the error histograms for the simulated
maps in the realistic scenario since the non-Gaussianity of the NN errors is not apparent in Fig. 2. We repeat the
experiment from the main body with simulated maps corresponding to the 25◦ NPTF parameters. Then, we present
the predictions of the NN for each of the first 9 maps from our testing data set and discuss some of the scenarios
that pose difficulties to the NN. Next, we show an error plot with the NN estimates for the flux fractions and their
uncertainties for 200 maps from the test data sets. Furthermore, we address the calibration of the NN uncertainty
estimates and present the predictive uncertainty covariances for the Fermi map when modeling the full uncertainty
covariance matrix using the loss function in Eq. (S14).
A. NPTF parameters for the Fermi map
For completeness, we supply the model parameters that we use for the simulated mock Fermi data in Fig. 2 in
Table S6, which are given by the medians of the posterior distributions determined by NPTFit for a ROI radius of
10◦, with |b| ≤ 2◦ as well as 3FGL sources masked. Furthermore, we list the parameters obtained from NPTFit when
selecting a larger ROI with an outer radius of 25◦. This case is considered below. The 10◦ ROI is too small for the
NPTF to detect the flux from the Fermi bubbles (see Fig. 2), and the ascertained disk PS flux is negligible. The
source count break Sgce1 in this case is similar to the “moderate” case in the SCD experiment in Sec. 4. However, the
large value of ngce1 = 34.34 implies a steeper slope of the SCD function for fluxes above the break, causing the GCE
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FIG. S12. Projection of the first 9 photon-count maps from the test data set for the scenario in the proof-of-concept example.
The true and estimated flux fractions for each of the maps, as well as the maximum number of photon counts in a single pixel
smax (which defines the upper (bright) limit of the color map for each map), are listed in Table S5.
PS to be dimmer on average and making the prediction for the NN more challenging, resulting in a fraction of the
GCE flux being mistakenly attributed to DM.
B. Error histogram for the simulated Fermi best-fit mock maps
Although we model the uncertainties of the flux fractions to be Gaussian in this work, the actual distribution of
the NN predictions is non-Gaussian to a certain extent, in particular in the low-flux region where the distribution is
bounded from below by zero and therefore often positively skewed. Hence, the 1σ-region of the scatter in the NN
estimates for the simulated maps in Fig. 2 does not contain the full information about the error distribution. In Figure
S13, we plot the NN errors towards the true values for all the templates, evaluated in a ROI with outer radius 25◦. As
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TABLE S5. True and predicted flux fractions for the 9 photon-count maps depicted in Fig. S12. The last column contains
the maximum number of photon counts in a single pixel smax. The maximum error is 2.9%, which occurs for the GCE DM
template in the last map, where the GCE has contributions from both GCE DM and GCE PS.
Map pi0 + BS IC isotropic bubbles GCE DM GCE PS smax
1
true 0.443 0.061 0.494 0.001 0.001 0.001
89
NN 0.455 0.060 0.480 0.003 0.001 0.001
2
true 0.022 0.013 0.032 0.130 0.803 0.000
1,737
NN 0.019 0.017 0.023 0.140 0.798 0.001
3
true 0.224 0.274 0.064 0.000 0.002 0.436
1,410
NN 0.231 0.270 0.057 0.004 0.011 0.427
4
true 0.041 0.621 0.000 0.001 0.337 0.000
696
NN 0.037 0.622 0.001 0.001 0.338 0.001
5
true 0.402 0.056 0.000 0.125 0.408 0.009
1,373
NN 0.403 0.050 0.002 0.127 0.402 0.015
6
true 0.226 0.021 0.714 0.027 0.012 0.000
154
NN 0.239 0.019 0.714 0.023 0.004 0.002
7
true 0.543 0.266 0.005 0.001 0.185 0.000
672
NN 0.543 0.267 0.003 0.002 0.184 0.001
8
true 0.013 0.864 0.093 0.000 0.000 0.031
351
NN 0.020 0.859 0.084 0.003 0.004 0.031
9
true 0.362 0.027 0.483 0.011 0.035 0.081
381
NN 0.365 0.029 0.486 0.008 0.006 0.106
TABLE S6. Model parameters for the simulated Fermi mock data used in Fig. 2 (10◦ ROI for the NPTF) and in Fig. S14 (25◦
ROI for the NPTF). They correspond to the medians of the marginalized posterior distributions determined by NPTFit within
the respective ROI.
Model parameter
Value
10◦ ROI 25◦ ROI
log10A
pi0+BS
dif 0.94 0.90
log10A
IC
dif 0.66 0.58
log10Aiso −1.15 −0.43
log10Abub −0.90 −0.06
log10Agce −1.84 −1.57
log10A
PS
gce −1.46 −0.71
log10A
PS
disk −4.50 −1.47
Sgce1 9.52 3.75
Sdisk1 21.71 4.71
ngce1 34.34 33.97
ngce2 −1.08 −0.93
ndisk1 31.58 3.32
ndisk2 −1.13 −0.97
already apparent from Fig. 2, a fraction of the GCE PS is misattributed to GCE DM, and the error distribution for
DM exhibits a positive skewness, with a mean absolute error of 2.3%. The distribution of the errors for the GCE PS
flux appears to be roughly Gaussian (albeit slightly negatively skewed), however centered at a negative value (mean:
−2.7%, median: −2.5%, mean absolute error: 2.7%). Nonetheless, the NN assigns a larger flux to GCE PS than to
GCE DM for 88.8% of the maps (222 out of 250). The mean absolute error for the total GCE flux fraction is 0.64%,
and for the non-GCE templates 1.0% (diffuse pi0 + BS), 1.2% (diffuse IC), 0.82% (isotropic), 0.37% (Fermi bubbles),
and 0.44% (disk PS).
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FIG. S13. Histogram of the NN errors for our largest ROI (outer radius 25◦, see Fig. 2 for the estimates as a function of the
ROI radius) for the 250 simulated maps corresponding to the map best-fit parameters for the Fermi map as determined by
NPTFit within a ROI of outer radius 10◦. While the errors for the two diffuse components are scattered in an approximately
symmetric way around zero, the distributions for the templates with small flux fractions are skewed away from zero (most
notably GCE DM, and isotropic, disk PS, and the Fermi bubbles to a lesser extent) since the NN outputs are forced to be
positive due to the use of a Softmax activation function for the mean estimates. The error distribution for the GCE PS flux
peaks at approximately −2%, evidencing that the NN underestimates the GCE PS flux fraction by a few per cent for most of
the maps. Still, for 85% of the maps, the GCE PS flux fraction estimates lie not more than 4% below the true value of 8.3%.
FIG. S14. Flux estimates from the Bayesian GCNN for 250 mock maps corresponding to the best-fit parameters as determined
by NPTFit for an outer ROI radius of 25◦ (cf. Fig. 2 for the best-fit parameters within a radius of 10◦), within the ROIs
delimited by the outer radii given on the x-axis. The flux fractions are predicted with respect to each ROI, implying that the
fractions are expected to vary as a function of radius, rather than to remain constant. The shaded regions show the 1σ scatter
computed over the 250 mock samples. The markers indicate the correct flux fraction for each radius, averaged over the samples.
C. Evaluation of the NN on simulated Fermi best-fit maps as determined within 25◦
We revisit the experiment for our Bayesian GCNN on simulated best-fit Fermi maps depicted in Fig. 2 (upper left),
but now we determine the NPTF parameters for the simulated maps by running NPTFit on the Fermi map for a
larger ROI radius of 25◦ around the GC, as usual with |b| ≤ 2◦ and 3FGL sources masked. The resulting medians
of the marginalized posterior distributions are tabulated in Table S6. For this ROI, NPTFit finds the source count
break to be Sgce1 = 3.75, which is similar to the value for the “dim” case in the SCD experiment in Sec. 4. Again,
ngce1 is large, for which reason only few GCE PS that are brighter than the flux associated with the count break are
expected to be present in the 250 simulated Fermi mock maps that we generate.
The NN estimates and the correct flux fractions (averaged over the maps) are shown in Fig. S14. Now, a flux
contribution from the Fermi bubbles is identified by NPTFit, which is accurately recovered by the NN (see also Fig. 2
for the flux contribution from the Fermi bubbles that the NN finds in the real Fermi map). Also, the normalization
of the disk PS template APSdisk is three orders of magnitude larger than for the 10
◦ case, resulting in a disk PS flux
fraction of roughly 5%. Due to the fainter GCE PS, the fraction of GCE flux that is misattributed to DM is larger in
this case, and the 1σ scatter regions overlap for all ROI radii. Still, the NN correctly infers on average that the GCE
in the simulated maps are dominated by GCE PS.
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FIG. S15. Projection of the Fermi photon-count map used in this work, within our maximum ROI of radius 25◦. The largest
number of counts in a single pixel is 164, but we choose the range for the color map to be [0, 100] (from black to light yellow)
to enhance the contrast. Masked 3FGL sources are colored gray.
TABLE S7. True and predicted flux fractions for the 9 photon-count maps depicted in Fig. S16. The second last column
contains the maximum number of photon counts in a single pixel smax, and the last column lists the ROI radii.
Map pi0 + BS IC isotropic bubbles GCE DM GCE PS disk PS smax φROI [
◦]
1
true 0.278 0.568 0.063 0.001 0.001 0.000 0.088
30 21.15
NN 0.293 0.571 0.066 0.005 0.003 0.001 0.060
2
true 0.148 0.028 0.007 0.000 0.041 0.007 0.769
1,132 16.99
NN 0.136 0.029 0.002 0.005 0.011 0.036 0.781
3
true 0.635 0.322 0.000 0.032 0.001 0.007 0.002
52 17.55
NN 0.641 0.314 0.012 0.026 0.006 0.001 0.000
4
true 0.011 0.218 0.000 0.428 0.344 0.000 0.000
1,316 16.72
NN 0.012 0.224 0.006 0.424 0.326 0.005 0.002
5
true 0.008 0.096 0.001 0.006 0.000 0.001 0.887
149,475 24.70
NN 0.029 0.030 0.000 0.001 0.009 0.003 0.927
6
true 0.245 0.198 0.000 0.165 0.046 0.336 0.010
1,000 24.61
NN 0.252 0.187 0.003 0.160 0.002 0.380 0.016
7
true 0.017 0.492 0.487 0.000 0.000 0.000 0.004
408 21.58
NN 0.017 0.483 0.486 0.004 0.000 0.001 0.009
8
true 0.022 0.050 0.004 0.127 0.039 0.000 0.757
519 16.35
NN 0.028 0.047 0.014 0.126 0.035 0.027 0.723
9
true 0.073 0.013 0.002 0.000 0.017 0.890 0.006
3,887 20.69
NN 0.076 0.026 0.006 0.003 0.012 0.875 0.002
D. Evaluation of the NN on test data
For the training of the NN, we considered ROIs with outer radii between 15 and 25◦, with latitudes |b| ≤ 2◦ and
known 3FGL sources masked (see Fig. S15 for the Fermi count map within the maximum ROI used herein). We plot
the first 9 photons count maps from the test data set (that the NN has not seen during the training) in Fig. S16, and
the true and estimated flux fractions are listed in Table S7. Note that randomly sampling model parameters from
the priors in Table S2 as done for the generation of training and test data yields a large variety among the maps
(as already seen in Sec. 6): whereas the maximum number of photons smax = 30 for the first depicted map, smax ∼
150,000 for map number 5 due to some very bright disk PS, causing the other pixels in the map to appear dark. In
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FIG. S16. Projection of the first 9 photon-count maps from the test data set for the realistic scenario. The true and estimated
flux fractions for each of the maps, as well as the maximum number of photon counts in a single pixel smax (which defines the
upper (bright) limit of the color map for each map), and the respective ROI radii φROI are listed in Table S7. Masked 3FGL
sources are colored gray.
comparison, smax = 164 for the Fermi map in our ROI with the 3FGL sources masked. While the NN estimates are
mostly accurate, we point out some scenarios that appear to be difficult for the NN: 1) When the photon counts are
dominated by extremely strong emission from disk PS, accurately estimating the remaining flux fractions seems to
become more challenging (see map 5, where the disk PS template accounts for almost 90% of the total flux, and the
diffuse IC flux fraction is underestimated by the NN by 6.6%). 2) When the GCE is composed of both DM and PSs
but one of these contributions is much smaller than the other, it is difficult for the NN to recover it (see map 6, where
a GCE DM fraction of 4.6% is obscured by 33.6% GCE DM and the NN attributes the entire GCE to GCE DM;
also see Sec. 4). 3) When non-GCE PS emission is very strong, faint GCE DM fluxes may be misattributed to GCE
PS (see map 2, where disk PS is largely dominant, and while the NN correctly identifies a GCE, it is predominantly
absorbed by the GCE PS template). Comparing the results in Table S7 with those for the slightly simplified case in
Table S5 shows that introducing an additional PS template, namely disk-correlated PS, makes it more difficult for
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FIG. S17. True vs. estimated flux fractions for 200 photon-count maps from the test set, for the Bayesian GCNN used in
the realistic scenario. The error bars correspond to the 1σ predictive (aleatoric and epistemic summed in quadrature) errors
estimated by the Bayesian GCNN.
the NN to recover the flux fractions, with the GCE templates being most affected. In our numerical experiments,
we observed that the loss in accuracy due to the masking of the pixels with bright 3FGL sources in the Fermi map
and due to the variable ROI is subdominant in comparison to the impact of the additional non-Poissonian disk PS
template, and the non-uniform exposure does not seem to affect the NN accuracy at all (the difference in exposure
across our small ROI is very small anyway).
Now, we consider a larger (and therefore more representative) set of test images consisting of the first 200 maps
from our test data set. The true vs. estimated flux fractions are plotted in Fig. S17. In comparison to the slightly
simplified case considered in the proof-of-concept example, the errors in the flux fractions are somewhat larger now,
owing to the increased difficulty. Still, the mean absolute error for these 200 maps is ≤ 1.5% for all the templates.
The uncertainty magnitudes reflect the differences in accuracy among the templates and for different maps within
a particular template: for the Fermi bubbles, for instance, the flux fractions are estimated very accurately and the
estimated uncertainties are small (with the error bars mostly hidden behind the markers), whereas the larger errors
for the GCE templates are evidenced by larger error bars. For the diffuse IC template, the errors and uncertainties
are mostly rather small; however, there is an outlier map for which the diffuse IC flux is significantly underestimated.
Still, the NN recognizes that predicting the diffuse IC flux fraction for this specific map is difficult and yields a
comparably large uncertainty. This highlights that modeling the uncertainties as heteroscedastic (that is, dependent
on the respective input map) enables the NN to assign large uncertainties for difficult maps where the estimated flux
fractions might be inaccurate. In general, the higher the flux fraction of a particular template, the more accurate
the predictions, which is correctly mirrored by the small uncertainties for large flux fractions. An exception to this
are maps that are dominated by very bright disk-correlated PS (note that this case is more of academic interest
rather than practically relevant, provided that the bright 3FGL sources are masked in the analysis): in this case, the
estimated disk PS flux fractions are scattered around the true values, for which the NN accounts by outputting large
uncertainties. We discuss the calibration of the estimated uncertainties below.
E. Calibration of the uncertainties
In order to verify that the uncertainties determined by our Bayesian GCNN are sensible, we calculate the coverage
probabilities as a function of the confidence level. Coverage probabilities have been used in cosmology for example in
[51] for assessing the uncertainties of a Bayesian NN for the task of gravitational lensing parameter estimation. For
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FIG. S18. Calibration plot for the predictive uncertainties estimated by the Bayesian GCNN, computed from the entire testing
data set consisting of 2500 maps. The y-coordinate shows the percentage of maps for which the NN prediction lies within
an interval around the true value corresponding to the confidence level specified by the x-coordinate. The dashed gray line
indicates perfectly calibrated uncertainties.
a fixed confidence level q ∈ (0, 1), the coverage probability is given by the fraction of samples for which the error of
the NN falls within the range corresponding to the confidence level q; namely, the fraction of samples satisfying
|fω(x)t − yt| ≤ F−1N
(
1 + q
2
)
σpredt , (S26)
where F−1N is the inverse CDF (quantile function) of the standard normal distribution, and σ
pred
t is the total predictive
uncertainty for template t. Note that when the covariance matrix is not assumed to be diagonal (such as in Sec. 7 F),
the multi-variate ellipsoid confidence set must be considered on the right hand side of Eq. (S26). We plot the
calibration curves for all the templates in Fig. S18. For perfectly calibrated uncertainties, the coverage probability
equals the respective confidence level q (gray dashed line). For most of the confidence levels, the coverage probabilities
are slightly larger than the respective confidence level, implying slightly permissive uncertainties. The best-calibrated
uncertainties are those for the diffuse templates. For the GCE DM and PS templates, the coverage probabilities
fall below the confidence levels for q ≤ 0.94, meaning that the number of samples in the testing set for which the
true DM and PS flux fractions lie more than 2σ away from the estimated values is a bit too large. Splitting up the
uncertainties into their aleatoric and epistemic parts reveals that the bulk of the uncertainties is of aleatoric nature,
and the epistemic uncertainties are very small. For the Fermi map, for instance, the aleatoric uncertainty is more
than 5 times larger than the epistemic uncertainty for all templates and ROI radii, and the ratio between aleatoric and
epistemic uncertainty is > 60 for all the templates when averaged over all ROI radii, for which reason neglecting the
epistemic uncertainties would leave the credible regions almost unaffected. A further improvement in the calibration
of the uncertainties can be achieved by applying re-calibration methods such as Platt Scaling [69] or Temperature
Scaling (see [52] for the re-calibration of a Bayesian NN for CMB parameter estimation based on Beta Calibration
[70]), which we leave for future work.
F. Full uncertainty covariance matrix
In Fig. 2, we presented the NN estimates for the flux fractions in the Fermi count map together with the predictive
uncertainties, treating the flux fractions as independent from each other. Now, we consider the extension to non-
diagonal covariance matrices that reveal the correlations between the uncertainties in the flux fractions. For this
purpose, we re-train the NN that was applied to the Fermi map using the loss function in Eq. (S14). Although we
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FIG. S19. Corner plot of the Bayesian GCNN estimates for the flux fractions in the Fermi map within a radius of 25◦ around
the GC (with |b| ≤ 2◦ and 3FGL sources masked). The shaded regions show the 1σ and 2σ credible regions, and their color
indicates the Pearson correlation coefficient between the respective two flux fractions, which is also given in the upper right
corner of each panel. The color bar corresponds to the more saturated colors of the 1σ regions. The width of each panel is
exactly 0.08, so that the uncertainty contours can be directly compared.
make use of the procedure in [72] to improve the numerical stability, we find that training the NN with this loss
function is frequently unstable, for which reason we employ the following procedure: first, we train the NN with the
simple l2 loss in Eq. (S13) for 30,000 mini-batch iterations. After this step, the NN has learned how to estimate the
flux fractions but is ignorant about the uncertainties. Then, we freeze all the NN weights except for the weights of
the last fully connected layer, which maps to the output flux fractions and the elements of the uncertainty covariance
matrix, and re-train the NN for another 30,000 mini-batch iterations using the full loss function defined in Eq. (S14)
in order for the NN to determine the components of the uncertainty covariance matrix as a function of its input.
Fig. S19 shows a corner plot for the NN estimates for the Fermi map within an outer ROI radius of 25◦ and the
predictive uncertainty covariances between the flux fractions, created with the aid of the ChainConsumer package [73].
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FIG. S20. Prediction of the Bayesian GCNN for the Fermi-LAT photon-count map as a function of ROI radius when modeling
the disk PS with a thick disk template. The shaded regions show the predictive (aleatoric and epistemic summed in quadrature)
1σ uncertainty.
The color of the shaded credible regions corresponds to the Pearson correlation coefficient ρt1,t2 = Σ
pred
t1,t2/(σ
pred
t1 σ
pred
t2 ) ∈
[−1, 1] between the flux fractions for two templates t1 and t2, which is also quoted in the upper right corner of each
panel. The predictive uncertainty covariance matrix is calculated using Eq. (S24). The flux fraction estimates are
similar to the values in Fig. 2 for which the NN was trained using the loss function in Eq. (2), although the flux
fractions ascribed to GCE DM and the Fermi bubbles are slightly smaller now. Since the total flux fractions sum
up to 1, one generally expects negative correlations between the flux fractions and indeed, most of the correlation
coefficients are negative or close to zero. The largest negative uncertainty correlation is observed between the two
GCE templates (−0.32). Other flux fraction pairs with negative correlations are Fermi bubbles – isotropic (−0.31),
disk PS – diffuse IC (−0.30), and disk PS – diffuse pi0 + BS (−0.24). The correlation between the disk PS flux and
the diffuse templates, as well as between the two diffuse components (−0.15), is comprehensible in view of the strong
emission around the Galactic Disk for all the three templates (see Fig. S1). Both the Fermi bubbles and the isotropic
template are spatially uniform (albeit within different regions), explaining the negative correlation between the two.
Interestingly, the magnitude of the correlation between the two PS templates (GCE PS and disk PS) is rather small
(−0.11), suggesting that the distinct spatial templates prevent the NN from confusing the associated fluxes despite
their common granular nature (however, cf. Sec. 9). In summary: the uncertainties between similar templates
have the strongest negative correlation, providing further evidence that the NN has understood the
underlying physics.
8. ADDITIONAL TESTS FOR THE FERMI PHOTON-COUNT MAP
In this section, we present the results of three additional tests for the estimation of the flux fractions within the
Fermi map: first, we replace the thin disk PS template by a thick disk PS template that was previously used literature.
Then, we model the diffuse emission with the Fermi model p6v11 and with the GALPROP-based Models A and F instead
of Model O. Finally, we train NNs to estimate the flux fractions separately for the northern and southern hemispheres.
A. Thick disk PS
We train the same NN that was used for the Fermi map, but this time with a scale height of zs = 1 kpc for the
disk PS (see Eq. (S3)). This parameter choice was made by e.g. [36, 37], while [33] tested both thick and thin disk
templates and found the differences in their fits with NPTFit to be small. Figure S20 shows the estimates of our NN
for the Fermi map as a function of ROI radius, evaluated for 64 ROI radii (cf. Fig. 2 for the thin disk model). With
the thick disk PS template, we find the estimated disk PS flux to be consistent with zero for all ROI radii. The diffuse
IC template absorbs slightly more flux than when using the thin disk template (30.0% vs. 26.9%), and the isotropic
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FIG. S21. Prediction of the Bayesian GCNN for the Fermi-LAT photon-count map when modeling the Galactic foreground
emission with p6v11, Model A, and Model F instead of Model O. The shaded regions show the predictive (aleatoric and
epistemic summed in quadrature) 1σ uncertainty. Note that since p6v11 accounts for both pi0 + BS and IC scattering with a
single template, its diffuse flux contribution is very large as compared to the other templates, for which reason the y-axis is
broken so as to improve the visibility of the other flux contributions. The y-axes for Models A and F are identical and labeled
on the right hand side of the plot.
flux fraction for small ROIs that the NN predicts with the thin disk template has disappeared. The flux estimates for
the Fermi bubbles are very consistent and the estimated uncertainties are again small. With regard to the GCE, the
NN results confirm the picture presented in the main part of this Letter : whereas the GCE PS flux is consistent with
zero for all ROI radii, a GCE DM contribution is found that decreases as a function of the ROI radius, as expected.
The estimated DM flux fraction is consistent with that in Fig. 2, and the uncertainty becomes small for large ROI
radii. For our largest ROI with an outer radius of 25◦, we run NPTFit using the same templates and compare the NN
predictions with the NPTFit median posterior flux fractions (NN / NPTFit, column-wise in the order of the legend
entries in Fig. S20): 0.551 / 0.549, 0.300 / 0.295, 0.001 / 0.003, 0.065 / 0.064, 0.078 / 0.001, 0.003 / 0.082, 0.001 /
0.006. Again, the NN and NPTFit results are strikingly similar except for the attribution of the GCE
flux to DM by the NN.
B. Varying the diffuse model
It has been pointed out that the model for the diffuse Galactic foreground emission constitutes the largest source
of uncertainty when ascertaining the origin of the GCE. Although Model O has been shown to be superior to the
Fermi model p6v11 [36], we re-train the NN on maps with p6v11 diffuse flux and evaluate it on the Fermi map as
a consistency check. Additionally, we consider NNs trained on maps with diffuse flux contributions given by Models
A and F. In our largest ROI (outer radius 25◦, |b| > 2◦), these two diffuse models have been shown to be favored
over p6v11 in a (purely Poissonian) analysis of the Fermi map (see e.g. [36, Fig. 3]), while Model O provides the
best fit among these four templates for all energies (however, cf. Sec. 9). We take again the thin disk template for
the disk-correlated PS as in Fig. 2. The resulting flux fraction estimates are shown in Fig. S21. Recall that diffuse
emission from pion decay, bremsstrahlung, and IC scattering is described by a single template in p6v11. Therefore,
the estimated diffuse flux makes up the vast majority of the total flux, as expected. The NN estimate for the Fermi
bubbles is similar to the Model O case, and isotropic emission and flux from disk PS are found to be consistent with
zero. Again, the NN identifies a GCE, whose magnitude is somewhat smaller than for Model O. Also for the p6v11
diffuse model, a DM explanation for the GCE is preferred by the NN (although the estimated GCE PS flux fraction
rises slightly when using small ROIs). The estimated uncertainties are generally larger when using p6v11 instead of
Model O. The similarity between the results from the NN and NPTFit with the exception of the GCE attribution is
again remarkable: the estimated flux fractions for the NN / NPTFit for an outer ROI radius of 25◦ are: 0.877 / 0.885
(diffuse), 0.002 / 0.0005 (isotropic), 0.069 / 0.063 (Fermi bubbles), 0.047 / 0.0004 (GCE DM), 0.005 / 0.042 (GCE
PS), 0.0007 / 0.009 (disk PS).
For Models A and F, the estimates for the total diffuse flux fraction are consistent with each other and with p6v11,
whereas the preferred diffuse flux with Model O is lower. However, the attribution of the diffuse flux to the two
components differs between Models A and F: the diffuse IC template absorbs roughly 8% more flux for Model A than
for Model F within a 25◦ ROI, while the flux fraction from pion decay and bremsstrahlung is ∼ 9% lower. Also for
these two diffuse models, the NN identifies contributions from the Fermi bubbles and from GCE DM that increase
and decrease, respectively, as the ROI is enlarged. The NN estimates within our largest ROI are given by (Model A /
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Model F): 0.477 / 0.571 (diffuse pi0 + BS), 0.392 / 0.312 (diffuse IC), 0.005 / 0.012 (isotropic), 0.054 / 0.040 (Fermi
bubbles), 0.067 / 0.056 (GCE DM), 0.002 / 0.006 (GCE PS), and 0.004 / 0.018 (disk PS). In summary: A GCE
described by the DM template is identified for all the Galactic foreground models considered in this
work. We confirm the findings of [36] as to the highest GCE flux being found with Model O and the GCE flux
magnitude varying by a factor of up to ∼ 2 among the diffuse models. The NPTFit best-fit flux fractions for Models
A and F can be found in Table S1. In future work, we will extend our analysis to further diffuse models and train
our NN on multiple diffuse backgrounds simultaneously.
C. Separately fitting the northern and southern hemisphere
FIG. S22. Flux fraction distributions as estimated by the Bayesian GCNNs for both hemispheres (N+S) and for the northern
(N) and southern (S) hemisphere separately. The right panel shows a zoom into the gray shaded region in the left panel
(flux fractions ≤ 0.15). Since the amount of information decreases when considering each hemisphere individually, most of the
distributions become broader than for the joint N+S analysis.
As an additional consistency check, we train our Bayesian GCNN individually on the northern and southern
hemispheres. In order for the NN to have a substantial amount of pixels at its disposal despite the masking of either
hemisphere, we fix the outer ROI radius to be 25◦ around the GC for the training data and only estimate the Fermi
flux fractions within this region. The estimated flux fractions distributions obtained from the data are shown in
Fig. S22, for the fits in each hemisphere as well as in both hemispheres simultaneously (also for an outer ROI radius
of 25◦) using the NN from the main part of this Letter. The left panel covers the range of flux fractions up to 0.7 such
that the flux fractions of all the templates are visible, whereas the right panel is a zoom into the gray shaded region of
the left panel (flux fractions ≤ 0.15). Unsurprisingly, the distributions generally broaden when the fits are performed
in a single hemisphere. While the results are similar, the two most important differences are: first, in the northern
hemisphere, the NN prefers a larger contribution from neutral pions and bremsstrahlung and slightly less flux from
IC scattering. Secondly, the GCE in the northern hemisphere is found to be a bit less pronounced as compared to
the other two cases, and the GCE PS distribution is wider. In contrast, NPTFit attributes the majority of the GCE
flux to GCE DM within the northern hemisphere when allowing for separate GCE template normalizations in the two
hemispheres [38, Figs. 1 & 2], although these north-south discrepancies may be the consequence of modeling errors.
In any case, we showed in Sec. 5 B that the NN predictions are comparably insensitive to modest north-south GCE
asymmetries (see Fig. S8), and Fig. S22 confirms that a GCE consistent with smooth emission is detected
by the NN in both hemispheres, in line with our findings in the main part of this Letter for the full map.
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9. RECOVERING ARTIFICIALLY INJECTED FLUX FROM THE FERMI MAP
FIG. S23. Injection of artificial flux from GCE PS (upper three rows) and GCE DM (bottom row) into the Fermi map. The
y-axis shows how much of the artificially injected fluxes as given on the x-axis (post-injection percentage) is recovered by the
NN. In the ideal case, the markers would trace the dashed gray line (y = x).
An effective way of scrutinizing whether the estimates for the GCE may be an artifact caused by some form of
mismodeling is to consider the recovery of artificially injected flux into the Fermi photon-count map. In [37], it
was demonstrated that a GCE DM flux of 6.7% injected into the Fermi map is not recognized by NPTFit within
a 30◦ ROI when using the p6v11 diffuse model, and is absorbed by the GCE PS template instead, while for an
injected flux fraction of 15.2%, around half of the DM flux is recovered. In [36, Fig. 12], it was shown that the
recovered flux fractions are much more consistent with expectation when resorting to Model O instead of p6v11, and
a spherical-harmonic marginalization procedure leads to major improvements (also for p6v11). For the NPTF, the
motivation of this injection experiment is to examine whether a real DM flux contribution might be missed due to
over-subtraction from other templates (mainly the Galactic foregrounds) in view of its general preference for a GCE
with PS characteristics (however, cf. [38]). In contrast, since our NN favors a smooth GCE in all our experiments,
the converse question as to whether the NN is able to recover synthetic GCE PS flux from the Fermi map is more
crucial in view of the worry that the NN might base its judgment on a non-GCE flux component that biases the NN
estimates towards a smooth GCE.
For this experiment, we consider the three central SCDs from Section 4 (bright, moderate, and dim). The very
bright SCD is irrelevant here since many of the GCE PSs would be expected to be resolved in that case. Reliably
distinguishing GCE PSs modeled by the very dim SCD (with source count break at Sgce1 = 1.31) from GCE DM is
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currently an unfeasible undertaking with our NN, even if these PSs compose the entire GCE and all the templates
provide a perfect description of the data (see Sec. 4). We generate 64 realizations for each of the SCDs, linearly varying
the template normalization APSgce such that the injected flux ranges from 0 to ∼ 20% (post-injection). Additionally,
we draw 64 Poissonian samples according to the GCE DM template that span the same flux range. We perform this
experiment for our default setup, for the case of a thick disk instead of a thin disk (Sec. 8 A), and for the diffuse models
p6v11, Model A, and Model F (Sec. 8 B); moreover, we consider a hybrid case (Model OF) where the diffuse flux from
pion decay & bremsstrahlung is described by Model O, whereas the diffuse IC template is taken from Model F. We
consider a fixed ROI with an outer radius of 25◦ around the GC and latitudes |b| > 2◦ for this experiment.
Fig. S23 shows how much of the flux injected into the Fermi map is recovered by the NN and the associated
predictive uncertainties (1σ), with the true injected flux fractions (post-injection) for the respective template on the
x-axis and the recovered injected flux fractions on the y-axis. They are calculated as
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where fω(xpostFermi)t is the NN prediction for the flux fraction of template t ∈ {GCE PS,GCE DM} in the Fermi map
containing artificially injected flux from template t, F pretot and F
post
tot are the total fluxes in the Fermi map pre- and
post-injection, respectively, and fω(xpreFermi)t is the NN prediction for the flux fraction of template t in the original
Fermi map. Thus, if the NN estimates for the Fermi map were exactly correct and the injected flux were perfectly
recovered by the NN without affecting the fidelity of the NN predictions for the fluxes present in the Fermi map, the
markers would lie on the gray dashed line y = x. The upper three rows belong to the injection of GCE PS flux for
the three different SCDs (with the colors of the error bars matching those of the respective SCDs in Fig. S3), and
the bottom row contains the results for GCE DM injection. For the case of DM injection, even small injected fluxes
are detected by the NN, and the recovered DM flux increases very monotonically as a function of the injected DM
flux. For most of the diffuse models, the NN tends to slightly overestimate the injected DM flux; not so, however, for
p6v11 where the recovered DM flux is a bit too low (also, the uncertainties are larger) – reminiscent of the findings
in [36, 37] for NPTFit. Regardless of whether or not the GCE actually has a smooth origin, the case of artificial GCE
PS injection is more challenging for the NN as synthetic PS flux will entail a mixed DM / PS GCE as deemed by
the NN, which can cause confusion between the two GCE templates (see Sec. 4). Therefore, very small injected PS
fluxes (. 2− 3%) are not identified by the NN for any of the SCDs. As the injected PS flux increases, it is eventually
detected by the NN, which occurs (unsurprisingly) at a smaller injected flux for brighter PSs. For the bright SCD
(and less so for the moderate one), the DM flux ascertained by the NN in the Fermi map starts to be absorbed by the
GCE PS template as the injected PS flux grows, resulting in the recovered GCE PS flux to be too high. For dim GCE
PSs, injected fluxes . 5% are generally not detected by the NN (although a small fraction is often found in the case
of the p6v11 diffuse model). Remarkably, the recovered fluxes increase much more monotonically for Model F than
for our default case with Model O, the reason for which will become apparent when considering how the predicted
fluxes of the other templates change due to the synthetic PS flux (discussed below).
Interestingly, the predictive uncertainties grow as more PS flux is injected, whereas they remain approximately
constant in the case of DM injection. This is in line with the expected behavior for a smooth GCE in the Fermi data
that is roughly consistent with our generalized NFW template: when additional DM flux is injected, the total DM
flux in the map simply increases and the GCE is still made up of 100% DM irrespective of the synthetic flux, for
which reason the “difficulty” of the estimation is largely independent of the injection, and the estimated uncertainties
are hence not affected. In contrast, injecting GCE PSs into the Fermi map in the case of a GCE consisting of 100%
DM flux in the data gives rise to a GCE with contributions from both DM and PS, in which case disentangling the
individual constituents is challenging (see Fig. S5), which would explain the increasing uncertainties.
In Figs. S24 – S29, we plot the NN estimates for the other templates (for which no flux is artificially injected) for
the GCE PS experiment against the injected GCE PS flux fraction (post-injection). The NN predictions on the y-axis
are rescaled such that they remain constant if the NN detects the same total flux (rather than the same flux fraction)
of the respective template as in the original Fermi map, despite the additional GCE PS flux. That is, the variable
plotted on the y-axis is
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For most of our template choices, the injected GCE PS flux leads to a decrease in the estimated flux of diffuse pion
& bremsstrahlung, with Models A and p6v11 being affected the least. The effect of the PS injection on the diffuse
IC template is generally smaller and the estimates stay approximately constant (with somewhat larger uncertainties
than for the diffuse pi0 + BS template), with the exception of the thick disk case, where the estimated diffuse IC flux
is negatively correlated with the injected GCE PS flux. The NN estimates for the isotropic template do not change
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much, although there are a few outliers particularly for the bright SCD, accompanied by larger uncertainties. The
estimates for the Fermi bubbles remain roughly constant for the default case, decrease monotonically with the thick
disk template, increase slightly for dim GCE PSs in the case of model p6v11, and are scattered around the fiducial
value with a small negative bias for diffuse Models A and F when the SCD is (moderately) bright. Figure S28 reveals
how much of the injected GCE PS flux is misattributed to GCE DM, which is expected to account for the bulk of the
misattributed flux as the two templates share the same spatial distribution (albeit not the same statistics). The golden
dash-dotted lines designate the predicted DM fluxes that would arise if the NN attributed the entire injected PS flux
to DM, in addition to the DM flux detected in the Fermi map. For bright GCE PSs, the estimated DM flux rises
initially but quickly settles down at very small values as the injected PS flux fraction increases, indicating that the
GCE PS template absorbs the flux from both the synthetic PSs and DM. For moderately bright GCE PSs, there are
large fluctuations in the DM estimates with Model O (default and thick disk cases), which are somewhat attenuated
when modeling the IC flux with Model F instead of Model O (see Model OF in the rightmost column). For dim PSs,
the entire injected PS flux is often misattributed to DM in the case of Model O. Contrarily, the recovery of the GCE
PS flux works significantly better when employing Model F or p6v11: even in the case of dim PSs, the DM template
almost never absorbs the entire artificial PS flux for injected flux fractions & 5%, and the DM estimates are scattered
between the fiducial DM value and higher values that evidence a partial (but hardly ever complete) misattribution of
the PS flux to DM – as would be expected in the case of a mixed DM / PS GCE. Considering the cross-talk between
the injected GCE PSs and the disk PS template depicted in Fig. S29 exposes another contribution to the “jumping”
GCE PS predictions in Fig. S23 for Model O: for all the scenarios in which the diffuse flux is described by Model O,
the disk PSs estimates fluctuate significantly and reach values & 10%. This is in stark contrast to Model A, p6v11,
and Model F (to a lesser extent), for which the disk PS estimates barely vary as the GCE PS flux increases and
exhibit much smaller uncertainties.
We summarize our main conclusions from this injection experiment:
• The NN generally recovers artificially injected GCE DM flux from the Fermi map. For some template choices,
the recovered DM flux exceeds the injected flux by a few per cent. The uncertainties remain approximately
constant for the case of DM injection.
• Artificially injected GCE PS flux may be misattributed to GCE DM and, for some template choices, to disk PS.
The probability of this occurring is negatively correlated to the brightness of the synthetic GCE PSs. Therefore,
we cannot currently exclude the possibility of there being faint PSs in the GC that are overlooked by our NN.
• The NN recovers the injected GCE PS flux more faithfully with Model F and p6v11 than when using Model O.
For Model F, Model A, and p6v11, the GCE DM template almost never absorbs GCE PS flux fractions & 5−7%
entirely, even for dim GCE PSs, and for either of the latter two diffuse models, the misattribution of the GCE
PS flux to disk PS is very small.
• The NN mostly reacts to injected GCE PSs with increased uncertainties for the GCE templates as compared
to those for the original Fermi map, becoming aware of the increased difficulty due to the presence of both
(seemingly) smooth and point-like emission from the GC.
We emphasize again that the current version of our NN prefers a smooth GCE for all template choices that we
investigated.
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FIG. S24. Injection of artificial GCE PS flux into the Fermi map: flux predictions for the pion decay & bremsstrahlung
template. The NN estimates on the y-axis are rescaled so as to account for the additional GCE PS flux in the map (whose
post-injection flux fraction is given on the x-axis). In the ideal case of the estimates not being affected by the additional
GCE PS flux, the markers would remain constant. Since the p6v11 diffuse model describes the entire diffuse flux with a single
template and the resulting NN estimates are consequently high, we subtract a typical IC contribution of 35% in order for the
NN estimates to have a similar magnitude to the other experiments in the figure. The purple bars show the 1σ credible intervals
for pi0 + BS in the Fermi map without a synthetic flux contribution.
FIG. S25. Same as Fig. S24, but for the diffuse IC template. Model p6v11 has no separate diffuse IC component, for which
reason it is not shown.
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FIG. S26. Same as Fig. S24, but for the isotropic template.
FIG. S27. Same as Fig. S24, but for the Fermi bubble template.
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FIG. S28. Same as Fig. S24, but for the GCE DM template. The golden dash-dotted lines represent the trend that would be
following if the entire injected GCE PS flux (in addition to the DM flux identified in the Fermi map) were attributed to GCE
DM.
FIG. S29. Same as Fig. S24, but for the disk PS template.
