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Abstract
For a class of strictly increasing real valued functions f (n) we obtain an upper bound for the number of
solutions of the equation
d∑
i=1
f (xi) =
d∑
i=1
f (yi), 1 x1, . . . , yd N.
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1. Introduction
Let N be a large positive integer parameter, f (n) be a strictly increasing function of the integer
argument n, 1 nN. It is a classical problem of number theory to estimate the number Jd(N)
of solutions of the diophantine equation
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i=1
f (xi) =
d∑
i=1
f (yi), 1 x1, . . . , yd N. (1)
When f (n) − f (n − 1) is a constant, one trivially obtains that Jd(N) is of the order N2d−1.
Assuming that f (n)−f (n−1) strictly increases, i.e., the sequence {f (n)} is strictly convex, the
problem becomes nontrivial with a variety of results and numerous applications available in the
literature.
For a general strictly convex sequence Konyagin [5] has shown the bound
J2(N)  N5/2.
The main conjecture is that in this case J2(N)  N2+ε which in turn would imply the bound
Jd(N)  N2d−2+ε; here and below the implied constants in Vinogradov’s symbols “” and
“” may depend on d and other fixed constants. The example with the function f (n) = n2
shows that for a general strictly convex sequence such a result would reflect the best upper bound,
except for the factor Nε which can be somehow relaxed.
Konyagin’s investigation was motivated by Karatsuba’s result [4], where connection between
the Littlewood problem on estimating L1-norms of exponential sums and the problem of upper
bound estimates for J2(N) has been established. That is, Karatsuba has shown that for arbitrary
coefficients γ (x), |γ (x)| = 1, we have
1∫
0
∣∣∣∣∣
N∑
x=1
γ (x)e2πiαf (x)
∣∣∣∣∣dα 
(
N3
J2(N)
) 1
2
.
To prove his estimate Konyagin has used the classical Szemeredi–Trotter incidence theory.
Alternative proofs of Konyagin’s estimate have been given in our works [1,2].
When d > 2 the situation becomes more complicated. To deal with this case, Iosevich et al.
[3] have combined higher-dimensional weighted incidence theory with an inductive procedure to
show that
Jd(N)  N2d−2+21−d .
In particular, the conjecture Jd(N)  N2d−2+ε is asymptotically true.
It is natural to ask about upper bounds for Jd(N) when f (n) stands, in some sense, between
linear and strictly convex functions. The above cited estimate easily implies that if L 1 and if
the inequality
f (x1 + 1) − f (x1) > f (x0 + 1) − f (x0) > 0
holds for any positive integers x1, x0 with x1 − x0  L, then
Jd(N)  N2d−2+21−dL2−21−d . (2)
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example, the argument in [3, p. 156]). Then, by Hölder’s inequality, we get
Jd(N) =
1∫
0
∣∣∣∣∣
N∑
x=1
e2πiθf (x)
∣∣∣∣∣
2d
dθ  L2d−1
L∑
=1
1∫
0
∣∣∣∣ ∑
1xN
x≡ (mod L)
e2πiθf (x)
∣∣∣∣
2d
dθ.
Observing that for each  the sequence
f
(
 + (x − 1)L): x = 1,2,3, . . . ,
is strictly convex, it follows
Jd(N)  L2d
(
NL−1
)2d−2+21−d = N2d−2+21−dL2−21−d .
The aim of the present paper is to introduce a different, independent from the incidence theory,
approach to investigate the problem in question. This approach can be considered as a higher-
dimensional version of the method described in our work [2]. For strictly convex sequences it
does not imply such a sharp estimate as the above mentioned one of [3], but for certain ranges
of L it gives a better estimate than (2).
We require that the function f (n) satisfies the following condition:
(i) let for any positive integers x1, x0 with x1 − x0  [N1/(2d)] the following inequality hold:
f (x1 + 1) − f (x1) > f (x0 + 1) − f (x0) > 0.
Theorem 1. Let f (n) satisfy the condition (i). Then
Jd(N) 100dN2d−2+d
−1
.
From Theorem 1 we get the following consequence.
Corollary 1. Let L 1 and let the inequality
f (x1 + 1) − f (x1) > f (x0 + 1) − f (x0) > 0
hold for any positive integers x1, x0 with x1 − x0  L. Then
Jd(N)  N2d−2+(2d2)−1L2−d−1 + N2d−2+d−1 .
Indeed, for L  N1/(2d) Corollary 1 follows from Theorem 1. If L  N1/(2d), then taking
L1 = [LN−1/(2d)] + 1 and assuming that f (x) is an integer valued, we get
Jd(N) =
1∫
0
∣∣∣∣∣
N∑
x=1
e2πiθf (x)
∣∣∣∣∣
2d
dθ  L2d−11
L1∑
=1
1∫
0
∣∣∣∣ ∑
1xN
e2πiθf (x)
∣∣∣∣
2d
dθ.x≡ (mod L1)
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f1(x) = f
(
 + (x − 1)L1
)
,
satisfies the condition (i), from Theorem 1 we get
Jd(N)  L2d1
(
NL−11
)2d−2+d−1  N2d−2+(2d2)−1L2−d−1 .
If, for example, d = 3 and N1/21 < L < N17/30 Corollary 1, being nontrivial in this range,
improves (2). For d = 2 Corollary 1 improves (2) for any large number L.
When the function f (n) is integer valued, our estimate implies the following bound for the
Lp-norm of an exponential sum:
Corollary 2. Let f (n) be an integer valued function satisfying (i) and let
PN(θ) =
N∑
n=1
e2πiθf (n).
Then
‖PN‖2d :=
( 1∫
0
∣∣PN(θ)∣∣2d dθ
)1/(2d)
 N1−(2d−1)(2d2)−1 .
Our result can be applied to a class of non-convex sequences, for example for the sequences
of the type
f (x) =
∑
jA
[
ajx
αj
]
,
where A and aj are fixed constants and αj are appropriately chosen numbers with αj < 2. On
the other hand, a simple observation shows that the lower bound
Jd(N)  N2d−α
holds, where α = maxj αj . Indeed, if Jd(λ,N) denotes the number of solutions of∑
1id
f (xi) =
∑
1id
f (yi) + λ, 1 x1, . . . , yd N,
then
N2d =
∑
|λ|Nα
Jd(λ,N)
∑
|λ|Nα
Jd(N)  NαJd(N).
We remark that in this special case, remaining in the framework of the idea of the proof of
Theorem 1, one can relax the condition (i). On the other hand, one can also use the method of
trigonometric sums.
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We recall that f (n) is assumed to satisfy the condition (i). We also observe that in the case
N  100d the estimate of Theorem 1 becomes trivial. Therefore, we can assume that N > 100d .
Denote L = [N1/(2d)]. It is useful to note that the condition (i) implies that the inequality
f (x1 + z) − f (x1) > f (x0 + z) − f (x0) > 0
holds for any positive integers x0, x1, z with x1 − x0  L. Below, when we refer to the condi-
tion (i), we will often apply this inequality.
Lemma 1. For any given number c, the number of solutions of the equation
f (x + z) − f (x) = c, 1 x N, 1 z (d − 1)L2 (3)
is less than dL2.
Proof. The interval 1 z (d − 1)L2 we divide into two sets. The first set is the set of values
of z such that for a given z from this set Eq. (3) has at most one solution in variable x. Obviously,
there are at most (d − 1)L2 solutions of (3) corresponding to the first set.
Now consider the second set, the set of values of z such that for each z from this set Eq. (3)
has at least two solutions in x. For a given z from the second set, let x0(z) denote the least among
all the possible values of x. Then we rewrite Eq. (3) in the form
f (x + z) − f (x) = f (x0(z) + z)− f (x0(z)).
From the condition (i) we see that 0 x − x0(z) L − 1. Hence, for a given z we have at most
L possibilities for x. On the other hand, this equation has a solution in variable x different from
x0(z). That is, for some x > x0(z), we have
f (x + z) − f (x0(z) + z)= f (x) − f (x0(z)).
Therefore, the condition (i) implies z  L − 1. Hence, in this case we have at most L(L − 1)
solutions.
Thus, the total number of solutions is less than (d − 1)L2 + L2 = dL2. 
Lemma 2. Let x1 = max1id xi, y1 = max1id yi . Suppose that (1) holds and that for any i,
2 i  d,
|xi − yi | L2.
Then |x1 − y1| (d − 1)L2.
Proof. Without loss of generality we may suppose that x1  y1. First we show that for any i,
2 i  d,
f (yi) − f (xi) f
(
y1 + L2
)− f (y1). (4)
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deduce that
f (yi) − f (xi) f (yi) − f
(
yi − L2
)
 f
(
y1 + L2
)− f (y1).
If yi  L2, then
f (yi) − f (xi) f (yi) − f (1)
 f
(
y1 + L2
)− f (y1 + L2 − yi + 1) f (y1 + L2)− f (y1).
Therefore, the inequality (4) holds.
To prove Lemma 2 we again apply the condition (i) and obtain
(d − 1)(f (y1 + L2)− f (y1)) d−1∑
j=1
(
f
(
y1 + jL2
)− f (y1 + (j − 1)L2))
= f (y1 + (d − 1)L2)− f (y1).
Therefore, using (4), we conclude that
f (x1) − f (y1) =
d∑
i=2
(
f (yi) − f (xi)
)
 (d − 1)(f (y1 + L2)− f (y1))
 f
(
y1 + (d − 1)L2
)− f (y1).
The result now follows. 
Lemma 3. Let J ′d(N) be the number of solutions of (1) subject to the conditions
x1 = max
1id
xi, y1 = max
1id
yi,
|xi − yi | L2, 2 i  d.
Then
J ′d(N) 10dNd.
Proof. The case xi = yi for all 1 i  d, produces at most Nd solutions.
Let us suppose that there exists j such that xj = yj . According to Lemma 2, |x1 − y1| 
(d − 1)L2. We fix j and assume that xj > yj (having in the mind that the resulting estimate then
should be multiplied by 2d). Then we have
f (xj ) − f (yj ) =
∑
1id
(
f (yi) − f (xi)
)
.i =j
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the set with 2d − 2 variables
{xi, yi : 1 i  d, i = j}.
Once these variables are fixed, we apply Lemma 1 with x = yj , z = xj − yj and
c =
∑
1id
i =j
(
f (yi) − f (xi)
)
.
According to Lemma 1, for the pair (yj , xj − yj ) we have at most dL2 possibilities. Therefore,
putting these all together and recalling that L2d N, we deduce the bound
J ′d(N)Nd + 2d3
(
2L2
)d−1
Nd−1dL2  10dNd. 
3. Proof of Theorem 1
First we note that
Jd(N) d2Id(N),
where Id(N) denotes the number of solutions of Eq. (1) under the additional conditions
x1 = max
1id
xi, y1 = max
1id
yi .
Let
Sd =
{ ∑
1id
f (xi): 1 x1, . . . , xd N
}
.
For a given λ ∈ Sd and given x1, . . . , xd, denote
I (x1, . . . , xd;λ) =
{
1, if
∑
1id f (xi) = λ,
0, if
∑
1id f (xi) = λ.
We observe that
Id(N) =
∑
λ∈Sd
( ∑
x1N
∑
x2x1
· · ·
∑
xdx1
I (x1, . . . , xd;λ)
)2
.
For each i, 2 i  d, the interval of summation over xi we divide into disjoint subintervals of
length at most L2. Namely, for an integer s, s NL−2 + 1, let Is = ((s − 1)L2, sL2]. Then
Id(N) =
∑
λ∈Sd
( ∑
s2NL−2+1
· · ·
∑
sdNL−2+1
∑
x1N
∑
x2x1
x2∈Is
· · ·
∑
xdx1
xd∈Is
I (x1, . . . , xd;λ)
)2
.2 d
208 M.Z. Garaev / Journal of Number Theory 125 (2007) 201–209Applying to the sums over s2, . . . , sd the Cauchy inequality, we obtain
Id(N)
(
2NL−2
)d−1
Td(N),
where
Td(N) =
∑
s2NL−2+1
· · ·
∑
sdNL−2+1
∑
λ∈Sd
( ∑
x1N
∑
x2x1
x2∈Is2
· · ·
∑
xdx1
xd∈Isd
I (x1, . . . , xd;λ)
)2
.
It is important to note, that the expression
∑
λ∈Sd
( ∑
x1N
∑
x2x1
x2∈Is2
· · ·
∑
xdx1
xd∈Isd
I (x1, . . . , xd ;λ)
)2
is equal to the number of solutions of Eq. (1) subject to the conditions
1 x1 N, 1 y1 N, (5)
x1 = max
1id
xi, y1 = max
1id
yi, (6)
and that for any i, 2 i  d,
xi, yi ∈ Isi .
The summations over s2, . . . , sd still preserve the inequality
|xi − yi |L2 (7)
for any i, 2 i  d. Thus, Td(N) is not greater than the number of solutions of the equation
∑
1id
f (xi) =
∑
1id
f (yi)
subject to the conditions (5)–(7) for any i, 2 i  d. Therefore, in view of Lemma 3,
Id(N)
(
2NL−2
)d−110dNd.
Hence
Jd(N) d2Id(N) d2
(
2NL−2
)d−110dNd  100dN2d−2+d−1 ,
which concludes the proof of Theorem 1.
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