Economists or econometricians use statistics to test economic theory, estimate the key parameters of a model, forecast the future and construct counterfactuals to simulate different policy scenarios and evaluate the effectiveness of different social programs. However, there are some fundamental difficulties in adapting statistical inferential tools to analyze economic data. In economics and most social sciences, one does not know the true data generating process. The data are not generated from laboratory setups. They are observed outcomes of the simultaneous working of many factors. Statistical inferences are obtained by postulating a hypothetical data generating process for the observed data. Given the inference is conditional on the hypothetical data generation process, validity of the inference is conditional, conditional on the validity or close approximation of the hypothetical data generating process to the true data generating process. To avoid letting one's prior dominate inference, there is a growing trend among economists to adopt the approach of letting data speak for itself. Statistical techniques using little prior information such as time series techniques of fitting a vector autoregressive form to a set of variables (e.g. Hsiao (1979 Hsiao ( , 1981 , Sims (1980) ) or estimating the relationships of a set of variables using non-parametric or semi-parametric methods are gaining favor among econometricians.
However, the approach of statistical analysis using as little priori information as possible usually requires a large number of observed sample generated from the same data generating process (i.e. variables are measuring the same thing over time and no structure change occurred in between, etc). Unfortunately, economists often have only finite number of sample observations and the measurement of a variable could also change over time. This makes it very hard to extract information from the observed data without imposing some sort of a priori information.
Consider the example of avoiding imposition of what Sims (1980) called "incredible" a priori assumption on econometric models by treating all variables as joint dependent and fitting an unconstrained vector autoregression:
where y t denotes a vector of r random variables and t is an r × 1 vector of white-noise innovation term. The number of parameters of a vector autoregression increases with m at the order of r 2 while the number of observation increases at the order of r. If r = m = 5, then there are 125 parameters to be estimated. When the number of parameters are large relative to the number of sample observations, inference becomes unreliable. As a result, the idea of using an impartial approach to test economic theories could end up providing justification for a particular theory depends on the investigator's preference. For instance, Hsiao (1981) used a bivariate vector autoregression for the US quarterly M2 and nominal GNP to test Granger (1969) money-income causality issues. He found a one way causality from M2 to nominal GNP by fitting one form of vector autoregression but no such causal relation by fitting another form of vector autoregression. In other words, the inference is sensitive to the order of lags chosen to fit the vector autoregression.
Another example is in the regression analysis economists sometimes consider optimal ways to combine a set of explanatory variables to capture their essential variations as a dimension reduction method when the degrees of freedom are limited (e.g. Amemiya (1966)) or to combine a number of independent forecasts to generate a more accurate forecast (e.g.
Timmerman (2006)). The former leads to principal component analysis that chooses the combination weights as the eigenvectors corresponding to the largest eigenvalues of the covariance matrix of the set of variables in question. The latter leads to choosing the combination weights proportional to the eigenvector corresponding to the smallest eigenvalue of the prediction mean square error matrix of the set of independent forecasts (Hsiao and Wan (2009) ). However, the true covariance matrix is unknown. Economists have to use the finite sample estimated covariance matrix (or mean square error matrix) in lieu of the true one. Unfortunately, when the dimension of the matrix (p) relative to the available sample (n) is large, p n = c = 0, the sample estimates can be very different from the true ones and whose eigenvectors may point in a random direction (Nadler (2008) ).
To see this, consider the example of Table 1 that provides the true covariance matrix of 10 variables. Table 2 gives the estimated covariance matrix based on 50 independently drawn observations from a multivariate normal distribution with mean zero and the covariance matrix of Table 1. Table 3 gives the true eigenvectors corresponding to the covariance matrix of Table 1 . Table 4 provides the estimated eigenvalues and eigenvectors based on the estimated covariance matrix. Table 5 provides the squared deviation between the elements of the true eigenvectors and estimated eigenvectors. As one can see that there are substantial differences between the true and estimated eigenvectors. Hence, the combinations that suppose to yield optimal outcomes if the true eigenvectors are known actually yield outcomes that could be sub-optimal relative to some simple rule or weighting, such as equally weighted outcome. Table 6 provides the forecasting performance comparison of combining 15 independent forecasts using the weights derived from estimated eigenvector corresponding to the smallest estimated eigenvalue versus simple (or equally weighted) average for various sample sizes. The data are generated from a factor model with factors generated from N (0, 1) and the number of factors (K) equal to 1 or 5, respectively. The factor loading matrix is generated from N (0, 1). We assume there are T 1 sample observations where T 0 observations are used to estimate the parameters of the predictive models and (T 1 − T 0) observations are used to compute the sample mean square prediction error matrix. M SE1 denotes the sample root mean square prediction error over 30 post-sample periods when the parameters of the data generating process are known (i.e., the best case of scenario). SA and HLE denote the post-sample root mean square prediction error by taking the simple average of the 15 predicted models and using the eigenvector corresponding to the smallest eigenvalue of the estimated mean square prediction error of these 15 predictive models as weights.
1 The approach of ignoring or using less sample information 1 For detail, see Hsiao and Wan (2009) .
actually yields more accurate forecasts than the supposed "optimal" approach when the true signal directions are drawn by noise.
A third example is the measurement of the effects of a social program. Let (y * 0i , y * 1i )
denote the potential outcomes of the i th individual in the untreated and treated state.
Then, the treatment effects on the i th individual are just
The Average Treatment Effects (ATE) is
If data on y * 1i and y * 0i are available, then the measurement of ∆ i or AT E is straightforward.
However, the observed data are often in the form of ( 
In other words, we do not simultaneously observe y * 1i and y * 0i . For a given individual i, we either observe the outcome of her receiving the treatment or in the absence of treatment.
There is a missing data problem. If one were to compute the AT E by simply looking at the difference of the average outcome of those under the treatment (treatment group) and the average outcome of those not subject to treatment (control group), the resulting estimates could be subject to bias arising from selection on observables (e.g. Rosenbaum and Rubin (1983) ) and/or selection on unobservables (Heckman (1979) ).
To correct selection on observables bias, Rosenbaum and Rubin (1983) propose a Propensity Score Matching Method. Under the assumptions there is no selection on unobservables conditional on a set of confounding variables,w, (i.e. the distribution of y * 1i and y * 0i are independent of d i conditional on w i , and the propensity or probability to participate
The AT E can then be computed by averaging over p(w) the difference between the treatment and control group conditional on given p(w),
Damronplasit , Figure 1 provides the sample distribution with the length of interval 0.025. Table   7 gives the estimated treatment effects of changes in probability of smoking marijuana due to decriminalization with various ways of classifying p(w) into subintervals. The resulting treatment effects vary from 5.9% to 11.2% even though they are based on the same estimated p(w). In addition, conditional on p(w), the Hotelling (1931) T 2 -test rejects the assumption that the distribution of w is the same for the treatment group and control group, (6).
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On the other hand, if one were to use a parametric form for marijuana smoking behavior under decriminalization and nondiscrimination and a model for the residential choice between decriminalized states and nondecriminalized states to correct for selection 2 For detail, see Damronplasit, Hsiao and Zhao (2009) .
bias on observables and unobservables as (2004)). For example, Bai and Saranadasa (1996) proved that when testing the difference of means of two high dimensional populations, Dempster's (1959) non-exact test is more powerful than Hotelling's (1931) T 2 -test even though the latter is well defined. Statistic theorems providing insight to finite sample issues or high dimensional data analysis can be very useful to economists and/or social scientists (e.g. Bai and Silverstein (2006) (Heckman (2001) ). Integration of powerful statistical analytical tools with a better understanding of human behavior will probably yield more fruitful inference than a pure statistical approach. The supposed impartial approach of imposing as little prior information in statistical analysis does not necessarily yield more reliable inference. "An observed regularity not traced to underlying behavior patterns, institutional rules, and laws of production is therefore an instrument of unknown reliability.
The prediction it yields cannot be qualified with the help even of known trends in behavior or technology. It is of no help whatever in assessing the probable effects of stated economic policies or institutional changes." (Koopmans (1947) 
