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Необходимость оценивания производных речевого сигнала по имеющимся его 
дискретным отсчётам возникает при решении различных задач анализа и синтеза 
речевых данных. Например, в большинстве систем распознавания речи первая временная 
производная используется как дополнительный параметр, имеющий смысл скорости 
изменения функции сигнала, для увеличения вероятности правильного распознавания. 
Речевой сигнал характеризуется различными статистическими параметрами, в том 
числе наличием амплитудных скачков, которые могут быть определены анализом 
изменения знака производной функции сигнала. 
Существенным недостатком существующих подходов [6, 7] к численному 
дифференцированию по эмпирическим данным является неустойчивость получаемых 
оценок производных, в том числе при наличии шумовой составляющей, что является 
характерной чертой многих речевых сигналов, регистрируемых для передачи и хранения 
в информационно-телекоммуникационных системах. 
В настоящее время нем известных методов оценивания производных высших 
порядков, но разработан метод оценивания первой производной. В его основе 
используются частотные представления и принцип минимизации нормы оценки первой 
производной, который предложен в работах [1,2 ]. 
Целью данной работы является разработка метода вычислений оценок 
производных высших порядков, устойчивых к воздействию шумов. 
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В основе дальнейших построений используется представление интерполирующей 
функций через производную (формула Ньютона-Лейбница) 
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Тогда для первых разностей исходных данных должно выполняться равенство 
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)(f – первая производная интерполирующей функции [2,3], которая является оценкой 
первой производной неизвестной функции )(tu , выборка из которой обрабатывается. 
Общая формула для вычисления оценки производной имеет вид 
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Коэффициенты здесь должны удовлетворять системе уравнений vA
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В общем случае матрица УИД может быть особенной, так что необходимо 
использовать псевдообращение  
vA 

        (8) 
TGLGA 2
1
11
    
где G  – матрица собственных векторов. 
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если 0...21   NPP  , где P– оценка ранга матрицы УИД. 
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 Старшие производные в тех же точках вычисляются на основе 
дифференцирования (6) 
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В тех же точках (10) области определения полагаем 






2
1
))(sin(
)2(
)2sin(1:}{ 212 dxkixxx
x
t
bbB ikik 
.     (15) 
Вектор оценок вторых производных вычисляется на основе соотношения 
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Вектор оценок третьих производных получаем аналогично  


3
)2( Bf  ,         (17) 
где  
                        






2
1
))(cos(
)2(
)2sin(
)(
1 2
2
3 dxkixxx
x
t
bik 
.                 (18) 
В свою очередь вектор оценок четвёртых производных принимает вид 
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Предлагаемый инструмент для оценки производных может быть использован при 
вычислении значений производных дискретных сигналов любого происхождения.  
Речевой сигнал представляет собой колебания сложной формы, зависящие от 
произносимых слов, тембра голоса, интонации, пола и возраста говорящего. Одной из 
особенностей речевого сигнала является неравномерность распределения энергии 
различных звуков по частотному интервалу. 
На основе описанного метода были произведены вычислительные эксперименты с 
различными речевыми сигналами. 
В качестве исходных данных были выбраны фрагменты речевого сигнала 
соответствующие различным звукам речи («а», «б», «ч», «ш» и др.). Некоторые из 
результатов приведены на рис. 1-4. 
Можно заметить, что уровень производных речевого сигнала возрастает 
значительно быстрее, чем уровень сигнала, а это в свою очередь позволяет намного 
точнее определить момент перехода паузы в информационный сигнал, особенно при 
наличии шумовой составляющей. 
 
 
 
 
 
 
              а)       b) 
Рис. 1 а) фрагмент сигнала соответствующий звуку «а» (                    исходный сигнал, 
первая производная сигнала); 
b) спектр первой производной сигнала, соответствующий звуку «а» 
(                   спектр сигнала,                       спектр производной сигнала) 
 
   
а)       b) 
 
Рис. 2 а) фрагмент сигнала соответствующий звуку «а» (                исходный сигнал, 
вторая производная сигнала); 
b) спектр первой производной сигнала, соответствующий звуку «а» 
(                 спектр сигнала,                   спектр второй производной сигнала) 
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Рис. 3 а) фрагмент сигнала соответствующий звуку «а» (               исходный сигнал, 
третья производная сигнала); 
b) спектр первой производной сигнала, соответствующий звуку «а» 
(                   спектр сигнала,                    спектр третьей производной сигнала) 
  
а)       b) 
Рис. 4 а) фрагмент сигнала соответствующий звуку «а» (                  исходный сигнал, 
четвертая производная сигнала); 
b) спектр первой производной сигнала, соответствующий звуку «а» 
(                  спектр сигнала,                         спектр четвертой производной сигнала) 
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