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Chapter 1IntrodutionWe onsider a planar graph equipped by a selfadjoint seond-order dieren-tial operator; the aim is to study the motion of a quantum partile on thisonguration spae.A motivation for this problem omes from the fat that suh a graph anmodel small semiondutor struture, often under inuene of an eletri ormagneti eld, and similar systems based on metals or arbon nanotubes.The model desription an predit ondutane and other quantum eets.Suh strutures are alled a quantum wire, the quantum partile (ele-tron) moves within the wire. Quantum wires and their properties has beendesribed e. g. in [3℄, [6℄ or [11℄.We restrit our attention to the idealized model, usually alled quantumgraph, in whih the wire width is negleted. A summary on quantum graphsan be found in [4℄, [9℄ or [10℄, partiular examples are in [5℄, [7℄ or [8℄.We will study the sattering problem on graphs, in partiular, the ques-tion about resonanes in suh systems. They are usually determined throughpoles of the on-shell sattering matrix (S-matrix). In the theory of Shrodingeroperators, however, one often uses an alternative approah based on themethod of so-alled omplex saling, whose idea is due to Aguilar and Combes{ see, e.g., [1℄ or [12℄.We will apply this method to graph sattering and derive equations whihallow us to determine poles of the graph Hamiltonian resolvent. In partiular,we will show that they oinide with those of the sattering matrix.
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Chapter 2Desription of the modelLet us onsider a graph   onsisting of nite or ountable number of vertiesXj; j 2 I where I is a index set. We denote this set of verties V = fXj; j 2Ig, the set of neighbours Xj we denote N (Xj) = fXn : n 2 (j)  Infjgg.Eah edge with nite length an be identied by a pair of verties. The setof nite edges is L = fLjn : (Xj;Xn) 2 IL  I  Ig. Length ljn of eah edgein L is positive. To some verties in V we attah one semiinnite link. Theunion of these links and the graph   we denote by  e.We denote by B the set of verties whih have a single neighbour, graphinterior is I = VnB. We denote by C the set of verties to whih is attaheda semiinnite link. Similarly, we denote by IB, II , and IC the index subsetsin I.The metri on the graph an be indentied with a part of a Eulideanspae. The onsidered Hilbert spae isH = M(j;n)2IL L2([0; ljn℄)Mj2IC L2([0;1)):The elements of H an be writen by  = f jn : (j; n) 2 IL;  j1 : j 2 ICg.Furthermore, we dene on the graph  e the diferential operator H =  d2dx2 + V (x) with essentially bounded potential V = fVjn; Vj1g; Vjn 2L1([0; ljn℄); Vj1 = 0. This is the Hamiltonian of the quantum partile, forsimpliity we set the oeÆient h2=2m in Shrodinger equation equal to 1.The domain of denition of this Hamiltonian are funtions  in Sobolevspae on the graph, i. e.  jn 2 W 2;2([0; ljn℄);  j1 2 W 2;2([0;1)), whihorrespond to the oupling ondition.6
We denote the limits of funtions and their derivatives on Ljn (the pointXj is identied with x = 0)  jn = limx!0+ jn(x); 0jn = limx!0+ 0jn(x):On eah vertex Xj we denote	 = ( 1(Xj);  2(Xj); : : : ;  d(Xj))T ; d = ardNjthe vetor of funtion values at the point Xj and similarly	0 = ( 01(Xj);  02(Xj); : : : ;  0d(Xj))T ; d = ardNjthe vetor of derivatives at Xj.The general oupling ondition at the vertex Xj isAXj	+BXj	0 = 0;here AXj and BXj are matries of rank d. In lemma 2.2 in [9℄ is proven thatfor matries AXj , BXj suh that (A;B) has maximal rank the HamiltonianHis selfadjoint if and only if the matrix AXjBXj y is selfadjoint at eah vertex.In partiular, there are two speial possibilities of oupling1. Æ-oupling:  j :=  jn(j) =  jm(j); for all n;m 2 (j);Xn2(j) 0jn(j) = j j:2. Æ0-oupling:  0j :=  0jn(j) =  0jm(j); for all n;m 2 (j);Xn2(j) jn(j) = j 0j:
7
Chapter 3Complex salingOn a xed haline let us onsider saling transformation g# = U#g(x) =e#=2g(x e#) with omplex parameter #. We may demonstrate the transforma-tion of the free motion Hamiltonian on a haline by the ation on a funtion g.H#g(x) = U#HU 1# g(x) = U#H e #=2g(x e #) =   e #=2U#[g(x e #)℄00 ==   e #=2 e 2#U#g00(x e #) =   e #=2 e#=2 e 2#g00(x) = e 2#Hg(x):This means that the Hamiltonian is transformed as followsH# = U#HU 1# =   e 2#:The domain of denition of the transformed Hamiltonian is D(H#) =U#D(H), it onsists of funtions g# = U#g.Let us onsider the Hamiltonian on a graph  e ating as   d2dx2 on theexternal links and as   d2dx2 +Vjn(x) on Ljn where Vjn is essentially bounded.We use the mentioned transformation on the external edges. The transformedHamiltonian is H# gjfjn =    e 2#g00j f 00jn + Vjnfjnwhere gj is the wavefuntion on the haline attahed to the point Xj andfjn the wavefuntion on Ljn, similarly for other edges of the graph. Thedomain of denition of the transformed Hamiltonian onsists of funtionswith omponents fjn 2 W 2;2([0; ljn℄) and gj# = U#gj satisfying the ouplingonditions. 8
The solution of the Shrodinger equation on the haline gj# an be ex-pressed as a linear ombination of funtions + = eikx e# ;   = e ikx e# :Now we nd when  + 2 L2(R+). We denote the real and the imaginarypart of k by kr and ki, respetively. + = eix(kr+iki) e#r (os#i+i sin#i) = e[ix(kr os#i ki sin#i) x(ki os#i+kr sin#i)℄ e#r :For #i 2 (0; =2) is sin#i > 0, os#i > 0, and for kr > 0, ki < 0 is the termki os#i+ kr sin#i non-negative if tan#i  jki=krj, the solution  + 2 L2(R+).For    we proeed similarly.For the internal edges we nd the solutions of the Shrodinger equationas a linear ombination of eikx and e ikx. We hoose the oeÆients of thisombination aording to the oupling onditions.
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Chapter 4Examples





Figure 4.1: Example 1If fl(x) solves Shrodinger equation at the appendix and satises on-dition fl(l) = 0 we an express the solution f(x) as a multiple of thisfuntion, f(x) = fl(x). The onstant  an be easily obtained from theequation (4.2).  = btfl(0)  f 0l (0) :After substituting into (4.1) and (4.3) we get as in [8℄2ikr = (1 + r)d  b2f 0l (0)fl(0)  f 0l (0) ;r = d[fl(0)  f 0l (0)℄  b2f 0l (0)(2ik   d)[fl(0)  f 0l (0)℄ + b2f 0l (0) ; (4.5)t = 2ik[fl(0)  f 0l (0)℄(2ik   d)[fl(0)  f 0l (0)℄ + b2f 0l (0) : (4.6)In partiular, hoosing b = 1 and  = 0 we an simplify the ouplingondition and get the Æ-oupling with the parameter  = d. Equations (4.5)and (4.6) then beome r = dfl(0)  f 0l (0)(2ik   d)fl(0) + f 0l (0) ;t = 2ikfl(0)(2ik   d)fl(0) + f 0l (0) :Studying transmission and reetion oeÆients ~t, ~r for the wave goingfrom the right we get the same system of equations as in (4.1) { (4.4), solutionis same.We an nd poles of the S-matrix by nding when the denominatorof both frations is zero. We obtain the ondition(2ik   d)[fl(0)  f 0l (0)℄ + b2f 0l (0) = 0;11
where fl(x) is the solution of Shrodinger equation satisfying fl(l) = 0.We an hoose fl(x) = sin k(l   x), we get the equation(2ik   d)(sin kl + k os kl)  b2k os kl = 0;hene we obtain the equation for resonanestan kl = b2k2ik   d   k:Now we try to nd the positions of the resonane poles by studyingthe singularities of the resolvent. We use the introdued method of om-plex saling. Let us sale funtions on both innite edges by transformationg#(x) = e#=2g( e#x). We obtaing0#(x) = e3#=2g( e#x);g#(0) = e#=2g(0);g#(x) = g#(0)eikx e# ; x 2 R+;g#(x) = g#(0) e ikx e# ; x 2 R ;g0#(0+) = ik e#g#(0); (4.7)g0#(0 ) =  ik e#g#(0): (4.8)Substituting into boundary onditions we get1 + r = t; (4.9)f(0) = b e #=2g#(0) + f 0(0); (4.10)e 3#=2[g0#(0+)  g0#(0 )℄ = d e #=2(0)g#(0)  bf 0(0); (4.11)f(l) = 0:The solution on the appendix an be expressed as f(x) =  sin k(l   x).From (4.10) we obtain  = b e #=2sin kl + k os kl g#(0);substituting it into (4.11) and using (4.7) and (4.8) we gete 3#=2g#(0)2ik e# = g#(0) e #=2 d  b2( k os kl)sin kl + k os kl :12






l2Figure 4.2: Example 2The Hamiltonian is dened byH = 0BB f 00 g00 u00 v001CCA :We start by nding the poles of the S-matrix again. From the left theregoes a wave eikx, transmission amplitude is t and reetion amplitude r. Wedene funtions at both halinesf = eikx + r e ikx; x 2 ( 1; 0℄;g = teikx; x 2 [0;1);on the internal edges we dene funtions u and v.Let us onsider Æ-onditions at both verties, i. e.,u(0) = v(0) = f(0) = 1 + r;u(l1) = v(l2) = g(0) = t;u0(0) + v0(0)  f 0(0) = f(0); (4.12) u0(l1)  v0(l2) + g0(0) = g(0): (4.13)The lhs of (4.12) and (4.13) are sums of outward derivatives, that gives thesigns of the funtions. We substitute funtions f and g and their derivativesinto (4.12) and (4.13).u0(0) + v0(0)  ik(1  r) = (1 + r); (4.14) u0(l1)  v0(l2) + tik = t; (4.15)14
The solutions u and v an be expressed as a superposition of the waveseikx and e ikx. u = u1eikx + u2 e ikx;v = v1eikx + v2 e ikx:Comparing these equations with boundary onditions for u we getu(0) = u1 + u2 = 1 + r;u(l1) = u1eikl1 + u2 e ikl1 = t;hene we obtain u1 = t  (1 + r) e ikl1eikl1   e ikl1 ;u2 = (1 + r) eikl1   teikl1   e ikl1 :It is not diÆult to realise that for v we get same equations exept thatl1 is replaed by l2.We ompute derivatives of the funtion u at the endpointsu0(0) = ik(u1   u2) = ktsin kl1   k(1 + r)tan kl1 ;u0(l1) = ik(u1eikl1   u2 e ikl1) = kttan kl1   k(1 + r)sin kl1 ;for v the results are similar. Now we an rewrite the equations (4.14)and (4.15)t 1sin kl1 + 1sin kl2  (r + 1) 1tan kl1 + 1tan kl2  i(1  r) == k (1 + r); (4.16)(1 + r) 1sin kl1 + 1sin kl2  t 1tan kl1 + 1tan kl2+ it = k t:From the last equation we expresst = (1 + r) 1sinkl1 + 1sin kl21tan kl1 + 1tan kl2 + k   i ;15
substituting into (4.16) we obtain(r + 1)264  1sinkl1 + 1sinkl221tan kl1 + 1tan kl2 + k   i    1tan kl1 + 1tan kl2  k375 =  i(r   1):Denoting(k) =  1sin kl1 + 1sin kl221tan kl1 + 1tan kl2 + k   i    1tan kl1 + 1tan kl2  kwe an express reetion and transmission oeÆientsr = i  (k)(k) + i ;t = 2i(k) + i :The ondition for poles of the sattering matrix is now 1sin kl1 + 1sin kl221tan kl1 + 1tan kl2 + k   i    1tan kl1 + 1tan kl2  k   i = 0: (4.17)Now we nd the resonane poles by omplex saling. We sale both thehalines in the way similar to the example 1.f#(x) = e#=2f(x e#);g#(x) = e#=2g(x e#);f#(0 ) = e#=2f(0 ) = e#=2u(0) = e#=2v(0); (4.18)g#(0+) = e#=2g(0+) = e#=2u(l1) = e#=2v(l2): (4.19)The solution of Shrodinger equation on both halines isf#(x) = f#(0 )   = f#(0 ) e ikx e# ;g#(x) = g#(0+) + = g#(0+) eikx e# ;16
derivatives at the point x = 0 aref 0#(0 ) =  f#(0 )ik e# = e3#=2f 0(0 );g0#(0+) = g#(0+)ik e# = e3#=2g0(0+);Substituting into (4.12) and (4.13) we get the boundary onditionsik e #=2f#(0 ) + u0(0) + v0(0) =  e #=2f#(0 ); (4.20)ik e #=2g#(0+)  u0(l1)  v0(l2) =  e #=2g#(0+); (4.21)The solution of Shrodinger equation on nite edge satisfying the onditions(4.18) and (4.19) isu(x) = f#(0 ) sin k(l1   x) + g#(0+) sinkxsin kl1 e #=2;its derivative isu0(x) =  f#(0 ) os k(l1   x) + g#(0+) os kxsin kl1 k e #=2;For the funtion v(x) satisfying the ondition (4.19) we obtain similar equa-tions (we only have to replae l1 by l2).Substituting into (4.20) and (4.21) we get the equationsk g#(0+) 1sin kl1 + 1sin kl2  f#(0 ) 1tan kl1 + 1tan kl2 == (  ik)f#(0 ); (4.22)k g#(0+) 1tan kl1 + 1tan kl2  f#(0 ) 1sin kl1 + 1sin kl2 ==  (   ik)g#(0+): (4.23)Hene we obtain the ondition (4.17) again.If both internal edges has the same length (l = l1 = l2) we an simplifythis ondition 2sin kl2    2tan kl2   2tan kl  + k   2i  k   ik   i = 0:4  2tan kl  + k   2i  k   ik   i = 0:17
g(x)
f(x)Figure 4.3: Lasso graphFor  =  = 0 we obtain 5 tan kl =  4i;k = nl   i ln 92l :4.3 Example 3 { Lasso graphLet us onsider a lasso-shaped graph on Figure 4.3, onstisting of a loopof length l and a haline. This type of the graph has been studied in [5℄.The Hilbert spae is L2(R+)LL2([0; l℄), state is desribed by  =  gf. TheHamiltonian is dened by H =  g00 f 00:We onsider the following oupling (as in [5℄) with parameters ; ~ 2 Rand  2 C . Choosing  = 0 we an separate the haline by swithingthe interation between it and the loop o.f(0) = f(l); (4.24)f(0) =  1[f 0(0)  f 0(l)℄ + g0(0); (4.25)g(0) = [f 0(0)  f 0(l)℄ + ~ 1g0(0): (4.26)The equation for the poles of the S-matrix is derived in [5℄, we only nd theresonane poles by the metod of omplex saling. As in previous exampleswe sale the haline g#(x) = e#=2g( e#x);g#(0) = e#=2g(0);g0#(0) = e3#=2g0(0):18
We an easily nd the solution f satisfying mentioned onditions.f(x) = f(0)sin kx+ sin k(l   x)sin kl ;f 0(x) = kf(0)os kx  os k(l   x)sin kl ;f 0(0) = kf(0)1  os klsin kl ;f 0(l) = kf(0)os kl   1sin kl :Substituting to (4.25) and (4.26) we obtainf(0) = 2k 11  os klsin kl f(0) +  e 3#=2g0#(0); (4.27)e #=2g#(0) = 2k 1  os klsin kl f(0) + ~ 1 e 3#=2g0#(0): (4.28)On the haline we take the solution g#(x) =  + = eik e# . After substitutingfor g0#(0) = g#(0)ik e# into (4.28) we obtainf(0) = 2k 11  os klsin kl f(0) +  e #=2ikg#(0);e #=2g#(0) = 2k 1  os klsin kl f(0) + ~ 1ik e #=2g#(0):From these two equations we get the ondition12 sin kl = k + ijj2k21  ~ 1ik (1  os kl): (4.29)4.4 Example 4 { Lasso graph in a homoge-nous magneti eldWe onsider the same graph as in previous example plaed into a homoge-nous magneti eld perpendiular to the loop plane. We hoose the vetorof magneti intensity ~A tangent to the loop. We onsider the quantum parti-le with harge q =  1 onned to this graph. We set the oeÆients h = 1,m = 1=2. The orresponding Hamiltonian isH = Hgf =   g00 f 00   2iAf 0 + A2f: (4.30)19
We onsider oupling onditions (4.24) { (4.26) again.The solution of the Shrodinger equation on the loop isf(x) = C e iAx sin (kx+ ');where C is a onstant. We an verify it substituting its derivativesf 0(x) =  iCA e iAx sin (kx+ ') + Ck e iAx os (kx + ');f 00(x) = C( A2   k2) e iAx sin (kx+ ')  2iCAk e iAx os (kx+ ')into (4.30). f 00(x) 2iAf 0(x)+A2f(x) = C(A2+k2+2i2A2+A2) e iAx sin (kx + ')++ C(2iAk   2iAk) e iAx os (kx + ') = k2f(x): (4.31)From (4.24) we get the onditionsin' = e iAl sin (kl + ') = e iAl(sin kl os' + sin' os kl);tan' = sin kleiAl   os kl : (4.32)Before using (4.25) and (4.26) we arrange the termC 1(f 0(0)  f 0(l)) =  iA sin'+ k os'+ iA e iAl sin (kl + ')   k e iAl os (kl + ') = k  os'  e iAl os kl os'+ e iAl sin kl sin' == k os' eiAl   os kl   os kl + e iAl(os2 kl + sin2 kl)eiAl   os' == k os' eiAl + e iAl   2 os kleiAl   os kl : (4.33)We have used the onditions sin' = e iAl sin (kl + ') and (4.32).Now we proeed in the way similar to the example 3. From (4.25) and(4.26) we get f(0) =  1[f 0(0)  f 0(l)℄ +  e 3#=2g0#(0);e #=2g#(0) = [f 0(0)  f 0(l)℄ + ~ 1 e 3#=2g0#(0);substituting g0#(0) = ik e#g#(0) and f(0) = C sin' we obtainC sin' =  1[f 0(0)  f 0(l)℄ + ik e #=2g#(0);e #=2g#(0) = [f 0(0)  f 0(l)℄ + ik~ 1 e #=2g#(0):20
Hene we get the ondition(1  ik~ 1)C sin'   1[f 0(0)  f 0(l)℄ik = [f 0(0)  f 0(l)℄:Using (4.33) we obtain(1 ik~ 1) tan'  k eiAl + e iAl   2 os kleiAl   os kl  = ik2jj2 eiAl + e iAl   2 os kleiAl   os kl :Now we substitute for tan' from (4.32) and multiply the equation by (eiAl os kl)=(1  ik~ 1)sin kl   k + ik2jj21  ik~ 1 eiAl + e iAl   2 os kl = 0:If there is no magneti eld we obtain the ondition (4.29). For Æ-onditions ( = ~ =  1) we get the relation k eiAl + e iAlsin kl + 2k os klsin kl +   ik = 0 (4.34)From the equations in [5℄ k eiAl + e iAlsin kl + 2k os klsin kl +    ikb =  ika; (4.35) = b + a (4.36)we get for the aplitude of the inoming wave a = 1 system of two equationsfor  and the amplitude of the outgoing wave b. The denominator of borresponds to the lhs of (4.34), i. e. the poles of the S-matrix.
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Chapter 5General graph






Figure 5.1: Attahing semiinnite link
22
we onsider oupling onditionsfj1(0) = fj2(0) = : : : = fjm(0) =: fj(0); (5.1)fj(0) =  1j mXn=1 f 0jn(0) + jg0j(0); (5.2)gj(0) = j mXn=1 f 0jn(0) + ~ 1j g0j(0); (5.3)where funtion g is wavefuntion on the haline.For the vertex Xj 62 C we assume Æ-onditionsfj1(0) = fj2(0) = : : : = fjm(0) =: fj(0); (5.4)jfj(0) = mXn=1 f 0jn(0): (5.5)5.2 Selfadjointness of the HamiltonianLet us onsider the operator H =   d2dx2 + V (x) with Vjn 2 L1([0; ljn℄) andVj1 = 0. Its domain of denition are funtions f with omponents fjn 2W 2;2([0; ljn℄), fj1 2 W 2;2([0;1)) satisfying the oupling onditions (5.1) {(5.5). Let us denote by H 0 the same operator only with oupling onditionshanged to f(j) = f 0(j) = 0; 8j 2 I. This operator has the deieny indies(n; n). Aording to the theorem 8.3.1 () in [2℄ are all maximal extensionsof this operator selfadjoint. The operator H is an extension of the operatorH 0 and it has the deieny indies (0; 0).We verify that the operator H is selfadjoint, i. e. the equality of salarproduts (Hf; ~f) = (f;H ~f) for funtions f; ~f 2 D(H). Denoting e the edgesof the graph we getXe Ze   d2dx2 + V (x) f ~f =Xe Ze f   d2dx2 + V (x) ~f :By integration by parts we obtain for nite edge with length lZ l0   d2dx2 + V (x) f ~f = Z l0 V f ~f + Z l0 f 0 ~f 0   hf 0 ~fil0 ==Z l0 V f ~f Z l0 f ~f 00+hf ~f 0   f 0 ~fil0=Z l0 f   d2dx2 + V (x) ~f+hf ~f 0 f 0 ~fil0 :23
For the edge between verties Xj and Xn (we identify the point x = 0 with Xj)we an rewrite the third termhf ~f 0   f 0 ~fil0 =  f(0) ~f 0(0) + f 0(0) ~f(0) + f(l) ~f 0(l)  f 0(l) ~f(l) ==  fj ~f 0jn + f 0jn ~fj   fn ~f 0nj + f 0nj ~fn:We have denoted by fj value f at Xj and by f 0jn outward derivative at Xj(similarly for Xn and funtion ~f). That implies the hange of signs of lasttwo terms.The integration over semiinnite edges is similar, for f; ~f 2 W 2;2(0;1)holds g(1)~g0(1)  g0(1)~g(1) = 0, the redundant term at the point Xj anbe expressed as g0j~gj   gj~g0j.We verify the equality of salar produtsZ (Hf) ~f   Z  f(H ~f) = 0;that means12Xj2I Xn2(j)( fj ~f 0jn + f 0jn ~fj   fn ~f 0nj + f 0nj ~fn) +Xj2IC(g0j~gj   gj~g0j) = 0:Sums j 2 I; n 2 (j) ount every edge of the graph twie, therefore we haveto multiply them by 1/2. Realising that terms  fj ~f 0jn and f 0jn ~fj are in thesum also twie we get simpler ondition of selfadjointnessXj2I Xn2(j)( fj ~f 0jn + f 0jn ~fj) +Xj2IC(g0j~gj   gj~g0j) = 0:We split the rst sum into sets IC and InICXj2IC Xn2(j)( fj ~f 0jn+f 0jn ~fj)+ Xj2(InIC) Xn2(j)( fj ~f 0jn+f 0jn ~fj)+Xj2IC(g0j~gj gj~g0j) = 0:
24
and use boundary onditions (5.1) { (5.3), (5.4) { (5.5)Xj2IC Xn2(j)24 0jg0j +  1j Xk2(j) f 0jk1A ~f 0jn + f 0jn0j~g0j +  1j Xk2(j) ~f 0jk1A35++ Xj2(InIC) Xn2(j)24 0 1j Xk2(j) f 0jk1A ~f 0jn + f 0jn0 1j Xk2(j) ~f 0jk1A35++Xj2IC 24g0j0j Xn2(j) ~f 0jn + ~ 1j Xk2(j) ~g0jk1A 0j Xn2(j) f 0jn + ~ 1j Xk2(j) g0jk1A ~g0j35=0:After substrating mathing terms we obtainXj2IC Xn2(j)( jg0j ~f 0jn + f 0jnj~g0j) +Xj2IC Xn2(j)(jg0j ~f 0jn   f 0jnj~g0j) = 0:5.3 Complex saling of the semiinnite linksNow we researh how these oupling onditions are hanged by saling thesemiinnite links. We sale the haline going from the vertex Xj (for thesake of brevity we drop the subsript j)g#(x) = e#=2g( e#x);g#(0) = e#=2g(0);g0#(0) = e3#=2g0(0):g#(x) = eik e#xg#(0); x 2 R+;g0#(x) = ik e#g#(0):Substituting into (5.1) { (5.3) we getf(0) =  1 mXn=1 f 0n(0) +  e 3#=2ik e#g#(0); (5.6)e #=2g#(0) =  mXn=1 f 0n(0) + ~ 1ik e #=2g#(0): (5.7)25
We an easily express e #=2g#(0) from (5.7) and substitute it into (5.6).e #=2g#(0) = 1  ik~ 1 mXn=1 f 0n(0);f(0) =  1 mXn=1 f 0n(0) + ik1  ik~ 1 mXn=1 f 0n(0):Finally, we obtain f(0) =  1 + ikjj21  ik~ 1 mXn=1 f 0n(0):The oeÆient in brakets is an eetive oupling onstant whih dependson k, we denote it (k) 1. We an express j(k), where j is index of theorresponding vertex.j(k) = j1 + ikjj j2j1 ik~ 1j = j 1  ik~ 1j1 + ik(jjj2j   ~ 1j ) : (5.8)The omplex oupling onstant j ontrols the onnetion of the haline. Ifj = 0 then j(k) = j.If the vertex j is not onneted with a haline (j 62 IC) we have ouplingmXn=1 f 0jn(0) = jfj(0); (5.9)otherwise mXn=1 f 0jn(0) = j(k)fj(0): (5.10)5.4 The equation for resonanesNow we an proeed in the way similar to the Theorem 3.1 (a) in [4℄. Weonsider the Hamiltonian H =   d2dx2 + V (x) with essentially bounded po-tential on the internal edges of the graph and no potential on the semiinnitelinks. At its verties we onsider Æ-oupling with parameter j for j 62 ICand parameter j(k) for j 2 IC. We identify the right point of the edge26
Ljn  [0; ljn℄ with the vertex Xj. We denote ujn and vjn solutions of theShrodinger equation on the edge Ljn whih satisfy onditionsujn(ljn) = 0; u0jn(ljn) = 1;vjn(0) = 0; v0jn(0) = 1 if n 2 II ;vjn(0) = sin!n; v0jn(0) =   os!n if n 2 IB;where the set IB and II is boundary and interior, respetively, of the graphwithout semiinnite links.The Wronskian of these solutions isWjn = detujn(ljn) vjn(ljn)u0jn(ljn) v0jn(ljn) = det0 vjn(ljn)1 v0jn(ljn) =  vjn(ljn);or Wjn = detujn(0) vjn(0)u0jn(0) v0jn(0) = detujn(0) 0u0jn(0) 1 = ujn(0) if n 2 II;Wjn = detujn(0) sin!nu0jn(0)   os!n =  ujn(0) os!n   sin!nu0jn(0) if n 2 IB:For n 2 II the transfer matrix on Ljn isTnj(x; 0) =W 1jn ujn(x)  u0jn(0)vjn(x) ujn(0)vjn(x)u0jn(x)  u0jn(0)v0jn(x) ujn(0)v0jn(x) :The elements of this matrix an be obtained from the system of the equationst11ujn(0) + t12u0jn(0) = ujn(x);t11vjn(0) + t12v0jn(0) = vjn(x);t21ujn(0) + t22u0jn(0) = u0jn(x);t21vjn(0) + t22v0jn(0) = v0jn(x)using Cramer's rule.The transfer matrix between both ends of the edge isTnj(ljn; 0) =W 1jn ujn(ljn)  u0jn(0)vjn(ljn) ujn(0)vjn(ljn)u0jn(ljn)  u0jn(0)v0jn(ljn) ujn(0)v0jn(ljn) == W 1jn   u0jn(0)vjn(ljn) ujn(0)vjn(ljn)1  u0jn(0)v0jn(ljn) ujn(0)v0jn(ljn) =  u0jn(0) vjn(ljn)1 u0jn(0)v0jn(ljn)Wjn v0jn(ljn)! :27
In the last equality we have used the expressions of the Wronskian.Denoting  j :=  jn(j)   jn(ljn) and  n :=  jn(n)   jn(0) we get forthe ordinary wave funtion  jn(x) j = u0jn(0) n + vjn(ljn) 0jn(n); (5.11)  0jn(j) = 1  u0jn(0)v0jn(ljn)Wjn  n + v0jn(ljn) 0jn(n): (5.12)The sign hange  0jn(j) =   0jn(ljn) is beause the boundary onditionsdene the outward derivative.From (5.11) we get  0jn(n) =   j   u0jn(0) nWjn ;substituting into (5.12) we obtain 0jn(j) =    nWjn + v0jn(ljn)Wjn  j: (5.13)For n 2 IB we get  j = u0jn(0) n   ujn(0) 0jn(n); (5.14)  0jn(j) = u0jn(0)v0jn(ljn)  os!nWjn  n + ujn(0)v0jn(ljn)  sin!nWjn  0jn(n): (5.15)We express  0jn(n) = u0jn(0) n    jWjnfrom (5.14) and substitute into (5.15). We use the relation  n os!n + j sin!n = 0.  0jn(j) = v0jn(ljn)Wjn  j: (5.16)Now we an substitute the relations (5.13) and (5.16) into (5.9) and (5.10).For j 62 IC we obtainXn2(j)\II  nWjn  0 Xn2(j) (vjn)0(ljn)Wjn   j1A j = 0; (5.17)28
for j 2 IC we getXn2(j)\II  nWjn  0 Xn2(j) (vjn)0(ljn)Wjn   j(k)1A j = 0;Substituting for j from (5.8) we obtain the equation for resonanesXn2(j)\II  nWjn  0 Xn2(j) (vjn)0(ljn)Wjn   j 1  ik~ 1j1 + ik(jjj2j   ~ 1j )1A j = 0:(5.18)5.5 The S-matrix equationWe nd the S-matrix equation in the way similar to the proposition in [5℄.The boundary onditions at the point Xj 2 IC are aording to (5.2) and(5.3) j j = Xn2(j) 0jn(j) + jjg0j; (5.19)~jgj = ~jj Xn2(j) 0jn(j) + g0j: (5.20)The funtion  jn is the wavefuntions on nite link Ljn and gj  gj(0) is thevalue of the wavefuntion on the semiinnite link attahed to the point Xj.We an express gj(x) as a ombination of the inoming wave e ikx and theombination of the reeted and the transmited wave bjeikx.gj(x) = e ikx + bjeikx: (5.21)For the point Xj 62 IC we get from (5.5)j j(j) = Xn2(j) 0jn(j): (5.22)We an use the equations (5.13) and (5.16) again. Substituting theserelations into (5.19) and using the derivative of (5.21) we obtainj j = Xn2(j)\II    nWjn + Xn2(j) v0jn(ljn)Wjn  j + jjik(bj   1): (5.23)29
Similarly we get from (5.20)~j(bj + 1) = ~jj0 Xn2(j)\II    nWjn + Xn2(j) v0jn(ljn)Wjn  j1A+ ik(bj   1): (5.24)For j 62 IC we obtain from (5.22)Xn2(j)\II  nWjn  0 Xn2(j) v0jn(ljn)Wjn   j1A j = 0: (5.25)Relations (5.23), (5.24) and (5.25) represent a system of ard I + ard ICequations for variables  j and bj.5.6 Comparing both systems of equationsFinally, we ompare the ondition of solvability of the system of homogenousequations (5.17) and (5.18)Xn2(j)\II  nWjn  0 Xn2(j) (vjn)0(ljn)Wjn   j1A j = 0;Xn2(j)\II  nWjn  0 Xn2(j) (vjn)0(ljn)Wjn   j 1  ik~ 1j1 + ik(jjj2j   ~ 1j )1A j = 0the ondition of unsolvability of the inhomogenous system of equations (5.23),(5.24) and (5.25). If determinant of the system (5.23), (5.24) and (5.25) iszero then b diverges, i. e. we get the ondition for poles of the S-matrix.j j = Xn2(j)\II    nWjn + Xn2(j) v0jn(ljn)Wjn  j + jjik(bj   1);~j(bj + 1) = ~jj0 Xn2(j)\II    nWjn + Xn2(j) v0jn(ljn)Wjn  j1A + ik(bj   1);30
Xn2(j)\II  nWjn  0 Xn2(j) v0jn(ljn)Wjn   j1A j = 0:From (5.23) we expressXn2(j)\II    nWjn + Xn2(j) v0jn(ljn)Wjn  j = j j   jjik(bj   1)and substitute it into (5.24)~j(bj + 1) = ~jj [j j   jjik(bj   1)℄ + ik(bj   1):Hene we obtain bj   1 = jj j   21 + ik(jjjj2   ~ 1j )and we substitute it into (5.23)Xn2(j)\II  nWjn   Xn2(j) v0jn(ljn)Wjn  j   j j + jjik jj j   21 + ik(jjjj2   ~ 1j ) = 0;Xn2(j)\II  nWjn  0 Xn2(j) (vjn)0(ljn)Wjn   j 1  ik~ 1j1 + ik(jjj2j   ~ 1j )1A j == 2ikjj1 + ik(jjj2j   ~ 1j ) : (5.26)We obtain the system of equations (5.25) and (5.26). We an see that thehomogenous part of (5.25) and (5.26) gives (5.17) and (5.18). Determinantsof both systems of equations are the same, hene the resonane poles obtainedby the method of omplex saling are the poles of the S-matrix.
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