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This thesis studies two basic topics in quantum information science: quantum state
estimation and symmetric informationally complete probability operator measurements
(SIC POMs)1.
Part I of this thesis focuses on reliable and efficient estimation of mixed states of
finite-dimensional quantum systems in the large-sample scenario. Four natural set-
tings are investigated in the order of sophistication levels: independent and identical
measurements with linear reconstruction, as well as optimal reconstruction, adaptive
measurements, and collective measurements. We present an overview of the optimal
estimation strategies and tomographic efficiencies under the four settings with respect
to typical figures of merit, such as the mean square Hilbert–Schmidt distance, the mean
square Bures distance, and the mean trace distance. The distinctive features of each
setting and the efficiency differences among different settings are discussed in detail.
Our study also highlights the connection between quantum state estimation and basic
principles of quantum mechanics, especially the complementarity principle.
Part II of this thesis presents an overview on the symmetry properties of SIC POMs.
We start by deriving several key attributes about group covariant SIC POMs. We then
settle several persistent open problems concerning such SIC POMs in prime dimen-
sions and clarify a few subtle points in the special case of dimension 3. Several peculiar
features relevant to composite dimensions, such as regrouping phenomena and entan-
glement properties, are illustrated with two-qubit SIC POMs. Finally, we develop a
powerful graph-theoretic approach, thereby determining the symmetry groups of all
SIC POMs appearing in the literature and establishing complete equivalence relations
among them. The connection between SIC POMs and nice error bases are also ex-
plicated. Our study indicates that, except for the set of Hoggar lines, all SIC POMs
known so far are covariant with respect to the Heisenberg–Weyl groups.
1Also called symmetric informationally complete positive-operator-valued measures (SIC POVMs).
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1.1 Quantum state estimation
Quantum state estimation is a procedure for inferring the state of a quantum system
from generalized measurements, known as probability operator measurements (POMs).
It is a primitive of many quantum information processing tasks, such as quantum com-
putation, quantum communication, and quantum cryptography, because all these tasks
rely heavily on our ability to determine the state of a quantum system at various stages
[133, 186, 208]. Owing to the complementarity principle [41] and the uncertainty re-
lation [138], any measurement on a generic quantum system necessarily induces a dis-
turbance, limiting further attempts to extract information from the system. Therefore,
it is impossible to infer a generic unknown state from measurements on a single quan-
tum system; that is, an ensemble of identically prepared systems is needed for reliable
state determination. One of the main challenges in quantum state estimation is to
infer quantum states as efficiently as possible and to determine the resources necessary
to achieve a given accuracy, which can be quantified by various figures of merit, such
as the mean trace distance, the mean square Hilbert–Schmidt distance (MSH), or the
mean fidelity (see Appendix A).
A good state-estimation strategy entails judicial choices on both measurement
schemes and data processing protocols for reconstructing the true state. Compared
with measurement schemes, there is generally more freedom in choosing the recon-
struction methods in practice, and a good choice is the first step towards a reliable and
efficient estimator. On the other hand, given the measurement results, the optimiza-
tion of data processing is basically a subject of classical statistical inference, although
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attention is required to account for additional constraints, such as the positivity of the
density matrices. When the sample is reasonably large, a suitable figure of merit is the
weighted mean square error (WMSE) for a certain weight matrix, of which the MSH
and the mean square Bures distance (MSB) are special examples. It is well known
in classical statistical inference that the minimal error is determined by the Fisher
information matrix [94] through the Cramér–Rao (CR) bound [68, 224].
The main departure of quantum state estimation from classical state estimation
is the choice over measurements, which underlies the differences between quantum
information processing and classical information processing. In practice, the set of per-
missible measurements is mainly determined by experimental settings. As technology
advances, it is ultimately limited by the basic principles of quantum mechanics. For
example, as a consequence of the complementarity principle, it is impossible to mea-
sure two noncommuting sharp observables simultaneously [204], which implies that no
measurement can extract maximal information about both observables simultaneously.
Put differently, any gain of information about one observable is necessarily accompa-
nied with a loss of information about the other. To devise good measurement schemes,
it is crucial to balance such information trade-off, which is a main challenge in quantum
estimation theory.
Part I of this thesis (Chapters 2 to 6) studies reliable and efficient estimation of the
mixed states of a d-level quantum system. The main concern is the large-sample sce-
nario, in which the classical CR bound can be saturated approximately, and the main
focus is to devise measurement schemes that yield the most information. Our analysis
should be applicable to most scenarios in which precision estimation is desired. Four
natural settings will be investigated in order of sophistication levels: independent and
identical measurements with linear reconstruction, independent and identical measure-
ments with optimal reconstruction, adaptive measurements, and collective measure-
ments. Our main goal, yet not fully realized, is to determine the optimal estimation
strategies and the optimal tomographic efficiencies under the four settings in terms of
common figures of merit, such as the mean trace distance, the MSH, and the MSB. In
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this way, we hope to establish a fairly complete picture about the main characteristics
in each setting as well as their differences, such as in the tomographic efficiency and in
the complexity. Our study can help elucidate the efficiency gap between experimental
quantum state estimation and the theoretic limit, as well as reduce resource consump-
tion by increasing the tomographic efficiency. Meanwhile, it may stimulate reflections
on foundational issues, such as the complementarity principle, the uncertainty relation,
and the geometry of quantum states, from the information-theoretic perspective.
Chapter 2 presents an overview of quantum state estimation from the theoretical
perspective. We start with a historical survey of the major achievements in the field
during the past half a century and then introduce several basic ingredients in quantum
state estimation, such as quantum states, measurements, state reconstruction, Fisher
information, and CR bound.
Chapter 3 investigates state estimation with independent and identical measure-
ments in conjunction with linear reconstruction, commonly known as linear state to-
mography. Our main concern is informationally complete (IC) measurements con-
structed out of weighted 2-designs [232, 244], called tight IC measurements according
to Scott [244], who proved that such measurements are optimal in minimizing the MSE
averaged over unitarily equivalent states. Prominent examples of tight IC measure-
ments include symmetric informationally complete (SIC) measurements and mutually
unbiased measurements, that is, measurements constructed from mutually unbiased
bases (MUB). Our primary goal is to characterize the tomographic efficiency of tight
IC measurements in terms of the mean trace distance and the mean HS distance, with
special emphasis on the minimal tight IC measurements, SIC measurements. Another
goal is to determine the efficiency gap between product measurements and joint mea-
surements in the bipartite and multipartite settings.
First, we introduce random-matrix theory to study the tomographic efficiency of
tight IC measurements. In particular, we derive analytical formulas for the mean trace
distance and the mean HS distance, which demonstrate different scaling behaviors of
the two error measures with the dimension of the Hilbert space. As a byproduct, we
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discovered a special class of tight IC measurements that feature exceptionally symmetric
outcome statistics and low fluctuation over repeated experiments. In the case of a qubit,
we compare the similarities and the differences between the SIC POM and the MUB,
as well as other measurements constructed out of platonic solids. We also discuss in
detail the dependence of the reconstruction error on the Bloch vector of the unknown
true state and make contact with experimental data.
Second, in the bipartite and multipartite scenarios, we show that product SIC POMs
are optimal among all product measurements in the same sense as joint SIC POMs
among joint measurements. For a bipartite system, there is only a marginal efficiency
advantage of the joint SIC POM over the product SIC POM. Hence, it is not worth
the trouble to perform joint measurements. For multipartite systems, however, the
efficiency advantage of the joint SIC POM increases exponentially with the number of
parts.
Chapter 4 considers optimal state estimation with informationally overcomplete
measurements from the perspective of frame theory. To remedy the drawbacks in
linear state tomography, we determine the set of optimal reconstruction operators in
the pointwise sense, using the MSE matrix as a benchmark. It turns out that the
resulting reconstruction scheme is equivalent to the maximum-likelihood (ML) method
in the asymptotic limit. In contrast to the traditional approaches, our approach is
parametrization independent and, as a consequence, is often much easier to work with.
In addition, it is rooted in frame theory and has a close connection with linear state
reconstruction. These merits enable us to better understand the difference between
linear state reconstruction and optimal state reconstruction.
Based on the previous framework, we prove that, among all choices of d+1 projective
measurements, mutually unbiased measurements are optimal in minimizing the MSE
averaged over unitarily equivalent true states. This conclusion generalizes the anal-
ogous result that SIC POMs are optimal among all minimal IC measurements [244].
Incidentally, our study leads to a conjecture that singles out SIC POMs and MUB as
the only solutions to a state-estimation problem.
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Furthermore, we show that covariant measurements are optimal among all nonadap-
tive measurements in minimizing the WMSE based on any unitarily invariant distance,
including the MSE and the MSB. Informationally overcomplete measurements can im-
prove the tomographic efficiency significantly when the states of interest have high
purity. Nevertheless, the average scaled MSB diverges at the boundary of the state
space in the large-sample limit. And the same is true for the WMSE based on any
monotone Riemannian metric as long as the measurement is nonadaptive. This obser-
vation breaks the intuitive belief that states with high purity are easier to estimate than
those with low purity. On the other hand, it motivates us to study more sophisticated
estimation strategies based on adaptive measurements and collective measurements,
which are the focuses of the next two chapters.
Chapter 5 considers optimal state estimation with adaptive measurements. Thanks
to the two-step adaptive strategy, it remains to construct measurements that are opti-
mal locally. Although the problem in the one-parameter setting was solved by Helstrom
[139, 141] many decades ago, the one in the multiparameter setting has largely remained
open up to now since the optimal measurements corresponding to different parameters
are generally incompatible. About a decade ago, Gill and Massar [107] investigated the
trace of the product of the Fisher information matrix and the inverse quantum Fisher
information matrix, which is now known as the Gill–Massar trace (GMT), and derived
a simple inequality about this quantity that is applicable to any separable measure-
ment. This inequality succinctly summarizes the information trade-off among different
parameters and may be seen as a quantitative manifestation of the complementarity
principle [41]. By means of this inequality, they derived a general lower bound, the
GM bound, for the WMSE, which often turns out to be much tighter than bounds
known previously. Except for the two-level system, however, little is known whether
the GM bound is attainable or not. This open problem is the main motivation behind
the present study.
We first derive the GM inequality in a much simpler way than the original one.
Explicit formulas of the GM bounds for the MSH and the MSB are also calculated.
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We then introduce a new optimization paradigm for minimizing the WMSE based on
any unitarily invariant distance, which reduces the optimization domain from the set
of POMs to the set of Fisher information matrices. In this way, the dimension of the
parameter space decreases considerably and, moreover, the nonconvexity involved in
traditional optimization procedures is avoided. Furthermore, we show that the GM
bound for the MSB can be saturated approximately within a factor of two by con-
structing an explicit measurement scheme. Our numerical calculations indicate that
the GM bounds for the MSB and the MSH are nearly tight, thereby effectively solving
the long-standing open problem about the tomographic efficiency of adaptive measure-
ments with respect to the two figures of merit. In addition, adaptive measurements
can improve the tomographic efficiency significantly over all nonadaptive ones.
Chapter 6 investigates the tomographic efficiencies and distinctive features of col-
lective measurements in contrast with individual measurements. Owing to technical
reasons, most previous studies on this topic presume the capability of performing ar-
bitrary collective measurements, which is hardly accessible in practice. Our study is
tailored to deal with realistic scenarios in which the experimentalist is able to perform
collective measurements but only on a limited number of systems each time.
To circumvent the difficulty associated with traditional approaches, we introduce
the concept of coherent measurements, which are composed of (generalized) coherent
states as outcomes. Coherent measurements are a very special class of collective mea-
surements that, in a sense, are closest to separable measurements. Surprisingly, it turns
out that they are optimal or nearly optimal for many state estimation tasks. Mean-
while, they exhibit many nice features which make them an ideal starting point for
studying collective measurements. We prove that the GMT of any coherent measure-
ment on the joint state ρ⊗N of N identically prepared quantum systems is a symmetric
polynomial of the eigenvalues of ρ. In addition, this polynomial is the maximum of the
GMT over all possible measurements on ρ⊗N when either N = 2 or d = 2. We believe
that this conclusion holds in general. This polynomial succinctly summarizes the infor-
mation trade-off among different parameters in the case of collective measurements on
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N identically prepared quantum systems. It has profound implications for understand-
ing the tomographic efficiencies and distinctive features of collective measurements. It
is useful not only for determining the efficiency gap between separable measurements
and collective measurements but also for explicating the emergence of universality in
optimal state estimation as N increases and the importance of adaption decreases.
In the case of a two-level system, we first provide a new lower bound for the WMSE
that is generally much tighter than any bound known previously. We then derive
the set of Fisher information matrices of all coherent measurements on ρ⊗N and the
maximal GMT over all measurements on ρ⊗N . Our study settles a conjecture posed
by Slater [252] more than ten years ago. Furthermore, we determine the tomographic
efficiencies of coherent measurements in terms of the MSH and the MSB. It turns out
that all coherent measurements are nearly optimal globally whenever N ≥ 2, in sharp
contrast with state estimation based on individual measurements, in which the optimal
measurement heavily depends on the true state and the figure of merit.
1.2 Symmetric informationally complete POMs
In a d-dimensional Hilbert space, a SIC POM is composed of d2 subnormalized projec-
tors onto pure states Πj = |ψj〉〈ψj |/d with equal pairwise fidelity [232, 275],
|〈ψj |ψk〉|2 = dδjk + 1
d+ 1
, j, k = 0, 1, · · · , d2 − 1. (1.1)
It is an appealing candidate for a fiducial POM owing to its high symmetry and high
tomographic efficiency. Besides, SIC POMs have attracted much attention because of
their connections with MUB, equiangular lines, Lie algebras, and foundational studies.
All SIC POMs known so far are group covariant in the sense that each of them can be
generated from a single state—the fiducial state—under the action of a group composed
of unitary operators. Moreover, most group covariant SIC POMs are covariant with
respect to the Heisenberg–Weyl (HW) group. Up to now, analytical solutions of HW
covariant SIC POMs have been constructed in dimensions 2–16, 19, 24, 31, 35, 37, 43,
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48; numerical solutions with high precision have been found up to dimension 67. All
these results support the belief that HW covariant SIC POMs exist in any Hilbert space
of finite dimension. In sharp contrast with this wealth of evidence, there is neither a
general existence proof nor an efficient way for constructing SIC POMs. What is
worse, many basic properties of SIC POMs have remained elusive. The implication of
the equiangular condition is largely a mystery, although it looks so simple. Actually,
SIC POMs in dimension 3 already exhibit a plethora of surprises.
Part II of this thesis (Chapters 7 to 10) explores the structure of SIC POMs with a
special emphasis on the symmetry problem: What symmetry can a SIC POM possess?
and the equivalence problem: How can we determine whether two SIC POMs are
equivalent or not. In this way, we hope to establish a clear picture about known
SIC POMs and shed some light on those SIC POMs yet to be discovered.
Chapter 7 introduces some preliminary concepts followed by several new results. We
first derive a necessary condition on the groups that can generate SIC POMs based on
the works of Zauner [275] and Grassl [119], which signifies the crucial role of nice error
bases in the study of SIC POMs. We then establish a simple criterion for determining
equivalence relations among SIC POMs that are covariant with respect to the same
group. Finally, we review the basic properties of the HW group and the Clifford group.
For the convenience of later discussions, some supplementary materials concerning the
Clifford group are presented in Appendix H.
Chapter 8 settles several persistent open problems about group covariant SIC POMs
in prime dimensions. We prove that, in any prime dimension not equal to 3, each group
covariant SIC POM is covariant with respect to a unique HW group; its symmetry
group is a subgroup of the Clifford group. Hence, SIC POMs on different orbits are
not equivalent. In dimension 3, each group covariant SIC POM may be covariant with
respect to three or nine HW groups; its symmetry group is a subgroup of at least one
of the Clifford groups associated with these HW groups, respectively. There may exist
two or three orbits of equivalent SIC POMs depending on the order of the symmetry
group. In addition, we establish complete equivalence relations among group covariant
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SIC POMs in dimension 3 and classify inequivalent ones according to the geometric
phases associated with fiducial states.
Finally, we briefly discuss the situation beyond prime dimensions. In particular, we
prove that two HW covariant SIC POMs in any prime-power dimension not equal to
3 are unitarily or antiunitarily equivalent if and only if they are on the same orbit of
the extended Clifford group. In addition, the set of Hoggar lines is not covariant with
respect to the usual HW group, in agreement with a long-standing speculation.
Chapter 9 focuses on HW covariant SIC POMs in the four-dimensional Hilbert
space, which exhibit remarkable additional symmetry beyond what is reflected in the
name1. It is known that there exists a single orbit of 256 fiducial states, constituting
16 SIC POMs [10, 232, 245]. We characterize these fiducial states and SIC POMs by
examining the symmetry transformations within a given SIC POM and among different
SIC POMs. The symmetry group of each SIC POM is shown to be a subgroup of the
Clifford group, thereby extending previous results on prime dimensions. Furthermore,
we find 16 additional SIC POMs by a suitable regrouping of the 256 fiducial states,
and show that they are unitarily equivalent to the 16 original SIC POMs. We also
determine all similar regrouping phenomena on the obits of SIC POMs cataloged by
Scott and Grassl [245] and provide a unified explanation of these phenomena based on a
peculiar structure of the Clifford group and its normalizer explicated in Appendix H.2.
We then reveal additional structure of these SIC POMs when the four-dimensional
Hilbert space is perceived as the tensor product of two qubit Hilbert spaces. A concise
representation of the fiducial states is introduced in terms of generalized Bloch vectors,
which allows us to explore the intriguing symmetry of the two-qubit SIC POMs. In
particular, when either the standard product basis or the Bell basis is chosen as the
defining basis of the HW group, in eight of the 16 HW covariant SIC POMs, all the
fiducial states have the same concurrence of
√
2/5. These SIC POMs are particularly
appealing for an experimental implementation, because all fiducial states can be turned
into each other with just local unitary transformations.
1This work represents a collaboration with Teo Yong Siah and Berthold-Georg Englert [283].
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Chapter 10 starts a graph-theoretic approach to the symmetry and the equivalence
problems of SIC POMs. We establish a simple connection between the symmetry prob-
lem of a SIC POM and the automorphism problem of a graph constructed out of the
triple products among the states in the SIC POM. Based on this connection, we develop
an efficient algorithm for determining the symmetry group of the SIC POM, which is
much faster than any algorithm known before. A variant of the algorithm allows solving
the SIC POM equivalence problem, which can be reduced to the graph isomorphism
problem. In addition to its applications to practical calculations, the graph-theoretic
approach also provides a fresh perspective for understanding SIC POMs, which com-
plements the group-theoretic approach explored previously.
As an application of the graph-theoretic approach, we determine the symmetry
groups of all SIC POMs known in the literature and establish complete equivalence re-
lations among them. We also figure out all nice error bases contained in the symmetry
groups of these SIC POMs. It turns out that, except in dimension 3, the (extended)
symmetry group of any known HW covariant SIC POM is a subgroup of the (extended)
Clifford group and contains only one HW group, in agreement with a long-standing con-
jecture. As a consequence, two such SIC POMs are unitarily or antiunitarily equivalent
if and only if they are on the same orbit of the extended Clifford group. Furthermore,
our study indicates that all SIC POMs known so far are covariant with respect to the
HW groups, except for the set of Hoggar lines, which is covariant with respect to the
three-qubit Pauli group.
As a caveat, we emphasize that Part II of the thesis may reuse some symbols used
in Part I that have completely different meanings. In addition, to simplify the notation,
the indices of basis elements of the Hilbert space are chosen to run from 1 to d in Part I





The development of quantum estimation theory has followed two different lines of think-
ing. The first line is mainly concerned with reliable and efficient state estimation in
practice; see Refs. [176, 186, 208] for an overview. It was initiated in the late 1950s
by Fano [92], inspired by the question: How can we determine the state of a quantum
system from observable quantities? The benchmark was the introduction of the con-
cept of a quorum, a complete set of observables that uniquely determines the state of
a quantum system, which may be seen as the precursor of the concept of informational
completeness [52, 223]. The second line is mainly concerned with the optimal strategies
and optimal efficiency allowed by quantum mechanics; see Refs. [133, 141, 147] for an
overview. It was initiated in the late 1960s by Helstrom [139, 141], inspired by the ques-
tion: What is the minimal MSE in estimating certain parameter that characterizes the
quantum state? The benchmark was the introduction of quantum analogs of the Fisher
information and the CR bound based on the symmetric logarithmic derivative (SLD),
which enabled solving the optimization problem in the one-parameter setting. Both
lines of thinking have proved to be very useful in the development of quantum estima-
tion theory. Unfortunately, they have run almost independently for many decades, and
the lack of communication between the two communities has remained a source of many
confusions. Recently, there appeared a trend of convergence of the two approaches, es-
pecially in the study of quantum metrology [108, 109, 110]. As the requirement for
precision measurements increases, the integration of the two approaches is due to play
an increasingly important role.
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In this chapter, we first present a historical survey of the development of quantum
estimation theory and quantum state estimation in particular. We then introduce
several basic elements in the field of quantum state estimation, such as quantum states,
measurements, state reconstruction, Fisher information, and CR bound.
2.2 Historical background
The idea of determining the state of a quantum system from measurements can be
traced back to Pauli when he asked whether the position distribution and momentum
distribution suffice to determine the wave function of a quantum system [211]. How-
ever, a systematic study was not initiated until the 1950s when Fano introduced the
concept of a quorum [92]. Following Fano’s work, state determination for spin systems
was studied by Gale, Guth, and Trammell [106], as well as Newton and Young [205];
more general settings were investigated by Band and Park [23, 24, 25, 209], who consid-
ered one-dimensional spinless particle in addition to spin systems. Later, Ivanović [155]
explored the state estimation problem from a geometric perspective, with a special em-
phasis on mutually unbiased measurements, an idea first conceived by Schwinger [243].
He also constructed a complete set of mutually unbiased measurements when the di-
mension is a prime, followed by a generalization to prime-power dimensions by Wootters
and Fields [272]. Based on the concept of mutually unbiased measurements, Wootters
[269, 270] introduced a formulation of quantum mechanics in terms of probabilities in-
stead of probability amplitudes and generalized the Wigner functions to systems with
discrete degrees of freedom. Meanwhile, tomographic approaches to the traditional
Wigner functions were initiated by Bertrand and Bertrand [36], as well as Vogel and
Risken [260] (see also the works of Royer [236, 237]), who showed that Wigner functions
can be reconstructed from probability distributions for the rotated quadrature operators
by means of the inverse Radon transform. Density operators can then be determined
based on their correspondence with Wigner functions. A more efficient reconstruction
method that is based on pattern functions was later developed by D’Ariano et al. [72]
and Leonhardt et al. [176, 177, 178].
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Inspired by the observation of Vogel and Risken [260], Smithey et al. [253] per-
formed the first measurements of the quadrature probability distributions of an optical
mode based on optical homodyne detection [273], and reconstructed the Wigner func-
tion and the density operator, which marked the birth of optical homodyne tomography
[186, 208]. Following their experiment, states of many other quantum systems were also
characterized, such as the vibrational state of a diatomic molecule [82], the motional
state of a trapped ion [174], the state of an ensemble of helium atoms [171], and en-
tangled states of polarized photon pairs [156, 267]. See Refs. [186, 208] for an overview
about experimental progress in quantum state estimation.
The advance of experimental techniques and the emergence of quantum information
science further stimulated the development of quantum estimation theory. Traditional
tomographic schemes, such as linear inversion, which are suitable for the proof of prin-
ciple, often could not meet practical requirements. Thus, great efforts were directed
to search for reliable and efficient alternatives. The problem of reconstructing quan-
tum states from informationally incomplete measurements was addressed in the middle
1990s by Bužek et al. [53, 54, 55], who proposed a method for selecting the most ob-
jective estimator by means of Jaynes principle of maximum entropy (ME) [157, 158].
Meanwhile, ML estimation (MLE) was advocated by Hradil [152], who developed an
efficient algorithm for computing the ML estimator, which avoids the problems of non-
positivity and choice ambiguity associated with linear estimators. Recently, as an
alternative to MLE, hedged maximum-likelihood estimation (HMLE) was proposed by
Blume-Kohout [38] to eliminate the zero-eigenvalue problem, which is not desirable
for predicative tasks. Based on the ML and ME principles, Teo et al. [256] devel-
oped a general procedure for selecting the most-likely state with the largest entropy,
which enables us to obtain a unique and objective estimator even from noisy data of
informationally incomplete measurements. Out of a different vein, Gross et al. [123]
proposed a tomographic method based on compressed sensing [57, 58, 59, 60, 79], which
can improve the efficiency significantly, provided that the states of interest have high
purities.
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In contrast to full tomography, direct estimation of certain quantities of interest is
generally more efficient and has thus received increasing attention in the past decade.
Prominent examples include direct estimation of linear or nonlinear functional, such as
the purity of density operators [87]; direct detection and characterization of quantum
entanglement [44, 149]; entanglement verification based on the likelihood ratio test [40];
and direct fidelity estimation from Pauli measurements [96].
As an extension to quantum state tomography, quantum process tomography
(QPT) focuses on characterizing unknown quantum processes or dynamics instead
of quantum states, which is crucial to ensuring the performance of many quantum
information processing protocols. Its development has drawn much inspiration from
quantum state tomography. Standard QPT (SQPT) was introduced by Poyatos, Cirac,
and Zoller [221], as well as by Chuang and Nielsen [66] in the late 1990s. To character-
ize a quantum process, a set of reference states is prepared and then reconstructed by
quantum state tomography after subjecting them to a given quantum process, which
can then be determined if the set of reference states spans the operator space. SQPT
has been applied to characterize the control-not gate [65, 207] and Bell-state filters
[197]. As an alternative to SQPT, ancilla assisted QPT (AAQPT) was proposed by
Leung [179, 180], as well as by D’Ariano and Presti [70], followed by experimental re-
alizations [4, 189]. By introducing an ancilla system, it requires only one preparation
and tomography of the reference state. Later, an algorithm for direct characterization
of quantum dynamics (DCQD) was developed by Mohseni and Lidar [198, 199] and
applied to determine the dynamics of a photon qubit [262] and that of nuclear spins in
the solid state [89]. In contrast with the previous two methods, DCQD does not need
quantum state tomography, but relies on error-detection techniques. It is especially
suitable when one is interested in a few parameters rather than full information about
a quantum process, in which case it can reduce the number of necessary experimental
configurations significantly. A survey on the three alternative strategies was presented
in Ref. [200].
A central problem in quantum estimation theory is to determine the optimal strat-
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egy for estimating the parameters that characterize a quantum system. This problem
was first addressed in the 1960s by Helstrom [139, 140, 141, 142], who derived the
quantum CR bound based on the SLD Fisher information matrix and solved the op-
timization problem in the one-parameter setting, in which case the bound is tight.
Incidentally, the optimal strategy can be realized with only individual measurements.
The situation in the multiparameter setting turned out to be much more involved; nev-
ertheless, breakthroughs were made in a few special yet important cases. The problem
of estimating the complex amplitude of coherent signal in Gaussian noise was solved
by Yuen and Lax [274] by means of another quantum analog of the CR bound based
on the right logarithmic derivative (RLD), which is often tighter than the SLD bound
in the multiparameter setting. Based on a similar approach, Holevo [147] solved the
estimation problem about the mean value of Gaussian states. He also introduced a
new quantum CR bound, known as Holevo bound, which is tighter than both the SLD
bound and the RLD bound. However, this bound is generally not easy to calculate
since the definition itself involves a tough optimization procedure. The main achieve-
ments of the pioneering works in the 1960s and 1970s are summarized in the books of
Helstrom [141] and of Holevo [147].
In the late 1980s, the development of quantum estimation theory was revitalized
after a short period of slowdown, as witnessed by the introduction of several quan-
tum CR bounds that are applicable to separable measurements and are usually much
tighter than those bounds known previously; see Ref. [133] for more details. Nagaoka
introduced the concept of the most informative or attainable CR bound and studied
its general properties [201]. He also introduced a new CR bound in the two-parameter
setting based on an inequality concerning simultaneous approximate measurements of
noncommuting observables [203], and showed that it is tight for the two-level system.
Using the duality theorem in linear programming, Hayashi [129] generalized the result
of Nagaoka and derived the attainable CR bound for any family of states describing
the two-level system. Later, Gill and Massar [107] introduced a novel approach that
naturally incorporates the information trade-off among different parameters. Based on
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this approach, they derived a general lower bound for the WMSE that is applicable to
any separable measurement on a d-level system. This bound is tight for the two-level
system [107], in agreement with the analysis of Hayashi [129]. In general, however,
little is known whether it is attainable or not.
Since the late 1990s, significant progress has been achieved in quantum state esti-
mation with collective measurements in the asymptotic setting. Hayashi studied the
estimation problem of the displaced thermal states and showed that the RLD bound
for the MSE can be saturated with collective measurements [131]. He also applied
quantum central-limit theorem [111, 215] to studying quantum state estimation and
demonstrated that the Holevo bound [147] can be saturated asymptotically [135]. Based
on this idea, optimal state determination for the two-level system was later analyzed in
detail by Hayashi and Matsumoto [137]. Recently, another breakthrough was made by
Kahn and Guţă et al. [125, 126, 160], who demonstrated local asymptotic normality
for finite-dimensional quantum systems, which states that a quantum statistical model
consisting of an ensemble of identically prepared systems can be approximated by a
statistical model consisting of classical and quantum Gaussian variables in the asymp-
totic limit. This observation is crucial to devising optimal estimation strategies in
the asymptotic setting. Incidentally, above studies presume the capability of collective
measurements on arbitrary number of identically prepared quantum systems, which
is hardly accessible in practice. A major open problem is to determine the optimal
estimation strategies and the corresponding tomographic efficiencies in case of limited
access to collective measurements.
Quantum statistical models consisting of pure states exhibit many distinctive fea-
tures. Since the density operators are not invertible, the SLD and RLD bounds are not
well defined, and many traditional methods do not apply. Surprisingly, it turned out
that the problem was actually more amenable compared with the problem in mixed-
state setting thanks to the simplification brought by the new features [133]. Systematic
studies of pure-state models were initiated in the middle 1990s by Fujiwara and Na-
gaoka [103, 104, 105], who derived the obtainable CR bounds for a one-dimensional
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model and a two-dimensional coherent model. Later, Matsumoto [193] introduced a
powerful approach and derived the obtainable CR bounds for a wide range of pure-state
models. According to his study, the use of quantum correlations cannot improve these
bounds for pure-state models, in sharp contrast with mixed-state models. It should
be noted that this conclusion is applicable only to asymptotic state estimation: In the
finite-sample scenario, quantum correlations are useful even for pure-state models, as
we shall see in the next paragraph.
As an alternative to the CR approach, the Bayesian approach got momentum in
the 1990s, thereby yielding fruitful results. With this approach, it is generally easier
to determine the optimal measurements in the case of finite samples. Coincidentally,
the study of optimal state estimation was interlaced with that of optimal quantum
cloning [241]. In both fields, most of the priors considered were unitarily invariant, and
the mean fidelity was the most popular figure of merit. The optimal measurements
in estimating qubit pure states were first derived by Massar and Popescu [191], who
also proved that the optimal strategy cannot be realized by individual measurements.
Their study showed that collective measurements on an ensemble as a whole can pro-
vide more information than individual measurements, thereby confirming a conjecture
posed by Peres and Wootters [214]. Later, a universal algorithm for constructing the
optimal measurements for estimating pure states in more general settings was devel-
oped by Derka, Bužek, and Ekert [78]. Meanwhile, Bruß, Ekert, and Macchiavello
[48] demonstrated the equivalence between optimal state estimation and asymptotic
cloning. Based on this connection and a result on optimal cloning derived by Werner
[265], Bruß and Macchiavello determined the optimal measurements for estimating
pure states of a d-level system. A direct derivation of their result was later proposed
by Hayashi, Hashimoto, and Horibe [128]. The optimal strategy for estimating qubit
mixed states was first derived by Vidal et al. [259] (see also Ref. [254]) based on a special
formula for the fidelity, which has no analog in higher dimensions. Detailed comparison
between separable measurements and collective measurements in qubit state estima-
tion was later presented by Bagan et al. [18, 19, 20]. The problem of estimating mixed
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states in higher dimensions is largely open.
2.3 Quantum states and measurements
2.3.1 Simple systems
The state of a quantum system encodes all information about the quantum system and
determines the statistics of all potential measurements on it. Mathematically, a pure
state is generally represented by a normalized ket often labeled by |ψ〉. According to
the basic postulates of quantum mechanics, any superposition of kets also represents
a legitimate state; all unnormalized kets form a vector space, known as the Hilbert
space. Since kets that are proportional to each other represent the same state, there
is a one-to-one correspondence between the rays in the Hilbert space and the pure
states. In general, the state of a quantum system can be represented by a positive
semidefinite matrix of unit trace, known as the density matrix or density operator and
often denoted by ρ. Density operators of rank one represent pure states, whereas those
of higher ranks represent mixed states. In practice, the state is usually determined by
the preparation procedure, which may be characterized by one or more parameters.
For example, the alignment of the polarizer determines the polarization state of the
photon after passing through it.
A generalized measurement [206] is described by a set of measurement operators
Mξ corresponding to a set of measurement outcomes that satisfy the completeness
condition ∑
ξ
M †ξMξ = 1. (2.1)
Given a quantum system on the state ρ before the measurement, the probability pξ of




As a consequence of the completeness condition, these probabilities are normalized; that
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is,
∑
ξ pξ = 1. If outcome ξ occurs, then the quantum system after the measurement








A measurement is a projective or von Neumann measurement if the measurement
operators Mξ are orthogonal projectors. In that case, there exists an observable with
Mξ as eigenprojectors. For example, in the case of the qubit, the projective measure-
ment composed of the two measurement operators |1〉〈1| and |2〉〈2| is equivalent to the
measurement of the spin of a particle along the z direction, as realized in the Stern-
Gerlach experiment. A projective measurement is repetitive in the sense that repeated
measurements yield the same outcome as the first one and thus provide no additional
information about the original quantum system.
If we are interested only in the outcome statistics but not the state after the mea-
surement, then the measurement can be effectively described by the set of positive
operators Πξ = M
†
ξMξ, which sum up to the identity. In that case, the measurement
may be referred to as a probability operator measurement (POM)1, and the set of op-
erators Πξ may be identified with the outcomes of the measurement. According to
Neumark’s dilation theorem [213], any POM can be realized as a projective measure-
ment on a larger system. The merit of the POM formalism lies in allowing us to focus
on the system under study, without worrying about the detailed realization of the mea-
surement. Besides, POMs are generally easier to handle than projective measurements
thanks to their nicer mathematical structure. For example, any convex combination of
POMs is still a POM. This observation is crucial to constructing sophisticated POMs
from simple ones.
A measurement is informationally complete (IC) if every state is completely deter-
mined by the outcome statistics [52, 223] or, equivalently, if the outcomes of the mea-
surement span the space of Hermitian operators. In a d-dimensional Hilbert space, an
1Also known as positive-operator-valued measure (POVM) in the mathematical community.
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IC measurement consists of at least d2 outcomes, whereas a minimal IC measurement
consists of no more than d2 outcomes. An informationally overcomplete measurement
is an IC measurement with more than d2 outcomes. Is there any advantage in choos-
ing informationally overcomplete measurements? This question will be investigated in
Chapter 4.
2.3.2 Composite systems
Compared with simple systems, a distinctive feature of composite systems is the ap-
pearance of quantum correlations known as quantum entanglement (see Ref. [150] for a
review), as emphasized by Einstein [85] and Schrödinger [242]. Quantum entanglement
is not only a characteristic feature of quantum physics, but also a crucial resource for
many information processing tasks [150], such as quantum teleportation [31], super-
dense coding [33], quantum key distribution [86], and quantum computation [159, 225].
Its connection with quantum state estimation can be elaborated in two aspects. On
the one hand, tomographic techniques provide basic means of detecting, quantifying,
and characterizing entanglement [40, 43, 64, 148, 150, 282]. On the other hand, en-
tanglement is a basic ingredient for many collective measurements [133, 191], the most
general measurements allowed by quantum mechanics. This latter aspect is the main
focus of the present discussion.
Consider a bipartite composite system as an example. Suppose the Hilbert spaces
of Alice and Bob are H1 and H2, respectively, then the Hilbert space H of the whole
system is the tensor product H = H1 ⊗ H2. A pure state |Ψ〉 ∈ H is separable if
it is a tensor product of two states in their respective Hilbert spaces; otherwise, it is
entangled . Alternatively, a pure state is separable if and only if each reduced state is
pure. A mixed state ρ is separable if it can be written as a convex combination of
separable pure states and is entangled otherwise [264]. Similar concepts also apply to
a system composed of more than two parties [150].
A measurement on a composite system is collective if it cannot be decomposed
into individual measurements on the constituent subsystems. Sometimes collective
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measurements may also refer to all possible measurements on a composite system.
Analogous to a quantum state, a measurement is separable if each outcome is a
convex combination of tensor products of positive operators2 or, equivalently, if each
outcome corresponds to a separable state, which is not necessarily normalized. A
simple example of separable measurements are product measurements , which can be
decomposed into independent measurements on the constituent subsystems. In the
bipartite scenario, suppose Πξ1 and Πξ2 are the outcomes of the measurements on the
two subsystems, respectively. Then the outcomes of the product measurement are given
by Πξ1ξ2 = Πξ1 ⊗Πξ2 .
In a more sophisticated scenario, Alice and Bob may perform local measurements
and tell each other the outcomes of their measurements through classical communica-
tion. Conditioned on these outcomes, they may perform further local measurements,
and so forth. Obviously, such measurements are separable since they can be realized
by local operations and classical communication (LOCC); the converse, however, is not
true in general [32].
A measurement is entangled if it is not separable. A simple example of entan-
gled measurements in the two-qubit setting is the Bell measurement. In practice, it
is generally much harder to realize entangled (collective) measurements than separa-
ble (individual) measurements. A major open question in quantum estimation theory
is by how much can the efficiency be increased with entangled (collective) measure-
ments compared with separable (individual) measurements. Besides practical interest,
this question is also of paramount importance in understanding the difference between
quantum information processing and classical information processing.
2.4 Quantum state reconstruction
Quantum state reconstruction is a procedure for inferring the state of a quantum sys-
tem from measurement results. It has a close analog in classical statistical inference.
2Some authors define separable measurements as those measurements that can be realized by
LOCC [107]; as for our definition, not all separable measurements can be realized by LOCC.
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Accordingly, most reconstruction methods have classical counterparts. However, to
devise a good quantum estimation strategy, it is indispensable to take into account ad-
ditional requirements pertinent to quantum systems, such as the positivity constraint.
In addition, the choice may also depend on the system under consideration and the
applications in mind. In this section, we review several mainstream reconstruction
methods investigated in the literature, with brief comments on the pros and the cons
of each method; see also [186, 208].
2.4.1 Linear state reconstruction
Linear state reconstruction is one of the simplest reconstruction methods; it was first
conceived by Fano [92], followed by many other researchers [23, 24, 25, 106, 205, 209,
244]. Suppose we are given N identically prepared quantum systems, each in the
state ρ, and perform N identical and independent measurements described by the
POM
∑
ξ Πξ = 1. If the outcome ξ occurs nξ times after the measurements, then the
frequency of the outcome ξ is fξ = nξ/N . In linear state reconstruction, we search for
an estimator ρˆ that matches the observed frequencies, that is,
tr(ρˆΠξ) = fξ for all ξ. (2.4)
Incidentally, linear state reconstruction is sometimes called linear inversion. If the
measurement is IC, then there is at most one solution. If in addition the measurement
is minimal, then there exists a unique solution. In that case, the outcomes Πξ form a
basis in the operator space, and there exists a unique dual basis composed of Hermitian
operators Θξ such that tr(ΠξΘζ) = δξζ . Once the dual basis is known, the estimator
can be computed immediately using the formula ρˆ =
∑
ξ fξΘξ. Therefore, the Θξs
are also known as reconstruction operators. For a generic IC measurement, the system
of equations in Eq. (2.4) can become incompatible because of the statistical noise
associated with the frequencies, and there is generally no estimator that is compatible
with the frequencies. It is still possible to find a set of reconstruction operators as
before, but the choice is no longer unique.
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The main merit of linear state reconstruction is its simplicity. It is a good starting
point in theoretical analysis, but not a good choice in practice owing to several defects:
First, the estimator is sometimes not positive semidefinite and thus does not represent
a legitimate quantum state. This happens quite often if the true state has a high purity
and the sample size is small. Second, there is some arbitrariness in the choice of the
reconstruction operators when the measurement is informationally overcomplete, and
the information encoded in the measurement statistics cannot be extracted efficiently
if the reconstruction operators are chosen a priori. An ad hoc method for solving the
first problem is to mix the estimator with some noise (the completely mixed state for
instance) until it is positive semidefinite. To solve the second problem, we need to
choose the reconstruction operators adaptively according to the measurement results.
An alternative recipe that can circumvent the two problems simultaneously is MLE,
which is the subject matter of the next section.
2.4.2 Maximum-likelihood estimation
In MLE, instead of searching for the state that matches the observed frequencies, we
seek the state that maximizes the likelihood function. The principle of ML was proposed
by R. A. Fisher [93] in the 1920s and has become a basic ingredient in statistical
inference. During the past decade, it has found extensive applications in quantum
state estimation [152, 186, 208, 228, 229]. In addition, it is useful for entanglement
detection [40] and characterization [64].







where pξ = tr(ρΠξ) is the probability of obtaining the outcome ξ given the true state




nξ ln pξ = N
∑
ξ
fξ ln pξ. (2.6)
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MLE consists in choosing a state ρˆML that maximizes the likelihood functional or,
equivalently, the log-likelihood functional, as an estimator of the true state [152, 186,
208, 228, 229]. If there exists a state that matches the observed frequencies in the sense
of satisfying Eq. (2.4), then the state is also an ML estimator. This conclusion is an
immediate consequence of the inequality
∑
ξ
fξ ln pξ ≤
∑
ξ
fξ ln fξ. (2.7)
In general, it is not easy to find a closed formula for the ML estimator. Fortunately,
the estimator can be computed efficiently with an algorithm proposed by Hradil [152].
Since the log-likelihood functional is concave and the state space is convex, the search
for the ML estimator can be turned into a convex optimization problem, which can
be solved based on the idea of steepest ascent. Starting from an initial guess, say,
ρ(k) = 1/d with k = 0, we can obtain the ML estimator by implementing the following
successive iterations [152, 208, 255]:







2. Choose a small parameter ²k and update the estimator,
ρˆ(k+1) =
(1 + ²kRk)ρˆ(k)(1 + ²kRk)
tr
{
(1 + ²kRk)ρˆ(k)(1 + ²kRk)
} . (2.9)
3. Stop the iteration if the trace distance between ρˆ(k+1) and ρˆ(k) is smaller than a
given threshold; otherwise, replace k with k + 1 and repeat the above steps.
The parameter ²k can be chosen a priori; for example, the choice ²k = 0.5 works quite
well when d is small. In general, a suitable line-optimization procedure can help speed
up the algorithm.
The ML estimator is unique if the measurement is IC; otherwise, the estimator is
generally not unique, and there exists a plateau in the contour of the likelihood func-
tional. Recently, a nice solution to this problem was proposed by Teo et al. [256] based
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on the ML principle [93] and the ME principle [157, 158]. They developed an efficient
algorithm for computing the most objective estimator—the state with the highest von
Neumann entropy among all the states that maximize the likelihood functional.
As one of the most popular estimators used in practice, the ML estimator has
many nice features: It is always positive semi-definite and thus represents a legitimate
quantum state; it is asymptotically unbiased; it is asymptotically efficient in the sense of
saturating the CR bound in the large-sample limit [173]; it can be computed efficiently
with a simple algorithm [152]. The main drawback of the ML estimator is the zero-
eigenvalue problem: The estimator is often rank deficient when the true state has a
high purity. These zero eigenvalues represent unrealistic confidence over the outcomes
of certain potential measurements, which is undesirable for applications such as data
compression, betting, and cryptography [39].
2.4.3 Other reconstruction methods
Over the past few years, several alternatives to MLE have been proposed: Prominent
examples are Bayesian mean estimation [39] and hedged maximum-likelihood estima-
tion [38]. Meanwhile, several methods have been developed to deal with large quantum
systems, such as compressed sensing [123, 249] and direct fidelity estimation [96]. Here
we shall briefly discuss the first two methods.
2.4.3.1 Bayesian mean estimation
In Bayesian mean estimation (BME) [39], we choose a prior p0(ρ) over the state space
and derive the posterior distribution pf (ρ) by normalizing the product of the prior and
the likelihood functional, that is, pf (ρ) ∝ p0(ρ)L(ρ). The Bayesian mean estimator is




Common choices for the prior include the uniform distribution with respect to the HS
measure and the one with respect to the Bures measure [30, 50]. With a suitable
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choice of the prior, BME can avoid the zero-eigenvalue problem and is thus more
appealing than MLE if the estimator is to be used for predictive tasks such as betting
or data compression. In addition, BME often outperforms MLE when the sample size
is small [39]. There are two major problems with BME. One problem is the ambiguity
in the choice of the prior: There is no universal criterion for selecting the prior. While
some natural restrictions can be imposed on the prior based on symmetry consideration,
unitary invariance for instance, such restrictions generally cannot fix a unique prior. In
the case of the qubit, for example, there is no consensus on the radial distribution of the
prior over the Bloch ball. Another serious problem is the difficulty in computing the
estimator even numerically since the computation involves a high-dimensional integral.
There is still no reliable and efficient algorithm for this purpose; Monte Carlo methods
have been proposed to attack this problem [39].
2.4.3.2 Hedged maximum-likelihood estimation
Hedged maximum-likelihood estimation (HMLE) was proposed by Blume-Kohout [39]
as an alternative to MLE and was tailored to solve the zero-eigenvalue problem. It
generalizes an idea in classical statistical inference known as the “add β” rule, which
was proposed by Lidstone [182] in the 1920s. In HMLE, the likelihood functional L(ρ)
is multiplied by a hedging functional [38]
h(ρ) = det(ρ)β , (2.11)
where the hedging parameter β usually assumes a value between 0 and 1. The maximum
of the functional L(ρ)h(ρ) defines the estimator, which is guaranteed to have full rank.
Since ln det(ρ) is concave in ρ, the functional ln[L(ρ)h(ρ)] is also concave. Therefore,
the estimator can be computed efficiently with a similar algorithm as in MLE. These
two attractive features make HMLE an appealing alternative to MLE and BME. A
major problem with HMLE is that there is no universal criterion for choosing the
hedging functional, which may depend on both the prior knowledge available and the
figure of merit adopted. Quite often the choice is made on an ad hoc basis.
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2.5 Fisher information and Cramér–Rao bound
The Fisher information [94] and the CR bound [68, 224] are two basic ingredients
in statistical inference: The former quantifies the amount of information yielded by
an observation or a measurement concerning certain parameters of interest, while the
latter quantifies the minimal error that goes with the inference of these parameters.
Consider a family of probability distributions p(ξ|θ) parameterized by θ. Our task is
to estimate the value of θ as accurately as possible based on the measurement outcomes.
Given an outcome ξ, the function p(ξ|θ) of θ is called the likelihood function. The score
is defined as the partial derivative of the log-likelihood function with respect to θ and
reflects the sensitivity of the log-likelihood function with respect to the variation of
θ. Its first moment vanishes; its second moment is known as the Fisher information





















The Fisher information represents the average sensitivity of the log-likelihood function
with respect to the variation of θ. Intuitively, the larger the Fisher information, the
better we can estimate the value of the parameter θ.
An estimator θˆ(ξ) of the parameter θ is unbiased if its expectation value is equal
to the true parameter; that is,
∑
ξ
p(ξ|θ)[θˆ(ξ)− θ] = 0. (2.13)
Taking the derivative with respect to θ and applying the Cauchy–Schwarz inequality
(using the fact that
∑




which states that the MSE of any unbiased estimator is bounded from below by the
inverse of the Fisher information [68, 224].
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and the CR bound for any unbiased estimator turns out to be a matrix inequality,
C(θ) ≥ I−1(θ), (2.16)
where C(θ) is the MSE matrix (also known as the covariance matrix),
Cjk(θ) = E[(θˆj − θj)(θˆk − θk)]. (2.17)
Since the likelihood function is multiplicative, the Fisher information matrix is
additive; that is, the total Fisher information matrix of several independent measure-
ments is equal to the sum of the respective Fisher information matrices of individual
measurements. In particular, the Fisher information matrix of N identical and inde-
pendent measurements is N times that of one measurement. Accordingly, the MSE
matrix of any unbiased estimator based on N measurements satisfies the inequality
CN (θ) ≥ 1/NI(θ). Thanks to Fisher’s theorem [93, 94], the lower bound can be satu-
rated asymptotically with the ML estimator. In the large-sample scenario, the scaled
MSE matrix NCN (θ) is generally independent of the sample size. It is also denoted
by C(θ) when there is no confusion.
In quantum state estimation, we are interested in the parameters that characterize
the state ρ(θ) of a quantum system. To estimate the values of these parameters, we
may perform generalized measurements. Given a measurement Π with outcomes Πξ,
the probability of obtaining the outcome ξ is p(ξ|θ) = tr{ρ(θ)Πξ}. The corresponding


















Once a measurement is chosen, the inverse Fisher information matrix sets a lower bound
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for the MSE matrix of any unbiased estimator, which can be saturated asymptotically
by the ML estimator, as in the case of classical parameter estimation. It should be
noted that the bound depends on the specific measurement. Measurement-independent
bounds will be introduced in Chapters 5 and 6.
In practice, it is often more convenient to use a single number rather than a ma-
trix to quantify the error. A common choice is the scaled MSE tr{C(θ)}; a more
general alternative is the scaled WMSE tr{W (θ)C(θ)}, where W (θ) is a positive
semidefinite weight matrix, which may depend on θ. The CR bound implies that
tr{W (θ)C(θ)} ≥ tr{W (θ)I−1(θ)}; again, this bound can be saturated asymptotically
with the ML estimator. A problem with the MSE is that it depends on the parametriza-
tion, which is somehow arbitrary. With a suitable choice of the weight matrix, the
WMSE is free from this problem. For example, as special cases of the WMSE, the
MSH and the MSB are parametrization independent.









where the Ejs form an orthonormal basis in the space of traceless Hermitian operators.
In that case, the MSE is identical with the MSH. In addition, a convenient choice for
the operator basis is given by
Ejk := |j〉〈k|, j, k = 1, 2, . . . , d. (2.20)
Note that the indices of basis elements of the Hilbert space run from 1 to d in Part I




(|j〉〈k|+ |k〉〈j|), E−jk := −
i√
2
(|j〉〈k| − |k〉〈j|), j ≤ k. (2.21)
By convention, Ej refers to a generic element in an orthonormal operator basis, whereas
Ejk, E+jk, and E
−




Quantum state estimation with
fully symmetric measurements and
product measurements1
3.1 Introduction
Quantum state estimation is a procedure for inferring the state of a quantum system
from generalized measurements. Given an ensemble of identically prepared quantum
systems, the simplest measurement scheme consists of identical and independent mea-
surements on individual copies. A measurement is IC if any state is determined com-
pletely by the measurement statistics [52, 74, 223]. A particularly appealing choice of
IC measurements are those constructed out of weighted 2-designs [232, 244] (see Ap-
pendix B), called tight IC measurements according to Scott [244]. In linear quantum
state tomography, they not only feature a simple state reconstruction formula but also
minimize the MSE, the mean square HS distance between the estimator and the true
state. The construction of tight IC measurements was discussed in detail in Ref. [234].
A prominent example of tight IC measurements are SIC POMs [6, 232, 245, 275],
which turn out to be the only minimal tight IC measurements [244]. They may be
considered as fiducial measurements for state tomography owing to their high symmetry
and high tomographic efficiency [6, 226, 232, 244, 245]. In addition to applications in
1This chapter is based on the following paper: H. Zhu and B.-G. Englert, Quantum state tomography
with fully symmetric measurements and product measurements, Phys. Rev. A 84, 022327 (APS, 2011).
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quantum state tomography, SIC POMs have attracted much attention because of their
connections with mutually unbiased bases (MUB) [8, 83, 155, 271, 272], equiangular
lines [175], Lie algebras [14], and foundational studies [99] (see Chapter 7).
The trace distance is one of the most important distance and distinguishability
measures in quantum mechanics, and is widely used in quantum state tomography,
quantum cryptography, and entanglement theory [30, 102, 150, 206, 208], as well as
other contexts. It is also closely related to other prevalent figures of merit, such as the
fidelity and the Shannon distinguishability [102, 206]. However, little is known about
the tomographic resources required to achieve a given accuracy as quantified by the
trace distance since its definition, which involves taking the square root of a positive
operator, makes analytical studies difficult. Even for the qubit SIC POM, no analytical
formula is known for computing the mean trace distance between the estimator and
the true state. One motivation behind the present study is to solve this open problem.
In the case of a bipartite or multipartite system, it is technologically much more
challenging to perform joint measurements, such as a SIC POM, on the whole system.
Moreover, in some important realistic scenarios, such as tomographic quantum key
distribution [47, 84, 91, 181], all parties are spatially separated from each other, so
it is impractical to perform full joint measurements. Nevertheless, each party can
perform a local SIC POM and reconstruct the global state after gathering all the data
obtained. Such a POM is henceforth referred to as a product SIC POM; by contrast,
the SIC POM for the whole system is referred to as the joint SIC POM. The product
SIC POM is particularly appealing in tomographic quantum key distribution since it
minimizes the redundant information and classical communication required to exchange
measurement data among different parties [84]. However, even less is known concerning
its tomographic efficiency except for numerical studies in the two-qubit setting [51, 255].
In this chapter, we characterize the tomographic efficiency of tight IC measurements
in terms of the mean trace distance and the mean HS distance, with special emphasis
placed on the minimal tight IC measurements—the SIC POMs. We also determine the
efficiency gap between product measurements and joint measurements in the bipartite
32
3.1. Introduction
and multipartite settings. Incidentally, all SIC POMs used in our numerical simulations
are generated by the Heisenberg–Weyl group (see Sec. 7.3.1) from the fiducial states of
Ref. [232]. However, all theoretical analysis is independent of this specific choice.
First, we introduce random-matrix theory [196] to study the tomographic efficiency
of tight IC measurements, thereby deriving analytical formulas for the mean trace dis-
tance and the mean HS distance. We illustrate the general result with SIC POMs and
show different scaling behaviors of the two error measures with the dimension of the
Hilbert space. As a byproduct, our study uncovers a special class of tight IC measure-
ments that feature exceptionally symmetric outcome statistics and low fluctuation over
repeated experiments. In the case of a qubit, we compare the similarities and differ-
ences between the SIC POM and the MUB, as well as other measurements constructed
out of platonic solids. We also explicate the dependence of the reconstruction error on
the Bloch vector of the unknown true state and make contact with experimental data.
Next, in bipartite and multipartite settings, we show that product SIC POMs are
optimal among all product measurements in the same sense as joint SIC POMs among
joint measurements. For bipartite systems, there is only a marginal efficiency advantage
of joint SIC POMs over product SIC POMs, and it is not worth the trouble to per-
form joint measurements. However, for multipartite systems, the efficiency advantage
increases exponentially with the number of parties.
To provide a simple picture of the tomographic efficiencies of SIC POMs and product
SIC POMs, we restrict our attention to the scenario in which the number of copies of
true states available is large enough to yield a reasonably good estimator and focus
on linear state-reconstruction [208, 244]. The analysis of other reconstruction schemes,
such as MLE [152, 208, 255], is much more involved and will be postponed to Chapter 4.
Hopefully, our analysis may serve as a starting point and may be generalized to deal
with those more complicated situations. Moreover, for minimal tomography on a large
sample, the estimator given by linear-reconstruction is identical to that determined
by MLE with quite a high probability, except when the true state is very close to
the boundary of the state space. This is because the former maximizes the likelihood
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functional whenever it is positive semidefinite (see Sec. 2.4.2). Therefore, the efficiencies
of the two alternative schemes are close to each other in this scenario.
3.2 Setting the stage
3.2.1 Linear state tomography
A generalized measurement is composed of a set of outcomes represented mathemat-
ically by positive operators Πj that sum up to the identity 1. Given an unknown
true state ρ, the probability of obtaining the outcome Πj is given by the Born rule:
pj = tr(Πjρ). A measurement is IC if we can reconstruct any state according to the
statistics of measurement results, namely, the set of probabilities pj . When both the
state ρ and the outcome Πj are represented by vectors in the space of Hermitian opera-
tors, the probability can be expressed as an inner product 〈〈Πj |ρ〉〉 := tr(Πjρ), where the
double ket (bra) notation is borrowed from Refs. [71, 73]. Furthermore, superoperators,
such as the out product |Πj〉〉〈〈Πj |, act on this space just as operators on the ordinary
Hilbert space (the arithmetics of superoperators can be found in Refs. [238, 239]).








is invertible [61, 73, 81, 244], where the factor d is introduced for the convenience of
later discussions. The frame superoperator F can be written as [244]
F = |1〉〉〈〈1|+ F¯ , (3.2)
where F¯ is the projection of F onto the space of traceless Hermitian operators. Let I¯
denote the identity superoperator on this space and Π¯j = Πj − tr(Πj)/d; then we have







3.2. Setting the stage
Obviously, F is invertible if and only if F¯ is invertible in this space. In the rest of
this thesis, F¯ is also referred to as the frame superoperator unless otherwise stated. In
addition, F¯−1 denotes the inverse of F¯ in the space of traceless Hermitian operators,
and the same applies to other superoperators supported on this space.
When F is invertible, there exists a set of reconstruction operators Θj satisfying∑
j |Θj〉〉〈〈Πj | = I, where I is the identity superoperator. Given a set of reconstruction
operators, any state can be recovered from the set of probabilities pj : ρ =
∑
j pjΘj .
In a realistic scenario, given N copies of the unknown true state, what we really get
in an experiment are frequencies fj rather than probabilities pj . The estimator based
on these frequencies ρˆ =
∑
j fjΘj is thus different from the true state. Nevertheless,
the deviation ρˆ− ρ vanishes in the large-N limit as long as the measurement is IC. In
general, these frequencies obey a multinomial distribution with the scaled MSE matrix
Σjk = pjδjk−pjpk. The scaled MSE matrix of the estimator ρˆ can be derived by virtue







|Θj〉〉〈〈Πj |ρ〉〉〈〈Θj | − |ρ〉〉〈〈ρ|. (3.4)
Denote by ∆ρ =
√
N(ρˆ− ρ) the scaled deviation of the estimator from the true state.
Then the scaled MSE reads







Here “Tr” denotes the trace of a superoperator, and “tr” of an ordinary operator.
The set of reconstruction operators is unique for a minimal IC measurement, such
as a SIC POM or a product SIC POM, but not for a generic IC measurement. Among





is the best choice for linear state reconstruction in the sense of minimizing the MSE
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averaged over unitarily equivalent true states and is thus widely used in practice [244]
(see also Sec. 4.2). In the rest of this chapter, we consider only canonical reconstruction
operators. It is then straightforward to verify that |1〉〉 is an eigenvector of C(ρ) with
eigenvalue 0; in other words, C(ρ) is supported on the space of traceless Hermitian
operators as is F¯ . The other eigenvalues of C(ρ) determine the variances along the
principle axes and thus the shape of the uncertainty ellipsoid.
When N is sufficiently large, the multinomial distribution approximates a Gaussian
distribution, which is completely determined by its mean and MSE matrix. The Gaus-
sian approximation is already quite good for moderate values of N if we are mainly
concerned with quantities like the mean trace distance and the mean HS distance, which
are the most popular figures of merit in quantum state tomography. We thus assume
the validity of this approximation in the following discussion. Now, the variance of the
scaled square error ‖∆ρ‖2HS is given by the simple formula
V(ρ) := Var(‖∆ρ‖2HS) = 2Tr{C(ρ)2}. (3.7)
In practice,
√V(ρ) quantifies the amount of fluctuation in ‖ ∆ρ ‖2HS over repeated
experiments, that is, the typical error in estimating E(ρ) with just one experiment,
assuming that the true state is known. This error can be reduced by a factor of
√
Ne
by repeating the experiment Ne times and taking the average of ‖∆ρ‖2HS. Once E(ρ)
is fixed, V(ρ) also quantifies the dispersion of the eigenvalues of C(ρ) or the degree of
anisotropy in the distribution of the estimators.
3.2.2 Tight IC measurements
An IC measurement is tight if the frame superoperator F¯ is proportional to I¯; that
is, F¯ = aI¯ for a > 0. According to Scott [244], the coefficient a is upper bounded
by d/(d + 1) for any tight IC measurement, and the bound is saturated if and only if
the measurement is rank one. Rank-one tight IC measurements are optimal for linear
state tomography in the sense of minimizing the average MSE over unitarily equivalent
states. Here we recapitulate his main idea in a way that suits our subsequent discussion.
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According to Eqs. (3.4) and (3.5), it is enough to show the optimality of rank-one
tight IC measurements when the true state is the completely mixed state, which is the
average of any set of states that is unitarily invariant. In that case, the scaled MSE













The first equation endows the frame superoperator F¯ with a concrete operational mean-
ing as the inverse of the scaled MSE matrix evaluated at the point ρ = 1/d. According
to the definitions of the frame superoperators F and F¯ (see Sec. 3.2.1),
Tr(F¯) = Tr(F)− d ≤ d
∑
j
tr(Πj)− d = d(d− 1), (3.9)








(d+ 1)(d2 − 1), (3.10)
recalling that F¯ is supported on the space of traceless Hermitian operators, which has
dimension d2−1. The above inequalities are saturated if F¯ = dI¯/(d+1) and only then.
So rank-one tight IC measurements are indeed optimal in minimizing the MSE [244].
In that case, the MSE matrix is proportional to I¯ when ρ = 1/d, so that the uncertainty
ellipsoid is isotropic in the space of traceless Hermitian operators. This feature is quite
useful to our later discussions.
A rank-one tight IC measurement with outcomes Πj = |ψj〉wj〈ψj | features partic-
ularly simple canonical reconstruction operators
Θj = |ψj〉(d+ 1)〈ψj | − 1 (3.11)
and, thus, easy state reconstruction. The scaled MSE follows from Eq. (3.5),
E(ρ) = d2 + d− 1− tr(ρ2), (3.12)
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which turns out to be unitarily invariant. Given any measurement in conjunction with
linear state tomography, Eq. (3.12) sets a lower bound for the average scaled MSE,
henceforth called the Scott bound [244].
There is a close relation between rank-one tight IC measurements and weighted
2-designs: A rank-one measurement with outcomes Πj = |ψj〉wj〈ψj | is tight IC if and
only if the weighted set {|ψj〉, wj} forms a weighted 2-design [244] (see Appendix B for
a brief introduction of weighted t-designs). For example, SIC POMs and complete sets
of mutually unbiased measurements are rank-one tight IC measurements according
to this connection, which can also be verified directly. More examples of tight IC
measurements can be found in Ref. [234].
3.3 Applications of random-matrix theory to quantum
state tomography
In this section, we apply random-matrix theory [196] to studying the tomographic
efficiency of tight IC measurements and illustrate the general result with SIC POMs.
In particular, we derive analytical formulas for the mean trace distance and the mean
HS distance between the estimator and the true state, thereby giving a simple picture
of the resources required to achieve a given accuracy as quantified by either of the
two distances. Our study clearly shows different scaling behaviors of the two error
measures with the dimension of the Hilbert space. The idea of computing the mean
trace distance using random-matrix theory may also be extended to investigate other
figures of merit that depend on only the difference between the estimator and the true
state.
3.3.1 A simple idea
Here is a simple idea of computing the mean trace distance with random-matrix theory:
In each experiment, after measuring N copies of the unknown true state ρ, we can
construct an estimator ρˆ for the true state according to the procedure described in
Sec. 3.2.1. Once a basis is fixed, the scaled deviation ∆ρ can be represented by a d× d
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matrix, which varies from one experiment to another. After a large number of repeated
experiments, the set of matrices ∆ρ form an ensemble of random matrices that obeys








Since C(ρ) is supported on the space of traceless Hermitian operators, the distribution
of ∆ρ is restricted to the hyperplane satisfying tr(∆ρ) = 0. Suppose f(x) is the
level-density function of this ensemble of matrices with the normalization convention∫
dxf(x) = d. Then the scaled mean trace distance between the estimator and the
true state is proportional to the first absolute moment of f(x),





If C(ρ) is (approximately) proportional to the identity superoperator I, then the
ensemble of matrices ∆ρ′ =
√
d2/2E(ρ)∆ρ is (approximately) a standard Gaussian
unitary ensemble. According to random-matrix theory, for sufficiently large d, the
level-density fG(x) of the Gaussian unitary ensemble is specified by the famous Wigner
semicircle law [196]:
fG(x) =





We can derive f(x) from fG(x) by a scale transformation and then compute the scaled




This equation is still quite accurate if C(ρ) is approximately proportional to I¯ instead
of I, especially when d is large. Therefore, the feasibility of our approach is not limited
by the fact that C(ρ) is supported on the space of traceless Hermitian operators.
When C(ρ) is proportional to I¯, the scaled deviation ∆ρ follows a (d2 − 1)-
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dimensional isotropic Gaussian distribution, and ‖ ∆ρ ‖2HS obeys a χ2 distribution
with d2 − 1 degrees of freedom. The scaled mean HS distance can thus be computed
with the result















As a consequence of the central-limit theorem, EHS(ρ) is almost equal to the square
root of E(ρ) when d is large, and with a high probability the estimator ρˆ is distributed
within a thin spherical shell of radius EHS(ρ) that is centered at the true state.
In general, the accuracy of Eqs. (3.16) and (3.17) may depend on the dimension
of the Hilbert space and the degree of anisotropy of the uncertainty ellipsoid as deter-
mined by C(ρ). However, it turns out that the mean trace distance and the mean HS
distance are not so sensitive to the degree of anisotropy of the uncertainty ellipsoid. As
we shall see shortly, the two equations are surprisingly accurate for a large family of
measurements, especially tight IC measurements, even if d is very small (see Fig. 3.1).
Although we have started our analysis from linear state tomography, the idea of
computing the mean trace distance with random-matrix theory has a wider applica-
bility. We may apply this approach to study the tomographic efficiencies of other
reconstruction schemes, such as the ML method. We may also consider other figures
of merit that depend on only the deviation between the estimator and the true state.
3.3.2 Isotropic measurements
In this section we single out those rank-one IC measurements for which the uncertainty
ellipsoid is the most isotropic, so that Eqs. (3.16) and (3.17) are best justified. These
measurements turn out to be a special class of tight IC measurements. In addition
to minimizing the MSE, they also minimize the fluctuation of the reconstruction error
over repeated experiments. Moreover, these IC measurements have the nice property
that the mean reconstruction error is almost independent of the true state.
Suppose we have a rank-one IC measurement with outcomes Πj = |ψj〉wj〈ψj |.
According to Sec. 3.2.2, the MSE matrix for the completely mixed state is proportional
to I¯ if and only if the measurement is tight IC. For a generic true state, the degree
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of anisotropy of the MSE matrix can be quantified by Tr{C(ρ)2}− [Tr{C(ρ)}]2, where
the over-line denotes the average over unitarily equivalent density operators. Since the
scaled MSE Tr{C(ρ)} is the same for all rank-one tight IC measurements according to
Eq. (3.12), it is advisable to focus on Tr{C(ρ)2}. Note that Tr{C(ρ)2} also quantifies
the fluctuation in ‖∆ρ‖2HS over repeated experiments according to Eq. (3.7). We find
Tr
{C(ρ)2} = d2 + 2d− 2
d
+










































where Φ3 is the order-3 frame potential defined in Eq. (B.1), and we have applied the
inequality Φ3 ≥ 6d/(d+1)(d+2) in deriving Eq. (3.19). The lower bound is saturated
if and only if the set {|ψj〉, wj} forms a weighted 3-design.
An IC measurement derived from a weighted 3-design is called an isotropic mea-
surement for reasons that will become clear shortly (see Sec. 3.3.4 for some concrete
examples in the case of a qubit). According to the properties of weighted 3-designs, the
scaled MSE matrix C(ρ) is the same for any IC measurement derived from a weighted
3-design, including the covariant measurement composed of all pure states weighted by
the Haar measure. In other words, C(ρ) is invariant under any unitary transformation
of the measurement outcomes. As a consequence, the mean reconstruction error is
unitarily invariant as long as the figure of merit is unitarily invariant, such as the mean
trace distance, the mean HS distance, or the mean fidelity.
In linear state tomography, in addition to achieving the minimal MSE, an isotropic
measurement also minimizes the fluctuation of the statistical error over repeated exper-
iments or, equivalently, the degree of anisotropy in the distribution of ∆ρ. Calculation
shows that the scaled MSE matrix C(ρ) for a pure true state has only four (three if
d = 2) distinct eigenvalues, (d+1)/(d+2), 2(d+1)/(d+2), 2d/(d+2), 0 with multiplic-
ities d(d − 2), 2(d − 1), 1, 1, respectively. The degree of anisotropy is even lower if the
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true state is mixed since the leading contribution to C(ρ) is linear in ρ [see Eq. (3.4)].
In conclusion, Eqs. (3.16) and (3.17) are good approximations for computing the
scaled mean trace distance and the mean HS distance under isotropic measurements.
After inserting Eq. (3.12) into Eqs. (3.16) and (3.17), we get
Etr(ρ) ≈ 43pi
√

















) ∼ d. (3.21)
The two equations clearly show the difference in the scaling behaviors of the two error
measures with the dimension of the Hilbert space.
An isotropic measurement is, in a sense, the most symmetric measurement allowed
by quantum mechanics. Remarkably, such a measurement can be realized with only a
finite number of outcomes, and its tomographic efficiency can be characterized by simple
formulas. On the other hand, an isotropic measurement comprises at least d2(d+1)/2
outcomes, which are much more than the minimum d2 required for an IC measurement.
Recall that a weighted 3-design comprises at least d2(d+1)/2 elements [see Eq. (B.2)].
Therefore, tight IC measurements with fewer outcomes, such as SIC POMs, are of more
practical interest.
3.3.3 Tight IC POMs and SIC POMs
In this section we consider generic rank-one tight IC measurements, paying particular
attention to SIC POMs [6, 232, 245, 275]. When the weighted set {|ψj〉, wj} forms a
weighted 2-design but not necessarily a weighted 3-design, the inequality Φ3 ≤ Φ2 =
2d/(d+ 1) (see Appendix B) applied to Eq. (3.18) implies that
Tr




In conjunction with Eqs. (3.7) and (3.12), this equation provides two important pieces
of information. First, the relative deviation
√V(ρ)/E(ρ) is approximately inversely
proportional to d; hence, EHS(ρ) is approximately equal to the square root of E(ρ),
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Figure 3.1: Theoretical and numerical simulation results on the scaled mean trace
distances and the scaled mean HS distances in state tomography with SIC POMs for
dimensions from 2 to 45. The theoretical values are computed according to Eqs. (3.20)
and (3.21) with ρ = 1/d. In the numerical simulation, N = 1000 + 20d2. Each data
point for the completely mixed state is the average over 1000 repeated experiments,
and that for pure states is the average over 1000 randomly generated pure states, each
averaged over 100 repeated experiments. The inset shows three kinds of standard devi-
ations of the scaled mean trace distances in the numerical simulation: (a) over repeated
experiments for the completely mixed state; (b) over repeated experiments averaged
over pure states; (c) over the randomly generated pure states, including a partial con-
tribution over repeated experiments because of the finite number of repetitions.
and Eq. (3.21) is a good approximation for computing the scaled mean HS distance,
especially when d is large. Second, the degree of anisotropy in the distribution of ∆ρ
cannot be too high as long as the measurement is rank one tight IC. Given that the
level-density function f(x) and, especially, its first absolute moment are not so sensitive
to slight variations in the degree of anisotropy, it is reasonable to expect that the scaled
mean trace distance can be computed approximately with Eq. (3.20). This expectation
is supported by extensive numerical simulations.
Figure 3.1 shows the results of theoretical calculations and numerical simulations on
state tomography with SIC POMs. As mentioned before, all SIC POMs are generated
by Heisenberg–Weyl groups from the fiducial states of Ref. [232]. The scaled mean
trace distance and the scaled mean HS distance from the numerical simulations agree
perfectly with the theoretical formulas in Eqs. (3.20) and (3.21); in fact, they agree
much better than we expected. Figure 3.1 also clearly illustrates different scaling
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behaviors of the two error measures with the dimension of the Hilbert space. According
to the inset in Fig. 3.1, the fluctuation in the mean trace distance over different pure
states is much smaller than the fluctuation over repeated experiments on the same
state. Actually, the former is so small that it is difficult to separate out the partial
contribution of the latter with a limited number of repeated experiments. Therefore,
the reconstruction error is not sensitive to the identity of the true state.
We emphasize that the results on SIC POMs are representative of typical rank-one
tight IC measurements. Since the order-3 frame potential Φ3 = (d2 + 3d)/(d+ 1)2 for
a SIC POM is much larger than the value 6d/(d+ 1)(d+ 2) required for a 3-design, a
SIC POM is a very poor approximation of a 3-design, for which Eqs. (3.20) and (3.21)
are best justified. Alternatively, we can see this point from the value of Tr
{C(ρ)2} for
a SIC POM, which follows from Eq. (3.4),
Tr
{C(ρ)2} = (d2 + d+ 2)[1 + tr(ρ2)]− 1 + [tr(ρ2)]2 − 2(d2 + d)2∑
j
p3j . (3.23)
When dÀ 1, the term |ρ〉〉〈〈ρ| in the expression of C(ρ) can be neglected, and we have
Tr
{C(ρ)2} ≈ (d2 + d)[1 + tr(ρ2)]. (3.24)
Comparison with Eqs. (3.19) and (3.22) shows that the value for a SIC POM is roughly
half way between the lower bound and the upper bound for tight IC measurements.
In the rest of this section, we briefly examine tight IC measurements that are
not rank-one and that can arise in practice. In realistic experiments on quantum
state tomography with a SIC POM, there always exists noise associated with detector
inefficiency, dark counts, and other imperfections. It is important to understand how
the noise affects the tomographic efficiency. We investigate these effects by means of
a simple white-noise model, in which the outcomes of the SIC POM are modified as
follows:
Πj(α) =
α 1d + |ψj〉〈ψj |
dα+ d
, (3.25)
where the parameter α (α ≥ 0) quantifies the strength of the noise. This model is
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natural when there is no prior knowledge about the noise. Incidentally, measurements of
this form have been considered for entanglement detection with witness operators [282].
The measurement introduced above is still tight IC, and the scaled MSE can be




1 + (d+ 1)2(d− 1)(α+ 1)2]− tr(ρ2). (3.26)
Compared with Eq. (3.12), the scaled MSE is roughly (α+1)2 times as large as in the
ideal case. The scaled mean trace distance and the scaled mean HS distance can still
be computed according to Eqs. (3.16) and (3.17), with the result
Etr(ρ) ≈ 43pi (α+ 1)d
3/2, EHS(ρ) ≈ (α+ 1)d, (3.27)
which are roughly α+1 times the values for the ideal case. Owing to the noise, (α+1)2
times as many measurements are needed to reach the same accuracy as in the ideal case.
Similar analysis also applies to tight IC measurements derived from other 2-designs,
such as complete sets of MUB.
3.3.4 Qubit tomography
In this section we show that any measurement constructed out of a platonic solid other
than the tetrahedron is an isotropic measurement in the case of a qubit. The similarities
and differences between isotropic measurements and the SIC POM are discussed in
detail. We then derive exact formulas for the mean trace distances for both isotropic
measurements and the SIC POM and explain the dependence of the reconstruction
error on the Bloch vector of the true state (see Refs. [51, 183, 226] for earlier accounts).
Our study confirms that the earlier result based on random-matrix theory is already
quite accurate for d = 2, although it is best justified when d is large. As a simple
application, we make contact with the experimental result given by Ling et al. [183].
Given a platonic solid with n vertices inscribed on the Bloch sphere, the unit vectors
vk representing the vertices define a measurement with outcomes Πk = (1 + vk ·σ)/n,
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where σ = (σx, σy, σz) are the Pauli matrices. Since the measurement corresponding
to any platonic solid is tight IC, the reconstruction operators assume the form Θk =
(1 + 3vk · σ)/2 according to Eq. (3.11). Reconstructing the true state ρ is equivalent

















This expression reduces to the one given in Ref. [226] when the platonic solid is a regular
tetrahedron and the corresponding measurement is SIC. Incidentally, both the HS norm
‖∆ρ‖HS and the trace norm ‖∆ρ‖tr are proportional to the length of ∆s =
√
N(sˆ−s),
where sˆ is an estimator of s; namely, ‖∆ρ‖2HS= (∆s)2/2 and ‖∆ρ‖tr= |∆s|/2.













|vk · σ〉〉vk · s〈〈vk · σ|. (3.29)
To get a concrete geometric picture, we had better work with the scaled MSE matrix
of the estimator sˆ of the Bloch vector,




(vk · s)vkvk, (3.30)
where I3 is the 3× 3 identity dyadic. The scaled MSE of the estimator sˆ reads
E(|∆s|2) = 2E(ρ) = 9− s2, (3.31)
which is independent of the orientation of the Bloch vector of the true state, as expected
for any rank-one tight IC measurement.
When the platonic solid is a cube, octahedron, dodecahedron, or icosahedron, the
last term in Eq. (3.30) vanishes owing to their symmetries and, as a consequence, the
MSE matrix is independent of the orientation of the platonic solid. In other words,
the measurement corresponding to any platonic solid other than the tetrahedron is an
isotropic measurement (see Sec. 3.3.2). A particular appealing isotropic measurement
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is the one corresponding to an octahedron, where the six outcomes form a complete set
of MUB, which is a 3-design in dimension 2 (see Appendix B). The MSE matrix for any
isotropic measurement is covariant in the sense that the MSE matrices for any two true
states with the same purity can be turned into each other by the same rotations that
turn their Bloch vectors into each other, which is clearly reflected in the uncertainty
ellipsoids, as illustrated in the left plot of Fig. 3.2. Therefore, the mean trace distance
is independent of the orientation of the Bloch vector of the true state, and the same is
true for any other figure of merit that is unitarily invariant. This is not the case for
the SIC POM.
Suppose a, b, c are the square roots of the three eigenvalues of the scaled MSE


























c2[a2c2 + b2c2 + (2a2b2 − a2c2 − b2c2)t2]
[c4(1− t2)2 + a2b2t4 + (a2 + b2)c2t2(1− t2)]3/2 . (3.32)
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if a < c.
(3.33)
If the uncertainty ellipsoid is isotropic; that is, a = b = c, then Eq. (3.33) implies






For the completely mixed state, this formula is exact; by contrast, the alternative
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Figure 3.2: Uncertainty ellipses and tomographic efficiencies in linear state tomography
on a qubit with the MUB and the SIC POM. (left) Uncertainty ellipses of the marginal
distributions on the x-z plane of the Bloch ball corresponding to 300 measurements.
For the MUB, the result is independent of the orientations of the outcomes. For the
SIC POM, one outcome is aligned with the z axis (vertical direction), and another one
lies on the x-z plane with positive x component. (right) Theoretical and numerical
scaled mean trace distances. In theoretical calculation for the SIC POM, the Bloch
vector of the true state is either parallel or antiparallel to one of the measurement
outcomes. In numerical simulation, N is set at 1000, and every data point is averaged
over 1000 randomly generated states, each averaged over 400 repeated experiments.
Etr(ρ) ≈ 4
√
9− s2/3pi based on random-matrix theory [see Eq. (3.16)] is about 8%
smaller. The disparity is much smaller than the relative deviation of ‖ ∆ρ ‖tr over
repeated experiments, which is about 42%, and it is even smaller for other states. This
observation shows that the random-matrix approximation is already quite accurate
even when d = 2.
For isotropic measurements, Eq. (3.30) implies that a2 = b2 = 3 and c2 = 3−s2; the
uncertainty ellipsoid is rotationally symmetric and oblate whenever s > 0. According
to Eq. (3.33), the scaled mean trace distance reads













which is very close to the value under isotropic approximation since the degree of
anisotropy of the uncertainty ellipsoid is low for isotropic measurements.
For the SIC POM, the reconstruction error depends on not only the purity of the
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true state but also the orientation of the Bloch vector. Those states whose Bloch vectors
are either parallel or antiparallel to one of the measurement outcomes have attracted
considerable attention from both theoretician [226] and experimentalists [183] since
they represent two extreme cases. We shall compute the mean trace distances for those
states and discuss this dependence.
If v1 is chosen as the z axis, then the Bloch vectors of those extreme states can be
parameterized as s = zv1 with −1 ≤ z ≤ 1. According to Eq. (3.30), we have
C(s) = (3− z)I3 + (3z − z2)v1v1, (3.36)
whose eigenvalues are given by
a2 = b2 = 3− z, c2 = (3− z)(1 + z). (3.37)
The corresponding uncertainty ellipsoid is rotationally symmetric. As z decreases from
1 to −1, it evolves from a prolate to an oblate, and finally to a singular ellipsoid. The
scaled mean trace distance of those states can be calculated according to Eq. (3.33).
The right plot of Fig. 3.2 shows the scaled mean trace distances in linear state
tomography using the MUB and the SIC POM, respectively. Although the MUB and
the SIC POM are equally efficient with respect to the MSE, the SIC POM is slightly
more efficient with respect to the mean trace distance (the situation can be different
with other reconstruction methods; see Sec. 4.5). For the SIC POM, the mean trace
distance is slightly smaller for states whose Bloch vectors are antiparallel to one of
the outcomes of the measurement than states whose Bloch vectors are parallel. The
average of the mean trace distance over randomly generated states with a given purity
sits roughly in the middle of the two extreme cases. In all the cases considered, there
is a slight decrease in the mean trace distances as the purity of the true state increases,
which can be attributed to two reasons: the decrease in the MSEs and the increase in
the degrees of anisotropy of the uncertainty ellipsoids.
Ling et al. studied the tomographic efficiency of the qubit SIC POM experimentally
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and determined the scaled mean trace distances for the three states with z = 0,−1, 1,
respectively, with the result 1.417, 1.288, 1.323 [183]. For comparison, our theoretical
calculation yields the result 1.382, 1.259, 1.295. The experimental and the theoretical
values reflect the same dependence of the reconstruction error on the Bloch vector of
the true state. The former are slightly larger than the latter, but the differences are
very small. Note that the relative fluctuation of the reconstruction error over repeated
experiments is larger than 40%, and the experimental data are averaged over only 40
runs. In addition, any imperfection inevitable in real experiments can also affect the
accuracy of the estimator.
3.4 Joint SIC POMs and Product SIC POMs
In bipartite or multipartite settings, it is technologically much more challenging and
sometimes even impossible to perform full joint measurements such as SIC POMs on
the whole systems. It is thus of paramount practical interest to determine the optimal
product measurements as well as the efficiency gap between product measurements and
joint measurements.
3.4.1 Bipartite scenarios
Consider a product measurement on a bipartite system whose parts have dimensions
d1 and d2, respectively, and the total dimension is d = d1d2. To show the optimality
of the product SIC POM, we shall use the same strategy described in Sec. 3.2.2. More
generally, we show that if the product measurement minimizes the MSE averaged over
unitarily equivalent states, then the measurement on each subsystem is rank one tight
IC, and vice versa. As a consequence, the product SIC POM is optimal and, further-
more, any minimal optimal product measurement must be a product SIC POM since
SIC POMs are the only minimal rank-one tight IC measurements [244].
As in the case of joint measurements (see Sec. 3.2.2), it suffices to demonstrate
our claim when ρ = 1/d. Suppose Πj1 are the outcomes of the measurement on the
first subsystem and Πj2 on the second subsystem; then each outcome in the product
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measurement has a tensor-product form, Πj1j2 = Πj1 ⊗ Πj2 . The same is true for the
frame superoperator F = F1⊗F2 and the reconstruction operators Θj1j2 = Θj1 ⊗Θj2 .













(F−11 )Tr(F−12 )− 1d. (3.38)
The MSE is minimized if and only if both Tr
(F−11 ) and Tr(F−12 ) are minimized, that
is, if the measurement on each subsystem is rank one tight IC (see Sec. 3.2.2).
Now, let us focus on the tomographic efficiency of the optimal product measure-
ments. If the product measurement is composed of two rank-one tight IC measure-
ments, as in the case of the product SIC POM, then each factor in the reconstruction
operator Θj1j2 = Θj1 ⊗ Θj2 is given by Eq. (3.11). The scaled MSE can be computed
according to Eq. (3.5),
Eprod(ρ) = (d21 + d1 − 1)(d22 + d2 − 1)− tr(ρ2) (3.39)
Surprisingly, the MSE is almost independent of the true state, as in the case of the
SIC POM. Meanwhile, it is approximately equal to the product of the MSEs for the
two subsystems, respectively. The variance Vprod(ρ) of the square error can depend on
the specific choice of the product measurement according to Eq. (3.7). For the product
SIC POM, it is approximately given by
Vprod(ρ) ≈ (d21 + d1 − 2)(d22 + d2 − 2)
[













The variance depends on not only the purity of the global state but also the purities
of the reduced states, which means that it usually depends on the entanglement of the
global state. When the true state is pure, for example, the variance is approximately
maximized for product states and minimized for the maximally entangled state.
Compared with the MSE associated with the joint SIC POM given in Eq. (3.12),
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Figure 3.3: The ratio of the MSE associated with the product SIC POM to that with
the joint SIC POM when the true state is completely mixed. It is maximized when
d1 = d2 = 3. Note that the ratio is almost independent of the true state.
the MSE associated with the product SIC POM is slightly larger, but the difference is
generally very small, especially when both d1 and d2 are large. On the other hand, the
fluctuation over repeated experiments is stronger by a bigger margin for the product
SIC POM. Figure 3.3 shows the ratio of the MSEs when the true state is the completely
mixed state; the ratios for other states are almost the same. The maximal ratio 1.36
is attained at d1 = d2 = 3. When d1, d2 ≥ 3, the ratio decreases monotonically with
d1 and d2; when d2 = 2 and d1 ≥ 3, the ratio decreases monotonically with d1. For
sufficiently large d1 and d2, the ratio is about 1 + 1/d1 + 1/d2. In conclusion, there
is only a marginal efficiency advantage of using the joint SIC POM over the product
SIC POM. The latter is more appealing for practical applications since it is much easier
to implement.
Although the product SIC POM is not even a tight IC measurement, comparison of
Eqs. (3.39) and (3.40) shows that the relative deviation of the square error is quite small,
especially when d1 and d2 are large. Hence, Eq. (3.17) is still a good approximation
for computing the scaled mean HS distance. The scaled mean trace distance can be






(d21 + d1 − 1)(d22 + d2 − 1)− tr(ρ2). (3.41)
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Table 3.1: Theoretical and numerical scaled mean trace distances in two-qubit state
estimation with the joint SIC POM (Joint) and the product SIC POM (Prod). In the
numerical simulation, N is set at 1000. For the completely mixed state, each data
point is averaged over 1000 repeated experiments. For pure states, it is averaged over
1000 randomly generated states, each averaged over 1000 repeated experiments. The
standard deviations of the scaled trace distances over the 1000 randomly generated pure
states (including a partial contribution of the fluctuation over repeated experiments
for each state owing to the finite number of experiments) are 0.033 and 0.027 for the
product SIC POM and the joint SIC POM, respectively, both of which are very small.
Completely mixed state Average over pure states
POM Theory Numerical Error% Theory Numerical Error%
Prod 4.223 4.255 −0.8 4.158 4.162 −0.1
Joint 3.676 3.716 −1.1 3.601 3.575 +0.7
Ratio 1.149 1.145 — 1.155 1.164 —
Generally speaking, the larger the values of d1 and d2 are, the more accurate this
formula is. The ratio of the mean trace distance for the product SIC POM to that for
the joint SIC POM is approximately equal to the square root of the ratio of the MSEs.
Table 3.1 shows the theoretical and numerical simulation results of the scaled mean
trace distances for the two-qubit product SIC POM and the joint SIC POM. There
is quite a good agreement between theoretical calculations and numerical simulations
although d1 and d2 are so small. The mean trace distances achieved by the product
SIC POM are roughly 15% larger than that by the joint SIC POM. As a consequence,
with the product SIC POM, we need about 32% more copies of the true states to
reach the same accuracy achieved by the joint SIC POM. Despite its slightly lower
efficiency, the product SIC POM is more appealing than the joint SIC POM owing to
its relatively easier implementation in real experiments. In the case of two qubits, the
same conclusion was reached in Ref. [255], where the ML method was adopted for state
reconstruction.
3.4.2 Multipartite scenarios
Suppose k parties want to reconstruct a quantum state shared among them with a
product measurement, and dj for j = 1, 2, · · · , k is the dimension of the Hilbert space
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of the jth party. According to the same analysis as in the bipartite setting, the product
SIC POM is optimal among all product measurements in linear state tomography. The





(d2j + dj − 1)− tr(ρ2), (3.42)
which is almost independent of the true state. When the true state is completely mixed,













For a generic state, the variance depends on the purity of the global state as well as the
purities of various reduced states and can be much larger than the value given above.
If the dimension of the Hilbert space of each party is equal to d1, then the ratio of
the MSE for the product SIC POM to that for the joint SIC POM grows exponentially

















The ratio of the variances grows with an even higher rate, and its specific value can
heavily depend on the true state. Therefore, the efficiency advantage of the joint SIC
POM over the product SIC POM grows exponentially with the number of parties.
Although the fluctuation in the reconstruction error over repeated experiments is
stronger in the product SIC POM as compared with the joint SIC POM, the relative
fluctuation is still weak. So Eq. (3.17) is still a good approximation for computing the
scaled mean HS distance. When k is not too large, according to Eq. (3.16), the scaled







(d2j + dj − 1)− tr(ρ2). (3.45)
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Figure 3.4: Results of theoretical calculation and numerical simulation of the scaled
mean trace distances for the joint SIC POMs and the product SIC POMs on multiqubit
systems, where k is the number of qubits. The theoretical values derive from Eqs. (3.20)
and (3.45) with ρ = 1/d. In the numerical simulation, N is set at 1000+20d2. For the
completely mixed state, each data point is averaged over 1000 repeated experiments.
For pure states, it is averaged over 1000 randomly generated states, each averaged over
100 repeated experiments.
Since the ratio of the mean trace distance achieved by the product SIC POM to that by
the joint SIC POM is approximately equal to the square root of the ratio of the MSEs,
it also increases exponentially with the number of parties; the same is true for the ratio
of the mean HS distances. Figure 3.4 shows the results of theoretical calculation and
numerical simulation of the scaled mean trace distances for the product SIC POMs
and the joint SIC POMs on multiqubit systems. There is a pretty good agreement
between theoretical prediction and numerical simulation for k up to 5. Figure 3.4
further confirms that the efficiency advantage of using the joint SIC POM over the
product SIC POM increases exponentially with the number of parties.
3.5 Summary
We have introduced random-matrix theory for studying the tomographic efficiency of
tight IC measurements, which include SIC POMs as a special example. In particular,
we derived analytical formulas for the mean trace distance and the mean HS distance
between the estimator and the true state and showed different scaling behaviors of the
two error measures with the dimension of the Hilbert space. The accuracy of these
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formulas was confirmed by extensive numerical simulations on state tomography with
SIC POMs. As a byproduct, we also discovered a special class of tight IC measure-
ments, called isotropic measurements, which feature exceptionally symmetric outcome
statistics and low fluctuation over repeated experiments. In the case of a qubit, we
provided several concrete examples of isotropic measurements that are constructed out
of platonic solids other than the tetrahedron, and explicated the similarities and dif-
ferences between isotropic measurements and the SIC POM. We also derived exact
formulas of the mean trace distances for both isotropic measurements and the SIC
POM, followed by a detailed explanation of the dependence of the reconstruction error
on the Bloch vector of the true state.
In bipartite and multipartite settings, we showed that the product SIC POMs are
optimal among all product measurements in the same sense as the joint SIC POMs
among all joint measurements. For bipartite systems, there is only a marginal efficiency
advantage of using the joint SIC POMs over the product SIC POMs, which vanishes
in the large-dimension limit. Hence, it is not worth the trouble of performing joint
measurements at the current stage. For multipartite systems, however, this efficiency
advantage increases exponentially with the number of parties.
Our study furnished a simple picture of the scaling behavior of resource requirement
in state tomography with the dimension of the Hilbert space and of the efficiency gap
between product measurements and joint measurements. The idea of applying random-




The power of informationally
overcomplete measurements
4.1 Introduction
A central problem in quantum state estimation is to determine the state of a quan-
tum system as efficiently as possible with suitable measurements and data processing.
In practice, the set of accessible measurements is usually determined by experimental
settings, which are not easy to modify. In contrast, there is much more freedom in
choosing the reconstruction methods, and making a good choice is the first step to-
wards an efficient estimator. In Chapter 3, we focused on state estimation with linear
state reconstruction, whose main merit is simplicity. It is a good starting point in the-
oretical analysis, but not a good choice in practice owing to several obvious defects (see
Sec. 2.4.1). The problem of nonpositivity gets less serious as the sample size increases,
but the ambiguity in choosing the reconstruction operators persists as long as the mea-
surements are informationally overcomplete, which is the case we are mainly concerned
here. The set of canonical reconstruction operators is optimal in linear state tomog-
raphy, in which the set, once chosen, is independent of the measurement statistics.
However, this constraint is by no means a necessity.
To extract maximal information, we need to consider the reconstruction operators
that are optimal in the pointwise sense, which generally depend on the measurement
results. This problem has been addressed by D’Ariano and Perinotti [73], who derived
the set of optimal reconstruction operators with respect to the MSE. The situation is
still not clear when the figure of merit is the WMSE corresponding to a generic weight
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matrix, such as the MSB. Meanwhile, several basic questions are not well understood.
For example, by how much can the efficiency be improved with the optimal recon-
struction operators instead of the canonical reconstruction operators? What relations
exist between this reconstruction scheme and other schemes, such as the ML method
(see Sec. 2.4.2)? What is the efficiency gap between minimal IC measurements and
informationally overcomplete measurements?
As a special example of informationally overcomplete measurements, measurements
constructed from MUB [83, 155, 272], known as mutually unbiased measurements, are
of great interest. The idea of determining quantum states with mutually unbiased mea-
surements was first explored by Ivanović [155], who constructed complete sets of mutu-
ally unbiased bases for prime dimensions. Later, Wootters and Fields [272] generalized
Ivanović’s construction to prime-power dimensions and proved that, among all choices
of d + 1 projective measurements, such measurements are optimal in state estimation
with respect to a kind of information measure. Recently, Baier and Petz [21] further
proved that they are optimal in minimizing the determinant of the MSE matrix. The
MSE itself for mutually unbiased measurements was first investigated by Řeháček and
Hradil [227], who also explored its connection with an information measure proposed
by Brukner and Zeilinger [46]. However, their conclusion that the MSE loses unitary
invariance under the ML reconstruction is not well founded. The correct formula for
the MSE was later derived by Embacher and Narnhofer [88]. Are mutually unbiased
measurements optimal in minimizing the MSE? A definite answer to this persistent
open question is highly desirable since the MSE is one of the most popular figures of
merit used in practice. Note that the analogous question in the case of minimal IC
measurements was settled by Scott [244], who showed that SIC POMs are optimal
among all minimal IC measurements (see Sec. 3.2.2).
In this chapter, we determine the set of optimal reconstruction operators in the
pointwise sense, using the MSE matrix as a benchmark. Our approach is applicable
to studying the WMSE based on any weight matrix and is much simpler than the
one in Ref. [73]. It turns out that the resulting reconstruction scheme is equivalent
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to the ML method in the asymptotic limit. Compared with the latter approach, a
main merit of our approach is that it is parametrization independent and is thus often
much easier to work with. Also, it is illustrative of the differences between linear state
reconstruction and optimal state reconstruction since it treats the two alternatives in
a unified framework. In addition, our approach is well suited for studying adaptive
measurements, which is the main topic of Chapter 5.
As a first application of the above approach, we show that, among all choices of d+1
projective measurements, mutually unbiased measurements are optimal in minimizing
the MSE averaged over unitarily equivalent true states, thereby answering the question
posed above. Coincidentally, our study leads to a conjecture that singles out SIC POMs
and MUB as the only solutions to a state-estimation problem.
Next, we show that covariant measurements are optimal among all nonadaptive
measurements in minimizing the WMSE based on any unitarily invariant distance,
including the MSE and the MSB. Compared with minimal IC measurements, covariant
measurements can improve the tomographic efficiency significantly when the true state
has a high purity. Nevertheless, the average scaled MSB diverges at the boundary of
the state space in the large-sample limit. This divergence is also present for any WMSE
based on a monotone Riemannian metric [30, 216, 219] as long as the measurement is
nonadaptive, in sharp contrast with the intuitive belief that states with high purity are
easier to estimate than states with low purity.
4.2 Optimal state reconstruction for informationally over-
complete measurements
According to Sec. 3.2.1, given an IC POM with outcomes Πξ, there exists a set of
reconstruction operators Θξ, with which an estimator can be constructed from the
set of frequencies, ρˆ =
∑
ξ fξΘξ. The set of reconstruction operators is not unique
when the POM is informationally overcomplete, that is, when the number of outcomes
is larger than d2. What is the optimal choice? Here we shall determine the set of
optimal reconstruction operators in the pointwise sense and show that the resulting
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reconstruction scheme is equivalent to the ML method in the asymptotic limit.
4.2.1 Optimal reconstruction in the perspective of frame theory
To derive the set of optimal reconstruction operators, we shall make use of the following
lemma, whose proof is relegated to Appendix C.
Lemma 4.1 Suppose A and B are two m × n matrices such that AB† is a projec-
tor. Then AA† ≥ (BB†)+, and the inequality is saturated if and only if A = B†+ =
(BB†)+B. If, in addition, AB† = 1, then AA† ≥ (BB†)−1, and the inequality is
saturated if and only if A = (BB†)−1B.
Here A+ denotes the (Moore-Penrose) pseudoinverse of A (the arithmetics of pseudoin-
verses can be found in Ref. [34]).
According to Eq. (3.4), given a set of reconstruction operators Θξ, the scaled MSE




|Θξ〉〉pξ〈〈Θξ| − |ρ〉〉〈〈ρ|. (4.1)
Lemma 4.1 applied to
(|Θ1〉〉p1/21 , |Θ2〉〉p1/22 , . . .) and (|Π1〉〉p−1/21 , |Π2〉〉p−1/22 , . . .) yields








is also called the frame superoperator, which generalizes the definition in Eq. (3.1).
The inequality is saturated if and only if the reconstruction operators are of the form
|Θξ〉〉 = p−1ξ F(ρ)−1|Πξ〉〉, (4.4)
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in which case we have
C(ρ) = F(ρ)−1 − |ρ〉〉〈〈ρ|, E(ρ) = Tr{F(ρ)−1}− tr(ρ2). (4.5)
Meticulous readers may have noticed that the optimal reconstruction operators de-
pend on the true state, which is usually unknown. To remedy this problem, we may
replace the true state in the above formulas with an estimator that derives from another
reconstruction scheme, canonical reconstruction for instance.
When ρ is the completely mixed state, Eq. (4.3) reduces to Eq. (3.1), and it follows
that the set of canonical reconstruction operators is optimal, as are the MSE matrix
and the MSE associated with the canonical reconstruction. The above analysis implies
that the canonical reconstruction is optimal in minimizing the WMSE averaged over
unitarily equivalently true states as long as the weight matrix is independent of the
true state. When the weight matrix is a constant, our study reproduces the conclusion
of Scott [244] (see Sec. 3.2.1).
For the convenience of subsequent discussions, several basic properties of the frame
superoperator and the optimal reconstruction operators are listed below,
F(ρ)|ρ〉〉 = |1〉〉, F(ρ)−1|1〉〉 = |ρ〉〉, (4.6a)
tr(Θξ) = 1, (4.6b)∑
ξ
tr(Πξ)Θξ = 1. (4.6c)
Equation (4.6a) follows from the definition of F(ρ); Eq. (4.6b) can be derived by multi-
plying both sides of Eq. (4.4) with 〈〈1| and applying Eq. (4.6a); Eq. (4.6c) follows from
the assumption
∑
ξ |Θξ〉〉〈〈Πξ| = I and holds for any set of reconstruction operators,
regardless whether it is optimal or not.
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According to Eqs. (4.5) and (4.6a), |1〉〉 is a null eigenvector of C(ρ); that is, C(ρ) is
supported on the space of traceless Hermitian operators. Define






Then one can show by virtue of Eq. (4.6) that C(ρ)F¯(ρ) = I¯, which implies that C(ρ)
is the inverse of F¯(ρ) in the space of traceless Hermitian operators,
C(ρ) = F¯(ρ)−1, E(ρ) = Tr{F¯(ρ)−1}. (4.8)
Comparison with Eq. (4.5) yields a simple but useful formula,
F¯(ρ)−1 = F(ρ)−1 − |ρ〉〉〈〈ρ|. (4.9)
In the rest of this section, we briefly discuss the problem of state reconstruction when
the measurement is not IC. This problem is also relevant to studying informationally
overcomplete measurements, such as mutually unbiased measurements, since many of
them are convex combinations of informationally incomplete measurements.
For an informationally incomplete measurement, it is generally impossible to infer
the true state accurately even if the sample size is arbitrarily large. Nevertheless, the
projection of the true state onto the reconstruction subspace, the space spanned by
the Πξs, can be determined exactly in the asymptotic limit. Let ρR and CR(ρ) be the
projections of the true state and the MSE matrix onto the reconstruction subspace.
Then
CR(ρ) ≥ F(ρ)+ − |ρR〉〉〈〈ρR| = F¯(ρ)+. (4.10)
The inequality is saturated if and only if the reconstruction operators are given by
|Θξ〉〉 = p−1ξ F(ρ)+|Πξ〉〉, (4.11)
when restricted to the reconstruction subspace.
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To illustrate the above idea, let us consider a rank-one projective measurement for
example. Noticing that the Πξs are orthogonal projectors and ρR =
∑











4.2.2 Connection with the maximum-likelihood method
To see the connection between the optimal reconstruction scheme presented in the
previous section and the ML method [152, 208] (see Sec. 2.4.2), it is convenient to adopt
the affine parametrization in Eq. (2.19). According to Sec. 2.5, the Fisher information






= 〈〈Ej |F(ρ)|Ek〉〉 = 〈〈Ej |F¯(ρ)|Ek〉〉. (4.13)
Therefore, the frame superoperator F¯(ρ) is essentially the Fisher information matrix in
disguise, and state reconstruction with optimal reconstruction operators is equivalent
to the ML method in the large-N limit. Recall that the MSE matrix of any unbiased
estimator is lower bounded by the inverse of the Fisher information matrix and that the
lower bound can be saturated asymptotically with the ML estimator [68, 93, 94, 224]
(see Sec. 2.5).
Alternatively, we can elucidate this point by inspecting the likelihood functional in






fξ ln pξ ≈
∑
ξ














Suppose the likelihood functional is maximized at θ˜. Let ∆θ = θ − θ˜; then
1
N
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where c is a constant. Again, F¯(ρ) plays the role of the Fisher information matrix.
Compared with the ML method, our approach is free from the distraction due to
the parametrization, which is somehow arbitrary, and is thus often easier to work with.
It is also illustrative of the differences between linear state reconstruction and optimal
state reconstruction. In addition, it is well suited for studying adaptive measurements,
as we shall see in Chapter 5. The drawback of our approach is that the optimal
reconstruction operators need to be chosen adaptively, and it is not easy to take into
account naturally the positivity constraint on the density operators. Depending on the
situation, one alternative may be more suitable than the other, and a judicious choice
may greatly simplify the discussion.
4.3 Quantum state estimation with mutually unbiased
measurements
Two bases {|ψj〉} and {|φj〉} are mutually unbiased if all the transition probabilities
|〈ψj |φk〉|2 across their basis elements are equal to 1/d [83, 155, 272]. In a d-dimensional
Hilbert space, there exist at most d+1 MUB; such a maximal set, if it exists, is called
a complete set of MUB. When d is a prime power, a complete set of MUB can be
constructed explicitly [83, 155, 272]; all known constructions rely on the existence of
Galois fields, which admit no generalization to any other dimension. It is believed
that no complete set of MUB can exist for any dimension that is not a prime power,
although no rigorous proof is known even for dimension 6, the smallest candidate. Since
their discovery, MUB have found numerous applications, such as in the determination
of quantum states, in the study of quantum kinematics, and in the construction of
generalized Bell states (see Ref. [83] for a review).
Two (rank-one) projective measurements are mutually unbiased if their measure-
ment bases are mutually unbiased. Such measurements are particularly interesting
because of their optimality properties for quantum state estimation. According to
parameter counting, d+1 projective measurements are needed for a complete determi-
nation of a d-level quantum system. Wootters and Fields showed that complete sets of
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mutually unbiased measurements are optimal in the sense of maximizing the informa-
tion gain [272]. Recently, Baier and Petz further demonstrated that such measurements
are optimal in minimizing the determinant of the MSE matrix [21]. However, it is not
known whether they are optimal in minimizing the MSE, which is much more prevalent
as a figure of merit, although the MSE itself has been determined by Embacher and
Narnhofer [88] (see also Ref. [227]).
In this section, we show that mutually unbiased measurements are optimal in min-
imizing the MSE averaged over unitarily equivalent true states. We then reveal an
interesting connection between SIC POMs and MUB with a state-estimation problem.
Consider state estimation using d + 1 projective measurements {Πjk}k, each with
probability pj , where the Πjks (j = 0, 1, . . . , d; k = 1, 2, . . . , d) for given j are normal-











where pjk = tr(ρΠjk). Let v denote the row vector of the d2−1 eigenvalues of F¯(ρ)1 and
vj of the d−1 nonzero eigenvalues of F¯j(ρ). Then the vector v′ := (p0v0, p1v1, . . . , pdvd)
derived from the vjs is majorized by v according to Theorem G.1.b in page 242 of
Ref. [188]; moreover, the equality v′↓ = v↓ is attained if and only if all the Fisher
information matrices F¯j have mutually orthogonal supports or, equivalently, if the
d+ 1 measurement bases are mutually unbiased. Consequently, we have

















and the bound is saturated if and only if the measurements are mutually unbiased since
the trace of the inverse of a matrix is strictly Schur convex in its eigenvalues [30, 188].
For mutually unbiased measurements, the scaled MSE matrix and the reconstruc-
1For operators that are supported on the space of traceless Hermitian operators, the null eigenvector
|1〉〉 and the corresponding eigenvalue are omitted for simplicity.
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k=1 pjkΠjk is the projection of ρ onto the jth reconstruction subspace.



















≥ (d+ 1)[d− tr(ρ2)], (4.19)
where we have applied the formula p2jk = [1 + tr(ρ
2)]/[d(d + 1)]. The lower bound is
saturated if and only if all d+1 bases are selected with the same probability 1/(d+1).
In that case, the scaled MSE is unitarily invariant [88],
E(ρ) = E(ρ) = (d+ 1)[d− tr(ρ2)], (4.20)






jk = 1 + tr(ρ
2), noting that a complete
set of MUB forms a 2-design [167, 232, 244] (see Appendix B). Therefore, mutually
unbiased measurements are optimal not only in minimizing the average MSE but also in
the minimax sense. Similar analysis also applies to other figures of merit that are either
Schur convex or Schur concave in the eigenvalues of the MSE matrix. For example, the
average volume of the uncertainty ellipsoid, as quantified by ln detC(ρ), is minimized
by mutually unbiased measurements.
A lower MSE than Eq. (4.20) can be achieved if adaptive measurements are acces-
sible. Suppose we can rotate the set of MUB simultaneously and vary the probability

















d2 − d)2, (4.21)
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jk satisfy the set of constraints 1 − tr(ρ2) ≤ aj ≤ 1 − 1/d
and
∑d








; the second one if a0 = 1 − tr(ρ2) and a1 = a2 · · · = ad = 1 − 1/d.
In the optimal measurement scheme, the eigenbasis of ρ is measured with the least
probability, and the remaining d bases are measured with an equal probability.
Compared with the MSE achieved by a SIC POM [244] (see Sec. 3.2.2), the MSE
achieved by mutually unbiased measurements with equal probability is slightly smaller.
With optimal state reconstruction, MUB are more efficient than SIC POMs, in contrast
with the scenario in linear state reconstruction. A common nice feature of the two
measurement schemes is that their MSEs are unitarily invariant; a measurement with
this property is called a balanced measurement. The property of balance of mutually
unbiased measurements is crucial to the introduction of the operationally invariant
information by Brukner and Zeilinger [46]. It is also a desirable feature in representing
quantum states with probabilities [269, 270].
Surprisingly, SIC measurements and complete sets of mutually unbiased measure-
ments are the only known balanced measurements with finite rank-one outcomes, as-
suming that no two outcomes are proportional to each other. The covariant measure-
ment is another example of balanced measurements if we allow an infinite number of
outcomes, but this example is not so interesting. To appreciate the difficulty of con-
structing balanced measurements, it is worth noting that a convex combination of two
balanced measurements is generally not balanced (see Sec. 4.5 for examples), contrary
to the intuition of many people.
Conjecture 4.2 A rank-one IC measurement with finite number of outcomes is bal-
anced if and only if it is a SIC POM or it is composed of a complete set of mutually
unbiased measurements with equal probability.
This conjecture picks SIC POMs and MUB as the only solutions to a state-estimation
problem. It would be really remarkable if they can be connected in such a peculiar
manner.
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4.4 Efficiency of covariant measurements
In this section we investigate the efficiency gap between minimal IC measurements and
informationally overcomplete measurements, as well as the limitation of nonadaptive
measurements. As we shall see shortly, covariant measurements play a crucial role in
understanding the efficiencies of informationally overcomplete measurements, although
it is not practical to implement them. Previously, most studies on covariant measure-
ments focused on pure-state models [130].
Suppose F¯1(ρ) and F¯2(ρ) are the Fisher information matrices of two given IC mea-
surements. If the two measurements are performed with probabilities p1 and p2 = 1−p1,
then the Fisher information matrix is a convex combination,
F¯(ρ) = p1F¯1(ρ) + p2F¯2(ρ). (4.22)
Noticing the operator convexity of the function 1/x over the interval (0,∞), we have
C(ρ) ≤ p1C1(ρ) + p2C2(ρ), E(ρ) ≤ p1E1(ρ) + p2E2(ρ), (4.23)
which implies that E(ρ) ≤ p1E1(ρ) + p2E2(ρ). In particular, E(ρ) ≤ E1(ρ) = E2(ρ)
if the two given measurements are unitarily equivalent. In other words, the average
MSE never increases by combining unitarily equivalent measurements. Therefore, it is
minimized by the covariant measurement. By the same token, so is the average WMSE
based on any unitarily invariant distance, such as the Bures distance.






where Πψ = |ψ〉〈ψ| and dµ(ψ) is the normalized Haar measure. To illustrate the
dependence of F(ρ) and E(ρ) on the true state, we shall consider those states that are
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, 1 ≤ r ≤ d− 1, 0 ≤ s ≤ 1. (4.25)

















where Ejk = |j〉〈k| [see Eq. (2.20)] and
Mjk =

(1 + δjk)a if 1 ≤ j, k ≤ r,
(1 + δjk)c if r + 1 ≤ j, k ≤ d,
b otherwise.
(4.27)
The three parameters a = g20, b = g11, and c = g02 are determined by the integral
gjk =
2drΓ(d+ 1)





ds(cosα)2 + r(1− s) , (4.28)

















m− n , u > 0 (4.29)
after replacing (cosα)2 with 1− (sinα)2. The Fisher information matrix F¯(ρr(s)) has
the same form as F(ρr(s)), except that M is replaced by M¯ := I¯MI¯.
Calculation shows that M¯ has r − 1 eigenvalues equal to a, d − r − 1 eigenvalues
equal to c, and one eigenvalue equal to
β =
(r + 1)(d− r)a+ r(d− r + 1)c− 2r(d− r)b
d
. (4.30)
Note that Ejk for j 6= k is an eigenvector of F and F¯ , and that the common eigenvalue
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Figure 4.1: The scaled MSE (with respect to the HS distance, left plot) and the scaled
MSB (right plot) of the covariant measurements when the true states have the form
in Eq. (4.25) with r = 1 and d = 2, . . . , 6 (from bottom to top). For comparison, the
dashed lines in the left plot show the scaled MSE of the optimal linear or minimal
tomography.
is one of the three choices a, b, c depending on the values of j and k. Therefore, F¯ has
four distinct eigenvalues a, b, c, and β with multiplicities r2− 1, 2r(d− r), (d− r)2− 1,
and 1, respectively.
































where λ1 = (s/r) + (1− s)/d and λ2 = (1− s)/d are the two distinct eigenvalues of ρ.
Figure 4.1 illustrates the scaled MSE and MSB in the case r = 1 and d = 2, 3, 4, 5, 6.
Compared with linear state tomography or minimal state tomography, optimal state
estimation with covariant measurements can improve the efficiency significantly when
the true state has a high purity. Nevertheless, the efficiency is still too limited to be
satisfactory when the scaled MSB is chosen as the figure of merit.
As s approaches unity, ρr(s) turns into a subnormalized projector of rank r. When
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r ≥ 2, the three parameters a, b, c have well-defined limits a = r/(r + 1), b = 1, c =
r/(r − 1), and so does the MSE,






When r = 1, the parameters a and b still have well-defined limits, whereas c diverges
as ln[d/(1− s)]. The formula for the MSE is still applicable, except that the derivative
of E(ρr(s)) with respect to s can diverge. In the pure-state limit, the scaled MSE
2(d − 1) achieved by the covariant measurement is equal to the corresponding value
for the pure-state model. Furthermore, it is minimal not only in the Bayesian sense
but also in the pointwise sense since it saturates a quantum analog of the CR bound
[130, 193]. Compared with the scaled MSE d2+d−2 [see Eq. (3.12)] that is achievable
with the optimal linear state tomography, it is smaller by (d+ 2)/2 times.
In sharp contrast, the scaled MSB diverges in the limit s → 1. This seemingly
surprising phenomenon can be explained as follows: The entries of F¯ are either finite
or logarithmically divergent in this limit, while the entries of the weight matrix diverges
much more quickly according to Eq. (A.9). Recalling that the covariant measurement
minimizes the average scaled MSB among all nonadaptive measurements, we conclude
that the average scaled MSB diverges at the boundary of the state space for all non-
adaptive measurements. From the Bayesian perspective, our analysis implies that the
MSB generally decreases more slowly than the scaling law 1/N that is expected from
common statistical consideration. For single qubit, this phenomenon was noticed in
Ref. [20]. The same conclusion also holds for any WMSE based on a monotone Rieman-
nian metric since the Bures metric is minimal among all such metrics [30, 216, 219].
This observation reveals a severe limitation of nonadaptive measurements and motivates
us to study adaptive measurements, which is the main subject matter of Chapter 5.
In the pure-state limit, the scaled MSE matrix can be determined based on
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(|E+1j〉〉〈〈E+1j |+ |E−1j〉〉〈〈E−1j |), (4.34)







(xj − iyj)|1〉〈j|+ (xj + iyj)|j〉〈1|
]
, (4.35)
where xj , yj follow a 2(d − 1)-dimensional standard isotropic Gaussian distribution.








/2, its trace norm is
proportional to the HS norm; namely, ‖∆ρ‖tr=‖∆ρ‖HS /
√












In contrast to the result achievable with linear or minimal tomography [see Eq. (3.20)],
it is approximately smaller by a factor of 4d/3pi when d À 2. The improvement
of informationally overcomplete measurements is more dramatic compared with the
scenario in which the MSE serves as the figure of merit.
4.5 Informationally overcomplete measurements on the
two-level system
In this section, we study the efficiencies of the covariant measurement and measure-
ments constructed out of platonic solids in qubit state estimation. There are already
many studies on this subject [51, 183, 226], but most theoretical works are based on
numerical calculations. We have derived several analytical results for linear state to-
mography in Sec. 3.3.4 (see also Ref. [281]). Here we shall focus on optimal state
reconstruction.
Suppose the qubit state is parameterized by the Bloch vector s = (x, y, z). Then
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the parameters a, b, c in Eq. (4.26) and β in Eq. (4.30) are given by
a =
2s(−1 + 2s) + (1− s)2 ln(1+s1−s)
4s3
, b =











The Fisher information matrix of the covariant measurement takes on the form
F¯(ρ) = bI¯+ 1
2
(β − b)|s · σ〉〉〈〈s · σ|. (4.38)




[bI3 + (β − b)ss]. (4.39)




−2s+ ln(1+s1−s) + 4s
3
2s+ (−1 + s2) ln(1+s1−s) ,
ESB(ρ) = s
3
2(1− s2)[−2s+ ln(1+s1−s)] + 2s
3
2s+ (−1 + s2) ln(1+s1−s) .
(4.40)
The scaled MSB diverges in the pure-state limit, as explained in Sec. 4.4.
Following the convention in Sec. 3.3.4, to each platonic solid inscribed on the Bloch
sphere, there corresponds a measurement. The scaled MSEs of the measurements
constructed from the tetrahedron, octahedron, and cube are respectively given by








ECube(ρ) = 27− 18s
2 + s4 + 2(x4 + y4 + z4)
2(3− s2) .
(4.41)
Here we assume that the octahedron and the cube take the standard orientation, and
the tetrahedron is inscribed on the cube. The MSE is unitarily invariant for the SIC
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Figure 4.2: Left plot: The average scaled MSE (with respect to the HS distance) in
qubit state estimation with the SIC, MUB, cube, and covariant measurements (from top
to bottom). The scaled MSE of the optimal adaptive strategy [88, 107, 129, 137] is also
shown for comparison. Right plot: Uncertainty ellipses of the marginal distributions on
the x-z plane of the Bloch ball associated with mutually unbiased measurements on 300
copies of the true states. The canonical reconstruction and the optimal reconstruction
are compared. The optimal reconstruction reduces the size of the uncertainty ellipses
at the prize of losing the covariance property.
(tetrahedron) measurement and the MUB (octahedron) measurement, as mentioned in
Sec. 4.3. This is not the case for the cube measurement, although it is a combination of
two tetrahedron measurements and is seemingly more symmetric than a single tetrahe-
dron measurement. This observation provides some evidence in favor of Conjecture 4.2.
For given s, the minimal scaled MSE (9− s2)(9− 5s2)/6(3− s2) is attained when s is
parallel to one of the diagonals of the cube, and the maximum 3(3− s2)/2 is attained
when s is parallel to one of the axes. The average is (135 − 90s2 + 11s4)/10(3 − s2).
The formulas for the MSEs of the dodecahedron measurement and icosahedron mea-
surement are too complicated to convey a clear meaning; suffice it to mention that the
MSEs are not unitarily invariant in both cases, as in the case of the cube measurement.
The left plot of Fig. 4.2 shows the average scaled MSEs in qubit state estimation
with the SIC, MUB, cube, and covariant measurements in conjunction with the optimal
state reconstruction (without considering the correction due to the boundary). The
efficiencies of the MUB, cube, and covariant measurements are higher than that of the
SIC measurement, in contrast to the scenario in linear state reconstruction, in which
they are equally efficient. Comparison with the MSE achieved by the optimal adaptive
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strategy [88, 107, 129, 137] shows that the covariant measurement is almost optimal
in the pointwise sense. However, it should be noted that this is generally not the case
with respect to other figures of merit, such as the MSB. Also, the situation can be very
different beyond the two-level system, as we shall see in Chapter 5.
To visualize the difference between the canonical reconstruction and the optimal
reconstruction, let us take the MUB measurement as an example. The scaled Fisher













The scaled MSE matrix for the optimal reconstruction is given by
C(s) = 3 diag(1− x2, 1− y2, 1− z2). (4.43)
It is smaller than the MSE matrix 3I3 − ss for the canonical reconstruction [see
Eq. (3.30)], but is no longer invariant under unitary transformations of the measurement
outcomes. The differences between the two reconstruction methods are clearly reflected
in the uncertainty ellipses, as illustrated in Fig. 4.2. The situation is quite similar for
measurements constructed from other platonic solids, except for the tetrahedron.
4.6 Summary
We have studied optimal state reconstruction in the case of informationally overcom-
plete measurements from the perspective of frame theory and determined the set of
optimal reconstruction operators in the pointwise sense. The resulting reconstruction
scheme was shown to be equivalent to the ML method in the asymptotic limit.
Based on this approach, we proved that, among all choices of d + 1 projective
measurements, mutually unbiased measurements are optimal not only in minimizing
the average MSE but also in minimizing the maximal MSE over unitarily equivalent
true states. In addition, we introduced the concept of balanced measurements, thereby
connecting SIC POMs and MUB in a peculiar way.
75
Chapter 4. The power of informationally overcomplete measurements
Furthermore, we showed that the covariant measurement is optimal among all non-
adaptive measurements in minimizing the WMSE based on any unitarily invariant dis-
tance, including the MSE and the MSB. Informationally overcomplete measurements
can improve the tomographic efficiency significantly when the states of interest have
high purity. Nevertheless, the average scaled MSB diverges at the boundary of the
state space in the large-sample limit. And the same is true for the WMSE based on
any monotone Riemannian metric as long as the measurement is nonadaptive. On the
one hand, this observation breaks down the intuitive belief that states with high purity
are easier to estimate than those with low purity. On the other hand, it motivates the
study of more sophisticated estimation strategies based on adaptive measurements and
collective measurements, which are the highlights of the next two chapters.
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Optimal state estimation with
adaptive measurements
5.1 Introduction
A good state-estimation strategy entails judicial choices on both measurement schemes
and data processing methods. Given the measurement results, the optimization of data
processing is basically a subject of classical statistical inference, although due modifi-
cations are necessary to account for additional constraints, such as the positivity of the
density matrices. When the sample is reasonably large, the quality of the estimator is
usually quantified by the MSE matrix, which is determined by the Fisher information
matrix [94] through the Cramér–Rao (CR) bound [68, 224].
The main challenge in quantum state estimation is to devise the measurements that
yield the most information. The set of accessible measurements is usually determined
by experimental settings as well as basic principles of quantum mechanics. The simplest
choices are independent and identical measurements studied in Chapters 3 and 4; more
sophisticated choices, such as adaptive measurements and collective measurements, are
the focus of this chapter and the next chapter. The importance of studying these al-
ternatives can be explicated in three aspects. First, as we have seen in Chapter 4,
nonadaptive measurements are quite inefficient in many scenarios; adaptive measure-
ments and collective measurements are generally much more efficient, as we shall see
later. Thanks to the advance of technology, adaptive measurements have already been
realized in experiments [15, 143], and certain collective measurements are also accessible
to present experimentalists. Therefore, these measurements are promising alternatives
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for reducing quantum resources in practice. Second, the choice of measurements is
the main difference between quantum state estimation and classical state estimation,
which underlies the difference between quantum information processing and classical
information processing. A better understanding of these measurements can help elu-
cidate the peculiar features of quantum information processing. Third, the efficiencies
of these more sophisticated measurements embody the characteristics of quantum me-
chanics, and thus can serve as a window for inspecting foundational issues, such as the
complementarity principle, the uncertainty relations, and the geometry of quantum
states.
The development of quantum estimation theory has had a convoluted journey. In
the late 1960s, Helstrom [139, 140, 141, 142] derived quantum analogs of the Fisher
information matrix and the CR bound based on the symmetric logarithmic derivative
(SLD) and solved the optimization problem in the one-parameter setting, in which
case the bound is tight. It turns out that the local optimal estimation strategies can be
realized with only individual measurements. To achieve the global optimal performance,
it suffices to implement the local optimal measurements after a localization procedure,
following the spirit of two-step adaptive schemes [28, 107, 202]. Therefore, collective
measurements do not help in the one-parameter setting in the asymptotic limit. Note
that the quantum Fisher information matrix is additive. Incidentally, Braunstein and
Caves [45] later showed that the optimal estimation strategy defines a statistical metric
in the state space that is equivalent to the Bures metric, in the same sense as the optimal
strategy in classical statistical inference defines the Fisher-Rao metric in the probability
simplex [63, 94, 224, 268]. Similar ideas also played a crucial role in studying general
monotone Riemannian metrics on the state space [30, 216, 219].
The problem in the multiparameter setting turned out to be much more challeng-
ing. The SLD bound generally cannot be saturated since the optimal measurements
corresponding to different parameters are usually incompatible. As a consequence, it
is quite difficult to determine the optimal estimation efficiency with either separable
measurements or collective measurements, not to say their efficiency gaps. Great ef-
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forts have been directed to find better lower bounds for the MSE, notable examples
including the RLD bound [274], the Holevo bound [147], and the Nagaoka bound [201].
Unfortunately, these bounds generally cannot be saturated under separable measure-
ments; actually they are often quite loose, as we shall see later. The optimal estimation
strategies are known only for a few special examples, such as estimating the complex
amplitude of a coherent signal in the Gaussian noise [274], the mean values of Gaussian
states [147], and the states of the two-level system [107, 129].
To devise a good estimation strategy, it is indispensable to take into account the
information trade-off among different parameters. About a decade ago, a promising step
along this direction was initiated by Gill and Massar [107], who introduced an inequality
about the Fisher information matrix, which succinctly summarizes such trade-off. In
a sense, the Gill–Massar (GM) inequality generalizes the one derived by Englert [90]
concerning the fringe visibility and the which-way information, which is a quantitative
manifestation of the complementarity principle [41]. By means of this inequality, they
derived a general lower bound, the GM bound, for the WMSE that is applicable to
all separable measurements on a d-level system. In the case of a two-level system,
the GM bound was shown to be tight [107], in agreement with the earlier analysis of
Hayashi [129]. In general, however, little is known whether the bound is attainable or
not, which is the main motivation behind the present study.
In this chapter, we investigate the optimal estimation strategies and the optimal
efficiency with adaptive measurements. Since we are concerned with the large-sample
scenario, the optimal estimation strategies usually can be realized with two-step adap-
tive schemes [28, 107, 202]. Therefore, our main task is to devise the local optimal
measurements and determine the corresponding efficiency.
We first give an alternative derivation of the GM inequality, which is much simpler
than the original one. Explicit formulas of the GM bounds for the MSH and the MSB
are also calculated, followed by a detailed discussion about their general properties.
We then introduce a new optimization paradigm for minimizing the WMSE based on
a unitarily invariant distance, which reduces the optimization domain from the set of
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POMs to the set of Fisher information matrices. In this way, the dimension of the
parameter space decreases considerably, and the nonconvexity involved in traditional
optimization procedures is avoided. Based on this approach, we prove that the GM
bound for the MSB can be saturated approximately within a factor of two by construct-
ing an explicit measurement scheme. We also show by numerics that the GM bounds
for both the MSB and the MSH, especially for the latter, are nearly tight. Finally, we
compare the tomographic efficiencies of adaptive strategies with that of nonadaptive
ones and discuss the implications of our study1.
5.2 Quantum Fisher information and quantum CR bound
Suppose the state ρ(θ) of a given quantum system is characterized by a set of parameters
θ1, θ2, . . . , θg. To determine the values of these parameters, we may perform generalized
measurements and construct an estimator based on the outcome statistics. Once a
measurement with outcomes Πξ is chosen, it is well known in statistical inference that
the MSE matrix of any unbiased estimator is lower bounded by the inverse of the
Fisher information matrix and that the bound can be saturated asymptotically with
the ML estimator [68, 93, 94, 224]. This lower bound induces a lower bound for the
WMSE given any weight matrix. To achieve the minimal WMSE, we need to optimize
the Fisher information over all possible measurements, which is generally very difficult.
A major achievement in quantum estimation theory is the introduction of quantum
analogs of the Fisher information matrix and the CR bound, which set a lower bound
for the WMSE of any unbiased estimator [139, 141, 147].
5.2.1 One-parameter setting




[ρ(θ)L(θ) + L(θ)ρ(θ)] (5.1)
1We are grateful to Masahito Hayashi for stimulating discussions on quantum estimation theory.
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is called the SLD of ρ(θ) with respect to θ [141, 147]. By definition, the SLD satisfies
tr{ρ(θ)L(θ)} = 0 and
tr{ρ′(θ)A} = < tr{ρ(θ)L(θ)A} = < tr{ρ(θ)AL(θ)} (5.2)
for any Hermitian operator A.
The SLD (quantum) Fisher information is defined as [141, 147]
J(θ) = tr{ρ(θ)L(θ)2}. (5.3)
It is a quantum analog of and, meanwhile, a tight upper bound for the Fisher infor-
mation I(θ), as first demonstrated by Helstrom [139, 141]. In conjunction with the
classical CR bound [68, 224], the inverse SLD Fisher information sets a lower bound
for the MSE of any unbiased estimator, which is known as the SLD quantum CR bound,




















tr{ρLΠξL} = tr(ρL2) = J(θ), (5.4)
where the first inequality follows from Eq. (5.2), and the second one from the Cauchy–
Schwarz inequality. The first inequality is saturated if each Πξ commutes with L,
and the second one if each Π1/2ξ is proportional to Π
1/2
ξ L(θ). The two inequalities
are saturated simultaneously by measuring the observable L(θ). Therefore, the SLD
bound in the one-parameter setting can be saturated locally by optimal individual
measurements in conjunction with MLE [45, 141, 147].
The optimal measurements corresponding to different parameter values are gen-
erally incompatible since the corresponding SLDs are not commutative. As a con-
sequence, it is generally impossible to devise a measurement that is optimal for all
parameter values. Nevertheless, this goal can be achieved in the large-N limit with a
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simple two-step adaptive strategy [28, 132, 136, 202]. The basic idea can be sketched
as follows. In the first step, we can perform a generic IC measurement on c
√
N copies
of the true state ρ(θ) for some constant c and compute the ML estimator according to
the measurement statistics. In the second step, we perform the optimal measurement
with respect to the estimator on the remaining N − c√N copies and compute the ML
estimator again. The final estimator thus obtained can approximately saturate the
SLD bound at each point.
In addition to its application in quantum estimation theory, the quantum Fisher
information also plays an important role in studying the geometry of quantum states
[30, 45, 216, 219]. For example, Braunstein and Caves [45] showed that the SLD Fisher
information allows defining a statistical distance in the state space that is equivalent
to the Bures distance [see Eq. (A.9)],




This equation endows the infinitesimal Bures distance with a clear operational meaning.
The basic idea of their approach had been applied to studying the geometry on the
probability simplex [63, 94, 224, 268].
In the rest of this section, we present an alternative formulation of the SLD bound in
terms of superoperators, whose merit will become more obvious in the multiparameter
setting. Let A be an arbitrary Hermitian operator, define superoperator R(ρ) by the




note that the definition is independent of the parametrization of ρ. Alternatively, R(ρ)





(|Ejl〉〉ρjk〈〈Ekl|+ |Elk〉〉ρjk〈〈Elj |). (5.7)
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Define
J (ρ) = R−1(ρ), J¯ (ρ) = I¯J (ρ)I¯. (5.8)
Then J¯ (ρ) and J (ρ) satisfy a similar relation as do F¯(ρ) and F(ρ) [see Eq. (4.9)],
J¯ −1(ρ) = J −1(ρ)− |ρ〉〉〈〈ρ| = R(ρ)− |ρ〉〉〈〈ρ|. (5.9)
This equation implies the concavity of J¯ −1(ρ) in ρ, that is,
J¯ −1(xρ1 + (1− x)ρ2) ≥ xJ¯ −1(ρ1) + (1− x)J¯ −1(ρ2), 0 ≤ x ≤ 1. (5.10)
Note that J −1(ρ) is linear in ρ and |ρ〉〉〈〈ρ| is convex.
In terms of the superoperators introduced above, the SLD and the SLD quantum
Fisher information can be written as
|L〉〉 = J (ρ)|ρ′〉〉, J = 〈〈ρ′|J (ρ)|ρ′〉〉 = 〈〈ρ′|J¯ (ρ)|ρ′〉〉. (5.11)
The SLD bound for the Fisher information [see Eq. (5.4)] now reads
〈〈ρ′|F¯(ρ)|ρ′〉〉 ≤ 〈〈ρ′|J¯ (ρ)|ρ′〉〉. (5.12)
Since the inequality holds for arbitrary traceless Hermitian operator ρ′, it follows that
F¯(ρ) ≤ J¯ (ρ) or, equivalently, F(ρ) ≤ J (ρ). On the other hand, either of the two
inequalities implies the inequality in Eq. (5.4). Therefore, the SLD bound for the
Fisher information has three equivalent formulations:
I(θ) ≤ J(θ), F¯(ρ) ≤ J¯ (ρ), F(ρ) ≤ J (ρ). (5.13)
A judicious choice from these formulations can greatly simplify the discussion, as we
shall see later.
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5.2.2 Multiparameter setting
When the quantum state is characterized by a set of parameters θ1, θ2, . . . , θg, the
quantum Fisher information takes on a matrix form,







= 〈〈ρ,j |J |ρ,k〉〉, (5.14)
where Lj is the SLD associated with the parameter θj and ρ,j := ∂ρ/∂θj . To simplify
the notation, we have suppressed the explicit dependence on the parameters. As an
immediate consequence of Eq. (5.13), we have I ≤ J as in the one-parameter setting.
However, there is a crucial difference: The upper bound generally cannot be saturated
except when the Ljs commute with each other. Saturating the upper bound means
that the equality uT Iu = uTJu holds for all g-dimensional real vectors u. To this
end, we need to measure all observables of the form
∑g
j=1 Ljuj simultaneously. As a
consequence of the complementarity principle [41], however, it is impossible to measure
two noncommutative sharp observables simultaneously [204].
Given a weight matrix W , the inequality I ≤ J sets a lower bound for the scaled
WMSE tr(WC) for any unbiased estimator,
tr(WC) ≥ tr(WI−1) ≥ tr(WJ−1). (5.15)
The first inequality can be saturated asymptotically with the ML estimator, but the
second one generally cannot be saturated unless the Ljs commute with each other. In
terms of superoperators, the SLD bound reads
Tr(WC) ≥ Tr(WF¯−1) ≥ Tr(WJ¯ −1). (5.16)
This formulation is parametrization independent and is particularly convenient to work
with when the figure of merit is parametrization independent, such as the MSH and the
MSB. In addition, by a suitable choice of W, we may assume without loss of generality
that the number g of parameters is equal to the dimension d2 − 1 of the state space.
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For example, Eq. (5.16) gives rise to the SLD bound for the scaled MSH when
W = I¯,
ESLDSH (ρ) = Tr(J¯ −1) = Tr{R(ρ)} − tr(ρ2) = d− tr(ρ2). (5.17)








The SLD bound in the multiparameter setting can be very loose. When ρ = 1/d, for
example, the bound for either figure of merit is d + 1 times smaller than the value
achievable with optimal individual measurements (see Sec. 4.2). This result should be
anticipated much earlier if we notice that the bound builds on a linear matrix inequality
that is applicable to arbitrary individual measurements. Such an inequality does not
account for the information trade-off among noncommutative observables.
5.3 Gill–Massar trace and Gill–Massar bound
The complementarity principle states that quantum systems possess properties that
are equally real but mutually exclusive [41, 247]. In the quintessential example of the
double-slit experiment, the photons (or electrons) can exhibit either particle behavior or
wave behavior, but the sharpening of the particle behavior is necessarily accompanied
with the blurring of the wave behavior, and vice versa. From the information-theoretic
perspective, this means that an increase in the path information necessarily comes with
a decrease in the fringe visibility, which is precisely quantified by Englert’s duality
inequality [90]. Such information trade-off is not limited to the double-slit experiment.
It presents itself whenever we are trying to extract information about noncommutative
observables, thereby imposing a fundamental limit on the efficiency of quantum state
estimation in the multiparameter setting. In a seminal work, Gill and Massar [107]
derived a simple inequality on the Fisher information matrix that succinctly summarizes
such information trade-off. Based on this inequality, they derived another quantum CR
bound, known as the GM bound, which is applicable to all separable measurements
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on a d-level system and is often much tighter than those bounds known previously.
However, their derivation was quite involved and might leave the impression that the
result is merely a coincidence. Maybe, this is one of the reasons why the importance
of their work has not been fully recognized.
In this section, we propose a concise derivation of Gill–Massar’s result. The GM
bounds for the MSH and the MSB are then calculated explicitly followed by a detailed
explanation about their properties. The discussion in this section pave the way for
constructing optimal measurements to be presented in Sec. 5.4.
5.3.1 Reexamination of the Gill–Massar inequality
The Gill–Massar trace (GMT) [107] is defined as the trace of the product of the Fisher
information matrix and the inverse quantum Fisher information matrix, that is, t(θ) :=
tr{J−1(θ)I(θ)}. Note that it is independent of the parametrization as long as the space
spanned by the ρ,js remains the same. Consider a measurement on a single copy of the
true state. In the one-parameter setting, the GMT is the ratio of the Fisher information
to the maximal Fisher information over all possible measurements, so its maximum is 1.
In general, we can ensure that J(θ) be diagonal with suitable parametrization, then the
trace is the sum of the ratios for respective parameters. If we could perform the optimal
measurements for all parameters simultaneously, then the maximum of the GMT would
equal the number of parameters g, and the absolute maximum would equal d2− 1, the
dimension of the state space. Surprisingly, Gill and Massar [107] showed that the trace
is bounded from above by d− 1.
Theorem 5.1 (Gill–Massar) The scaled GMT of any separable measurement on N
identically prepared d-level systems is bounded from above by d− 1; that is,
tr{J−1(θ)I(θ)} ≤ d− 1. (5.19)
The upper bound is saturated for any rank-one separable measurement when the number
of parameters to be estimated is equal to d2 − 1.
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The inequality in Theorem 5.1, henceforth called the GM inequality, succinctly sum-
marizes the information trade-off in quantum state estimation in the multiparameter
setting, which implies the general impossibility of constructing a measurement that is
optimal for all parameters.
The original proof of Theorem 5.1 was quite involved. Based on the observation in
Sec. 5.2, we can now provide a much simpler proof. Since adding auxiliary parameters
does not decrease the GMT, we can assume that g = d2 − 1 without loss of general-
ity [107]. In addition, locally, the Fisher information matrix achievable with a separable
measurement can be achieved by individual measurements [107, 134]. So it suffices to
prove the theorem for measurements on a single copy of the true state. In terms of
superoperators, the GM inequality amounts to
d− 1 ≥ Tr{J¯ −1(ρ)F¯(ρ)} = Tr{J¯ −1(ρ)F(ρ)} = Tr{J −1(ρ)F(ρ)} − 1, (5.20)
where we have applied Eqs. (4.6) and (5.9) in deriving the last equality. Now Theo-













tr(Πξ) = d. (5.21)
The inequality is saturated if the measurement is rank one.
5.3.2 Gill–Massar bound for the scaled WMSE
Theorem 5.1 imposes a fundamental limit on the efficiency of quantum state estimation
with individual measurements. Let C(θ) be the scaled MSE matrix of any locally
unbiased estimator, then Theorem 5.1 and the classical CR bound imply that
tr{J−1(θ)C−1(θ)} ≤ d− 1. (5.22)
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d− 1 . (5.23)
If the lower bound is saturated, the scaled MSE matrix and the Fisher information
matrix are given by

















C−1W = F¯W = (d− 1)
J¯ 1/2
√






Since J¯ is supported on the space of traceless Hermitian operators, these formulas do
not change with W as long as its restriction on this space does not. This freedom may
be exploited to simplify calculations. When W and J commute, Eqs. (5.23) and (5.24)







d− 1 , C
−1






and so can Eq. (5.25).
In the case of a qubit, Theorem 5.1 implies that I(θ) ≤ J(θ) or, equivalently,
F¯(ρ) ≤ J¯ (ρ). Therefore, the GM bound for the WMSE is at least as strong as the
SLD bound; in fact, it can always be saturated [107]. To see this, suppose that the
eigenbasis of F¯W is composed of the three operators σj/
√
2 for j = 1, 2, 3, where
σj := rj ·σ, and r1, r2, r3 are orthonormal vectors. Let a1, a2, a3 be the corresponding
eigenvalues and s1, s2, s3 the three components of the Bloch vector of the true state
in this basis. Then the GM bound can be saturated by measuring each observable
σj with probability aj(1 − s2j )/2. Note that the desired measurement is composed of
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a complete set of mutually unbiased measurements. The normalization condition is
ensured by Theorem 5.1, given that
J¯ −1(ρ) =̂ 1
2

1− s21 1− s1s2 1− s1s3
−s1s2 1− s22 −s2s3
−s1s3 −s2s3 1− s23
 . (5.27)







( |1 + σj〉〉〈〈1 + σj |)
2(1 + sj)
+









|σj〉〉〈〈σj | = F¯W . (5.28)
In general, little is known whether the GM bound can be saturated or not. In
addition, neither the GM bound nor the SLD bound implies the other; their relative
strengths are determined by the weight matrix. For many figures of merit commonly
adopted in practice, such as the MSH and the MSB, it turns out that the GM bound is
usually much tighter, as we shall see shortly. Incidentally, every rank-one measurement
minimizes the WMSE for certain weight matrix, a simple example beingW = F¯J¯ −1F¯ .
In other words, every rank-one measurement is optimal for some purpose.
5.3.3 Gill–Massar bounds for the mean square Bures distance and
the mean square HS distance
The GM bound for the scaled MSB derives from Eq. (5.25) with W(ρ) = J (ρ)/4 or












(d+ 1)2(d− 1). (5.29)
Interestingly, the bound is independent of the true state. It is saturated if and only if
there exists a measurement such that the Fisher information matrix is equal to
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For a rank-one measurement, this condition amounts to the requirement that F¯(ρ) be
proportional to J¯ (ρ). Literally, this means that all parameters are estimated equally
well (or equally badly) compared with the optimal performance when each parameter
is estimated separately. When ρ is the completely mixed state, the bound can be
saturated according to Sec. 3.2.2; the general situation will be discussed in Sec. 5.4.


















where the λjs are the eigenvalues of ρ, and Λ is a d×dmatrix with Λjk = λjδjk−λjλk. It
is saturated if and only if there exists a measurement that yields the Fisher information
matrix
F¯SH = (d− 1)
√
J¯ (ρ)
Tr{J¯ −1/2(ρ)} . (5.32)
For a rank-one measurement, this condition amounts to the requirement that F¯(ρ) be
proportional to
√





































Following the concavity of J¯ (ρ), the GM bound EGMSH (ρ) is also concave in ρ. To
see this, let J¯1 = J¯ (ρ1) and J¯2 = J¯ (ρ2); then we have




xJ¯ −11 + (1− x)J¯ −12
}1/2]2
≥ x[Tr(J¯ −1/21 )]2 + (1− x)[Tr(J¯ −1/22 )]2
= (d− 1)[xEGMSH (ρ1) + (1− x)EGMSH (ρ2)], 0 ≤ x ≤ 1. (5.34)
As a consequence, EGMSH (ρ) is also Schur-concave in ρ. In particular, it reaches its
maximum (d+1)2(d−1)/d at the completely mixed state and its minimum 2(d−1) at
pure states. In both cases, the bounds can be saturated with the covariant measurement
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according to Secs. 3.2.2 and 4.4. Compared with the SLD bound for the scaled MSH
[see Eq. (5.17)], the GM bound is always tighter; for example, it is two times the SLD
bound for pure states and d+ 1 times for the completely mixed state.
In certain scenarios it is more convenient to group identical eigenvalues of ρ together.
Suppose ρ has n distinct eigenvalues λ1, λ2, . . . , λn with multiplicities d1, d2, . . . , dn,
respectively, where
∑n














where Λ˜ is an n× n matrix with Λ˜jk = λjδjk −
√





































Any state of this form is unitarily equivalent to a convex combination of the completely










|j〉〈j|, 0 ≤ s ≤ 1. (5.38)
Our main interest in these states stems from the extremal property in the case d1 = 1
and d2 = d − 1, as suggested by numerical calculation: For given purity, EGMSH (ρ) is
maximized when all eigenvalues of ρ except the largest one are equal [it can be proved
under the approximation Eq. (5.33)]. These states are, in a sense, the most difficult to
estimate, assuming that the GM bound can be saturated. When d is very large and s
is not very close to 0 or 1, calculation shows that EGMSH (ρ(s)) decreases almost linearly
with the increase of √℘ or s (see Fig. 5.2).
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Numerical calculation also shows that, for a given purity ℘, the bound EGMSH (ρ) is
minimized when all nonzero eigenvalues of ρ are equal except for the smallest one. Such




|1〉〈1|+ λ2|r〉〈r|, 2 ≤ r ≤ d, 1
r
≤ ℘ ≤ 1
















(r − 1)(r℘− 1)).
(5.39)





[r(r − 2) +
√


















(d− 1)℘3 . (5.41)
This bound is roughly proportional to ℘−3 for very low purity and to ℘−1 for interme-
diate purity. For given purity, it is generally much smaller than the bound associated
with the state in Eq. (5.38). It turns out that the bounds for both type of states can be
saturated approximately, as we shall see later. Therefore, the GM bounds are crucial
to understanding the tomographic efficiencies of individual measurements.
5.4 Optimal quantum state estimation with adaptive mea-
surements
The problem of determining the optimal or nearly optimal estimation strategy has been
a central problem in quantum estimation theory since the seminal works of Helstrom
[139, 141] and of Holevo [147]. Although the problem in the one-parameter setting was
solved nearly half a century ago [139], the problem in the multiparameter setting has
largely remained open up to now. The difficulty is deeply rooted in the complementar-
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ity principle, which imposes a fundamental limit on the information trade-off among
noncommutative observables. A concise description of such trade-off was proposed by
Gill and Massar [107], as discussed in the previous section, still little is known about
the optimal estimation strategy as well as its efficiency gap from the GM bound.
In this section, we propose a general recipe for constructing optimal measurements
with respect to the WMSE based on any unitarily invariant distance, such as the HS
distance or the Bures distance. In contrast with traditional approaches, our solution
does not need to optimize over the set of POMs directly, which is generally neither
reliable nor efficient because of the nonconvexity and high-dimensionality of the opti-
mization problem. Instead, it builds on a convex optimization procedure over the set
of Fisher information matrices, which can be implemented reliably and efficiently in
many cases of practical interest. Meanwhile, our approach provides a simple framework
for understanding the information trade-off among different parameters. Based on this
approach, we show that the GM bounds for the MSH and the MSB can be saturated
approximately, although not exactly in general. In addition, adaptive strategies can
improve the tomographic efficiency significantly over all nonadaptive ones, especially
when the dimension of the Hilbert space is large or the states of interest have high
purities.
5.4.1 A general recipe
In this section, we consider the problem of minimizing the scaled WMSE
Tr{W(ρ)F¯−1(ρ)} or, equivalently, Tr{W(ρ)F−1(ρ)}, assuming that W(ρ) is covari-
ant. In light of the two-step adaptive scheme described in Sec. 5.2.1, it suffices to look
for the measurement that is optimal locally.
5.4.1.1 Uρ-invariant Fisher information matrices
Let Hj denote the eigenspace of ρ corresponding to the eigenvalue λj and U(Hj) the
unitary group acting on Hj with normalized Haar measure dµj . The stabilizer Uρ of
ρ under the action of U(H) is the direct product of the U(Hj)s and has normalized
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Haar measure dµρ =
∏n
j=1 dµj . Since W(ρ) is invariant under the action of Uρ by
assumption, the Fisher information F(ρ) that minimizes the WMSE can also be chosen
to be invariant; it is necessarily invariant if W(ρ) is positive definite, although the
measurement itself need not be invariant.
Consider a POM with outcomes Πξ = aξ|ψξ〉〈ψξ| (assuming aξ > 0). Each ket
√






ajξ|ψjξ〉, |ψjξ〉 ∈ Hj , ajξ ≥ 0. (5.42)
The normalization condition
∑
ξ Πξ = 1 implies that
∑
ξ
ajξ = dj for all j. (5.43)
Denote by 1j the identity operator on Hj and let pξ = tr(ρΠξ) =
∑n
j=1 λjajξ. The

























Here Erj ,sk = |rj〉〈sk| [see Eq. (2.20)], the |rj〉s form an orthonormal basis of Hj , and
the |sk〉s of Hk.
The matrix F plays the role of the Fisher information matrix and is our focus in this
section. The diagonal entries of F represent the information gain on each eigenspace
of ρ, while the off-diagonal ones on the coherence among different eigenspaces. The
normalization condition Eq. (5.43) imposes n constraints on these entries,
n∑
j=1
λjdjFjk + λkFkk = 1 for k = 1, 2, . . . , n, (5.46)
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which imply, among others, the GM equality
Tr




(djdk + δjkdj)(λj + λk)Fjk = d. (5.47)
Compared with Eq. (5.47), Eq. (5.46) imposes a more stringent information trade-off
among different parameters. As a consequence, only n(n− 1)/2 entries of F are inde-
pendent, and Uρ-invariant Fisher information matrices form a convex set of dimension
n(n− 1)/2.
5.4.1.2 Extremal Fisher information matrices
The extremal points of the set of Uρ-invariant Fisher information matrices are partic-
ularly interesting both for foundational studies and for practical calculations. On the
one hand, they generalize the extremal setting in the double-slit experiment in which
either the maximal path information or the maximal fringe visibility is attained [90].
On the other hand, they are crucial to determining the optimal measurement strategy
in quantum state estimation, as we shall see shortly. In this section we uncover a series
of extremal points that have a clear operational meaning. We believe that they exhaust
all the extremal points and that the set of Uρ-invariant Fisher information matrices
forms a convex polytope.
Let B be a subset of the set of numbers 1, 2, . . . , n and B its complement. Define
HB =
⊕
j∈BHj and dB = Dim(HB) =
∑





(djdk + δjkdj)(λj + λk)Fjk ≤ dB. (5.48)
The upper bound is saturated if and only if
λjFjk = 0 for all j ∈ B, k ∈ B. (5.49)
Whenever a measurement yields the maximal information on the subspace HB, it pro-
vides no information on the coherence between HB and its orthogonal complement.
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Such a measurement can be decomposed into a measurement on the subspace HB and
another one on its orthogonal complement.
When B consists of a single element j, we have
dj
dj + 1
≤ Fjj ≤ 1(dj + 1)λj for j = 1, 2, . . . , n. (5.50)
The upper bound follows from Eq. (5.48); the lower bound follows from the convexity
of the function a2j/(
∑n






λkakξ for all ξ. (5.51)






dj(dj + 1)λjFjj ≤ d, (5.52)









The upper bound in Eq. (5.52) or the lower bound in Eq. (5.53) is saturated if and
only if the measurement can decompose into independent measurements on the respec-
tive eigenspaces Hj . Such a measurement provides the maximal information on each
eigenspace but no information on the coherence among different eigenspaces. By con-







for all j, k, ξ. (5.54)
Literally, this equation means that all outcomes of the measurement are unbiased with
respect to the eigenspaces of ρ, or the eigenbasis of ρ when the eigenvalues are nonde-
generate. Such a measurement yields the maximal information on the coherence among
different eigenspaces but the least information on each eigenspace.
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djdk(λj + λk)Fjk. (5.55)
Then similar reasoning as above yields







j∈B djλj . The upper bound is saturated if and only if the measurement






for all j, k ∈ B and for all ξ. (5.57)
Such a measurement is called B-unbiased.

















The upper bound is saturated if and only if the measurement is B-unbiased for all
B ∈ P, in which case it is called P-unbiased. Remarkably, the Fisher information





if j, k ∈ B for some B ∈P and k = j,
1
λB
if j, k ∈ B for some B ∈P and k 6= j,
0 otherwise.
(5.60)
The Fisher information matrix of aP-unbiased measurement is also calledP-unbiased
and is denoted by FP or FP in superoperator form. According to the above analysis,
it is an extremal point of the convex set of Uρ-invariant Fisher information matrices.
We believe that the converse is also true.
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Conjecture 5.2 Any Uρ-invariant Fisher information matrix is extremal if and only
if it is P-unbiased for some partition P.
This conjecture holds when n = 2 since, in that case, the set of Fisher information
matrices forms a line segment and has only two extremal points.
We emphasize that extremal Fisher information matrices do not necessarily corre-
spond to extremal POMs and vice versa. For example, in the case of a qubit, assuming
that ρ has a nondegenerate spectrum, the Fisher information matrix of any POM com-
posed of the outcomes (1 + rξ · σ)/k is {{1, 2}}-unbiased as long as the rξs constitute
a regular k-polygon on the equator of the Bloch sphere. However, the POM can be
written as a convex combination of projective measurements whenever k is even. On
the other hand, let













then the POM with the four outcomes
3(1 + r1 · σ)
9
,
2(1 + r2 · σ)
9
,
2(1 + r3 · σ)
9
,
2(1 + r4 · σ)
9
(5.62)
is extremal, but the corresponding Fisher information matrix is not.
In the rest of this section, we show that any P-unbiased measurement can be
realized with only finite outcomes. To demonstrate this point, it suffices to consider
the case in which P is the trivial partition, the partition consisting of only one block
B = {1, 2, . . . , n}. When n = 1, any rank-one POM constructed out of a weighted
2-design with a finite number of elements (see Appendix B) satisfies the requirement.
Otherwise, suppose that themj states |ψjξj 〉 form a 2-design onHj . Then a B-unbiased
measurement with 4n−1
∏n
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where ξ = (ξ1, ξ2, . . . , ξn), k = (k2, k3, . . . , kn), and each kj takes on four possible values
0, 1, 2, 3. A drawback of this construction is that the number of outcomes increases
exponentially with the number of eigenspaces. It is desirable to devise an alternative
with polynomial number of outcomes.
In the special case n = 2 and d1 = d2 = 1, we can choose |ψ1〉 = |1〉 and
|ψ2〉 = |2〉, then the {{1, 2}}-unbiased measurement is composed of the four outcomes
Πk = (|Ψk〉〈Ψk|)/2 with |Ψk〉 = (|1〉+ ik|2〉)/
√
2 for k = 0, 1, 2, 3, which can be decom-
posed into the projective measurements associated with σx and σy, respectively. This
construction is not minimal; the minimal candidate consists of three outcomes, which
correspond to the vertices of an equilateral triangle on the equator of the Bloch sphere.
5.4.1.3 Minimizing the WMSE with convex optimization
If Conjecture 5.2 is true, then any Uρ-invariant Fisher information matrix can be writ-





where {xP} is a probability distribution on the set of partitions. In addition, according
to Carathéodory Theorem [3], each Fisher information matrix can be decomposed into
a convex combination of no more than n(n − 1)/2 + 1 terms. Since each P-unbiased
Fisher information matrix can be realized with a finite number of outcomes, so can any
Fisher information matrix of the form in Eq. (5.64).
Given a weight matrix W, then the scaled WMSE takes on the form
EW({xP}) = Tr









Since EW({xP}) is convex in the xPs, its minimum can be determined reliably. If Con-
jecture 5.2 holds, then this minimum is also the minimum achievable by any separable
measurement. It should be noted that Conjecture 5.2 is sufficient but not necessary to
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guarantee this claim. As we shall see shortly, the minimum of EW({xP}) is so close to
the GM bound in many interesting scenarios that it is at least nearly optimal if not
exactly.
When the number of eigenspaces of ρ is small, the minimum of EW({xP}) can be
computed efficiently. As the number of eigenspaces increases, however, the number of
partitions increases exponentially, so exact minimization of EW({xP}) gets inefficient.
A simple recipe for addressing this problem is to group eigenspaces with similar eigen-
values together and to consider only those partitions with respect to coarse-grained
eigenspaces. This strategy is particularly effective for most states of interest in current
experiments, which are nearly pure or have low ranks.
5.4.2 Approximate saturation of the Gill–Massar bound for the MSB
In this section, based on the work of Embacher and Narnhofer [88], we show that
the GM bound for the MSB can be saturated approximately within a factor of two
by constructing an explicit measurement scheme. This scheme provides a dramatic
improvement over any nonadaptive alternative, with which the average MSB always
diverges in the pure-state limit (see Sec. 4.4). Remarkably, the optimal measurement
can be realized with at most 2d types of projective measurements.
Inspired by Ref. [88], we shall construct a measurement from a convex combination
of two measurements: The first one is the projective measurement on the eigenbasis of
ρ, and the second one consists of the following 2d(d− 1) outcomes:
Πjkl =
1




1 ≤ j < k ≤ d, l = 0, 1, 2, 3.
(5.66)
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where Ejj and E±jk are defined in Eqs. (2.20) and (2.21).
If we perform the two measurements with probabilities p1 = 1/(2d − 1) and p2 =
2(d− 1)/(2d− 1), respectively, then the total Fisher information is given by




















2d− 1J . (5.68)
Note that the sum of the first two terms in the parentheses is equal to J . Since F
coincides with J /(2d − 1) in the (d2 − d)-dimensional subspace spanned by the E+jks




(2d− 1)(d2 − d) ≤ ESB ≤ 14(2d− 1)(d
2 − 1), (5.69)







The GM bound is saturated approximately within a factor of two as claimed. The
above measurement scheme can thus improve the tomographic efficiency significantly
over any nonadaptive measurement, for which the scaled MSB diverges in the pure-
state limit. In the case d = 2, the bound is actually saturated, so that the measurement
constructed above is optimal, in agreement with the analysis in Sec. 5.3.2.
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For comparison, the scaled MSH of the measurement satisfies
(2d− 1)(d− 1) ≤ ESH ≤ (2d− 1)(d− tr ρ2). (5.71)
In sharp contrast with the previous scenario, now the performance of the measurement
is usually worse than that of the optimal linear tomography [244] (see Sec. 3.2.2). A
similar phenomenon was also noticed in Ref. [88].
In the rest of this section, following an idea of Embacher and Narnhofer [88], we
show that the same performance as the measurement introduced above can be achieved
by performing 2d−1 types of projective measurements when d is even and that similar
performance can be achieved by performing 2d types of projective measurements when
d is odd. The analysis is closely related to the decomposition of the Fisher information
matrix into P-unbiased Fisher information matrices defined in Sec. 5.4.1.2.
Suppose the eigenvalues of ρ are nondegenerate; then F1 is the unbiased Fisher
information matrix corresponding to the complete partition. When d is even, F2 is an
equal-weight combination of all unbiased Fisher information matrices corresponding to
partitions in which each block has two elements. Remarkably, it is possible to find
a decomposition that contains only d − 1 terms. Any such decomposition essentially
amounts to a solution to the combinatoric problem: Find d − 1 partitions of the set
of numbers 1, 2, . . . , d such that each block has two elements and that every pair of
numbers j, k appears exactly once in a same block. Such a set of partitions is called
mutually exclusive. It is known that there exists a set of mutually exclusive partitions
whenever d is even [88]. When d = 4, for example, the three partitions {{1, 2}, {3, 4}},
{{1, 3}, {2, 4}}, {{1, 4}, {2, 3}} are mutually exclusive. Once d − 1 mutually exclusive






As a consequence, F2 can be achieved by performing 2d − 2 projective measurements
with equal probability, noting that each FPj can be achieved by performing two pro-
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jective measurements with equal probability.
When d is odd, we cannot find a simple decomposition of F2 or F that is indepen-
dent of the eigenvalues of ρ. Fortunately, the alternative F ′ := (F1/d) + (d − 1)F2/d
also approximately saturates the GM bound for the MSB within a factor of two. It can
be written as an equal-weight combination of all unbiased Fisher information matrices
corresponding to partitions in which each block has two elements except for one block
with only one element. Moreover, we can reduce the number of terms in the decompo-
sition to d. To see this, let P ′1,P ′2, . . . ,P ′d be d mutually exclusive partitions of the
set of numbers 1, 2, . . . , d+1. Construct a partitionPj of the set of numbers 1, 2, . . . , d
from P ′j by deleting the element d+ 1 from the block that contains it. Then we have





Therefore, F ′ can be achieved by performing 2d projective measurements with equal
probability.
5.4.3 Degenerate two-level systems
To illustrate the method described in Sec. 5.4.1, in this section we determine the optimal
measurement scheme when the true state has two distinctive eigenvalues. As simple
as it may appear, this example already exhibits many features not present in state
estimation for the two-level system, which are instructive for understanding optimal
state estimation in more complicated scenarios. For concreteness, we choose the MSH
and the MSB as the main figures of merit, but our approach applies equally well to
other figures of merit that are based on unitarily invariant distances. Our study shows
that the GM bounds for the MSH and the MSB can be saturated approximately but
not exactly in general.
When ρ has two distinct eigenvalues, the set of Uρ-invariant Fisher information
matrices has two extremal points, which correspond to the complete partition and the
trivial partition, respectively (see Sec. 5.4.1). The corresponding Fisher information
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Any other Uρ-invariant Fisher information matrix is their convex combination,





















, F12 = x. (5.76)
According to Eqs. (5.50) and (5.53), we have
d1
d1 + 1





≤ F22 ≤ 1
λ2(d2 + 1)
, 0 ≤ F12 ≤ 1. (5.77)
The Fisher information matrix F¯(x) has four distinct eigenvalues F11, F22, F12, and
(1−x)/dλ1λ2 with multiplicities d21−1, d22−1, 2d1d2, and 1; the first three eigenspaces






Given a cost matrix W, to find the optimal estimation strategy, it suffices to mini-
mize the cost function Tr{WF¯−1(x)} over the variable x, which is trivial numerically
since the function is convex. The cost functions for the scaled MSH and the scaled
MSB are obtained when I¯ and J¯ /4 are chosen as cost matrices, respectively,
ESH(x) = λ1(d1 + 1)
2(d1 − 1)
1− λ2d2x +









(d1 + 1)2(d1 − 1)
1− λ2d2x +











5.4. Optimal quantum state estimation with adaptive measurements
For each figure of merit, the minimization of the cost function usually leads to an
order-6 polynomial equation in x. When d1 = 1 (or d2 = 1), the polynomial has order
4 and can be solved analytically; however, the formula is not so informative. In the










4(1− x) . (5.79)
The minimum 2(1 +
√
λ1λ2)2 of ESH(x) is attained when x = 1/(1 +
√
λ1λ2), and the
minimum 94 of ESB(x) is attained when x = 23 . The GM bounds can be saturated for
both figures of merit [107] (see Sec. 5.3.2).
In general, it turns out that the bounds cannot be saturated exactly. According to









According to Eqs. (5.76) and (5.77), this equation cannot be satisfied except when
λ1 = λ2, that is, when the true state is completely mixed. The same conclusion also
holds when d1 = 1 and d2 ≥ 2, in which case the last two equalities in Eq. (5.80)
are still applicable for saturating the GM bound. Therefore, it is generally impossible
to estimate every parameter equally well as compared with the optimal performance
in estimating each parameter independently, which reflects more subtle information
trade-off beyond the qubit setting. To better understand this result, it is instructive










, λ1 + λ2 ≥ 2
d+ 1
, (5.81)
which in turn imply that
1
d+ 1
≤ λj ≤ dj + 1
dj(d+ 1)
for j = 1, 2. (5.82)
There is only a narrow region of choice in which λ1 and λ2 can satisfy these constraints.
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When λ1 > (d1 + 1)/d1(d + 1), F11 is always larger than required for saturating the
GM bound for the scaled MSB, which implies by complementarity that either F12 or
F22 must be smaller than required.
By contrast, a necessary condition for saturating the GM bound for the scaled MSH













This equation generally cannot be satisfied either according to Eqs. (5.76) and (5.77).
Compared with the conditions for saturating the GM bound for the scaled MSB, a
major difference is that the value of F11 (F22) required for saturating the bound for
the scaled MSH is larger (smaller), assuming λ1 > λ2. As a consequence, it is easier to
saturate the bound approximately. This intuition is confirmed by extensive numerical
calculations (see Fig. 5.1) and is instructive to understanding the optimal measurement
schemes with respect to the two figures of merit.
Although the GM bounds for the scaled MSH and the scaled MSB generally cannot
be saturated exactly, numerical calculation shows that they can be saturated approx-
imately, especially for the former. Figure 5.1 shows the minimal scaled MSH and
the minimal scaled MSB when the true states have the form s|1〉〈1| + (1 − s)/d with
d = 2, 5, 10, 15, 20. The minimal MSH decreases monotonically with s, while its gap
from the GM bound first increases and then decreases; the maximal gap is less than
2%. The value of x corresponding to the optimal measurement scheme first decreases
and then increases, except when d = 2, in which case it increases monotonically. Al-
though no simple formula is known for this optimal value, calculation shows that nearly








which is the solution to the second equality in Eq. (5.83). In sharp contrast, the
minimal scaled MSB and its gap from the GM bound increases monotonically with s;
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Figure 5.1: The scaled MSH (left) and the scaled MSB (right) in optimal state es-
timation with adaptive measurements for states of the form s|1〉〈1| + (1 − s)/d with
d = 2, 5, 10, 15, 20. Also shown are the relative gaps between the optimal values and
the GM bounds as well as the values of x corresponding to the optimal measurements.
the maximal gap is less than 15%. The optimal value of x decreases monotonically
with s except when d = 2, in which case it is a constant. In addition, nearly optimal
performance can be achieved with the solution
x =
2
1 + (d+ 1)λ1 + λ2
(5.85)
to the second equality in Eq. (5.80).
In the pure-state limit, the minimal scaled MSH and MSB, as well as the corre-
sponding optimal values of x can be derived analytically; see Appendix D.2 for more
details.
5.4.4 Comparison with nonadaptive schemes
In this section, we compare the performances of the optimal estimation strategies based
on adaptive measurements and those based on nonadaptive measurements. Here we
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Figure 5.2: The minimal scaled MSHs in standard state estimation (Std), state estima-
tion with covariant measurements (Cov), and state estimation with optimal adaptive
measurements (Opt), respectively, for dimensions 3 (upper left), 4 (upper right), 10
(lower left), and 100 (lower right). The performances of the latter two strategies de-
pend on not only the purity but also the spectrum: The curves Cov 1 and Opt 1 are
applicable to the states in Eq. (5.38), while Cov 2 and Opt 2 are applicable to the states
in Eq. (5.39). For comparison, the GM bounds (GMB) for the scaled MSHs are also
plotted. The maximal gaps between the minimal scaled MSHs and the GM bounds are
0.7%, 1.2%, 1.9%, and 2.8% for dimensions 3, 4, 10, and 100, respectively.
assume the validity of Conjecture 5.2 when determining the performance of the optimal
adaptive strategies, but our conclusion is independent of this assumption since the
optimal performance under this assumption is quite close to the GM bound, as we
shall see shortly.
When the scaled MSH is chosen as the figure of merit, our study in Sec. 5.3.3
suggests that, for given purity, the family of states in Eq. (5.38) are most difficult to
estimate, whereas those in Eq. (5.39) are most easy to estimate. This observation is
supported by numerical calculation based on the method described in Secs. 5.4.1 and
5.4.3. Therefore, the scaled MSHs associated with the two family of states can serve as
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Figure 5.3: The minimal scaled MSBs for the covariant strategy and the optimal
adaptive strategy with the same setting as in Fig. 5.2. When the true state becomes
rank deficient, the scaled MSB for the covariant strategy diverges, while that for the
optimal adaptive strategy is discontinuous (see Appendix D.3).
a benchmark for comparing resource requirements. Figure 5.2 shows the minimal scaled
MSHs achievable with the standard strategy [244] (see Sec. 3.2.2), covariant strategy
(see Sec. 4.4), and the optimal adaptive strategy, respectively. With the standard
strategy, the scaled MSH has only a weak dependence on the purity of the true state
and is independent of the spectrum for a given purity. By contrast, the scaled MSHs
for the other two strategies, especially for the adaptive strategy, heavily depend on
the purity and the spectrum. When the dimension is large, the adaptive strategy is
much more efficient than the other two strategies. For states with low rank r ¿ d, the
minimal scaled MSH is approximately equal to 2rd, which is roughly d/2r times smaller
than the value in standard state estimation. Meanwhile, the minimal scaled MSH is
very close to the GM bound. In other words, the tomographic efficiency of the optimal
adaptive strategy is essentially characterized by the GM bound (see Sec. 5.3.3).
Figure 5.3 shows the performances of the covariant strategy and the optimal adap-
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tive strategies with respect to the scaled MSB. We do not know the performance of
the optimal standard strategies; suffice it to point out that it is no better than that
of the covariant strategy. When the true state approaches the boundary of the state
space, the scaled MSB for the covariant strategy diverges as pointed out in Sec. 4.4,
and this problem gets more and more serious as the dimension of the Hilbert space
increases. In contrast, the scaled MSB for the optimal adaptive strategies is finite, and
it is generally quite close to the GM bound. Now, adaptive strategies are crucial to
achieving high efficiency even if the dimension of the Hilbert space is small. However,
special attention is necessary to ensure their robustness since the optimal measurement
schemes and the minimal scaled MSB are strongly state dependent near the boundary
of the state space, as explained in more detail in Appendix D.3.
5.5 Summary and open problems
We have studied the problem of optimal state estimation with adaptive measurements
and proposed a general recipe for constructing optimal measurement schemes with re-
spect to the WMSE based on a unitarily invariant distance. With this recipe, the
optimization problem over POMs is reduced to that over Fisher information matrices,
which greatly reduces the dimension of the parameter space and avoids the nuisance
of nonconvexity in traditional optimization procedures. In addition, our approach pro-
vides a general framework for understanding the role of the complementarity principle
in determining the tomographic efficiency. Furthermore, we showed that the GM bound
for the MSB can be saturated approximately within a factor of two. Our numerical
calculation indicates that the bound is nearly tight for a wide range of figures of merit,
including the MSB and the MSH. In other words, the tomographic efficiencies of optimal
adaptive strategies with respect to many figures of merit are essentially characterized
by the GM bounds.
We further compared the tomographic efficiencies of adaptive schemes with that of
nonadaptive ones and showed that the former can improve the tomographic efficiency
significantly, especially when the dimension of the Hilbert space is large or the states of
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interest have high purities. In many scenarios of experimental interest, even the scaling
behavior of the efficiency with the dimension or the sample size can be improved by
means of adaption. In that case, our study may help reduce resource consumption
considerably.
There are a few open problems that we hope to address in the future.
1. Explore the connection between optimal state estimation and approximate simul-
taneous measurement of noncommuting observables.
2. Prove Conjecture 5.2 or characterize all extremal points of Uρ-invariant Fisher
information matrices.
3. Develop more efficient algorithms for minimizing the WMSE over the set of Fisher
information matrices.
4. Construct an analytical proof that the GM bound for the scaled MSH can be
saturated approximately.
5. Extend our approach to scenarios in which the figure of merit is not unitarily
invariant, especially when the number of parameters of interest is much smaller
than the dimension of the state space.
6. Investigate the optimal adaptive strategies in the case of limited sample size;




Quantum state estimation with
collective measurements
6.1 Introduction
Collective measurements, which are often characterized by the use of quantum entan-
glement, are the most general measurements allowed by quantum mechanics. Their
application to quantum state estimation is of paramount interest not only for reducing
resource consumption in practice but also for understanding the distinctive features of
quantum information processing as compared with classical information processing.
The problem of whether collective measurements can extract more information than
individual measurements was first posed by Peres and Wootters [214] in the early 1990s.
A positive answer was given by Massar and Popescu [191], who studied optimal esti-
mation of qubit pure states based on the Bayesian approach. The same conclusion was
later obtained for qubit mixed-state models [19, 20, 254, 259] and pure-state models
in higher dimensions [49, 128]. In the large-sample limit, the CR approach is generally
more suitable for investigating the efficiency gap. It turns out that separable measure-
ments suffice to achieve the optimal performance for any pure-state model [193]. The
same is true for several other models, such as estimation of a single parameter [45, 141]
and of the spectrum of a qudit state [22]. In marked contrast, the efficiency advan-
tage of collective measurements persists in the asymptotic limit in many mixed-state
models, such as estimation of displaced thermal states [131] and of qubit mixed states
[19, 20, 137, 252]. This observation reveals a radical departure of quantum information
processing from its classical counterpart, in which the Fisher information is additive.
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Recently, a major breakthrough in quantum estimation theory was made by Kahn
and Guţă et al. [125, 126, 160], who demonstrated local asymptotic normality for
finite-dimensional quantum systems, which states that any quantum statistical model
consisting of an ensemble of identically prepared systems can be approximated by a sta-
tistical model consisting of classical and quantum Gaussian variables in the asymptotic
limit. This observation allows devising the optimal state-estimation strategies based
on two-step adaptive schemes [28, 132, 136, 202]. Their work generalizes the earlier
study of Hayashi [135] (see also Refs. [131] and [137]) on the applications of quantum
central-limit theorem [111, 215] to quantum state estimation1.
Up to now, most studies on collective measurements presume the capability of joint
measurements on arbitrary number of identically prepared quantum systems, which
are hardly accessible in practice. An important problem left open is to determine the
optimal estimation strategies and the corresponding tomographic efficiency in the case
of limited access to collective measurements.
In this chapter, we study quantum state estimation in a more realistic scenario in
which we are able to perform collective measurements but only on a limited number
of systems. To circumvent the difficulty associated with traditional approaches, we
introduce the concept of coherent measurements, which are composed of (generalized)
coherent states [212, 276] as outcomes. As we shall see later, such measurements
exhibit many nice features that make them an ideal starting point for investigating
collective measurements. The GMT, which played a crucial role in studying individual
measurements, will serve as a benchmark for comparing various measurement schemes.
We show that the GMT of any coherent measurement on ρ⊗N is a symmetric polyno-
mial of the eigenvalues of ρ, which is independent of the specific coherent measurement.
We believe that this polynomial is the maximum of the GMT over all possible measure-
ments on ρ⊗N and prove our conjecture for several special yet important cases. These
polynomials succinctly summarize the information trade-off among various parameters
1We are grateful to Masahito Hayashi for stimulating discussions on collective measurements and
for several pertinent references.
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in the case of collective measurements. They have profound implications for quantum
estimation theory and, in particular, the open problem mentioned above, as we shall
see later.
In the case of a two-level system, we propose a lower bound for the WMSE that is
generally much tighter than any bound known previously. We then determine the set of
Fisher information matrices of all coherent measurements and derive the maximal GMT
over all measurements on ρ⊗N . As a byproduct, our study confirms a conjecture posed
by Slater more than ten years ago [252]. Furthermore, we determine the tomographic
efficiencies of the optimal coherent measurements in terms of the MSH and the MSB,
and show that these measurements are almost optimal among all measurements. The
distinctive features of collective measurements are also elaborated in comparison with
individual measurements.
6.2 Efficiency of asymptotic state estimation
In this section, we briefly discuss the asymptotic tomographic efficiency based on the
works of Hayashi [131, 135, 137], as well as Kahn and Guţă [125, 126, 160]. In partic-
ular, we determine the maximal scaled GMT and the minimal scaled MSE and MSB,
assuming that one can perform arbitrary collective measurements. Our study shows
that the optimal measurements with respect to the three figures of merit are identi-
cal in the asymptotic limit, in marked contrast with state estimation using individual
measurements. In addition, collective measurements can improve the scaling behavior
of the tomographic efficiency with the dimension of the Hilbert space. The main tool
in our study is another quantum CR bound based on the RLD [147, 274].
6.2.1 Quantum Cramér–Rao bound based on the right logarithmic
derivative
Following the notation in Sec. 5.2, an operator L˜j satisfying the equality
ρ,j = ρL˜j (6.1)
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is called the RLD of ρ with respect to θj [147, 274]. The RLD Fisher information








Like the SLD Fisher information matrix, it sets an upper bound for the Fisher informa-
tion matrix I, and its inverse sets a lower bound for the MSE matrix C of any unbiased
estimator, which is known as the RLD bound [147, 274].
To obtain an informative lower bound for the WMSE corresponding to a given
weight matrix W , we need a lemma of Holevo [147] (Lemma 6.1 in Chapter VI).
Lemma 6.1 (Holevo) Let R be a complex Hermitian matrix; then
min
Y≥±R





and the minimum is achieved when Y =W−1/2|√WR√W |W−1/2.
When R is real or purely imaginary, the minimizing Y in Lemma 6.1 is real. When W
and R commute, the minimum reduces to tr(W |R|) and is saturated at Y = |R|.
Since C is real, the bound C ≥ J˜−1 implies that C−<(J˜−1) ≥ ±i=(J˜−1). According
to Lemma 6.1, tr(WC) is lower bounded by
ERLDW := tr
{
W<(J˜−1)}+ tr(|√W=(J˜−1)√W |), (6.4)
and the bound is saturated if C is equal to





When W and J˜ commute, Eqs. (6.4) and (6.5) reduce to
ERLDW = tr
{
W [<(J˜−1) + |=(J˜−1)|]}, CRLDW = <(J˜−1) + |=(J˜−1)|. (6.6)
Interestingly, the MSE matrix saturating the RLD bound is independent of the weight
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matrix as long as it commutes with the RLD Fisher information matrix.
In the one-parameter setting, the RLD bound for the WMSE cannot be tighter
than the SLD bound since the latter can be saturated. This is generally not the case
in the multiparameter setting. To illustrate, we need to introduce the commutation
superoperator D first investigated by Holevo [147]. The superoperator is characterized




ρD(A) +D(A)ρ] = i(Aρ− ρA); (6.7)
it is linear and skew-Hermitian. A model is D-invariant if the subspace spanned by
the Ljs is invariant under the superoperator D. In that case, the RLD bound is tighter
than the SLD bound, as we shall see shortly. For a D-invariant model, there is a simple
relation between the RLD and the SLD Fisher information matrices [137, 147],












= i tr{ρ(LjLk − LkLj)}. (6.9)
Now Eqs. (6.4) and (6.5) can be simplified by means of Eq. (6.8),










∣∣W 1/2J−1DJ−1W 1/2∣∣W−1/2. (6.10)
Compared with Eq. (5.15), the RLD bound for the scaled WMSE is tighter than the
SLD bound as claimed.
Another important feature of a D-invariant model is that the RLD bound is equal
to the Holevo bound [137, 147].
When ρ is diagonal ρ =
∑
k λk|k〉〈k|, the SLD and the SLD Fisher information
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6.2.2 Efficiency of the optimal state estimation in the asymptotic
limit
In this section, we determine the maximal scaled GMT and the minimal scaled MSE
and MSB in the asymptotic limit, assuming that one can perform arbitrary collective
measurements. Our study is based on the fact that, for a D-invariant model, the RLD
bound is equal to the Holevo bound [137, 147], which can be saturated asymptotically
according to Hayashi [131, 135, 137] (see also Refs. [125, 126, 160]).
To simplify the discussion, it is advisable to choose a suitable orthonormal basis of
traceless Hermitian operators. Inspired by Ref. [107], we adopt a basis that comprises
three types of elements,
ρ,jk+ = E+jk, ρ,jk− = E
−




amkEkk, m = 1, 2, . . . , d− 1,
(6.13)
where Ekk and E±jk are defined in Eqs. (2.20) and (2.21), and the real coefficients amk
are chosen to ensure the orthonormality of the basis elements ρ,mm, whose specific
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and they satisfy the equations
D(Ljk±) = ±2(λj − λk)
λj + λk
Ljk∓, D(Lmm) = 0. (6.15)
Note that Ejk is an eigenvector of D with eigenvalue −2i(λj − λk)/(λj + λk) [147].
In particular, the subspace spanned by the SLDs is invariant under the commutation
superoperator; that is, our model is D-invariant.






The RLD Fisher information matrix is block diagonal with each block of size two, with

















Denote the submatrices of J and J˜ with respect to the basis elements ρ,mm by Jd
and J˜d, respectively (and define Id and Cd in the same way); then we have Jd = J˜d
according to Eqs. (6.11) and (6.12). The matrix Jd satisfies the equality
tr(J−1d ) = 1− tr(ρ2). (6.18)











〈〈Ejj |[R(ρ)− |ρ〉〉〈〈ρ|]|Ejj〉〉 = tr(ρ)− tr(ρ2) = 1− tr(ρ2). (6.19)
According to the above analysis, it is straightforward to verify that <(J˜−1) = J−1, as
required by Eq. (6.8) for a D-invariant model.
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Now we are ready to determine the minimal scaled MSE and MSB based on the
inequality I ≤ J˜ . According to Eq. (6.6), the RLD bounds for both figures of merit
are saturated at the same scaled MSE matrix CRLD = <(J˜−1) + |=(J˜−1)|, since the
corresponding weight matrices 1 and J/4 (see Sec. 5.2) commute with the RLD Fisher
information matrix. Calculation shows that the scaled MSE matrix has the same block-






jk±,jk± = max(λj , λk). (6.20)
The corresponding Fisher information matrix takes on the form






The RLD bound for the scaled MSE reads
ERLD = tr{<(J˜−1) + |=(J˜−1)|} = d− tr(ρ2) + d∑
k>j=1
|λj − λk|, (6.22)
where we have applied Eq. (6.18) in deriving the second equality. The minimum d−1/d
of ERLD is attained when ρ is the completely mixed state, and the maximum 2(d− 1)

















The minimum (d− 1)(d+1)/4 of ERLDSB is attained at the completely mixed state, and
the supremum (d − 1)(2d + 1)/4 in the limit λj/λj−1 → 0 for j = 2, 3, . . . , d. Except
for the qubit, the bound is not well defined in the pure-state limit, and it can assume
any value between (d− 1)(d+ 3)/4 and (d− 1)(2d+ 1)/4 depending on how the limit
is taken. Similarly, the bound is not well defined when the rank of ρ is less than d− 1.
Since our model is D-invariant, the RLD bounds for the scaled MSE and MSB
can be saturated asymptotically according to Refs. [131, 135, 137]. Figure 6.1 shows
the contour plots of the asymptotic maximal scaled MSE and MSB in the eigenvalue
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Figure 6.1: Contour plots of the asymptotic maximal scaled MSE, MSB, and minimal
scaled GMT in the eigenvalue simplex for d = 3. The merging of contour lines at the
extremal points in the middle and right plots indicates the singularity of the scaled
MSB and GMT in the pure-state limit.
simplex for d = 3. The RLD bounds are generally much smaller than the GM bounds
discussed in Sec. 5.3.3; for example, they are d + 1 times smaller for the completely
mixed state. Therefore, collective measurements can improve the scaling behaviors of
tomographic efficiencies with the dimension of the Hilbert space.
The maximal scaled GMT tRLD under the RLD bound I ≤ J˜ can be computed by
means of Lemma 6.1,
tRLD = tr
(
J−1<J˜)− tr |J−1/2(=J˜)J−1/2| = tr{J−1(<J˜ − |=J˜ |)}






The maximum d2 − 1 is attained at the completely mixed state, and the infimum
(d − 1)(d + 2)/2 in the limit λj/λj−1 → 0 for j = 2, 3, . . . , d. Except for the qubit,
the bound is not well defined in the pure-state limit, and it may assume any value
between (d − 1)(d + 2)/2 and (d − 1)d depending on how the limit is taken. The
Fisher information matrix saturating the upper bound is given by <J˜ − |=J˜ |, which
is identical to the Fisher information matrix in Eq. (6.21). Therefore, minimizing the
MSE or the MSB is equivalent to maximizing the GMT in the asymptotic limit. This
observation further corroborates the significance of the GMT in the study of quantum
state estimation.
121
Chapter 6. Quantum state estimation with collective measurements
6.3 Quantum state estimation with coherent measure-
ments
In the previous section, we have studied the tomographic efficiency in the asymptotic
limit, assuming one is capable of performing arbitrary collective measurements. There
are two major problems left open: To what extent is this asymptotic analysis applicable
in case of limited power in performing collective measurements? By how much can the
efficiency be improved in that case compared with separable measurements. Although
these problems are of paramount theoretical and practical interests, little is known
about them because most traditional approaches are not effective in this scenario.
In this section, we study state estimation with collective measurements in a more
realistic scenario, in which one is able to perform collective measurements but only
on a limited number of systems each time. Nevertheless, the total sample available is
still reasonably large so that the classical CR bound can be saturated. To circumvent
the enormous difficulty associated with optimization, we use the GMT as a benchmark
for comparing various measurement schemes and take a divide-and-conquer strategy.
First, we exploit the underlying symmetry of the problem as characterized by the
Schur–Weyl duality to reduce the problem on the whole Hilbert space H⊗N to that on
each irreducible subspace of the unitary group or the general linear group. Second, we
introduce the concept of coherent measurements, measurements that are composed of
(generalized) coherent states, and show that the GMT of any coherent measurement
on ρ⊗N is a symmetric polynomial of the eigenvalues of ρ. Third, we prove that this
polynomial is the maximum of the GMT over all possible measurements on ρ⊗N when
either N = 2 or d = 2 and provide some evidence that this conclusion might hold
in general. The implications of this polynomial for the two open problems mentioned
above are also discussed in detail. Applications to state estimation on the two-level
system is investigated in Sec. 6.4.
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6.3.1 Schur–Weyl duality and its implications
Let H be a d-dimensional Hilbert space, GL(H) the general linear group, and SN the
symmetric group of N letters. There are two kinds of actions on the N -fold tensor
space H⊗N . Each operator X (in this chapter X denotes a generic operator instead of
the cyclic-shift operator) in GL(H) acts on H⊗N by simultaneous multiplication,
X⊗N (|ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψN 〉) = X|ψ1〉 ⊗X|ψ2〉 ⊗ · · · ⊗X|ψN 〉; (6.25)
each permutation σ in SN acts by permuting the parties,
Uσ(|ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψN 〉) = |ψσ−1(1)〉 ⊗ |ψσ−1(2)〉 ⊗ · · · ⊗ |ψσ−1(N)〉. (6.26)
The two kinds of actions commute with each other. The Schur–Weyl duality states
that the tensor space H⊗N decomposes into a direct sum of tensor products under








Here Sµ and Kµ are irreducible representations of the general linear group and the
symmetric group, respectively, and the summation runs over all partitions µ of N with
no more than d parts. By convention, we take µ as a vector of length d by adding zeros
if necessary. The number of nonzero parts in µ is called its height and is denoted by











j=1(d+ µj − j)!∏




(d+ µj − j)!
(d− j)! . (6.29)
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where χµ(σ) is the character of σ. For example, H[2] = (1+V )/2 and H[12] = (1−V )/2,
where V is the swap operator . The space Hµ is composed of all symmetric states when
µ = [N ] and of all antisymmetric states when µ = [1N ]. In both cases, Sµ is identical
withHµ, and its projector Sµ withHµ. In general, the multiplicity of the representation
µ of the general linear group is larger than 1, and the choice of Sµ or Sµ is not unique;
a convenient candidate will be introduced in Sec. 6.3.2.
The character of X in the representation µ reads




note that it is independent of the choice of the subspace Sµ. The character sµ(X) is
a symmetric polynomial of the eigenvalues x1, x2, . . . , xd of X, which is known as the
Schur symmetric polynomial [188, 222] and is denoted by sµ(x1, . . . , xd) or sµ(x) in
short. According to Eq. (6.31), sµ(1, . . . , 1) is equal to the dimension of Sµ. In the
following discussion, sµ(X) and sµ(x1, . . . , xd) are used interchangeably.
According to the Schur–Weyl duality, ρ⊗N is block diagonal with respect to the
irreducible representations of the general linear group. As a consequence, the measure-
ments that yield the maximal Fisher information can always be chosen such that all
outcomes have the same block-diagonal structure and that equivalent representations
yield the same Fisher information matrix. In that case, the total Fisher information
matrix is a weighted sum,




where Πµ is a measurement on the subspace Sµ, and Iµ the corresponding Fisher
information matrix. The same is true for any figure of merit that is linear in the
Fisher information matrix, such as the GMT. To optimize such a quantity, it suffices
to optimize it on each irreducible component separately. We emphasize that the main
merit of this approach is to simplify analysis and computation of the tomographic
efficiency of collective measurements. It is not always necessary or practical to impose
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such constraints on the measurements.
Let {pσ} be a probability distribution on the symmetric group SN . Given an






is also optimal since it yields the same Fisher information matrix thanks to the per-
mutation symmetry. Therefore, rank-one measurements are not crucial to achieving
the optimal performance, unlike the scenario with individual measurements. This ob-
servation can help construct optimal measurements with fewer outcomes or simpler
structure. However, to simplify the following discussion, we assume that all measure-
ments are rank one in the rest of this chapter, except when stated otherwise.
6.3.2 Highest-weight states and coherent states
Denote by gl(H) the Lie algebra of GL(H). Then each operator O of gl(H) can be




1⊗(k−1) ⊗O ⊗ 1⊗(N−k). (6.34)
Let u+ be the subalgebra of gl(H) generated by |j〉〈k| for 1 ≤ j < k ≤ d. Then each
operator in u+ has a strictly upper-triangular form in the standard basis.
A state in Hµ is a highest-weight state [222, 276] if it is annihilated by u+ or,
equivalently, by |j〉〈k| for 1 ≤ j < k ≤ d. For example, |1〉⊗N is the unique highest-
weight state in the symmetric subspace, and
|ΨN−〉 := |1〉 ∧ |2〉 ∧ · · · ∧ |N〉 (6.35)
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is the unique highest-weight state in the antisymmetric subspace, where




sgn(σ)|aσ(1), aσ(2), . . . , aσ(k)〉 (6.36)
is known as a Slater-determinant state. For subspaces with mixed symmetry, highest-
weight states are not unique. Since the actions of the unitary group and the symmetric
group commute, |Ψµ〉 is a highest-weight state if and only if Uσ|Ψµ〉 is for any σ ∈ SN .
Any linear combination of highest-weight states in Hµ is also a highest-weight state by
definition. The space spanned by all the highest-weight states in Hµ form an irreducible
representation of the symmetric group.
Suppose |Ψµ〉 and |Ψν〉 are highest-weight states of Hµ and Hν , respectively. It
is well known in representation theory that |Ψµ〉 ⊗ |Ψν〉 is a highest-weight state of
Hµ+ν [222], where µ+ ν := [µ1 + ν1, . . . , µd + νd]. This observation points to a simple
recipe for constructing highest-weight states in subspaces with mixed symmetry. In
particular, it implies the existence of a highest-weight state in Hµ that is a tensor




where µ˜ is the dual partition (also known as conjugate partition) of µ [222].
A state in Hµ is a coherent state [5, 212, 276] if it can be generated from a highest-
weight state by a unitary operator of the form U⊗N ; a coherent state is essentially
a highest-weight state in a different local basis. For the symmetric subspace, each
coherent state is a tensor power of a single-particle state and is thus separable. For
the antisymmetric subspace, each coherent state is a Slater-determinant state, which
is least entangled among all antisymmetric states [5, 220, 280]. In general, coherent
states are characterized by maximal resemblance to classical states. They have been
found useful in a variety of research areas, such as in the study of atomic systems and
that of the classical and the thermodynamical limits of quantum mechanics [276].
The coherent states of Hµ form disjoint orbits under the action of U(H), and the
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span of all coherent states on one orbit is an irreducible subspace. There is a one-to-one
correspondence among the trio: highest-weight states, orbits of coherent states, and
irreducible subspaces in Hµ. The projector Sµ onto the subspace generated from |Ψµ〉
can be constructed by twirling,
Sµ = DµPN (|Ψµ〉〈Ψµ|) := Dµ
∫
dµU⊗N |Ψµ〉〈Ψµ|U †⊗N , (6.38)
where dµ is the normalized Haar measure on the unitary group. The twirling can also
be realized by a unitary N -design [122, 235], which may contain only a finite number






UσPN (|Ψµ〉〈Ψµ|)U †σ. (6.39)
6.3.3 Coherent measurements
A measurement on Hµ or Sµ is a coherent measurement if all outcomes are coherent
states up to normalization. A measurement on H⊗N is coherent if all outcomes are
block diagonal with respect to the Hµs, and its restriction on each Hµ is coherent.
Coherent measurements are a very special class of collective measurements which, in
a sense, are closest to separable measurements. Intuitively, one may not expect much
relevance of such measurements to optimal state estimation, in view of the crucial role of
entanglement in collective measurements. Quite surprisingly, they are actually optimal
solutions to several special yet important state-estimation problems investigated in
the literature [19, 20, 128, 254, 259], with or without being noticed. However, most
previous studies chose Bayesian approaches and focused on two-level systems or pure-
state systems. Here we shall study coherent measurements systematically from the
point-wise perspective. To simplify the following discussion, we take Sµ to be the
irreducible subspace generated from the highest-weight state defined by Eq. (6.37) in
the rest of this chapter.
To illustrate the distinctive features of coherent measurements, let us first take the
symmetric subspace as an example, assuming N ≥ 2. Consider a coherent measurement
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with outcomes Πξ = (|ψξ〉〈ψξ|)⊗N , where the kets |ψξ〉 are not necessarily normalized.


























Interestingly, the Fisher information matrix is independent of the specific coherent
measurement. In particular, it is invariant under the unitary transformation Πξ →
U⊗NΠξU †⊗N for any U ∈ U(H), in sharp contrast with the scenario N = 1, in which
this attribute pertains to only the covariant measurement.
It turns out that the invariance property of the Fisher information matrix is quite




where a1 > a2 · · · > as are the sequence of distinct column lengths of the young dia-
gram µ, and b1, b2, . . . , bs are the numbers of columns with the corresponding lengths.
Therefore, each outcome Πξ of any coherent measurement on Sµ has a tensor-product
form, and the probability of obtaining the outcome is factorized. The Fisher informa-
tion matrix is independent of the specific coherent measurement whenever br ≥ 2 for
r = 1, 2, . . . , s; when a1 = d, the same is true even if b1 = 1.
When N is large, the conditions br ≥ 2 are satisfied for almost all partitions, so
the total Fisher information matrix is almost independent of specific coherent measure-
ments. In particular, all coherent measurements are equally efficient in the asymptotic
limit.
6.3.4 Complementarity polynomials
Inspired by the previous analysis on the Fisher information matrix, in this section we
show that the GMT of any coherent measurement on ρ⊗N is a symmetric polynomial
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of the eigenvalues of ρ, which is independent of the specific coherent measurement. As
we shall see shortly, this polynomial has profound implications for quantum estimation
theory as well as for foundational issues, such as the complementarity principle.
To achieve our goal, we first prove a useful lemma concerning the SLD Fisher




J−1jk(ρ,j ⊗ ρ,k) = 12V (ρ⊗ 1 + 1⊗ ρ)− ρ
⊗2. (6.42)






(|Ejl〉〉ρjk〈〈Ekl|+ |Elk〉〉ρjk〈〈Elj |)− |ρ〉〉〈〈ρ|, (6.43)
which is in turn equivalent to Eq. (5.9).
































ρ⊗(j−1) ⊗ 1⊗ ρ⊗(M+N−j)
+ ρ⊗(k−1) ⊗ 1⊗ ρ⊗(M+N−k)),
(6.45)
and V (j, k) is the swap operator between party j and party k. Note that ΛM,N (ρ) is a
Hermitian operator. Now, it remains to show that t¯(Π, ρ) is a symmetric polynomial
of the eigenvalues of ρ. We shall demonstrate this point by constructing a Hermitian
operator Tµ(ρ) on H⊗N such that the following equality holds for any coherent state
|Ψ〉 in Sµ:
tr{ΛN (ρ)(|Ψ〉〈Ψ|)⊗2}
〈Ψ|ρ⊗N |Ψ〉 = 〈Ψ|Tµ(ρ)|Ψ〉. (6.46)
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For the symmetric subspace, Eq. (6.46) is satisfied with




Recall that any coherent state in the symmetric subspace is a tensor power of a single-
particle state. For the antisymmetric subspace, Eq. (6.46) is satisfied with
T[1N ](ρ) = N
(
1⊗ ρ⊗(N−1)), (6.48)
which differs from T[N ](ρ) by a factor of N . The proof of the equality
tr{ΛN (ρ)(|Ψ〉〈Ψ|)⊗2}
〈Ψ|ρ⊗N |Ψ〉 = 〈Ψ|N
(
1⊗ ρ⊗(N−1))|Ψ〉 (6.49)
for any Slater-determinant state |Ψ〉 is relegated to Appendix E.1.
In general, the operator Tµ(ρ) satisfying Eq. (6.46) can be constructed by induction.
Let µ and ν be two partitions of M and N , respectively, that satisfy µ˜ht(µ˜) ≥ ν˜1.
Suppose Tµ(ρ) and Tν(ρ) have been constructed such that Eq. (6.46) is satisfied for
any coherent state in Sµ or in Sν . Let
Tµ+ν(ρ) = Tµ(ρ)⊗ ρN + ρ⊗M ⊗ Tν(ρ) + 2ΛM,N (ρ), (6.50)
then Eq. (6.46) is satisfied for any coherent state in Sµ+ν . To demonstrate this point,
note that any coherent state |Ψ〉 in Sµ+ν can be written as a tensor product, namely,





〈Ψµ|ρ⊗M |Ψµ〉 〈Ψν |ρ
⊗N |Ψν〉
+ 〈Ψµ|ρ⊗M |Ψµ〉〈Ψν |
⊗2ΛN (ρ)|Ψν〉⊗2
〈Ψν |ρ⊗N |Ψν〉 + 2〈Ψ|ΛM,N (ρ)|Ψ〉
= 〈Ψ|[Tµ(ρ)⊗ ρ⊗N + ρ⊗M ⊗ Tν(ρ) + 2ΛM,N (ρ)]|Ψ〉. (6.51)
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⊗ak−1 ⊗ 1⊗ ρ⊗(N−ak))+ ht(µ˜)∑
k>j=1
[
µ˜jµ˜kV (aj , ak)
× (ρ⊗(aj−1) ⊗ 1⊗ ρ⊗(N−aj) + ρ⊗(ak−1) ⊗ 1⊗ ρ⊗(N−ak))], (6.52)
where ak = 1 +
∑k−1
j=1 µ˜j and µ˜ is the dual partition of µ. To get an operator with a
simple expression, we have taken into account the permutation symmetry of coherent
states in Sµ, and Eq. (6.50) is not guaranteed with the above choice.
Define
t¯µ(ρ) = tr{Tµ(ρ)Sµ}, tµ(ρ) = t¯µ(ρ)−N2sµ(ρ); (6.53)
then the GMT of any coherent measurement on Sµ is equal to tµ(ρ), which is a sym-
metric polynomial of the eigenvalues of ρ. Although the operator Tµ(ρ) is generally not
unique, the polynomial tµ(ρ) is. For the symmetric and the antisymmetric subspaces,
these polynomials are given by
t[N ](ρ) = N(d+N − 1)s[N−1](ρ)−N2s[N ](ρ),
t[1N ](ρ) = (d−N + 1)eN−1(ρ)−N2eN (ρ).
(6.54)




dµt¯µ(ρ), tN (ρ) =
∑
µ
dµtµ(ρ) = t¯N (ρ)−N2[tr(ρ)]N . (6.55)
Then the GMT of any coherent measurement on ρ⊗N is equal to tN (ρ). The polynomi-
als tµ(ρ) and tN (ρ) are called complementarity polynomials for reasons that will become
clear shortly. The polynomials t¯µ(ρ) and t¯N (ρ) are called homogeneous complementar-
ity polynomials because of their close connection with complementarity polynomials
and their homogeneity.
Complementarity polynomials succinctly summarize the information trade-off
among various parameters in state estimation with coherent measurements. There
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is some evidence that such trade-off also applies to arbitrary measurements on a given
number of identically prepared systems, as to be explained shortly. The implications
of these polynomials can be elaborated in three aspects: First, to a large extent, these
polynomials determine how much efficiency can be improved with coherent measure-
ments as compared with separable measurements. Second, they can serve as an indi-
cator about when the analysis on asymptotic tomographic efficiency (see Sec. 6.2.2) is
approximately applicable. Third, they reflect the importance of adaption and are thus
crucial to understanding the differences between collective measurements and individ-
ual measurements in quantum state estimation (see Sec. 6.4 for the case of a qubit).
Conjecture 6.3 The GMT is upper bounded by tµ(ρ) for any measurement on the
subspace Sµ and by tN (ρ) on the tenor space H⊗N . In each case, the bound is saturated
if and only if the measurement is coherent.
According to Eq. (6.44), Conjecture 6.3 is a consequence of the following conjecture,
which is mathematically much more amenable.
Conjecture 6.4 Any state |Ψ〉 in Sµ satisfies the inequality
〈Ψ|⊗2Λ|µ|(ρ)|Ψ〉⊗2
〈Ψ|ρ⊗|µ||Ψ〉 ≤ 〈Ψ|Tµ(ρ)|Ψ〉, (6.56)
where |µ| := ∑dj=1 µj, and the inequality is saturated if and only if |Ψ〉 is a coherent
state.
In addition to offering a promising approach for investigating Conjecture 6.3, this
conjecture also furnishes an alternative characterization of coherent states.
For the N -partite symmetric subspace and the bipartite antisymmetric subspace,
Conjecture 6.4 is proved in Appendix E.2. In conjunction with Eq. (6.54), we have
Lemma 6.5 The GMT is upper bounded by N(d + N − 1)s[N−1](ρ) − N2s[N ](ρ) for
any measurement on the N -partite symmetric subspace and by d − 3 + 2 tr(ρ2) on the
bipartite antisymmetric subspace. In each case, the upper bound is saturated if and only
if the measurement is coherent.
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Lemma 6.5 confirms Conjecture 6.3 whenN = 2 or d = 2. The first case is obvious since
the symmetric subspace and the antisymmetric subspace are the only two irreducible
subspaces in H⊗N . To tackle the second case, note that any state in S[kd]+µ is a tensor
product of a d-partite Slater-determinant state and a state in Sµ. If Conjecture 6.3
holds for Sµ, then it also holds for S[kd]+µ. Now our claim follows from the observation
that each partition in the case d = 2 has the form [k2] + [j] for some integers j and k.
Theorem 6.6 The GMT of any measurement on H⊗2 is upper bounded by 3(d − 1).
When d = 2, the GMT of any measurement on the subspace Sµ is upper bounded by
tµ(ρ), and that of any measurement on H⊗N is upper bounded by tN (ρ). In each case,
the upper bound is saturated if and only if the measurement is coherent.
To illustrate the improvement of collective measurements over separable measure-
ments, the polynomials tN (ρ) for N = 1, 2, 3, 4 are listed below (more details will be
presented elsewhere [277]),












98d− 111− (9d− 27) tr ρ2 − 5d tr ρ3].
(6.57)
When N = 1, 2 or when N = 3 and d = 2, the polynomial tN (ρ) is independent of the
eigenvalues of ρ; for example, t2(ρ) is three times as large as t1(ρ). In general, tN (ρ)
is larger for states with low purities, in which case collective measurements are more
effective.
6.3.5 Estimation of highly mixed states with collective measurements
In this section, we determine the maximal GMT at the point ρ = 1/d over all possible
measurements on H⊗N and confirm Conjecture 6.3 in this special case. This result
allows us to compute the minimal MSE of any unbiased estimator. Our study reveals
a formal connection between the Pauli-exclusion principle [5] and the optimal state
estimation, whose implications are yet to be explored.
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Given the affine parametrization specified in Eq. (2.19), the SLD Fisher information
matrix is d times the identity matrix when θ = 0, according to Sec. 5.2 or 6.2. Consider
a rank-one measurement on Sµ composed of the outcomes Πµ,ξ = wξ|Ψµ,ξ〉〈Ψµ,ξ|, where∑




















m=1 trmˆ(|Ψ〉〈Ψ|), and “trmˆ” means taking the trace of all the parties
except m.
For the antisymmetric subspace, the (nonzero) eigenvalues of Q(Ψ) may be inter-
preted as the occupation numbers of certain single-particle states. According to the
Pauli-exclusion principle, they are no larger than one, and they are all equal to one if
and only if |Ψ〉 is a Slater-determinant state. Therefore, the maximum of the GMT for
the antisymmetric subspace is formally determined by the Pauli-exclusion Principle.
Remarkably, a similar connection pertains to subspaces with mixed symmetry. Ac-
cording to Theorem 3 of Altunbulak and Klyachko [5], given any normalized state |Ψ〉
in Hµ, the eigenvalues of Q(Ψ) (arranged in decreasing order) is majorized by µ, and
the equality is realized if and only if |Ψ〉 is a coherent state. Noticing that tr{Q(Ψ)2}






















j , and the maximum is attained if and only if each outcome is a
coherent state up to normalization.
According to the above analysis, the values of the complementarity polynomials
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Figure 6.2: The maximal scaled GMT (left) and the minimal scaled MSE (right) at
ρ = 1/d over all collective measurements on ρ⊗N for d = 2, 3, . . . , 8 (from bottom to
top).
And they are the maxima of the GMTs over all measurements on Sµ and on H⊗N ,
respectively, in agreement with Conjecture 6.3 in the case ρ = 1/d. To illustrate the
improvement of collective measurements over separable measurements, the values of









d− 1, N = 1,
3
2(d− 1), N = 2,
2(8d−1)(d−1)
9d , N = 3,
(49d−11)(d−1)
24d , N = 4.
(6.61)
The left plot of Fig. 6.2 shows the maximal scaled GMT for d = 2, 3, . . . , 8 and
N = 1, 2, . . . , 40. The maximum increases monotonically with N although with a
decreasing slope. Compared with the maximal GMT over separable measurements,
there is 50% improvement for collective measurements on two identically prepared sys-
tems. When N ≥ 3, the improvement of collective measurements is more significant
for large dimensions.
The asymptotic maximal scaled GMT is determined by the following theorem, which










= d2 − 1. (6.62)
135
Chapter 6. Quantum state estimation with collective measurements
The asymptotic GMT saturates the RLD bound (see Sec. 6.2.2) and is d+1 times the
maximal value over separable measurements. Surprisingly, the maximal information
about each parameter can be extracted almost simultaneously in the asymptotic limit
when the states of interest are nearly completely mixed.
The maximal scaled GMT sets a lower bound N(d2−1)2/[dtN (1/d)] for the minimal
scaled MSE or, equivalently, for the minimal scaled MSH. The bound can be saturated
by the covariant coherent measurement, whose Fisher information matrix is propor-
tional to the identity matrix. In other words, the minimal scaled MSE is inversely
proportional to the maximal scaled GMT, as depicted in the right plot of Fig. 6.2.
In the large-N limit, the minimal scaled MSE d − 1/d saturates the RLD bound (see
Sec. 6.2.2) and is d+ 1 times smaller than the corresponding value for separable mea-
surements. Therefore, collective measurements can improve the scaling behavior of the
tomographic efficiency with the dimension of the Hilbert space.
6.4 Collective measurements in qubit state estimation
Qubit state estimation with collective measurements has received intensive attention
in the past two decades. Most studies in the literature were based on the Bayesian
approach, which allows deriving optimal solutions in certain scenarios without any
assumption on the sample size. For example, coherent measurements are known to
maximize the mean fidelity in both the pure-state model [48, 128, 191] and the mixed-
state model [18, 19, 20, 254, 259] given an isotropic prior. The disadvantage of this
approach lies in the difficulty in determining how the tomographic efficiency improves
with the increasing power in performing collective measurements since the optimal es-
timation strategy usually entails a one-shot measurement on all the samples available.
Owing to technical reasons, most studies based on the CR approach focused on the
asymptotic regime, assuming the capability of performing arbitrary collective measure-
ments [124, 126, 137]. One exception was the work of Slater [252] that built on the
earlier work of Vidal et al. [259].
In this section, we apply the theory developed in Sec. 6.3 to studying qubit state
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estimation with collective measurements. Our main goal is to quantify the improve-
ment in the tomographic efficiency resulting from the increasing power in performing
collective measurements, so as to bridge the gap between asymptotic state estimation
and state estimation based on individual measurements. The distinctive features of
collective measurements are also discussed in detail.
6.4.1 A lower bound for the weighted mean square error
In this section, we introduce a lower bound for the WMSE based on the generalized
GM bound and the RLD bound. For a qubit system, the bound is almost tight for a
wide range of WMSEs including the MSH and the MSB, as we shall see later.
Consider state estimation by repeated measurements on ρ⊗N . We have known three
general bounds for the scaled WMSE for any unbiased estimator: the SLD bound
[139, 141], the RLD bound [147, 274], and the GM bound [107]. For a D-invariant
model, the RLD bound is tighter than the SLD bound [137, 147] (see Sec. 6.2). The
original GM bound does not apply to entangled measurements, but a straightforward
generalization does. Let t be the maximal scaled GMT (here the dependence on N and
















according to similar reasoning in Sec. 5.3. If the lower bound is saturated, the scaled
MSE matrix and the Fisher information matrix are given by
1
CW







The parameter t in the above equations can be replaced by the scaled complementarity
polynomial tN (ρ)/N if Conjecture 6.3 holds, as is the case when N = 2 or d = 2 (see
Theorem 6.6).
The generalized GM bound is usually more informative for states with low purity, in
sharp contrast with the RLD bound, which exhibits the opposite behavior. Therefore,
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it is advisable to combine the two bounds. A naive combination is the maximum of




tr(WI−1)| tr(J−1I) = t, I ≤ J˜}. (6.65)
For a qubit system, the three components of the Bloch vector provide a convenient
parametrization of the true state, ρ = (1 + r · σ)/2. Here we assume that the Bloch
vector of the true state is aligned with σz; that is, r = (0, 0, r). The SLD and RLD













For any WMSE based on a unitarily invariant distance, like the MSH and the MSB,
























Simple analysis shows that the Fisher information matrix saturating the joint bound












EW if IW,11 ≤ 11+r and IW,33 ≤ 11−r2 ,
2(1 + r)w1 +
(1+r)(1−r2)w3
(1+r)t−2 if IW,11 >
1
1+r ,
(1− r2)w3 + 4w1t−1 if IW,33 > 11−r2 .
(6.70)
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The joint bound reduces to the GM bound when N = 1 and converges to the RLD
bound in the limit N → ∞. The bound can be saturated in both cases. In general,
any measurement (if there is one) saturating the generalized GM bound or the joint
bound has GMT equal to the complementarity polynomial tN (ρ) and is thus necessarily
coherent according to Theorem 6.6.







For a coherent measurement, the bound is saturated if and only if I is diagonal and
I11 = I22 =
√
1− r2I33. (6.72)

















where in deriving the equation we have exploited the fact that the third case in
Eq. (6.70) never occurs. For the MSB, the weight matrix is equal to J/4 (see Sec. 5.2),





It is saturated if and only if I is diagonal and
I11 = I22 = (1− r2)I33. (6.75)
The joint bound is
E˜SB =
 94t if t3 ≤ 11+r ,1
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In the pure-state limit, the joint bound for the MSH coincides with the RLD bound,
which can be saturated by covariant measurements on individual systems (see Sec. 4.4).
When r = 0, the joint bounds for both figures of merit coincide with the generalized
GM bounds, which can be saturated by suitable coherent measurements (see Sec. 6.3.5).
In general, the bounds may not be saturated because I11 of any coherent measurement
is smaller than IW,11 and 1/(1+ r). Nevertheless, they can be saturated approximately
with a high precision, as we shall see in Sec. 6.4.4.
6.4.2 Fisher information matrices for coherent measurements
When d = 2, the irreducible components of H⊗N are specified by two nonnegative
integers µ1 and µ2 that satisfy µ1 + µ2 = N and µ2 ≤ µ1. The dimensions of Sµ and
Kµ are given by
Dµ = µ1 − µ2 + 1, dµ = N !(µ1 − µ2 + 1)(µ1 + 1)!µ2! . (6.77)




1 − λq+12 )
λ1 − λ2 =
|ρ|µ2(λq+11 − λq+12 )
λ1 − λ2 , (6.78)
where q = µ1 − µ2, λ1,2 = (1 ± r)/2, and |ρ| := det(ρ) = λ1λ2 = (1 − r2)/4. In the
pure-state limit, sµ(r) converges to 1 if µ2 = 0 and to 0 otherwise.
Any coherent measurement on Sµ has outcomes of the form Πξ = aξ|Ψξ〉〈Ψξ| with
|Ψξ〉 = |Ψ−〉⊗µ2⊗|ψξ〉⊗q, where |Ψ−〉 is the singlet and |ψξ〉 is a single-particle state such
that {|ψξ〉, aξ} forms a weighted q-design. For example, any minimal coherent measure-
ment on the bipartite symmetric subspace is composed of four outcomes 34(|ψξ〉〈ψξ|)⊗2,
such that the states |ψξ〉〈ψξ| form a SIC POM; accordingly, any minimal coherent mea-
surement on H⊗2 is composed of five outcomes, which include the singlet in addition
to the above four outcomes.
Given the coherent measurement mentioned above, the probability of obtaining the
outcome Πξ has the form pξ = |ρ|µ2(〈ψξ|ρ|ψξ〉)q. The Fisher information matrix is thus
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where I[q] is the Fisher information matrix associated with the measurement on S[q]
that is composed of the outcomes aξ(|ψξ〉〈ψξ|)⊗q. In deriving the last equality we have
taken into account the assumption that the Bloch vector of ρ is aligned with σz. The
derivative of s[q](r) with respect to r can be computed by means of Eq. (6.78), with
the result
s′[q](r) =
(q + 1)(λq1 + λ
q
2)
2(λ1 − λ2) −
λq+11 − λq+12
(λ1 − λ2)2 =
(q − 1)s[q](r)− (q + 1)|ρ|s[q−2](r)
2(λ1 − λ2) . (6.80)
Strictly speaking, the second equality in the above equation is valid only when q ≥ 2;
nevertheless, this restriction can be lifted by extending the definition of s[q](r) according
to Eq. (6.78).
To discuss the properties of the Fisher information matrix in more detail, we need




























The Fisher information matrix Iµ is diagonal with diagonal entries
Iµ,11(r) = Iµ,22(r) = fµ,1(r) + fµ,1(−r), Iµ,33(r) = fµ,3(r) + fµ,3(−r), (6.83)
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|ρ|µ2−2δj3δk3 + |ρ|µ2(I[1])jk. (6.86)
Note that Iµ is determined by the Fisher information matrix of a measurement on a
single copy of ρ.
For concreteness, let us take the covariant coherent measurement as an example.
Let Πµ,v = ρ
⊗µ2
− ⊗ ρ⊗qv , where ρ− = |Ψ−〉〈Ψ−| and ρv is the single-particle pure state
defined by the Bloch vector v = (sin θ cosφ, sin θ sinφ, cos θ). Then the outcome of the
covariant coherent measurement on Sµ can be written as Πµ,vDµ sin θdθdφ/4pi, and
the probability density of obtaining the outcome is p(v|r) = |ρ|µ2 [(1 + v · r)/2]q. The

































When q = 0 or q ≥ 2, the Fisher information matrix is identical with that in Eq. (6.83)
as expected. Otherwise, it takes on the form in Eq. (6.86), where I[1] is diagonal with
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diagonal entries given by


























When N is even, the total Fisher information matrix IN (r) =
∑
µ dµIµ(r) is iden-
tical for all coherent measurements as is Iµ. Otherwise, the same holds for Iµ except
when µ = [(N +1)/2, (N − 1)/2]. In the large-N limit, the contribution from this irre-
ducible component is negligible, so the Fisher information matrix is almost independent
of specific coherent measurements even if N is odd.


















if µ = [N − 1, 1],
diag(0, 0, 1) if µ = [N − 2, 2],
0 otherwise.
(6.89)
Noting that the major contribution to the Fisher information matrix stems from only












The asymptotic scaled Fisher information matrix of any coherent measurement is
determined by the following theorem, whose proof is relegated to Appendix E.4.
Theorem 6.8 In the large-N limit, the scaled Fisher information matrix of any co-
















The limit is independent of the specific coherent measurement and is maximal among
all Fisher information matrices that commute with and are upper bounded by the
RLD Fisher information matrix. These crucial properties guarantee that all coherent
measurements are optimal globally in the asymptotic limit with respect to any WMSE
143
Chapter 6. Quantum state estimation with collective measurements
based on a unitarily invariant distance (see also Secs. 6.2 and 6.4.4).
6.4.3 Complementarity polynomials
The complementarity polynomial for the subspace Sµ can be derived based on





+ |ρ|µ2t[q](r) = fµ(r) + fµ(−r), (6.92)















When q ≥ 2, the polynomial tµ(r) has a simple decomposition in terms of Schur
symmetric polynomials,
tµ(r) = µ22r
2|ρ|µ2−1s[q](r) + 2µ2(q + 1)|ρ|µ2+1s[q−2](r)
+ |ρ|µ2[q(q + 1)s[q−1](r)− (qN − 2µ2)s[q](r)]. (6.94)
This equation is also applicable when q = 0, 1 if the definition of s[q](r) is extended
according to Eq. (6.78).
According to Theorem 6.6, the complementarity polynomial tN (r) is the maximum
of the GMT over all measurements on ρ⊗N . Calculation shows that it equals the
constants 1, 3, 5 when N = 1, 2, 3, but decreases monotonically with r when N ≥ 4










Alternatively, it can be derived directly from Eq. (6.92). The asymptotic scaled GMT
of any coherent measurement saturates the RLD bound in Eq. (6.24).
More than a decade ago, Vidal et al. [259] investigated optimal estimation of qubit
mixed states from the Bayesian perspective and constructed a family of measurements
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Figure 6.3: The maximal scaled GMT over all measurements on N copies of a qubit
state for N = 1, 2, 3, 4, 5, 10, 20, 100,∞ (from bottom to top). It does not depend on r
when N = 1, 2, 3, but decreases monotonically with r otherwise.
that maximize the mean fidelity over all measurements on ρ⊗N . Later, Slater [252]
inspected these measurements for 2 ≤ N ≤ 7 from the point-wise perspective and found
that the GMTs are polynomials of r. In addition, he conjectured that the maximal
GMT over all measurements on ρ⊗N is equal to 2N − 1 in the pure-state limit.
The measurements constructed in Ref. [259] are actually coherent in out terminology
except that they are not necessarily rank one. Consequently, the polynomials found
by Slater are special examples of complementarity polynomials. Based on the previous
analysis, we can now confirm Slater’s conjecture. In the pure-state limit, according to
Eq. (6.92) or (6.89), tµ(r) converges to
tµ(1) =

N if µ = [N ],
1 if µ = [N − 1, 1],
0 otherwise.
(6.96)
Therefore, the maximal GMT tN (r) is equal to 2N − 1 in the pure-state limit.
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6.4.4 Mean square error and mean square Bures distance
In this section we determine the performances of coherent measurements with respect to
the MSH and the MSB. Surprisingly, our study reveals that any coherent measurement
is nearly optimal whenever N ≥ 2.
WhenN is even, both the scaled MSH and MSB are independent of specific coherent
measurements, as is the Fisher information matrix. In the special case N = 2, the
Fisher information matrix I2(r) is equal to the SLD Fisher information matrix, while
the scaled MSH and MSB are equal to 3 − r2 and 3/2, respectively. The scaled MSB
saturates the generalized GM bound in Eq. (6.74), so any coherent measurement on ρ⊗2
is optimal in minimizing the MSB globally. Compared with separable measurements
(see Secs. 5.3.2 and 5.3.3), coherent measurements can improve the efficiency by 50%
without any adaption.
When N is odd, to minimize the scaled MSB over coherent measurements, it suffices
to consider Fisher information matrices that are diagonal and satisfy IN11(r) = IN22(r).
When N = 1, the GM bound can always be saturated [107] (see Sec. 5.3.2). When
N ≥ 3 and r is smaller than a certain threshold rth, it is possible to choose a suitable
coherent measurement on Sµ for µ = [(N + 1)/2, (N − 1)/2] such that Eq. (6.75) is
satisfied and that the generalized GM bound is saturated. Otherwise, IN11(r) is too
small to satisfy the equation, and the generalized GM bound cannot be saturated.
A measurement is optimal among coherent measurements if and only if it yields the
largest value of IN11(r) = IN22(r), that is, if I[1] in Eq. (6.86) is equal to diag(1/2, 1/2, 0);
unfortunately, we are not sure whether such a measurement is optimal among all mea-
surements on ρ⊗N . The threshold is determined by solving Eq. (6.75) after setting





























so the threshold is rth = 1/
√
3. The same analysis also applies to minimizing the scaled
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MSH, except that Eq. (6.75) should be replaced by Eq. (6.72) and, as a consequence,
the threshold is smaller. For example, the threshold is approximately equal to 0.39
when N = 3.
In the pure-state limit, comparison of Eqs. (6.73), (6.76), and (6.89) shows that
any coherent measurement saturates the joint bounds for the MSH and the MSB (see





4(N − 1) , (6.98)
which decreases monotonically with N . Therefore, increasing power in performing
collective measurements implies increasing tomographic efficiency. The minimal scaled
MSH is independent of N since the joint bound converges, in the pure-state limit, to
the RLD bound, which is independent of N . The situation is different once the purity
of the true state deviates from the unit (see Fig. 6.4).
In the large-N limit, the scaled MSH and MSB of any coherent measurement are















(3 + 2r). (6.99)
The first formula agrees with the analysis of Hayashi and Matsumoto [137] based on
a different approach. Both figures of merit saturate the RLD bounds, so all coherent
measurements are optimal with respect to them in the asymptotic limit. The same is
true for any other figure of merit as long as the weight matrix commutes with the RLD
Fisher information matrix. Recall that the Fisher information matrix saturating the
RLD bound is independent of the weight matrix under the commutativity assumption
(see Sec. 6.2.1).
Figure 6.4 shows the scaled MSH and the scaled MSB of the covariant coherent
measurement and the optimal coherent measurement on N identically prepared qubit
states for N = 1, 2, 3, 4, 5, 10, 20, 100,∞. The scaled MSH of the optimal coherent mea-
surement decreases monotonically with r when N is small but increases monotonically
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Figure 6.4: The scaled MSHs (upper left) and the scaled MSBs (upper right) of the
covariant coherent measurements (dashed) and the optimal coherent measurements
(solid) on N copies of a qubit state for N = 1, 2, 3, 4, 5, 10, 20, 100,∞ (from top to
bottom). For comparison, the lower plots illustrate the gaps between them and the
joint bounds (see Sec. 6.4.1). The performances of the two kinds of measurements are
identical when N is even.
when N is large; calculation shows that it is not monotonic for certain values of N ,
such as 13 and 14. By contrast, the scaled MSB is independent of r when N = 1, 2
but increases monotonically otherwise. When N = 1, the scaled MSB of the covariant
measurement diverges in the pure-state limit. In marked contrast, the scaled MSH
saturates the RLD bound and the GM bound in this limit; however, the maximal gap
between the covariant measurement and the optimal measurement occurs when the
true state is nearly pure. When N ≥ 2, both types of measurements are nearly optimal
with respect to both figures of merit, as witnessed by the small gaps from the joint
bounds. Further analysis shows that all coherent measurements are nearly optimal
globally with respect to both figures of merit, as well as many others, in sharp contrast
to state estimation with individual measurements, for which the optimal measurements
heavily depend on the true state and the figure of merit (see Chapter 5).
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6.5 Summary and open problems
We have addressed the major open problem: By how much can the efficiency in quan-
tum state estimation be increased with collective measurements in comparison with
individual measurements? The distinctive features of collective measurements and
their implications have also been discussed in detail.
First, we investigated asymptotic quantum state estimation and determined the
minimal scaled MSE, MSB, and the maximal scaled GMT. Our study showed that
collective measurements can improve the scaling behavior of the tomographic efficiency
with the dimension of the Hilbert space and that the optimal measurements are uni-
versal in the asymptotic limit with respect to a wide range of figures of merit including
the three choices mentioned above.
Second, we introduced the concept of coherent measurements as a primitive for
understanding quantum state estimation in the case of limited access to collective
measurements. We proved that the GMT of any coherent measurement on ρ⊗N is
a symmetric polynomial—the complementarity polynomial—of the eigenvalues of ρ.
Furthermore, this polynomial is the maximum of the GMT over all possible measure-
ments on ρ⊗N when either N = 2 or d = 2. We believe that this conclusion may hold
in general. As the name suggests, complementarity polynomials concisely summarize
the information trade-off among complementary aspects of a quantum system. They
are useful not only in explicating the efficiency advantage of collective measurements
but also in determining the conditions under which the analysis on asymptotic state
estimation is applicable. In addition, our study provides a simple framework for un-
derstanding the emergence of universality in optimal state estimation as N increases
and the importance of adaption decreases.
In the case of a qubit system, we determined the set of Fisher information ma-
trices of all coherent measurements and calculated all complementarity polynomials.
We also analyzed the tomographic efficiencies of the optimal and covariant coherent
measurements in terms of the MSE and the MSB, thereby revealing that all coherent
measurements are nearly optimal with respect to both figures merit whenever N ≥ 2.
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Interestingly, to achieve nearly optimal performances, it suffices to perform collective
measurements that are least entangled as long as they comply with certain symmetry
requirement.
There are a few problems left open, which may serve as future research topics.
1. Prove that the complementarity polynomial tN (ρ) is the maximum of the GMT
over all measurements on ρ⊗N and that the maximum is saturated if and only if
the measurement is coherent (see Conjectures 6.3 and 6.4; the claim holds when
either N = 2 or d = 2 according to Theorem 6.6).
2. Develop more efficient algorithms for computing complementarity polynomials.
3. Design experiments for measuring complementarity polynomials.
4. Explore the implications of complementarity polynomials for foundational issues,
such as wave-particle duality.






In a d-dimensional Hilbert space, a symmetric informationally complete probability
operator measurement (SIC POM) [62, 230, 232, 275] is composed of d2 subnormalized
projectors onto pure states with equal pairwise fidelity. SIC POMs exhibit plenty of
elegant properties, which are rooted in their very definition. For example, they are
simultaneously minimal 2-designs and maximal sets of equiangular lines [76, 144, 230,
232, 263, 275]; they are optimal in linear quantum state tomography [217, 218, 226, 230,
244, 281] (see Chapter 3) and measurement-based quantum cloning [244]. They are
useful in quantum cryptography [84, 91, 100, 230, 231], quantum fingerprinting [246],
and signal processing [151]. They also play a crucial role in studying foundational issues
[98, 99, 101, 230] and in understanding the geometry of quantum states [13, 29, 30].
Besides, their connections with mutually unbiased bases (MUB) [2, 8, 12, 161, 162,
271] and discrete Wigner functions [67, 230] are hot topics. Recently, they have also
attracted the attention of many experimentalists; for example, qubit SIC POMs [80, 84,
183] and qutrit SIC POMs [195] were implemented in experiments. In addition, a novel
scheme for realizing SIC POMs by successive measurements was proposed [161, 162].
Every known SIC POM is group covariant in the sense that it can be generated from
a fiducial state by a group composed of unitary operators. Moreover, almost all group
covariant SIC POMs known so far are covariant with respect to the Heisenberg–Weyl
(HW) group [232, 245, 266, 275]. Up to now, analytical solutions of HW covariant
151
Chapter 7. Symmetric informationally complete POMs
SIC POMs have been constructed in dimensions 2, 3 [76, 275]; 4, 5 [275]; 6 [115]; 7 [6];
8 [116, 245]; 9–15 [116, 117, 118, 119, 245]; 16 [10]; 19 [6]; and 24, 28, 31, 35, 37, 43, 48
[9, 120, 245]. Numerical solutions with high precision have been found up to dimension
67 [232, 245]. All the evidence supports the belief that HW covariant SIC POMs
exist in any Hilbert space of finite dimension. However, there is neither a universal
recipe for constructing SIC POMs nor a general proof of their existence, despite the
efforts of many researchers in the past decade. Most known solutions are derived from
solving systems of nonlinear equations [118, 245] or optimizing certain target functions
numerically [232, 245], both of which are computationally very demanding, and it
is increasingly more difficult to obtain new solutions without introducing new ideas.
Furthermore, understanding the properties of SIC POMs has remained one of the most
challenging tasks in this field. Many fundamental questions are awaiting for answers,
as explained as follows.
In the mathematical community, SIC POMs have been studied under the name of
equiangular lines for more than half a century [76, 112, 127, 164, 175, 184, 233]; see
Ref. [164] for a historical survey. When the lines are represented by unit kets, the
equiangular condition means that the pairwise fidelities among the kets are the same.
A cursory inspection of the Gram matrix of the lines reveals that there are at most
d2 equiangular lines in a (complex) Hilbert space [76]. SIC POMs stand out as sets of
equiangular lines that saturate the absolute upper bound. When the pairwise fidelity
µ is smaller than 1/(d+ 1), there is a tighter bound for the number n of lines,
n ≤ d− µd
1− µd, (7.1)
which is known as theWelch bound [263]. A set of equiangular lines is tight if it saturates
the Welch bound. Besides, the study of SIC POMs has drawn much inspiration from
the study of spherical codes and designs [26, 77, 144, 145, 165, 230, 232, 244], as well
as frame theory [61, 81, 230, 232, 244].
In the 1990s, Zauner [275] started to investigate SIC POMs systematically under the
general theme of establishing a quantum design theory by generalizing classical combi-
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natorial design theory to the noncommutative setting. He found that many SIC POMs
can be generated from fiducial states by certain groups composed of unitary operators,
a prominent example being the HW group. For example, he constructed analytical
fiducial states of the HW group in dimensions from 2 to 5 and numerical ones in di-
mensions 6 and 7. It turned out that each of these fiducial states is stabilized by an
order-3 unitary transformation, which is now known as Zauner unitary transformation.
This observation inspired his conjecture that a fiducial state with this additional sym-
metry exists in every finite dimension. Up to now, Zauner’s conjecture has remained one
of the most intriguing problems concerning SIC POMs. Unfortunately, Zauner’s work
was not fully recognized for a long time, partially because the German-written thesis
was not accessible to many researchers1. A few years later, the study of SIC POMs was
revitalized by Renes, Blume-Kohout, Scott, and Caves [232] (see also Refs. [62, 230]),
who performed extensive numerical calculations and found fiducial states of the HW
group for dimensions up to 45. Their work considerably strengthened the belief that
HW covariant SIC POMs exist in all finite dimensions.
An important tool in the study of HW covariant SIC POMs is the Clifford group, the
normalizer of the HW group within the group of all unitary operators; the extended
Clifford group also contains antiunitary operators. The two groups have played an
important role in quantum information science, such as in quantum error correction
and quantum computation [113, 114]. Their relevance to the study of SIC POMs
was first noticed by Grassl [115] and was investigated in detail by Appleby [6, 7] (see
also Refs. [10, 11, 95, 278, 279]). The extended Clifford group classify HW covariant
SIC POMs into disjoint orbits, such that those on the same orbit are equivalent in the
sense that they can be turned into each other by unitary or antiunitary transformations.
However, it does not help understand the relations among SIC POMs on different orbits.
In addition, Appleby [6] introduced the concept of canonical order-3 Clifford unitary
transformations (see also Ref. [95]), which include Zauner unitary transformation as a
special example, and pointed out that every fiducial state found by Renes et al. [232]
1Recently, a English translation of Zauner’s thesis was published [275].
153
Chapter 7. Symmetric informationally complete POMs
is stabilized by a canonical order-3 Clifford unitary transformation. Inspired by this
observation, he formulated a few variants of Zauner’s conjecture, some of which have
remained elusive up to now. By virtue of symmetry consideration, he also derived
fiducial states in dimensions 7 and 19 with a purely analytical approach. Unfortunately,
it seems very difficult to generalize his construction to other dimensions [163].
Recently, Scott and Grassl [245] compiled a comprehensive list of numerical fiducial
states of the HW group in dimensions up to 67, which is putatively complete up to
dimension 50; they also constructed several new analytical fiducial states based on
the approach developed earlier by Grassl [115, 116, 117, 118, 119]. Their study not
only confirmed Zauner’s conjecture [275] in dimensions up to 67 but also revealed the
existence of fiducial states with other symmetry, which disproved a variant of Zauner’s
conjecture formulated by Appleby [6]2 (see also Ref. [116]). In addition, their work
revealed the important role played by Galois field theory [75] in constructing SIC POMs
and in understanding their properties, but the potential of this line of thinking is still
not clear.
Because of technical reasons, most studies on the symmetry of HW covariant
SIC POMs have focused on Clifford operations. Although there is a widespread specu-
lation that all symmetry operations of an HW covariant SIC POM belong to the Clifford
group, there is no rigorous proof. In a recent work [279] (see Chapter 8), we proved that
any group covariant SIC POM in a prime dimension is covariant with respect to the
HW group and that the above speculation holds whenever the prime is not equal to 3.
After detailed analysis on the peculiarity in dimension 3, we also established complete
equivalence relations among group covariant SIC POMs in dimension 3 and classified
inequivalent ones according to the geometric phases associated with fiducial states (see
Ref. [64] for an alternative classification method). Our study also clarified the relations
among SIC POMs on different orbits of the Clifford group in every prime dimension. In
collaboration with our colleagues, we explored the structure of two-qubit HW covariant
2Zauner’s conjecture for dimension 66 was not confirmed in Ref. [245], but by Andrew Scott later,
according to private communication with Markus Grassl.
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SIC POMs and showed that the symmetry group of each SIC POM is contained in the
Clifford group. On the other hand, our investigation revealed two kinds of additional
symmetry for which Clifford operations cannot account [278, 283] (see Chapter 9). The
situation in other dimensions is still not well understood and deserves further study.
The quest for SIC POMs with other group symmetry has had a convoluted journey.
More than a decade ago, Hoggar [146] constructed a set of 64 equiangular lines in
dimension 8, which is known as the Hoggar lines and is covariant with respect to the
three-qubit Pauli group [275], an alternative version of the HW group. Later, Renes
et al. [230, 232] showed with numerics that some other nice error bases [166, 168,
169] can also generate SIC POMs, but they did not give the detail. Using nice error
bases with non-Abelian index groups, Grassl constructed an analytical SIC POM in
dimensions 6 and 8, respectively [116]. Unfortunately, there is still no systematic study
about groups that can generate SIC POMs, and there seem to be more confusions than
conclusions about the state of affairs. Even many rudimentary questions are still open.
For example, does there exist any SIC POM that is not covariant with respect to the
HW group? The main obstacle lies in the difficulty in determining the full symmetry
group of a SIC POM and the equivalence relation between two SIC POMs. What
is worse, confusions often result from overlooking the fact that some SIC POMs are
covariant with respect to more than one group [279].
Most studies on the properties of SIC POMs have presumed group covariance, par-
tially because group covariant SIC POMs are much easier to construct and to analyze.
Except in dimension 2, however, there is still no conclusive answer to the basic question:
Does there exist a SIC POM that is not group covariant? Besides, in many applica-
tions, such as quantum state tomography [226, 230, 244, 281] (see Chapter 3), quantum
cryptography [84, 91, 100, 230, 231], and foundational studies [13, 98, 99, 101, 230],
the group structure is not essential. Therefore, it is instructive to drop the covariance
assumption at a certain stage if we want to get a complete picture about SIC POMs. Re-
cently, a major step along this direction was made by Appleby, Flammia, and Fuchs [14],
who demonstrated that the traces of the triple products among states in a SIC POM
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characterize the SIC POM up to unitary equivalence. Based on this observation, they
established a simple connection between the existence of SIC POMs and the existence
of certain structures related to Lie algebras. However, neither existence problem is easy
to solve. The full potential of their approach is yet to be explored.
Motivated by the persistent open problems and confusions mentioned above, we
study the properties of SIC POMs systematically in the rest of this thesis. Our main
concern are the symmetry problem: What symmetry can a SIC POM possess? and the
equivalence problem: How can we determine whether two SIC POMs are equivalent or
not. In this way, we hope to establish a clear picture about SIC POMs already known
and shed some light on those SIC POMs yet to be discovered.
The rest of this chapter sets the stage for later discussions. Several results pre-
sented here are also interesting in their own right. We start by introducing the con-
cepts of symmetry group and group covariance. We then derive a necessary condi-
tion on the groups that can generate SIC POMs based on the works of Zauner [275]
and Grassl [119], thereby revealing the crucial role of nice error bases in the study of
SIC POMs. Next, we establish a simple criterion for determining the equivalence rela-
tions among SIC POMs that are covariant with respect to the same group. Finally, we
review the basic properties of the HW group and the Clifford group following the work
of Appleby [6]. For the convenience of later discussions, some supplementary materials
concerning the Clifford group are presented in Appendix H.
7.2 Symmetry and group covariance
In this section we investigate several fundamental questions pertinent to group covariant
SIC POMs: What are the necessary requirements on a group that can generate a
SIC POM? What relations exist among SIC POMs that are covariant with respect to
the same group.
Let G be any group composed of unitary operators. The collineation group G of
G is derived from G by identifying operators that are proportional to each other [37].
A group and its collineation group are referred to with the same name when there is
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no confusion. By convention, when the symbol is not specified, the attributes of the
collineation group, such as its order, are taken for granted as the attributes of the
group. The main advantage of working with collineation groups is the convenience of
discussion; for example, almost all groups relevant to our study are finite groups in this
way. Given any finite collineation group G, there exists a unimodular unitary group
G (a unitary group whose elements have determinant 1) such that their orders satisfy
|G| ≤ d|G| [37]. This observation is useful when we need to consider the group of
unitary operators itself. For the convenience of later discussions, a group of unitary
operators is also perceived as a representation of itself.
The symmetry group Gsym of a SIC POM is composed of all unitary operators that
leave the SIC POM invariant. The extended symmetry group EGsym is the larger group
that also contains antiunitary operators. The corresponding collineation groups Gsym
and EGsym are isomorphic to subgroups of the permutation group of d2 letters and are
thus finite groups [279]. A SIC POM is group covariant if it can be generated from a
single state—the fiducial state—by a group composed of unitary operations, in which
case the states in the SIC POM form a single orbit under the action of its symmetry
group. It is strong group covariant if, in addition, the generating group has order d2. It
should be noted that many researchers take strong group covariance as the definition of
group covariance [6, 232, 245, 275]. By our definition, strong group covariance implies
group covariance; however, it is not known whether the converse also holds, although
all SIC POMs known so far are strong group covariant.
7.2.1 Groups that can generate SIC POMs
In this section we derive a necessary condition on every group of unitary operators that
can generate a SIC POM. Our study starts from inspecting the action on a SIC POM
by its symmetry group.
The stepping stone of our analysis is Theorem 2.34 in Zauner’s thesis [275]3, as
reformulated as follows.
3We are grateful to Markus Grassl for bringing Zauner’s theorem and Ref. [119] to our attention.
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Theorem 7.1 (Zauner) Suppose {Π0,Π1, . . . ,Πd2−1} is a set of d × d linearly inde-
pendent orthogonal projection matrices and U is an element in the symmetry group of
the set of matrices. Then the number of fixed points f(U) of U is equal to the absolute
square of the trace of U ; that is, f(U) = | tr(U)|2.
Proof. Represent Πj with the column vector
(
(Πj)00, (Πj)01, . . .
)T and let P be
the matrix formed by juxtaposing the column representations of the Πjs; then the
conjugation by U can be cast as multiplication by U ⊗ U∗,
(U ⊗ U∗)P = PMU , (7.2)
where MU is a permutation matrix determined by U . Since the Πjs span the matrix
space, the matrix P is invertible and, as a consequence,
tr(MU ) = tr(U ⊗ U∗) = | tr(U)|2. (7.3)
Now the theorem follows from the observation that the trace of MU is equal to f(U).
uunionsq
According to the above proof, the Πjs are not necessarily restricted to orthogonal
projection matrices; they may be any set of positive semidefinite matrices that span
the matrix space.
Lemma 7.2 Suppose G is a subgroup of the symmetry group of a SIC POM. Then the
number of orbits of states in the SIC POM under the action of G is equal to the sum
of the squared multiplicities of all the inequivalent irreducible components of G.
Proof. Suppose the states form k orbits under the action of G; let fj(U) denote
the number of fixed points of U ∈ G on the orbit j. For each orbit, |G| is equal to the
order of the stabilizer of each state multiplied by the length of the orbit, which is equal




fj(U) for j = 1, 2, . . . , k. (7.4)
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According to representation theory [69], k is equal to the sum of the squared multiplic-
ities of all the inequivalent irreducible components of G. uunionsq
Theorem 7.3 Let G be a subgroup of the symmetry group of a SIC POM. Then the
SIC POM is covariant with respect to G if and only if G is irreducible; it is strong
covariant with respect to G if and only if G is a nice error basis.
The first part of the theorem is an immediate consequence of Lemma 7.2. Previ-
ously, unaware of Zauner’s theorem, we proved that G is necessarily non-Abelian under
the same assumption as in the theorem [279]. The second part of the theorem was first
shown by Grassl [119] based on Zauner’s theorem. It follows from the first part and the
properties of nice error bases [166, 168, 169] (see Appendix F). This theorem reveals
the importance of nice error bases in the study of SIC POMs.
7.2.2 Orbits and equivalence of SIC POMs
LetN(G) be the normalizer ofG; then U |ψ〉 is a fiducial ket for any U ∈ N(G) whenever
|ψ〉 is. Under the action of N(G), all the fiducial states of G form disjoint orbits, and
so do all G-covariant SIC POMs. SIC POMs on the same orbit are unitarily equivalent.
The equivalence relations among SIC POMs on different orbits are determined by the
following theorem, assuming we know the symmetry group of the SIC POM.
Theorem 7.4 Suppose a SIC POM is covariant with respect to the group G, and its
symmetry group Gsym contains m subgroups G1 = G,G2, . . . , Gm that are unitarily
equivalent to G; let Uj be a unitary transformation from Gj to G; that is, UjGjU
†
j = G.
Then any other G-covariant SIC POM is unitarily equivalent to the given SIC POM
if and only if it is on the same orbit as the image of the given SIC POM under the
action of Uj for some j. The number of orbits of G-covariant SIC POMs that are
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unitarily equivalent to the given SIC POM is equal to the number of conjugacy classes
of subgroups of Gsym that are unitarily equivalent to G.
Theorem 7.4 is also applicable when G and Gsym are replaced by their collineation
groups. In that case, however, both the number of orbits and that of conjugacy classes
may change. This theorem is quite useful to investigating the structure of group co-
variant SIC POMs, especially those in dimension 3, as we shall see later.
Proof. According to Theorem 7.3, the given SIC POM is covariant with respect
to Gj for all j. By assumption, the image of the given SIC POM under the action of
Uj , henceforth denoted by SIC POM j, is covariant with respect to G. On the other
hand, if a unitary transformation maps the given SIC POM to another G-covariant
SIC POM, then it must map Gj for some j to G. Moreover, the orbit orb(Uj) of the
image SIC POM does not depend on the choice of Uj . To see this, let U ′j be another
unitary transformation from Gj to G; then U ′jU
†
j ∈ N(G) since it stabilizes G. So the
images of the given SIC POM under the actions of Uj and U ′j , respectively, are on the
same orbit; note that they can be transformed from one to another by U ′jU
†
j .
To prove the second part of the theorem, we shall establish a one-to-one correspon-
dence between the conjugacy classes of subgroups of Gsym that are equivalent to G and
the orbits of G-covariant SIC POMs that are equivalent to the given SIC POM. More
precisely, we shall show that orb(Uj) = orb(Uk) if and only if Gj and Gk are conjugated
to each other under Gsym. Suppose orb(Uj) = orb(Uk) and V ∈ N(G) transforms SIC
POM j to SIC POM k; then U †kV Uj ∈ Gsym and it maps Gj to Gk. On the other hand,
suppose Gj is mapped to Gk under the conjugation of U ∈ Gsym; then Gj is mapped to
G under the conjugation of UkU , which implies that orb(Uj) = orb(UkU) = orb(Uk).
uunionsq
7.3 Heisenberg–Weyl group and Clifford group
The HW group (also known as the generalized Pauli group) was first introduced by
Weyl [266] in the study of quantum kinematics. The HW group and its normalizer—
the Clifford group—have played an important role in quantum information science,
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such as quantum error correction and quantum computation [113, 114]. During the
past decade, they have also found extensive applications in the study of SIC POMs
[6, 7, 10, 12, 95, 115, 232, 245, 275, 278, 279] and MUB [7, 83, 155, 272]. It should
be noted that there are different versions of the HW group and, accordingly, different
versions of the Clifford group [6, 7, 113, 114]. We are mainly concerned with a particular
version to be defined shortly that is most relevant to the study of SIC POMs.
In this section we review the basic properties of the HW group and the Clifford
group following the work of Appleby [6]. For the convenience of later discussion, in
Appendix H we provide some supplementary materials about the Clifford group, such
as the trace of a Clifford operator, the normalizer of the Clifford group, and HW groups
in the Clifford group.
7.3.1 Heisenberg–Weyl group
The HW group D is generated by the phase operator Z and the cyclic-shift operator
X defined by their action on the kets |er〉 of the “computational basis”,
Z|er〉 = ωr|er〉, X|er〉 = |er+1〉, (7.6)
where r ∈ Zd, ω = e2pii/d is a primitive dth root of unity, and Zd is the ring of integers
modulo d. The HW group is a nice error basis [166, 168, 169] (see Appendix F) by
definition. The two generators obey the canonical commutation relation
XZX−1Z−1 = ω−1, (7.7)
which determines the HW group up to unitary equivalence and overall phase fac-
tors [266]. All elements of the HW group take on the form
Dk1,k2 = τ
k1k2Xk1Zk2 , (7.8)
where τ = −epii/d, and k1, k2 ∈ Zd; here the phase factor has been chosen following
Appleby [6] to simplify the discussion. Note that τ is a primitive dth root of unity
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when d is odd but a 2dth root of unity otherwise. These elements satisfy the following
relations [6]:
D†k = D−k,
DkDq = τ 〈k,q〉Dk+q,
Dk+dq =
 Dk if d is odd,(−1)〈k,q〉Dk if d is even,
(7.9)
where 〈k,q〉 := k2q1 − k1q2 is the symplectic form. Note that Dk+dq may differ from
Dk by a sign factor when d is even. Both D and D are referred to as HW groups,
but they possess quite different properties. For example, the former is a non-Abelian
group, whereas the latter is an Abelian group that is isomorphic to Z2d.






for all (k1, k2) 6= (0, 0). Up to now, analytical fiducial kets of the HW group have been
constructed for d ≤ 16 and d = 19, 24, 28, 31, 35, 37, 43, 48 [6, 9, 120, 232, 245, 275];
numerical fiducial kets with high precision have been found up to d = 67 [232, 245].
Moreover, almost all known SIC POMs are covariant with respect to the HW group,
partially because the HW group is most familiar to many researchers and is universal
in the sense that it exists in every dimension.
When the dimension is a prime power pk with k ≥ 2, there is another version of the
HW group that is the k-fold tensor product of the usual HW group in prime dimension
p. This HW group is usually called k-qubit Pauli group when p = 2. In dimension 8,
the three-qubit Pauli group can generate the set of Hoggar lines [146, 275]. However,
no other multiqubit Pauli group can generate any SIC POM according to Godsil and
Roy [112]. The situation is still not clear in the case of odd prime-power dimensions.
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7.3.2 Special linear group
To understand the structure of the Clifford group, we need to take a detour reviewing






with entries in Zd and determinant 1 (mod d). Likewise, the extended special linear
group ESL(2,Zd) is the larger group that also contains matrices with determinant −1.





The group SL(2,Zd)n (Zd)2 is the semidirect product defined by the product rule
(F1, χ1) ◦ (F2, χ2) = (F1F2, χ1 + F1χ2), (7.13)
where F1, F2 ∈ SL(2,Zd) and χ1, χ2 ∈ (Zd)2. The group ESL(2,Zd)n (Zd)2 is defined
in the same manner.
Denote
d¯ =
 d if d is odd,2d if d is even. (7.14)
Then the group SL(2,Zd¯)n (Zd)2 can be defined in the same way as SL(2,Zd)n (Zd)2,
except that, when computing the product F1χ2 in Eq. (7.13), we implicitly take the
following natural homomorphism from SL(2,Zd¯) to SL(2,Zd): F1 → F1 mod d. The
same recipe applies to ESL(2,Zd¯)n (Zd)2.
7.3.3 Understanding the Clifford group from a homomorphism
The Clifford group C(d) is the normalizer (within the group of all unitary operations)
of the HW group, that is, the group of unitary operations that map the HW group
to itself. Likewise, the extended Clifford group EC(d) is the larger group that also
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contains anti-unitary operations [6].
The structure of the extended Clifford group can be characterized succinctly by the
following surjective homomorphism given by Appleby [6]:
fE : ESL(2,Zd¯)n (Zd)
2 → EC(d),
UDkU
† = ω〈χ,Fk〉DFk for U = fE(F, χ).
(7.15)
When d is odd, fE is an isomorphism; that is, the kernel K(d) is trivial. Otherwise,
the kernel K(d) is composed of the eight elements
1 + rd sd




 for r, s, t = 0, 1. (7.16)
Consider F as given in Eq. (7.11) with det(F ) = 1 mod d¯. If β is invertible in Zd¯,











 , F2 =
γ + xα δ + xβ
−α −β
 , (7.18)
and accordingly, VF = VF1VF2 . One can ensure that δ+xβ be invertible with a suitable
choice of x, in which case VF1 and VF2 can be computed by means of Eq. (7.17) [6].





If det(F ) = −1, then det(FJ) = 1 and (FJ, χ) ∈ SL(2,Zd¯)n (Zd)2. So the images
of the elements in ESL(2,Zd¯)n(Zd)2 can be determined once the images of the elements
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which is clearly basis dependent (here defined with respect to the computational basis)
and has no physical meaning.
Following Appleby, we denote by [F, χ] (This is not a commutator!) the homomor-
phism image of (F, χ) in the rest of the thesis. For the convenience of later discussions,
[F, χ] is often represented by a specific element in the equivalent class; for example,
[F,0] by VF . By convention, elements in the HW group are called displacement oper-
ations, whereas elements of the form [F,0] in the Clifford group are called symplectic
operations.























SIC POMs in prime dimensions
8.1 Introduction
Almost all known SIC POMs are covariant with respect to the HW group [6, 232, 245,
275]. Is it due to a deep reason or simply because such SIC POMs are easy to construct?
In either case, a better understanding of HW covariant SIC POMs is crucial to unravel
the mystery. An important tool for this endeavor is the Clifford group, which divides
HW covariant SIC POMs into disjoint orbits, such that SIC POMs on the same orbit are
unitarily equivalent. The relations among SIC POMs on different orbits have remained
elusive despite the efforts of many researchers in the past decade [6, 7, 95, 115, 245, 279].
The main difficulty lies in determining the relation between the symmetry group of an
HW covariant SIC POM and the Clifford group, as manifested by the long-standing
open question: Is the symmetry group necessarily a subgroup of the Clifford group?
Although an affirmative answer has been speculated for a long time, no rigorous proof
is known. Actually, this speculation has caused some confusions about the structure
of SIC POMs, especially those in dimension 3, which exhibit a plethora of peculiar
properties, including the existence of a continuous family of orbits [6, 232, 275, 279].
In this chapter1 we settle the open problems mentioned above for any prime dimen-
sion p and clarify several subtle points about SIC POMs in dimension 3. The situation
beyond prime dimensions is also discussed briefly. All unitary groups considered here
are assumed to be unimodular for convenience. So the order of any unitary group
containing the HW group is p times the order of the corresponding collineation group.
1This chapter is based on the following paper: H. Zhu, SIC POVMs and Clifford groups in prime
dimensions, J. Phys. A: Math. Theor. 43, 305305 (IOP Publishing, 2010).
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8.2 Group covariant SIC POMs are HW covariant
Theorem 8.1 Any group covariant SIC POM in a prime dimension is covariant with
respect to the HW group.
In any prime dimension, a group covariant SIC POM is necessarily covariant with
respect to each Sylow p-subgroup, say P , of its symmetry group Gsym (see Ref. [172] or
Appendix G for a brief introduction of Sylow p-subgroups). The center of P has order
at least p since any p-group has a nontrivial center. Meanwhile, P must be irreducible
according to Theorem 7.3. So any element in its center is proportional to the identity,
which, together with the unimodular condition, implies that the center is the cyclic
group 〈ω〉 generated by the constant ω. Since the p-group P/〈ω〉 also has a nontrivial
center, there exists an element X ′ ∈ P such that X ′ does not belong to the center
of P but X ′〈ω〉 belongs to the center of P/〈ω〉. Hence, there exists another element
Z ′ ∈ P such that Z ′X ′Z ′−1X ′−1 = ωk with 1 ≤ k < p. The integer k may be set to
1 by replacing Z ′ with its suitable power if necessary. Now the group generated by
X ′ and Z ′ must be an HW group according to their commutation relation [266] (see
Sec. 7.3.1), and the theorem follows.
8.3 Qubit SIC POMs











[206]; the extended Clifford group is generated by the
complex-conjugation operator Jˆ besides the two operators. The orders of the two
groups are 24 and 48, respectively. There is only one orbit of eight fiducial states, one













The orders of the stabilizers of each fiducial state within the Clifford group and the
extended Clifford group are 3 and 6, respectively.
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When represented on the Bloch sphere, the eight fiducial states constitute the cor-
ners of a cube, and the two SIC POMs of two regular tetrahedrons, which are related
to each other by inversion. The Clifford group corresponds to the (rotational) sym-
metry group of the cube. The symmetry group of each SIC POM corresponds to the
symmetry group of the tetrahedron, which is a subgroup of the symmetry group of the
cube. It is thus a subgroup of the Clifford group and contains only one HW group. By
the same token, the extended symmetry group is a subgroup of the extended Clifford
group. Incidentally, all SIC POMs in dimension 2 are covariant with respect to the
HW group and are unitarily equivalent to each other.
8.4 SIC POMs in prime dimensions not equal to 3
In this section, we prove that, in any prime dimension not equal to 3, any HW covariant
SIC POM is covariant with respect to a unique HW group, and its (extended) symmetry
group is a subgroup of the (extended) Clifford group. As a consequence, two HW
covariant SIC POMs are equivalent if and only if they are on the same orbit. To achieve
this goal, we first prove that the HW group is a Sylow p-subgroup of the symmetry
group and then prove that it is a normal subgroup of the symmetry group. Since the
case p = 2 has been handled in Sec. 8.3, it remains to consider the case p ≥ 5.
Lemma 8.2 In any prime dimension p 6= 3, the HW group is a Sylow p-subgroup of
the symmetry group of any HW covariant SIC POM.
Suppose the HW group is not a Sylow p-subgroup of the symmetry group; then it is
a proper subgroup of one of the Sylow p-subgroups. The normalizer of the HW group
within this Sylow p-subgroup is strictly larger than the HW group, so that each fiducial
state is stabilized by an order-p Clifford operation [F, χ], which is not traceless according
to Theorem 7.1. Thanks to Theorem H.1, we may assume that χ = 0 without loss of











, where ν is a primitive element in the Galois field Zp [154, 279].
In either case, | tr([F, χ])|2 = p and each eigenspace of [F, χ] has dimension at most
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two. According to Theorem 7.1, [F, χ] stabilizes p fiducial states simultaneously, which
necessarily belong to a same eigenspace. However, a two-dimensional eigenspace cannot
accommodate more than two fiducial states when p ≥ 5 according to the Welch bound
[see Eq. (7.1)]. This contradiction completes the proof of the lemma.
To prove that the HW group is a normal subgroup of the symmetry group, we shall
distinguish two cases depending on whether the symmetry group admits a monomial
representation. One of the cases can be handled based on a theorem of Sibley [251]:
Theorem 8.3 (Sibley) Suppose G is a finite group with a faithful, irreducible, unimod-
ular, and quasiprimitive representation of prime degree p ≥ 5. If a Sylow p-subgroup
P of G has order p3, then P is normal in G, and G/P is isomorphic to a subgroup of
SL(2,Zp).
A quasiprimitive representation is one whose restriction to every subgroup is homo-
geneous, that is, a multiple of one irreducible representation of the subgroup. An
irreducible representation of prime degree that is not quasiprimitive is monomial [251].
If Gsym is quasiprimitive, then the HW group D is a normal subgroup of Gsym
according to Sibley’s theorem; in other words, Gsym is a subgroup of the Clifford group.
In addition, Gsym contains only one HW group according to Sylow’s theorem [172] since
the HW group is also a Sylow p-subgroup of Gsym.
Now suppose Gsym is in monomial form; that is, all elements in Gsym are monomial
after a suitable choice of basis if necessary. Let T be the normal subgroup of Gsym
that is composed of its diagonal elements; then T contains the subgroup generated by
ω and a nontrivial displacement operator, say Z. It turns out that T contains no other
elements. To see this, note that the order of T is not divisible by p3 since, otherwise,
it would contain an HW group. In addition, T is a direct sum of p inequivalent one-
dimensional representations when taken as a representation of itself. According to
Lemma 7.2, the fiducial states of the SIC POM form p orbits of equal length p under
the action of T ; in other words, two fiducial states are on the same orbit generated
by T if and only if they are on the same orbit generated by Z. Suppose |T | > p2;
then T contains an element U whose order is not divisible by p, and there exists at
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least one fiducial state, say |ψ〉, that is not stabilized by U . Since U |ψ〉 and |ψ〉 are on
the same orbit of Z, there exist an integer 1 ≤ k ≤ p − 1 and a phase factor eiφ such
that U |ψ〉 = eiφZk|ψ〉. Note that |ψ〉 has at least two nonzero entries. Let eiφ1 and
eiφ2 be the two diagonal entries of U corresponding to any two nonzero entries of |ψ〉,
respectively; then ei(φ1−φ2) is a primitive pth root of unity, contradicting the fact that
the order of U is not a multiple of p. This contradiction confirms that T is generated
by ω and Z. As a consequence, D is the centralizer of T within Gsym and is thus a
normal subgroup of Gsym. In other words, Gsym is a subgroup of the Clifford group
and contains only one HW group.
In summary, for any prime dimension larger than 3, each group covariant SIC POM
is covariant with respect to a unique HW group, and its symmetry group is a subgroup of
the Clifford group. The conclusion can also be extended to cover antiunitary operations
since any antiunitary operation in the extended symmetry group of the SIC POM must
stabilize the HW group and thus belong to the extended Clifford group. In addition,
the same conclusion holds for dimension 2 according to Sec. 8.3.
Theorem 8.4 In any prime dimension not equal to 3, each group covariant SIC POM
is covariant with respect to a unique HW group. Furthermore, its (extended) symmetry
group is a subgroup of the (extended) Clifford group and contains the HW group as a
normal Sylow p-subgroup.
In conjunction with Theorem 7.4, we can settle the equivalence problem of HW
covariant SIC POMs in prime dimensions.
Corollary 8.5 In any prime dimension not equal to 3, two SIC POMs covariant with
respect to the same HW group are unitarily (unitarily or antiunitarily) equivalent if and
only if they are on the same orbit of the Clifford group (extended Clifford group).
8.5 SIC POMs in dimension 3
The existence of a SIC POM in dimension 3 was already noted in the 1970s by Del-
sarte, Goethals, and Seidel [76]. More than a decade ago, Zauner [275] constructed
171
Chapter 8. SIC POMs in prime dimensions
a continuous family of SIC POMs by virtue of the HW group and determined their
symmetry groups without reference to the Clifford group. However, he did not specify
his approach, and there were some mistakes in his conclusions about the symmetry
groups. Later, these SIC POMs attracted the attention of many other researchers
[6, 64, 162, 195, 232, 240, 279], but their peculiarity is still a source of confusion to the
SIC community.
In this section, we shall clarify several subtle points concerning the symmetry and
the equivalence problems about group covariant SIC POMs in dimension 3. In sharp
contrast with group covariant SIC POMs in other prime dimensions, each one in dimen-
sion 3 is covariant with respect to either three or nine HW groups. Its symmetry group
is a subgroup of at least one of the Clifford groups of these HW groups, respectively,
but not necessarily a subgroup of the Clifford of the HW group defined in the standard
basis. As a consequence, SIC POMs on different orbits of the Clifford group can be
equivalent even if their respective stabilizers have different orders, assuming that we
considers symmetry operations only within the Clifford group, as is the case in almost
all studies in the past decade because of the technical difficulty in determining the full
symmetry groups. For the convenience of the following discussion, all HW groups in
the Clifford group for any prime dimension are figured out in Appendix H.3.
8.5.1 Symmetry of SIC POMs
If Gsym is not monomial, then the order of each Sylow p-subgroup of Gsym is at most
p4 according to the classification of finite linear groups of degree 3 by Blichfeldt [37].
Moreover, Gsym is isomorphic to a subgroup of the Clifford group if the order is p4.
Otherwise, there is a counterexample to Sibley’s theorem (Theorem 8.3)—a unimodular
unitary group of order 1080 whose collineation group (of order 360) is isomorphic to
the alternating group of six letters [37]. However, this group cannot be the symmetry
group of any SIC POM. To demonstrate this point, suppose otherwise. Let U be
an order-5 element in the group; then the nine fiducial states of the SIC POM form
disjoint orbits of length either 1 or 5 under the action of U . It follows that there are
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four orbits of length 1, that is, four fiducial states stabilized by U . The four fiducial
states must belong to a same eigenspace of U , whose dimension is at most two since U
is not proportional to the identity. However, a two-dimensional subspace cannot admit
four fiducial states [see Eq. (7.1)]. This contradiction dictates that Gsym must be a
subgroup of some Clifford group when it is not monomial.
Now suppose that Gsym is in monomial form and that one of the HW groups con-
tained in Gsym is in the standard form, as in the case p ≥ 5. Let T be the normal
subgroup of Gsym consisting of its diagonal elements.
If T = 〈ω,Z〉, then Gsym contains only one HW group and it is a subgroup of the
Clifford group, according to similar reasoning in Sec. 8.4. However, it turns out that
this scenario does not occur for the special case p = 3 [6] (see also Sec. 8.5.2), in sharp
contrast with the general case p ≥ 5.
Otherwise, each fiducial state, say |ψ〉, is stabilized by some element in T that is
not proportional to the identity, say U . Simple analysis shows that U has two identical
diagonal entries and that |ψ〉 has two nonzero entries with equal modulus 1√
2
and a
zero entry. Without loss of generality, we may assume that U =̂ eiφ′ diag(1, 1, eiφ) and
|ψ〉 =̂ 1√
2
(1, eit, 0); indeed, all kets of this form are fiducial kets [6] (see also Sec. 8.5.2).
To ensure that UX|ψ〉 be a fiducial ket in the SIC POM, φ may take on only two
possible values ±2pi3 . We may choose U = e−i2pi/9 diag(1, 1, ω) for definiteness, where φ′
has been chosen such that U is unimodular. Now T cannot contain any element other
than those generated by ω, Z, and U , and therefore |T | = 27.
Define R = Gsym/T ; then R is isomorphic to a subgroup of the symmetry group of
three letters that contains an order-3 cycle and thus has order either 3 or 6. Accordingly,
the order of Gsym is either 81 or 162. If |R| = 3, then Gsym is a p-group of order 34,
and D is a normal subgroup of Gsym since the normalizer of a proper subgroup of a
p-group is strictly larger than the subgroup [172] (see Appendix G). If |R| = 6, then
Gsym contains a Sylow p-subgroup P of order 81 and with index 2, such that D is a
normal subgroup of P . The group P is also a Sylow p-subgroup of the Clifford group
and thus contains two other normal subgroups that are also HW groups but in different
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bases (see Appendix H.3). One of the three HW groups is a normal subgroup of Gsym,
whereas the other two are conjugated to each other. Therefore, Gsym is also a subgroup
of some Clifford group when Gsym is monomial.
In summary, the symmetry group of any group covariant SIC POM in dimension 3
is a subgroup of some Clifford group. It should be emphasized that a SIC POM can
be covariant with respect to more than one HW group. Its symmetry group can be
a subgroup of the Clifford group of one of the HW groups but not of other Clifford
groups, say, the standard Clifford group, the Clifford group of the HW group in the
standard basis.
Suppose we have chosen the HW group D such that it is a normal subgroup of
Gsym. Let D
′ be any other HW group in Gsym and C
′(3) its Clifford group. Then
C′(3)∩C(3) is a Sylow 3-subgroup of C(3), which contains three HW groups including
D (see Appendix H.3). In other words, the Clifford group of any HW group in Gsym
contains at least one HW group whose Clifford group contains Gsym. This observation
is very useful for determining the symmetry group of a group covariant SIC POM in
dimension 3, no matter whether it is a subgroup of the standard Clifford group.
Since the stabilizer S of each fiducial state is isomorphic to Gsym/D, which may
be identified as a subgroup of SL(2,Z3), its order may assume at most six possible
values: 2, 3, 4, 6, 8, and 24 (see Ref. [187]). Analysis shows that, if a fiducial state
is stabilized by an order-2 Clifford operation, then it is automatically stabilized by an
order-3 Clifford operation. So the order of S may take on only the three values 3, 6,
or 24; accordingly, the order of Gsym may take on only the three values 27, 54, or 216.
When |S| = 3, the stabilizer S is conjugated to the group generated by the Zauner
operation [FZ,0], and Gsym contains three HW groups, all of which are normal. When
|S| = 6, the stabilizer is conjugated to the subgroup generated by [−FZ,0], and Gsym
also contains three HW groups, but only one of which is normal. When |S| = 24, the
stabilizer is conjugated to the group composed of all symplectic operations, and Gsym
coincides with the Clifford group and contains nine HW groups, only one of which is
normal, whereas the other eight are conjugated to each other. In either of the latter
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two cases, starting from different HW groups, we can “see” different symmetry groups
if considering symmetry operations only within the Clifford group of the given HW
group.
It is straightforward to extend the above analysis to show that the extended sym-
metry group EGsym of a group covariant SIC POM in dimension 3 is a subgroup of
some extended Clifford group. In the case |Gsym| = 27, at least one of the three HW
groups in Gsym is stabilized by EGsym. In the case |Gsym| = 54 or 216, the HW group
that is stabilized by Gsym is also stabilized by EGsym.
Any HW covariant SIC POM in dimension 3 possesses antiunitary symmetry. To see
this, we may assume without loss of generality that one fiducial state of the SIC POM is
stabilized by [FL,0], which is conjugated to [FZ,0] [see Eq. (7.21)]. Then each fiducial
state of the SIC POM has the form 1√
2
(1, eit, 0)T up to permutations of the three entries.
Now our claim follows from the observation that the extended symmetry group of any
SIC POM in this family contains antiunitary operations. As a consequence, the orbits of
the Clifford group coincide with that of the extended Clifford group [6] (see Sec. 8.5.2).
Theorem 8.6 In dimension 3, the symmetry group of each HW covariant SIC POM
can have three possible orders 27, 54, and 216. Accordingly, it contains three, three,
and nine HW groups, respectively, all of which are normal subgroups in the first case,
whereas only one is normal in the latter two cases. In all three cases, its intersection
with the standard Clifford group contains at least three HW groups. The (extended)
symmetry group is a subgroup of at least one of the (extended) Clifford groups associated
with these HW groups, respectively.
As a consequence of Theorems 7.4 and 8.6, SIC POMs on different orbits of the HW
group can be equivalent, in sharp contrast with the situation in other prime dimensions.
Corollary 8.7 In dimension 3, for each HW covariant SIC POM, there exist three
orbits of equivalent SIC POMs if its symmetry group has order 27, and two if the sym-
metry group has order 54 or 216. In either case, the orbits of equivalent SIC POMs are
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connected to each other by unitary transformations that map additional HW groups in
the intersection of the symmetry group and the standard Clifford group to the standard
HW group.
8.5.2 Infinitely many inequivalent SIC POMs








For each distinct orbit, there is a unique value of t ∈ [0, pi3 ] such that |ψf(t)〉 is on the
orbit. There are three kinds of orbits: two exceptional orbits corresponding to the end




According to Appleby [6], the order of the stabilizer within the Clifford group
(extended Clifford group) of each fiducial state is 24, 6, 3 (48, 12, 6) for the three kinds
of orbits, respectively, and the number of SIC POMs on each orbit is 1, 4, 8. The
stabilizer (within the extended Clifford group) of the exceptional fiducial ket |ψf(0)〉
consists of all operations of the form [F,0] with F ∈ ESL(2,Z3). The stabilizer of the















For a generic fiducial ket |ψf(t)〉 with 0 < t < pi3 , the stabilizer is generated by the
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Note that it is independent of t.
8.5.2.1 Equivalence relations among SIC POMs on different orbits
By virtue of Theorem 8.6 and Corollary 8.7, we can now establish complete equiv-
alence relations among group covariant SIC POMs in dimension 3. Note that the
symmetry group of the SIC POM generated from the fiducial ket |ψf(t)〉 contains as a
subgroup the Sylow 3-subgroup of the Clifford group that is generated by X and VL [see
Eq. (7.22)]. This Sylow-3 subgroup contains three HW groups, which are generated by
Z,X; Z, VLX; and Z, V 2LX, respectively, and are conjugated to each other under the
unitary transformation U =̂ diag(1, e−2ipi/9, e−4ipi/9) (see Appendix H.3). According to
Corollary 8.7, the SIC POMs on the three orbits generated from |ψf(t)〉, U †|ψf(t)〉, and
U †2|ψf(t)〉, respectively, are unitarily equivalent. That is, the SIC POMs on the three
orbits corresponding to t, 2pi9 + t, and
2pi
9 − t for each 0 ≤ t ≤ pi9 (two of the three orbits
can merge when t = 0 or t = pi9 ) are unitarily equivalent. Moreover, SIC POMs on any
two different orbits are not equivalent when restricted to the orbits with 0 ≤ t ≤ pi9 .
There are two orbits of equivalent SIC POMs for each exceptional orbit, but three for
each generic orbit with t 6= pi9 , 2pi9 .
The equivalence between the SIC POM on the exceptional orbit with t = 0 and
those on the generic orbit with t = 2pi9 is particularly surprising at first glance since
their stabilizers within the (extended) Clifford group have different orders. Equally
surprising is the equivalence between the SIC POMs on the exceptional orbit with
t = pi3 and those on the generic orbit with t =
pi
9 .
Although the SIC POMs on the three orbits with t, 2pi9 − t, and 2pi9 + t are equiva-
lent, the orbits themselves are not equivalent in the sense that there is no unitary or
antiunitary transformation that can map all SIC POMs on one of the three orbits to
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that on another one. For example, under the transformation induced by U †, only six
out of the 24 SIC POMs on the three orbits are permuted among each other, whereas
the other 18 are no longer on the three orbits. To see this point more clearly, we can
look into the additional SIC POMs constructed by regrouping the fiducial states on
each orbit; see Ref. [279] for more details.
Above analysis also implies that the (extended) symmetry group of each SIC POM
is a subgroup of the standard (extended) Clifford group except for those on the orbit
with t = pi9 or t =
2pi
9 . For each SIC POM on the two special orbits, its (extended)
symmetry group is a subgroup of the (extended) Clifford group associated with another
HW group that is contained in the intersection of the symmetry group and the standard
Clifford group. Incidentally, according to Theorem 8.4, the two orbits are the only cases
in prime dimensions in which the (extended) symmetry group of each SIC POM is not
a subgroup of the standard (extended) Clifford group.
8.5.2.2 Classification of SIC POMs based on geometric phases
To better characterize those inequivalent SIC POMs, we need to find some invariants
that can distinguish them. The simplest invariant is the triple product tr(ρ1ρ2ρ3)
associated with three different fiducial states in a SIC POM. According to the definition
of a SIC POM, | tr(ρ1ρ2ρ3)| = 18 for d = 3, so the relevant invariant is the phase of the
triple product, which takes on a value between −pi and pi. Since the odd permutations
or the complex conjugation of the three states reverses the sign of the phase, it is
advisable to focus on the absolute value of the phase φ = |arg[tr(ρ1ρ2ρ3)]|, which is
independent of the permutations and the complex conjugation. The phase φ is known
as the discrete geometric phase [1, 35] or as the Bargmann invariant [27] associated
with the three states ρ1, ρ2, and ρ3.
Given a SIC POM generated from the fiducial state in Eq. (8.2), thanks to the






= 28 different choices for the remaining two fiducial states. Analysis of
the symmetry group of the SIC POM reveals that φ may assume at most five distinct
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Table 8.1: Geometric phases φ = |arg[tr(ρ1ρ2ρ3)]| associated with five different triple
products among states in the SIC POM generated from the fiducial state in Eq. (8.2) for
t ∈ [0, pi9 ]. To simplify the notation, the fiducial states are represented by displacement
operators; for example, the fiducial state Z|ψf(t)〉〈ψf(t)|Z† is represented by Z. Thanks
to group covariance, one fiducial state may be chosen a priori, and the remaining two
may take 28 different choices. The second column shows the numbers of choices that
give rise to the specific geometric phases presented in the third column.
ρ1, ρ2, ρ3 multiplicity geometric phase
1, Z, Z2 1 φ1 = pi
1, X, Z 18 φ2 = pi3
1, X,X2 3 φ3 = pi − 3t
1, X,X2Z 3 φ4 = pi3 − 3t
1, X,X2Z2 3 φ5 = pi3 + 3t
values. Table 8.1 lists the five distinct geometric phases associated with five triple
products for 0 ≤ t ≤ pi9 . Figure 8.1 shows the variations of the five phases with t in a
wider range. The two phases φ1 and φ2 are independent of the parameter t, whereas
the other three phases φ3, φ4, and φ5 are periodic functions of t with the same shape
and period 2pi3 , but shifted from each other by ±2pi9 . If the three phases φ3, φ4, and φ5
are not distinguished, then the pattern displays a period of 2pi9 , with additional mirror
symmetry with respect to t = kpi9 for k = 0,±1,±2, . . .. Figure 8.1 demonstrates that
two SIC POMs on any two different orbits cannot be equivalent if the corresponding
values of t belong to an open interval of length pi9 . By contrast, the equivalence among
SIC POMs on the three orbits corresponding to t, 2pi9 − t, and 2pi9 + t is underpinned.
Let φmin be the minimum of the five phases listed in Table 8.1. Then 0 ≤ φmin ≤ pi3 ,





Therefore, φmin uniquely specifies the equivalence class of a group covariant SIC POM
in dimension 3. Unlike the parameter t, the phases φjs and φmin are intrinsic quantities
of the SIC POM, which are independent of the parametrization. They are useful even
if the SIC POM is not constructed from a fiducial state or the information about the
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Figure 8.1: Geometric phases associated with five different triple products among
states in the SIC POM generated from the fiducial state in Eq. (8.2) for t ∈ [0, 2pi]. See
the main text and Table 8.1 for the definitions of the five phases.
symmetry group is missing.
8.6 Beyond prime dimensions
In this section we briefly discuss the situation beyond prime dimensions followed by
several conjectures; more details will be presented elsewhere [277].
Theorem 8.8 Suppose Gsym is the symmetry group of an HW covariant SIC POM in
any dimension not equal to 3, and G is its intersection with the Clifford group. Then
G contains only one nice error basis with an Abelian index group. If the dimension
is a prime power pn, then each Sylow p-subgroup of G is also a Sylow p-subgroup of
Gsym, and all HW groups in Gsym are conjugated to each other. If p ≥ 5 or pn = 2, 4,
then G contains only one nice error basis, and all nice error bases in Gsym are Sylow
p-subgroups and are thus conjugated to each other.
According to Theorem 8.8, in any prime-power dimension, an HW covariant
SIC POM cannot be covariant with respect to the tensor-product version of the HW
group, and vice versa. In particular, the set of Hoggar lines [146, 275] is not covariant
with respect to the usual HW group. The latter conclusion has been speculated for a
long time, but we are not aware of any rigorous proof in the literature. As far as we
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know, the set of Hoggar lines is the only SIC POM that is known to be not covariant
with respect to the usual HW group (see Chapter 10 for more details).
In conjunction with Theorem 7.4, we can now settle the equivalence problem of HW
covariant SIC POMs in any prime-power dimension.
Corollary 8.9 In any prime-power dimension not equal to 3, two HW covariant
SIC POMs are equivalent if and only if they are on the same orbit.
A few conjectures deserve further study.
Conjecture 8.10 In any dimension not equal to 3, the symmetry group of any HW
covariant SIC POM is a subgroup of the Clifford group.
Conjecture 8.11 In any dimension not equal to 3, any HW covariant SIC POM is
covariant with respect to only one HW group.
Conjecture 8.12 In any dimension not equal to 3, any HW covariant SIC POM is
covariant with respect to only one nice error basis with an Abelian index group.
According to Theorem 8.8, the above three conjectures are actually equivalent. If any
one of them holds, then Corollary 8.9 may be generalized to any dimension not equal
to 3.
8.7 Summary
The equivalence relations among SIC POMs on different orbits of the (extended) Clif-
ford group have been an elusive question in the SIC community. So has been the closely
related question: Is the (extended) symmetry group of an HW covariant SIC POM a
subgroup of the (extended) Clifford group? In this chapter we clarified these open
questions for all prime dimensions. More specifically, we proved that, in any prime
dimension not equal to 3, each group covariant SIC POM is covariant with respect to
a unique HW group; its (extended) symmetry group is a subgroup of the (extended)
Clifford group. Therefore, two HW covariant SIC POMs are equivalent if and only if
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they are on the same orbit. In dimension 3, each group covariant SIC POM can be
covariant with respect to three or nine HW groups; its symmetry group is a subgroup
of at least one of the Clifford groups associated with these HW groups, respectively.
There can exist two or three orbits of equivalent SIC POMs depending on the order of
the symmetry group. In addition, we established complete equivalence relations among
all group covariant SIC POMs in dimension 3 and classified inequivalent ones by means
of the geometric phases associated with fiducial states.
Finally, we briefly discussed some generalizations of the previous results to dimen-
sions that are not necessarily prime. In particular, we proved that, in any prime-power
dimension not equal to 3, two HW covariant SIC POMs are equivalent if and only if
they are on the same orbit. We also showed that the set of Hoggar lines is not covariant
with respect to the usual HW group, thereby confirming a long-standing speculation.
A major problem left open is to determine the relation between the symmetry group





When the dimension is not a prime, SIC POMs can exhibit many exotic features
not present in those in prime dimensions. To illustrate, in this chapter we take HW
covariant SIC POMs in dimension 4 as an example, which exhibit remarkable additional
symmetry beyond what is reflected in the name1. The situation in other dimensions is
also discussed briefly when appropriate.
According to the analysis of Appleby et al. [10] (see also Refs. [232, 245]), there
exists a single orbit of 256 fiducial states in dimension 4, constituting 16 SIC POMs.
We shall characterize these fiducial states and SIC POMs by examining the symmetry
transformations within a given SIC POM and among different SIC POMs. The symme-
try group of each SIC POM is shown to be a subgroup of the Clifford group, thereby
extending previous results on prime dimensions [279] (see Chapter 8). In addition,
we find 16 additional SIC POMs by a suitable regrouping of the 256 fiducial states
and demonstrate that they are unitarily equivalent to the 16 original SIC POMs by
establishing an explicit unitary transformation. These additional SIC POMs were also
noticed by Grassl [119]. Furthermore, we show that similar regrouping phenomena also
appear on the orbits 8b and 12b among all the obits cataloged by Scott and Grassl [245]
and propose a unified explanation of all these regrouping phenomena by virtue of the
structure of the Clifford group and its normalizer explicated in Appendix H.2.
1This chapter is based on the following paper: H. Zhu, Y. S. Teo, and B.-G. Englert, Two-qubit
symmetric informationally complete positive-operator-valued measures, Phys. Rev. A 82, 042308
(APS, 2010). Part result was presented at APS March meeting 2011 [278].
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We then reveal the additional structure of these SIC POMs when the four-
dimensional Hilbert space is taken as the tensor product of two qubit Hilbert spaces.
A concise representation of the fiducial states is introduced in terms of generalized
Bloch vectors, which allows us to explore the intriguing symmetry of the two-qubit SIC
POMs. In particular, when either the standard product basis or the Bell basis is chosen
as the defining basis of the HW group, in eight of the 16 HW covariant SIC POMs,
all the fiducial states have the same concurrence of
√
2/5. These fiducial states can
be turned into each other just by local unitary transformations. SIC POMs with this
attribute are particularly appealing for an experimental implementation, because local
unitary transformations are much easier to implement than global ones.
9.2 Structure of SIC POMs in the four-dimensional
Hilbert space
For d = 4, the order of the Clifford group is 768, and that of the extended Clifford
group is 1536. The analysis of Appleby et al. [10] (see also Refs. [232, 245]) shows
that there is only one orbit of fiducial states (under either the Clifford group or the











where Γ = (
√
5 − 1)/2 is the golden ratio [6, 255]. The stabilizer (within the ex-








 = V Jˆ, (9.2)
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1 eipi/4 −1 eipi/4
i e−3ipi/4 i eipi/4
1 e−3ipi/4 −1 e−3ipi/4
i eipi/4 i e−3ipi/4
 , (9.3)
and Jˆ is the complex-conjugation operator [see Eq. (7.20)]. Within the Clifford group,
the stabilizer is generated by [A4, χ4]2. So there are 256 fiducial states, constituting 16
SIC POMs on the orbit [6, 232].
9.2.1 Symmetry transformations within an HW covariant SIC POM
In this section, we focus on the symmetry property of a single HW covariant SIC POM
for d = 4. In particular, we show that the symmetry group is a subgroup of the Clifford
group and that the SIC POM is covariant with respect to a unique HW group.
Since all SIC POMs form a single orbit, it is enough to focus on the SIC POM
generated from the fiducial state ρf [see Eq. (9.1)] under the action of the HW group.
To demonstrate that the symmetry group Gsym (extended symmetry group EGsym) of
this SIC POM is a subgroup of the Clifford group (extended Clifford group), it suffices
to show that the stabilizer of the fiducial state ρf within the symmetry group is the
same as that within the Clifford group, which is generated by [A4, χ4]2.
To simplify the notation in the following discussion, we use the ordered pair (k1, k2)
to represent the fiducial state defined by the ket Dk1,k2 |ψf〉. Under the action of
[A4, χ4]2, the 15 fiducial states other than ρf =̂ (0, 0) in the SIC POM form five orbits:
O1 = {(1, 0), (0, 3), (3, 1)}, O2 = {(3, 3), (3, 2), (2, 3)}, O3 = {(0, 1), (1, 3), (3, 0)},
O4 = {(1, 2), (2, 1), (1, 1)}, O5 = {(2, 0), (0, 2), (2, 2)}. (9.4)
Any unitary transformation in the stabilizer (in the symmetry group of the SIC POM)
of ρf must preserve triple products of the form tr(ρj1ρj2ρj3), where ρj1 , ρj2 and ρj3
are any triple of distinct fiducial states in the SIC POM. However, at least one of
these triple products would be violated if there exists any unitary transformation in
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the stabilizer other than those generated by [A4, χ4]2. This contradiction demonstrates
that the symmetry group of each HW covariant SIC POM for d = 4 is a subgroup of
the Clifford group.
According to the previous discussion, the order of the symmetry group Gsym (ex-
tended symmetry group EGsym) of each SIC POM is 48 (96), which is much smaller
than that of the symmetry group of a 15-dimensional regular simplex. It is not always
possible to transform a pair of fiducial states to another pair with either a unitary or an
antiunitary operation within the extended symmetry group. Since the HW group is a
normal Sylow 2-subgroup of Gsym, it follows from Sylow’s theorem that Gsym contains
only one nice error basis, namely, the HW group (see Appendix G for a brief intro-
duction to Sylow subgroups and Sylow’s theorem). In other words, each HW covariant
SIC POM in dimension 4 is covariant with respect to a unique nice error basis. This
observation extends the previous result on prime dimensions not equal to 3 [279] and
confirms Conjectures 8.10, 8.11, and 8.12 in the case of dimension 4 (see Chapter 8).
9.2.2 Symmetry transformations among HW covariant SIC POMs
In this section we investigate the symmetry transformations among the 16 HW covariant
SIC POMs. To describe such operations, we need to label each SIC POM with a unique




















































9.2. Structure of SIC POMs in the four-dimensional Hilbert space
Table 9.1: Arrangement of the 16 HW covariant SIC POMs. Each number n, with
1 ≤ n ≤ 16, represents the HW covariant SIC POM obtained from transforming the
SIC POM containing the fiducial state ρf with the unitary transformation [Fn,0], where
the Fns are specified in Eq. (9.5).
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
They have been chosen with foresight to simplify the following discussion. Denote by
SIC POM No. n the image of the SIC POM containing the fiducial state ρf under the
transformation Vn; then this correspondence between the 16 HW covariant SIC POMs
and the 16 numbers n = 1, 2, . . . , 16 is one to one.
We are now concerned with the transformations only among different SIC POMs,
so the two groups GSYM = C(4)/D and EGSYM = EC(4)/D properly describe the
symmetry operations of interest. As an abstract group, GSYM is isomorphic to the
special linear group SL(2,Z4) (see Sec. 7.3.3); likewise, EGSYM is isomorphic to the
extended special linear group ESL(2,Z4). Coincidentally, the order of GSYM is the
same as the order of the symmetry group Gsym of a single SIC POM, namely, 48;
however, the two groups are not isomorphic. The group GSYM consists of the identity,
seven order-2 elements, eight order-3 elements, 24 order-4 elements, and eight order-6
elements. Order-2 elements form three conjugacy classes, with one, three, and three
elements, respectively. Order-4 elements constitute four conjugacy classes, each with
six elements; elements in two of the classes are the inverses of those in the other two
classes. Order-3 elements make up a single conjugacy class, and so do order-6 elements.
The center of GSYM is generated by the order-2 element that has only one conjugate.
If the 16 HW covariant SIC POMs are arranged in a 4× 4 square as in Table 9.1,
then the effect of the symmetry transformations of the group GSYM can be delineated
in a pictorial way as shown in Fig. 9.1. The effect of only one element in each conjugacy
class is shown; the effect of other group elements within the same conjugacy class can
be derived simply by permuting the columns that represent the SIC POMs.
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Figure 9.1: Illustration of the symmetry transformations among the 16 HW covariant
SIC POMs induced by elements in the group EGSYM = EC(4)/D (see Sec. 9.2.2).
Here, every dot represents a SIC POM arranged as in Table 9.1, and every arrow starts
from a SIC POM before the symmetry transformation and ends at the SIC POM after
the symmetry transformation. Only one element in each conjugacy class of GSYM is
chosen as a representative, and the transformations induced by other elements within
the same conjugacy class can be derived by permuting the columns. In the case of
order-4 elements, only two out of the four conjugacy classes are chosen; the elements in
the other two conjugacy classes are the inverses of the elements in the two conjugacy
classes, so their transformations can be constructed by reversing the arrows. Plot (a):
order-2 element in the center of GSYM; plots (b) and (c): two order-2 elements from the
other two conjugacy classes, respectively; plots (d) and (e): an order-3 element and an
order-6 element; plots (f) and (g): two order-4 elements from two different conjugacy
classes; plot (h): the complex-conjugation operation; plot (i): the complex-conjugation
operation followed by an appropriate order-2 element in GSYM.
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According to Fig. 9.1, the symmetry transformations among the 16 SIC POMs can
be decomposed into row transformations and column transformations. In addition to
the identity, all order-3 elements and one class of order-2 elements [see plots (d) and
(c) in Fig. 9.1] transform the SIC POMs within each row, and with the same effect in
every row. They constitute an order-12 normal subgroup of GSYM, which can also be
identified with the alternating group of the four columns. The quotient group of GSYM
with respect to this group of row transformations acts as an order-4 cyclic subgroup
[generated by the cyclic permutation of the four rows 1 → 3 → 2 → 4 → 1; see plots
(f) and (g) in Fig. 9.1] of the symmetry group of the four rows. Similarly, the quotient
group of EGSYM acts as an order-8 subgroup of the symmetry group of the four rows.
9.2.3 SIC POM regrouping phenomena
By a suitable regrouping of the 256 fiducial states on the orbit of the Clifford group,
16 additional SIC POMs can be constructed, which turn out to be equivalent to the
16 original SIC POMs. This peculiar regrouping phenomenon was first noticed by
Grassl [119] and rediscovered by us [283]. In this section, we show that this phenomenon
is deeply rooted in the structure of the Clifford group and its normalizer pertinent
to each dimension that is a multiple of 4. We also uncover all similar regrouping
phenomena on the orbits cataloged in Ref. [245] and offer a unified explanation of
them.
The construction of these additional SIC POMs is best illustrated when the 16
original HW covariant SIC POMs are arranged in a 4×4 square as in Table 9.1. Under
the action of the Abelian subgroup H = {1, X2, Z2, X2Z2} of the HW group, the 16
fiducial states in each SIC POM form four orbits of equal size. Given four fiducial states
in a SIC POM connected by H, in each of the other three SIC POMs in the same row,
there exist four fiducial states that are also connected by H and whose overlaps with
the given four fiducial states are all equal to 15—the value required to form a SIC POM
in dimension 4. It turns out that the 16 states thus selected also constitute a SIC POM.
In this way, four additional SIC POMs can be constructed by regrouping the fiducial
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states in the four original SIC POMs in each row, that is, 16 additional SIC POMs in
total. Meanwhile, inspection of the pairwise fidelities among all the 256 fiducial states
shows that no more SIC POMs can be constructed by regrouping these fiducial states.
The regrouping phenomena mentioned above is closely related to the structure of
the Clifford group when the dimension is a multiple of 4, in particular, the existence of
two normal subgroups that are both HW groups, but in different bases, as explicated
in Appendix H.2. More specifically, the 16 additional SIC POMs and the 16 original
SIC POMs are covariant with respect to the two HW groups, respectively, and they
can be transformed into each other by non-Clifford unitary transformations in the
normalizer of the Clifford group, say, the one specified in Eq. (H.15). Actually, the
roles of the two sets of SIC POMs can interchange if we start from the additional
normal HW group in the Clifford group. Incidentally, analysis shows that the full
symmetry group of the orbit of the 256 fiducial states happens to be the normalizer
of the Clifford group (see Theorem H.5). We need to go beyond the Clifford group to
understand all the symmetry operations of the 32 SIC POMs although the symmetry
group of each SIC POM is a subgroup of the Clifford group.
Detailed analysis of HW covariant SIC POMs cataloged by Scott and Grassl [245]
shows that, besides orbit 4a, regrouping phenomena also appear on each generic orbit
in dimension 3 [279], as well as on the orbits 8b and 12b [283]. In all theses cases, the
symmetry group of each SIC POM contains antiunitary operations, so the orbits of the
Clifford group and that of the extended Clifford group coincide.
The regrouping phenomena on the orbits 8b and 12b share a strikingly similar
pattern as that on the orbit 4a as described as follows. All original SIC POMs on each
orbit can be divided into sets of equal size 4, and four additional SIC POMs can be
constructed by a suitable regrouping of the fiducial states of the four SIC POMs in
each set. Each additional SIC POM and each original SIC POM in the set share d2/4
fiducial states. These common features are not merely a coincidence, but are deeply
rooted in the structure of the Clifford group in dimensions that are multiples of 4, as
mentioned above. The additional SIC POMs and the original SIC POMs are covariant
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with respect to the two normal HW groups in the Clifford group, respectively, and they
can be transformed into each other by unitary transformations in the normalizer of the
Clifford group. Meanwhile, every fiducial state of one HW group is simultaneously
a fiducial state of the other HW group. This is really remarkable, noting that the
existence of a fiducial state of one HW group is already a surprise since the equations
satisfied by the fiducial state are highly over determined. On the other hand, if there
exists a simultaneous fiducial state of both HW groups, then a similar regrouping
phenomenon will appear. This observation can help search for potential regrouping
phenomena in Hilbert spaces of other dimensions.
In dimension 3, there exists a continuous family of orbits of SIC POMs [6, 232, 275]
(see Sec. 8.5.2). Each generic orbit is composed of 72 fiducial states, which constitute
eight SIC POMs. By suitably regrouping these fiducial states, 24 additional SIC POMs
can be constructed. However, the regrouping phenomenon exhibits quite a different
nature compared with the previous three cases. For example, the additional SIC POMs
are not equivalent to the original ones [279].
9.3 Two-qubit SIC POMs
In this section, we study the additional structure of SIC POMs when the four-
dimensional Hilbert space is perceived as a tensor product of two qubit Hilbert spaces.
These emergent properties are generally basis dependent, because it matters how the
four-dimensional Hilbert space is tensor-factored into two two-dimensional spaces. We
shall focus on the product basis and the Bell basis in the following discussion since the
new features are most appealing in the two special cases.
Before discussing those properties pertinent to specific bases, we first mention a
characteristic that is basis independent. The average purity of the single-qubit reduced
states of states in any two-qubit SIC POM is 45 ; that is, the average tangle or squared
concurrence of states in any two-qubit SIC POM is 25 . More generally, in a bipartite
Hilbert space of subsystem dimensions d1 and d2, the average purity of the reduced
states in each party of states in any SIC POM is (d1 + d2)/(d1d2 + 1)—this value is
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Table 9.2: Arrangement of the components of the generalized Bloch vector of a two-
qubit state.
rx ry rz
sx Cxx Cxy Cxz
sy Cyx Cyy Cyz
sz Czx Czy Czz
equal to the average over all pure states in the bipartite Hilbert space with respect
to the Haar measure [284]. This attribute follows from the fact that a SIC POM is a
2-design [232, 244, 245] (see Appendix B).
9.3.1 Two-qubit SIC POMs in the product basis
For a single qubit, any state can be expressed in terms of the identity operator 1 and
the three Pauli operators σj for j = x, y, z; the coefficients of expansion define the
Bloch vector. In the case of two qubits, any state ρ can be expressed in terms of the

















In analogy to the case of a single qubit, the coefficients
v =
(
rx, ry, rz, sx, sy, sz, Cxx, Cxy, Cxz, Cyx, Cyy, Cyz, Czx, Czy, Czz
)T (9.7)
define the generalized Bloch vector (GBV) of ρ. Although quite common, this terminol-
ogy is slightly abusive and somewhat misleading. The s column and the three columns
of C in Table 9.2 transform like three-dimensional column vectors when the first qubit
is rotated by local unitary transformations; likewise, the r row and the three rows of C
are row vectors for local unitary transformations of the second qubit. In short, the two
single-qubit Bloch vectors are vectors, and the two-qubit “double vector” C is a dyadic.
The structure of the GBVs of the 256 fiducial states is best illustrated when the
components are arranged as in Table 9.2. When the standard product basis is chosen
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as the defining basis of the HW group, that is, |e0〉 = |00〉, |e1〉 = |01〉, |e2〉 = |10〉, and
|e3〉 = |11〉, these fiducial states divide into two classes, according to the structure of
their GBVs. The first class consists of the 128 fiducial states in the first eight SIC POMs,
and the second class of the 128 fiducial states in the remaining eight (according to the
labeling scheme described in Sec. 9.2.2). The structure of the GBV of each fiducial
state in the first class is illustrated in the top tabular of Table 9.3, where








The eight sign factors a, b, α1, α2, α3, β1, β2, β3 obey the constraint
abα1α2α3β1β2β3 = 1. (9.9)
There are seven free sign factors, giving a total of 128 combinations of values, and
specifying the 128 fiducial states in the first class. In addition, each SIC POM in
the first class is characterized by the following three sign functions, each taking on a
constant value for the fiducial states in a given SIC POM:
h1 = bα2α3β3, h2 = α1α2α3, h3 = abα1. (9.10)
Each combination of the eight sign factors that does not satisfy Eq. (9.9) specifies
a Hermitian operator Q which is not positive semidefinite. Nevertheless, Q can be
written as the partial transpose (with respect to the computational basis) of a fiducial










for (k1, k2) 6= (0, 0). (9.11)
These equations imply that the 16 operators generated from Q under the action of the
HW group also form a 15-dimensional regular simplex in the Hilbert space of Hermitian
operators.
The structure of the GBV of each fiducial state in the second class is shown in the
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Table 9.3: The structure of the generalized Bloch vector of each fiducial state in the
first class (top) and that in the second class (bottom) when the standard product basis
is chosen as the defining basis of the HW group.
β1Ab β2A−b β3B























and A±1, B are defined in Eq. (9.8). There is also one constraint among the eight sign
factors, namely,
bα1α2α3β1β2β3 = 1. (9.13)
Each SIC POM in the second class is also specified by three sign functions:
h1 = abα1β3, h2 = −α1α2α3, h3 = bα1. (9.14)
When the SIC POMs are arranged as in Table 9.1 and Eq. (9.5), the sign function
h1 is a constant in each row, whereas h2 and h3 are constants in each column (see
Table 9.4). This is one of the reasons why the numbering in Table 9.1 was done that
way.
Since the standard product basis is chosen as the defining basis of the HW group,
both Z and X2 are local unitary operators. Under their actions, the 16 fiducial states
in each SIC POM divide into two sets of equal size, such that the eight fiducial states in
each set have the same concurrence. For each SIC POM in the second class, eight fidu-
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Table 9.4: The values of the three sign functions h1, h2, h3 [defined in Eqs. (9.10) and
(9.14)] for each HW covariant SIC POM labeled according to Sec. 9.2.2.
h2 = 1 h2 = 1 h2 = −1 h2 = −1
h3 = −1 h3 = 1 h3 = 1 h3 = −1
h1 = −1 1 2 3 4
h1 = 1 5 6 7 8
h1 = 1 9 10 11 12
h1 = −1 13 14 15 16




Γ)/5, and the other eight of
√
(2− 2√Γ)/5.
What is peculiar for each SIC POM in the first class is that all 16 fiducial states have
the same concurrence of
√
2/5 (tangle of 25). One could say that these symmetric
IC POMs are not just symmetric; they are supersymmetric. This supersymmetry is
remarkable, indeed.
Since the average tangle of fiducial states in any two-qubit SIC POM is 25 , and since
the concurrence and the entanglement of formation are both concave functions of the
tangle, it follows that the average concurrence or entanglement of formation of states
in a SIC POM is maximized when all states have the same tangle (or concurrence), as
is the case for each SIC POM in the first class.
Fiducial states in each SIC POM in the first class can be turned into each other
by just local unitary transformations. This property is particularly appealing for an
experimental implementation of these POMs, because local unitary transformations
are much easier to realize than global ones. As a side remark, the eight SIC POMs in
the first class can be transformed into each other with local Clifford unitary transfor-
mations, and so can the eight SIC POMs in the second class.
Although all fiducial states of each SIC POM in the first class have the same con-
currence, it is impossible to connect all fiducial states with only local unitary trans-
formations in the symmetry group Gsym of the SIC POM. Moreover, this conclusion
is independent of the basis chosen. Seeking a contradiction, suppose the opposite is
true. To connect all fiducial states in the SIC POM, the order of the local unitary
transformation group is necessarily a multiple of 16. Meanwhile, the order must divide
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the order of Gsym, namely, 48. It follows that the local unitary transformation group
has order either 16 or 48 and thus contains the HW group as a subgroup, since the
latter is the only nice error basis in Gsym according to Sec. 9.2.1. However, the HW
group cannot be a local unitary group. This contradiction verifies our claim.
Incidentally, in each SIC POM, exactly two fiducial states share the same single-
qubit reduced states for the first qubit, and the same holds for the second qubit. The
end points of the Bloch vectors of the eight distinct single-qubit reduced states for
each qubit form quite a regular pattern, especially for the second qubit and for each
SIC POM in the first class, in which they form a cube.
In a generic bipartite Hilbert space, SIC POMs such that all fiducial states have
the same Schmidt coefficients are quite rare. As far as the SIC POMs cataloged by
Scott and Grassl [245] are concerned, such phenomena appear only on the orbits 4a,
6a, 12b, and 28c, and only when d2 = 2 (accordingly, d1 = d/d2 = 2, 3, 6, and 14).
The special case of two-qubit SIC POMs is recovered when d1 = 2. The reason behind
these peculiar phenomena is still not clear. In all the cases, the concurrence is well
defined. According to the discussion at the beginning of this section, the purity of the
reduced density matrix of each fiducial state is (d1+2)/(2d1+1), and the concurrence
of each fiducial state is
√
2(d1 − 1)/(2d1 + 1). On the other hand, when d1 and d2 are
coprime, it is possible to choose a suitable basis such that the HW group factorizes.
Then, all fiducial states in any HW covariant SIC POM are automatically equivalent
under local unitary transformations [121, 210, 245].
In the eight-dimensional Hilbert space, the set of Hoggar lines [146] is covariant
with respect to an alternative version of the HW group, the three-qubit Pauli group
[116, 275]. Since all fiducial states are connected to each other by a local unitary
group, they have the same Schmidt coefficients with respect to any bipartition of the
three parties. In addition to this attribute, the set of Hoggar lines also boasts a huge
symmetry group, as we shall see in Sec. 10.4.
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Table 9.5: The structure of the generalized Bloch vector of each fiducial state in the first
class (top) and that in the second class (bottom) when the Bell basis is chosen as the defining











α2Ab α2β1A−b bα2β2Aa bα2β3A−a
α3Ab α3β1A−b aα3β2Aa −aα3β3A−a
β1B β2Γ−b β3Γb
α1B α1β1B −bα1β2Γ−b bα1β3Γb
α2A−a α2β1Aa (−a)(1−b)/2α2β2A−a (−a)(1+b)/2α2β3A−a
α3Aa α3β1A−a a(1−b)/2α3β2Aa a(1+b)/2α3β3Aa
9.3.2 Two-qubit SIC POMs in the Bell basis
Now consider the Bell basis as the defining basis of the HW group, that is,
|e0〉 = 1√
2









The structure of the GBV of each fiducial state in the first class (according to the
classification scheme in Sec. 9.3.1) is shown in the top tabular of Table 9.5, where A±1
and B are defined in Eq. (9.8). As in the case of the product basis, here the sign factors
a, b, α1, α2, α3, β1, β2, β3 may assume only the two values ±1 and obey one constraint,
namely,
abα1α2α3β1β2β3 = 1. (9.16)
In addition, each SIC POM is specified by three sign functions:
h1 = −bα1β1β2β3, h2 = −β1β2β3, h3 = abβ1. (9.17)
The structure of the GBV of each fiducial state in the second class is shown in the
bottom tabular of Table 9.5, where Γ±1 is defined in Eq. (9.12). Here the sign factors
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a, b, α1, α2, α3, β1, β2, β3 obey the constraint
− abα1α2α3β1β2β3 = 1. (9.18)
Likewise, each SIC POM is specified by three sign functions:
h1 = abα1, h2 = −aβ1β2β3, h3 = bβ1. (9.19)
The values of the three sign functions for each SIC POM are the same as that in the
case of the product basis (see Table 9.4). By contrast, now fiducial states in the second
class rather than the first class have the same concurrence of
√
2/5, whereas fiducial








We have explored the structure of HW covariant SIC POMs in the four-dimensional
Hilbert space, in particular, the symmetry transformations within one SIC POM and
among different SIC POMs. The symmetry group of each SIC POM is shown to
be a subgroup of the Clifford group. We also constructed 16 additional SIC POMs
by regrouping the 256 fiducial states and demonstrated their equivalence with the 16
original SIC POMs by deriving an explicit unitary transformation. Furthermore, we
uncovered all similar regrouping phenomena of HW covariant SIC POMs and offered a
unified explanation of them.
We then revealed the rich structure of these HW covariant SIC POMs when the four-
dimensional Hilbert space is taken as the tensor product of two qubit Hilbert spaces.
The introduction of generalized Bloch vectors allowed us to represent the fiducial states
and SIC POMs in a concise way and to explore their structure in a systematic manner.
In both the product basis and the Bell basis, eight of the 16 SIC POMs consist of
fiducial states with the same concurrence of
√
2/5. They are thus not just symmetric





Since Zauner posed his conjecture [275], our belief in the existence of SIC POMs in
arbitrary finite dimensions has strengthened considerably, thanks to the efforts of many
researchers in the past decade [6, 10, 115, 116, 232, 245]. On the other hand, it is
increasingly more difficult to construct new solutions with traditional approaches since
they rely heavily on the computational power. Moreover, our understanding about
the properties and implications of SIC POMs is far from satisfactory. There are many
elusive questions in this regard. For example, what symmetry can a SIC POM possess?
Even for HW covariant SIC POMs, the problem has largely remained open. Actually,
the special case in dimension 3 was settled only recently [279] (see Chapter 8), although
the fiducial states had been known for more than a decade [275]. Much less is known
about SIC POMs covariant with respect to other nice error bases. Only a few such
examples are investigated in the literature [116, 146, 232, 275]. What is worse, except
for the Hoggar lines (see Sec. 8.6), it is not clear whether these examples are just HW
covariant SIC POMs, but in different guises. The main difficulty lies in computing
the symmetry group of a given SIC POM and in determining the equivalence relation
between two SIC POMs. We have witnessed a partial success of the group-theoretic
approach in the case of prime and prime-power dimensions, but to treat the general
problem systematically entails some new idea.
In this Chapter, we establish a simple connection between the symmetry problem
of a SIC POM and the automorphism problem of a graph constructed out of the
triple products of the states in the SIC POM, based on a recent result of Appleby,
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Flammia, and Fuchs [14]. By virtue of this connection, we propose an efficient algorithm
for determining the symmetry group of a SIC POM. A variant of the algorithm also
allows us to tackle the SIC POM equivalence problem, which can be reduced to the
graph isomorphism problem. In addition to its significance in practical calculation,
the graph-theoretic approach offers a fresh perspective for understanding SIC POMs,
which complements the group-theoretic approach explored previously.
As an application of the graph-theoretic approach, we compute the symmetry
groups of all SIC POMs known in the literature and establish complete equivalence
relations among them, thereby furnishing a pretty clear picture about those known
SIC POMs. Several persistent confusions concerning this subject are also clarified. This
result further helps us figure out all additional nice error bases contained in the symme-
try group of each SIC POM. In addition, we show by numerics that each SIC POM that
can be generated by any nice error basis cataloged by Klappenecker and Rötteler [166]
is equivalent to either an HW covariant SIC POM or the set of Hoggar lines. Also, any
SIC POM in dimensions 2 to 7 is covariant with respect to the HW group.
10.2 SIC POMs and graph automorphism problem
In this section we start a graph-theoretic approach to the symmetry problem and
the equivalence problem. The initial motivation for this study is to devise practical
algorithms for computing the symmetry group of a SIC POM and for determining the
equivalence relation between two SIC POMs. In an effort to understand the efficiency
of such an algorithm, we manage to reduce the symmetry problem of SIC POMs to
the automorphism problem of graphs, which has been studied for many decades in
the community of graph theory [16, 17, 170, 194, 258]; see Appendix I for a brief
introduction to the basic concepts in graph theory. Following the same line of thinking,
we can reduce the SIC POM equivalence problem to the graph isomorphism problem.
In retrospect, this connection could have been anticipated much earlier.
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10.2.1 Unitary symmetry and permutation symmetry
Recall that the symmetry group of a SIC POM is composed of all unitary transforma-
tions that leave the SIC POM invariant. Any unitary transformation in the symmetry
group induces a permutation among the outcomes of the SIC POM, henceforth de-
noted by Πj for j = 0, 1, . . . , d2−1. It is straightforward to determine the permutation
once the unitary transformation is given. To tackle the reverse problem, we need to
introduce some new concepts .
Following the convention in Sec. 3.2.1, we can identify the operators Πj as vectors
|Πj〉〉 in the space of Hermitian operators. Denote the reconstruction operators by |Θj〉〉
[see Eqs. (3.6) and (3.11)]; then we have
tr(ΠjΘk) = δjk for j, k = 0, 1, . . . , d2 − 1. (10.1)





which satisfies Sσ|Πj〉〉 = |Πσ(j)〉〉. If σ is induced by a unitary transformation, then the
action of Sσ on the operators is equivalent to the conjugation by a unitary operator Uσ,
which is unique up to an overall phase factor. To determine Uσ, let X ′ and Z ′ be the
images of X and Z under the action of Sσ, that is, |X ′〉〉 = Sσ|X〉〉 and |Z ′〉〉 = Sσ|Z〉〉.





then the operator U ′′σ := U
′†
σ Uσ commutes with Z and is thus diagonal in the compu-
tational basis. Consequently, the operator X ′′ := U ′′σXU
′′†
















φ0 = 0, φr =
r−1∑
s=0
θs for r = 1, 2, . . . , d− 1. (10.6)
Now the unitary operator corresponding to the permutation σ is given by Uσ = U ′σU ′′σ
up to a phase factor, where U ′σ and U ′′σ are determined by Eqs. (10.3) and (10.5).
The above approach can also determine the unitary transformation between two





where the Π′js are the outcomes of the target SIC POM.
10.2.2 A connection with the graph automorphism problem
According to the discussion in the previous section, to compute the symmetry group
of a SIC POM, it suffices to figure out those permutations that can be induced by
unitary transformations. Still, how can we determine whether a given permutation
can be realized as a unitary transformation? This problem was recently solved by
Appleby, Flammia, and Fuchs [14] by means of the triple products of states in the
SIC POM. In this section we aim to turn their idea into a powerful practical tool for
solving the symmetry and the equivalence problems. The first step along this direction
is to reformulate their result in the graph-theoretic language. In this way, we can
reduce the SIC POM symmetry problem to the graph automorphism problem and the
equivalence problem to the isomorphism problem. This reduction is helpful not only
for more efficient calculations but also for a deeper understanding of the characteristics
of SIC POMs.
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10.2.2.1 Triple products, angle tensor, and angle matrix
Following the notation in Sec. 10.2.1, we define triple products and the angle tensor as
follows (see also Ref. [14]),
Tjkl =
tr(ΠjΠkΠl)
| tr(ΠjΠkΠl)| , ϑjkl = arg(Tjkl). (10.8)
By convention, all the phases take on values between −pi and pi, with the two end
points identified. The angle ϑjkl is well known as the Bargmann invariant [27] or the
geometric phase [1, 35], which has played an important role in various branches of
physics [250]. Recently, it has also found many applications in the study of SIC POMs,
such as determining the set of click probabilities in state estimation with SIC POMs [12],
connecting SIC POMs with Lie algebras [14], and classifying group covariant SIC POMs
in dimension 3 [279] (see Chapter 8).
By definition, the triple products satisfy the relations





Tjkl = TmjkTmklTmlj . (10.9b)
As for the angle tensor, we have
ϑjkl = ϑklj = ϑljk = −ϑjlk = −ϑlkj = −ϑkjl, (10.10a)
ϑjkl = ϑmjk + ϑmkl + ϑmlj . (10.10b)
The angle matrix Λ(j) is defined as the (d2−1)× (d2−1) antisymmetric matrix that is
composed of entries Λ(j)kl = ϑjkl with k, l 6= j. It determines the angle tensor according
to Eq. (10.10b).
If the SIC POM is generated by a nice error basis with index group H from a fiducial
state ρ = |ψ〉〈ψ|, then the states of the SIC POM can be labeled by the elements of
the index group, h→ UhρU †h for h ∈ H, and so can the entries of the angle tensor and
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angle matrices. Denote by e the identity of H and define Λ := Λ(e); then we have
Λg,h = arg
(〈ψ|Ug|ψ〉〈ψ|U †gUh|ψ〉〈ψ|U †h|ψ〉), g, h 6= e. (10.11)
Group covariance implies that
Λg,h = Λh−1,h−1g = Λg−1h,g−1 . (10.12)
If g and h commute, then







For an HW covariant SIC POM, each row or column of the angle matrix can be marked
by a pair of indices k = (k1, k2) ∈ Z2d or a single index k = dk1 + k2. Accordingly,
Eqs. (10.12) and (10.13) reduce to
Λk,k′ = Λ−k′,k−k′ = Λk′−k,−k,





Denote by Πjs and Π′js the outcomes of two SIC POMs and let ϑjkl and ϑ
′
jkl be
the respective angle tensors. If there is a unitary transformation that maps Πj to
Π′j for j = 0, 1, . . . , d
2 − 1, then ϑ′jkl = ϑjkl for all j, k, l. Remarkably, Appleby,
Flammia, and Fuchs [14] demonstrated that the converse is also true: Two SIC POMs
are unitarily equivalent whenever their angle tensors are equal. Their result applied
to the same SIC POM implies that any permutation σ among the outcomes can be
realized by a unitary transformation if and only if σ preserves the angle tensor; that is,
ϑσ(jkl) = ϑjkl. As a consequence, the symmetry group of a SIC POM is isomorphic to
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the automorphism group of its angle tensor, which defines a 3-uniform hypergraph in
graph-theoretic terms; two SIC POMs are unitarily equivalent if and only if their angle
tensors are isomorphic (see Appendix I). By the same token, the extended symmetry
group of a SIC POM is isomorphic to the extended automorphism group of its angle
tensor; two SIC POMs are antiunitarily equivalent if and only if their angle tensors are
skew isomorphic. Note that antiunitary operations reverse the sign of the angle tensor.
For practical applications, it is much easier to work with graphs defined by angle
matrices rather than hypergraphs defined by angle tensors. Such simplification is pos-
sible because the angle tensors are completely determined by the angle matrices. In
terms of the angle matrices, the connection between SIC problems and graph problems
can be summarized as follows:
1. The (extended) stabilizer of Πj is isomorphic to the (extended) automorphism
group of Λ(j).
2. Πj and Πk are connected to each other by a (anti) unitary operation in the
(extended) symmetry group of the SIC POM if and only if Λ(j) and Λ(k) are
(skew) isomorphic.
3. A SIC POM is group covariant if and only if all the angle matrices Λ(j)s are
isomorphic.
4. Two group covariant SIC POMs are (anti) unitarily equivalent if and only if their
angle matrices are (skew) isomorphic. The condition may be relaxed by requiring
group covariance on only one of the two SIC POMs.
Consequently, to determine the symmetry group of a given SIC POM, it remains
to determine the automorphism groups of the angle matrices Λ(j) and the isomorphism
relations among them. For a group covariant SIC POM, it suffices to determine the
automorphism group of one angle matrix. In spite of such a great simplification, the
problem is still intractable with brute force, simply because there are too many per-
mutations to enumerate. For example, to determine the symmetry group of a group
covariant SIC POM in dimension 6 in this way, it would take the age of the universe
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even with the fastest computer in the world nowadays. Fortunately, there are much
more efficient algorithms for this purpose, which are the focus of the next section.
10.2.3 An algorithm
Motivated by the symmetry problem of SIC POMs discussed in the previous section, in
this section we present a simple algorithm for computing the automorphism group of a
real symmetric or antisymmetric matrix. A variant of the algorithm allows determining
the isomorphism relation between two such matrices. Here the matrix is identified with
the adjacency matrix of a certain graph, although this identification is not essential.
Actually, the algorithm had originally been written before we realized its connection
with graph automorphism algorithms. In this way, nevertheless, it is much easier to
visualize what the algorithm does in each step and to make contact with the vast
literature on the graph automorphism problem [16, 17, 170, 185, 194, 258].
The main idea of the algorithm can be summarized as follows. The weights of the
edges induce an ordered partition of the vertices into disjoint blocks, which specifies a
necessary condition on whether two vertices can be connected by an automorphism. If
the partition is complete in the sense that each block contains only one vertex, then the
automorphism group is trivial. Otherwise, we can select a reference vertex from a block
with more than one vertex, say, a block with the most vertices, and refine the partition
according to the weights of the edges incident to the reference vertex. By repeating
this process if necessary, we can make the ordered partition complete after selecting
enough reference vertices. Then there exists a one-to-one correspondence between the
automorphisms of the graph and the images of the sequence of reference vertices, which
can be determined recursively.
To describe the algorithm in more detail, it is advisable to introduce some additional
terminology. Let A be the adjacency matrix of the graph under consideration, which has
n vertices. The order of the n vertices can be specified by a sequence l = (l1, l2, . . . , ln)T
of the n integers 1, 2, . . . , n, which represent the n vertices. The adjacency matrix Al
with respect to the order specified by l can be derived from A by permuting its rows and
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columns accordingly. A partition of n consists of a set of positive integers λ1, λ2, . . . , λs
that sum up to n and is denoted by λ = [λ1, λ2, . . . , λs], where s is the height of the
partition. The pair l and λ specify an ordered partition of the n vertices in a self-
explaining way: The first block B1 consists of the first λ1 vertices in l, the second
block B2 of the next λ2 vertices, and so on. The order of the vertices within the same
block is not essential, although the order of natural numbers is a convenience choice.
A block containing only one vertex is called a bachelor block, and the corresponding
vertex is called a bachelor vertex. Bachelor vertices will play an important role in the
following algorithm. Let ηj = 1+
∑j−1
k=1 λs; then the set Fl(λ) of bachelor vertices reads
Fl(λ) = {lj |j ∈ F (λ)}, F (λ) = {ηj |λj = 1, 1 ≤ j ≤ s}. (10.16)
Here F (λ) is the set of indices of these vertices with respect to the sequence l. Equally
important are the largest blocks, blocks that contain the most vertices. Define Ql(λ)
as the first largest block of the ordered partition specified by l and λ, and rl(λ) the
first vertex in the block Ql(λ). Let λmax = maxsj=1 λj and k be the smallest number
such that λk = λmax. Define
r(λ) := ηk, Q(λ) = {ηk, ηk + 1, . . . , ηk + λk − 1}; (10.17)
then we have
rl(λ) = lr(λ), Ql(λ) := {lq|q ∈ Q(λ)}. (10.18)
Once l is specified, F (λ) and Fl(λ) provide the same amount of information; so do r(λ)
and rl(λ), as well as Q(λ) and Ql(λ).
Now we are ready to present the algorithm for computing the automorphism group
of a symmetric or antisymmetric matrix A. In the latter case, the matrix A is allowed
to take nonzero diagonal entries, so that the algorithm applies to the angle matrices
introduced in Sec. 10.2.2 even if they are neither symmetric nor antisymmetric in
the usual sense when the angle pi and other angles appear simultaneously. To avoid
unnecessary complication, we assume that each diagonal entry of A is different from
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each nondiagonal entry. This assumption is not restrictive at all since it can easily be
satisfied by subtracting from A a multiple of the identity matrix if necessary, which
does not affect the automorphism group.
The algorithm consists of a main algorithm and a routine called recursive ordered
partition (ROP). The function of ROP is to update the ordered-partition in terms of l
and λ when a set of vertices is fixed. The set may be specified in two different ways:
E specifies the vertices explicitly, whereas E˜ specifies the indices of these vertices with
respect to l.
1. Convert E to E˜ if necessary. If E˜ is empty, let L be the matrix constructed from
Al by sorting each row with respect to the partition λ. Otherwise, let L be the
matrix composed of all columns of Al whose indices belong to E˜ (maintain the
order of the columns).
2. Let N be the matrix formed by juxtaposing L and l horizontally. Sort the rows of
N (according to the dictionary order) with respect to the partition λ and denote
the resulting matrix by N ′.
3. Update l with the last column of N ′. Let L′ be the matrix composed of all
columns of N ′ except the last one; refine the partition λ according to the rows of
L′ and denote the resulting partition by λ′.
4. If E˜ is empty and λ′ is identical to λ or if λ′ is complete, update λ with λ′
and exit the routine; otherwise, repeat the above steps after updating E˜ with
F (λ′) \ (F (λ) ∪ E˜) and λ with λ′.
Here sorting with respect to the partition λ means that only elements within the same
block as determined by λ are sorted, whereas the relative orders of elements belonging
to different blocks do not change.
The main algorithm consists of two stages: The first stage is to choose a sequence of
reference vertices r1, r2, . . . , rm by selecting one vertex each time from a largest block
under the current partition and refining the partition until it is complete. Denote by
G0 the automorphism group of A and by Gj the common stabilizer of r1, r2, . . . , rj
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for j = 1, 2, . . . ,m. Let Oj be the orbit of rj under the action of Gj−1 and Cj be a
transversal (also called set of left coset representatives) of Gj within Gj−1; then there is
a one-to-one correspondence between the vertices in Oj and the automorphisms in Cj .
The second stage is to determine the Ojs and the Cjs recursively, thereby determining
the Gjs; note that Gm is trivial and that Cm can be identified with Gm−1. It is not
necessary and sometimes not practical to record all elements of the Gks explicitly.
Initialization: l(0) = (1, 2, . . . , n)T , λ(0) = [n], E˜ is empty, and j = 1.
1. Update l = l(j−1) and λ = λ(j−1) to l(j) and λ(j) with ROP.
(a) If λ(j) is not complete, select rj := rl(j)(λ
(j)) as the jth reference vertex and
denote its index with respect to l(j) by r˜j , which is equal to r(λ(j)). Define
Qj = Ql(j)(λ
(j)) and Q˜j = Q(λ(j)); then Oj is a subset of Qj . Repeat this
step after replacing E˜ with {r˜j} and j with j + 1.
(b) Otherwise, record the number of reference vertices m := j − 1. If m = 0,
then G0 is trivial; exit the program.
2. For each q ∈ Qm that is not equal to rm, run ROP with the input l → l(m),
λ→ λ(m), and E → {q}; denote the output by l′ and λ′.
(a) If λ′ is complete and Al′ is identical to Al(m+1) , then σ(l
(m+1), l′) is an auto-
morphism inGm−1 that maps rm to q, where σ(l, l′) denotes the permutation
that maps lj to l′j for j = 1, 2, . . . , n.
(b) Otherwise, there is no such automorphism.
At the end of this step, Gm−1 (or equivalently Cm) and Om can be determined.
If m = 1, exit the program.
3. For each q ∈ Qm−1 and q 6= rm−1, run ROP with the input l → l(m−1), λ →
λ(m−1), and E → {q}; denote the output by l′ and λ′.
(a) If λ′ 6= λ(m), then there is no automorphism in Gm−2 that maps rm−1 to q.
(b) Otherwise, any automorphism in Gm−2 that maps rm−1 to q maps rm to
some element in Ql′(λ(m)), which has the same number of elements as Qm.
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(c) For each q′ ∈ Ql′(λ(m)), run ROP with the input l → l′, λ → λ′, and
E → {q′}; denote the output by l′′ and λ′′.
i. If λ′′ is complete and Al′′ is identical to Al(m+1) , then σ(l
(m+1), l′′) is an
automorphism in Gm−2 that maps rm−1 to q; continue Step 3 with q
updated.
ii. Otherwise, continue Step 3(c) with q′ updated. If this condition cannot
be satisfied after testing |Qm| − |Cm| + 1 elements in Ql′(λ(m)), then
there is no such automorphism.
At the end of this step, Cm−1 and Om−1 can be determined. If m = 2, exit the
program.
4. Determine Cm−2, Om−2, . . . , C1, O1 recursively by applying a similar procedure
as in Step 3.
As we have seen, isomorphism tests are basic building blocks of the above algorithm,
which is perhaps not so surprising in view of the close relation between automorphism
and isomorphism. Therefore, it is straightforward to turn the automorphism algorithm
into an isomorphism algorithm.
The choice of reference vertices is not unique, and many other choices work equally
well as long as they are selected consistently. Step 2 can be improved by partitioning
Qm into equivalent classes according to the automorphisms already determined and
testing only one element in each equivalent class. The same idea also applies to Step 3
and Step 4.
In the worst-case scenario, to determine whether q ∈ Qj is connected to rj by
an automorphism in Gj−1, the main algorithm may need to call ROP an exponential
number (in m − j + 1) of times. Fortunately, such a situation almost never occurs in
practice. In the other extreme, it suffices to call ROP m − j + 1 times if the graph
satisfies the condition Oj = Qj for j = 1, 2, . . . ,m; such a graph is called a nice graph.
For a nice graph, the automorphism group can be determined efficiently. Besides, AlC
provides a canonical form of A, where lC = l(m+1) is the sequence of the vertices after
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Figure 10.1: A nice graph (left plot) and a “wicked” graph (right plot).
all the reference vertices are chosen and the ordered partition is complete. Although
it is generally not known a priori whether a graph is nice or not, our algorithm can
test this property efficiently. Computer simulation shows that almost all randomly
generated graphs are nice. The graphs defined by the angle matrices of all SIC POMs
known so far are also nice, as we shall see in Sec. 10.3.2. Nevertheless, “wicked” graphs
do exist: A simple example is the disjoint union of a triangle and a square (see the
right plot of Fig. 10.1); it can be turned into a nice graph by adding one edge between
one vertex of the triangle and one vertex of the square (see the left plot of Fig. 10.1).
10.3 HW covariant SIC POMs
In the past decade, there has been tremendous progress in constructing SIC POMs in
small dimensions, most of which are covariant with respect to the HW group. Analytical
solutions of HW covariant SIC POMs have been constructed in dimensions 2–16, 19,
24, 28, 31, 35, 37, 43, 48 [6, 9, 10, 115, 116, 117, 118, 119, 120, 232, 245, 275]; numerical
solutions with high precision have been computed up to dimension 67 [232, 245]. Except
in dimension 3, a comprehensive list of HW covariant SIC POMs can be found in
Appendix A of Ref. [245]. For dimension 3, this appendix lists three orbits of SIC POMs
out of a continuous family, which are representative of three distinct symmetry types
discussed in Sec. 8.4.
In contrast with the overwhelming solutions available to us, our understanding
about HW covariant SIC POMs is pretty poor. Many persistent open questions per-
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tain to their symmetry properties. For example, what symmetry do they possess and
what relations exist among different solutions? In view of this situation, a thorough
investigation of all known solutions is highly desirable. In this section, we determine
the symmetry groups of all HW covariant SIC POMs known in the literature and es-
tablish complete equivalence relations among them based on the algorithm described
in Sec. 10.2. We then uncover all additional nice error bases that can generate these
HW covariant SIC POMs.
10.3.1 SIC POMs in dimension 3 revisited
To illustrate the idea presented in Sec. 10.2, let us take HW covariant SIC POMs in
dimension 3 as an example. To determine the (extended) symmetry group of a group
covariant SIC POM, it suffices to determine the (extended) stabilizer of each fiducial
state, which is isomorphic to the (extended) automorphism group of the angle matrix.
Consider the SIC POM generated from the fiducial state |ψ(t)〉 =̂ (0, 1,−eit)T /√2 [see
Eq. (8.2)]; the angle matrix is given by
Λ(t) =






3 −pi3 −pi3 −pi3
pi
3 −pi3 0 pi3 −pi3 pi − 3t pi3 − 3t −pi3 − 3t
pi
3 −pi3 −pi3 0 pi3 pi3 − 3t −pi3 − 3t pi − 3t
pi
3 −pi3 pi3 −pi3 0 −pi3 − 3t pi − 3t pi3 − 3t
−pi3 pi3 pi + 3t −pi3 + 3t pi3 + 3t 0 −pi3 pi3
−pi3 pi3 −pi3 + 3t pi3 + 3t pi + 3t pi3 0 −pi3
−pi3 pi3 pi3 + 3t pi + 3t −pi3 + 3t −pi3 pi3 0

. (10.19)
When t is not a multiple of pi9 , the off diagonal entries of Λ(t) take on nine distinct
values: ±pi3 , ±(pi3 − 3t), ±(pi3 + 3t), ±(pi − 3t), and pi, with multiplicities 18, 3, 3, 3,
and 2, respectively. Based on the algorithm described in Sec. 10.2.3, one can show that
Aut(Λ(t)) is the order-3 group generated by the permutation (1)(2)(3 5 4)(6 7 8) in
the disjoint-cycle representation, and that AutE(Λ(t)) is the order-6 group generated
by (1)(2)(3 5 4)(6 7 8) and (1)(2)(3 8)(4 6)(5 7). This conclusion can also be verified
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Figure 10.2: Graph representation of the angle matrix of the HW covariant SIC POM
in dimension 3 generated from the fiducial state |ψ(t)〉 =̂ (0, 1,−eit)T /√2: (a) generic
orbit (t is not a multiple of pi9 ); (b) exceptional orbit with t =
pi
3 ; (c) exceptional orbit
with t = 0. The dot labeled by k = 1, 2, . . . , 8 in each plot represents the fiducial state




3 − 3t, pi3 + 3t, and pi− 3t, respectively; blue and green lines represent angles 0 and
pi.
by inspecting the graph defined by Λ(t), as illustrated in plot (a) of Fig. 10.2. It turns
out that the two generators of AutE(Λ(t)) are induced by the two extended Clifford
operations given in Eq. (8.5). Therefore, Aut(Λ(t)) and AutE(Λ(t)) are isomorphic to
the stabilizer and the extended stabilizer of |ψ(t)〉, respectively, as expected.
For the exceptional orbit with t = pi3 (orbit 3b according to Ref. [245]), because of
the equalities pi3 − 3t = pi3 + 3t mod 2pi and pi − 3t = 0, the angle matrix Λ(pi3 ) can
be represented by the graph in plot (b) of Fig. 10.2, which can be transformed from
the one in plot (a) by identifying magenta arrows with red arrows and ignoring the
directions of blue arrows. These changes double the order of the automorphism group:
Aut(Λ(pi3 )) is the order-6 group generated by (1 2)(3 7 4 6 5 8), and Λ(
pi
3 ) is isomorphic
to −Λ(pi3 ) under the permutation (1)(2)(3 8)(4 6)(5 7), as in the generic case.
For the exceptional orbit with t = 0 (orbit 3c according to Ref. [245]), owing to the
equalities pi3 −3t = pi3 +3t = pi3 and pi−3t = pi, the angle matrix Λ(0) can be represented
by the graph in plot (c) of Fig. 10.2, which can be transformed from the one in plot (b)
by identifying red arrows with black arrows and blue lines with green lines; the green
lines can be deleted without affecting the automorphism group of the graph. The group
Aut(Λ(0)) has order 24 and is generated by (1 2)(3 7 4 6 5 8) and (1 3 2 6)(4 5 8 7); it is
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isomorphic to the stabilizer of |ψ(0)〉, which is in turn isomorphic to the special linear
group SL(2,Z3) (see Sec. 8.5.2). Compared with the graphs in plots (a) and (b), the
one in plot (c) is vertex transitive in the sense that any two vertices can be mapped to
each other by an automorphism; likewise, it is arrow transitive. Such a high symmetry
is unique among all HW covariant SIC POMs known so far. In addition, no nontrivial
automorphism can stabilize any arrow, so the order of Aut(Λ(0)) is equal to the number
of arrows in the graph, namely, 24. In contrast, each order-3 automorphism stabilizes
two vertices, which form antipodal points; for example, the stabilizer of vertex 1 (or
vertex 2) happens to be the automorphism group of the graph in plot (a).
Analysis shows that the graph defined by Λ(t) is a nice graph regardless of the value
of t; therefore, the algorithm described in Sec. 10.2.3 can offer a canonical form of the
angle matrix. When 0 < t < pi9 , the canonical form is
ΛlC(t) =

0 pi3 −pi3 pi3 + 3t −pi3 + 3t pi + 3t pi3 −pi3
−pi3 0 pi3 −pi3 + 3t pi + 3t pi3 + 3t pi3 −pi3
pi
3 −pi3 0 pi + 3t pi3 + 3t −pi3 + 3t pi3 −pi3
−pi3 − 3t pi3 − 3t pi − 3t 0 −pi3 pi3 −pi3 pi3
pi
3 − 3t pi − 3t −pi3 − 3t pi3 0 −pi3 −pi3 pi3
pi − 3t −pi3 − 3t pi3 − 3t −pi3 pi3 0 −pi3 pi3






3 −pi3 −pi3 −pi3 pi 0

, (10.20)
where lC = (6, 8, 7, 5, 4, 3, 2, 1)T ; when pi9 < t <
2pi
9 , the canonical form is Λl′C(t),
where l′C = (3, 4, 5, 6, 7, 8, 1, 2)
T ; when 2pi9 < t <
pi
3 , the canonical form is Λl′′C(t),
where l′′C = (6, 8, 7, 4, 3, 5, 2, 1)
T . Straightforward calculation shows that ΛlC(t) =
Λl′C(
2pi
9 − t) = Λl′′C(2pi9 + t), so the SIC POMs on the three orbits with t, 2pi9 − t, 2pi9 + t are
unitarily equivalent. The same analysis also applies when t is a multiple of pi9 . In this
way, the graph-theoretic approach reproduces the conclusion of Sec. 8.5.2 in a much
simpler way. Meanwhile, it furnishes a new perspective for understanding the peculiar
properties of SIC POMs in dimension 3.
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10.3.2 Symmetry and equivalence
The graph-theoretic approach illustrated in Sec. 10.3.1 applies equally well to HW co-
variant SIC POMs in other dimensions. Actually, we can determine the (extended)
stabilizers for all the 200 HW covariant SIC POMs known in the literature (see Ap-
pendix A of Ref. [245]) on a common PC within one hour, which was impossible even
for many years in the past. It turns out that the graphs defined by the angle matrices
are nice for all these SIC POMs: That is one reason our approach is so efficient. In
addition, except for each SIC POM on the orbit 3c, only one reference vertex is in-
volved in the computation of Aut(Λ) (see Sec. 10.2.3), so the order of the stabilizer is
equal to the length of the longest orbit of the fiducial states under the action of the
stabilizer. Incidentally, except in dimension 3, the order of AutE(Λ) is equal to the
order of Aut(|Λ|). For the orbits 3a, 3b, and 3c, the orders of Aut(|Λ|) are 12, 24, and
384, respectively, which are larger than the orders of AutE(Λ), namely, 6, 12, and 48.
Again, dimension 3 is somehow peculiar.
Detailed analysis shows that, except in dimension 3, the (extended) symmetry group
of each HW covariant SIC POM known so far is a subgroup of the (extended) Clifford
group, which provides strong evidence in favor of Conjecture 8.10. As a consequence
of Theorems 7.4 and 8.8, two such SIC POMs are unitarily or antiunitarily equivalent
if and only if they are on the same orbit of the extended Clifford group. Since the
peculiarity in dimension 3 was expounded in Secs. 8.5 and 10.3.1, we now have complete
equivalence relations among all HW covariant SIC POMs known so far1. Although full
knowledge of the angle matrix is necessary for determining the (extended) stabilizer and
the (extended) symmetry group, a few angles are enough to distinguish SIC POMs on
different orbits in each dimension. For example, the minimum and the maximum over
the absolute values of the entries in the angle matrices suffice to differentiate almost
all inequivalent orbits.
1In this thesis we do not consider equivalence relations under Galois field transformations, an
interesting topic that deserves further study.
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10.3.3 Nice error bases in the symmetry group
All SIC POMs known so far can be generated by nice error bases. But what nice
error bases can generate SIC POMs? Up to now, only a few such examples other than
the HW group are known [116, 232, 275], partially because other nice error bases are
not universal as the HW group is, and they are not so familiar to many researchers
in the field. In this section, we reveal that plenty of nice error bases actually appear
in the symmetry group of many known HW covariant SIC POMs. In other words, a
SIC POM can be covariant with respect to more than one nice error basis, some of
which can be inequivalent. Based on the analysis in Sec. 10.3.2, we figure out all these
nice error bases and their equivalence relations. Since the situation in dimension 3 has
been discussed in detail in Sec. 8.5, here we shall focus on the SIC POMs cataloged in
Appendix A of Ref. [245]. As a byproduct, our study also reveals a potential approach
for constructing tight equiangular lines that are group covariant.
According to Sec. 10.3.2, the stabilizer of each fiducial state within the extended
symmetry group is identical to the stabilizer within the extended Clifford group. The
latter was determined in Ref. [245] (see Table I thereof) for dimensions up to 50, and
incomplete information was provided for dimensions from 51 to 67 . Most fiducial states
are stabilized by the order-3 Zauner operation [Fz,0], where
Fz :=
 0 d− 1
d+ 1 d− 1
 . (10.21)
Although Fz and FZ [see Eq. (7.21)] have different orders when d is even, [Fz,0] and
[FZ,0] always have the same order and are conjugated to each other in the Clifford
group. When d = 9k + 3, solutions 12b, 21e, 30d, 39(g,h,i,j), 48(e,g), and 66a are
stabilized by the order-3 Clifford operation [Fa,0] [245], where
Fa :=
 1 d+ 3
d+ 3k d− 2
 . (10.22)
When d = k2 − 1, solutions 8b, 15d, 24c, 35(i,j), and 48(f,g) are stabilized by the
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When d = (3k ± 1)2 + 3, solutions 4(a), 7(b), 19(d, e), and 28(c) are stabilized by the
order-2 antiunitary operation [Fc,0] [245], where
Fc =
 κ d− 2κ
d+ 2κ d− κ
 , κ = 3k2 ± k + 1. (10.24)
For dimensions from 51 to 65, our calculation shows that the stabilizer of each
fiducial state is generated by the Zauner operation [Fz,0]; for dimension 66, it is gener-








, whose square is the Zauner operation [Fz,0].
By virtue of Theorem H.1, one can show that, if a SIC POM is stabilized by [Fz,0]
when d is divisible by 3, then it is covariant with respect to two additional nice error
bases generated by the following two sets of generators, respectively:
XZ2, Z3, XVz; XZ2, Z3, X2Vz; (10.25)
where Vz ∈ [Fz,0]. Here the first two generators in each set generate the intersection of
the nice error basis with the HW group. The two nice error bases are conjugated to each
other under the Clifford operation V−1. When d = 3, each nice error basis is an HW
group, but in a different basis. Otherwise, each one has a non-Abelian index group, and
the center (of the collineation group) is the order-3 group generated by Xd/3Z2d/3. In
relation to the nice error bases cataloged by Klappenecker and Rötteler [166], the two
nice error bases are equivalent to the one with the index group G(36, 11) when d = 6
and to the one with the index group G(81, 9) when d = 9, in the notation adopted by
GAP 3 and GAP 4. In addition, the SIC POM constructed by Grassl [116] using the
group G(36, 11) is actually equivalent to each HW covariant SIC POM on the orbit
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6a2. Our numerical calculation further indicates that any SIC POM covariant with
respect to either G(36, 11) or G(81, 9) is also covariant with respect to the HW group
(see Sec. 10.5 for more details). We thus believe that the numerical SIC POMs found
by Renes et al. [232] using the two groups are covariant with respect to the HW groups.
If a SIC POM is stabilized by [Fa,0] when d = 9k + 3, then it is covariant with
respect to eight additional nice error bases generated by the following eight sets of
generators:
X, Z3, ZVa; X, Z3, Z2Va;
XZ, Z3, ZVa; XZ, Z3, Z2Va;
XZ2, Z3, ZVa; XZ2, Z3, Z2Va;
Z, X3, XVa; Z, X3, X2Va;
(10.26)
where Va ∈ [Fa,0]. All these nice error bases are conjugated to each other in the Clifford
group: The two nice error bases in each row are conjugated to each other under the
conjugation of V−1; the first three nice error bases in each column are conjugated to






; finally, the two nice error bases in the








. The center of each nice error basis in Eq. (10.26) is the order-3 group
generated by the (d/3)th power of the first generator; for example, it is generated by
Xd/3 for the two nice error bases in the first row.
If a SIC POM is stabilized by [Fb,0] when d = k2 − 1 is even, then it is covariant
with respect to three additional nice error bases generated by the following three sets
of generators:
X, Z2, ZVb; XZ, Z2, ZVb; Z, X2, XVb; (10.27)
where Vb ∈ [Fb,0]. The three nice error bases are conjugated to each other under the
Zauner unitary operator VZ (or Vz). The center of each nice error basis is the order-
(k + 1)2 group generated by Xk−1 and Zk−1. When d = 8, the three nice error bases
2We have verified the equivalence using a SIC POM provided by Markus Grassl in private commu-
nication since we cannot confirm the correctness of the fiducial state specified in Ref. [116].
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are equivalent to those with the index group G(64, 3) as listed in Ref. [166].
Incidentally, Vb simultaneously stabilizes (k + 1)2 fiducial states in the SIC POM,
which belong to an eigenspace of dimension (k2+k)/2. These fiducial states constitute
a set of tight equiangular lines according to Eq. (7.1), which is covariant with respect
to the group generated by Xk−1 and Zk−1. In dimension 35, there are two orbits (35i
and 35j; see Ref. [245]) of inequivalent SIC POMs that are stabilized by Vb; analysis
shows that the two corresponding sets of tight equiangular lines are also not equivalent.
Likewise, the two sets of lines associated with orbits 48f and 48g are not equivalent. The
above observation suggests a new approach for constructing tight equiangular lines that
are group covariant. The potential of this line of thinking deserves further exploration.
As far as the SIC POMs cataloged in Ref. [245] are concerned, the nice error bases
specified in Eqs. (10.25), (10.26), and (10.27) exhaust all additional nice error bases
except for the orbits 3c and 48g. For the orbit 3c, the symmetry group of each SIC POM
contains four Sylow 3-subgroups, and each Sylow 3-subgroup contains two additional
nice error bases, which are conjugated to the two nice error bases in Eq. (10.25), so
the symmetry group contains nine nice error bases in total (see Sec. 8.5). For the orbit






(see Ref. [245]), which contains the two Clifford operations [Fa,0] and
[Fb,0]. In addition to the nice error bases in Eqs. (10.26) and (10.27), the SIC POM
is also covariant with respect to 12 nice error bases generated by the following 12 sets
of generators:
X, Z4, ZVF ; X, Z4, Z−1VF ;
XZ3, Z4, ZVF ; XZ3, Z4, Z−1VF ;
X2Z, X4, XVF ; X2Z, X4, X−1VF ;
XZ, Z4, ZVF ; XZ, Z4, Z−1VF ;
XZ2, Z4, ZVF ; XZ2, Z4, Z−1VF ;






)6 = ( 13 88 5 ) mod 96. All of them are conjugated to each other under
the Clifford group: The two nice error bases in each row are conjugated to each other
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under the conjugation of V−1; the nice error bases in the first three rows are connected






]2, and so are the ones in the last three rows; finally, the








of each nice error basis is the order-16 group generated by X12 and Z12. In total, each
SIC POM on the orbit 48g is covariant with respect to 24 nice error bases including
the HW group, the number being the largest over all HW covariant SIC POMs known
so far.
In summary, when the dimension is not divisible by 3, each HW covariant SIC POM
known so far, except for those on the orbit 8b, is covariant with respect to only one
nice error basis, namely, the HW group. In marked contrast, when the dimension is
divisible by 3, each one is covariant with respect to at least three nice error bases,
which may compose two, three, or four equivalent classes depending on the dimension
and the orbit. Except in the case of dimension 3, all the additional nice error bases
have non-Abelian index groups, as expected from Theorem 8.8.
10.4 Hoggar lines
The set of Hoggar lines was first constructed by Hoggar [146] more than a decade ago
by complexifying 64 lines in the four-dimensional space over the quaternion. Shortly
after its discovery, it was shown to be covariant with respect to the three-qubit Pauli
group by Zauner [275]. In Sec. 8.6, we proved that it is not covariant with respect to the
usual HW group, thereby revealing the unique status of the set of Hoggar lines in the
study of SIC POMs. Beyond this point, however, little is known about its properties.
In this section, we determine the symmetry group of the Hoggar lines and the nice
error bases contained in the symmetry group. As a byproduct, our study uncovers
two types of tight equiangular lines embedded in the Hoggar lines, both of which are
group covariant. We also demonstrate that the SIC POM in dimension 8 constructed
by Grassl [116] is actually equivalent to the Hoggar lines, thereby clarifying a persistent
confusion about SIC POMs that are not covariant with respect to the HW groups.






(1 + i, 0,−1, 1,−i,−1, 0, 0)T . (10.29)
To determine the (extended) stabilizer of this fiducial state, we need to inspect the
angle matrix (see Sec. 10.2). Calculation shows that the off diagonal entries of the angle
matrix Λ assume four possible values: 0, pi,−pi/2, pi/2 with multiplicities 24, 6, 16, 16 for
each row (or each column). The group Aut(Λ) has order 6048, which is exceptionally
large compared with the corresponding value for any HW covariant SIC POM known
so far. It acts transitively on the vertices and edges (with the same weight) of the graph
defined by Λ, as is the case for each SIC POM on the orbit 3c (see Sec. 10.3.1). In
addition, Λ is isomorphic to −Λ. Accordingly, each fiducial state of the Hoggar lines is
stabilized by 6048 unitary operations and the same number of antiunitary operations
within the extended symmetry group. Two ordered triples of fiducial states can be
mapped to each other in the symmetry group if and only if they have the same triple
products.






0 0 1 0 −i 0 0 0
0 0 i 0 −1 0 0 0
0 0 0 −i 0 −1 0 0
0 0 0 −1 0 −i 0 0
1 0 0 0 0 0 −i 0
−i 0 0 0 0 0 1 0
0 −i 0 0 0 0 0 −1






0 0 0 0 1 i 0 0
0 0 0 0 −1 i 0 0
1 −i 0 0 0 0 0 0
−1 −i 0 0 0 0 0 0
0 0 1 i 0 0 0 0
0 0 −1 i 0 0 0 0
0 0 0 0 0 0 1 −i




where ω = e2pii/8. The two generators have orders 7 and 12, respectively. Their
phases have been chosen such that |ψ8〉 is an eigenket with eigenvalue 1. The extended
stabilizer is generated by the above two elements and the order-2 antiunitary operator
V = Jˆ diag(−i, i, 1, 1,−1, 1,−i,−i), (10.31)
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Table 10.1: Conjugacy classes of the stabilizer of the fiducial state |ψ8〉 of the Hoggar
lines. The class representatives are defined in Eq. (10.32). Also presented are the
number of fiducial states stabilized by each class representative and the dimension of
the eigenspace to which these states belong.
Representative 1 U2 U3a U3b U4a U
†







Order 1 2 3 3 4 4 6 7 8 12
# Conjugates 1 63 56 672 63 378 504 864 756 504
States stabilized 64 16 1 4 4 4 1 1 2 1
Eigenspace dim. 8 6 2 4 3 4 2 2 2 1
where Jˆ is the complex-conjugation operator. Calculation shows that U7, U12, and V
stabilize the three-qubit Pauli group, which implies that the extended symmetry group
of the Hoggar lines is a subgroup of the extended Clifford group (of the three-qubit
Pauli group). There are 240 SIC POMs on the orbit of the (extended) Clifford group,
given that the Clifford group has order 92897280 [56].
The conjugacy classes of elements in the stabilizer are shown in Table 10.1, where
U4a = U312, U2 = U
2
4a, U6 = U
2
12, U3a = U
2
6 ,
U3b = U6U27 , U4b = U7U2U
†






In addition, U4a, U7, U8, and U12 are conjugated to their respective inverses in the
extended stabilizer. Therefore, two unitary operations are conjugated to each other
under the extended stabilizer if and only if they have the same order and the same
number of conjugates.
A closer look at Table 10.1 reveals two types of tight equiangular lines [see Eq. (7.1)]
embedded in the Hoggar lines. The 16 fiducial states stabilized by U2 form tight equian-
gular lines in dimension 6, which are covariant with respect to the group generated by
σz ⊗ 1⊗ 1, 1⊗ σz ⊗ 1, 1⊗ 1⊗ σz, 1⊗ 1⊗ σx. (10.33)
The four states stabilized by U4a or, equivalently, by U4b form tight equiangular lines
in dimension 3, which are covariant with respect to the group generated by σz ⊗ 1⊗ 1
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and 1 ⊗ σz ⊗ 1. These lines can be mapped into a real Hilbert space by the unitary
transformation
diag(ω3, ω, 1, 1, i, 1, ω3, ω3), (10.34)
and are thus equivalent to the four diagonals of the cube.
Preliminary analysis shows that the set of Hoggar lines is covariant with respect to
35344 nice error bases in total, which constitute 21 equivalent classes and 27 conjugacy
classes in its symmetry group. These numbers are exceptionally large compared with
those for any HW covariant SIC POM known so far. It turns out that the three-qubit
Pauli group is the only nice error basis with an Abelian index group and, meanwhile,
the only order-64 normal subgroup in the symmetry group [277]. Hence, there is only
one orbit of SIC POMs of the (extended) Clifford group that are equivalent to the
Hoggar lines according to Theorem 7.4. Incidentally, every known SIC POM, except
those in dimension 3, is covariant with respect to one and only one nice error basis
with an Abelian index group. This observation suggests that Conjecture 8.12 might be
generalized to cover all group covariant SIC POMs, not just HW covariant ones.
Dimension 8 boasts a large number of inequivalent nice error bases [166]; it is of
great interest whether these nice error bases can generate SIC POMs, especially those
not known before. According to Grassl [116], a nice error basis with the non-Abelian
index group G(64, 78) can generate SIC POMs. It is generated by the following three
operators:

0 i 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 −i 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 i 0 0 0
0 0 0 0 0 0 0 1




0 0 0 0 i 0 0 0
0 0 0 0 0 −i 0 0
0 0 0 0 0 0 −i 0
0 0 0 0 0 0 0 i
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0




0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 −i 0
0 0 0 0 0 0 0 −i
0 0 0 0 i 0 0 0
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One of the fiducial states is
1√
6
(0, 1, ω, 0, 1,
√
2, 0, ω)T . (10.36)
He also showed that each fiducial state in the SIC POM thus generated has a trivial
stabilizer within the normalizer of the nice error basis3, which has order 1024.
It seems that the set of Hoggar lines is much more symmetric than the SIC POM
constructed by Grassl if one considers symmetry operations only within the normal-
izers of the corresponding nice error bases, which has been the choice in most studies
in the past decade because of the difficulty in determining the full symmetry group.
Surprisingly, it turns out that the former can be transformed into the latter by the
monomial unitary operator

0 0 0 0 0 0 ω3 0
0 0 0 0 −i 0 0 0
0 0 0 ω5 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
ω3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −i
0 0 ω 0 0 0 0 0

. (10.37)
10.5 Quest for new SIC POMs
In the previous sections, we inspected all SIC POMs known in the literature to the
best of our knowledge and found that they are covariant with respect to either the
HW group or the three-qubit Pauli group. Does there exist a SIC POM that is not
covariant with respect to either of the two groups?
In an effort to answer the above question, we performed a comprehensive numerical
3Markus Grassl considered the normalizer of the unitary group but not the normalizer of the
collineation group. According to our convention, the normalizer has order 4096, and the stabilizer of
each fiducial state has order 4.
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analysis of all the SIC POMs that can be generated by those nice error bases cataloged
by Klappenecker and Rötteler [166]4. In numerical optimization, a simple steepest-





where H is the index group of the pertinent nice error basis. For each nice error basis,
the optimization was repeated 10000 times. A SIC POM was obtained if Φ reaches the
threshold 2d/(d + 1) within numerical error. In that case, a variant of the algorithm
described in Sec. 10.2.3 was employed to compare the solution with known ones for the
given dimension.
Surprising or not, all the SIC POMs we found were equivalent to known solutions,
as indicated in Table 10.2. The group G(64, 8) in the table was already investigated by
Renes et al. [232], and the group G(64, 78) by Grassl [116] (see Sec. 10.4). In addition,
we inspected several nice error bases that are tensor products of the HW groups, but
did not find any SIC POM except for the Hoggar lines. Unfortunately, we still cannot
answer the question posed at the beginning of this section.
Furthermore, we searched and analyzed SIC POMs in dimensions 2 to 8 without
the assumption on group covariance. In contrast with the previous case, the main





and, accordingly, the threshold by 2d3/(d+ 1) [232]. Our investigation indicates that,
in dimension 2 and dimensions 4 to 7, all SIC POMs are covariant with respect to
the HW groups. In dimension 2, this conclusion agrees with analytical analysis. In
dimension 3, it is difficult to minimize the frame potential with a simple steepest-ascent
4By virtue of the computer algebra system Magma, Markus Grassl has investigated many of these
nice error bases for generating analytical SIC POMs for a long time. We are grateful to him for
stimulating discussions and are happy to acknowledge his pioneering works on this subject.
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Table 10.2: SIC POMs generated by the nice error bases cataloged by Klappenecker and
Rötteler [166] (it should be noted that some distinct nice error bases listed in Ref. [166]
are equivalent according to our criterion in Appendix F). HW groups and those nice
error bases that cannot generate SIC POMs are not included. Each index groupG(d2, k)
is represented by the single number k. All these SIC POMs are equivalent to either
HW covariant SIC POMs or the Hoggar lines. Here “a” and “b” indicate the orbits of




group Class Orbit d
Index
group Class Orbit d
Index
group Class Orbit
6 11 1 a 8 68 1 H 8 138 2 H
8 3 1 b 8 69 1 H 8 138 3 H
8 3 2 b 8 71 1 H 8 138 4 H
8 8 1 H 8 71 2 H 8 193 1 H
8 60 1 H 8 74 1 H 8 195 1 H
8 60 2 H 8 74 2 H 8 202 1 H
8 60 3 H 8 75 1 H 8 202 2 H
8 60 4 H 8 75 2 H 8 202 3 H
8 60 5 H 8 77 1 H 8 202 4 H
8 60 6 H 8 78 1 H 8 202 5 H
8 60 7 H 8 78 2 H 9 9 1 a,b
8 62 1 H 8 90 1 H 9 9 2 a,b
8 67 1 H 8 90 2 H 9 9 3 a,b
8 67 2 H 8 91 1 H 9 9 4 a,b
8 67 4 H 8 91 2 H
algorithm because of the existence of a continuous family of SIC POMs. Nevertheless,
preliminary analysis favors the same conclusion. Beyond dimension 7, it is increasingly
more difficult to hit the global minimum of the frame potential, and it is not easy to
reach a reliable conclusion. It seems that group structure is not merely a convenience
in constructing SIC POMs, at least for small dimensions, but the reason is still not
clear. Further study is indispensable to unravel the mystery.
10.6 Summary and open questions
We have established a simple connection between the symmetry problem of a SIC POM
and the automorphism problem of a graph constructed out of the triple products of the
states in the SIC POM. Based on this connection, we developed an efficient algorithm
for computing the symmetry group of the SIC POM, which is much faster than any
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algorithm known before. The same idea also applies to determining the equivalence
relation between two SIC POMs. In addition to providing a powerful tool for solving
the symmetry and the equivalence problems, the graph-theoretic approach furnishes a
fresh perspective for understanding the intriguing properties of SIC POMs.
Furthermore, we determined the symmetry groups of all SIC POMs known in the
literature and established complete equivalence relations among them. Our study in-
dicated that the set of Hoggar lines is the only known SIC POM that is not covariant
with respect to the usual HW group. Except in dimension 3, the symmetry group
of any HW covariant SIC POM known in the literature is a subgroup of the Clifford
group. As a consequence, two such SIC POMs are unitarily or antiunitarily equivalent
if and only if they are on the same orbit of the extended Clifford group. It seems that
there is a deep reason for these observations, but the mystery is yet to be unraveled.
There are many elusive questions that deserve further study:
1. Do SIC POMs exist in every finite dimension?
2. Are all SIC POMs (strong) group covariant?
3. Are all group covariant SIC POMs strong group covariant?
4. Do HW covariant SIC POMs exist in every finite dimension? (This question is
closely related to Zauner’s conjecture [6, 232, 275].)
5. Does there exist any group covariant SIC POM that is not covariant with respect
to the HW group or the three-qubit Pauli group?
6. Does there exist any continuous family of inequivalent SIC POMs in some dimen-
sion not equal to 3?
7. Does there exist any SIC POM in some dimension not equal to 3 that is covariant
with respect to more than one HW group (or more than one nice error basis with
an Abelian index group)?
8. Can every (strong) group covariant SIC POM be generated by a group composed
of monomial matrices?
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9. Is the symmetry group of any HW covariant SIC POM in every dimension not
equal to 3 necessarily a subgroup of the Clifford group? (The answer is positive
for any SIC POM known so far according to Sec. 10.3.2 and for any SIC POM in





Most figures of merit used in quantum state estimation are based on certain distance
or distinguishability measures. In this appendix, we briefly review several common
candidates, such as the HS distance, the trace distance, the Bures distance, and the
fidelity; see Refs. [30, 97, 206] for more details.
A.1 Hilbert–Schmidt distance and trace distance
The Hilbert–Schmidt (HS) distance between two quantum states ρ and σ is induced by




It is the Euclidean distance between ρ and σ viewed as vectors in the space of Hermitian
operators.
The trace distance between ρ and σ is defined as
‖ρ− σ‖tr= 12 tr |ρ− σ|. (A.2)
It is one of the most common figures of merit used in quantum state estimation, es-
pecially in experiments, because it has a nice operational interpretation, which is best
manifested in a state-discrimination problem. Suppose Alice prepares one of the two
states ρ and σ with equal probability and asks Bob to discriminate between the two
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states. Bob can make a measurement with the two outcomes Π and 1−Π and declares
that the state is ρ if the outcome Π occurs and σ otherwise. The maximal probability


















The proof follows from the observation that ρ − σ can be expressed as the difference
between two positive operators with orthogonal supports. Therefore, the trace distance
between two given states determines how well they can be distinguished from each other
by the optimal measurement. In addition, it is also equal to the maximal trace distance
between the probability distributions resulting from the same measurements on the two
states, respectively [206].
A.2 Fidelity and Bures distance
The fidelity between ρ and σ is defined as [30, 206, 257]1








F (ρ, σ) =
(
tr |ρ1/2σ1/2|)2. (A.6)
The second definition makes it clear that the fidelity is symmetric with respect to
the two states. When σ is a pure state, say, |ψ〉〈ψ|, the formulas can be simplified,
F (ρ, |ψ〉〈ψ|) = 〈ψ|ρ|ψ〉. The meaning of the fidelity is best manifested in a charac-
1It should be noted that some authors define the fidelity without the square [206], which is called
the root fidelity according to our definition.
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terization due to Uhlmann [257], according to which F (ρ, σ) is equal to the maximal
transition probability between the purifications of ρ and σ; that is,
F (ρ, σ) = max
|ψρ〉, |ψσ〉
|〈ψρ|ψσ〉|2, (A.7)
where |ψρ〉 is a purification of ρ, and |ψσ〉 of σ. This formula implies that F (ρ, σ) ≤ 1
and that the maximum is saturated if and only if ρ = σ. Similar to the trace distance,
the fidelity between two quantum states also has a nice characterization based on the
classical fidelity between probability distributions: F (ρ, σ) is equal to the minimal
fidelity between the probability distributions that arise from the same measurements
on the two states, respectively [97, 206].
The fidelity allows defining the Bures distance DB [30, 50],
D2B(ρ, σ) = 2− 2
√
F (ρ, σ). (A.8)
When both ρ and σ are diagonal, the Bures distance reduces to the Hellinger distance
between the diagonals of ρ and σ. When ρ =̂ diag(λ1, λ2, . . . , λd) has full rank and σ
is infinitesimally apart, the Bures distance is explicitly given by [153]








Like its classical counterpart, the infinitesimal Bures distance has a clear operational
meaning as it determines how well two nearby quantum states can be distinguished.
In addition, it enables defining a monotone Riemannian metric in the state space that





Consider a weighted set of states {|ψj〉, wj} with 0 < wj ≤ 1 and
∑
j wj = d. Given a

















, and the bound





St, where St is the projector onto the t-partite
symmetric subspace. The weighted set {|ψj〉, wj} is a (complex projective) weighted
t-design if the lower bound is saturated; it is a t-design if, in addition, all the weights
wj are equal [144, 145, 232, 234, 244]. By definition, a weighted t-design is also a
weighted t′-design for t′ < t.
For any pair of positive integers d and t, there exists a (weighted) t-design with a
finite number of elements [248]. The number is bounded from below by [144, 244]
(
d+ dt/2e − 1
dt/2e
)(




which is equal to d, d2, d2(d + 1)/2 for t = 1, 2, 3, respectively. Any resolution of the
identity consisting of pure states is a weighted 1-design. SIC POMs [232, 244, 245, 275]
and complete sets of MUB [83, 155, 272] are prominent examples of 2-designs. The
complete set of MUB for d = 2 is also a 3-design. Our interest in weighted t-design
mainly stems from their applications in studying quantum state estimation [128, 234,
244, 281] (see also Chapter 3) and SIC POMs [165, 230, 232, 244, 275] (see also Sec. 7.1).
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Proof of Lemma 4.1
The idea of the proof follows from the proof of Lemma 5.1 in Chapter VI of Ref. [147].
Let u and v be two m×1 vectors such that v belongs to the range of B†. Let a = A†u
and b = B†v; then we have
a†a = u†AA†u, b†b = v†BB†v, a†b = u†AB†v = u†v. (C.1)
The Cauchy inequality applied to the equation yields
(u†AA†u)(v†BB†v) ≥ (u†v)2. (C.2)
Setting v = (BB†)+u gives rise to
u†AA†u ≥ u†(BB†)+u, (C.3)
which implies that AA† ≥ (BB†)+. A necessary condition for saturating the inequality
is A†u ∝ B†(BB†)+u for arbitrary u; that is, A† ∝ B†(BB†)+ and A ∝ (BB†)+B.
Since AB† is a projector by assumption, it follows that A = (BB†)+B, which happens
to be the pseudoinverse of B† [34]. Now the inequality is indeed saturated.
If AB† = 1, then (BB†) is invertible. The second part of the lemma follows from





D.1 Derivation of Eqs. (5.23) and (5.24)
In order to derive Eqs. (5.23) and (5.24), in this appendix we determine the minimum
of tr(WC) under the constraint tr(J−1C−1) = 1, assuming that J , C, and W are
positive definite n× n matrices (see also Ref. [107]).
To start with, consider the special case in which J is the identity. Choose a suitable
basis such thatW is diagonal; then tr(WC) depends on only the diagonal elements of C.
Now C must be diagonal to attain the minimum of tr(WC). Otherwise, its diagonal is
majorized by its eigenvalues, which implies that
∑n
j=1 1/Cjj < tr(C
−1) = 1. Therefore,
we can construct a diagonal matrix C ′ ∝ diag(C11, . . . , Cnn) such that tr(C ′−1) = 1
and tr(WC ′) < tr(WC), contrary to the assumption. As a consequence, the minimum
of tr(WC) is equal to (tr
√



















)2 = (tr√W 1/2J−1W 1/2 )2. (D.1)








D.2. Connection with pure-state estimation
D.2 Connection with pure-state estimation
In this appendix, following the analysis in Sec. 5.4.3, we discuss the characteristics of
the minimal MSH and MSB, as well as the optimal estimation strategies when the
true state is close to the boundary of the state space, thereby making contact with the
problem of pure-state estimation. Our study shows that, in the pure-state limit, the
minimal MSH converges to the value in pure-state estimation, whereas the minimal
MSB does not.
According to Eq. (5.78), when λ1 = 1/d1 and λ2 = 0, the minimal scaled MSH is
attained at xOptSH = 1,
EOptSH =
(d1 + 1)2(d1 − 1)
d1
+ 2d1d2. (D.3)
Here the first term is identical with the minimal scaled MSH when the true state is the
completely mixed state on the Hilbert space of dimension d1; the second term accounts
for the additional uncertainty due to the increase in the dimension of the Hilbert space.




2 d1d2 − 1)2
d1(d− 1) . (D.4)
For pure states (when d1 = 1), the minimal scaled MSH 2(d − 1) coincides with the
bound and is also equal to the minimal value in pure-state estimation [192] (see also
Chapter 20 in Ref. [133]). By contrast, the minimal scaled MSH is strictly larger than
the bound when d1 ≥ 1. Given γ := d2/d1, the ratio EOptSH /EGMSH increases monotonically











The maximal ratio (4 + 3
√
2)/8 is attained when γ = 1/
√
2. Further analysis shows
that this value is also the global maximum of EOptSH /EGMSH over states that are propor-
tional to projectors. Therefore, the GM bound for the scaled MSH can be saturated
approximately for these states.
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d22 + d2 − 1
.
(D.6)
The minimal scaled MSB is strictly larger than the GM bound EGMSB = (d+1)2(d−1)/4
(see Sec. 5.3.3). In the pure-state limit, it is strictly larger than the minimal value in
pure-state estimation. For given γ, numerical calculation suggests that EOptSB /EGMSB









the maximal ratio 54 is attained when γ = 1.
Now consider the family of states in Eq. (5.38). When 1− s is small, we have
EOptSH (s) ≈ EOptSH (s = 1) + 4d2
√













both of which vary rapidly as s decreases. As for the scaled MSB, we have










2 + d2 − d1)c+ 4d1c3/2 − 4d1 − 4c1/2
]
2c(d1 + d2)(2d1 + c1/2)
,
u = d1
[−(d1 + 1)2(d1 − 1)c3/2 + c3/2(d2 − d1)(c+ 4d21 + 4d1c1/2)
+ (d2 + 1)2(d2 − 1)(2d1 + c1/2)2(4d1 + c1/2)
]
,









c = d22 + d2 − 1.
(D.10)
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In the opposite extreme s = 0, that is, when the true state is completely mixed, both
the minimal scaled MSH and the minimal scaled MSB are achieved when x = d/(d+1),















s if d2 6= d1,
d1(2d21−5d1−1)
2(d1+1)(2d1+1)2
















s if d2 6= d1,
d1(d1−1)(5d1+2)
2(d1+1)(2d1+1)2
s2 if d2 = d1.
(D.12)
In contrast to the scenario in the pure-state limit, all these quantities vary smoothly
with s. More specifically, EOptSH (s) decreases slowly with s, whereas EOptSB (s) increases
slowly with s.
D.3 Discontinuity of the minimal scaled MSB at the
boundary of the state space
In this appendix, we reveal an exotic feature of state estimation that emerges when
the dimension of the Hilbert space is larger than two: the discontinuity of the minimal
scaled MSB at the boundary of the state space. This feature reflects higher complexity
and richer structure of the state-estimation problem beyond the qubit setting. The
implications of this discontinuity are also discussed briefly.














whose multiplicities are d1, d2, d3, respectively. When s = 0, in the limit η → 0, the
minimal scaled MSB is given by Eq. (D.6) with d2 replaced by d2 + d3. When s > 0,
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assuming that Conjecture 5.2 holds, then the Fisher information polytope has five
extremal points, which correspond to the five partitions {{1}, {2, 3}}, {{2}, {1, 3}},
{{3}, {1, 2}}, {{1}, {2}, {3}}, and {{1, 2, 3}}, respectively. To simplify the notation,
we use the five numbers 1, 2, 3, 4 and 5 to represent the five partitions. In the limit
η → 0 and then s→ 1, the cost function of the scaled MSB turns out to be
ESB(x) = 14
[
d1(d21 + d1 − 1) +
d2(d22 + d2 − 1)
x1 + x2 + x4
+














The minimum under the constraint x2 = x4 = 0 is given by
ESB = 14[d1(d
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u = d2(d22 + d2 − 1) + 4d22d3, v = 2d1 +
√
d23 + d3 − 1, w = d3v2 + 4d21d2. (D.16)
When d1 = d2 = d3, numerical calculation shows that this constrained minimum of
ESB(x) is actually a global minimum. In the special case d1 = d2 = d3 = 1, we have




























Compared with the minimal scaled MSB (9 + 4
√
5)/2 corresponding to s = 0 [see
Eq. (D.6)], the one corresponding to s = 1 is smaller, which indicates that the minimal
scaled MSB is not continuous in the pure-state limit. Note that his conclusion is
independent of the validity of Conjecture 5.2. The left plot of Fig. D.1 shows that
the minimal scaled MSB can assume any value between (9 +
√
65)/2 and (9 + 4
√
5)/2
depending on the way the limit is taken. Similar analysis also applies to states in higher
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Figure D.1: Minimal scaled MSB for states determined by Eq. (D.13) in the limit
η → 0 for four different sets of values of d1, d2, d3: 1, 1, 1 (left plot); 1, 1, 2; 1, 2, 1; and
2, 1, 1 (right plot). The figure implies that the minimal scaled MSB is not continuous
at the boundary of the state space.
dimensions and to states of larger ranks (but smaller than d − 1). Nevertheless, the
dependence of the minimal scaled MSB on s can be qualitatively different, as illustrated
in the right plot of Fig. D.1.
The discontinuity of the minimal scaled MSB is closely related to the divergence
of the weight matrix J/4 at the boundary of the state space, which reflects a paranoid
requirement on the precision in estimating certain parameters. It can be eliminated by
replacing J with Jα for 0 ≤ α < 1. In that case, the minimal scaled WMSE and the
optimal estimation strategy can vary rapidly near the boundary of the state space as if
the scaled MSH is the figure of merit (see Sec. 5.4.3 and Appendix D.2). We emphasize
that the limit α→ 1 and the pure-state limit do not commute.
It should be noted that the conclusion on the discontinuity of the minimal scaled
MSB is applicable only in the asymptotic limit. In practice, the discontinuity does not
appear since the sample size is always finite. Nevertheless, the optimal measurement
scheme and the minimal error heavily depend on the true state and the figure of merit
when the true state is close to the boundary of the state space. One root of this phe-
nomenon is the inevitable information trade-off among noncommutative observables.
This problem poses a serious challenge to obtaining reliable and efficient estimators in
practice. On the other hand, it motivates the study of collective measurements, the
most general measurements in quantum mechanics, which are the focus of Chapter 6.
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Technical details about Chapter 6
E.1 Proof of Eq. (6.49) for Slater-determinant states
Any N -partite Slater-determinant state can be written as
|Ψ〉 = U⊗N (|1〉 ∧ · · · ∧ |N〉) =
∑
k1,...,kN












aj1...jl−1mjl+1...jNajlk2...kN = 0 (E.3)
































λmλj2 . . . λjNλk2 . . . λkN |amj2...jN |2|ank2...kN |2
= N〈Ψ|ρ⊗N |Ψ〉〈Ψ|(1⊗ ρ⊗(N−1))|Ψ〉. (E.4)
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E.2 Proof of Conjecture 6.4 for symmetric and bipartite
antisymmetric subspaces




} ≤ N2〈Ψ|(1⊗ ρ⊗(N−1))|Ψ〉〈Ψ|ρ⊗N |Ψ〉; (E.5)
the inequality is saturated if and only if |Ψ〉 is a tensor power of a single-particle state.





1⊗ ρ⊗(2N−1))(|Ψ〉〈Ψ|)⊗2} ≤ tr{(1⊗ ρ⊗(2N−1))(|Ψ〉〈Ψ|)⊗2}. (E.6)
Suppose that |Ψ〉 = ∑j1,...,jN aj1...jN |j1, . . . , jN 〉, where the coefficients aj1...jN are in-











































λj2 · · ·λjNλk1 · · ·λkN








Obviously, the inequality is saturated when |Ψ〉 is a tensor power of a single-particle
state. On the other hand, suppose that the inequality is saturated at |Ψ〉 for some
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state ρ of full rank; then the same holds when ρ is completely mixed. Therefore,
tr
{
V (1, 2N)(|Ψ〉〈Ψ|)⊗2} = tr{(|Ψ〉〈Ψ|)⊗2}, (E.8)
which implies that |Ψ〉⊗2 is invariant under any permutation of the 2N parties, given
that |Ψ〉 is symmetric. This possibility can happen if and only if |Ψ〉 is a tensor power
of a single-particle state.
Lemma E.2 Any bipartite antisymmetric state |Ψ〉 satisfies the inequality
2 tr
{
V (2, 3)(ρ⊗2 ⊗ 1⊗ ρ)(|Ψ〉〈Ψ|)⊗2} ≤ tr{(ρ⊗2 ⊗ 1⊗ ρ)(|Ψ〉〈Ψ|)⊗2}, (E.9)
and the inequality is saturated if and only if |Ψ〉 is a Slater-determinant state.
Suppose that |Ψ〉 =∑jk ajk|jk〉 with ajk = −akj . Then we have
tr
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∣∣ajmakn − ajkamn − ajnakm∣∣2 ≥ 0. (E.10)
If |Ψ〉 is a Slater-determinant state, then the inequality is saturated according to
Eq. (E.4). Suppose, on the other hand, that the inequality is saturated at |Ψ〉 for
some state ρ of full rank; then it is saturated at |Ψ〉 when ρ is the completely mixed
state, which implies that each reduced state of |Ψ〉 has purity 12 . Therefore, |Ψ〉 is a
Slater-determinant state.
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E.3 Proof of Theorem 6.7
When N is sufficiently large, the major contribution to tN (1/d) stems from irreducible
components with |µj −N/d| ∼
√
N and |µj − µk| ∼
√
N . In that case, the expressions
of dµ = N !/hµ and Dµ = yµ/hµ can be simplified by means of the approximation
hµ =
∏d
j=1(d+ µj − j)!∏



















































































































where pN (·) is a probability distribution of Gaussian shape centered at N and with






































Φ(x)xkxl = (d+ 1)δkl − 1, (E.15)
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according to Eqs. (17.6.7), (17.8.5) and (17.8.8) in Ref. [196]. Therefore, the values in
Eqs. (E.12) and (E.13) are both equal to d2 − 1, and the theorem follows.
E.4 Proof of Theorem 6.8
Theorem 6.8 follows from Theorem 6.7 when r = 0 and from Eq. (6.90) in the pure-
state limit. When 0 < r < 1 and N is large, the main contribution to IN (r) stems
from irreducible components with [µ1, µ2] ≈ [N(1+r)/2, N(1−r)/2]. In that case, the
Fisher information matrix Iµ is diagonal and Iµ,11 = Iµ,22. According to Eq. (6.83),
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A nice error basis [166, 168, 169] is a set of d × d unitary matrices {M(h)|h ∈ H}
parameterized by the elements of an order-d2 index group H, such that
1. M(e) is the identity matrix;
2. tr{M(h)} = dδh,e;
3. M(g)M(h) ∝M(gh);
where e is the identity ofH. Nice error bases were originally introduced by Knill [169] in
the study of quantum codes and quantum computation. Later, they were investigated
in more detail by Klappenecker and Rötteler [166, 168], who cataloged all nice error
bases with non-Abelian index groups up to dimension 10. In general, a set of d2 unitary
matrices parameterized by the group H is a nice error basis if and only if it forms a
faithful irreducible projective representation of H [166, 169].
Let G be the group generated by a nice error basis parameterized by H; then its
collineation group G is isomorphic to H. Since G or G determines the nice error basis
up to overall phase factors, it is also called a nice error basis when there is no confusion.
Two nice error bases G1 and G2 are (unitarily) equivalent if there exists a unitary
transformation that maps all elements of G1 to that of G2. Note that this equivalence
criterion is less restrictive than the one of Klappenecker and Rötteler [166]. Our defi-
nition is more suitable if one is concerned with nice error bases as a whole rather than
projective representations of the index groups.
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p-groups and Sylow’s theorem
Let p be a prime. A nontrivial finite group is a p-group if its order is a power of p [172].
A p-group is endowed with the following basic properties [69, 172]:
1. Any p-group has a nontrivial center.
2. The normalizer of a proper subgroup of a p-group is strictly larger than the
subgroup.
3. Any irreducible representation of a p-group is monomial.
Suppose G is a finite group whose order |G| is divisible by pk but not by pk+1, where
k is a positive integer. Then a Sylow p-subgroup of G is any subgroup of G whose order
is pk [172]. The significance of Sylow p-subgroups is summarized in Sylow’s theorem,
which is one of the most profound theorems in finite group theory [172].
Theorem G.1 (Sylow) Suppose G is a finite group whose order |G| is divisible by pk
but not by pk+1. Then the following statements hold.
1. There exists a Sylow p-subgroup P of G.
2. The number of Sylow p-subgroups divides |G|/|P | and is equal to 1 mod p.
3. All Sylow p-subgroups of G are conjugated to each other.





In this appendix, we offer several additional results on the Clifford group. First, we de-
rive a simple formula for computing the absolute square of the trace of a Clifford opera-
tor, which is crucial to investigating the symmetry group of an HW covariant SIC POM
and the nice error bases in the symmetry group (see Chapter 8 and Sec. 10.3.3). Sec-
ond, we determine the normalizer of the Clifford group, which is indispensable to
understanding the regrouping phenomena of SIC POMs [119, 278, 283] (see Sec. 9.2.3).
Third, in the case of a prime dimension, we figure out all subgroups in the Clifford
group that are unitarily equivalent to the HW group, which are helpful in appreciating
the peculiarity of HW covariant SIC POMs in dimension 3 [279] (see Sec. 8.5).
H.1 Trace of a Clifford unitary operator
The traces of Clifford operators play a crucial role in determining the symmetry group
of an HW covariant SIC POM and the additional nice error bases in the symmetry
group, but it is usually quite tedious to compute them. Fortunately, in most cases, it
suffices to know their absolute values, for which purpose we can offer a simple recipe.
Let M be a 2×2 matrix over Zd. The kernel and range of M are defined as follows:
ker(M) := {χ|χ ∈ Z2d and Mχ = 0}, range(M) := {Mχ|χ ∈ Z2d}. (H.1)
By definition, ker(M) and range(M) are subgroups of Z2d, and the product of their
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orders is d2. Let [F, χ] and [F1, χ1] be two Clifford operations in dimension d such that
F and F1 commute; then we have
[F1, χ1] ◦ [F, χ] ◦ [F1, χ1]−1 = [F, (1− F )χ1 + F1χ]. (H.2)
Hence, [F, χ] is conjugated to [F,0] when χ ∈ range(1 − F˜ ), where F˜ := F mod d.
For example, [F, χ] is always conjugated to [F,0] when (1 − F ) is invertible. When d
is odd, the condition χ ∈ range(1− F˜ ) is also necessary for [F, χ] to be conjugated to










; then [F, χ] is
conjugated to [F,0], although range(1− F˜ ) = {0}. This complication arises because a
Clifford operation has several different representations when d is even (see Sec. 7.3.3).
Our main interest in ker(1− F˜ ) and range(1− F˜ ) is motivated by their connection
with the absolute squares of the traces of certain Clifford operations.
Theorem H.1 Suppose [F, χ] is a Clifford operation in dimension d. If d is odd, or if
d is even and
(sd/2
td/2
) ∈ range(1− F˜ ) for s, t = 0, 1, where F˜ = F mod d, then
| tr([F, χ])|2 =
 | ker(1− F˜ )| if χ ∈ range(1− F˜ ),0 otherwise. (H.3)
Otherwise, there exists F ′ ∈ SL(2,Zd¯) such that F ′ = F mod d and
| tr([F ′, χ])|2 =
 | ker(1− F˜ )| if χ ∈ range(1− F˜ ),0 otherwise. (H.4)
Here | tr([F, χ])| denotes | tr(U)| for any U ∈ [F, χ].
Proof. Represent Dk with a column vector as in the proof of Theorem 7.1 and let
P be the matrix formed by juxtaposing the column representations of the Dks. Then
the conjugation by U ∈ [F, χ] can be written as multiplication by U ⊗ U∗,
(U ⊗ U∗)P = PMF,χ, (H.5)
where MF,χ is a monomial matrix determined by F and χ. Since the Dks span the
248
H.1. Trace of a Clifford unitary operator
matrix space, the matrix P is invertible. As a consequence,
| tr([F, χ])|2 = trMF,χ =
∑
k∈ker(1−F˜ )
ω〈χ,Fk〉τ 〈k,(1−F )k〉, (H.6)
where in deriving the second equality we have applied Eqs. (7.9) and (7.15). Setting




τ 〈k,(1−F )k〉. (H.7)
When d is odd, τ 〈k,(1−F )k〉 = 1 for any k ∈ ker(1− F˜ ); therefore,
| tr([F,0])|2 = | ker(1− F˜ )|. (H.8)




| tr([F, χ])|2 = |range(1− F˜ )| × | ker(1− F˜ )| = d2. (H.9)
On the other hand, ∑
χ∈Z2d
| tr([F, χ])|2 = d tr(VFV †F ) = d2, (H.10)
since the HW group is a nice error basis. Hence, [F, χ] is traceless if χ /∈ range(1− F˜ ).
This observation completes the proof of the theorem when d is odd.
In the case d is even, if
(sd/2
td/2
) ∈ range(1− F˜ ) for s, t = 0, 1, then any k ∈ ker(1− F˜ )
is divisible by 2, and 〈k, (1 − F )k〉 is divisible by d¯. Consequently, Eqs. (H.8)–(H.10)
still holds, and so does the theorem.
Otherwise, to prove the theorem, it remains to find F ′ ∈ SL(2,Zd¯) such that F ′ = F
mod d, and that 〈k, (1− F ′)k〉 is divisible by d¯ for all k ∈ ker(1− F˜ ). Thanks to the
Chinese remainder theorem, it suffices to consider the case when d is a power of 2.
Since any subgroup of Z2d has rank at most two, ker(1 − F˜ ) can be generated by
either one element or two elements. Applying a suitable conjugation on F if necessary,
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we may assume that ker(1− F˜ ) is generated by (a0) and (0b), where a and b are divisors
of d including 1 and d, with a being divisible by b. Since
(sd/2
td/2
) ∈ range(1 − F˜ ) if
b is divisible by 2, in which case the theorem has already been proved, it remains to




) ∈ ker(1− F˜ ) implies that
F =
1 + rd sd
j 1 + (js+ r)d
 , (H.11)
where r, s = 0, 1 and j ∈ Zd¯. If j is divisible by d, then the choice F ′ = 1 satisfies the

















is divisible by d¯, given that ja is divisible by d and a is even according to the assumption.
uunionsq
Theorem H.1 implies that the absolute square of the trace of any Clifford operation
is either zero or a divisor of d2. Together with Theorem 7.1, this conclusion means that,
within an HW covariant SIC POM, the number of fiducial states stabilized by each
Clifford operation is either zero or a divisor of d2. If d is odd and the Clifford operation
[F, χ] stabilizes a fiducial state, then χ ∈ range(1−F ) and [F, χ] is conjugated to [F,0].
Therefore, on the orbit of any given fiducial state, there exists a fiducial state that is
stabilized by a symplectic operation. This observation can help figure out the potential
stabilizer of a fiducial state and search for a fiducial state with specific symmetry. On
the other hand, if [F, χ] is a nontrivial Clifford operation that belongs to a nice error
basis, then χ /∈ range(1−F ). This result is useful for determining the nice error bases
in the Clifford group or in the symmetry group of an HW covariant SIC POM. When d
is even, the above conclusions still hold if
(sd/2
td/2
) ∈ range(1−F˜ ) for s, t = 0, 1; otherwise,
we need to replace F with suitable F ′ as required in Theorem H.1.
Corollary H.2 Let [F, χ] be a Clifford operation of order n and k an integer that is
coprime with n. Then | tr([F, χ]k)|2 = | tr([F, χ])|2.
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Let ζ be a primitive nth root of unity. Then there exists a polynomial f(x) with integer
coefficients such that | tr([F, χ])|2 = f(ζ). In other words, ζ is a root of the polynomial
g(x) = f(x)− | tr([F, χ])|2, whose coefficients are integers owing to Theorem H.1. The
polynomial g(x) is divisible by the minimal polynomial of ζ, namely, the nth cyclotomic
polynomial [75]. Since ζk is a primitive nth root of unity when k is coprime with n,
it is also a root of the cyclotomic polynomial and thus a root of the polynomial g(x).
Therefore, | tr([F, χ]k)|2 = f(ζk) = | tr([F, χ])|2.
Corollary H.3 Let [F, χ] be a Clifford operation with nonzero trace. Then
| tr([F, χ]k)|2 is divisible by | tr([F, χ])|2 for any integer k. If d is odd, then [F, χ]k
has a nonzero trace.
According to Theorem H.1, | tr([F, χ])|2 = | ker(1 − F˜ )|. If d is odd, then [F, χ] is
conjugated to [F,0] and we have | tr([F, χ]k)|2 = | ker(1−F˜ k)|. Otherwise, | tr([F, χ]k)|2
is equal to either zero or | ker(1 − F˜ k)|. Now the corollary follows from the fact that
ker(1− F˜ ) is a subgroup of ker(1− F˜ k).
Corollary H.4 Let F ∈ SL(2,Zd¯); then the following statements are equivalent.
1. 2− tr(F ) is coprime with d¯.
2. 1− F˜ is invertible; that is, ker(1− F˜ ) = {0} and/or range(1− F˜ ) = Z2d.
3. [F, χ] is conjugated to [F,0] for all χ ∈ Z2d.
4. | tr([F, χ])|2 = 1 for all χ ∈ Z2d.
5. | tr([F, χ])|2 = 1 for some χ ∈ Z2d.
H.2 Normalizer of the Clifford group
In this appendix, we briefly discuss the normalizer of the Clifford group; more details
will be presented elsewhere [277]. The motivation behind this study is to explicate the
regrouping phenomena of SIC POMs [119, 278, 283] (see Sec. 9.2.3), but the result may
be of general interest.
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Theorem H.5 When d is not a multiple of 4, there is only one normal subgroup in
the Clifford group that is unitarily equivalent to the HW group, and the normalizer of
the Clifford group is itself. Otherwise, there are two such groups, which are conjugated





















 , F ′2,d :=




with a = 1 if d is divisible by 8 and a = −1 otherwise.

















































ωs|es+1〉〈es| = τXZ, UdZ ′Ud† =
d−1∑
s=0
ωs|es〉〈es| = Z. (H.16)















H.3. HW groups in the Clifford group in a prime dimension
H.3 HW groups in the Clifford group in a prime dimension
In this appendix, we determine all subgroups in the Clifford group in any prime dimen-
sion that are also HW groups, but in different bases, which play an important role in
understanding the structure of SIC POMs in prime dimensions, especially in the case
of dimension 3 [279] (see Sec. 8.5). When necessary, the HW group defined by Eq. (7.6)
is referred to as the standard HW group.
In prime dimension p, each HW group in the Clifford group is a p-group and is
thus contained in a Sylow p-subgroup of the Clifford group [172] (see Appendix G).
In correspondence with the p+ 1 Sylow p-subgroups in SL(2,Zp) [154, 279], there are
p+ 1 Sylow p-subgroups in the Clifford group, whose intersection is the standard HW
group. Since all Sylow p-subgroups are conjugated to each other, to determine the HW
groups in the Clifford group, it suffices to focus on a specific Sylow p-subgroup, say,
the one generated by X and VL [see Eq. (7.22)], which is denoted by P 1 henceforth.
The group P 1 has order p3, and its center is the cyclic group generated by Z. The
quotient of P 1 with respect to its center is isomorphic to Z2p. There are p + 1 order-
p2 subgroups in P 1, namely, 〈Z, V jLX〉 for j = 0, . . . , p − 1 and 〈Z, VL〉; all of them
are normal subgroups of P 1 and contain its center. The first p of them are unitarily
equivalent to the HW group, which can be verified by examining the commutator
between Z and V jLX. This is not the case for the group 〈Z, VL〉 since all its elements
are diagonal. In summary, there are p(p + 1) + 1 order-p2 subgroups in the Clifford
group, out of which p2 are unitarily equivalent to the HW group. Recall that the




diag(1, e−ipi/4) if p = 2,
diag(1, e−2ipi/9, e−4ipi/9) if p = 3,
diag(1, τa1 , . . . , τap−1) if p ≥ 5,
(H.18)
where ak = 16k(k+1)(2k+1) for k = 1, 2, . . . , p−1. Then U realizes a cyclic permutation
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among the HW groups in P 1,
U jZU j† = Z, U jXU j† = V ′jL X for j = 0, . . . , p− 1, (H.19)
where V ′L is defined as
V ′L =̂

eipi/4VL if p = 2,
e4ipi/9VL if p = 3,
VL if p ≥ 5;
(H.20)
it is unimodular thanks to the specific choice of the phase factor.
The p2 − 1 additional HW groups in the Clifford group form a single conjugacy
class if p = 3 or 3|(p − 2), and three classes if 3|(p − 1). That is, the p − 1 additional
HW groups in P 1 form the corresponding number of classes under the conjugation of
the Clifford group. Note that all Sylow p-subgroups are conjugated to each other. This
claim is obvious when p = 2, so it remains to consider the odd-prime case.
Suppose the two HW groups 〈Z, V mL X〉 and 〈Z, V jLX〉 are conjugated to each
other in the Clifford group; then they are conjugated to each other under some sym-





. Up to an overall phase factor, the image of V mL X under the conjugation
is V = V α−2mL X
αZm
′ , where m′ ∈ Zp, whose specific value is not relevant here. Note
that V ∈ 〈Z, V jLX〉 if and only if α−3m = j. If p = 3 or 3|(p − 2), then α−3 can take
on any value in Z∗p, so there exists α satisfying α−3m = j for any pair m, j ∈ Z∗p. As
a consequence, the (p − 1) HW groups 〈Z, V jLX〉 for j = 1, . . . , p − 1 are conjugated
to each other in the Clifford group. If 3|(p − 1), then α−3 can take on only one third
possible values in Z∗p, so the (p− 1) HW groups form three classes of equal size p−13 .
According to the above analysis, the intersection of the standard Clifford group and






 with α3 = 1. (H.21)
It contains P 1 as a subgroup of index 3 if 3|(p− 1) but is identical with P 1 otherwise.
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Some basic concepts in graph
theory
A graph G is composed of a collection of vertices and a collection of edges, in which each
edge connects two vertices [42]. Each vertex can be represented graphically as a dot,
and each edge as an arrow or a line depending on whether it is directed or not. A graph
is directed if all edges are directed and is undirected if no edge is directed. A weighted
graph is a graph in which each edge is associated with a weight; by introducing enough
number of distinct weights, we may assume, without loss of generality, that every pair
of vertices is connected by an edge. An ordinary graph may be seen as a special example
of a weighted graph in which there are only two kinds of weights, say, 0 and 1.
A graph with n vertices can be represented by an n×n matrix, called the adjacency
matrix [42]. The i-jth entry of the adjacency matrix is the weight of the edge connecting
vertex i and vertex j if the edge is undirected or directed from i to j; otherwise, it is
the additive inverse of the weight. By definition, the adjacency matrix is symmetric
for an undirected graph, but antisymmetric for a directed graph.
An isomorphism between two graphs G1 and G2 is a one-to-one mapping from the
vertices of G1 to those of G2 that preserves directions and weights of all edges [170, 258].
A skew isomorphism is a one-to-one mapping that preserves the weights, but reverses
the directions. Two graphs are (skew) isomorphic if there exists an (skew) isomorphism
between them. Let A1 and A2 be the adjacency matrices of G1 and G2. Then G1 and
G2 are (skew) isomorphic if and only if there exists a permutation matrix P such that
(−1)PA1P T = A2. A canonical form of a graph G is a graph Canon(G) that is isomor-
phic to G, such that Canon(G1) = Canon(G2) if and only if G1 is isomorphic to G2.
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One of the best known canonical forms is the lexicographically smallest graph within
the isomorphism class, which is the graph with lexicographically smallest adjacency
matrix [16, 17]. The definitions of (skew) isomorphism and canonical forms can also
be generalized to adjacency matrices and even arbitrary matrices, whether they are
associated with graphs or not.
An (skew) automorphism of a graph G is an (skew) isomorphism between G and it-
self [170, 258]. The automorphism group of G is composed of all these automorphisms
and is denoted by Aut(G). Similarly, the extended automorphism group AutE(G) is
composed of all automorphisms and skew automorphisms. The (extended) automor-
phism group of a matrix can be defined similarly. For the convenience of discussion, we
may identify the (extended) automorphism group of a graph with that of its adjacency
matrix.
The graph automorphism problem and the graph isomorphism problem are two fun-
damental problems in graph theory. The former is to compute the automorphism group
of a graph, while the latter is to determine the isomorphism relation between two
graphs. Although no polynomial-time (in the number of vertices) algorithm is known
for either problem, they can be solved efficiently for almost all graphs in practice. A
common approach to determining the isomorphism relation is to compute canonical
forms [16, 17, 170, 185, 194, 258].
A hypergraph [261] is a generalization of a graph in which some edges may take
more than two vertices. Let k ≥ 2 be an integer. A hypergraph is k-uniform if every
edge takes k vertices. In that case, it can be represented by a k-dimensional array.
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symplectic operator, 165
theorem
asymptotic Fisher information matrix,
143, 244
asymptotic GMT, 135, 243
Gill–Massar trace (GMT), 133
group covariant SIC POM in a prime
dimension, 168
groups that can generate SIC POMs,
159
normalizer of the Clifford group, 252
orbits and equivalence of SIC POMs,
159
symmetry of a SIC POM
beyond prime dimensions, 180
dimension three, 175
prime dimensions not equal to three,
171






three-qubit Pauli group, 162
tight informationally complete (IC), 31, 36
quantum state estimation, 42
weighted 2-design, 38
trace distance, 1, 32, 229
triple product, 178, 185, 203
two-step adaptive, 82
unimodular, 157, 170
von Neumann measurement, see projec-
tive measurement
weighted t-design, 232
weighted 2-design, 31, 38
weighted 3-design, 41
weighted mean square error (WMSE), 2,
29
convex optimization, 99
generalized GM bound, 137, 138
GM bound, 87
joint bound, 138, 139
RLD bound, 116
Welch bound, 152
Wigner function, 12, 13, 151
Wigner semicircle law, 39





unitary transformation, 153, 165
zero-eigenvalue problem, 25, 26
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