R\'esolution du probl\`eme des arcs de Nash pour une famille
  d'hypersurfaces quasi-rationnelles by Leyton-Alvarez, Maximiliano Alexis
ar
X
iv
:1
10
1.
57
86
v2
  [
ma
th.
AG
]  
14
 Ju
l 2
01
1
RÉSOLUTION DU PROBLÈME DES ARCS DE NASH POUR UNE
FAMILLE D’HYPERSURFACES QUASI-RATIONNELLES
MAXIMILIANO LEYTON-ALVAREZ
Résumé. Le problème des arcs de Nash pour les singularités normales de surfaces affirme
qu’il y aurait autant de familles d’arcs sur un germe de surface singulier (S,O) que de
diviseurs essentiels sur (S,O). Il est connu que ce problème se réduit à étudier les singularités
quasi-rationnelles. L’objet de cet article est de répondre positivement au problème de Nash
pour une famille d’hypersurfaces quasi-rationnelles non rationnelles. On applique la même
méthode pour répondre positivement à ce problème dans les cas de singularités de type E6
et E7 et pour fournir une nouvelle preuve dans le cas de singularités de type Dn, n ≥ 4.
ABSTRACT. A solution to the Nash problem on arcs for a family of quasi-rational
hypersurfaces. The Nash problem on arcs for normal surface singularities states that there
are as many arc families on a germ (S,O) of a singular surface as there are essential divisors
over (S,O). It is known that this problem can be reduced to the study of quasi-rational
singularities. In this paper we give a positive answer to the Nash problem for a family of
non-rational quasi-rational hypersurfaces. The same method is applied to answer positively
to this problem in the case of E6 and E7 type singularities, and to provide new proof in the
case of Dn, n ≥ 4, type singularities.
1. Introduction
Soient k un corps algébriquement clos de caractéristique nulle, V une variété algébrique
normale sur k et π : X → V une désingularisation divisorielle de V , c’est-à-dire π est
une désingularisation (π est un morphisme propre et birationnel tel que le morphisme π :
X\π−1(Sing V ) → V \Sing V est un isomorphisme, où SingV est le lieu singulier de V et X
est lisse) telle que les composantes irréductibles de la fibre exceptionnelle π−1(SingV ) sont de
codimension 1 dans X. On sait, d’après le théorème de résolution des singularités d’Hironaka,
que cette désingularisation existe.
Si π′ : X ′ → V est une autre désingularisation de V , alors (π′)−1 ◦ π : X 99K X ′ est une
application birationnelle. Soit E une composante irréductible de la fibre exceptionnelle de π.
Comme E est un diviseur et X est une variété algébrique normale (X est une variété lisse), il
existe un ouvert E0 de E sur lequel l’application birationnelle (π′)−1 ◦ π est bien définie. Le
diviseur E est appelé diviseur essentiel sur V si pour toute désingularisation π′ : X ′ → V de V
l’adhérence de (π′)−1◦π(E0) dansX ′ est une composante irréductible de la fibre exceptionnelle
du morphisme π′. On note Ess(V ) l’ensemble de diviseurs essentiels sur V .
On remarque que, si V est une surface algébrique normale sur k, les diviseurs essentiels sur
V sont les composantes irréductibles de la fibre exceptionnelle de la résolution minimale de V .
SoitK un corps d’extension de k. Un morphisme SpecK[t]/(tm+1)→ V (resp. SpecK[[t]]→
V ) est appelé (K,m)-jet (resp. K-arc).
Soit Sch/k la catégorie des schémas sur k et Ens la catégorie des ensembles. On considère
le foncteur contravariant suivant :
Fm : Sch/k −→ Ens, Y 7→ Hom(Y ×k Speck[t]/(tm+1), V ).
Date: 8 décembre 2018.
1
2 MAXIMILIANO LEYTON-ALVAREZ
Ce foncteur est représentable de forme canonique par un schéma Vm de type fini sur k,
c’est-à-dire on a :
Hom(Y ×k Speck[t]/(t
m+1), V ) ∼= Hom(Y, Vm),
où Y est un schéma quelconque sur k. Le schéma Vm est appelé l’espace de m-jet sur V .
L’homomorphisme surjectif canonique k[t]/(tm+1)→ k[t]/(tm) induit un morphisme affine
pm : Vm → Vm−1. Les morphismes pm n : Vm → Vn, où n < m et pm n := pn+1 ◦ · · · ◦ pm,
forment un système projectif. Comme les morphismes pm : Vm → Vm−1 sont affines (voir
[Ish07] ou [EM09]), la limite projective existe. On note V∞ cette limite projective, c’est-à-dire
V∞ := lim
←m
Vm. La limite projective V∞ est un schéma qui n’est pas en général de type fini sur
k. Le schéma V∞ est appelé l’espace d’arcs sur V .
L’espace d’arcs V∞ a la propriété fonctorielle suivante (voir [IK03]) : Le foncteur Y →
Hom(Y ×̂k Speck[[t]], V ), où Y est un schéma quelconque sur k et Y ×̂k Speck[[t]] est le com-
plété formel du schéma Y ×k Speck[[t]] le long du sous-schéma Y ×k Speck, est représentable
par le schéma V∞.
D’après la propriété fonctorielle de l’espace d’arcs V∞, les K-points de V∞ sont en corres-
pondance bijective avec les K-arcs sur V . Par abus de notation, pour α ∈ V∞, on note α son
kα-arc correspondant, où kα est le corps résiduel du point α.
Soit p∞ : V∞ → V la projection canonique α 7→ α(0), où 0 est le point fermé de Speckα[[t]].
On note V s∞ := p
−1
∞ (Sing V ), où SingV est le lieu singulier de V , et CN (V ) l’ensemble de
composantes irréductibles de V s∞.
Nash a démontré que l’application suivante est bien définie et injective (voir [Nas95]) :
NV : CN (V )→ Ess(V ), C 7→ {α̂(0)},
où le kα-arc α est le point générique de C ∈ CN (V ), le kα-arc α̂ est le relèvement à X du
kα-arc α, c’est-à-dire α̂ est l’unique morphisme tel que π ◦ α̂ = α, et {α̂(0)} l’adhérence du
point α̂(0). Cette application est appelée l’application de Nash associée à V .
Le problème de Nash consiste à étudier la surjectivité de l’application de Nash NV .
Dans plusieurs cas la surjectivité de cette application a été prouvée. Par exemple pour
les singularités An ([Nas95]), les singularités Dn ([Plé08]), les surfaces sandwichs ([LJRL99]),
les variétés toriques ([IK03]), les hypersurfaces quasi-ordinaires ([GP07]), les variétés toriques
stables ([Pet09]), et d’autres cas qu’on peut trouver dans les articles suivants ([Ish05], [Ish06],
[GP07], [GSLJ97], [LJ80],[Mor08], [PPP06], [PPP08], [Reg95]).
Dans l’article [IK03] Ishii et Kollar montrent que l’application de Nash associée à l’hyper-
surface de A5k donnée par l’équation x
3
1 + x
3
2 + x
3
3 + x
3
4 + x
6
5 = 0 n’est pas surjective. Or,
en dimension deux ou trois il n’y a pas d’exemple publié où l’application de Nash n’est pas
surjective.
Soit E un diviseur essentiel sur V (E ∈ Ess(V )). On note NE l’adhérence dans V∞ de
l’ensemble suivant :
{α ∈ V∞\(Sing V )∞ | α̂(0) ∈ E},
où (SingV )∞ est le sous-ensemble fermé de V∞ des arcs qui sont concentrés en SingV . L’en-
semble NE est irréductible et on a :
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V s∞ =
⋃
ENE,
voir [Reg06]. On note αE le point générique de NE.
Un morphisme ω : SpecK[[s, t]] → V est appelé K-wedge sur V . D’après la propriété
fonctorielle de l’espace d’arcs V∞, les K-wedges sont en correspondance bijective avec les
K[[s]]-points de V∞. L’image du point fermé (resp. du point générique) de SpecK[[s]] dans
V∞ est appelé le centre (resp. l’arc générique) du K-wedge ω.
Un K-wedge ω est appelé K-wedge admissible centré en NE si le centre (resp. l’arc géné-
rique) de ω est le point générique de NE (resp. appartient à V s∞). Dans ce cas, par définition, le
corps K est forcément un corps d’extension du corps résiduel kαE du point αE. Le K-wedge ω
peut être interprété comme une déformation à un paramètre des coefficients du comorphisme
α⋆E de l’arc αE.
Dans [Reg06] (dans le cas de surfaces voir [LJ80]) l’auteur montre que E appartient à
l’image de l’application de Nash NV si et seulement si tout K-wedge admissible ω centré en
NE se relève à X, où K est un corps d’extension quelconque du corps KαE , c’est-à-dire s’il
existe un K-wedge ω̂ sur X tel que π ◦ ω̂ = ω.
On considère l’hypersurface S(p,hq) de A3k donnée par l’équation z
p+hq(x, y) = 0, où hq est
un polynôme homogène de degré q sans facteurs multiples, p ≥ 2, q ≥ 2 deux entiers premiers
entre eux. Par exemple si hq(x, y) = xq + yq, S(p,hq) est une surface de Pham-Brieskorn. Les
surfaces S(p,hq) sont toutes quasi-rationnelles (voir [FZ03]) et rationnelles si et seulement
si q = 2 ou (p, q) = (2, 3). On remarque que S(p,h2) est une singularité du type Ap−1. Le
résultat principal de cet article est le théorème suivant.
Théorème 1.1. Pour tous les entiers p ≥ 2, q ≥ 2 premiers entre eux, l’application de Nash
NS(p,hq) associée à S(p,hq) est bijective.
Une note sur la preuve de ce résultat a été publiée dans [LA11].
On remarque que les critères de [Mor08] et [PPP06] ne s’appliquent pas en général aux
familles S(p,hq).
En utilisant la même méthode que dans la preuve du Théorème 1.1 on obtient le résultat
suivant :
Théorème 1.2. Si S est une singularité du type E6 ou E7, l’application de Nash NS associée
à S est bijective.
On obtient aussi une preuve simple de la bijectivité de l’application de Nash pour plusieurs
cas connus, par exemple Dn, où n est un entier, n ≥ 4 (voir [Plé08]).
Récemment sur ArXiv une preuve de la bijectivité de l’application de Nash pour la sin-
gularité de type E6 (resp. pour les surfaces quotients) a été publiée, voir [PS10] (resp. voir
[PP10])). Mais les méthodes de démonstration sont différentes de celle que nous utilisons.
Cet article est organisé de la façon suivante : dans première section on prouve quelques
résultats qui vont être utilisés dans toutes les sections de cet article et on démontre le Théorème
1.1 ; le Théorème 1.2 est le sujet de la deuxième section, on donne la preuve du cas E6 en
détails et un résumé pour le cas E7 ; dans la dernière section on donne une preuve simple de
la bijectivité de l’application de Nash pour les singularités du type Dn, n ≥ 4 différente de
celle de l’article [Plé08].
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2. Le problème Nash pour les hypersurfaces quasi-rationelles S(p,hq)
On rappelle que S(p,hq) est l’hypersurface de A3k donnée par l’équation z
p + hq(x, y) = 0,
où hq est un polynôme homogène de degré q sans facteurs multiples et p ≥ 2, q ≥ 2 sont deux
entiers premiers entre eux.
Nash a démontré que l’application NAm associée à la surface de type Am, m ≥ 2, est bijec-
tive (voir [Nas95]). On suppose donc que q ≥ 3, car l’hypersurface S(p,h2) est une singularité
du type Ap−1.
2.1. Désingularisation des hypersurfaces S(p,hq). Un système de coordonnées affines
{x, y, z} de A3k étant fixé, notons O l’origine de A
3
k. On décrit la désingularisation de S(p,hq)
en utilisant les constellations toriques de points infiniment voisins de O (voir [CGSLJ96]), les
éventails de Newton (voir [GSLJ91]) et les G-désingularisations (voir [BGS95]).
Soient N = Z3 muni de sa base standard {e1, e2, e3} et M = HomZ(N,Z) le dual de N. On
note {e⋆1, e
⋆
2, e
⋆
3} la base duale de {e1, e2, e3}. On identifie la k-algèbre k[M] avec la k-algèbre
k[x, x−1, y, y−1, z, z−1] par l’isomorphisme qui envoie le caractère χe
⋆
1 (resp. χe
⋆
2 , χe
⋆
3) sur x
(resp. y, z).
Soit Σ un éventail en NR := N⊗ZR. On note X(Σ) la variété torique associée à l’éventail
Σ et munie de l’action du tore algébrique (k⋆)3 = Speck[x, x−1, y, y−1, z, z−1].
Soit X0 = A3k. Une constellation torique de points infiniment voisins de O est un ensemble
fini de points C = {Q0 = O,Q1, ..., Qm}, où chaque Qi, 1 ≤ i ≤ m, est une orbite de dimension
0 de la variété torique Xi obtenue par l’éclatement ςi : Xi → Xi−1 de centre Qi−1. On note
X(C) = Xm+1.
On dit que Qj se projette sur Qi, noté Qj ≥ Qi, si le point Qj ∈ Xj est obtenu à par-
tir de Qi ∈ Xi par une suite d’éclatements de points. La relation ≥ est une relation d’ordre
partiel sur les points de C. Si ≥ est un ordre total, on dit que C est une constellation en chaîne.
Supposons que C est une constellation torique en chaîne de points infiniment voisins de O.
Soient B := {e1, e2, e3} la base ordonnée de N et ∆ := 〈B〉 le cône régulier engendré par B.
Notons Σi l’éventail associé à la variété torique Xi. L’éventail Σ1 est obtenu par la subdivision
élémentaire de ∆ centrée en u = e1+ e2+ e3. Pour chaque entier j, 1 ≤ j ≤ 3, soit Bj la base
ordonnée de N obtenue en remplaçant ej par u en la base B. Soit ∆j := 〈Bj〉 le cône régulier
engendré par Bj , pour 1 ≤ j ≤ 3. Le choix du point Q1 > Q0 équivaut à choisir un entier a1,
1 ≤ a1 ≤ 3, qui détermine un cône ∆a1 de l’éventail Σ1. La subdivision Σ2 de Σ1 est obtenue
en remplaçant ∆a1 en Σ1 par les cônes ∆a1j := 〈Ba1j〉, où Ba1j est la base ordonnée de N
obtenue en remplaçant le j-ième vecteur de Ba1 par
∑
u∈Ba1
u. Le choix du point Q2 > Q1
équivaut à choisir un entier a2, 1 ≤ a2 ≤ 3, qui détermine un cône ∆a1a2 de l’éventail Σ2. Par
récurrence, on obtient une codification de la constellation en chaîne C. Cette codification est
notée Qj = Q0(a1a2 · · · aj) pour 1 ≤ j ≤ m.
Soit b1, b2, · · · , bk une suite d’entiers, où 1 ≤ bi ≤ 3, 1 ≤ i ≤ k ≤ m, et telle que le
cône ∆b1b2···bk appartient à l’éventail Σm+1. Notons Ub1b2···bk l’ouvert torique affine qui est en
correspondance avec le cône ∆b1b2···bk .
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Soit Cn = {Q0 = O,Q1, ..., Qn−1}, n ≥ 1, une chaîne torique de points infiniment voisins
de O donnée par la codification Qj = Q0(3j) (j fois l’entier 3) pour 1 ≤ j ≤ n − 1. On note
σn : X(Cn)→ A
3
k le morphisme torique induit par Cn et SC le transformé strict de S(p,hq).
Proposition 2.1. Soient p > q et p = nq + r la division entière, 1 ≤ r < q. Si r = 1, alors
SC est la résolution minimale de S(p,hq) et la fibre exceptionnelle σ
−1
n (O)∩SC est la réunion
de nq courbes rationnelles. Si r > 1, alors SC a un unique point singulier s, et de plus, (SC , s)
est isomorphe au germe (S(r,hq), O).
Démonstration. La proposition se démontre par récurrence sur l’entier n ≥ 1. Mais d’abord
démontrons le lemme suivant.
On considère l’éclatement de A3k de centre O, ς1 : X1 → A
3
k. On note xi, yi, zi les coordon-
nées canoniques de l’ouvert torique affine Ui, pour l’entier 1 ≤ i ≤ 3.
Soit S le transformé strict de S(p,hq) induit par le morphisme ς1 : X1 → A3k. Par abus de
notation, on note ς1 : S → S(p,hq) la restriction du morphisme ς1 : X1 → A3k à S.
Lemme 2.2. Les ouverts de S, U1 ∩ S et U2 ∩ S sont lisses et U3 ∩ S = {(x3, y3, z3) ∈ U3 |
zp−q3 + hq(x3, y3) = 0}.
La fibre exceptionnelle du morphisme ς1 : S → S(p,hq) est la réunion de q courbes ra-
tionnelles. Les courbes ne s’intersectent qu’en le point fermé de U3 fixé par l’action du tore
algébrique (k⋆)3.
Si p− q = 1, alors S est la résolution minimale de S(p,hq).
Démonstration. Les restrictions du morphisme ς1 : X1 → A3k aux ouverts Ui sont données de
la façon suivante :
U1 → A
3
k, (x1, y1, z1) 7→ (x1, x1y1, x1z1) ;
U2 → A
3
k, (x2, y2, z2) 7→ (y2x2, y2, y2z2) ;
U3 → A
3
k, (x3, y3, z3) 7→ (z3x3, z3y3, z3).
Ainsi, on obtient que
U1 ∩ S = {(x1, y1, z1) ∈ U1 | z
p
1x
p−q
1 + hq(1, y1) = 0} ;
U2 ∩ S = {(x2, y2, z2) ∈ U2 | z
p
2y
p−q
2 + hq(x2, 1) = 0} ;
U3 ∩ S = {(x3, y3, z3) ∈ U3 | z
p−q
3 + hq(x3, y3) = 0}.
Par un calcul direct, on montre que U1 ∩ S et U2 ∩ S sont lisses. Ceci achève la preuve de la
première partie du lemme.
Soit F la fibre exceptionnelle du morphisme ς1 : S → S(p,hq). Alors on a
U3 ∩ F = {(x3, y3, z3) ∈ U3 | z3 = 0, hq(x3, y3) = 0}.
Comme hq est un polynôme homogène de degré q sans facteurs multiples, l’ensemble U3 ∩ F
est la réunion de q courbes rationnelles qui s’intersectent en l’origine de U3.
On remarque que les deux ensembles suivants sont de cardinalité q.
(X1\U3) ∩ F ∩ U1 = {(x1, y1, z1) ∈ U1 | z1 = 0, x1 = 0, hq(1, y1) = 0} ;
(X1\U3) ∩ F ∩ U2 = {(x2, y2, z2) ∈ U2 | z2 = 0, y2 = 0, hq(x2, 1) = 0}.
Par conséquent, la fibre exceptionnelle est la réunion d’exactement q courbes rationnelles qui
s’intersectent en l’origine de U3. Ceci achève la preuve de la deuxième parti du lemme.
Si p−q = 1, S est une surface lisse. On considère la fonction régulière de A3k, g(x, y, z) = x.
Alors g⋆ = g ◦ ς1 est une fonction régulière de X1.
Soit C le diviseur principal de S(p,hq) associé à la restriction de g à S(p,hq), c’est-à-dire
C := Div(g |S(p,hq)). On remarque que C est une courbe (l’intersection schématique de Div(g)
6 MAXIMILIANO LEYTON-ALVAREZ
et S(p,hq) est irréductible et réduit). Notons C ′ le transformé strict de C par le morphisme
ς1 : S → S(p,hq). Par un calcul direct, on peut montrer que C ′ intersecte F en l’origine de
U3.
On considère la restriction de g⋆ à l’ouvert U3. Alors, on a
g⋆ = z3x3.
Par conséquent, le diviseur principal de S associé à la restriction de g⋆ à S est le suivant :
Div(g⋆ |S) = C
′ +
∑q
i=1 Fi,
où les Fi sont les composantes irréductibles de F . Comme Div(g⋆ |S) ·Fi = 0 pour tout i ∈
{1, 2, ..., q}, on obtient :
Fi · Fi = −C
′ · Fi −
∑
j 6=i Fj · Fi = −q ≤ −3.
Ceci achève la preuve du lemme. 
Raisonnons par récurrence sur l’entier n.
Si n = 1, on a p = q + r et C1 = {Q0 = O}. La preuve de ce cas résulte du Lemme 2.2.
Maintenant, on suppose que p = nq + r.
D’après le Lemme 2.2, on a U3∩S = S((n-1)q + r,hq) et la fibre exceptionnelle de ς1 : S →
S(p,hq) est la réunion de q courbes rationnelles. En appliquant l’hypothèse de récurrence sur
U3 ∩ S, on montre :
la fibre exceptionnelle de σn : SC → S(p,hq) est la réunion de nq courbes rationnelles ;
si r > 1, alors SC a un unique point singulier de type S(r,hq) ;
si r = 1, alors SC est lisse.
Pour achever la preuve de la proposition, il faut montrer que si r = 1, alors le morphisme
σn : SC → S(p,hq) est la résolution minimale de S(p,hq).
Soient F la fibre exceptionnelle du morphisme ς1 : S → S(p,hq) et Fi une composante
irréductible de F , 1 ≤ i ≤ q. On note F ′i le transformé strict de Fi dans SC (on rappelle que
le morphisme ς1 factorise σn). En utilisant l’hypothèse de récurrence, pour montrer que SC
est la résolution minimale de S(p,hq), il suffit de montrer que F ′i ·F
′
i ≤ −2 pour tout 1 ≤ i ≤ q.
Pour chaque Qi ∈ Cn, on note Bi le diviseur exceptionnel ς
−1
i (Qi) en Xi+1 et Di (resp. D
⋆
i )
le transformé strict (resp. total) de Bi dans X(Cn).
On rappelle que la constellation Cn est donnée par la codification Qj = Q0(3j) pour 1 ≤
j ≤ n− 1. En vertu du lemme 1.3 de [CGSLJ96], on a
Di = D
⋆
i −D
⋆
i+1,
d’où D⋆i =
∑n−1
j=i Dj.
Avant d’achever la preuve de la Proposition 2.1, on introduit les notions suivantes.
Soient I , J , P trois idéaux. Le ⋆-produit de I et J , noté I ⋆J , est la clôture intégrale du
produit IJ . On suppose que P est un idéal complet non-trivial. L’idéal P est ⋆-simple si P
n’a pas de ⋆-factorisation non-triviale.
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On suppose que I est un idéal tel que IOX(Cn) soit un faisceau d’idéaux inversible. On défi-
nit par récurrence le vecteur m(I) = (m0, ...,mn−1) : I0 = I ,m0 = OrdQ0 I0 etmi = OrdQi Ii,
1 ≤ i ≤ n− 1, où Ii = x−mi−1Ii−1OXi,Qi et x = 0 est l’équation locale de Bi−1 en Qi. Dans
[Lip88] l’auteur montre qu’il existe un unique idéal ⋆-simple, noté PQn−1 , tel que le vecteur
m(PQn−1) est minimal pour l’ordre lexicographique inverse et mn−1 = 1. L’idéal PQn−1 est
appelé l’idéal ⋆-simple spécial associé à Qn−1.
Reprenons la démonstration de la Proposition 2.1.
Soient PQn−1 l’idéal ⋆-simple spécial associé à Qn−1 et D
′ le diviseur de X(Cn) tel que
PQn−1OX(Cn) = OX(Cn)(−D
′).
D’après le Lemme 2.16 de [CGSLJ96], on a
D′ =
∑n−1
i=0 D
⋆
i .
Par conséquent, on a
D′ =
∑n−1
i=0 (i+ 1)Di.
Soit g un élément général de l’idéal PQn−1 . Alors g
⋆ = g ◦ σn est une fonction régulière de
X(Cn). On note C le diviseur associé à g et C ′ le transformé strict de C dans X(Cn). Alors,
on a :
Div(g⋆) = C ′ +
∑n−1
i=0 (i+ 1)Di.
Pour un diviseur Z de X(Cn), tel que son support ne contienne pas SC , notons Z · SC le
diviseur de SC obtenu par la somme formelle des composantes irréductibles de Z∩SC pondérées
par leurs multiplicités en SC . Comme g est un élément général de PQn−1 on peut supposer
que le support de C ′ ne contient pas SC . Ainsi, on obtient que
Div(g⋆ |SC ) = C
′ · SC +
∑n−1
i=0 (i+ 1)Di ·SC .
On remarque que D0 ·SC =
∑q
i=1 F
′
i . En effet, il suffit de considérer l’ouvert affine U1. On
a donc U1 ∩ SC = {(x1, y1, z1) ∈ U1 | z
p
1x
p−q
1 + hq(1, y1) = 0} et D0 ∩U1 = {(x1, y1, z1) ∈ U1 |
x1 = 0}. Par conséquent, (D0 · SC) ∩ U1 =
∑q
i=1(F
′
i ∩ U1), d’où D0 ·SC =
∑q
i=1 F
′
i .
On a donc
Div(g⋆ |SC) = C
′ · SC +
∑n−1
i=1 (i+ 1)Di ·SC +
∑q
i=1 F
′
i .
On remarque que l’intersection Div(g⋆ |SC ) ·F
′
i est nulle pour tout 1 ≤ i ≤ q, car Div(g
⋆ |SC )
est un diviseur principal. On remarque aussi que (
∑n−1
i=1 (i+1)Di ·SC) ·F
′
i ≥ 2, car il existe au
moins un 1 ≤ i ≤ n− 1 tel que ((i+ 1)Di ·SC) · F ′i ≥ (i+ 1) ≥ 2. Par conséquent, on obtient
que F ′i · F
′
i ≤ −2 pour tout 1 ≤ i ≤ q, d’où la proposition. 
Pour un polynôme g =
∑
cex
e1ye2ze3 dans k[x, y, z], où e = (e1, e2, e3) et ce ∈ k, on
note E(g) l’ensemble des exposants e ∈ Z3≥0 dont le coefficient ce est non nul, c’est-à-dire
E(g) := {e ∈ Z3≥0 | ce 6= 0}. Soient Γ+(g) l’enveloppe convexe de l’ensemble {e + R
3
≥0 | e ∈
E(g)} et Γ(g) la réunion des faces compactes de Γ+(g). On note I(g) l’idéal monomial de
k[x, y, z] engendré par les monômes xe1ye2ze3 tels que (e1, e2, e3) ∈ Γ(g) ∩ Z3, c’est-à-dire
I(g) := ({xe1ye2ze3 | (e1, e2, e3) ∈ Γ(g) ∩ Z
3}). L’éventail de Newton Γ⋆(g) associé à g est la
subdivision de R3≥0 correspondant à l’éclatement normalisé de A
3
k de centre l’idéal I(g). Pour
plus de détails voir [GSLJ91] ou [KKMS73].
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Remarque 1. Dans toute la suite, à automorphisme linéaire de A3k près, x et y ne divisent pas
hq(x, y).
La Figure 1 représente le polyèdre de Newton Γ(f) associe à f := zp + hq(x, y).
(0, q, 0)(q, 0, 0)
(0, 0, p)
Figure 1. Polyèdre de Newton Γ(f)
Soit H un plan de R3 qui ne contient pas l’origine de R3 et tel que l’intersection de H et
R3≥0 soit un ensemble compact. La Figure 2 représente l’intersection de H avec la subdivision
Γ⋆(f) de R3≥0. Chaque sommet du diagramme est identifié avec le vecteur extrémal (autrement
dit, vecteur primitif d’un cône de dimension 1 de l’éventail Γ⋆(f)) correspondant. On note τ1
(resp. τ2, τ3) le cône engendré par les vecteurs (1, 0, 0) (resp. (0, 1, 0), (0, 0, 1)) et (p, p, q).
(p, p, q)
(0, 1, 0)
τ2
(1, 0, 0)
τ1
(0, 0, 1)
τ3
Figure 2. Éventail de Newton Γ⋆(f)
La proposition suivante résulte d’un calcul direct.
Proposition 2.3. Le cônes τ1 et τ2 sont réguliers.
Soit Γ⋆(f)G une G-subdivision régulière de Γ⋆(f), c’est-à-dire une subdivision régulière de
chaque cône τ ∈ Γ⋆(f) n’ayant comme arêtes que celles qui portent les vecteurs du système
générateur minimal du semi-groupe τ ∩ Z3. D’après [BGS95], cette subdivision existe.
On note πN : X(Γ⋆(f)) → A3k (resp. πG : X(Γ
⋆(f)G) → X(Γ
⋆(f))) le morphisme torique
induit par la subdivision Γ⋆(f) de R3≥0 (resp. Γ
⋆(f)G de Γ⋆(f)) et SG le transformé strict de
S(p,hq) associé au morphisme π := πG ◦ πN Par abus de notation, on note π : SG → S(p,hq)
la restriction du morphisme π : X(Γ⋆(f)G)→ A3k à SG .
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Soit k, un entier k ≥ 1. Pour un ensemble d’entiers mi ≥ 2, 1 ≤ i ≤ k, on note
[m1;m2; · · · ;mk] la fraction continue définie de la façon suivante :
[mk] := mk, [mk−1;mk] := mk−1 −
1
mk
et [m1;m2; · · · ;mk] := m1 −
1
[m2; · · · ;mk]
.
La proposition suivante est une application directe du Théorème 6.1 de [Oka87].
Proposition 2.4. SG est une bonne résolution de S(p,hq) et son graphe dual pondéré est une
étoile à q branches identiques. Le diagramme de chaque branche est le suivant :
−m2−mk −m1E
2
0 ,
où E0 le diviseur associé au sommet central du graphe et les entiers mi ≥ 2 (resp. l’entier k)
sont définis (resp. est défini) de la façon suivante :
si q > p et q = np+ r la division entière, 1 ≤ r < p, alors on a
p
p− r
= [m1;m2; · · · ;mk] ;
si p > q et p = nq + r, la division entière 1 ≤ r < q (resp. n ≥ 1), alors on a
p
p− q
= [m1;m2; · · · ;mk].
De plus, cette résolution est minimale si et seulement si p 6≡ 1 mod q.
Corollaire 2.5. Si p ≡ 1 mod q, seul le diviseur E0 n’est pas un diviseur essentiel sur
S(p,hq).
Démonstration. Soit n ≥ 1 tel que p = nq + 1. En vertu de la Proposition 2.4, on a
p
p− q
=
nq + 1
(n− 1)q + 1
= 2−
1
2−
. . .
2−
1
q + 1
.
En particulier l’entier k est égal à n, d’où le graphe dual de la résolution π : SG → S(p,hq)
a nq+1 sommets. D’après la Proposition 2.1, il n’y a que un diviseur de la fibre exceptionnelle
de π qui n’est pas un diviseur essentiel. D’après le critère de contraction de Castelnuovo, ce
diviseur a une auto-intersection égale à −1.
Comme les branches du graphe dual de la résolution π : SG → S(p,hq) sont identiques,
forcement le diviseur E0 a une auto-intersection égal à −1, d’où le corollaire. 
Un polynôme g =
∑
cex
e1ye2ze3 , où e = (e1, e2, e3) et ce ∈ k, est appelé non-dégénéré
par rapport à la frontière de Newton si pour toute face compacte γ de Γ⋆(g) le polynôme
gγ :=
∑
e∈γ cex
e1ye2ze3 est non singulier sur le tore T := N⊕Zk, c’est-à-dire les polynômes
gγ , ∂x gγ , ∂y gγ , ∂z gγ n’ont pas de zéro commun en dehors de l’ensemble xyz = 0.
Dans la proposition suivante on suppose que S est une hypersurface normale de A3k, donnée
par l’équation g = 0, où g est un polynôme irréductible non-dégénéré par rapport à la frontière
de Newton Γ(g). De plus, on suppose que O est l’unique point singulier de S.
On considère une G-subdivision régulière Γ⋆(g)G de l’éventail de Newton Γ⋆(g). On note
π′ : X(Γ⋆(g)G) → A
3
k le morphisme torique induit par la subdivision Γ
⋆(g)G du cône R3≥0 et
X le transformé strict de S dans X(Γ⋆(g)G). Par abus de notation, on note π′ : X → S la
restriction du morphisme π′ : X(Γ⋆(g)G)→ A3k à X.
La proposition suivante résulte des Lemmes 10.2 et 10.3 de [Var76] (pour avoir plus de dé-
tails, voir [Mer80]) ou du Théorème principal et de la Remarque a) de la Section 4 de [GSLJ91].
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Proposition 2.6. Le morphisme π′ : X → S est une désingularisation de S.
Si l’hypersurface S ne contient pas de T -orbite de dimension 1, alors le morphisme π′ :
X(Γ⋆(g)G) → A
3
k est une résolution plongée de S, c’est-à-dire π
′ : X(Γ⋆(g)G) → A
3
k est un
morphisme propre et birationnel, π′ : X(Γ⋆(g)G)\(π
′)−1(O) → A3k\{O} est un isomorphisme
et (π′)−1(S) est un diviseur à croisements normaux.
On remarque que le polynôme f := zp+hq(x, y) est non-dégénéré par rapport à la frontière
de Newton et que l’hypersurface S(p,hq) ne contient pas de T -orbite de dimension 1 (voir la
Remarque 1).
Corollaire 2.7. le morphisme π : X(Γ⋆(f)G)→ A3k est une résolution plongée de S(p,hq)
La proposition suivante établit une relation entre le morphisme π : SG → S(p,hq) et le
morphisme σn : SC → S(p,hq) (voir les Propositions 2.1 et 2.4).
Proposition 2.8. Si p > q, le morphisme σn : SC → S(p,hq) factorise le morphisme π :
SG → S(p,hq), c’est-à-dire il existe un morphisme π0 : SG → SC tel que π = σn ◦ π0.
Démonstration. Dans la preuve de cette proposition, on peut appliquer le Lemme 2.2 car ses
hypothèses sont vérifiées.
On remarque que
(1, 1, 1) =
(p, p, q) + (p− q)(0, 0, 1)
p
et que le cône engendré par les vecteurs (0, 0, 1) et (1, 1, 1) est régulier. Par conséquent, le
vecteur (1, 1, 1) appartient au système générateur minimal du semi-groupe τ3 ∩ Z3, où τ3 est
le cône engendré par les vecteurs (0, 0, 1) et (p, p, q) (voir la Figure 2).
On remarque aussi que l’éventail obtenu par l’éclatement de Newton de A3k associé à
f = zp + hq(x, y) suivi de la subdivision élémentaire centrée en (1, 1, 1), coïncide avec ce-
lui obtenu par l’éclatement de A3k de centre le point O suivi de l’éclatement de Newton de U3
associé à zp−q3 + hq(x3, y3) (voir le Lemme 2.2).
Soit p = nq + r la division entière, 1 ≤ r < q. En utilisant la remarque ci-dessus et le
Lemme 2.2, la proposition résulte d’une récurrence sur l’entier n ≥ 1. 
Dans la proposition suivante, on suppose que S est une hypersurface quasi-homogène de
A3k donnée par l’équation g = 0, où g est un polynôme quasi-homogène et irréductible, que
O est l’unique point singulier de l’hypersurface S et que S ne contient pas de T -orbite de
dimension 1.
D’après la proposition 2.6, le morphisme π′ : X(Γ⋆(g)G) → A3k est une résolution plongée
de S. On note X le transformé strict de S dans X(Γ⋆(g)G). Par abus de notation, on note
π′ : X → S la restriction du morphisme π′ : X(Γ⋆(g)G)→ A3k à X.
Pour ρ un vecteur extrémal de Γ⋆(g)G (c’est-à-dire ρ est un vecteur primitif d’un cône de
dimension 1 qui appartient à l’éventail Γ⋆(g)G), on note Dρ l’orbite fermée associée à ρ. No-
tons E Γ⋆(f)G l’ensemble des vecteurs extrémaux de Γ⋆(g)G , et S2 Γ⋆(g) le 2-squelette de Γ⋆(g)
(c’est-à-dire S2 Γ⋆(g) est la réunion des cônes de dimension 2 qui appartiennent à l’éventail
S2 Γ
⋆(g)).
La proposition suivante donne des équations locales pour les composantes irréductibles de
la fibre exceptionnelle de la désingularisation π′ : X → S.
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Dans le cas S = S(p,hq), on rappelle que E0 est le diviseur associé au sommet central du
graphe induit par π.
Proposition 2.9. Soit ρ un vecteur extrémal de Γ⋆(g)G (ρ ∈ E Γ⋆(g)G). Alors, on a :
i) l’intersection D ρ ∩ X n’est pas vide si et seulement si ρ appartient au 2-squelette de
l’éventail de Newton Γ⋆(g), c’est-à-dire ρ ∈ S2 Γ⋆(g)∩E Γ⋆(g)G ;
ii) les composantes irréductibles de D ρ ∩ X sont diviseurs exceptionnels du morphisme
π′ : X → S si et seulement si de plus ρ ∈ Z3>0 ;
iii) une composante irréductible E de la fibre exceptionnelle de π′ étant donnée, il existe un
unique ρ ∈ E Γ⋆(g)G tel que E ⊂ D ρ ;
iv) si S = S(p,hq), alors E0 = D(p, p, q) ∩ SG ;
v) si S = S(p,hq), alors l’ensemble formé par le vecteur (0, 0, 1) et les vecteurs ρ ∈ E Γ
⋆(f)G
tels que les composantes irréductibles de D ρ ∩ SG sont diviseurs exceptionnels de π est
le système générateur minimal du semi-groupe τ ∩ Z3, où τ est le cône engendré par les
vecteurs (0, 0, 1) et (p, p, q).
Remarque 2. Les résultats de l’article [Oka87] reposent sur la construction d’une subdivision
régulière Σ de l’éventail Γ⋆(g). Cette construction est longue à définir, or quand le polynôme
g est quasi-homogène, on peut supposer que Σ est une G-subdivision régulière de l’éventail
Γ⋆(g).
Démonstration. Les points i),ii),iii) et iv) de la proposition résultent de la Remarque 4.3 et
du Lemme 4.7 de [Oka87]. Le point v) résulte des points i), ii) et de la Proposition 2.3. 
2.2. Preuve du Théorème 1.1. Dans cette section, on montre la bijectivité de l’application
de Nash pour les hypersurfaces quasi-rationnelles S(p,hq), ce qui équivaut à montrer que tous
les wedges admissibles se relèvent à la résolution minimale de S(p,hq) (voir [Reg06]). Notre
but, dans toute la suite de cette section, est de montrer que pour chaque diviseur essentiel E
(E ∈ Ess(S(p,hq))) tous les K-wedges admissibles centrés en NE se relèvent à la résolution
minimale de S(p,hq). De plus, on profite de démontrer quelques résultats qu’on utilise dans
toutes les sections de cet article.
Avec le théorème suivant on réduit le nombre de cas à étudier. Une preuve de ce résultat,
dans le cas des singularités de surfaces rationnelles, se trouve dans [Plé05].
Théorème 2.10. Soient V une surface algébrique normale sur k et π : Y → V la résolution
minimale de V . Supposons qu’il existe un morphisme propre et birationnel π′ : V ′ → V , où
V ′ est une surface algébrique normale sur k, tel que π′ factorise π. Alors, si l’application de
Nash NV associée à V est bijective, l’application de Nash NV ′ associée à V
′ l’est aussi.
Démonstration. On remarque que Y est la résolution minimale de V ′. Si ω est un K-wedge
sur V ′, alors π′ ◦ ω est un K-wedge admissible sur V . Par conséquent, π′ ◦ ω se relève à Y ,
d’où le Théorème. 
En vertu des résultats 2.1, 2.8 et 2.10, on a le corollaire suivant.
Corollaire 2.11. Si l’application de Nash NS(p,hq) associée à l’hypersurface S(p,hq) est bijec-
tive pour tous les entiers p > q ≥ 3, premiers entre eux, alors l’application de Nash NS(p,hq)
est bijective pour tous les entiers p ≥ 2 q ≥ 2, premiers entre eux.
Remarque 3. Dans toute la suite, on suppose que p > q ≥ 3.
Dans la proposition suivante, S désigne l’hypersurface de la Proposition 2.9, E désigne un
diviseur essentiel sur S et αE désigne le point générique de NE. On pose
(µx, µy, µz) := (Ordt α
⋆
E(x),Ordt α
⋆
E(y),Ordt α
⋆
E(z)) ∈ Z
3
>0.
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Proposition 2.12. Le vecteur (µx, µy, µz) appartient à l’intersection de l’ensemble E Γ⋆(g)G
des extrémaux de Γ⋆(g)G avec le 2-squelette S2 Γ
⋆(g) de l’éventail de Newton Γ⋆(g), c’est-à-dire
(µx, µy, µz) ∈ E Γ
⋆(g)G ∩S2 Γ
⋆(g).
Démonstration. Dans la démonstration, on utilise les notations usuelles de variétés toriques
(voir [KKMS73]).
Soit E ∈ Ess(S). En vertu de la Proposition 2.9, il existe un unique vecteur extrémal ρ1
appartenant à S2 Γ⋆(g)∩E Γ⋆(g)G tel que E ⊂ Dρ1 . Soient ρ2 et ρ3 deux vecteurs extrémaux
de Γ⋆(g)G adjacents à ρ1, c’est-à-dire il existe un cône σ ∈ Γ⋆(g)G de dimension 3 tel que les
vecteurs ρ1, ρ2 et ρ3 sont vecteurs extrémaux de σ. On remarque que le point générique de E
n’est pas contenu dans Dρ2 ou Dρ3 .
Pour un vecteur m = (a, b, c) ∈ Z3, on note χm(t1, t2, t3) = ta1t
b
2t
c
3 le caractère associé à
m. Soient Uσ l’ouvert torique de X(Γ⋆(g)G) associé à σ et χmi le caractère qui définit une
équation de Dρi ∩Uσ, pour i ∈ {1, 2, 3}. Alors, on a mi · ρj = δij , où δij est le symbole de
Kronecker. Quitte à remplacer les vecteurs ρ2, ρ3, on peut supposer que Uσ ∩ E 6= ∅.
On considère l’unique relèvement α̂E à X du point générique αE de NE (on rappelle que X
est le transformé strict de S dans X(Γ⋆(g)G)). On remarque que α̂E(0) est le point générique
de E et que le kα-arc α̂E est transverse à E, c’est-à-dire Ordt f ◦ α̂E = 1, où f est une équation
locale de E.
D’après la Proposition 2.6, le morphisme π′ : X(Γ⋆(g)G) → A3k est une résolution plongée
de S. En particulier X est transverse au diviseur Dρ1 .Comme le kα-arc α̂E est transverse à
E, le kα-arc α̂E est transverse à Dρ1 . Par conséquent, on obtient que mi · (µx, µy, µz) = δi1,
car α̂E(0) n’est pas contenu dans Dρ2 ou Dρ3 . Ceci implique que (µx, µy, µz) = ρ1, d’où la
proposition. 
Corollaire 2.13. On conserve les hypothèses et notations de la Proposition 2.12 et on suppose
que S = S(p,hq). Alors, le vecteur (µx, µy, µz) appartient au système générateur minimal
du semi-groupe τ ∩ Z3≥0, où τ est le cône engendré par les vecteurs (0, 0, 1) et (p, p, q). En
particulier, on a µx = µy ≤ p, µz ≤ q et pµz − qµx ≥ 0.
Démonstration. Le corollaire résulte des Propositions 2.9 et 2.12. 
Dans la proposition suivante on suppose que S est une hypersurface normale de A3k, donnée
par l’équation g = 0, où g est un polynôme irréductible non-dégénéré par rapport à la frontière
de Newton Γ(g). De plus, on suppose que O est l’unique point singulier de S.
On considère un diviseur essentiel E sur S et un K-wedge admissible, ω : SpecK[[s, t]]→ S,
centré en NE. On pose
(ηx, ηy, ηz) := (Ordt ω
⋆(x),Ordt ω
⋆(y),Ordt ω
⋆(z)).
On peut écrire le comorphisme de ω de la façon suivante :
ω⋆(x) = tηxχ ; ω⋆(y) = tηyϕ ; ω⋆(z) = tηzψ,
où χ,ϕ et ψ sont des séries formelles dans K[[s, t]] qui ne sont pas divisibles par t.
Maintenant, on donne la proposition clé pour la preuve du théorème 1.1.
Proposition 2.14. Si les séries formelles χ,ϕ et ψ sont inversibles, alors le K-wedge admis-
sible ω centré en NE se relève à la résolution minimale de S.
Démonstration. On considère une G-subdivision régulière Γ⋆(g)G de l’éventail de Newton
Γ⋆(g) et on note π′ : X(Γ⋆(g)G)→ A3k le morphisme torique induit par la subdivision Γ
⋆(g)G
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du cône R3≥0. On note X le transformé strict de S dans X(Γ
⋆(g)G). D’après la proposition
2.6, le morphisme π′ : X → S est une désingularisation de X.
En vertu de la version torique du Lemme de Chow (voir [Sum74]), il existe une subdivision
Σ d’éventail Γ⋆(g)G tel que le morphisme torique π′′ : X(Σ) → A3k, (le morphisme π
′′ est
induit par la subdivision Σ du cône R3≥0) est un morphisme projectif, la variété X(Σ) est
quasi-projective et π′ factorise π′′. Par conséquent, il existe un idéal monomial I ⊂ k[x, y, z]
tel que X(Σ) est l’éclatement de A3k de centre l’idéal I .
Comme les séries formelles χ,ϕ et ψ sont inversibles et l’idéal I est monomial, l’idéal
ω−1I ·K[[s, t]] est inversible. En vertu de la propriété universelle de l’éclatement, le morphisme
ω se relève à X(Σ). Par conséquent ω se relève à X. Ceci implique que le K-wedge ω se relève
à résolution minimale de S. 
Maintenant, on donne quelques notions et résultats techniques qui nous permettent de
montrer, dans le cas S = S(p,hq), que les séries formelles χ,ϕ et ψ sont inversibles.
Pour une série non nulle φ :=
∑
c(e1,e2)s
e1te2 , où c(e1,e2) ∈ K, on définit les applications
suivantes :
ν : R2>0 → R≥0, v 7→ νvφ := min{v · e | e ∈ E(φ)}, où E(φ) = {(e1, e2) | c(e1,e2) 6= 0} ;
PPr : R2>0 → K[s, t], v 7→ φv :=
∑
e · v = νvφ
c(e1,e2)s
e1te2 ;
FI : K[[s, t]]\{0} → Z≥0, où FI(φ) est le nombre de facteurs irréductibles de φ comptés
avec multiplicité.
Un vecteur v ∈ R2>0 définit une graduation positive sur l’anneau K[[s, t]]. Cette graduation
est appelée v-graduation. Pour une série formelle φ, le polynôme φv est la partie principale de
φ pour la v-graduation. Le polynôme φv est appelé la v-partie principale de φ.
Soient φ, φ′ ∈ K[[s, t]] deux séries formelles non nulles. Les séries formelles φ et φ′ sont
associées (resp. non associées) s’il existe (resp. s’il n’existe pas) une série formelle I ∈ K[[s, t]]
inversible tel que φ = Iφ′.
Proposition 2.15. On conserve les hypothèses et notations de la Proposition 2.14. Alors, il
existe un vecteur v ∈ Q2>0 tel que :
FI(χ) ≤ Degt χv = νvχ = µx − ηx ;
FI(ϕ) ≤ Degt ϕv = νvϕ = µy − ηy ;
FI(ψ) ≤ Degt ψv = νvψ = µz − ηz.
De plus, χ (resp. ϕ, ψ) est inversible si et seulement si µx − ηx = 0 (resp. µy − ηy = 0,
µz − ηz = 0).
Démonstration. Soit φ ∈ K[[s, t]] une série formelle non nulle et on suppose que
φ = Iφm11 · · ·φ
mn
n , n ≥ 1,
où les entiers mi sont strictement positifs et les φi sont des séries formelles irréductibles deux
à deux non associées. Alors, on a :
φv = ((φ1)v)
m1 · · · ((φn)v)
mn , pour tout v ∈ R2>0.
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Par conséquent FI(φ) ≤ FI(φv) pour tout v ∈ R2>0. On remarque que les (φi)v, 1 ≤ i ≤ n,
ne sont pas nécessairement irréductibles.
Dans la suite on cherche un vecteur v ∈ Q2>0 tel que
FI(χv) = Degt χv = νvχ = µx − ηx ;
FI(ϕv) = Degt ϕv = νvϕ = µy − ηy ;
FI(ψv) = Degt ψv = νvψ = µz − ηz.
On rappelle les notations suivantes :
- ω : SpecK[[s, t]]→ S est un K-wedge admissible centré en NE ;
- αE est le point générique de NE et (µx, µy, µz) := (Ordt α⋆E(x),Ordt α
⋆
E(y),Ordt α
⋆
E(z)) ;
- ω⋆(x) = tηxχ ; ω⋆(y) = tηyϕ ; ω⋆(z) = tηzψ, où χ,ϕ et ψ sont des séries formelles dans
K[[s, t]] qui ne sont pas divisibles par t.
On remarque qu’on peut écrire le comorphisme du K-wedge ω de la façon suivante :
(⋆)


ω⋆(x) =
∑
ηx≤i<µx
ais
liti +
∑
µx≤i
ait
i;
ω⋆(y) =
∑
ηy≤j<µy
bjs
mj tj +
∑
µy≤j
bjt
j;
ω⋆(z) =
∑
ηz≤k<µz
cks
nktk +
∑
µx≤k
ckt
k,
où les exposants li (resp. mj, nk) sont strictement positifs et les séries formelles ai, bj , ck ∈
K[[s]] sont inversibles pour (i, j, k) ∈ {(ηx, ηy, ηz), (µx, µy, µz)} et inversibles ou nulles pour
ηx < i < µx, ηy < j < µy, ηz < k < µz. En effet, soit λ0 : SpecK[[t]] → SpecK[[s, t]] le mor-
phisme induit par l’homomorphisme canonique K[[s, t]]→ K[[s, t]]/(s) = K[[t]]. On pose α :=
ω◦λ0. Comme ω est unK-wedge admissible centré en NE et d’après la propriété fonctorielle de
l’espace d’arcs S∞, on a α = αE◦λ1, où λ1 : SpecK[[s, t]]→ kαE [[s, t]] est un morphisme induit
par une inclusion kαE →֒ K. Comme α = αE ◦λ1, on a (Ordt α
⋆(x),Ordt α
⋆(y),Ordt α
⋆(z)) =
(µx, µy, µz), d’où les séries formelles (⋆).
Soit v = (u, 1) ∈ Q2>0. Si u est “assez grand”, alors χv = at
µx−ηx , ϕv = btµy−ηy et
ψv = ct
µz−ηz , où a, (resp. b , c) est le terme constant de la série formelle inversible aµx
(resp. bµy , cµz ). Ceci achève la preuve de la Proposition 2.15.
On remarque que les série formelle χ (resp. ϕ, ψ) est inversible si et seulement si χv ∈ K\{0}
(resp. ϕv ∈ K\{0}, φv ∈ K\{0}). Par conséquent χ (resp. ϕ, ψ) est inversible si et seulement
si µx − ηx = 0 (resp. µy − ηy = 0, µz − ηz = 0). 
Dans la proposition suivante, on considère l’hypersurface S(p,hq) et on majore, en termes
des entiers p et q, le nombre des facteurs irréductibles comptés avec multiplicité des séries
formelles χ, ϕ et ψ qui sont associées au K-wedge admissible ω : SpecK[[s, t]] → S(p,hq)
centré en NE.
Proposition 2.16. On conserve les hypothèses et notations des Propositions 2.14 et 2.15. De
plus, on suppose que S = S(p,hq). Alors, on a :
µx − ηx ≤ p− 1, µy − ηy ≤ p− 1 et µz − ηz ≤ q − 1.
En particulier, on a FI(χ) ≤ p− 1, FI(ϕ) ≤ p− 1 et FI(ψ) ≤ q − 1.
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Démonstration. D’après la Proposition 2.15, si µx−ηx ≤ p−1, µy−ηy ≤ p−1 et µz−ηz ≤ q−1,
alors FI(χ) ≤ p− 1, FI(ϕ) ≤ p− 1 et FI(ψ) ≤ q − 1.
En vertu du Corollaire 2.13, le vecteur (µx, µy, µz) appartient au système générateur mini-
mal du semi-groupe τ ∩ Z3≥0, où τ est le cône engendré par les vecteurs (0, 0, 1) et (p, p, q).
Par conséquent, on a µx ≤ p, µy ≤ p et µz ≤ q.
Comme ω est unK-wedge admissible centré enNE, l’arc générique duK-wedge ω appartient
à S(p,hq)
s
∞. Par conséquent, on obtient que ηx ≥ 1, ηy ≥ 1 et ηz ≥ 1, d’où µx − ηx ≤ p − 1,
µy − ηy ≤ p− 1 et µz − ηz ≤ q − 1. 
Dans la proposition suivante, S est l’hypersurface de la Proposition 2.14, c’est-à-dire S est
une hypersurface normale de A3k ayant O comme unique point singulier et qui est donnée par
l’équation g = 0, où g est un polynôme irréductible non-dégénéré par rapport à la frontière
de Newton Γ(g).
On considère un diviseur essentiel E sur S et un K-wedge ω : SpecK[[s, t]]→ S admissible
centré en NE. On note
(ηx, ηy, ηz) := (Ordt ω
⋆(x),Ordt ω
⋆(y),Ordt ω
⋆(z)).
Proposition 2.17. Le vecteur (ηx, ηy, ηz) appartient à l’intersection de Z3>0 avec le 2-squelette
S2 Γ
⋆(g) de l’éventail Γ⋆(g).
Démonstration. Comme ω est un K-wedge admissible centré en NE, l’arc générique de ω ap-
partient à Ss∞. Par conséquent, (ηx, ηy, ηz) appartient à Z
3
>0. Il suffit donc de montrer que
(ηx, ηy, ηz) ∈ S2 Γ
⋆(g).
Pour un réel u ∈ R, on définit le vecteur suivant :
ν(u,1)ω = (ν(u,1)ω
⋆(x), ν(u,1)ω
⋆(y), ν(u,1)ω
⋆(y)) ∈ R3>0.
Ce vecteur définit une graduation sur l’anneau k[x, y, z]. Soit gu ∈ k[x, y, z] la partie principale
de g, par rapport à cette graduation.
Le K-wedge ω doit satisfaire l’équation g = 0, c’est-à-dire on a
g(ω⋆(x), ω⋆(y), ω⋆(z)) = 0,
ce qui implique que
gu((ω
⋆(x))(u,1), (ω
⋆(x))(u,1), (ω
⋆(x))(u,1)) = 0.
Par conséquent, gu n’est pas un monôme. Ceci implique que le vecteur ν(u,1)ω appartient
au 2-squelette S2 Γ⋆(g).
On remarque que lim
u→0
ν(u,1)ω = (ηx, ηy, ηz). Soit n >> 0 un entier “assez grand” tel que
ηx < n, ηy < n, ηz < n. Il existe alors un réel u0 > 0 tel que
ν(u,1)ω ∈ Kn := S2 Γ
⋆(g)∩{(λ1, λ2, λ3) ∈ R
3
≥0 | λj ≤ n pour j ∈ {1, 2, 3}},
pour tout u ≤ u0. Comme Kn est compact, on a (ηx, ηy, ηz) ∈ S2 Γ⋆(f). 
Corollaire 2.18. On conserve les hypothèses et notations des Propositions 2.15 et 2.17. De
plus, on suppose que S = S(p,hq). Alors, le vecteur (ηx, ηy, ηz) appartient au semi-groupe
τ ∩Z3≥0, où τ est le cône engendré par les vecteurs (0, 0, 1) et (p, p, q). En particulier ηx = ηy
et pηz−qηx ≥ 0. De plus, si les séries formelles χ,ϕ et ψ ne sont pas simultanément inversibles,
alors on a pηz − qηx > 0.
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Démonstration. Soit S2R3≥0 le 2-squelette du cône R
3
≥0. On rappelle que τ1 ∈ Γ
⋆(f) (resp.
τ2 ∈ Γ
⋆(f), τ3 ∈ Γ⋆(f)) est le cône engendré par les vecteurs (1, 0, 0) (rep. (0, 1, 0), (0, 0, 1))
et (p, p, q) (voir la Figure 2). Remarquons que S2 Γ⋆(f) =
⋃3
i=1 τi ∪ S2R
3
≥0. En vertu de la
Proposition 2.17, on a (ηx, ηy, ηz) ∈ S2 Γ⋆(f)∩Z3>0. Ce qui implique que le vecteur (ηx, ηy, ηz)
appartient à l’ensemble
⋃3
i=1 τi.
D’après la Proposition 2.3, le cône τ1 (resp. τ3) est régulier. Par conséquent, le semi-groupe
τ1 ∩ Z
3 (resp. τ2 ∩ Z3) est engendré par les vecteurs (1, 0, 0) (resp. (0, 1, 0)) et (p, p, q). En
particulier, si (a, b, c) ∈ τ1 ∩ Z3>0 (resp. (a, b, c) ∈ τ2 ∩ Z
3
>0), alors p ≤ a, p ≤ b et q ≤ c.
On rappelle que le vecteur (µx, µy, µz) appartient au système générateur minimal du semi-
groupe τ3 ∩ Z3 (voir le Corollaire 2.13). Par conséquent, on a µx ≤ p, µy ≤ p et µz ≤ q.
Comme ηx ≤ µx ≤ p, ηy ≤ µy ≤ p et ηz ≤ µz ≤ p, on obtient que le vecteur (ηx, ηy, ηz)
appartient au cône τ = τ3.
Si les séries formelles χ,ϕ et ψ ne sont pas simultanément inversibles, alors pηz − qηx 6= 0,
car si pηz − qηx = 0, alors (ηx, ηy, ηz) = (µx, µy, µz) = (p, p, q), d’où les séries formelles χ, ϕ
et ψ sont inversibles (voir la Proposition 2.15). 
Dans toute la suite de cette section, on se restreint au cas des hypersurfaces S(p,hq), où
les entiers p > q ≥ 3 (voir la Remarque 3) sont premiers entre eux, c’est-à-dire, dans toute la
suite, on a :
- E est un diviseur essentiel de S(p,hq), p > q ≥ 3 ;
- ω : SpecK[[s, t]]→ S(p,hq) est un K-wedge admissible centré en NE ;
- αE est le point générique de NE et (µx, µy, µz) := (Ordt α⋆E(x),Ordt α
⋆
E(y),Ordt α
⋆
E(z)) ;
- ω⋆(x) = tηxχ ; ω⋆(y) = tηyϕ ; ω⋆(z) = tηzψ, où χ,ϕ et ψ sont des séries formelles dans
K[[s, t]] qui ne sont pas divisibles par t.
Soit Γ(µx,µz) (resp. Γ(p,q)) l’enveloppe convexe de τ
′ ∩ Z2>0, où τ
′ est le cône engendré par
(0, 1) et (µx, µz) (resp. (0, 1) et (p, q)). La figure suivante donne une idée intuitive de la forme
du polyèdre Γ(µx,µz).
1 2 µx· · · · · · · · · · · · · p
1
·
·
µz
·
q
Γ(µx,µz)
Figure 3. Polyèdre Γ(µx,µz)
Proposition 2.19. Soient (a1, b1) et (a2, b2), a1 ≤ a2, les coordonnés des sommets d’une face
compacte du polyèdre Γ(µx,µz) et L la droite qui joint les points (a1, b1) et (a2, b2). Alors la
pente de la droite L est positive et strictement plus petite que q
p
. De plus Γ(µx,µz) = τ
′∩Γ(p,q),
où τ ′ est le cône engendré par les vecteurs (0, 1) et (µx, µz).
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Démonstration. D’abord on suppose que (µx, µz) = (p, q). On note Γ = Γ(p,q). Comme p > q,
le vecteur (1, 1) appartient au système générateur minimal du semi-groupe τ ′′∩Z2≥0, où τ
′′ est
le cône engendré par (0, 1) et (p, q) (voir la Figure 3). En particulier le vecteur (1, 1) appartient
à une face compacte du polyèdre Γ. Comme la pente de la droite qui joint les points (0, 1) et
(1, 1) est nulle et 1 < q, on obtient que la pente de la droite L est un nombre réel positif, car
Γ est convexe.
En raisonnant par l’absurde, on suppose que
b2 − b1
a2 − a1
≥
q
p
,
d’où p(b2 − b1) − q(a2 − a1) ≥ 0. Ceci implique que le vecteur (a2 − a1, b2 − b1) appartient
au cône τ ′′. Or (a2, b2) = (a2 − a1, b2 − b1) + (a1, b1), d’où une contradiction, car le vecteur
(a2, b2) appartient au système générateur minimal du semi-groupe τ ′′ ∩ Z2≥0.
On a Γ(µx,µz) = τ
′ ∩Γ(p,q), car la pente de la droite qui joint les points (0, 0) et (µx, µz) est
plus grande que q
p
et les pentes des droites qui définissent les faces compactes de Γ(p,q) sont
strictement plus petites que q
p
. 
On définit l’application suivante :
m : Γ(µx,µz) → R, (u, v) 7→ pv − qu.
Proposition 2.20. Il existe un vecteur (u0, v0) ∈ Γ(µx,µz) tel que
m(u0, v0) = inf{m(u, v) | (u, v) ∈ Γ(µx,µz)}.
De plus on a :
i) si (µx, µz) = (p, q), alors (u0, v0) appartient au rayon engendré par le vecteur (p, q) ;
ii) si (µx, µz) 6= (p, q), alors (u0, v0) = (µx, µz).
Démonstration. Le vecteur (µx, µz) étant fixé, on note Γ = Γ(µx,µz).
Géométriquement, lorsque c croît depuis −∞, les droites Lc := {(u, v) ∈ R2 | (−q, p) ·
(u, v) = c} finissent par toucher le bord du polyèdre Γ en un point (u0, v0). On remarque
que m(u0, v0) = inf{m(u, v) | (u, v) ∈ Γ} et que l’ensemble M := {(u, v) ∈ Γ | m(u, v) =
m(u0, v0)} est une face ou un sommet de Γ.
On rappelle que pour tout vecteur (u, v) ∈ Γ on a pv − qu ≥ 0. Si (µx, µz) = (p, q),
alors L0 ∩ Γ est la face non compacte engendrée par le vecteur (p, q), d’où le point i) de la
proposition. Maintenant, on suppose que (µx, µz) 6= (p, q). La pente de la droite L′ qui joint
les points (0, 0) et (µx, µz) est strictement plus grande que
q
p
, donc toute droite Lc pour c ∈ R
intersecte en exactement un point la droite L′. Par conséquent, le couple (u0, v0) appartient
à une face compacte de Γ. D’après la Proposition 2.19, si L est une droite engendrée par une
face de Γ, alors la pente de L est strictement plus petite que q
p
. Comme la pente des droites
Lc, c ∈ R, est
q
p
, on obtient que l’ensemble M est un sommet de Γ.
Soit nΓ le nombre de faces compactes de Γ. On rappelle que Γ est l’enveloppe convexe de
τ ′ ∩ Z2>0, où τ
′ est le cône engendré par les vecteurs (0, 1) et (µx, µz). Alors, il existe deux
suites d’entiers
0 = a0 < a1 · · · < anΓ = µx et 1 = b0 < b1 · · · < bnΓ = µz,
tels que les couples (ai, bi), 0 ≤ i ≤ nΓ, sont les coordonnées des sommets consécutifs de Γ.
Pour 1 ≤ i ≤ nΓ, on note Li la droite qui joint les points (ai−1, bi−1) et (ai, bi) et posons ci
(resp c0) le réel tel que la droite Lci (resp. Lc0) intersecte la droite Li (resp. L1) en le point
(ai, bi) (resp. (0, 1)).
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En vertu de la Proposition 2.19, on a ci < ci−1, pour tout 1 ≤ i ≤ nΓ (la pente de la droite
Li, 0 ≤ i ≤ nΓ, est positive et strictement plus petite que
q
p
). Comme m(ai, bi) = ci, pour
tout 0 ≤ i ≤ nΓ, on obtient que m(µx, µz) < m(ai, bi), pour tout 0 ≤ i ≤ nΓ − 1. Ceci achève
la preuve de la proposition. 
Proposition 2.21. Le vecteur (ηx, ηz) appartient au polyèdre Γ(µx,µz).
Démonstration. En vertu du Corollaire 2.18 le vecteur (ηx, ηz) appartient au cône τ ′′ engendré
par les vecteurs (0, 1) et (p, q). Par conséquent, le vecteur (ηx, ηz) appartient au polyèdre Γ(p,q).
En raisonnant par l’absurde si le vecteur (ηx, ηz) n’appartient pas au polyèdre Γ(µx,µz),
alors ce vecteur appartient à l’intersection Ω du cône τ ′′ et l’intérieur du triangle définit
par les vecteurs (0, 0), (µx, µz) et (µx, 0) car ηx ≤ µx, ηz ≤ µz et Γ(µx,µz) est l’enveloppe
convexe de τ ′ ∩ Z2>0, où τ
′ est le cône engendré par les vecteurs (0, 1) et (µx, µz). Mais
d’après la Proposition 2.19, l’intersection du polyèdre Γ(p,q) et l’ensemble Ω est vide, d’où une
contradiction. 
On rappelle qu’on veut montrer que les séries formelles χ, ϕ et ψ sont inversibles (Propo-
sition 2.14). Le résultat suivant est une réduction du problème.
Proposition 2.22. Si χ ou ϕ est une série formelle inversible, alors les séries formelles χ,
ϕ et ψ sont inversibles
Démonstration. D’après les résultats 2.13, 2.15 et 2.18, on obtient que la série χ est inversible
si et seulement si ϕ est inversible. Supposons que χ soit inversible, on a donc µx = ηx
(Proposition 2.15). Comme on a ηz ≤ µz et ηx = µx, on a pηz − qηx ≤ pµz − qµx. En vertu
des Propositions 2.20 et 2.21, on obtient que µz = ηz. La proposition résulte de la Proposition
2.15. 
Soit hq(x, y) =
∏q
i=1(aix+biy) la décomposition en facteurs irréductibles de hq. LeK-wedge
ω doit satisfaire l’équation zp = − hq(x, y) donc :
tpηz−qηxψp = − hq(χ,ϕ) = −
∏q
i=1 γi, où γi := aiχ+ biϕ.
Les combinaisons linéaires de χ et ϕ données par les γi plus l’hypothèse sur les facteurs
irréductibles de hq permettent de montrer le lemme suivant.
Lemme 2.23. Soit λ := p. g. c.d(γ1, γ2). Alors p. g. c.d(γi, γj) = λIij , où Iij est inversible
pour tous les entiers 1 ≤ i < j ≤ q. De plus, si λ est inversible, alors χ, ϕ et ψ sont inversibles.
Démonstration. Soit λ0 := p. g. c.d(γi0 , γj0), où i0 et j0 sont deux entiers tels que 1 ≤ i0 < j0 ≤
q. Si λ0 n’est pas inversible, alors λ0 divise χ et ϕ. Par conséquent, λ0 divise p. g. c.d(γi, γj)
pour tous les entiers i, j tels que 1 ≤ i < j ≤ q. Ce qui achève la première partie du lemme.
Pour la deuxième partie de la proposition on suppose que la série formelle λ est inversible.
Raisonnons par l’absurde. En vertu de la Proposition 2.22, les séries χ et ϕ ne sont pas
inversibles. Par conséquent, la série γi, 1 ≤ i ≤ q, n’est pas inversible. On rappelle que les
séries formelles χ, ϕ et ψ satisfont la relation suivante :
tpηz−qηxψp = − hq(χ,ϕ) = −
∏q
i=1 γi, où γi := aiχ+ biϕ.
Comme χ et ϕ ne sont pas divisibles par t, t divise γi si et seulement si t ne divise pas γj
pour tout j 6= i. Quitte à re-numéroter les γi, on peut supposer que tpηz−qηx divise γ1. Soit
γ1 = −t
pηz−qηxγ′1.
Comme p. g. c.d(γi, γj) est inversible pour tout 2 ≤ i < j ≤ q, la série formelle γ′1
∏q
i=2 γi a
au moins q − 1 facteurs irréductibles deux à deux non associés.
Comme ψp = γ′1
∏q
i=2 γi, la série formelle γ
′
1
∏q
i=2 γi est le produit de q − 1 puissances de
séries formelles irréductibles deux à deux non-associées, car FI(ψ) ≤ q− 1 (Proposition 2.16).
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Par conséquent, on obtient que γ′1 est inversible, que la série γi, 2 ≤ i ≤ q, est une puissance
d’une série formelle irréductible et que ψ =
∏q−1
i=1 ψi, où les ψi sont des séries formelles
irréductibles deux à deux non associées. Par conséquent, on peut supposer que γi+1 = ψ
p
i Ii
pour 1 ≤ i ≤ q−1, où les séries formelles Ii sont inversibles. Comme γi = aiχ+biϕ, 1 ≤ i ≤ q,
et q ≥ 3, il existe deux constantes a, b ∈ K telles que
tpηz−qηxγ′1 = aI1ψ
p
1 + bI2ψ
p
2 .
On rappelle qu’une série formelle dans K[[s, t]] est inversible si et seulement si elle l’est dans
K[[s, t]], où K est la clôture algébrique de K. Soient J1 et J2 deux séries formelles inversibles
dans K[[s, t]] telles que Jp1 = aI1 et J
p
2 = bI2. Ainsi, on obtient que :
tpηz−qηxγ′1 =
∏p
i=1(J1ψ1 +wiJ2ψ2),
où les wi sont les racines p-ièmes de l’unité. Mais γ′1 est inversible et pηz−qηx > 0 (Proposition
2.18), donc ψ1 et ψ2 sont inversibles ou divisibles par t, ce qui est absurde. 
La proposition suivante achève la preuve du Théorème 1.1 (voir la Proposition 2.14).
Proposition 2.24. Les séries formelles χ, ϕ, ψ sont inversibles.
Démonstration. En raisonnant par l’absurde, on suppose les séries formelles χ, ϕ et ψ non
toutes inversibles. D’après le corollaire 2.18, on a pηz − qηx > 0.
On rappelle que les séries formelles χ, ϕ et ψ satisfont la relation suivante :
tpηz−qηxψp = − hq(χ,ϕ) = −
∏q
i=1 γi, où γi := aiχ+ biϕ.
Comme χ et ϕ ne sont pas divisibles par t, t divise γi si et seulement si t ne divise pas γj
pour tout j 6= i. Quitte à re-numéroter les γi, on peut supposer que tpηz−qηx divise γ1.
D’après le Lemme 2.23, il existe des séries formelles γ′i telles que :
γ1 = −t
pηz−qηxγ′1λ et γi = γ
′
iλ pour 2 ≤ i ≤ q,
où λ n’est pas inversible et p. g. c.d(γ’i, γ’j) est inversible pour 1 ≤ i < j ≤ q.
Le lemme suivant est le résultat clé pour la preuve de la Proposition 2.24.
Dans toute la suite v, désigne le vecteur de la Proposition 2.15.
Lemme 2.25. Le v-ordre de λ est µx − ηx, c’est-à-dire νvλ = µx − ηx.
D’abord finissons la preuve de la Proposition 2.24. On rappelle que ηy = ηx ≤ µx = µy ≤ p,
ηz ≤ µz ≤ q (voir le Corollaire 2.13) et que (ηx, ηz) appartient à l’enveloppe convexe Γ(µx,µz)
(voir la Proposition 2.21) de l’ensemble τ ′∩Z2>0, où τ
′ est le cône engendré par (0, 1) et (µx, µz).
Soit γ′ =
∏q
i=1 γ
′
i, d’où ψ
p = γ′λq. D’après le Lemme 2.25, on a νvγ′ = pµz−qµx−(pηz−qηx).
Par définition νvγ′ ≥ 0. Or νvγ′ ≥ 0 si et seulement si (ηx, ηz) = (µx, µz) (Proposition 2.20),
d’où une contradiction. En effet, si (ηx, ηz) = (µx, µz) , alors les séries formelles χ, ϕ et ψ sont
inversibles (voir les Propositions 2.15 et 2.22).
Démonstration du Lemme 2.25 On rappelle que γi = aiχ + biϕ pour 1 ≤ i ≤ q. Alors,
il existe au plus un 1 ≤ i0 ≤ q tel que les v-parties principales χv, ϕv satisfont la relation
ai0χv + bi0ϕv = 0. En particulier on a νvγi = µx − ηx pour tout 1 ≤ i ≤ q tel que i 6= i0. Par
conséquent, νvλ ≤ µx − ηx.
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Si νvλ < µx − ηx, alors νvγ′i > 0, pour tout 2 ≤ i ≤ q. Ceci implique que les γ
′
i, pour
2 ≤ i ≤ q, ne sont pas inversibles.
Comme p. g. c.d(γ’i, γ’j) est inversible pour tous les entiers i, j tels que 2 ≤ i < j ≤ q, la
série formelle γ′ =
∏q
i=1 γ
′
i a au moins q − 1 facteurs irréductibles deux à deux non associés.
Comme on a ψp = γ′λq, la série formelle γ′ est le produit de q − 1 puissances de séries for-
melles irréductibles non-associées, car FI(ψ) ≤ q − 1 (Proposition 2.16). Par conséquent, on
obtient que γ′1 est inversible, que la série γ
′
i, 2 ≤ i ≤ q, est une puissance d’une série formelle
irréductible, que ψ =
∏q−1
i=1 ψi, où les ψi sont des séries formelles irréductibles deux à deux
non associées, et que µz − ηz = q− 1. De plus, on a (µx, µy, µz) = (p, p, q). Ceci implique que
p 6≡ 1 mod q, car si p ≡ 1 mod q, alors le diviseur E0 = D(p,p,q)∩ SG n’est pas un diviseur
essentiel (voir la Proposition 2.9 et le Corollaire 2.5).
On rappelle qu’une série formelle dans K[[s, t]] est inversible si et seulement si elle est in-
versible dans K[[s, t]], où K est la clôture algébrique de K. Dans la suite on suppose que le
corps K est algébriquement clos.
On fixe un entier 1 ≤ i ≤ q − 1 quelconque. On peut donc supposer que ψpi = γ
′
i+1λ
q
i , où
ξλ =
∏q−1
j=1 λj , ξ
q = γ′1 et p. g. c.d(λj, λj’) est inversible pour tous les entiers j, j
′ tels que
1 ≤ j < j′ ≤ q − 1. Comme ψi est irréductible et γ′i+1 n’est pas inversible, il existe deux
entiers li ≥ 1 et mi ≥ 0 tels que γ′i+1 = Iiψ
li et λi = I
−1
i ψ
mi
i , où Ii est une série formelle
inversible. Comme νvψi = 1, on a νvλi = mi, νvγ′i+1 = li et li + qmi = p.
Comme (µx, µy, µz) = (p, p, q), on a tpηz−qηxψv = − hq(χv , ϕv ) (Proposition 2.15), d’où
νvγj = µx − ηx pour tout 1 ≤ j ≤ q. Par conséquent, pour tout 1 ≤ j ≤ q − 1, on a
lj = νvγ
′
j+1 = νvγ
′
2 = l1, car γj+1 = γ
′
j+1λ. En particulier, on a mj = m1, pour tout
1 ≤ j ≤ q− 1, car l1+ qmj = p. Ainsi, on obtient que γj+1 = Ijψ
p−m1q
j λ, pour 1 ≤ j ≤ q− 1,
où les Ij sont inversibles. Comme q ≥ 3 et γj := ajχ+ bjϕ, il existe deux constantes a, b ∈ K
telles que
tpηz−qηxγ′1 = aI1ψ
p−m1q
1 + bI2ψ
p−m1q
2 .
Soient J1 et J2 deux séries formelles inversibles telles que J
p−m1q
1 = aI1 et J
p−m1q
2 = bI2.
Ainsi, on obtient que :
tpηz−qηxγ′1 =
∏p−m1q
i=1 (J1ψ1 + wiJ2ψ2),
où les wi sont les racines (p −m1q)-ièmes de l’unité. Mais γ′1 est inversible, pηz − qηx > 0 et
p 6≡ 1 mod q, donc ψ1 et ψ2 sont inversibles ou divisibles par t, ce qui est absurde. 
3. Preuve de la bijectivité de l’application de Nash pour les singularités de
type E6 et E7
3.1. La singularité de type E6. Dans cette section, on démontre la bijectivité de l’appli-
cation de Nash pour la singularité de type E6, ce qui équivaut à montrer que tous les wedges
admissibles se relèvent à la résolution minimale de E6 (voir [Reg06]).
Soit S l’hypersurface normale de A3k donnée par l’équation x
2+y3+z4 = 0. L’hypersurface
S a un unique point singulier de type E6 à l’origine de A3k.
Notons f = x2+y3+z4 ; on considère l’éventail de Newton Γ⋆(f) associé à f. Soit H un plan
de R3 qui ne contient pas l’origine de R3 et tel que l’intersection de H et R3≥0 soit un ensemble
compact. La Figure 4 représente l’intersection de H avec la subdivision Γ⋆(f) de R3≥0. Chaque
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sommet du diagramme est identifié avec le vecteur extrémal correspondant. On note τ1 (resp.
τ2, τ3) le cône engendré par les vecteurs (1, 0, 0) (resp. (0, 1, 0), (0, 0, 1)) et (6, 4, 3).
(6, 4, 3)
(0, 1, 0)
τ2
(1, 0, 0)
τ1
(0, 0, 1)
τ3
Figure 4. Éventail de Newton Γ⋆(f)
Soit Γ⋆(f)G une G-subdivision régulière de Γ⋆(f). On note πN : X(Γ⋆(f)) → A3k (resp.
πG : X(Γ
⋆(f)G) → X(Γ
⋆(f))) le morphisme torique induit par la subdivision Γ⋆(f) de R3≥0
(resp. Γ⋆(f)G de Γ⋆(f)) et SG le transformé strict de S associé au morphisme π := πG ◦ πN .
La proposition suivante est un analogue de la Proposition 2.4.
Proposition 3.1. SG est la résolution minimale de S.
Soient E un diviseur essentiel sur S (E ∈ Ess(S)) et αE le point générique de NE. On note
(µx, µy, µz) := (Ordt α
⋆
E(x),Ordt α
⋆
E(y),Ordt α
⋆
E(z)),
où α⋆E est le comorphisme de αE.
Pour un cône τ dans Γ⋆(f) on note Gτ le système générateur minimal du semi-groupe τ∩Z3.
La proposition suivante est un analogue du Corollaire 2.13.
Proposition 3.2. Le vecteur (µx, µy, µz) appartient à l’union de Gτ2 et Gτ3, où τ2 (resp.
τ3) est le cône engendré par les vecteurs (0, 1, 0) (resp. (0, 0, 1)) et (6, 4, 3) (voir la figure 4).
Autrement dit, (µx, µy, µz) ∈ {(2, 2, 1), (3, 2, 2), (4, 3, 2), (6, 4, 3)}.
Dans la suite, on montre que pour chaque diviseur essentiel E tous les K-wedges admissibles
centrés en NE se relèvent à la résolution minimale de S.
Soit E ∈ Ess(S) et on considère un K-wedge ω : SpecK[[s, t]] → S admissible centré en
NE. On pose :
(ηx, ηy, ηz) := (Ordt ω
⋆(x),Ordt ω
⋆(y),Ordt ω
⋆(z)).
On peut écrire le comorphisme de ω de la façon suivante :
ω⋆(x) = tηxχ, ω⋆(y) = tηyϕ, ω⋆(z) = tηzψ,
où les séries formelles χ, ϕ, ψ ne sont pas divisibles par t. On rappelle que (ηx, ηy, ηz) ∈ Z3>0,
car ω est un K-wedge admissible.
Remarque 4. En vertu de la Proposition 3.2, on a µx ≤ 6, µy ≤ 4 et µz ≤ 3. En particulier,
on a ηx ≤ 6, ηy ≤ 4 et ηz ≤ 3, car ηx ≤ µx, ηy ≤ µy et ηz ≤ µz.
Le K-wedge ω doit satisfaire l’équation x2 + y3 + z4 = 0, d’où la relation suivante :
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t2ηxχ2 + t3ηyϕ3 + t4ηzψ4 = 0.
Ce qui implique que 2 ≤ ηx ≤ 6, 2 ≤ ηy ≤ 4 et 1 ≤ ηz ≤ 3.
Remarque 5. D’après la Proposition 2.14, si les séries formelles χ, ϕ et ψ sont inversibles,
alors le K-wedge admissible ω centré en NE se relève à la résolution minimale de S. En rai-
sonnant par l’absurde, si au moins l’une d’elles n’est pas inversible on obtient deux cas pour le
vecteur (ηx, ηy, ηz) (voir la Proposition 3.3), ensuite on considère chaque cas séparément pour
obtenir des contradictions (voir les Propositions 3.7 et 3.10), d’où le cas E6 du Théorème 1.2.
On rappelle les définitions suivantes :
Pour une série non nulle φ :=
∑
c(e1,e2)s
e1te2 , où c(e1,e2) ∈ K, on définit les applications
suivantes :
ν : R2>0 → R≥0, v 7→ νvφ := min{v · e | e ∈ E(φ)}, où E(φ) = {(e1, e2) | c(e1,e2) 6= 0} ;
PPr : R2>0 → K[s, t], v 7→ φv :=
∑
e · v = νvφ
c(e1,e2)s
e1te2 ;
FI : K[[s, t]]\{0} → Z≥0, où FI(φ) est le nombre de facteurs irréductibles de φ comptés
avec multiplicité.
Le réel νvφ (resp. Le polynôme φv) est appelé le v-ordre (resp. la v-partie principale) de φ.
D’après la Proposition 3.2 et la Remarque 4, on a :
µx − ηx ≤ 4, µy − ηy ≤ 2 et µz − ηz ≤ 2.
En vertu de la Proposition 2.15, on peut majorer le nombre de facteurs irréductibles comp-
tés avec multiplicité des séries formelles χ, ϕ et ψ à l’aide des v-ordres. Plus précisément, il
existe un vecteur v ∈ Q2>0 tel que :
FI(χ) ≤ Degt χv = νvχ = µx − ηx ≤ 4 ;
FI(ϕ) ≤ Degt ϕv = νvϕ = µy − ηy ≤ 2 ;
FI(ψ) ≤ Degt ψv = νvψ = µz − ηz ≤ 2.
Sauf mention du contraire, dans toute la suite le vecteur v ∈ Q2>0 satisfait la propriété
ci-dessus.
On remarque qu’une série formelle φ ∈ K[[s, t]] est inversible dans K[[s, t]] si et seulement
si elle est inversible dans K[[s, t]], où K est la clôture algébrique de K. Dans toute la suite
on suppose que le corps K est algébriquement clos.
Maintenant, on prouve la première des trois propositions qu’on a anticipé dans la Remarque
5.
Proposition 3.3. S’il existe au moins une série formelle parmi les séries χ, ϕ, ψ qui n’est
pas inversible, alors le vecteur (ηx, ηy, ηz) ∈ Z
3
>0 satisfait une des relations suivantes :
i) 2ηx = 3ηy et ηx < 2ηz ;
ii) ηx = 2ηz et 2ηx < 3ηy.
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Démonstration. Soit S2R3≥0 le 2-squelette du cône R
3
≥0. On rappelle que τ1 ∈ Γ
⋆(f) (resp.
τ2 ∈ Γ
⋆(f), τ3 ∈ Γ⋆(f)) est le cône engendré par les vecteurs (1, 0, 0) (resp. (0, 1, 0), (0, 0, 1))
et (6, 4, 3) (voir la Figure 4). Remarquons que S2 Γ⋆(f) =
⋃3
i=1 τi ∪ S2R
3
≥0.
En vertu de la Proposition 2.17, on a (ηx, ηy, ηz) ∈ S2 Γ⋆(f)∩Z3>0. Ce qui implique que le
vecteur (ηx, ηy, ηz) appartient à l’ensemble
⋃3
i=1 τi.
On remarque que (ηx, ηy, ηz) 6= (6, 4, 3). En effet, si (ηx, ηy, ηz) = (6, 4, 3) alors (ηx, ηy, ηz) =
(µx, µy, µz) (voir la Remarque 4), d’où les séries formelles χ, ϕ et ψ sont inversibles (Pro-
position 2.15). Ceci rentre en contradiction avec les hypothèses de la Proposition 3.3. Par
conséquent, le vecteur (ηx, ηy, ηz) appartient à l’ensemble
⋃3
i=1 τ
0
i , où τ
0
i est l’intérieur relatif
du cône τi, 1 ≤ i ≤ 3.
Par un calcul direct, on montre que le cône τ1 est régulier. Par conséquent, le semi-groupe
τ1 ∩Z
3 est engendré par les vecteurs (1, 0, 0) et (6, 4, 3). En particulier, si (a, b, c) ∈ τ1 ∩Z3>0,
alors 6 ≤ a, 4 ≤ b et 3 ≤ c. Ce qui implique que le vecteur (ηx, ηy, ηz) appartient à l’ensemble
τ02 ∪ τ
0
3 .
Si (ηx, ηy, ηz) appartient à l’ensemble τ02 (resp. τ
0
3 ), alors ηx = 2ηz et 2ηx < 3ηy (resp.
2ηx = 3ηy et ηx < 2ηz), d’où la proposition. 
Maintenant, on démontre quelques résultats techniques.
On rappelle que le K-wedge ω doit satisfaire l’équation x2 + y3 + z4 = 0, d’où la relation
suivante :
(1) t2ηxχ2 + t3ηyϕ3 + t4ηzψ4 = 0.
Cette relation est utilisée dans plusieurs endroits de la démonstration du Théorème 1.2.
Lemme 3.4. Si le vecteur (µx, µy, µz) est égal au vecteur (6,4,3), alors les v-ordres des séries
formelles tηxχ+ it2ηzψ2 et tηxχ− it2ηzψ2 sont égaux à 6, c’est-à-dire on a :
νv(t
ηxχ+ it2ηzψ2) = νv(t
ηxχ− it2ηzψ2) = 6.
Démonstration. Dans ce cas, on a νv(t2ηxχ2) = νv(t3ηyϕ3) = νv(t4ηzψ4) = 12, donc les v-
parties principales χv, ϕv et ψv satisfont la relation suivante (voir la Relation (1)) :
t3ηyϕ3v + (t
ηxχv + it
2ηzψ2v)(t
ηxχv − it
2ηzψ2v) = 0.
La relation ci-dessus implique que (tηxχv+ it2ηzψ2v)(t
ηxχv− it
2ηzψ2v) 6= 0 et par conséquent,
on obtient que les v-ordres des séries formelles tηxχ+ it2ηzψ2 et tηxχ− it2ηzψ2 sont égaux à
6, car les v-parties principales tηxχv + it2ηzψ2v et t
ηxχv − it
2ηzψ2v sont différentes de zéro et les
v-ordres des séries formelles tηxχ et t2ηzψ2 sont égaux à 6. 
Lemme 3.5. S’il existe une série formelle irréductible λ qui divise χ,ϕ, et ψ, alors λ2 divise
ϕ.
Démonstration. On suppose que λ divise χ, ϕ, et ψ. Soient χ = λχ1, ϕ = λϕ1 et ψ = λψ1.
Alors au moyen de la Relation (1) on obtient la relation suivante :
t2ηxχ21 + t
3ηyλϕ31 + t
4ηzλ2ψ41 = 0,
ce qui implique que λ divise χ1. En particulier λ divise ϕ1. 
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Lemme 3.6. Si la série formelle ϕ est inversible, alors les séries formelles χ et ψ sont
inversibles.
Démonstration. Raisonnons par l’absurde. On suppose que ϕ est inversible et que χ ou ψ
n’est pas inversible.
D’après la Proposition 3.3, on a deux possibilités pour le vecteur (ηx, ηy, ηz) :
1) ηx = 2ηz et 2ηx < 3ηy ;
2) 2ηx = 3ηy et ηx < 2ηz.
Cas 1). On suppose que : ηx = 2ηz et 2ηx < 3ηy.
D’après la Relation (1), on a :
t3ηy−2ηxϕ3 + (χ+ iψ2)(χ− iψ2) = 0.
On remarque que t divise χ+ iψ2 si et seulement si t ne divise pas χ− iψ2 car t ne divise
pas χ et ϕ. On peut donc sans perte de généralité supposer que t3ηy−2ηx divise χ+ iψ2.
Si la série formelle ϕ est inversible, alors la relation t3ηy−2ηxϕ3 + (χ + iψ2)(χ − iψ2) = 0
équivaut au système de relations suivant :
t3ηy−2ηxI1 = χ+ iψ
2, I2 = −χ+ iψ
2,
où I1, et I2 sont deux séries formelles inversibles de K[[s, t]] telles que I1I2 = ϕ3. Alors, les
séries formelles χ et ψ sont inversibles, d’où la contradiction.
Cas 2). On suppose que : 2ηx = 3ηy et ηx < 2ηz .
Comme 2ηx = 3ηy, on obtient que ηx (resp. ηy) est divisible par 3 (resp. 2). Par conséquent,
on a (ηx, ηy) = (3, 2) et 2 ≤ ηz ≤ 3, car 2 ≤ ηx ≤ 6, 2 ≤ ηy ≤ 4, 1 ≤ ηz ≤ 3 (voir la Remarque
4) et ηx < 2ηz .
On rappelle que (µx, µy, µz) ∈ {(2, 2, 1), (3, 2, 2), (4, 3, 2), (6, 4, 3)}. Comme la série formelle
χ ou la série formelle ψ n’est pas inversible, le v-ordre νvχ ou le v-ordre νvψ n’est pas nul
(voir Proposition 2.15). Alors, on a (µx, µy, µz) ∈ {(4, 3, 2), (6, 4, 3)}, d’où 1 ≤ µy − ηy ≤ 2.
Par conséquent, la série formelle ϕ n’est pas inversible, ce qui est une contradiction. 
Maintenant, on considère le cas i) de la Proposition 3.3.
Proposition 3.7. On suppose que 2ηx = 3ηy et ηx < 2ηz. Alors, les séries formelles χ, ϕ et
ψ sont inversibles.
Démonstration. Raisonnons par l’absurde. En vertu du Lemme 3.6 on suppose que ϕ n’est
pas inversible. D’après la Proposition 2.15, on a µy − ηy ≥ 1.
Comme 2ηx = 3ηy, on obtient que ηx (resp. ηy) est divisible par 3 (resp. 2). Par conséquent,
on a (ηx, ηy) = (3, 2) et 2 ≤ ηz ≤ 3, car 2 ≤ ηx ≤ 6, 2 ≤ ηy ≤ 4, 1 ≤ ηz ≤ 3 (voir la Remarque
4) et ηx < 2ηz .
On rappelle que (µx, µy, µz) ∈ {(2, 2, 1), (3, 2, 2), (4, 3, 2), (6, 4, 3)}. Comme ηy = 2 et µy −
ηy ≥ 1, on obtient que (µx, µy, µz) ∈ {(4, 3, 2), (6, 4, 3)}. En particulier, 1 ≤ µy − ηy ≤ 2.
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D’après la Proposition 2.15, le nombre de facteurs irréductibles comptés avec multiplicité
de ϕ est inférieur ou égal à 2.
Au moyen de la Relation (1) on obtient la relation suivante :
ϕ3 + (χ+ it2ηz−ηxψ2)(χ− it2ηz−ηxψ2) = 0.
On remarque que la série formelle χ + it2ηz−ηxψ2 est inversible si et seulement si la série
formelle χ− it2ηz−ηxψ2 l’est. Par conséquent, si χ+ it2ηz−ηxψ2 est inversible, alors ϕ l’est. On
obtient donc que les séries formelles χ+ it2ηz−ηxψ2 et χ− it2ηz−ηxψ2 ne sont pas inversibles.
La série formelle ϕ n’est pas irréductible, car si ϕ est irréductible, alors ϕ divise χ et ψ, ce
qui rentre en contradiction avec le Lemme 3.5. On a donc µy − ηy = 2 (voir la Proposition
2.15), ce qui implique que (µx, µy, µz) = (6, 4, 3), car ηy = 2. On rappelle que 2 ≤ ηz ≤ 3 et
µz = 3, d’où la série formelle ψ est irréductible ou inversible, parce que µz − ηz ≤ 1 (voir la
Proposition 2.15).
Comme ϕ n’est pas irréductible, le nombre de facteurs irréductibles de ϕ est égal à 2. On
a donc deux cas :
Cas 1). La série formelle ϕ est le produit de deux séries formelles irréductibles associées.
Cas 2). La série formelle ϕ est le produit de deux séries formelles irréductibles non associées.
Maintenant, on va montrer que dans ces deux cas on arrive à des contradictions, ce qui
démontre que les séries formelles χ, ϕ et ψ sont inversibles.
Cas 1). On suppose que ϕ = ϕ1ϕ2, où ϕ1 et ϕ2 sont deux séries formelles irréductibles
associées.
Comme le corps K est algébriquement clos, on peut supposer que ϕ1 = ϕ2.
D’après la Relation (1), on a :
ϕ61 + (χ+ it
2ηz−ηxψ2)(χ− it2ηz−ηxψ2) = 0,
ce qui équivaut au système de relations suivant :
ϕ31I = −χ− it
2ηz−ηxψ2, ϕ31I
−1 = χ− it2ηz−ηxψ2,
où I est une série formelle inversible de K[[s, t]]. En effet, le vecteur (µx, µy, µz) est égal
à (6, 4, 3), donc le v-ordre νv(χ + it2ηz−ηxψ2) est égal au v-ordre νv(χ − it2ηz−ηxψ2) (voir le
Lemme 3.4), ce qui implique le système de relations ci-dessus. Par conséquent, on a la relation
suivante :
2it2ηz−ηzψ2 = −(I + I−1)ϕ31.
On rappelle que la série formelle ψ est irréductible ou inversible, parce que µz − ηz ≤ 1.
Alors, la série formelle irréductible ϕ1 divise t2ηy−ηz , d’où une contradiction.
Cas 2). On suppose que ϕ = ϕ1ϕ2 où ϕ1 et ϕ2 sont séries formelles irréductibles non asso-
ciées.
D’après la Relation (1), on a :
ϕ31ϕ
3
2 + (χ+ it
2ηz−ηxψ2)(χ− it2ηz−ηxψ2) = 0.
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Au moyen des Lemmes 3.4 et 3.5 on obtient que cette relation équivaut au système de
relations suivant :
ϕ31I1 = −χ− it
2ηz−ηxψ2, ϕ32I2 = χ− it
2ηz−ηxψ2,
où I1, I2 sont deux séries formelles inversibles de K[[s, t]] telles que I1I2 = 1, d’où
−2it2ηz−ηxψ2 = ϕ31I1 + ϕ
3
2I2 =
∏3
i=1(ϕ1J1 + wiϕ2J2),
où les wi sont les racines i-ièmes de l’unité et J1, J2 sont deux séries formelles inversibles telles
que J31 = I1 et J
3
2 = I2.
On rappelle que la série formelle ψ est irréductible ou inversible. Si ψ est inversible, alors
les séries formelles ϕ1 et ϕ2 sont inversibles ou divisibles par t. On a donc une contradiction
dans les deux cas. Ainsi, on obtient que la série formelle ψ est irréductible.
Comme t ne divise pas ϕ1 et ϕ2, la série formelle ψ divise ϕ1 et ϕ2. Par conséquent, la série
ψ divise t, d’où une contradiction. Ceci achève la démonstration de la proposition. 
Les deux lemmes suivants sont très importants dans la démonstration.
Lemme 3.8. On suppose que (µx, µy, µz) = (4, 3, 2). Alors, les séries formelles χ, ϕ et ψ
sont inversibles.
Démonstration. Raisonnons par l’absurde. En vertu du Lemme 3.6 on suppose que ϕ n’est
pas inversible. Par conséquent, µy − ηy ≥ 1 (voir la Proposition 2.15).
En vertu de la Proposition 3.3, le vecteur (ηx, ηy, ηz) satisfait une des relations suivantes :
ηx = 2ηz et 2ηx < 3ηy ; 2ηx = 3ηy et ηx < 2ηz .
D’après la proposition 3.7, si on a 2ηx = 3ηy et ηx < 2ηz , alors les séries formelles χ, ϕ et ψ
sont inversibles. Par conséquent, le vecteur (ηx, ηy, ηz) satisfait la relation ηx = 2ηz et 2ηx <
3ηy. En particulier, 2 divise ηx. Ainsi, on obtient que ηx ∈ {2, 4}, car 2 ≤ ηx ≤ µx = 4
(voir la Remarque 4). On rappelle que µy − ηy ≥ 1. Comme on a ηy ≥ 2 (Remarque 4) et
µy = 3, on obtient que ηy = 2. On a donc ηx < 3, car 2ηx < 3ηy. Ainsi, on obtient que
(ηx, ηy, ηz) = (2, 2, 1). Par conséquent, on a les v-ordres suivants :
νvχ = 2, νvϕ = 1, et νvψ = 1.
Comme les v-ordres νvχ, νvϕ et νvψ sont strictement positifs, les séries formelles χ, ϕ et ψ
ne sont pas inversibles. De plus, les séries formelles ϕ et ψ sont irréductibles (voir la Propo-
sition 2.15).
D’après la Relation (1), on a :
t2ϕ3 + (χ+ iψ2)(χ− iψ2) = 0.
On remarque que t divise χ+ iψ2 si et seulement si t ne divise pas χ− iψ2, car t ne divise
pas χ et ϕ. On peut donc supposer, sans perte de généralité, que t2 divise χ+ iψ2.
Si la série formelle ϕ divise χ + iψ2 et χ − iψ2, alors ϕ divise χ et ψ, ce qui rentre en
contradiction avec le Lemme 3.5. Comme les séries formelles χ et ψ ne sont pas inversibles et
par hypothèse t2 divise χ+ iψ2, la relation t2ϕ3+(χ+ iψ2)(χ− iψ2) = 0 équivaut au système
de relations suivant :
t2I = χ+ iψ2, ϕ3I−1 = −χ+ iψ2,
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où I ∈ K[[s, t]] est un série formelle inversible. Ainsi, on obtient la relation suivante :
2iψ2 = t2I + ϕ3I−1.
Le corps K est algébriquement clos, donc il existe I1 ∈ K[[s, t]]⋆ tel que I21 = I. On a donc :
(κψ − tI1t)(κψ + tI1) = ϕ
3I−1,
où κ2 = 2i. Comme les séries formelles κψ − tI1 et κψ+ tI1 ne sont pas inversibles et la série
formelle ϕ est irréductible, ϕ divise κψ − tI1 et κψ+ tI1 ce qui implique que ϕ divise la série
formelle tI1, d’où une contradiction car ϕ n’est pas divisible par t. 
Lemme 3.9. On suppose que (µx, µy, µz) = (6, 4, 3), alors les séries formelles χ, ϕ et ψ sont
inversibles.
Démonstration. Raisonnons par l’absurde. En vertu du Lemme 3.6 on suppose que ϕ n’est
pas inversible.
En vertu de la Proposition 3.3, le vecteur (ηx, ηy, ηz) satisfait une des relations suivantes :
ηx = 2ηz et 2ηx < 3ηy ; 2ηx = 3ηy et ηx < 2ηz .
D’après la Proposition 3.7, si on a 2ηx = 3ηy et ηx < 2ηz, alors les séries formelles χ, ϕ et ψ
sont inversibles. Par conséquent, le vecteur (ηx, ηy, ηz) satisfait la relation ηx = 2ηz et 2ηx <
3ηy.
On rappelle que 2 ≤ ηx ≤ 6, 2 ≤ ηy ≤ 4 et 1 ≤ ηz ≤ 3 (voir la Remarque 4). Comme la
série formelle ϕ n’est pas inversible, on a 2 ≤ ηy ≤ 3, car ηy < µy = 4 (voir la Proposition 2.15).
Si on a ηy = 3, alors on a µy − ηy = 1. Par conséquent, la série formelle ϕ est irréductible.
D’après la Relation (1), on a :
t9−2ηxϕ3 + (χ+ iψ2)(χ− iψ2) = 0.
On remarque que t divise χ+ iψ2 si et seulement si t ne divise pas χ− iψ2, car t ne divise
pas χ et ψ. On peut donc supposer, sans perte de généralité, que t9−2ηx divise χ+ iψ2. On a
donc le système de relations suivant :
t9−2ηxϕjI = χ+ iψ2, ϕ3−jI−1 = χ− iψ2,
où 0 ≤ j ≤ 3 et I est un élément inversible de K[[s, t]].
Si on a j = 3, alors la série formelle χ − iψ2 est inversible, d’où on a νv(χ− iψ2) = 0. Le
Lemme 3.4 et la propriété multiplicative du v-ordre montrent que le v-ordre νv(χ + iψ2) est
égal à zéro, ce qui implique que le v-ordre de t9−2ηxϕ3 est égal à zéro, d’où une contradiction.
Si on a 1 ≤ j ≤ 2, alors ϕ divise les séries formelles χ et ψ ce qui rentre en contradiction
avec le Lemme 3.5. On a donc le système de relations suivant :
t9−2ηxI = χ+ iψ2, ϕ3I−1 = χ− iψ2.
Par conséquent, le v-ordre νv(χ + iψ2) (resp. le v-ordre νv(χ − iψ2)) est égal à 9 − 2ηx
(resp. est égal à 3). Le Lemme 3.4 et la propriété multiplicative du v-ordre montrent qu’on a
νv(χ + iψ
2) = νv(χ − iψ
2), ce qui implique que ηx = 3, d’où la contradiction car ηx = 2ηz.
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Forcément, on a donc ηy = 2.
Comme on a ηx = 2ηz et 2ηx < 3ηy et ηy = 2, on obtient que (ηx, ηy, ηz) = (2, 2, 1), d’où
t2ϕ3 + (χ+ iψ2)(χ− iψ2) = 0.
Comme on a νvϕ = µy − ηy = 2, la série formelle ϕ est au plus le produit de deux séries
formelles irréductibles comptés avec multiplicité, voir la Proposition 2.15.
Alors, pour la série formelle ϕ on obtient le trois cas suivants :
Cas 1). la série formelle ϕ est irréductible ;
Cas 2). la série formelle ϕ est le produit de deux séries formelles non associées ;
Cas 3). la série formelle ϕ est le produit de deux séries formelles associées.
Maintenant, on va montrer que dans chaque cas ci-dessus on obtient une contradiction, ce
qui implique que ϕ est inversible, d’où le lemme.
On rappelle que dans le trois cas on a la relation suivante :
t2ϕ3 + (χ+ iψ2)(χ− iψ2) = 0.
On remarque que t divise χ+ iψ2 si et seulement si t ne divise pas χ− iψ2 car t ne divise
pas χ et ϕ. On peut donc supposer, sans perte de généralité, que t2 divise χ+ iψ2.
Cas 1). On suppose que ϕ est une série formelle irréductible.
Si la série formelle ϕ est irréductible, alors la relation t2ϕ3+(χ+iψ2)(χ−iψ2) = 0 équivaut
au système de relations suivant :
−t2ϕjI = χ+ iψ2, ϕ3−jI−1 = χ− iψ2,
où 0 ≤ j ≤ 3 et I est une série formelle inversible de K[[s, t]].
Le Lemme 3.4 et la propriété multiplicative du v-ordre montrent qu’on a νv(χ + iψ2) =
νv(χ− iψ
2), ce qui implique que 2(1 + j) = 2(3− j) (on rappelle que le v-ordre νvϕ est égal
à 2), d’où j = 1. Alors, la série formelle ϕ divise les séries formelles χ et ψ, ce qui rentre en
contradiction avec le Lemme 3.5.
Cas 2). On suppose que ϕ = ϕ1ϕ2 où ϕ1 et ϕ2 sont deux séries formelles irréductibles non
associées.
Dans ce cas, les v-ordres νvϕ1 et νvϕ2 sont égaux à 1, car νvϕ = 2.
De la même façon que dans le cas précédent, on a le système de relations suivant :
t2ϕj1ϕ
k
2I = −(χ+ iψ
2), ϕ3−j1 ϕ
3−k
2 I
−1 = (χ− iψ2),
où 0 ≤ j ≤ 3, 0 ≤ k ≤ 3 et I est un élément inversible de K[[s, t]].
Le Lemme 3.4 et la propriété multiplicative du v-ordre montrent qu’on a νv(χ + iψ2) =
νv(χ− iψ
2), ce qui implique que 2 + j + k = 6 − j − k, d’où j + k = 2. Pour tous les j et k
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tels que j + k = 2, on rentre en contradiction avec le Lemme 3.5.
Cas 3). On suppose que ϕ = ϕ1ϕ2, où ϕ1 et ϕ2 sont des séries formelles irréductibles asso-
ciées.
Comme le corps K est algébriquement clos, on peut supposer que ϕ1 = ϕ2. Dans ce cas, le
v-ordre νvϕ1 est égal à 1.
La relation t2ϕ3 + (χ+ iψ2)(χ− iψ2) = 0 équivaut à la relation :
t2ϕ61 + (χ+ iψ
2)(χ− iψ2) = 0,
et par conséquent, on obtient le système de relations suivant :
−t2ϕj1I = χ+ iψ
2, ϕ6−j1 I
−1 = χ− iψ2,
où 0 ≤ j ≤ 6 et I est un élément inversible de K[[s, t]]. Le Lemme 3.4 et la propriété
multiplicative du v-ordre montrent qu’on a νv(χ + iψ2) = νv(χ − iψ2), ce qui implique que
2 + j = 6− j, d’où j = 2. On a donc :
2iψ2 = −(t2I + ϕ21I
−1)ϕ21.
Comme K est algébriquement clos, il existe une série formelle inversible I1 appartenant à
K[[s, t]] telle que I21 = I. Alors, on a :
2iψ2 = −(tI1 + iϕ1I
−1
1 )(tI1 − iϕ1I
−1
1 )ϕ
2
1.
Soient r := (tI1 + iϕ1I
−1
1 ) et q := (tI1 − iϕ1I
−1
1 ). Les séries formelles r et q ne sont pas
inversibles car les séries formelles tI1 et ϕ1 ne le sont pas.
Comme on a (ηx, ηy, ηz) = (2, 2, 1) et (µx, µy, µz) = (6, 4, 3), le v-ordre νvψ est égal à 2
(on remarque que µz − ηz = 2), ce qui implique que ψ est au plus le produit de deux séries
formelles irréductibles comptées avec multiplicité (voir la Proposition 2.15). Par conséquent,
la série formelle ψ2 est au plus le produit de quatre séries formelles irréductibles comptées
avec multiplicité, ce qui implique que les séries formelles r et q sont irréductibles.
Les séries formelles r et q ne sont pas associées à la série formelle ϕ1 parce que t ne divise
pas ϕ1.
On obtient donc :
(tI1 + iϕ1I
−1
1 ) = J(tI1 − iϕ1I
−1
1 ),
où J est une série formelle inversible. En effet, la série formelle r divise ψ2, alors r divise ψ,
d’où r2 divise ψ2. Comme r ne divise pas ϕ1, r divise q. Par conséquent r et q sont deux séries
irréductibles associées.
Ainsi, on obtient la relation suivante :
t(J − 1)I1 = iϕ1(J + 1)I
−1
1 .
On remarque que J − 1 ou J + 1 est inversible. Si J − 1 est inversible, alors la série ϕ1 est
inversible ou t divise ϕ1 ; ce qui est absurde. Si J + 1 est inversible, alors t divise ϕ1, ce qui
est aussi une contradiction. Ceci achève la démonstration du lemme. 
Maintenant, on considère le cas ii) de la proposition 3.3.
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Proposition 3.10. On suppose que ηx = 2ηz et 2ηx < 3ηy. Alors, les séries formelles χ, ϕ
et ψ sont inversibles.
Démonstration. Raisonnons par l’absurde. En vertu du Lemme 3.6, on suppose que ϕ n’est
pas inversible.
On rappelle que 2 ≤ ηx ≤ 6, 2 ≤ ηy ≤ 4 et 1 ≤ ηz ≤ 3 (voir la Remarque 4). Comme on a
ηx = 2ηz et 2ηx < 3ηy, on obtient que (ηx, ηz) ∈ {(2, 1), (4, 2)} et que 2 ≤ ηy ≤ 4.
On rappelle que (µx, µy, µz) ∈ {(2, 2, 1), (3, 2, 2), (4, 3, 2), (6, 4, 3)}. Comme ϕ n’est pas in-
versible et 2 ≤ ηy ≤ 4, le vecteur (µx, µy, µz) ∈ {(4, 3, 2), (6, 4, 3)}. En vertu des Lemmes
3.8 et 3.9, si le vecteur (µx, µy, µz) appartient à l’ensemble {(4, 3, 2), (6, 4, 3)}, alors les séries
formelles χ, ϕ et ψ sont inversibles, d’où une contradiction. 
La démonstration de la bijectivité de l’application de Nash pour la singularité de type E6
résulte des propositions 2.14, 3.3, 3.7 et 3.10.
3.2. La singularité de type E7. La preuve de la bijectivité de l’application de Nash pour
le cas de la singularité de type E7 (Théorème 1.2) repose sur la construction d’une G-
désingularisation de l’éventail de Newton et sur des propriétés, pour E7, des séries formelles
χ, ϕ et ψ analogues aux séries définies pour S(p,hq) ou E6. Dans la suite, on donne un résumé
de la preuve.
Soit S l’hypersurface normale de A3k donnée par l’équation x
2 + y(y2 + z3) = 0. L’hyper-
surface S a un unique point singulier de type E7 à l’origine de A3.
On considère l’éventail de Newton Γ⋆(f) associé à f := x2 + y(y2 + z3) et on note τ1 (resp.
τ2, τ3) le cône engendré par les vecteurs (1, 0, 0) (resp. (1, 2, 0), (0, 0, 1)) et (9, 6, 4) (voir la
Figure 5).
(1, 2, 0)
(9,6,4)
(0, 1, 0)
τ2
(1, 0, 0)
τ1
(0, 0, 1)
τ3
Figure 5. Éventail de Newton Γ⋆(f)
Soit Γ⋆(f)G une G-subdivision régulière de Γ⋆(f). On note πN : X(Γ⋆(f)) → A3k (resp.
πG : X(Γ
⋆(f)G) → X(Γ
⋆(f))) le morphisme torique induit par la subdivision Γ⋆(f) de R3≥0
(resp. Γ⋆(f)G de Γ⋆(f)) et SG le transformé strict de S associé au morphisme π := πG ◦ πN .
De manière analogue à la Proposition 4.2, le morphisme π : SG → S est la résolution mini-
male de S.
Montrer la bijectivité de l’application de Nash NS équivaut à montrer que, pour chaque
diviseur essentiel E, tous les K-wedges admissibles centrés en NE se relèvent à la résolution
minimale de S. Dans la suite, on donne une idée de pourquoi un K-wedge admissible centré
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en NE se relève à SG .
Soient E ∈ Ess(S) et ω : SpecK[[s, t]] → S un K-wedge admissible centré en NE. On
rappelle que αE est le point générique de NE. On considère les vecteurs suivants :
(µx, µy, µz) := (Ordt α
⋆
E(x),Ordt α
⋆
E(y),Ordt α
⋆
E(z)) ;
(ηx, ηy, ηz) := (Ordt ω
⋆(x),Ordt ω
⋆(y),Ordt ω
⋆(z)),
où α⋆E (resp. ω
⋆) est le comorphisme de αE (resp. de ω). On peut donc écrire le comorphisme
de ω de la façon suivante :
ω⋆(x) = tηxχ, ω⋆(y) = tηyϕ, ω⋆(z) = tηzψ,
où les séries formelles χ, ϕ, ψ ne sont pas divisibles par t. Le K-wedge ω doit satisfaire
l’équation x2 + y(y2 + z3) = 0, d’où la relation suivante :
(2) t2ηxχ2 + t3ηyϕ3 + tηy+3ηzϕψ3 = 0.
En vertu des Propositions 2.14, si les séries formelles χ, ϕ et ψ sont inversibles, alors le
K-wedge admissible ω centré en NE se relève à SG.
D’après la Proposition 2.15, on peut majorer le nombre de facteurs irréductibles comptés
avec multiplicité des séries formelles χ, ϕ et ψ à l’aide des v-ordres de la façon suivant :
FI(χ) ≤ Degt χv = νvχ = µx − ηx ≤ 6 ;
FI(ϕ) ≤ Degt ϕv = νvϕ = µy − ηy ≤ 4 ;
FI(ψ) ≤ Degt ψv = νvψ = µz − ηz ≤ 3.
La proposition suivante est une propriété importante du vecteur (µx, µy, µz). Pour un cône
τ dans Γ⋆(f), on note Gτ le système générateur minimal du semi-groupe τ ∩ Z3.
Proposition 3.11. Le vecteur (µx, µy, µz) appartient à l’union Gτ1∪Gτ2∪Gτ3, où τ1 (resp. τ2
τ3) est le cône engendré par les vecteurs (1, 0, 0) (resp. (1, 2, 0), (0, 0, 1)) et (9, 6, 4) (voir la fi-
gure 5). Autrement dit, (µx, µy, µz) ∈ {(3, 2, 2), (6, 4, 3), (9, 6, 4), (7, 5, 3), (5, 4, 2), (3, 3, 1), (5, 3, 2)}.
Si on suppose les séries χ, ϕ et ψ non simultanément inversibles, on obtient la proposition
suivante :
Proposition 3.12. S’il existe au moins une série formelle parmi les séries χ, ϕ, ψ qui n’est
pas inversible, alors le vecteur (ηx, ηy, ηz) satisfait une des relations suivantes :
i) 2ηx = ηy + 3ηz et 2ηx < 3ηy ;
ii) 2ηx = 3ηy et 2ηy < 3ηz ;
iii) 2ηy = 3ηz et 3ηy < 2ηx.
La Proposition 3.12 donne trois possibilités pour le vecteur (ηx, ηy, ηz). Dans la suite, on
considère chaque cas séparément pour obtenir des contradictions.
Dans chaque cas du vecteur (ηx, ηy, ηz), on peut simplifier la Relation (2) et on peut la
récrire comme la somme de deux termes. Ceci permet d’établir des relations entre les fac-
teurs irréductibles des décompositions possibles des séries χ, ϕ et ψ. L’idée est de trouver des
contradictions dans les différents cas de décomposition obtenus.
D’abord, énonçons le lemme suivant qui est obtenu en utilisant la Relation (2).
Lemme 3.13. Si on suppose que ϕ = ϕ1ϕ2, où ϕ1 est une série formelle irréductible, alors
la série formelle ϕ1 divise la série formelle ϕ2. En particulier, la série formelle ϕ n’est pas
irréductible.
Maintenant, on considère le premier cas de la Proposition 3.12.
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Proposition 3.14. On suppose que 2ηx = ηy + 3ηz et 2ηx < 3ηy. Alors, les séries χ, ϕ, ψ
sont inversibles.
Idée de la démonstration. On remarque que d’après la relation (2), on obtient la relation sui-
vante :
(3) χ2 + t3ηy−2ηxϕ3 + ϕψ3 = 0.
D’abord, on montre que la série ϕ est inversible, ce qui équivaut à montrer que µy−ηy = 0.
En utilisant les relations 2ηx = ηy + 3ηz et 2ηx < 3ηy, on obtient que ηy ≥ 3. En vertu du
Lemme 3.13 et la Proposition 3.11, on obtient que µy − ηy ∈ {0, 2, 3}.
Si on suppose que µy − ηy = 2, on obtient que 3ηy − 2ηx ∈ {2, 3}. D’après le lemme 3.13,
on a ϕ = ϕ21, où ϕ1 est irréductible.
Dans le cas 3ηy − 2ηx = 2, on peut écrire la Relation (3) comme la somme de deux termes
qui nous permet d’établir des relations entre les facteurs irréductibles des séries χ, ϕ et ψ et
de trouver une contradiction.
Dans le cas 3ηy − 2ηx = 3, on ne peut pas écrire de façon évidente la Relation (3) comme
la somme de deux termes. Cependant, on peut considérer le changement de variable t = u2 et
étudier la Relation (3) dans l’anneau K[[s, u]]. Dans cet anneau, on peut écrire cette relation
comme la somme de deux termes et on traite ce cas comme le précédent.
Si on suppose que µy − ηy = 3, on obtient 3ηy − 2ηx = 3. D’après le lemme 3.13, on a
ϕ = ϕ31, où ϕ1 est irréductible. Dans ce cas, on peut écrire la Relation (3) comme la somme
de deux termes et on le traite comme les cas précédents.
D’après la Proposition 3.11, le vecteur (µx, µy, µz) satisfait une des relations suivantes :
i) 2µx = 3µy et 2µy < 3µz ;
ii) 2µx = 3µz et 3µy < 2µx ;
iii) 2µx = µy + 3µz et 2µx ≤ 3µy.
En utilisant que µy − ηy = 0, on obtient le lemme suivant :
Lemme 3.15. Le vecteur (µx, µy, µz) ne satisfait pas les relations suivantes :
i) 2µx = 3µy et 2µy < 3µz ;
ii) 2µx = 3µz et 3µy < 2µx.
En vertu du Lemme 3.15, on peut supposer que le vecteur (µx, µy, µz) satisfait la relation
suivante : 2µx = µy + 3µz et 2µx ≤ 3µy.
Maintenant, en raisonnant par l’absurde, on suppose que la série χ ou la série ψ n’est pas
inversible. On peut donc établir une liste de cas possibles pour les vecteurs (µx, µy, µz) et
(ηx, ηy, ηz). En utilisant la Relation (3), la Proposition 3.11 et les majorants du nombre de
facteurs irréductibles comptés avec multiplicité des séries formelles χ et ψ, on obtient une
contradiction dans chaque cas de la liste, d’où la proposition. 
La preuve des propositions suivantes est analogue à celle de la proposition 3.14.
Proposition 3.16. On suppose que 2ηx = 3ηy et 2ηy < 3ηz. Alors, les séries χ, ϕ, ψ sont
inversibles.
Proposition 3.17. On suppose que 2ηy = 3ηz et 3ηy < 2ηx. Alors, les séries χ, ϕ, ψ sont
inversibles.
La démonstration du cas E7 du Théorème 1.2 résulte des propositions 3.12, 3.14, 3.16 et
3.17.
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4. Une nouvelle preuve de la bijectivité de l’application de Nash pour les
singularités de type Dn
Dans l’article [Plé08] l’auteur démontre la bijectivité de l’application de Nash NDn associée
à une singularité de type Dn, n ≥ 4. Dans cette section, en utilisant les mêmes méthodes que
dans les preuves des Théorèmes 1.1 et 1.2, on donne une démonstration de la bijectivité de
l’application NDn différente de celle de [Plé08].
L’entier n ≥ 4 étant fixé, soit S l’hypersurface normale de A3k donnée par l’équation
x2 + z(y2 + zn−2) = 0. L’hypersurface S a un unique point singulier de type Dn.
Comme dans la preuve des Théorèmes 1.1 ou 1.2 pour prouver la bijectivité de l’application
de Nash associée à S, on a besoin de quelques résultats sur la résolution minimale de S.
On considère l’éventail de Newton Γ⋆(f) associé à f := x2+z(y2+zn−2). Soit H un plan de
R3 qui ne contient pas l’origine de R3 et tel que l’intersection de H et R3≥0 soit un ensemble
compact. La Figure 6 représente l’intersection de H avec la subdivision Γ⋆(f) de R3≥0. Chaque
sommet du diagramme est identifié avec le vecteur extrémal correspondant. On note τ1 (resp.
τ2, τ3) le cône engendré par les vecteurs (1, 0, 0) (resp. (0, 1, 0), (0, 0, 1)) et (n− 1, n − 2, 2).
(1, 0, 2)
(n-1,n-2,2)
(0, 1, 0)
τ2
(1, 0, 0)
τ1
(0, 0, 1)
τ3
Figure 6. Éventail de Newton Γ⋆(f)
Pour un cône τ dans Γ⋆(f), on note Gτ le système générateur minimal du semi-groupe
τ ∩ Z3. Par un calcul direct, on obtient le résultat suivant :
Proposition 4.1. Le système générateur minimal du semi-groupe τ3∩Z3 est l’ensemble Gτ3 =
{(j, j − 1, 2) | j ∈ {1, 2, ..., n − 1}}. De plus, soit k ≥ 2 un entier, on a :
i) Si n = 2k, alors le système générateur minimal du semi-groupe τ1 ∩ Z
3 est l’ensemble
Gτ1 = {(1, 0, 0), (k, k − 1, 1), (n − 1, n − 2, 2)} et τ2 est un cône régulier.
ii) Si n = 2k−1, alors le système générateur minimal du semi-groupe τ2∩Z
3 est l’ensemble
Gτ2 = {(0, 1, 0), (k − 1, k − 1, 1), (n − 1, n− 2, 2)} et τ1 est un cône régulier.
Soit Γ⋆(f)G une G-subdivision régulière de Γ⋆(f). On note πN : X(Γ⋆(f)) → A3k (resp.
πG : X(Γ
⋆(f)G) → X(Γ
⋆(f))) le morphisme torique induit par la subdivision Γ⋆(f) de R3≥0
(resp. Γ⋆(f)G de Γ⋆(f)) et SG le transformé strict de S associé au morphisme π := πG ◦ πN .
La proposition suivante est un analogue de la Proposition 2.4.
Proposition 4.2. SG est la résolution minimale de S.
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Soient E un diviseur essentiel sur S (E ∈ Ess(S)) et αE le point générique de NE. On note
(µx, µy, µz) := (Ordt α
⋆
E(x),Ordt α
⋆
E(y),Ordt α
⋆
E(z)),
où α⋆E est le comorphisme de αE.
La proposition suivante est un analogue du Corollaire 2.13.
Proposition 4.3. Soit k un entier, k ≥ 2.
Si n = 2k, alors le vecteur (µx, µy, µz) appartient à l’union de Gτ1 et Gτ3.
Si n = 2k − 1, alors le vecteur (µx, µy, µz) appartient à l’union de Gτ2 et Gτ3.
Démontrer que l’application de Nash bijective pour les singularités de type Dn, n ≥ 4,
équivaut à montrer que tous les wedges admissibles se relèvent à la résolution minimale de
Dn (voir [Reg06]). Dans la suite, on montre que pour chaque diviseur essentiel E tous les
K-wedges admissibles centrés en NE se relèvent à la résolution minimale de S.
Soit E ∈ Ess(S) et on considère un K-wedge ω : SpecK[[s, t]] → S admissible centré en
NE. On pose :
(ηx, ηy, ηz) := (Ordt ω
⋆(x),Ordt ω
⋆(y),Ordt ω
⋆(z)).
On peut écrire le comorphisme de ω de la façon suivante :
ω⋆(x) = tηxχ, ω⋆(y) = tηyϕ, ω⋆(z) = tηzψ,
où les séries formelles χ, ϕ, ψ ne sont pas divisibles par t.
La proposition suivante est un analogue du Corollaire 2.18. On note τ0 l’intérieur du cône
τ ∈ Γ⋆(f).
Proposition 4.4. Soit k un entier, k ≥ 2. S’il existe au moins une série formelle parmi les
séries χ, ϕ, ψ qui n’est pas inversible, alors on a :
i) si n = 2k, alors le vecteur (ηx, ηy, ηz) appartient à l’union de τ
0
1 et τ
0
3 ;
ii) si n = 2k − 1, alors le vecteur (ηx, ηy, ηz) appartient à l’union de τ
0
2 et τ
0
3 .
En vertu de la Proposition 4.3, on a µx ≤ n − 1, µy ≤ n − 2 et µz ≤ 2. Comme ηx ≥ 1,
ηy ≥ 1 et ηz ≥ 1, on a µx − ηx ≤ n− 2, µy − ηy ≤ n− 3 et µz − ηz ≤ 1.
D’après la Proposition 2.14, si les séries formelles χ, ϕ et ψ sont inversibles, alors leK-wedge
admissible ω centré en NE se relève à la résolution minimale de S.
En vertu de la Proposition 2.15, on peut majorer le nombre de facteurs irréductibles comp-
tés avec multiplicité des séries formelles χ, ϕ et ψ à l’aide des v-ordres. Plus précisément, il
existe un vecteur v ∈ Q2>0 tel que :
FI(χ) ≤ Degt χv = νvχ = µx − ηx ≤ n− 2 ;
FI(ϕ) ≤ Degt ϕv = νvϕ = µy − ηy ≤ n− 3 ;
FI(ψ) ≤ Degt ψv = νvψ = µz − ηz ≤ 1.
Sauf mention du contraire, dans toute la suite le vecteur v ∈ Q2>0 satisfait la propriété
ci-dessus. Le résultat suivant est un corollaire de la Proposition 2.15
Corollaire 4.5. La série formelle ψ est irréductible ou inversible.
Maintenant, on donne notre preuve de la bijectivité de l’application de Nash pour les
singularités de type Dn.
Théorème 4.6. L’application de Nash NS associée à S est bijective.
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Démonstration. En vertu de la Proposition 2.14, pour montrer que le K-wedge admissible ω
se relève à la résolution minimale de S, il suffit de montrer que les séries formelles χ, ϕ et ψ
sont inversibles. En raisonnant par l’absurde, on suppose qu’il y a au moins l’une d’elles n’est
pas inversible.
On remarque qu’une série formelle φ ∈ K[[s, t]] est inversible dans K[[s, t]] si et seulement
si elle est inversible dans K[[s, t]], où K est la clôture algébrique de K. Dans toute la suite,
on suppose que le corps K est algébriquement clos.
Le K-wedge ω doit satisfaire l’équation x2 + z(y2 + zn−2) = 0, d’où la relation suivante :
(4) t2ηxχ2 + t2ηy+ηzϕ2ψ + t(n−1)ηzψn−1 = 0
En vertu de la Proposition 4.4, on a les cas suivants :
Cas 1). le vecteur (ηx, ηy, ηz) appartient à l’intérieur τ03 du cône τ3 ;
Cas 2). l’entier n est égal à 2k, où k est un entier supérieur ou égal à 2, et le vecteur
(ηx, ηy, ηz) appartient à l’intérieur τ01 du cône τ1 ;
Cas 3). l’entier n est égal à 2k − 1, où k est un entier supérieur ou égal à 2, et le vecteur
(ηx, ηy, ηz) appartient à l’intérieur τ02 du cône τ2.
Dans chaque cas ci-dessus, on va obtenir une contradiction, ce qui achève la preuve du Théo-
rème.
Cas 1). On suppose que (ηx, ηy, ηz) ∈ τ03 . Dans ce cas, on a ηz = 2 et ηx = ηy+1. Au moyen
de la Relation (4), on obtient la relation suivante :
χ2 + ϕ2ψ = −t2(n−2−ηy)ψn−1.
On remarque que n− 2− ηy > 0, car le vecteur (ηx, ηy, ηz) appartient à l’intérieur du cône τ3.
D’après les Propositions 4.1 et 4.3, on a µz ≤ 2. Par conséquent, µz−ηz = 0, ce qui implique
que la série formelle ψ est inversible (voir la proposition 2.15).
Comme ψ est inversible et K algébriquement clos, il existe une série formelle inversible ψ0
tel que ψ = −ψ20, d’où
(χ+ ψ0ϕ)(χ − ψ0ϕ) = (-1)
nt2(n−2−ηy)ψ
2(n−1)
0 .
Par conséquent, t divise χ et ϕ ou χ et ϕ sont inversibles. Ce sont des contradictions.
Cas 2). On suppose que n = 2k, où k est un entier supérieur ou égal à 2 et (ηx, ηy, ηz) ∈ τ01 .
Comme (ηx, ηy, ηz) appartient à τ01 et n = 2k, le vecteur (ηx, ηy, ηz) satisfait les relations
suivantes :
(k − 1)ηz = ηy et 2ηx > (2k − 1)ηz .
Comme 1 ≤ ηx ≤ µx ≤ 2k − 1 (voir les Propositions 4.1 et 4.3), on obtient que ηz = 1,
ηy = 2k− 1 et ηx ≥ k. On a donc µz = 2. En effet, si µz = 1, alors (µx, µy, µz) = (k, k− 1, 1).
D’après la Proposition 2.15, les séries formelles χ, ϕ et ψ sont inversibles, ce qui est une
contradiction, car on a supposé que parmi ces séries formelles il y en a au moins une qui n’est
pas inversible.
Au moyen de la Relation (4), on obtient la relation suivante :
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t2ηx+1−nχ2 + ϕ2ψ = −ψn−1.
On remarque que ψ est irréductible car νvψ = µz − ηz = 1 (voir la Proposition 2.15 et le
Corollaire 4.5) Au moyen de la relation ci-dessus, on obtient que χ = χ0ψk et ϕ = ϕ0ψk−1,
où χ0 et ϕ0 sont deux séries formelles qui satisfont la relation suivante :
t2ηx+1−nχ20ψ + ϕ
2
0 = −1.
Comme νvψ = 1, on obtient que νvχ = νvχ0ψk = νvχ0+k . Comme µx ≤ 2k−1 et ηx ≥ k,
on a νvχ = µx − ηx ≤ k − 1 (voir la Proposition 2.15). Par conséquent, on a νvχ0 ≤ −1, ce
qui est une contradiction.
La preuve du Cas 3) est analogue à celle du Cas 2).
Cas 3). On suppose que n = 2k−1, où k est un entier supérieur ou égal à 2 et (ηx, ηy, ηz) ∈
τ02 .
Comme (ηx, ηy, ηz) appartient à τ02 et n = 2k−1, le vecteur (ηx, ηy, ηz) satisfait les relations
suivantes :
(k − 1)ηz = ηx et 2ηy > (2k − 3)ηz .
Comme 1 ≤ ηy ≤ µy ≤ 2k−3 (voir les Propositions 4.1 et 4.3), on obtient que ηz = 1, ηx = k−1
et ηy ≥ k − 1. On a donc µz = 2. En effet, si µz = 1, alors (µx, µy, µz) = (k − 1, k − 1, 1).
D’après la Proposition 2.15, les séries formelles χ, ϕ et ψ sont inversibles, ce qui est une
contradiction car on a supposé que parmi ces séries formelles il y en a au moins une qui n’est
pas inversible.
Au moyen de la Relation (4), on obtient la relation suivante :
χ2 + t2ηy+2−nϕ2ψ = −ψn−1.
On remarque que ψ est irréductible car νvψ = µz − ηz = 1 (voir la Proposition 2.15 et le
Corollaire 4.5) Au moyen de la relation ci-dessus, on obtient que χ = χ0ψk−1 et ϕ = ϕ0ψk−1,
où χ0 et ϕ0 sont deux séries formelles qui satisfont la relation suivante :
χ20 + t
2ηy+2−nϕ20ψ = −1.
Comme νvψ = 1, on obtient que νvϕ = νvϕ0ψk−1 = νvϕ0 + k − 1 . Comme µy ≤ 2k − 3
et ηy ≥ k − 1, on a νvϕ = µy − ηy ≤ k − 2 (voir la Proposition 2.15). Par conséquent, on a
νvϕ0 ≤ −1, ce qui est une contradiction.
Dans le trois cas précédent, on a obtenu une contradiction, d’où le théorème. 
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