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Abstract
We consider a quantum system in contact with a heat bath consisting in an infinite
chain of identical sub-systems at thermal equilibrium at inverse temperature β. The time
evolution is discrete and such that over each time step of duration τ , the reference system
is coupled to one new element of the chain only, by means of an interaction of strength λ.
We consider three asymptotic regimes of the parameters λ and τ for which the effective
evolution of observables on the small system becomes continuous over suitable macroscopic
time scales T and whose generator can be computed: the weak coupling limit regime
λ → 0, τ = 1, the regime τ → 0, λ2τ → 0 and the critical case λ2τ = 1, τ → 0. The
first two regimes are perturbative in nature and the effective generators they determine is
such that a non-trivial invariant sub-algebra of observables naturally emerges. The third
asymptotic regime goes beyond the perturbative regime and provides an effective dynam-
ics governed by a general Lindblad generator naturally constructed from the interaction
Hamiltonian. Conversely, this result shows that one can attach to any Lindblad generator
a repeated quantum interactions model whose asymptotic effective evolution is generated
by this Lindblad operator.
1 Introduction
This paper is concerned with the study of the weak coupling limit, and variations thereof,
of open quantum systems consisting in a small quantum system defined by a Hamiltonian
h0 on a Hilbert space H0 coupled to a field or heat bath modelled by an infinite chain of
identical independent n+1-level sub-systems on ⊗N∗H, with n finite. The coupling between
the distinguished system and the chain is provided by a discrete sequence of interactions
of the small system with one individual sub-system of the chain, in the following way: if
τ > 0 is a microscopic time scale, over a macroscopic time interval ]0, kτ ], k ∈ N∗, the small
system is coupled with elements 1, 2, ..., k of the chain, in sequence, for the same time τ
and with the same interaction of strength λ. The interactions we consider are of the linear
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minimal coupling type
∑n
j=0 V
∗
j ⊗ aj + Vj ⊗ a∗j , where the a∗j ’s and aj ’s are creation and
annihilation operators relative to the levels of the sub-system and the Vj’s are arbitrary
operators on H0. Such models of repeated quantum interactions are used in physics, e.g.
in quantum optics, in the theory of quantum measurement or in decoherence. The lack of
coupling, and thus of coherence, between the elements of the chain allows to expect that an
effective continuous dissipative dynamics for pure states or observables on the small system
of the form etΓ should emerge when the number k of discrete interactions goes to infinity
and the coupling λ with the chain elements is weak, in the familiar weak coupling regime.
Recall that this corresponds to choosing t ∈ R and considering N ∋ k = t/λ2 so that the
macroscopic time scale equals T = τt/λ2. When τ is fixed and λ → 0, both k and T go
to infinity as 1/λ2. Moreover, in the setting adopted here, we have another parameter at
hand which is the microscopic interaction time τ of the small system with each individual
element of the chain. It allows us to explore different asymptotic regimes, as τ goes to zero
as well, which characterizes the continuous limit, over suitable macroscopic time scales T .
One goal of this paper is to establish the existence of effective continuous Markovian
dynamics in weak and/or continuous limits defining three asymptotic regimes. We consider
successively the effective Schro¨dinger evolution on the small system at zero temperature
and, when the chain is at equilibrium at zero or positive temperature, the Heisenberg
evolution of observables on the small system. While the existence of an effective dynamics
obtained by a weak limit procedure (τ = 1) is proven for a large class of time-independent
Hamiltonian systems, as well as in certain time-dependent situations, see e.g. [D1], [D2],
[DS], [LS], [DJ], this question is not addressed in the literature for the case under study.
Note also that a Hamiltonian formulation of our system necessarily involves a piecewise
constant time-dependent generator. The analysis relies on the following property of the
model, which is inherent to its definition. The effective dynamics on the small system of
pure states or of observables from time 0 to time kτ is shown to be given by the k th
power of a linear operator, which depends on the parameters λ and τ . This expresses the
Markov property in a discrete setting.
The first part of the paper is devoted to the usual weak limit regime λ → 0, τ fixed
and T = tτ/λ2 →∞, 0 < t finite. We show the existence an effective dynamics driven by
a τ dependent generator which we determine. This first result is obtained by adapting the
arguments developed in the study of the weak coupling regime for stationary Hamiltonians
to our discrete quantum dynamics framework. The method is then extended to accommo-
date the whole range τ → 0, λ2τ → 0 over macroscopic time scales T = t/(τλ2) → ∞,
which defines our second regime. This gives rise to an effective dynamics driven by a τ
independent generator we compute as well and to which we come back below. The analysis
of these first two regimes is strongly related to regular perturbation theory in the param-
eter λ2τ and we refer to these regimes as perturbative regimes. Technically, the study of
the second regime relies on an asymptotic analysis in the two parameters λ and τ of the
discrete evolution of our system. The divergence of the macroscopic time scale imposes, as
usual, some renormalization of the dynamics by the restriction of the uncoupled dynamics.
Finally, note that in the second regime, the interaction strength λ is not required to go
to zero and can even diverge. The common feature of the generators of the dynamics of
observables obtained in these two regimes is that they commute with the generator i[h0, ·]
of the uncoupled unitary evolution restricted to H0. In other words, the corresponding
effective dynamics admits the commutant of h0 as a non trivial invariant sub-algebra of
observables. This property is well known in the weak coupling regime for time-independent
Hamiltonians, [D2], [LS], [DJ].
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Our primary motivation actually comes from the recent paper [AP] where such repeated
interactions models are shown to converge in some subtle limiting procedure to open quan-
tum systems with a heat bath consisting in continuous fields of quantum noises, at zero
temperature. These limiting systems give rise in a natural and spontaneous way to effec-
tive dynamics on the Hilbert space H0 of the small system governed by quantum Langevin
equations. The above mentioned limit involves at the same time the time scale τ , the
strength of interaction λ as well as a notion of spacing between the sub-systems forming
the chain in an intricate way. While reminiscent of weak coupling methods in spirit, the
limiting procedure of [AP] is nevertheless distinct from the weak coupling limit. Indeed,
while τ → 0, the product λ2τ is kept constant in [AP], which leads us beyond the perturba-
tive regime. Another goal of the present work is to consider as our third regime the critical
scaling λ2τ = 1 in our repeated quantum interactions model and to derive an effective
evolution of observables for a chain at inverse temperature β. The relevant macroscopic
time scale in this regime is T = t/(λ2τ) = t, which is finite.
With this scaling, we show that an effective Heisenberg dynamics for observables on
H0 emerges at any temperature. It is generated by a general Lindblad operator whose
dissipative part is explicitly constructed in terms of the Vj ’s defining the coupling in the
Hamiltonian, whereas its conservative part is simply i[h0, ·]. At zero temperature, we
recover the effective Heisenberg dynamics of observables on H0 of [AP] obtained by means
of quantum noises. At positive temperature, our generator coincides with a construction
proposed in [LM] for certain models using an a priori modelization of the heat bath by some
thermal quantum noises, generalizing those used at zero temperature. For any temperature,
the effective dynamics is distinct from that obtained in the previous two perturbative
regimes. In particular, the generator obtained does not commute with i[h0, ·] anymore,
the generator of the uncoupled evolution restricted to H0. Hence, there is no obvious sub-
algebra of observables left invariant by the effective dynamics of observables. The analysis
of this critical case makes use of Chernoff’s Theorem, rather than perturbative methods.
Let us compare the generator of the effective dynamics of observables obtained in the
regime τ → 0, τλ2 → 0, and the general Lindblad operator obtained as τ → 0 with τλ2 = 1.
In the former case, the generator is obtained from the dissipative part of the Lindblad
operator of the latter case by retaining its diagonal terms only with respect to the spectral
decomposition of the uncoupled evolution restricted to H0. Or, in an equivalent way, by
performing a time average of the Lindblad operator with respect to the uncoupled evolution
restricted to H0. This defines the so-called # operation that makes the commutant of h0
invariant under the effective dynamics in the regime τ → 0, τλ2 → 0 (and in the weak
coupling regime as well). Our results show that the # operation is present as long as
λ2τ → 0, whereas it disappears in the critical regime τλ2. In other words, in the regime
τ → 0, τλ2 → 0, a non-trivial distinguished invariant sub-algebra of observables exists,
whereas in the critical case τ → 0, τλ2 = 1, there is a priori no sub-algebra left invariant
by the effective dynamics, since its generator takes the form of a generic Lindblad operator.
We finally note here that from a practical point of view, the modelization of the dy-
namics of observables (or states) of a small system in contact with a reservoir at a certain
temperature often starts with a choice of a certain Lindblad generator suited to the physical
phenomena to be discussed. Our analysis allows to assign to any Lindblad generator a sim-
ple model of repeated quantum interactions, with explicit couplings constructed from the
Lindblad generator, whose effective dynamics in the limit τ → 0, λ = 1/√τ , is generated
by the chosen Lindblad operator.
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The paper is organized as follows. The general setup and definition of the model are
provided in the next section. Section 3 is devoted to the analysis of the weak limit of the
model at zero temperature, in the Schro¨dinger picture. Our main results in this setup are
expressed as Corollary 3.2 for the weak coupling regime and Corollary 3.3 for the regime
λ2τ → 0, τ → 0. This section also contains the technical basis underlying our perturbative
analysese in both the Schro¨dinger and Heisenberg pictures. The main technical result,
of independent interest, is actually valid in a Banach space framework and is stated as
Theorem 3.1. The positive temperature case, in the Heisenberg picture is dealt with in
Section 4. The generators of the effective dynamics of observables in the two perturbative
regimes are given in Theorem 4.1 and Corollary 4.1. The analysis of the critical regime
λ2τ = 1 is presented in Section 5, for both the Schro¨dinger and Heisenberg pictures. Section
6 is devoted to a thorough analysis of the first non-trivial case where both the small system
and the elements of the chain consist in two-level systems.
2 A Repeated Interaction Model
Consider the following setup to start with. Our small system, described by the Hilbert
space H0 of dimension d + 1 > 1 and a self-adjoint Hamiltonian h0, interacts with an
infinite chain of identical finite dimensional sub-systems modelling a field or heat bath,
by means of a time dependent Hamiltonian. The total Hilbert space is H0 ⊗ H, where
H = ⊗j≥1Cn+1, n ≥ 1. We will call the jth Hilbert space Cn+1j ≡ Cn+1, the Hilbert space
at site j, j = 1, 2, · · · and, following the usage when n = 1, we will call the subsystem at site
j the spin at site j. We adopt the following convenient notations used in [AP]. The vacuum
Ω ∈ H is defined as the infinite tensor product of the vacuum vector ω = (0 · · · 0 1 )T
in Cn+1,
Ω = ω ⊗ ω ⊗ ω ⊗ · · · ∈ Cn+1 ⊗ Cn+1 ⊗ Cn+1 ⊗ · · · . (2.1)
Denoting the ith excited vectors xi = ( 0 · · · 0 1 0 · · · 0 )T , where the 1 sits at the
ith line, starting from the bottom, i = 1, 2, · · · , d, the corresponding excited state at site
j ≥ 1 is given by
xi(j) = ω ⊗ · · · ⊗ ω ⊗ xi ⊗ ω ⊗ · · · , (2.2)
where xi sits at site j ≥ 1. More generally, given a finite set
S = {(k1, i1), (k2, i2), · · · , (km, im)} ⊂ (N∗×{1, 2, · · · , d})m with all kj ’s distinct, (2.3)
we define XS as the vector given by an infinite tensor product as above, with ijth excited
vectors xij (kj) at all sites kj ≥ 1, j = 1, · · · ,m, and ground state vectors ω everywhere
else. This construction together with the vacuum Ω ≡ X∅ yield an orthonormal basis of
H, when S runs over all finite sets of the type above.
Let us introduce creation and annihilation operators associated with the vectors xi(j).
Let ai and a
∗
i , i = 1, 2, · · · , n, denote the operators corresponding to {ω, x1, · · · , xn} in
C
n+1, i.e. such that
aixi = ω, aiω = aixj = 0, if j 6= i,
a∗iω = xi, a
∗
i xj = 0 for any j = 1, 2, · · · , n. (2.4)
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Note that these operators do not coincide with the familiar creation and annihiliation,
however, for i fixed, they satisfy the anti-commutation rules when restricted to the two di-
mensional subspace < ω, xi > and are zero on the orthogonal complement of this subspace.
Then, for j ≥ 1, the operators ai(j) and ai(j)∗ on H are defined as acting as ai and a∗i on
the jth copy of Cn+1 at site j, and as the identity everywhere else. Therefore, when acting
on different copies of Cn+1, these operators commute. In keeping with the notations for
the reservoir, we introduce a basis of eigenvectors of h0 for H0 of the form
{ω, x1, x2, · · · , xd}, where d = dim(H0)− 1. (2.5)
Note that d 6= n in general, but we shall nevertheless use sometimes the notation ω(0) and
{xi(0)}i=1,2,···,d to denote these vectors. No confusion should arise with vectors of H above,
since we labelled the sites of the spins by positive integers. In some cases, H0 will be an
infinite dimensional separable Hilbert space, which corresponds formally to d =∞.
Our formal time dependent Hamiltonian H(t, λ) on H0 ⊗H has the form
H(t, λ) = H0 +HF + λHI(t), (2.6)
where
H0 = h0 ⊗ I, HF =
∞∑
j=1
n∑
i=1
I⊗ δiai(j)∗ai(j), with δi ∈ R, (2.7)
and, for t ∈ [τ(k − 1), τk[,
HI(t) =
n∑
i=1
V ∗i ⊗ ai(k) + Vi ⊗ ai(k)∗ ≡ I(k), (2.8)
where the Vi’s and h0 are bounded operators on H0, in case H0 is a separable infinite
dimensional Hilbert space. These operators describe the interaction between the small
system with the different levels of energy δi of the spin at site k, during the time interval
]τ(k−1), τk] of length τ . The form of HF makes it an unbounded operator, but, as we will
see in the sequel, we will only make use of the unitary evolution it generates and, moreover,
it will always be sufficient to work with subspaces containing finitely many excited states
only.
In order to make the notations more compact, we introduce vectors with operator valued
entries that allow to get rid of the indices i = 1, · · · , n. Let
a(j)♯ = ( a1(j)
♯ a2(j)
♯ · · · an(j)♯ )T (2.9)
V ♯ = (V ♯1 V
♯
2 · · · V ♯n ) (2.10)
where ♯ denotes either nothing or ∗. Then, using the rules of matrix composition, we can
write
V ♯1 ⊗ a(j)♯2 =
n∑
i=1
V ♯1i ⊗ a♯2i (j), (2.11)
so that we can rewrite the interaction Hamiltonian for t ∈]τ(k − 1), τk] as
I(k) = V ∗ ⊗ a(k) + V ⊗ a(k)∗. (2.12)
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Similarly, with
a(j)♯a(j) = ( a1(j)
♯a1(j) a2(j)
♯a2(j) · · · an(j)♯an(j) )T (2.13)
δ = ( δ1 δ2 · · · δn ) , (2.14)
we can write
HF = I⊗
∑
j≥1
δa(j)∗a(j). (2.15)
We will denote the corresponding evolution operator between the time τ(k− 1) and τk
by Uk, so that
Uk = e
−iτ(H0+HF+λI(k)), (2.16)
and the evolution from 0 to τn is given by
U(n, 0) = UnUn−1 · · ·Uk · · ·U1. (2.17)
Although not explicited in the notation, the operator U(n, 0) depends on λ and τ .
We will first be interested in the weak coupling limit of this evolution operator charac-
terized by the familiar scaling
n = t/λ2 , λ→ 0 and τ fixed. (2.18)
Hence, the macroscopic time scale T is given by
T = τn = τt/λ2 →∞. (2.19)
Note, however, that in contrast with the usual set up, we have here a non-smooth time
dependent Hamiltonian H(t, λ).
Remarks:
i) In order not to bury the main points of our analysis under technical subtleties, we have
chosen to work in a simple framework where all relevant operators are bounded or matrix
valued. Nevertheless, some of our results below hold if we consider our heat bath to live
in a tensor product of infinite dimensional separable Hilbert spaces and make further as-
sumptions so that the field Hamiltonian and interaction are bounded.
ii) In some cases we shall allow H0 to be a separable Hilbert space. This will be explicitly
stated in the hypotheses. Otherwise, we will work on the model defined above, under the
general assumption
H0: The Hamiltonian is defined on the Hilbert space H0 ⊗ H, where H0 = Cd+1,
H = ⊗j≥1Cn+1, for d, n finite, and is given by (2.6), (2.7), (2.8). The evolution it generates
is given by (2.17) and (2.16).
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3 Weak limit of the Schro¨dinger representation at
zero temperature
As a warm up, and in order to derive some preliminary estimates, we prove here the exis-
tence of the weak limit for our model at zero temperature in the Schro¨dinger picture, and
compute this limit. We first prove a key lemma that reduces the computation of the pro-
jected part of the evolution U(n, 0) (2.17) to the n th power of a single matrix. Then we
perform a general analysis of large powers of operators based on perturbative expansions
which appear in the computations of weak limits. These technical results are expressed in
Proposition 3.2 and Theorem 3.1 under different sets of hypotheses. Their applications to
our model are given in Corollaries 3.2 and 3.3.
3.1 Markov Properties
Let P be the projection from H0 ⊗H to the subspace H0 ⊗ CΩ defined by
P = I⊗ |Ω〉〈Ω|. (3.1)
The object of interest to us in this Section will thus be the limit
lim
λ→0
P (U(t/λ2, 0))P, (3.2)
as an operator from P H0 ⊗H to P H0 ⊗H, identified with H0, the Hilbert space of the
small system.
Note that
Uj = e
−iτHˆje−iτH˜j , (3.3)
with
H˜j = h0 ⊗ I+ I⊗ δa(j)∗a(j) + λ(V ∗ ⊗ a(j) + V ⊗ a(j)∗)
Ĥj = I⊗
∑
k 6=j
δa(k)∗a(k), (3.4)
two operators that commute.
We observe the following property of products of operators Uk, which shows the Marko-
vian nature of the reduced evolution.
Lemma 3.1 Let us write the restriction of Uj to H0⊗Cn+1j as a block matrix with respect
to the ordered basis of H0 ⊗ Cn+1j
{ω ⊗ ω, x1 ⊗ ω, · · · , xd ⊗ ω,
ω ⊗ x1, x1 ⊗ x1, · · · xd ⊗ x1,
...
ω ⊗ xn, x1 ⊗ xn, · · · xd ⊗ xn}
(3.5)
as
Uj |H0⊗Cn+1j =
(
A B
C D
)
, (3.6)
where A is a (d+ 1)× (d+ 1) matrix, B is (d+ 1)× n(d+ 1), C is (d+ 1)n× (d+ 1) and
D is n(d+ 1)× n(d+ 1). Then, for any m ≥ 0,
PU(m, 0)P = Am ⊗ |Ω〉〈Ω| ≃ Am. (3.7)
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Proof: Follows from the fact that
Uj(I⊗ |Ω〉〈Ω|) = e−iτH˜j (I⊗ |Ω〉〈Ω|) (3.8)
where, if H0 ∋ v = v0ω(0) +
∑d
i=1 vixi(0) ≃ ~v,
e−iτH˜jv ⊗ Ω = A~v ⊗ Ω+
n+1∑
i=1
(C~v)i ⊗ xi(j), (3.9)
where (~w)i denotes the i’th component of the vector ~w. Hence, due to the fact that different
Uj’s act on different C
n+1
j ’s,
UmUm−1 · · ·U1 v ⊗ Ω = Am~v ⊗ Ω+
m(d+1)∑
i=1
~wi ⊗XSi , (3.10)
where ~wi are some vector in C
d+1 and the excited sets Si are never empty. Therefore their
contribution vanishes in the computation
(I⊗ |Ω〉〈Ω|)UmUm−1 · · ·U1 v ⊗ Ω = Am~v ⊗ |Ω〉〈Ω|. (3.11)
As is easy to check along the same lines, in case H0 is infinite dimensional, we can
generalize the above Lemma as follows.
Lemma 3.2 Let H0 be a separable Hilbert space and h0, Vj , j = 1, · · · , n be bounded on
H0. We set
Pj = |xj〉〈xj | : Cn+1 7→ Cn+1, j = 1, · · · , n, P0 = |ω〉〈ω| and Q0 = I− P0, (3.12)
so that
H0 ⊗ Cn+1 = (H0 ⊗ P0Cn+1) ⊕ (H0 ⊗Q0Cn+1) ≃ (H0 ⊗ C) ⊕ (H0 ⊗ Cn). (3.13)
We can decompose
Uj |H0⊗Cn+1j =
(
A B
C D
)
, (3.14)
where A : H0 7→ H0, B : H0 ⊗Cn 7→ H0, C : H0 7→ H0 ⊗Cn and D : H0 ⊗Cn 7→ H0 ⊗Cn.
Then, for any m ≥ 1,
PU(m, 0)P = Am ⊗ |Ω〉〈Ω| ≃ Am. (3.15)
The above Lemmas thus lead us to consider a reduced problem on H0. We need to
compute the matrix A in the decomposition (3.6) of e−iτ(h0+δa∗a+λ(V ∗a+V a∗)), where we
dropped the indices j, the I and the ⊗ symbol in the notation. Recall however that a
summation over the excited states of HF is implicit in the notation.
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3.2 Preliminary Estimates
In order to apply perturbation theory as λ → 0 and, later on, in other regimes involving
τ → 0 as well, we derive below estimates to be used throughout the paper.
We rewrite the generator as
H(λ) = H(0) + λW, with H(0) = h0 + δa
∗a and W = V ∗a+ V a∗. (3.16)
With a slight abuse of notations, the projector P takes the form
P = I− a∗a. (3.17)
We can slightly generalize the setup and work under the following hypothesis:
H1:
Let P be a projector on a Banach space B and H(λ) be an operator in of the form
H(λ) = H(0) + λW, (3.18)
where H(0) and W are bounded and 0 ≤ λ ≤ λ0 for some λ0 > 0. Further assume that
[P,H(0)] = 0 and W = PWQ+QWP where Q = I− P. (3.19)
We consider
Uτ (λ) = e
−iτH(λ). (3.20)
For later purposes, we also take care of the dependence in τ of the error terms. As this
parameter will eventually tend to zero in some applications to come below, we consider the
error terms as both λ and τ tend to zero, independently of each other. We have a first easy
perturbative result
Lemma 3.3 Let H1 be true. Then, as λ and τ go to zero,
e−iτ(H(0)+λW ) = e−iτH(0) + λF (τ) + λ2G(τ) +O(λ3τ3) (3.21)
Pe−iτ(H(0)+λW )P = Pe−iτH(0)P + λ2PG(τ)P + PO(λ4τ4)P, (3.22)
where
F (τ) =
∑
n≥1
(−iτ)n
n!
∑
mj∈N
m1+m2=n−1
H(0)m1WH(0)m2
= −ie−iτH(0)
∫ τ
0
ds1e
is1H(0)We−is1H(0) (3.23)
G(τ) =
∑
n≥2
(−iτ)n
n!
∑
mj∈N
m1+m2+m3=n−2
H(0)m1WH(0)m2WH(0)m3
= −e−iτH(0)
∫ τ
0
ds1
∫ s1
0
ds2e
is1H(0)We−i(s1−s2)H(0)We−is2H(0). (3.24)
Moreover
d
dτ
G(τ) = −iH(0)G(τ) − iWF (τ), G(0) = 0 (3.25)
F (−τ) = −eiτH(0)F (τ)eiτH(0) (3.26)
G(−τ) = −eiτH(0)G(τ)eiτH(0) + eiτH(0)F (τ)eiτH(0)F (τ)eiτH(0). (3.27)
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Remark: Formula (3.21) is true without assuming that W is off-diagonal with respect to
P and Q.
Proof: First note that Uτ (λ) = e
−iτH(λ) is analytic in both variables λ and τ in C2. Then,
we compute the exponential of −iτ times H(λ) as a convergent series. Consider terms of
the form
(H(0) + λW )n = H(0)n + λ
n−1∑
k=0
H(0)kWH(0)n−1−k
+ λ2
∑
mj∈N
m1+m2+m3=n−2
H(0)m1WH(0)m2WH(0)m3 +O(λ3Cn). (3.28)
The error term in Cn comes from the boundedness of the operators involved. Multiplication
by (−iτ)n/n! and summation over n ≥ 0 yields the first result with our definition of F (τ)
and G(τ). The second result follows from taking into account that PWP = QWQ = 0,
hence only the terms with an even number of W ’s survive and we get
P
(H(0) + λW )n
n!
P = (3.29)
P
H(0)nn! + λ2 ∑
mj∈N
m1+m2+m3=n−2
H(0)m1WH(0)m2WH(0)m3
n!
+O(λ4Cn/n!)
P.
The overall error in τ4λ4 comes from the fact that it takes at least four terms in (3.28) to
get a contribution of order λ4. The computation above was conducted to order λ2 because
of the scaling (2.18). The order λ term F (τ) doesn’t contribute, being off diagonal with
respect to P .
An alternative derivation of a perturbation series of e−iτ(H(0)+λW ) in λ yields the other
expressions for F (τ) and G(τ). It is obtained via Dyson series in the familiar interaction
picture. We have the identity
i
d
dτ
e−iτ(H(0)+λW ) = (H(0) + λW )e−iτ(H(0)+λW ), e−iτ(H(0)+λW )
∣∣∣
τ=0
= I. (3.30)
Introducing
Θ(λ, τ) = eiτH(0)e−iτ(H(0)+λW ), (3.31)
this operator satisfies
i
d
dτ
Θ(λ, τ) = λeiτH(0)We−iτH(0)Θ(λ, τ), Θ(λ, τ)|τ=0 = I. (3.32)
Hence we have the convergent expansion
Θ(λ, τ) =
∞∑
n=0
(−iλ)n
∫ τ
0
ds1
∫ s1
0
ds2 · · ·
∫ sn−1
0
dsne
is1H(0)W ×
×e−i(s1−s2)H(0)We−i(s2−s3)H(0) · · · e−isn−1−sn)H(0)We−isnH(0). (3.33)
Therefore, focusing on the terms of order λ and λ2, we get the alternative expressions for
F (τ) and G(τ).
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The differential equation yielding G(τ) as a function of F (τ) follows from explicit com-
putations on the expressions above, as the identities for τ 7→ −τ .
Let us give some more properties of the expansion of Uτ (λ) for λ > 0 small, τ > 0 in
the Hilbert space context that will be used later on.
Corollary 3.1 Assume B is a Hilbert space, H(0), W and P are self-adjoint and λ, τ are
real. As λ→ 0, the operator Uτ (λ) = e−iτH(λ) satisfies
Uτ (λ) = e
−iτH(0) + λF (τ) + λ2G(τ) +O(λ3τ3) (3.34)
Uτ (λ)
−1 = Uτ (λ)∗ = U−τ (λ)
= eiτH(0) + λF (−τ) + λ2G(−τ) +O(λ3τ3) (3.35)
with the identities for all τ ∈ R
F (−τ) = F ∗(τ) (3.36)
G(−τ) = G∗(τ). (3.37)
Proof: Follows from the fact that H(λ) is self-adjoint.
3.3 Weak Limit Results
The technical basis underlying all our weak limit results is contained in the next two
Lemmas and the Proposition following them. They are stated in a general framework that
will suit both our analysese of the Schro¨dinger and Heisenberg representations. This is
why we use independ notations.
Lemma 3.4 Let V (x), x ∈ [0, x0), and R be bounded linear operators on a Banach space
B such that, in the operator norm, V (x) = V (0) + xR + O(x2), and V (0) is an isometry
which admits the following spectral decomposition
V (0) =
r∑
j=0
e−iEjPj where r <∞, Ej ∈ R, {e−iEj}j=0,···,r distinct. (3.38)
Let h =
∑r
j=0EjPj so that V (0) = e
−ih and
J =
r∑
j,k=0
αjkPjRPk where αjk =
{
Ej−Ek
e−iEj−e−iEk if j 6= k
ieiEj if j = k.
(3.39)
Then, for any 0 ≤ t ≤ t0, where t0 finite, and t/x ∈ N,
‖V (x) tx − e−i(h+xJ)
t
x ‖ = O(x), as x→ 0, s.t. t/x ∈ N. (3.40)
Remarks:
i) Expressing the projectors Pj by Von Neumann’s ergodic theorem as
Pj = lim
N→∞
1
N
N−1∑
n=0
(eiEjV (0))n (3.41)
shows that they are of norm one.
ii) The operator J = J(R,h) is defined as the solution to the equation (3.43). This equation
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is a particular case of i
∫ 1
0 e
ishXe−ish ds = Y which is solved in a similar fashion.
Proof: With m = t/x ∈ N,
V (x)m − e−i(h+xJ)m =
m−1∑
k=0
V (x)k(V (x)− e−i(h+xJ))e−i(h+xtJ)m−1−k (3.42)
where, by hypothesis and Lemma 3.3
V (x)− e−i(h+xJ) = x
(
R+ ie−ih
∫ 1
0
eihsJe−ihs ds
)
+O(x2). (3.43)
Moreover, note also
‖V (x)‖ = 1 +O(x), ‖e−i(h+xJ)‖ = 1 +O(x). (3.44)
Our definition (3.39) of J is designed to make the term of order x in (3.43) vanish. There-
fore, there exists positive constants c0, c1 such that we can estimate for any 0 ≤ t ≤ t0 <∞
‖V (x)m − e−i(h+xJ)m‖ ≤ cx2
m−1∑
k=0
‖V (x)‖k‖e−i(h+xJ)‖m−1−k (3.45)
≤ c0x2m(1 + c0x)m ≤ c0txe
t
x
ln(1+c0x) ≤ xc0t0ec1t0 = O(x).
It will be necessary to control the dependence of such estimates on a parameter τ → 0
later on. This will cause no serious difficulty, since all steps are explicited in the argument.
To achieve sufficient control in τ , we need to revisit the proof of a well known lemma, which
holds under weaker hypothesese than ours, see Davies [D2].
Lemma 3.5 Let e−ih =
∑r
j=0 e
−iEjPj be the isometry (3.38) on the Banach space B and
let K be a bounded operator on B. There exists a constant c depending on r and t0 only,
such that for any t ∈ [0, t0], t0 finite,
‖eith/xe−i tx (h+xK) − e−itK#‖ ≤ cx‖K‖(1 + ‖K‖)e
2‖K‖t0
infj 6=k |Ej − Ek| , as x→ 0, (3.46)
where K# =
∑r
j=0 PjKPj = limT→∞
1
T
∫ T
0 e
ishKe−ish ds.
Remark: The expression of K# as a Cesaro mean is a classical computation which shows
that ‖K#‖ ≤ ‖K‖.
Proof: We follow [D2]. Let f ∈ B and
fx(t) = e
ith/xe−i
t
x
(h+xK)f, f(t) = e−itK
#
f. (3.47)
By the fundamental Theorem of calculus, we can write
i(fx(t)− f(t)) =
∫ t
0
(
eish/xKe−ish/xfx(s)−K#f(s)
)
ds (3.48)
=
∫ t
0
(
eish/xKe−ish/x(fx(s)− f(s)) +
(
eish/xKe−ish/x −K#
)
f(s)
)
ds.
Hence,
‖fx(t)− f(t)‖ ≤ ‖K‖
∫ t
0
‖fx(s)− f(s)‖ ds+ F(x, t0) (3.49)
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where
F(x, t0) = sup
0≤t≤t0
∥∥∥∥∫ t
0
(
eish/xKe−ish/x −K#
)
e−isK
#
f ds
∥∥∥∥ . (3.50)
Now,
eish/xKe−ish/x −K# = eish/x(K −K#)e−ish/x
=
∑
j 6=k
eish/xPjKPke
−ish/x =
∑
j 6=k
eis(Ej−Ek)/xPjKPk, (3.51)
so that we can integrate (3.50) by parts to obtain∫ t
0
(
eish/xKe−ish/x −K#
)
e−isK
#
f ds = (3.52)∑
j 6=k
∫ t
0
x
i(Ej − Ek)
d
ds
eis(Ej−Ek)/xPjKPke−isK
#
f ds =
∑
j 6=k
x
i(Ej − Ek)
eis(Ej−Ek)/xPjKPke−isK
#
f
∣∣∣t
0
+
∑
j 6=k
∫ t
0
x
(Ej − Ek)e
is(Ej−Ek)/xPjKPkK#e−isK
#
f ds.
Hence, using ‖K#‖ ≤ ‖K‖, we can bound (3.52) by∑
j 6=k
x‖K‖(2 + t‖K‖)e‖K‖t
|Ej −Ek|
‖f‖. (3.53)
Thus,
F(x, t0) ≤ max(2, t0)(r2 − r)x(1 + ‖K‖)‖K‖e
‖K‖t0
infj 6=k |Ej − Ek| . (3.54)
At this point we can invoke Gronwall’s Lemma, the above estimate and (3.49) to finish the
proof.
From these two Lemmas, we immediately get the
Proposition 3.1 Let V (x), x ∈ [0, x0) and R be bounded operators on a Banach space B
such that, in the operator norm, V (x) = V (0) + xR + O(x2), where V (0) is an isometry
admitting the spectral decomposition V (0) =
∑r
j=0 e
−iEjPj and let h =
∑r
j=0EjPj . Then,
for any 0 ≤ t ≤ t0, if x→ 0 in such a way that t/x ∈ N,
V (0)−t/xV (x)t/x = ete
ihR
#
+O(x), in norm, (3.55)
where K# =
∑r
j=0 PjKPj, for any K ∈ L(B).
Remarks:
i) The operator in the exponent can be rewritten as
eihR# = eihR# = (eihR)# = (Reih)#. (3.56)
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ii) The hypotheses are made on the isometry V (0), not on the operator h.
We can now derive our first results concerning the weak limit in the Schro¨dinger picture.
We do so in the general setup described in H1. We further assume:
H2:
The restriction HP (0) of H(0) to PB is diagonalizable and reads
HP (0) =
r∑
j=0
EjPj , with dim(Pj) ≤ ∞, r finite . (3.57)
Moreover, the operator Pe−iτH(0) = Pe−iτHP (0) is an isometry on PB.
Note that this implies Pe−iτHP (0) is invertible and
P =
r∑
j=0
Pj , Ej ∈ R ∀j = 0, · · · , r, and Pe−iτH(0) =
r∑
j=0
e−iτEjPj , (3.58)
where the projectors Pj are eigenprojectors of Pe
−iτH(0) iff the e−iτEj ’s are distinct. In
case B is a finite dimensional Hilbert space and H(0) is self adjoint, H2 is automatically
true.
Proposition 3.2 Let H(λ) and P on B satisfy H1 and H2. Further assume τ > 0 is
such that the values are {e−iτEj}rj=0 are distinct. Then, for any 0 ≤ t <∞,
lim
λ→0
t/λ2∈N
eiτtH(0)/λ
2
[
Pe−iτH(λ)P
]t/λ2
= etΓ
w(τ) on PB (3.59)
where
Γw(τ) = eiτH(0)G(τ)# = −
∫ τ
0
ds
∫ s
0
dtWe−it(H(0)−Ej )W
#
, (3.60)
and K# =
∑r
j PjKPj for any K ∈ L(PB).
Remarks:
i) In case some values among {e−iτEj}rj=0 coincide, the result holds whith the Pj ’s replaced
by Πj’s, the spectral projectors of Pe
−iτH(0)|PB.
ii) If, for any j = 0, . . . , r, the reduced resolvents RQ(Ej) = (H(0)−Ej)|−1QB all exist, with
Q = I− P , then
Γw(τ) = −
r∑
j=0
PjWRQ(Ej)
(
RQ(Ej)−RQ(Ej)e−iτ(H(0)−Ej )|QB − iτI
)
WPj(3.61)
iii) If B is a Hilbert space, and H(λ) is self-adjoint with dim Pj = 1, we can express Γw in
yet another way. We write Pj = |ϕj〉〈ϕj | and introduce dµWj (E), j = 0, · · · , r, the spectral
measures of the vectors Wϕj = QWϕj , with respect to H(0)|QB. Then, if ·̂ denotes the
Fourier transform,
Γw(τ) = −
r∑
j=0
∫ τ
0
ds
∫ s
0
dt µ̂Wj (t)e
itEj Pj . (3.62)
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Proof of Proposition 3.2:
As we are to work in PB, we will write AP for PAP etc... Our assumption on τ makes
the eigenvalues of e−iτHP (0) distinct so that the P ′js are eigenprojectors of both HP (0) and
eiτHP (0). Then, Lemma 3.3 shows that V (x) := P (e−iτ(H(0)+
√
xW )P , x = λ2, satisfies the
hypotheses of Proposition 3.1 with h = τHP (0), R = GP (τ) and τ > 0 fixed. Hence the
result, making use of e−iτHP (0) = e−iτH(0)P . The last statement follows from (3.24).
We are now in a position to state the existence of a contraction semi-group on PB
obtained by means of a weak limit for our specific time dependent Hamiltonian model.
The following is a direct application of Proposition 3.2.
Corollary 3.2 Let U(n, 0) be defined on H0 ⊗ H, where H0 is separable, by (2.17, 2.16,
2.6), let P = I ⊗ |Ω〉〈Ω|, and let {Ej}j=0,···,r be the eigenvalues of h0 associated with
eigenprojectors {Pj}j=0,···,r. Assume the values {e−iτEj}j=0,···,r are distinct. Then, for any
fixed 0 ≤ t <∞,
lim
λ→0
t/λ2∈N
[
eiτtH(0)/λ
2
PU(t/λ2, 0)P
]
= etΓ
w(τ) on PB (3.63)
where
Γw(τ) = eiτH(0)G(τ)# = −
∫ τ
0
ds
∫ s
0
dt
r∑
j=0
n∑
m=1
PjV
∗
me
−it(h0+δm−Ej)VmPj (3.64)
generates a contraction semi-group and # corresponds to the set of eigenprojectors {Pj}j=0,···,r.
Remarks:
0) The macroscopic time scale at which we observe the system is T = τt/λ2 →∞.
i) There are cases where Γw(τ) generates a group of isometries.
ii) Again, if the e−iτEj ’s are not distinct, we have to take the spectral projectors of e−iτh0
instead of the Pj ’s in the definition of the operation #.
iii) Note that the effective dynamics commutes with h0, so that no transition between the
eigenspaces of h0 can take place. However, if the e
−iτEj ’s are not distinct, transitions
between different eigenspaces of h0 corresponding to the same eigenvalue of e
−iτh0 are
possible.
iv) In case h0 is non degenerate, r = d and we can write Pj = |xj〉〈xj |, with xj the
eigenvector associated with Ej , and
Γw(τ) = −
d∑
j=0
(
d∑
k=0
n∑
m=1
|〈xk|Vmxj〉|2
∫ τ
0
ds
∫ s
0
dt e−it(Ek−Ej+δm)
)
|xj〉〈xj |, (3.65)
where the double integral equals∫ τ
0
ds
∫ s
0
dt e−itα =
{
τ2/2 α = 0
1
α2
(1− e−iτα)− iατ α 6= 0
(3.66)
Proof of Corollary 3.2:
By Lemma 3.1 above,[
eiτtHP (0)/λ
2
PU(t/λ2, 0)P
]
= eiτtH(0)/λ
2
[
Pe−iτ(H(0)+λW )P
]t/λ2
, (3.67)
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where conditions H1 and H2 are met and Proposition 3.2 applies. The fact that Γw(τ)
generates a contraction semigroup in that case stems from the a priori bound, uniform in
t, τ, λ,
‖eiτtH(0)/λ2PU(t/λ2, 0)P‖ ≤ 1. (3.68)
The expression for Γw(τ) comes from the explicit evaluation of (3.60) in our model.
3.4 Different Time Scales
Looking at the dependence in τ of the result in Corollary 3.2, we observe that we can ob-
tain a different non-trivial effective evolution with our conventional weak limit approach,
provided one further makes the time scale τ → 0 and, at the same time, increases the pa-
rameter t to t/τ2. This yields a macroscopic time scale given by T = t/(τλ2)→∞. We’ll
come back to this point also, when we deal with the Heisenberg evolution of observables.
Using the first expression (3.24), one immediately gets
lim
τ→0
lim
λ→0
t/(τλ)2∈N
[
eiτtH(0)/(τλ)
2
PU(t/(τλ)2, 0)P
]
= lim
τ→0
etΓ
w(τ)/τ2 ≡ etΓ1 , (3.69)
where
Γ1 = Γ0
# =
r∑
j=0
PjΓ0Pj , Γ0 = −1
2
n∑
i=1
ViV
∗
i . (3.70)
Note that under the hypotheses of Corollary 3.2, the spectral projectors of h0 and e
−iτh0
coincide when τ → 0.
This calls for a redefinition of the scaling, right from the beginning of the calculation,
in order to arrive at the same result, without resorting to iterated limits, as above. This is
at this point that we need to consider the dependence in τ of the previous steps.
We state below is our main theorem regarding this issue in the general Banach space
framework under hypotheses H1 and H2. Actually, the application above is a consequence
of the theorem to come. The study at positive temperature in Heisenberg picture of the
forthcoming Sections will rely on this result as well.
Theorem 3.1 Suppose Hypotheses H1 and H2 hold true and further assume the spec-
tral projectors Pj , j = 0, · · · , r, of e−iτHP (0) coincide with those of HP (0) on PB. Set
K# =
∑r
j=0 PjKPj , for K ∈ L(B).
A) Then, for any 0 < t0 <∞, there exists 0 < c <∞ such that for any 0 ≤ t ≤ t0, the
following estimate holds in the limit λ2τ → 0, λ2τ2 → 0, and t/(λτ)2 ∈ N:∥∥∥∥eiH(0)t/(λ2τ) [Pe−iτ(H(0)+λW )P]t/(λτ)2 − et eiτH(0)GP (τ)#/τ2∥∥∥∥ ≤ c(λ2τ2 + λ2τ). (3.71)
B) Then, for any 0 < t0 <∞, there exists 0 < c <∞ such that for any 0 ≤ t ≤ t0, the
following estimate holds in the limit λ2τ → 0, τ → 0, and t/(λτ)2 ∈ N:∥∥∥∥eiH(0)t/(λ2τ) [Pe−iτ(H(0)+λW )P]t/(λτ)2 − e−t(W 2)#/2∥∥∥∥ ≤ c(τ + λ2τ). (3.72)
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Remarks:
0) If τ is small enough, the spectral projectors of e−iτHP (0) and HP (0) on PB coincide.
i) If τ is fixed, part A) of the Theorem coincides with Proposition 3.2 with t˜ := t/τ2 in
place of t.
Proof: We only need to consider the case τ > 0 small, where Remark 0) applies. We
proceed in two steps, using Lemmas 3.4 and 3.5 in sequence. Let x = λ2τ2. The expansions
provided in Lemma 3.3 yield
Pe−iτ(H(0)+λW )P = e−iτHP (0) + xGP (τ)/τ2 +O(x2), (3.73)
with GP (τ)/τ
2 = O(1) and reminder uniform in τ → 0. Hence,
‖Pe−iτ(H(0)+λW )P‖ = 1 +O(x), uniformly in τ. (3.74)
As e−iτHP (0) =
∑r
j e
−iτEjPj , with Pj independent of τ , the operator J(τ) defined in (3.39)
reads
J(τ) =
r∑
j,k=0
Pj
GP (τ)
τ2
Pkαjk(τ), where αjk(τ) =
{
τ(Ej−E−k)
e−iτEj−e−iτEk j 6= k
ieiτEj j = k.
(3.75)
Hence,
αjk(τ) = i+O(τ),
GP (τ)
τ2
= −W
2
P
2
+O(τ) and J(τ) = O(1) as τ → 0.(3.76)
Now, using (3.21) with coupling constant x/τ (and the first remark following Lemma 3.3),
we can write for x/τ small, uniformly in τ ,
e−iτ(HP (0)+
x
τ
J(τ)) = (3.77)
e−iτHP (0) +
x
τ
(
−ie−iτHP (0)
∫ τ
0
e
isHP (0)J(τ)e−isHP (0)ds
)
+O((x/τ)2τ2) =
e−iτHP (0) + x
(
−ie−iτHP (0)
∫ 1
0
e
isτHP (0)J(τ)e−isτHP (0)ds
)
+O(x2),
where the operator in the bracket above is O(1) as τ → 0. Hence
‖e−iτ(HP (0)+xτ J(τ))‖ = 1 +O(x), uniformly in τ. (3.78)
Thus, we apply Lemma 3.4, to get∥∥∥∥[Pe−iτ(H(0)+λW )P] tx − e−i tx (τHP (0)+xJ(τ))∥∥∥∥ = O(x2), (3.79)
as x→ 0, and xτ → 0, with a remainder uniform in τ .
We now turn to the second step. We can write
e−i
t
x
(τHP (0)+xJ(τ)) = e−i
t
λ2τ
(HP (0)+λ
2τJ(τ)) ≡ e−i ty (HP (0)+yJ(τ)) with y = λ2τ. (3.80)
Therefore, by Lemma 3.5 and the last statment of (3.76),
ei
t
y
HP (0)e−i
t
y
(HP (0)+yJ(τ)) − e−itJ#(τ)) = O(y), (3.81)
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uniformly in τ . Hence, for any given t0, we get the existence of a constant 0 < c < ∞,
uniform in τ , such that for all 0 < t ≤ t0 <∞,∥∥∥∥ei tλ2τHP (0) [Pe−iτ(H(0)+λW )P] t(λτ)2 − e−itJ#(τ))∥∥∥∥ ≤ c(λ2τ + λ2τ2), (3.82)
as λ2τ and λ2τ2 go to zero in such a way that t/(λτ)2 ∈ N, which is part A) of the Theorem.
Part B) follows from the first statements in (3.76) and of the fact that the projectors Pj ’s
are independent of t.
As a direct Corollary, we get,
Corollary 3.3 Let U(n, 0) be defined on H0 ⊗H, H0 a separable Hilbert space, by (2.17,
2.16, 2.6), let P = I⊗ |Ω〉〈Ω|, and let {Ej}j=0,···,r be the eigenvalues of h0 associated with
eigenprojectors {Pj}j=0,···,r. Then, for any 0 ≤ t ≤ t0,
lim
τ→0,λ2τ→0
t/(τλ)2∈N
[
eiτtH(0)/(τλ)
2
PU(t/(τλ)2, 0)P
]
= etΓ
#
0 , (3.83)
where Γ0
# =
∑r
j=0 PjΓ0Pj, and Γ0 = −12
∑n
i=1 ViV
∗
i .
4 Heisenberg representation for non-zero temper-
ature
From now on, we stick to our model Hamiltonian characterized by hypothesis H0. We first
express the evolution at positive temperature of observables B of the small system (4.4)
after k repeated interactions as the action of the k-th power of an operator Uβ(λ, τ) on H0.
This reflects the Markovian nature of our model.
This is done in Proposition 4.1. This allows us to apply Theorem 3.1 again to compute
the weak limit in Theorem 4.1. Let us mention here already that we perform a complete
analysis of the special case where both the small system and the individual spins of the
chain live in C2 in the last Section of the paper.
Let us define the equilibrium state ω(β)N of a chain of N spins at inverse temperature
β by a tensor product of individual diagonal density matrices of the form
r(β) =
1
1 +
∑n
j=1 e
−βδj

1 0 · · · 0
0 e−βδ1 · · · 0
...
. . .
...
0 · · · 0 e−βδn
 = e−βδa∗aZ(β) , (4.1)
in the basis {ω, x1, · · · , xn} of Cn+1j , i.e.
ω(β)N = r(β)⊗ r(β)⊗ · · · ⊗ r(β). (4.2)
The individual density matrices r(β) are defined by Gibbs prescription for the Hamil-
tonians at each site
n∑
i=1
δia
∗
i ai (4.3)
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corresponding to our model (2.7)
Our spin chain is of finite lengthN , but, as we will see below, only the first k spins matter
to study the time evolution up to time k. This will allow us to take the thermodynamical
limit by hand. If ρ is any state on Cd+1, the initial state of the small system plus spin
chain is ρ ⊗ ω(β)N . We shall study the Heisenberg evolution of observables of the form
B ⊗ IH, where B ∈Md+1(C), defined by
Bβ(k, λ, τ) = TrH((I ⊗ ωN(β)) U(k, 0)−1(B ⊗ IH)U(k, 0)), (4.4)
where, for any A ∈ L(H0 ⊗H),
TrH(A) =
(∑
S
〈xi ⊗ xS |Axj ⊗ xS〉
)
i,j∈{0,···,d}
with x0 = ω, (4.5)
denotes the partial trace taken on the spin variables only. Hence, the expectation in the
state ρ of the observable B after k interactions over a time interval of length kτ with the
chain at inverse temperature β is given by
〈B(k, β)〉ρ = TrCd+1(ρBβ(k, λ, τ)). (4.6)
Remark:
In case H0 is infinite dimensional, the definitions (4.4) and (4.5) hold, mutatis mutandis.
For instance, consider B ∈ L(H0) in (4.4), where (4.5) should be read as
TrH(A) =
∑
S
〈IH0 ⊗ xS |A IH0 ⊗ |xS〉, (4.7)
with a slight abuse of notations.
4.1 Markov Properties
Recall that
U(k, 0)−1(B ⊗ IH)U(k, 0) = U∗1U∗2 · · ·U∗k (B ⊗ IH)UkUk−1 · · ·U1, (4.8)
where Uj is non-trivial on C
d+1 ⊗ Cn+1j only.
Let us specify a bit more the partial trace operator TrH((I⊗ ωN (β)) A), where A is an
operator on Cd+1 ⊗ΠNj=1Cn+1j .
Lemma 4.1 Let us denote the matrix elements of A as follows
Ai,jS,S′ = 〈xi ⊗XS |A xj ⊗XS′〉, (4.9)
where i, j belong to {0, · · · , d}, and S, S′ run over subsets of {{1, · · · , N} × {1, · · · , n}}N
as in (2.3) Then
TrH((I⊗ ωN (β)) A)i,j =
∑
S
e−β
∑n
l=1 δl|S|l
(1 +
∑n
l=1 e
−βδl)N
Ai,jS,S (4.10)
where, for
S = {(k1, i1), (k2, i2), · · · , (km, im)} ⊂ (N × {1, 2, · · · , n})m (4.11)
with all 1 ≤ kj ≤ N distinct and m = 0, · · · , N ,
|S|l = #{kr s.t. ir = l}. (4.12)
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Proof: Follows directly from
ωN (β)XS =
Πmr=1e
−βδir
(1 +
∑
j e
−δjβ)N
XS =
e−β
∑n
l=1 δl|S|l
(1 +
∑
j e
−δjβ)N
XS . (4.13)
We now further compute the action of U(k, 0) given by the product of U ′js. Let us
denote the vectors ω ⊗XS and xj ⊗XS by n0 ⊗ |n1, n2, · · · , nN 〉 ≡ n0 ⊗ |~n〉, where n0 ∈
{0, 1, · · · d}, and nj ∈ {0, 1, · · · n}, for any j = 1, · · ·N , with ω ≃ 0 and xk ≃ k and
X{(1,n1),···,(N,nN )} ≃ |~n〉.
Recall that
Uj = e
−iτĤje−iτH˜j , (4.14)
where e−iτĤj is diagonal. More precisely, with the convention δ0 = 0,
e−iτĤjn0 ⊗ |n1, n2, · · · , nN 〉 = e
−iτ∑Nk=1
k 6=j
δnk
n0 ⊗ |n1, n2, · · · , nN 〉. (4.15)
Lemma 4.2 Denoting the k-independent matrix elements of e−iτH˜k |
Cd+1⊗Cn+1k = U˜k|Cd+1⊗Cn+1k
by
Un,n
′
m,m′ = 〈n⊗m|U˜k n′ ⊗m′〉, (4.16)
we have for any N ≥ k
UkUk−1 · · ·U2U1 n0 ⊗ |n1, · · · , nN 〉 = (4.17)∑
~m0∈{0,···,d}
k
~m∈{0,···,n}k
e−iτϕ(~m,~n)Um
k
0 ,m
k−1
0
mk ,nk · · ·Um
2
0,m
1
0
m2,n2 U
m10,n0
m1,n1 m
k
0 ⊗ |m1,m2, · · · ,mk, nk+1, · · · , nN 〉,
where
ϕ(~m,~n) =
k∑
j=1
 ∑
j<l≤N
δnl +
∑
l<j
δml
 (4.18)
Proof: Consequence of the iteration of formulae of the type
U1 n0⊗|n1, · · · , nN 〉 =
∑
m1
0
=0,1,···,d
m1=0,1,···,n
e−iτ
∑
j>1 δnjU
m10,n0
m1,n1 m
1
0⊗|m1, n2, n3, · · · , nN 〉.(4.19)
A consequence of these formulae is that we can consider spin chains consisting in k
spins only:
Lemma 4.3 For any N ≥ k,
TrH(I⊗ ωN (β) U∗1U∗2 · · ·U∗k (B ⊗ IH)UkUk−1 · · ·U1) =
TrH(I⊗ ωk(β) U∗1U∗2 · · ·U∗k (B ⊗ IH)UkUk−1 · · ·U1)(4.20)
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Proof: Obvious from the tensor product structure of ωN (β).
To proceed, let us adopt the following block notation
U = e−iτ(H(0)+λW ) =

U0,0 U0,1 · · · U0,n
U1,0 U1,1 · · · U1,n
...
...
. . .
...
Un,0 Un,1 · · · Un,n
 (4.21)
where
Um,m′ =

U0,0m,m′ U
0,1
m,m′ · · · U0,dm,m′
U1,0m,m′ U
1,1
m,m′ · · · U1,dm,m′
...
...
. . .
...
Ud,0m,m′ U
d,1
m,m′ · · · Ud,dm,m′
 . (4.22)
In terms of the notations of the previous Section,
U =
(
PUP PUQ
QUP QUQ
)
, (4.23)
we have the identifications
PUP ≃ U0,0, QUQ ≃
U1,1 · · · U1,n... . . . ...
Un,1 · · · Un,n
 ,
PUQ ≃ (U0,1 · · · U0,n ) , QUP ≃ (U1,0 · · · Un,0 )T . (4.24)
Let us finally denote the inverse of U = (Un,n
′
m,m′) by
V = (V n,n
′
m,m′) = U
−1 = (U−1n,n
′
m,m′) ∈M(1+d)(1+n)(C), (4.25)
so that we have for any m and n
U∗n,m = Vm,n ∈M1+d(C). (4.26)
With these notations, we have
Lemma 4.4 The matrix elements of U(k, 0)−1 (B ⊗ IH) U(k, 0) in the orthonormal basis
{n0 ⊗ |n1, · · · , nk〉} = {n0 ⊗ |~n〉} read
〈n˜0 ⊗ ~˜n|(Uk · · ·U1)∗B ⊗ IH (Uk · · ·U1) n0 ⊗ ~n〉 = (4.27)
e−iτ(ϕ(0,~n)−ϕ(0,~˜n))
∑
~m∈{0,···,n}k
(Vn˜1,m1 · · ·Vn˜k,mkBUmk,nk · · ·Um1,n1)n˜0,n0
Proof: Expand the products and make use of Lemma 4.2 and (4.18).
The above Lemmas and (4.4) lead us to the study of the matrix in Md+1(C)
Bβ(k, λ, τ) =
∑
~n=(n1,···,nk)
~m=(m1,···mk)
e−β
∑n
l=0 δl|~n|l
(1 +
∑n
j=1 e
−δjβ)k
Vn1,m1 · · ·Vnk,mkBUmk,nk · · ·Um1,n1(4.28)
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in various limiting cases as λ and/or τ go to zero, with the notation
|~n|l = ♯{nr s.t. nr = l} = |S|l. (4.29)
We introduce operators on the Hilbert spaceMd+1(C) equipped with the scalar product
〈A|B〉 = Tr(A∗B), for any A,B ∈Md+1(C) by
Um,m′(A) := Vm′,mAUm,m′ , (m,m′) ∈ {0, 1, · · · , n}2. (4.30)
These operators are linear and one has with respect to the above scalar product,
U∗m,m′(·) = (Vm′,m · Um,m′)∗ = Um,m′ · Vm′,m. (4.31)
The composition of such operators will be denoted as follows
Um′,n′ Um,n(A) = Vn′,m′Vn,mAUm,nUm′,n′ . (4.32)
We are now in a position to express the Markovian nature of the evolution of our
observables:
Proposition 4.1 In terms of the operators defined above, we can write
Bβ(k, λ, τ) =
1
(1+
∑n
j=1 e
−δjβ)k
(
U0,0 + e−βδ1U0,1 + · · ·+ e−βδnU0,n
+U1,0 + e−βδ1U1,1 + · · ·+ e−βδnU1,n
+ Un,0 + e−βδ1Un,1 + · · ·+ e−βδnUn,n
)k
(B)
≡ Uβ(λ, τ)k(B). (4.33)
Proof: By definition of Um,n we have
Bβ(k, λ, τ) =
∑
~n=(n1,···,nk)
~m=(m1,···mk)
e−β
∑k
l=1 δnl
(1 +
∑n
j=1 e
−δjβ)k
Um1,n1 · · · Umk ,nk(B). (4.34)
Furthermore introducing Ym,n = e−δnβUm,n, we get
Bβ(k, λ, τ) =
1
(1 +
∑n
j=1 e
−δjβ)k
∑
~n=(n1,···,nk)
~m=(m1,···,mk)
Ym1,n1 · · · Ymk,nk(B). (4.35)
There are (n+ 1)2 distinct operators Ym,m′ in that expression, and the set of vectors ~n, ~m
in the sum yields all different ways of composing k of them. Therefore
Bβ(k, λ, τ) =
1
(1 +
∑n
j=1 e
−δjβ)k
(Y0,0 + · · ·+ Y0,n + · · ·+ Yn,0 + · · ·+ Yn,n)k (B).(4.36)
Remark:
The formula of Proposition 4.1 holds if H0 is a separable Hilbert space, provided the
decomposition of operators A in (4.21) is interpreted as Apq ∈ L(H0), q, p ∈ {1, · · · , n},
with
Apq = IH0 ⊗ |p〉〈p|A IH0 ⊗ |q〉〈q|, (4.37)
and the identification H0 ⊗ C|q〉 ≃ H0, for all q.
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4.2 Weak Limit in the Heisenberg Picture
The λ-dependence in Bβ(k, λ, τ) comes from the definition
U = Uτ (λ) = e
−iτ(H(0)+λW ), (4.38)
which implies that the Un,m’s depend on λ as well, in an analytic fashion, and will be de-
noted Un,m(λ). Expliciting the λ dependence in Bβ(k, λ, τ), the weak limit corresponds to
taking k = t/λ2 and computing the behavior of Bβ(t/λ
2, λ, τ), as λ→ 0 (keeping τ fixed).
We shall use the same strategy as in the previous Section and Lemma 3.1 to identify the
weak limit by means of perturbation theory. We shall also eventually consider the possi-
bility of letting τ → 0, therefore we explicit the behavior in τ of the expansions below.
Consequently, with (4.24) and Corollary 3.1, we get
Lemma 4.5 Let U be given by (4.38), with H(0), W self adjoint and satisfying H1, and
further assume H(0) is diagonal with respect to the basis (3.5). If Um,m′(λ) is defined by
(4.30) As λ→ 0, we get the expansions
U0,0(λ) = U0,0(0) + λ2U (2)0,0 +O(λ4τ4) (4.39)
Um,m′(λ) = Um,m′(0) + λ2U (2)m,m′ +O(λ4τ4), m,m′ ≥ 1 (4.40)
U0,m(λ) = λ2U (1)0,m +O(λ4τ4), m ≥ 1 (4.41)
Um,0(λ) = λ2U (1)m,0 +O(λ4τ4), m ≥ 1 (4.42)
where, for all 0 ≤ m,m′ ≤ n
Um,m′(0)(B) = δm,m′eiτHm,m(0)B e−iτHm,m(0), (4.43)
U (2)m,m′(B) = δm,m′(Gm,m(−τ)Be−iτHm,m(0) + eiτHm,m(0)BGm,m(τ)), (4.44)
and, for all 1 ≤ m,
U (1)0,m(B) = Fm,0(−τ)BF0,m(τ), (4.45)
U (1)m,0(B) = F0,m(−τ)BFm,0(τ). (4.46)
This Lemma allows us to perform the analysis of the operator defined in Proposition
4.1
Uβ(λ, τ) = Z(β)−1
∑
0≤m≤n
0≤l≤n
Ul,m(λ)e−δmβ , as λ→ 0, (4.47)
with the convention δ0 = 0 and Z(β) =
∑n
j=0 e
−δjβ. Recall that
Bβ(k, λ, τ) = Uβ(λ, τ)k(B). (4.48)
Moreover, using the fact, see (3.4),
Hm,m(0) = H0,0(0) + δm ≃ h0 + δm, (4.49)
we get for all 0 ≤ m ≤ n
Um,m(0)(B) = U0,0(0)(B) ≃ eiτh0Be−iτh0 = eiτ [h0,·](B). (4.50)
We have thus shown the
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Lemma 4.6 Assume the hypotheses of Lemma 4.5. Then
Uβ(λ, τ) = U0,0(0) + λ
2
Z(β)
[
n∑
m=1
{
e−βδm
(
U (1)0,m + U (2)m,m
)
+ U (1)m,0
}
+ U (2)0,0
]
+O(λ4τ4)
≡ U0,0(0) + λ2Z(β)−1Tβ +O(λ4τ4), (4.51)
with Tβ = Tβ(τ) = O(τ
2).
The above operator enjoys the following symmetry property
Lemma 4.7 For any B ∈Md+1(C),
Tr(BTβ(B
∗)) = Tr(B∗Tβ(B)). (4.52)
Proof: Due to
Fn,m(−τ) = Fm,n(τ)∗, m 6= n (4.53)
Gn,n(−τ) = Gn,n(τ)∗ (4.54)
and to the structure of Tβ , the result will be proven once we show that for all A,B,C ∈
Md+1(C)
Tr(B∗ABC +B∗C∗BA∗) = Tr(BAB∗C +BC∗B∗A∗). (4.55)
But this follows from TrB = TrBT , where ·T denotes the transpose, and from the cyclicity
of the trace again.
Recall also the property
Uβ(λ, τ)(I) = I ⇒ Tβ(I) = 0, (4.56)
and the fact that in case the spectrum {Ej}j=0,···,d of h0 is non-degenerate and {|xj〉}j=0,···,d
denotes the corresponding eigenvectors, the unitary U0,0(0) has degenerate spectrum:
U0,0(0)(|xj〉〈xk|) = eiτ(Ej−Ek) |xj〉〈xk|, ∀ 0 ≤ j, k ≤ d. (4.57)
That is, σ(U0,0(0)) = {eiτ(Ej−Ek)}0≤j,k≤d, so that 1 is d+ 1 times degenerate at least.
We are in the same position as in the proof of Proposition (3.2). Therefore, we can
compute the weak limit from Proposition 3.1 immediately to get the following
Theorem 4.1 Let Uβ(λ, τ) be given by (4.47), and U0,0(0), Tβ by (4.51). Let {eiτ∆l}l=1,···,r
be the set of distinct eigenvalues of U0,0(0) and denote by Pl the corresponding orthogonal
projectors. Then
lim
λ→0
t/λ2∈N
U0,0(0)−t/λ2Bβ(t/λ2, λ, τ) = (4.58)
lim
λ→0
t/λ2∈N
U0,0(0)−t/λ2Uβ(λ, τ)t/λ2(B) = etΓ
w
β (B),
were
Γwβ (B) =
1
Z(β)
(U0,0(0)−1 Tβ)# (B), (4.59)
with # corresponding to the set of projectors {Pl}l=1,···,r.
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Remarks:
0) In order to make the generator Γwβ completely explicit, one needs to analyse the prop-
erties Tβ, i.e. of the operators Vj defining the coupling, within the eigenspaces of U0,0(0).
A non trivial example is worked out in Section 6, see Proposition 6.1.
i) The degeneracy of the eigenvalue 1 of U0,0(0) is responsible for the existence of a non-
trivial invariant sub-algebra of observables which is the commutant of h0.
As in Section 2, we generalize our result to the regime λ2τ → 0, τ → 0, by switching
to the macroscopic time scale T = t/(λ2τ)→∞. We first compute
Γβ(B) = lim
τ→0
U0,0(0)−1 Tβ
Z(β)τ2 (B) = −
1
2Z(β) (W
2
0,0B +BW
2
0,0) + (4.60)
1
Z(β)
n∑
m=1
{
e−δmβ
(
Wm,0BW0,m − 1
2
(W 2m,mB +BW
2
m,m)
)
+W0,mBWm,0
}
,
which, using the following formulas for m ≥ 1
W0,m = V
∗
m, Wm,0 = Vm, W
2
m,m = VmV
∗
m, W
2
0,0 =
n∑
j=1
V ∗j Vj , (4.61)
to express the operators Wmm′ in terms of Vm, eventually becomes
Γβ(B) =
1
Z(β)
n∑
m=1
e−βδm
(
VmBV
∗
m −
1
2
(VmV
∗
mB +BVmV
∗
m)
)
+V ∗mBVm −
1
2
(V ∗mVmB +BV
∗
mVm). (4.62)
We note here that this operator has the form of the dissipative part of a Lindblad generator.
We’ll come back to this operator Γβ in connection to the modelization in terms of Quantum
Noises proposed in [AP] and [LM], in the next Section.
Corollary 4.1 Assume the hypotheses of Theorem 4.1. Then with t/(τλ)2 = k ∈ N,
lim
τ→0,λ2τ→0
t/(τλ)2∈N
U0,0(0)−t/(τλ)2Bβ(t/(τλ)2, λ, τ)) = (4.63)
lim
τ→0,λ2τ→0
t/(τλ)2∈N
U0,0(0)−t/(τλ)2Uβ(λ, τ)t/λ2(B) = etΓβ
#
(B),
were Γβ(B) is defined in (4.62).
Proof: We can simply repeat the arguments of the proof Theorem 3.1 once we note the
following facts: i) The operator U0,0(0) = eiτ [h0,·] is unitary on Md+1(C), with spectral
projectors that are independent of τ as τ → 0 and eigenvalues of the form eiτ∆j . ii)
Introducing x = (λτ)2, (4.51) states that uniformly in τ ,
Uβ(λ, τ) = U0,0(0) + xTβ(τ)/(τ2Z(β)) +O(x2), (4.64)
where Tβ(τ)/τ
2 → Γβ as τ → 0.
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4.3 Evolution of states
Let us close this Section by briefly recalling some consequences of these results about the
evolution of states, i.e. trace one positive matrices. This is conveniently done in our setup
by using duality with respect to the scalar product 〈A|B〉 = Tr(A∗B).
If Γ is the generator of the dynamics of observables, B is an observable and ρ is a state,
then for any t ∈ R,
Tr(ρetΓ(B)) = Tr(etΓ∗(ρ)B) (4.65)
where the generator of the dynamics of the states is Γ∗ such that for all states ρ and
observables B,
Tr((Γ∗(ρ))∗B) = 〈ρ|Γ(B)〉 = 〈Γ∗ρ|B〉. (4.66)
In the particular case where the observables Pjk = |xj〉〈xk|, with the notations of (4.57),
form an orthonormal basis of eigenvectors of the restricted uncoupled evolution U0,0, the
corresponding eigenprojectors are denoted by Πjk and act as
Πjk(B) = PjkTr(|xk〉〈xj |B) = Pjk〈xj |Bxk〉H0 , (4.67)
where the subscript H0 denotes the scalar product within H0. Hence, the # operation on
the operator Γ with respect to the projectors Πjk is given by
Γ#(B) =
∑
j,k
ΠjkΓΠjk(B) =
∑
j,k
|xj〉〈xk| 〈xj |Γ(|xj〉〈xk|)xk〉H0〈xj|Bxk〉H0 . (4.68)
Therefore, one computes that the corresponding generator of states, (Γ#)∗ is given by
Γ#∗ (ρ) =
∑
j,k
|xj〉〈xk| 〈xk|Γ(|xj〉〈xk|)∗xj〉H0〈xj |ρxk〉H0 . (4.69)
Consequently,
(Γ#)∗ =
∑
j,k
ΠjkΓ∗Πjk = (Γ∗)#. (4.70)
We note that states defined as functions of the Hamiltonian h0 of the small system
form an invariant subspace of sets whose Markovian dynamics is characterized by the
scalars {〈xj |Γ(|xj〉〈xj |)xj〉H0}j=0,···,d.
5 Beyond the perturbative regime: λ2τ = 1
We consider here the regime λ2τ = 1, and τ → 0 used in [AP] in their construction of the
field of quantum noises. It can be viewed as a regime where the weak limit scaling holds
at the microscopic level, while, at the macroscopic level, T = t/(τλ2) is kept finite.
As we saw in Corollaries 3.3 and 4.1 in the Schro¨dinger and Heisenberg pictures re-
spectively, the small parameter that allows to make use of perturbation theory to compute
the effective evolution is the combination λ2τ . Therefore, we have to resort to a differ-
ent technique since our scaling imposes a non-perturbative regime. Our main tool will be
Chernoff’s Theorem as we now explain.
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5.1 Schro¨dinger Evolution
Let us start with the Schro¨dinger effective evolution under the following assumptions:
H3: HypothesisH1 holds with B a Hilbert space and P ,H(λ) = H(0)+λW self-adjoint.
In the scaling adopted here, the number of interactions n has to grow like n = t/τ. This
is in keeping with by the fact that in all cases considered so far, n = t/(λτ)2 = t/τ . Note
that the macroscopic time T = τn = t is finite here. Therefore, according to the analysis
of Section 3, we are led to study
PU(t/τ, 0)P =
[
Pe−i(τH(0)+
√
τW )P
]t/τ
, as τ → 0, t/τ ∈ N∗. (5.1)
This limit is easily computed by applying the following version of Chernoff’s Theorem, see
e.g. [BR], [D2] or [Paz], which suffices for our purpose:
Theorem 5.1 Let S(τ) defined on a Banach space B be such that S(0) = I, and ‖S(τ)‖ ≤
1, for all τ ≥ 0. If, limτ→0 τ−1(S(τ) − I) = Γ in the strong sense exists in L(B) and
generates a contraction semi-group, then
s− limS(t/n)n = etΓ. (5.2)
Now, it is easily checked that
S(τ) := Pe−i(τH(0)+
√
τW )P on the subspace PB (5.3)
satisfies the first requirements. Then, by expanding the exponent and making use of the
properties of H(0) and W , we can write
S(τ) =
(
I− iτH(0)P − τ
2
(W 2)P +O(τ
2)
)
. (5.4)
It thus implies
S′(τ)|τ=0 = −iH(0)P − (W
2)P
2
= Γ ∈ L(PB). (5.5)
Now Γ is dissipative, since ∀ϕ ∈ PB
ℜ〈ϕ|Γϕ〉 = −ℜ〈ϕ|PWQWPϕ〉/2 = −‖QWPϕ‖B/2 ≤ 0. (5.6)
Hence, by Lumer-Phillips, see [Paz], Γ generates a contraction semigroup. Therefore
Theorem 5.2 Under the hypothesis H3, for any t > 0 fixed,
s− lim
τ→0
t/τ∈N
PU(t/τ, 0)P = s− lim
τ→0
t/τ∈N
[
Pe−i(τH(0)+
√
τW )P
]t/τ
= e−t(iH(0)P+
(W2)P
2
). (5.7)
Remark: Specializing to our model Hamiltonian, we get that the effective dynamics on
PB is
e−t(ih0+
1
2
∑
j V
∗
j Vj). (5.8)
Apart from the self-adjoint part h0 stemming from the uncoupled evolution, the main
difference with respect to the corresponding weak coupling result in Corollary 3.3, lies in
the absence of the # operation on the dissipative part 12
∑
j V
∗
j Vj of the generator. This
prevents the spectral subspaces of h0 from being invariant under the effective dynamics.
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5.2 Heisenberg Evolution
Let us now turn to the more interesting case of the Heisenberg dynamics of observables when
the spins are at equilibrium at inverse temperature β. We assume the general hypothesis
H0, i.e. we stick to our matrix model, even though certain results below hold for more
general situations.
The analysis of Section 4 shows that the evolution of an observable B ∈Md+1(C) after
k repeated interactions reads
B 7→ Bβ(k, λ, τ) = Uβ(λ, τ)k(B) (5.9)
with Uβ(λ, τ) defined by (4.47), where we explicited the dependence in τ in the notation. We
want to apply Chernoff’s Theorem again to the operator valued function τ 7→ Uβ(1/
√
τ , τ)
on L(Md+1(C)). In order to check the first hypotheses we recall the formula (see (4.10))
Uβ(λ, τ)(B) = TrH
(
(I⊗ ω1(β))U−1(1, 0)(B ⊗ I)U(1, 0)
)
(5.10)
=
n∑
q=0
e−βδq
Z(β)B(τ)qq,
where B(τ)qq = (U
−1(1, 0)(B ⊗ I)U(1, 0))qq = PqU−1(1, 0)(B ⊗ I)U(1, 0)Pq according to
the block notation (4.21), with the corresponding orthogonal projectors Pq. Identifying
PqC
(n+1)(d+1) with H0 = Cd+1, we deduce from the above formula that Uβ(λ, τ) is a
contraction for any value of the parameters:
‖Uβ(λ, τ)(B)‖H0 ≤
n∑
q=0
e−βδq
Z(β) ‖B(τ)qq‖H0 (5.11)
≤
n∑
q=0
e−βδq
Z(β) ‖PqU
−1(1, 0)(B ⊗ I)U(1, 0)Pq‖C(n+1)(d+1)
≤
n∑
q=0
e−βδq
Z(β) ‖(B ⊗ I)‖C(n+1)(d+1) = ‖B‖H0 .
Moreover, Uβ(1/
√
τ , τ)|τ=0 = I, so we are left with the computation of the derivative w.r.t.
τ at the origin. This involves the control of the operator Uτ (λ) (3.20) as τ → 0 and
λ = 1/
√
τ → ∞, as in the previous paragraph. Let us get estimates in a more systematic
way than above. So far, all our estimates are derived for both λ and τ going to zero or at
most finite. However, the expansion of Uτ (λ) in powers of λ is convergent, with τ dependent
coefficients we control sufficiently well. Indeed, (3.33) yields
Uτ (λ) = e
−iτH(0)Θ(λ, τ) =
∑
n≥0
e−iτH(0)Θn(λ, τ), (5.12)
where Θn contains n operators W and satisfies
‖Θn(λ, τ)‖ = O((τλ)n/n!). (5.13)
Using the fact that (λτ)n = τn/2 → 0 and that W is off-diagonal with respect to P and Q,
we get that the replacement of λ by 1/
√
τ doesn’t spoil the estimates as τ → 0 given in
Proposition 4.1 and Lemma 4.5. Those together with the computation (4.62) yield
Uβ(1/
√
τ , τ)(B) = eiτh0Be−iτh0 + (Z(β)τ)−1Tβ(τ)(B) +O(τ2)
≡ eiτh0Be−iτh0 + τΓβ(B) +O(τ2), (5.14)
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where, see (4.62),
Γβ(B) =
1
Z(β)
n∑
m=1
e−βδm
(
VmBV
∗
m −
1
2
(VmV
∗
mB +BVmV
∗
m)
)
+V ∗mBVm −
1
2
(V ∗mVmB +BV
∗
mVm). (5.15)
Hence, the derivative at the origin exists and is given by
Uβ(1/
√
τ , τ)′(B)|τ=0 = i[h0, B] + Γβ(B). (5.16)
We recognize at once that Γβ(B) is the dissipative part of a Lindblad operator of the
form
2m∑
j=1
LjBL
∗
j −
1
2
(
LjL
∗
jB +BLjL
∗
j
)
(5.17)
with
Lj =
e−βδj/2√Z(β)Vj, 1 ≤ j ≤ m and Lj = 1√Z(β)V ∗j , m+ 1 ≤ j ≤ 2m. (5.18)
By the Theorem of Lindblad, see e.g. [AF], we know that
i[h0, B] + Γβ(B) (5.19)
generates a completely positive semigroup of contractions. Therefore, we are in a position
to apply Chernoff’s theorem to eventually get
Theorem 5.3 Assume hypothesis H0 where H0 is a separable Hilbert space and h0, the
Vj’s and B are bounded on H0. Let Bβ(t/τ, 1/
√
τ , τ) be defined by (4.4), Uβ(λ, τ) is defined
by proposition 4.1 and the Remark following it. Then
s− lim
τ→0
t/τ∈N
Bβ(t/τ, 1/
√
τ , τ) = s− lim
τ→0
t/τ∈N
Uβ(1/
√
τ , τ)t/τ (B) = et(i[h0,·]+Γβ(·))(B) (5.20)
with a Lindblad generator i[h0, ·] + Γβ(·) explicited in (5.17)
Remarks:
i) Let us make a comparison of the above with the results of [AP], Section IV.2, which
concern similar generators as ours. More precisely, (2.6) corresponds to a particular case of
the Hamiltonian of eq. (15) in [AP], with Dij = 0, ∀i, j. In [AP], the choice of time scale τ
and coupling λ is such that λ2τ = 1, τ → 0. A supplementary structure is present in that
work which consists in making the suitably renormalized spins forming the chain merge
in the limit τ → 0 to yield a heat bath represented by a Fock space of quantum noises.
The limit τ → 0 performed in the language adopted in [AP] exists and yields a quantum
Langevin equation for the whole limiting system consisting in the original small system in
interaction with a field of quantum noises. When restricted to H0, the effective dynamics
of observables at zero temperature corresponds to a contraction semigroup generated by
Γ∞(·) = i[h0, ·] +
n∑
m=1
(
V ∗m · Vm −
1
2
(V ∗mVm ·+ · V ∗mVm)
)
, (5.21)
which coincides with Theorem 5.3 at β =∞.
ii) The generator Γβ coincides with the generator (4.62) obtained in Corollary 4.1 in the
scaling λ2τ → 0, τ → 0, modulo the # operation, which appears as a trade mark of the
perturbative regime.
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5.3 The Continuous Limit
For completeness, we mention here the easier cases of continuous limit characterized by
τ → 0 and λ constant. The omitted proof are quite analogous to those of the previous
Section.
First considering the Schro¨dinger picture, we get
Proposition 5.1 Assume the hypothesis H3 holds and fix λ = 1. Then,
s− lim
τ→0
t/τ∈N
PU(t/τ, 0)P = s− lim
τ→0
t/τ∈N
[
Pe−iτ(H(0)+W )P
]t/τ
= e−itH(0)P . (5.22)
The Heisenberg evolution also yields a unitary effective evolution in the continuous limit:
Proposition 5.2 Consider the matrix model of Section 2 and fix λ = 1. Then,
lim
τ→0
t/τ∈N
Bβ(t/τ, τ, 1) = e
i[h0,·](B). (5.23)
In order to make explicit the results of Section 4, we provide below a detailed analysis
of the case d = n = 1.
6 The case d = n = 1
In that Section, we focus on the first non-trivial case where the small system lives on C2
and the heat bath is formed by a chain of spins 1/2. We provide explicit formulas for
Tβ and T
#
β which are valid for any coupling operator V appearing in (2.8). We further
diagonalize the restriction of Tβ to the degenerate subspace Ker(U0,0(0) − 1) in order to
determine the subalgebra of observables invariant under the effective dynamics in the weak
coupling limit (keeping τ fixed).
For H0 = C2, H = ⊗j≥1C2, we write for t ∈ [τk − 1, τk[ in H0 ⊗ C2k ,
H(t, λ) = H(λ) = H(0) + λW, (6.1)
where
H(0) = h0 ⊗ I+ I⊗ δa∗a, W = V ∗ ⊗ a+ V ⊗ a∗. (6.2)
We choose, without loss of generality, h0 = ǫσz, ǫ 6= 0, so that we have in the ordered basis
{ω ⊗ ω, x⊗ ω, ω ⊗ x, x⊗ x}
H(λ) =
(
ǫσz λV
∗
λV δI+ ǫσz
)
, with the convention σz =
(−1 0
0 1
)
. (6.3)
Specifying the results of the previous sections to the case under study, we can write,
uniformly in β, as λ→ 0,
Uβ(λ) = U0,0(0) + λ2
Tβ
1 + e−δβ
+O(λ4), (6.4)
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with
Tβ(B) = F0,1(−τ)BF1,0(τ) +G0,0(−τ)Be−iτH0,0(0) + eiτH0,0(0)BG0,0(τ) (6.5)
+ e−δβ(F1,0(−τ)BF0,1(τ) +G1,1(−τ)Be−iτH1,1(0) + eiτH1,1(0)BG1,1(τ)).
We use the norm induced by the scalar product 〈A,B〉 = Tr(A∗B), i.e. the Hilbert-
Schmidt norm. As easily verified, an orthonormal basis of eigenvectors for the unitary
operator U0,0(0)(·) = eiτǫσz · e−iτǫσz , with associated eigenvalues, is provided by
{Iˆ, σˆz, σ−, σ+} ←→ {1, 1, e−2iτǫ, e2iτǫ}, (6.6)
where
σ+ =
(
0 0
1 0
)
, σz =
(
0 1
0 0
)
, Iˆ = I/
√
2 and σˆz = σz/
√
2. (6.7)
Let us compute Tβ restricted to the subspace Ker (U0,0(0) − 1) appearing in T#β .
Lemma 6.1 With respect to the orthonormal basis {Iˆ, σˆz}, and with the notation
AOD =
(
0 b
c 0
)
if A =
(
a b
c d
)
∈M2(C) (6.8)
we have
Tβ |{Iˆ,σˆz} =
(
0 Tβ1,2
0 Tβ2,2
)
, (6.9)
where
Tβ1,2 =
(|(FOD1,0 )2,1|2 − |(FOD1,0 )1,2|2) (1 − e−δβ)
Tβ2,2 = −(‖FOD1,0 ‖2 + e−δβ‖FOD0,1 ‖2) = −‖FOD1,0 ‖2(1 + e−δβ) ≤ 0. (6.10)
Furthermore, if in (2.8) V =
(
a b
c d
)
,
F1,0(τ) = −i
(
eiτ(ǫ−δ)
∫ τ
0 e
isδds a eiτ(ǫ−δ)
∫ τ
0 e
is(δ−2ǫ)dsb
e−iτ(ǫ+δ)
∫ τ
0 e
is(δ+2ǫ)ds c e−iτ(ǫ+δ)
∫ τ
0 e
isδdsd
)
. (6.11)
Proof: The first column is proportional to Tβ(I) = 0. The second column of the matrix is
given by
1
2
(
Tr(Tβ(σz))
Tr(σzTβ(σz))
)
, (6.12)
where, dropping the positive argument τ in F and further making use of (3.36) and (3.37),
Tβ(σz)) = F
∗
1,0σzF1,0 +G
∗
0,0σze
−iτH0,0(0) + eiτH0,0(0)σzG0,0
+ e−δβ
(
F ∗0,1σzF0,1 +G
∗
1,1σze
−iτH1,1(0) + eiτH1,1(0)σzG1,1
)
. (6.13)
Further making use of the cyclicity of the trace, [σz,Hn,n(0)] = 0, σ
2
z = I and of (3.36) and
(3.37) again, we can write
Tr(σzTβ(σz))) = Tr(σzF
∗
1,0σzF1,0)− Tr(F ∗1,0F1,0)
+ e−δβ(Tr(σzF ∗0,1σzF0,1)− Tr(F ∗0,1F0,1)). (6.14)
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Explicit computations on 2× 2 matrices yields the first equality in (6.10). Let us turn to
(6.11). From the definitions (3.23) and (2.8), we have
F (τ) =
(
O F0,1(τ)
F1,0(τ) O
)
, (6.15)
where
F0,1(τ) = −i
∫ τ
0
e−i(τ−s)H0,0(0)V ∗e−isH1,1(0)ds, (6.16)
F1,0(τ) = −i
∫ τ
0
e−i(τ−s)H1,1(0)V e−isH0,0(0)ds. (6.17)
By explicit computations with V as in the statement, we obtain
F0,1(τ) = −i
(
eiτǫ
∫ τ
0 e
−isδds a eiτǫ
∫ τ
0 e
−is(δ+2ǫ)ds c
e−iτǫ
∫ τ
0 e
−is(δ−2ǫ)dsb e−iτǫ
∫ τ
0 e
−isδdsd
)
(6.18)
F1,0(τ) = −i
(
eiτ(ǫ−δ)
∫ τ
0 e
isδds a eiτ(ǫ−δ)
∫ τ
0 e
is(δ−2ǫ)dsb
e−iτ(ǫ+δ)
∫ τ
0 e
is(δ+2ǫ)ds c e−iτ(ǫ+δ)
∫ τ
0 e
isδdsd
)
, (6.19)
which yields the expression for Tβi,j.
By similar manipulations we get
Tr(ITβ(σz)) = Tr(F
∗
1,0σzF1,0)−Tr(σzF ∗1,0F1,0)
+ e−δβ(Tr(F ∗0,1σzF0,1)− Tr(σzF ∗0,1F0,1)). (6.20)
Now, for any F ∈M2(C),
Tr(σz(FF
∗ − F ∗F )) = 2(|F21|2 − |F12|2), (6.21)
so that we get the first line of (6.10).
We also need to compute Tr(σ−Tβ(σ+)) and Tr(σ+Tβ(σ−)) to get T
#
β .
Lemma 6.2 By explicit computation and Lemma 4.7, we have
Tr(σ−Tβ(σ+)) = Tr(σ+Tβ(σ−))
= (F1,0)1,1(F1,0)2,2 + e
iτǫ((G0,0)1,1 + (G0,0)2,2) (6.22)
+ e−δβ
(
(F0,1)1,1(F0,1)2,2 + e
iτǫ(eiτδ(G1,1)1,1 + e
−iτδ(G1,1)2,2)
)
.
It remains to diagonalize the restriction of Tβ to span(Iˆ, σˆz) to have a complete descrip-
tion of the generator of the effective evolution. Introducing
µ = Tβ1,2, ν = Tβ2,2, (6.23)
we actually get by perturbation theory,
Lemma 6.3 Assume ǫτ /∈ Zπ. Then, for λ > 0, there exists a continuous set of eigenpro-
jectors and eigenvalues of Uβ(λ, τ) denoted respectively by {Πj(λ)}j=1,···,4 and {uj(λ)}j=1,···,4
such that
u1(λ) = 1 +O(λ
4),
u2(λ) = 1− λ2‖FOD1,0 ‖2 +O(λ4),
u3(λ) = e
2iτǫ + λ2Tr(σ−Tβ(σ+)) +O(λ4),
u4(λ) = e
−2iτǫ + λ2Tr(σ+Tβ(σ−)) +O(λ4), (6.24)
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and
Π1(λ)(B) =
Tr((I− µνσz)B)
2
I+O(λ2), Π2(λ)(B) =
Tr(σzB)
2
(
µ
ν
I+ σz) +O(λ
2)
Π3(λ)(B) = Tr(σ−B)σ+ +O(λ2), Π4(λ)(B) = Tr(σ+B)σ− +O(λ2). (6.25)
Moreover, Π0 := Π1(0) + Π2(0), Π3(0) and Π4(0) are the spectral projectors of U0,0(0) and
{Πj(0)}j=1,···,4 are those of Tβ.
Hence, we obtain the
Proposition 6.1 Let t/λ2 = k ∈ N, and consider the Hamiltonian (6.3). Then
lim
λ→0
U0,0(0)−t/λ2B(t/λ2, β, λ) = lim
λ→0
U0,0(0)−t/λ2Uβ(λ, τ)t/λ2(B) = etΓ
w
β (B), (6.26)
were
Γwβ =
1
1 + e−δβ
(−‖FOD1,0 ‖2Π2(0) (6.27)
+ e−2iτǫTr(σ−Tβ(σ+))Π3(0) + e2iτǫTr(σ+Tβ(σ−))Π4(0)).
The dynamics of any observable is thus fully determined from these formulas.
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