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Abstract 
In recent years, peer-to-peer (P2P) technology is widely used and concerned by both academic and industry. An important 
challenge associated with this technology is the routing of content-based queries (i.e. locating the peers that can provide the 
answer) in P2P networks that contain large number of heterogeneous nodes. This challenge is mainly due to the decentralized 
distribution of the content among the large number of peers. To cope with this challenge, the proposed mechanisms have their 
own weaknesses to be a successful solution, since they suffer from high values for both number of messages per query and the 
response time. In this paper, we propose a new query routing mechanism to improve query routing performance in such P2P 
networks. The fundamental idea in the proposed mechanism is to limit the search space to a given query around the related peers. 
Therefore, the mechanism consists of a domain based architecture for grouping peers in the network into domains based on their 
contents. In each domain, interconnected groups of peers are constructed based on attributes analysis process. To perform the 
query routing, the mechanism provides the required methods for specifying the interaction between the peers in the same or 
different groups. To validate our mechanism, an experimental study is conducted to compare the performance of the proposed 
mechanism with a baseline mechanism. The results show that the proposed mechanism achieves better performance with respect 
to the reduction of the average number of messages per query, the average search path length and the response time.  
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1. Introduction
Over the last few years, introduction of the Peer-to-Peer systems have revolutionised the way of information
exchange and information retrieval in distributed systems. In contrast to traditional client-server computing models, 
P2P systems are decentralized distributed systems consisting of logically distinct computing elements called peers. 
The peers are connected to some other peers they know or discover. In such systems the user issues queries against 
an arbitrarily chosen peer and expects that the answer will include relevant data stored in all P2P connected data 
sources. These peers have comparable roles and responsibilities. They share or consume services and resources 
amongst each other [1]. 
Nodes in P2P environment form a virtual network (called overlay network) located above a physical network (i.e. 
the Internet).The topology of a P2P system indicates how its peers are situated on the virtual network. This topology 
has a strong impact on the query routing efficiency in terms of the number of exchanged messages, on one hand, and 
Open access under CC BY-NC-ND license.
Ghada Hassan et al. / Procedia Computer Science 5 (2011) 578–585 579
the answer quality on the other hand[2]. 
The importance of P2P searches has motivated several proposals for performing these operations efficiently in 
the last decade. Among them are hybrid systems of different types. However, those search systems are either 
unscalable, unreliable, slow response time, or lack robustness. Usually they are based on one of the following 
techniques: flooding [3], random walk [4], central index [5], distributed index [6, 7, 8], and super peer [9, 10, 11]. 
The description of these techniques and their drawbacks is as follows.  
In the flooding mechanism, queries are propagated along to all peers in the network. The advantages of this 
mechanism are the low maintenance cost, making it relatively easy to handle membership and data content changes, 
but it results in many redundant computations performed by each of the underlying peer, as well as many redundant 
network accesses and data transfers, which limit the system scalability and cause unnecessary traffic in the network.  
To improve the flooding technique by reducing the redundant messages, the random walk mechanism is 
proposed. In this mechanism, the queries are forwarded to k randomly selected neighbours. Those neighbours in turn 
forward the query to k randomly selected neighbours until the request is answered or a maximum number of 
flooding steps occur (i.e. Time-To-Live (TTL)). The performance of random walk depends on the choice of k and 
TTL value. Choosing low values of k and TTL for searching objects with low popularity would result in low query 
hit rate and high delays, since the average number of peers required to be probed for discovering any object is 
inversely proportional to the popularity of the object [12].  On the other hand, choosing high values of k and TTL for 
searching objects with high popularity would result in excessive bandwidth consumption. Generally this mechanism 
reduces the network load but increases the search latency compared with the flooding mechanism [14]. 
The objective of peer indexing is to allow peers to select from an index the best neighbor to send the query to, 
rather than flooding or random selection. In a centralized index, a single server keeps references to data on many 
peers. This method scales poorly and when the node that holds the central index fails, the system will crash. In 
distributed index techniques, such as Distributed Hash Table (DHT), each data item is identified by a key and nodes 
are organized into a structured graph topology that maps each key to a responsible node. The data or a pointer to the 
data is stored at the node that is responsible for its key. This mechanism is suitable in searching for rare objects to 
avoid searching the entire network to find them, but it incurs large overhead to re-organise the network when the 
peers join or leave the network.  
Super-peer is a node that acts as a centralized server to a subset of client peers. Clients submit queries to their 
super-peer and receive results from it. Moreover, super-peers are also connected to each other, routing messages 
among them, and submitting and answering queries on behalf of their clients. Super-peer introduces a single-point of 
failure for its clients, and still there is a need to make them more reliable. 
Object replication in p2p network refers to keep a copy from the object in many locations in the network. This 
method is good to improve the system availability and performance. Also, it improves the system scalability 
significantly because it reduces the number of hops traversed to find an object. Two ways exist for replication, the 
first one is replication for the actual data and the other one is replicate only pointers to the data, which is used by 
super-peer mechanism. This method is undesirable from the viewpoint of decentralization and peer autonomy. 
Moreover, it produces more complicated issues like storage load balancing, network load balancing, and replica 
consistency. 
Accordingly, the current routing mechanisms tend to be very inefficient, either generating too much load on the 
system, providing a single-point failure, costly resource-consumption, or extremely unscalable. 
Based on the description of the proposed query routing techniques and their drawbacks, we come to a conclusion 
that additional research is needed to address the issues of query routing, especially for large scale P2P systems, and 
to present a new solution that improves the efficiency of query routing techniques for such systems. Accordingly, 
this paper provides a new routing mechanism to overcome the weaknesses of the previously proposed mechanisms. 
This paper is organized as follows. The next section describes the proposed query routing mechanism, and 
provides the details of its architecture and algorithms. Section 3 gives the details of the performance evaluation. 
Section 4 concludes the paper. 
2. Domain-based Semantic Query Routing Mechanism (DSQRM) 
Previous researches have shown that users in P2P-networks are interested in subsets of all available content and 
they are often only interested in some content categories only [15]. Proceeding from this fact, we propose a routing 
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mechanism called Domain-based Semantic Query Routing Mechanism (DSQRM). The fundamental idea in 
DSQRM is to limit the search space to a given query around the related peers. This is done by grouping the peers in 
the overly network based on their contents. Each group represents a domain that has its own schema and attributes. 
The leadership of each domain is assigned to one peer with relatively high capacities to hold the schema that 
encompasses all possible attributes in its domain. We name this peer the header of the domain.  
In this Mechanism, the user query is routed directly to the domain where it can be answered and within that 
domain the query is directed to one or more selected groups of peers that may answer the query. 
DSQRM is composed of architecture and two algorithms, which are Inter-Domain Routing algorithm (IDRA) and 
Cross-Domain Routing Algorithm (CDRA). IDRA is used by the peers that belong to the same domain to 
collaborate with each other to answer the query that its answer can be produced from their domain. CDRA is used 
between the different domain headers to forward the query that its answer cannot be fully produced from the same 
domain where the query is posted. 
2.1. DSQRM architecture  
The architecture of DSQRM (see Fig. 1) is a distributed architecture that consists of multiple classes of peers and 
domains. The identified classes of peers are normal peers, super peers, and main peers. These components are 
distributed at three levels as follows. 
x Domain level: This level includes the peers that represent the normal network nodes, which are distributed in 
multiple sites. The domain is a logical grouping for peers that hold the same content or belong to one 
discipline. Each domain has a header that represents the peer with relatively high capacities than the other 
peers in the domain. The header of each domain acts as a method of interaction of its domain with the other 
domains. The interaction refers to the forwarding of a specific set of user queries that their answers cannot be 
obtained from the domain where the query is post to the other domains, or the forwarding of the query 
answers back to the origin domains. The header of each domain is called super peer. 
x Super domain level: In this level, the headers of the different domains (i.e. super peers) are grouped into 
super domains. In each super domain, the headers are linked together into ring topology. Each ring has 
maximum number of n headers. The different rings of the different super domains are linked together 
through the main peer, which acts as an intermediate between them.  
x Main level: This level contains the main peers. These peers have the widest view of all domains in the 
network. This is because each main peer stores the metadata of a full version of the domain's schema. The 
main peer acts as intermediate between the underlying super peers for forwarding their queries and answers. 
In this architecture, initially, the set of all data sources of a particular field (e.g. biological field) are registered 
and grouped into domains. The grouping is performed based on the topics that are provided by these sources. After 
domain grouping stage, the constructing of the headers ring stage starts. When the number of headers in each ring 
exceeds n, a new ring must be constructed and so on. Finally the main peers are elected and linked together. 
 
 
                                  
           Fig. 1. The architecture of DSQRM 
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2.2. Inter-Domain Routing algorithm (IDRA) 
  This algorithm is dedicated to be used by the peers that belong to the same domain in the domain level of the 
architecture. 
Each domain in our proposed system has its own schema. This schema is represented by a list of its attributes. If 
we assume that D1 schema has 20 attributes (A1,…A20), we can classify these attributes into groups according to 
their occurrences together. For example (G1:first name ,last name , G2:professor name ,field of study ,department).  
Accordingly, D1 schema can be represented as groups of attributes as follows:  
G1:A1, A2,…, A6  
G2:A7,…,A10  
Each new joined peer (P) in the network sends its own schema information to the header of the domain. The 
header determines the attribute groups that belong to this peer. Accordingly for each peer in its domain, the header 
records the information about the attribute groups. For example, for the peers P1 and P2, this information can be as 
follows.  
P1: G1, G3 
P2:G4, G2 
Based on this information, facts can be deduced such as (~ means appear in):  
G1~P1, P5, P10, P4  
G2~P4, P8, P3  
Accordingly, additional interconnected groups of peers are produced inside each domain (e.g. D1 (G1, G2, 
G3,….)) as in Fig. 2. (b)   
 For each produced group, a coordinator is elected. This coordinator has a link to its group’s peers and the 
domain header. Each peer when it joins the system, it will have links to the coordinators of the groups and the 
header.  
 
Based on the aforementioned description, the CDRA algorithm is as follows.  
 Each peer tests the received query against its domain schema 
 If the answer can be produced from the same domain, then 
  It determines the attribute groups that the query belongs to it. 
 Forwards the query to the corresponding groups’ coordinators. 
 The group’s coordinators flood the query to its group peers. 
Else 
 It forwards the query to the domain header. 
2.3. Cross-Domain Routing Algorithm (CDRA) 
   This algorithm is dedicated to the super domain level. In this algorithm, each group of header peers is organized 
into a ring topology. Each peer node has associated number NN (1<NN<n), where n is total number of headers in 
each ring. n is associated with the last header in the series and 1 is associated with the first header.  
Each header has a knowledge only about the contents of the two direct neighbors (i.e. the successor and 
predecessor) and stores only one address for remote header called partner header. Each header has two types of 
links: Direct-neighbor-link (DL) and Partner-link (PL). DL is used to link the header with its direct neighbors and 
the PL is used to link the header with its partner header. The message forwarding between partner headers will be in 
one direction, i.e. the anticlockwise direction (see Fig. 2. (a)). 
In the following, we illustrate how to compute the direct successor (DNs) and the direct predecessor (DNp) 
neighbors and the partner neighbor (PN) for each header node: 
 
DNs = Ň NN+1Ň mod n, 1<NN<n  
 
DNp=  
 
PN= Ň NN+3Ň mod n 
 
The maximum number of hops between two headers (H-Max) in this level is calculated as follows. 
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H-Max =trunck((n-2)/3), where n is number of nodes in the super-domain ring. 
 
To strictly guarantee that the query forwarding is not exceeding the maximum number of hops for this level, the 
Descending Factor (DF) is proposed. Before the first forwarding for the query through the headers ring, the query 
must be tagged with DF and the value of DF is equal to H-Max. DF must be decreased by 1 in each forwarding for 
the query through the ring. Therefore, in each forwarding, the DF must be checked. If DF>0, the query can be 
forwarded to the next partner. If DF<= 0, the query must be forwarded to the main peer. 
 
Based on the aforementioned description, the CDRA algorithm is as follows.  
 Each header determines the source of the received query. 
  If the query source = the main peer, then  
 the header checks the query against its local schema  
 if the answer can be provided, then  
the header forwards the query to its underline peers.  
Else 
  it checks its local knowledge about the direct tow neighbor schemas.  
 If the query can be answered, then  
it directly forwards it to the specific direct neighbor.  
Else 
it will be forwarded through the partner link.  
 If the query source = one of its underline peers, then 
 the header checks it against its local knowledge about the neighbor schemas. 
  if it can be answered through one of them, then  
            it directly forwards it to the specific direct neighbor. 
     Else 
          it will be forwarded through the partner link. 
 If the source of the query= one of its neighbors, then  
 the header checks it against its local schema  
 if the answer can be provided, then  
the header forwards the query to its underline peers.  
Else 
  it checks its local knowledge about the direct tow neighbor schemas.  
 If it can be answered, then  
it directly forwards it to the specific direct neighbor.  
Else 
      it will be forwarded through the partner link 
 
                       
 
               
Fig. 2. (a) The Super domain level architecture; (b) The Domain level architecture 
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3. Performance Evaluation 
In our experimental study, we compared the performance of our proposed mechanism with the flooding 
mechanism, which is used as a baseline in the evaluation of P2P search systems [16, 17]. 
We conducted the performance evaluation of our routing mechanism and the flooding mechanism using 
OMNET++ Version 4.1 [18]. All experiments were run on a machine Core 2 Duo 2.10 GHZ with 4 GB RAM, 500 
GB Hard disk, and Windows 7 operating system. In this section, we present the experimental setup, performance 
metrics, and performance evaluation in our simulations. 
3.1. Experimental setup 
We construct a network with 1,000...10,000 peers and distribute contents on the network according to a Zipf-like 
distribution. We generate ten queries according to the Zipf distribution. Each query is repeated 50 times and the 
averages are calculated. In this setting, we implement both the DSQRM mechanism and the Flooding based 
mechanism using binary tree topology.  
3.2. Performance metrics 
There are many p2p search performance metrics. However, in the evaluation of DSQRM, we are mainly 
concerned with search path-length, network load, and response time to assess the efficiency of our approach. Query 
path-length is the number of hops that the query is passing through them before it reaches the target peer. This 
metric indicates how goal-oriented a query is routed and how fast answer may be returned [19]. The network load is 
the number of messages per query traces. This metric shows that to what extent the network is being flooded by one 
query[20]. The query response time is the time period from when a query is issued by a peer node until it receives 
the first response [21]. 
3.3. Performance evaluation 
Fig 3 shows the average search path length for DSQRM and the flooding mechanism. The search path length for 
flooding starts with high value and increases slowly with the size of network but in DSQRM it starts and continues 
with small values for the most network sizes. In fact, the search path length of DSQRM is about 37% shorter 
compared to flooding mechanism at network size 10000 peer where the shortest difference between the two values 
of the average search path length is exist.  
 
 
Fig. 3. The average search path length  
 
We examine the network load traffic, in terms of the number of messages generated in the network to handle the 
user query. We compare the difference in traffic loadings between DSQRM and flooding under the same scenario 
for different network sizes without limit for TTL. Fig 4 shows the comparison results, the result shows clearly the 
variation in the numbers of messages between DSQRM and flooding mechanism. The flooding mechanism produces 
vast redundant messages, but DSQRM reduces the network load, as fewer messages are required. 
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Fig. 4. The network load per query 
One of the important metrics in the evaluation of p2p search techniques is the query response time. In Fig 5, we 
show the result of the experiment that is used to study the performance of DSQRM in terms of the response time. In 
this experiment, we assume that the delay of all p2p network edges are equal and we set it to 10 ms. In this 
experiment,  the average response time is faster by around 57% than the flooding mechanism. 
 
 
 
Fig. 5. The average response time 
 
Finally, the aforementioned results demonstrate how much our technique, compared to flooding technique 
presents an advantage in the number of messages exchanged over the network and the average time needed to obtain 
responses. The Observation of the performance of the algorithm for large network size in these experiments, clearly 
demonstrates that DSQRM algorithm is more efficient than flooding for large scale P2P applications. 
4. Conclusion 
Many distributed peer-to-peer applications need to determine the node that stores a data item. In this paper, we 
proposed the domain-based query routing mechanism to solve this challenging problem in a decentralized manner. 
DSQRM mechanism improves the efficiency of the peer-to-peer search system while keeping search costs low. It 
does this by grouping the peers with similar content into domains. Then, a process of attributes analysis is performed 
for the peers that belong to one domain to make interconnected groups of peers that contain semantically related 
information, in order to forward the queries that relevant to specific peers. We presented the details of DSQRM 
architecture and the two query routing algorithms that perform the search process within the architecture 
The benchmarking results show that the proposed mechanism outperforms the flooding using several 
performance metrics, i.e. response time of queries, network load, and average path length. We believe that DSQRM 
can effectively and efficiently supporting query processing in a multi-domain p2p data sharing system. 
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