The Vishik's Normal Form provides a local smooth conjugation with a linear vector field for smooth vector fields near contacts with a manifold. In the present study, we focus on the analytic case. Our main result ensures that for analytic vector field and manifold, the conjugation with the Vishik's normal form is also analytic. As an application, we investigate the analyticity of Poincaré Half Maps defined locally near contacts between analytic vector field and manifold.
INTRODUCTION AND MAIN RESULT
Let M be a C ω (resp. C ∞ ) manifold and denote by X ω (M) (resp. X ∞ (M)) the set of C ω (resp. infinitely differentiable C ∞ ) vector fields defined on M. A usual, C ω and C ∞ mean, respectively, analytic and infinitely differentiable. Also, consider a codimension-1 C ω (resp. C ∞ ) embedded submanifold Σ of M. Given p ∈ Σ, there exist a neighborhood U p ⊂ M of p and a C ω (resp. C ∞ ) function h : U p → R such that Σ ∩ U p = h −1 (0) and ∇h(x) = 0 for every x ∈ Σ ∩ U p . In the above setting, we say that p is a contact of order k (k-contact, for short) between X and Σ if 0 is a root of multiplicity k + 1 of f (t) . .= h • X t (p), where t → X t (p) is the trajectory of X starting at p. Equivalently, Xh(p) = X 2 h(p) = . . . = X k h(p) = 0, and X k+1 h(p) = 0.
Here, X n h(p) denotes the n-th Lie derivative of h in the direction X at p ∈ Σ, which is defined recursively as Xh(p) = ∇h(p) · X(p) and X n h(p) = ∇ X n−1 h (p) · X(p), for n > 1. In addition, we say that a k-contact p between X and Σ is simple if ∇h(p), ∇Xh(p), . . . , ∇X k h(p) is linearly independent. In particular, simple k-contacts for k = 1 and k = 2 are called fold and cusp contacts, respectively. One can see that the definition above does not depend on the function h in the following sense: if p is a simple k-contact point with Σ and f : U ′ p → R is any other function defined in some neighborhood U ′ p ⊂ M of p such that Σ ∩ U ′ p = f −1 (0) and ∇ f (x) = 0 for every x ∈ Σ ∩ U ′ p , then ∇ f (p), ∇X f (p), . . . , ∇X k f (p)
is also linearly independent.
In 1972, Vishik [13] studied vector fields near simple k-contacts. Assuming that both, vector field and submanifold, were smooth of class C ∞ , he provided local linear normal forms for such vector fields through conjugation by C ∞ maps. Applications of the Vishik's Normal Form can be found mainly in the study of bifurcations in piecewise smooth dynamical systems (see, for instance, [1, 2, 3, 7, 11, 12] ).
In the present study, we focus on the analytic case. Our main result ensures that for analytic vector field and manifold the conjugation with the Vishik's Normal Form is also analytic. For the sake of completeness, we also state the C ∞ case.
Theorem A. Let M be a C ω (resp. C ∞ ) manifold, Σ a codimension-1 C ω (resp. C ∞ ) embedded submanifold of M, and X ∈ X ∞ (M) (resp. X ∈ X ω (M)). Suppose that p ∈ Σ is a simple kcontact between X and Σ with k ≤ m − 1, m . .= dim(M). Then, there exists a C ω (resp. C ∞ ) diffeomorphism ψ : U → V, where U ⊂ M and V ⊂ R m are respectively neighborhoods of p and 0, such that ψ(
Theorem A is proved in Section 3.2. Its proof is based on the following result.
Then, there exist C ω (resp. C ∞ ) real-valued functions a 1 , . . . , a n , b, defined in a neighborhood of (0, 0) ∈ R × R n , such that
Theorem B is proved in Section 2.4. It is worth mentioning that the C ∞ version of this theorem was already known by Vishik [13] as a consequence of the Corollary of Theorem 1 of [9] (see the proof of Example 2 of [9]).
Application: Poincaré Half Maps.
Simple contacts between X and Σ admit local return maps of X to Σ, usually called Poincaré Half Maps. The C ω version of the Vishik's Normal Form, Theorem A, can be used to investigate the analyticity of such maps.
For instance, let Σ be a codimension-1 C ω embedded submanifold of a C ω manifold M and assume that p ∈ Σ is a fold singularity of X ∈ X ω (M) with respect to Σ. Theorem A ensures the existence of a C ω chart (ψ, U) such that ψ * X(x 1 , x 2 , . . . , x m ) = (x 2 , 1, 0, . . . , 0), ψ(p) = 0, and Σ * . .= ψ(Σ ∩ U) = {x 1 = 0}, here m = dim(M). The trajectory of X * . .= ψ * X passing through (x 1 , x 2 , . . . , x m ) writes
Thus, solving x 1 + t x 2 + t 2 2 = 0 we get t = 0 or t = −2 x 2 . Therefore, given (0, x 2 , . . . , x m ) ∈ Σ * , we can define the Poincaré half map P : Σ * → Σ * by P(0, x 2 , . . . , x m ) . .= X * −2 x 2 (0, x 2 , . . . , x m ) = (0, −x 2 , x 3 , . . . , x m ), which is clearly analytic. Going back through the change of coordinates ψ, we get defined a Poincar half map
which is a composition of analytic maps and, therefore, analytic. In [4] , using the blow-up method through generalized polar coordinates, the above conclusion has been previously achieved for planar vector fields and Σ being a straight line. As performed in [4] , this can be used to define Lyapunov-like constants for studying the center-focus problem in piecewise analytic vector fields around tangential singularities.
PREPARATION THEOREM AND PROOF OF THEOREM B
This section is devoted to the proof of Theorem B, which is based on a "Formal Preparation Theorem" (see Theorem 1) regarding finitely generated module over the ring of germs of C ω and C ∞ functions. Before the statement of Theorem 1, in accordance with [5] , we introduce some algebraic concepts.
2.1. Modules. Let R be a comutative ring with unity and A an Abelian group (with respect to the operation +). We say that A is a R-module if there exits a map from R to the set of homomorphism of A, denoted by ra ∈ A with r ∈ R and a ∈ A, for which the following properties are satisfied.
(r 1 + r 2 )a = r 1 a + r 2 a, for r 1 , r 2 ∈ R and for a ∈ A, (r 1 r 2 )a = r 1 (r 2 a), for r 1 , r 2 ∈ R and for a ∈ A, r(a 1 + a 2 ) = ra 1 + ra 2 , for r 1 , r 2 ∈ R and for a ∈ A, 1 · a = a, for a ∈ A.
The R-module A is said to be finitely generated over R if there exists a finite number of elements a 1 , . . . , a n ∈ A such that any element a ∈ A can be written in the form
Now, let R and R ′ be two commutative rings with unity and φ : R → R ′ be a ring homomorphism, then R ′ can be seen as R-module via φ by letting ra := φ(r)a, for r ∈ R and a ∈ R ′ .
Germs of functions.
Let M be a C ω (resp. C ∞ ) manifold and p ∈ M. We start by defining the ring C ω
where g + f and g · f are defined in dom f ∩ domg. Also the neutral element and the unit are given, respectively, by [0] p and
In addition, if φ is a local C ω (resp. C ∞ ) diffeomorphism then φ * is a ring isomorphism.
From now on, for the sake of simplicity, we shall omit the brackets in [ f ] p and denote the germ only by f .
Formal Preparation Theorem.
Theorem B is a consequence of the following preparation theorem. 
We may also refer to [6] . The C ∞ case of Theorem 1 follows from the equivalence between (a) ′ and (b) ′ in the Corollary of Theorem 1 of [9] . See also [8] .
Proof of Theorem
Indeed, by Taylor's Theorem, there exists a C ω,∞ real function r defined in a neighborhood of 0 ∈ R, with r(0) = 0, such that ϕ(t, 0) = t k r(t). Proceeding as above, we conclude that
). In addition, since r(0) = 0, we also conclude that t k ∈ (ϕ(t, x), x)C ω,∞ 0 (R n+1 ), which proves the claim. So, from (1), we get that
which has a basis given by
PROOF OF VISHIK'S NORMAL FORM
This section is devoted to the proof of Theorem A. First, consider X ∈ X r (M) and let ϕ :
This will be used later on.
3.1. The planar case. Before proving Theorem A, in order to fix ideas and motivate the techniques that will be used, we shall first study the planar case. Consider M = R 2 , X ∈ X ω (M) (resp. X ∈ X ∞ (M)) a planar vector field, and let h : R 2 → R be a C ω (resp. C ∞ ) function for which 0 is a regular value. Denote Σ = h −1 (0) and assume that (0, 0) ∈ Σ is a fold contact between X and Σ, that is,
We anticipate that ψ will be given as the composition of three maps, ψ = γ • β • α. In what follows, we shall construct each one of these maps.
Since X(0, 0) = (0, 0), the Tubular Flow Theorem provides a chart (α, U 1 ) of (0, 0) satisfying α(0, 0) = (0, 0) and Y(x, y) . .= α * X(x, y) = (1, 0), for every (x, y) ∈ V 1 . .= α(U 1 ).
Therefore, by the Implicit Function Theorem, there exists a unique C ω (resp. C ∞ ) function Φ : (−ε, ε) → R, defined for some small ε > 0, satisfying (4) Φ(0) = 0 and f (x, Φ(x)) = 0 for every x ∈ (−ε, ε).
This means that U 1 can be taken smaller, if necessary, in order that
Now, we shall use Theorem B to construct a second transformation. From (3) and (4), we compute
(0, 0) = 0 and ∂ 2Φ ∂x 2 (0, 0) = 0. Thus, by Theorem B, there exists C ω (resp. C ∞ ) real-valued functionsã,b, defined in a neighborhood of (0, 0), such that
Taking a(x) . .=ã(x, 0) and b(x) . .=b(x, 0), we are able to conclude that
for every x in a neighborhood of 0. Clearly, b(0) = 0. Moreover, computing the first and second derivative of (5) at x = 0 and using (4) we get, implicitly, that a(0) = 0 and b ′ (0) = 0. Hence, consider the map
which is defined in a neighbourhood of (0, 0). Notice that det(Dβ(0, 0)) = b ′ (0) = 0. Thus, there exists a neighborhood U 2 ⊂ V 1 of (0, 0) on which β is a diffeomorphism onto W . .= β(U 2 ). It is easy to see that
Notice that, for (x,ỹ) = β(x, y),
Thus, if (x, y) ∈ Σ 1 ∩ U 2 , that is, y = Φ(x), then the above identity together with (5) imply that y =x 2 . This means that, in this new coordinate system, Σ 1 is transformed into
As the last transformation, consider the following map,
Notice that γ is a local diffeomorphism around (x,ỹ) = (0, 0). Therefore, we can take W smaller, if necessary, in order that γ is a diffeomorphism onto V . .= γ(W). It is easy to see that
we get the following result proved. Theorem 2. Let X be a C ω (resp. C ∞ ) planar vector field and Σ a C ω (resp. C ∞ ) embedded planar curve. Suppose that p ∈ Σ is a fold contact between X and Σ. Then, there exists a C ω (resp. C ∞ ) diffeomorphism ψ : U → V, where U, V ⊂ R 2 are respectively neighborhoods of p and 0, such that
Proof of Theorem A.
Since Σ is a codimension-1 C ω (resp. C ∞ ) embedded submanifold of M, there exist a neighborhood U p ⊂ M of p and a C ω (resp. C ∞ ) function h : U p → R such that Σ ∩ U p = h −1 (0) and ∇h(x) = 0 for every x ∈ Σ ∩ U p .
We anticipate that, as in the planar case, the map ψ : U → V will be given as the composition of three maps, ψ = γ • β • α. In what follows, we shall construct each one of these maps.
The first map α will be given as the composition of two maps, α =α •α. As in the planar case, the first oneα is obtained through the Tubular Flow Theorem, the second oneα is an auxiliary map. Since X(p) = 0, the Tubular Flow Theorem provides a C ω (resp. C ∞ ) chart (α,
Here, we are denotingŷ = (ŷ 1 , . . . ,ŷ m ). Since ∇f (ŷ) = 0 for everyŷ ∈ Σ 1 , we can assume, without loss of generality, that ∂f ∂ŷ m (0) = 0.
Therefore, by the Implicit Function Theorem, there exists a unique C ω (resp. C ∞ ) function Φ : denotes the open ball of radius ε centered at the origin of R m−1 . This means that U 1 can be taken smaller, if necessary, in order that
In the planar case, Theorem B was applied directly for the function Φ. Here, before using Theorem B, we have to consider the following auxiliary diffeomorphism
Denote y = (y 1 , . . . , y m ). It is easy to see that Notice that
In addition, denoting α . .=α •α and f . .= h • α −1 , we get . Now, in order to construct the second transformation β, we shall apply Theorem B for the function φ. From 2, we have that
. . , k}, and
Thus, from (9) and (7), we compute (10)
Now, by Theorem B, there exists C ω (resp. C ∞ ) real-valued functions a 1 , . . . , a k , b : R m−1 → R, defined for (y 2 , . . . , y m ) in a neighborhood of 0 ∈ R m−1 , such that
. . , y m−1 , φ(y 1 , . . . , y m−1 )) = b(y 2 , . . . , y m−1 , φ(y 1 , . . . , y m−1 )),
Clearly, b(0) = 0. Computing the derivative of (11) in the variable y i , for 2 ≤ i ≤ m − 1, at y = 0 and using (6) we get
Moreover, computing the ith-derivative of (11) in the variable y 1 at y = 0 for 1 ≤ i ≤ k and i = k + 1 we obtain respectively. Thus, from (6) and (14), we conclude that (15) ∂b ∂y m (0) = 0. Now, we claim that the matrix
to both sides of the equation (11), we get that
Thus, from (15), A is invertible if, and only if,
From (10), 
is also linearly independent. Since the definition of simple k-contact does not depend on the function f , which describes the manifold Σ 1 as an inverse image of regular value, by (7) we can assume in (16) that f = y m − φ(y 1 , . . . , y m−1 ). Thus, we conclude that the matrix ∂ i+1 φ ∂y i 1 ∂y j (i,j)∈{1,...,k}×{1,...,m−1} has rank k. Therefore, up to a permutation of the coordinates, we can assume, without loss of generality, that the matrix B is invertible and, therefore, we conclude that the matrix A is invertible. Hence, consider the map β(y) = β 1 (y), . . . , β m (y) defined for y ∈ V 1 by
From (12), (13) , and (15), we get that
Thus, there exists a neighborhood U 2 ⊂ V 1 of 0 on which β is a diffeomorphism onto W . .= β(U 2 ). Notice that Y * (x) . .= β * Y(x) = (β • α) * X(x) = (1, 0, . . . , 0), for everyx ∈ W. Denotex = (x 1 , . . . ,x m ). We claim that
Indeed, take y = (y 1 , . . . , y m ) ∈ Σ 1 . We know that y m = φ(y 1 , . . . , y m−1 ).
Thus, from (11), the following equation is fulfilled
For the sake of simplicity, denote a i . .= a i (y 2 , . . . , y m ) and b . .= b(y 2 , . . . , y m ). Thus,
Now, takex = (x 1 , . . . ,x m ) = β(y). In particular,x 1 = y 1 + a k /(k + 1). Hence, This proves the claim. For the last transformation, consider the map γ(x) = γ 1 (x), . . . , γ m (x) defined forx ∈ W by
Notice that γ is a local diffeomorphism aroundx = 0. Therefore, we can take W smaller, if necessary, in order that γ is a diffeomorphism onto V . .= γ(W). Take x = (x 1 , . . . x m ). It is easy to see that, for every x ∈ V, In both cases, γ(Σ 2 ) = {x ∈ V : x 1 = 0}.
Finally, we conclude the proof of Theorem A by taking U . .= (β • α) −1 (W) and ψ . .= γ • β • α U : U → V.
