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In the deregulated electricity markets run by Independent System Operator (ISO), a two-settlement (day-ahead and real-time) 
process is typically used to determine the electricity price to the end-use customers at different buses. In the day-ahead 
settlement, the demand is predicted at each bus based on the previous consumption behavior of the consumers and thus, 
Locational Marginal Price (LMP) can be determined and shared to the consumers. A significant gap is usually observed between 
the planned and real-time demands due to the uncertainties of the weather (temperature, wind-speed etc.), the intensity of 
business, and everyday activities. Therefore, a large price variation may occur in the real-time market and the dispatching plan 
needs to be adjusted to respond to the variation. To reduce the gap between the day-ahead and real-time dispatching plans, a 
modified framework, i.e., a three-settlement process considering the integration of the manufacturing plants into the existing two-
settlement process is proposed in this study. The manufacturing end-use customers report the flexibility of their loads to the ISO 
so that the ISO can update the day-ahead price through an updated dispatching plan that utilizes the feedback of the load 
flexibility from the manufacturers. A mathematical model is developed to identify the flexible and non-flexible loads of the 
manufacturers. Particle Swarm Optimization (PSO) is used to solve this mathematical model and a case study is conducted to 
illustrate the effectiveness of the model. 
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1. Introduction 
1.1. Background of a Two-Settlement Process for Local Marginal Price (LMP) 
To accommodate the fast growth of electricity demand with an efficient system management, the electricity 
market has been restructured towards a deregulated market so that the power suppliers’ competitiveness can be 
strengthened and the consumers’ flexibility to choose power supply can be enhanced. The market is generally run by 
a two-settlement process: day-ahead settlement and real-time settlement [1]. The Local Marginal Price (LMP) is 
calculated twice: once in the day-ahead settlement, which is called as forward market, and another in the real-time 
settlement, which is known as spot market. 
In the two-settlement process, the day ahead demand at each bus is predicted depending on the historical power 
consumption of the customers. Based on the predicted power consumption, available generation sources, and 
transmission capability, the Independent System Operator (ISO) identifies the optimal dispatching plan and 
corresponding day ahead LMP (DA-LMP) at each bus to meet the forecast demand in the first settlement. While the 
real-time LMP (RT-LMP) is calculated during the operating day based on the actual system operating conditions 
such as available generation, requested demand, transmission capability, etc. in the second settlement. This two-
settlement process as shown in Fig. 1 is widely adopted for the electricity wholesale market [2-4] as well as for the 
customers with high demand in the retail market [5-7] to improve the linkage between the wholesale and retail 
markets. The DA-LMP is shared with the customers through Advanced Metering Infrastructure (AMI). As the 
horizon for energy transaction and dispatch plan becomes expanded, the energy market becomes more liquid, 
competitive, and economically efficient. 
 
 
Fig. 1. Scheme of two settlement process 
In an ideal two-settlement market, the day ahead demand equals to the expected real time demand by the no-
arbitrage condition. However, this does not always hold in the real world. Systematic nonzero spreads between the 
day ahead demand and real time demand are routinely observed [8]. The statistics of spreads vary by hours and 
seasons. At each time point, the total generation must be equal to the total consumption throughout the grid in order 
to stabilize system frequency. If the system runs out of balance, the power stability and quality will be deteriorated, 
which may trigger the disconnection of system components, and ultimately, lead to power blackouts. Moreover, the 
renewable energy sources are increasingly integrated into smart grid for the purpose of clean energy source. As the 
sources are intermittent in nature, volatility is increased and consequently, reliability margin is decreased.  
Electric storage resources and demand response (DRP) programs are two widely used methods to address the 
problem and enhance grid reliability through mitigating peak demand and load variability. There have been many 
previous works focusing on optimally utilizing the energy storage resources to improve the reliability of the smart 
grid. For example, Rodriguez illustrated the issues and benefits of integrating the energy storage into the smart grid 
[9]. Bahramirad et al. presented a model for calculating the optimal size of an energy storage system (ESS) in a 
microgrid considering reliability criterion [10]. It has been summarized that the energy storage device is considered 
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real-time LMP (RT-LMP) is calculated during the operating day based on the actual system operating conditions 
such as available generation, requested demand, transmission capability, etc. in the second settlement. This two-
settlement process as shown in Fig. 1 is widely adopted for the electricity wholesale market [2-4] as well as for the 
customers with high demand in the retail market [5-7] to improve the linkage between the wholesale and retail 
markets. The DA-LMP is shared with the customers through Advanced Metering Infrastructure (AMI). As the 
horizon for energy transaction and dispatch plan becomes expanded, the energy market becomes more liquid, 
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Fig. 1. Scheme of two settlement process 
In an ideal two-settlement market, the day ahead demand equals to the expected real time demand by the no-
arbitrage condition. However, this does not always hold in the real world. Systematic nonzero spreads between the 
day ahead demand and real time demand are routinely observed [8]. The statistics of spreads vary by hours and 
seasons. At each time point, the total generation must be equal to the total consumption throughout the grid in order 
to stabilize system frequency. If the system runs out of balance, the power stability and quality will be deteriorated, 
which may trigger the disconnection of system components, and ultimately, lead to power blackouts. Moreover, the 
renewable energy sources are increasingly integrated into smart grid for the purpose of clean energy source. As the 
sources are intermittent in nature, volatility is increased and consequently, reliability margin is decreased.  
Electric storage resources and demand response (DRP) programs are two widely used methods to address the 
problem and enhance grid reliability through mitigating peak demand and load variability. There have been many 
previous works focusing on optimally utilizing the energy storage resources to improve the reliability of the smart 
grid. For example, Rodriguez illustrated the issues and benefits of integrating the energy storage into the smart grid 
[9]. Bahramirad et al. presented a model for calculating the optimal size of an energy storage system (ESS) in a 
microgrid considering reliability criterion [10]. It has been summarized that the energy storage device is considered 
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the most reliable option for small scale applications; however, it is not economically viable for a large scale 
application and is still less investigated for the applications on the grid level [11]. 
Due to the scalability and less investment requirement, demand response (DR) is a widely adopted strategy by the 
ISO. A great deal of research on implementing the DR programs for grid reliability has been reported [12-13]. For 
example, Zarnikau discussed the impact of demand response in the restructured Electric Reliability Council of Texas 
market to bolster the reliability of the grid [12]. Wang et al. highlighted the significant contributions to improving 
the system reliability and maintaining grid stability from DR programs [13].  
In DR programs, the ISO offers a higher rate to reduce the consumption level of the customers to address the 
issue of excess demand [14]. The extra power may need to be purchased and the reserved generators may need to be 
activated in real time to meet the excess demand. Consequently, it will result in a higher LMP. On the other hand, 
the ISO reduces the market clearing price if there is excess power compared to the demand in the system [14]. If 
there still exists excess power after reducing the clearing price, generation curtailment is required for grid stability. 
In that case, the ISO offers some reimbursement to the generators to minimize their losses due to the failure of 
consuming the committed electricity. Thus, the end use customers may experience a different LMP in real time 
which depends on the variation of the real time demand and the forecast one. Fig. 2 illustrates the variation between 
DA-LMP and RT-LMP of a typical day [5-7].  
 
 
Fig. 2. Northern IL HUB DA & RT prices January 7, 2014 – Polar Vortex  
1.2. Proposed Three-Settlement Process  
To reduce the gap and develop a proactive framework rather than rely on the reactive tool like DR program and 
energy storage, the paper proposes a three-settlement framework that introduces a new settlement plan between the 
existing two settlements. The motivation of this new settlement is to enhance the customers’ participation directly 
into the day ahead dispatching plan utilizing the demand information of the operating day, and thus, minimize the 
cost of purchasing real time power and running the spinning reserves for standby power. Fig. 3 shows the scheme of 
the three-settlement plan.  
 
 
Fig. 3. Three settlement method 
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 In the revised three settlement plan, the first settlement is exactly same as the first settlement described in the two 
settlement plan. In the second settlement, the customers will determine their consumption plan considering the 
information of the day ahead LMP provided by the ISO and report it to the ISO through AMI. The consumption plan 
provided by the customers includes the information specifying if the load from each individual customer is flexible 
or non-flexible as well as the details of the flexibility (discussed later). As the demand information is directly 
obtained from the users, the real time dispatch in the third settlement is expected to be more close to the predicted 
demand, which can help the ISO develop a flexible dispatching plan as well as a proper day ahead purchase plan in 
the wholesale market. It is helpful to reduce the LMP so that the customer can get benefits from energy cost saving 
with a certain level of sacrifice in terms of the degrees of freedom of controlling the loads. 
The flexible load is defined as the load which can be manipulated as there is a slackness in its consumption time 
without affecting the outcomes of the system [15]. Fig. 4 shows an illustrative example where the product is required 
to be delivered by 5 PM and the management has a certain level of flexibility in terms of start time (10:00 AM or 
10:15 AM or 10:30 AM or 10:45 AM or 11:00 AM) of the production. The start time earlier than 11:00 AM will be 
permitted to meet the target production by 5:00 PM with the similar power consumption profile.  
 
 
Fig. 4. Load profile of flexible loads with earliest and latest starting time 
1.3. Research Questions  
To implement the three-settlement plan successfully, the manufacturers are required to determine whether the 
system is flexible or not in the planning horizon, and if it is flexible, what level of flexibility the system itself has. 
The level of flexibility is determined with respect to the latest start time of the production. The load profile with 
corresponding latest start time will be reported to the ISO. The ISO can thus adjust the dispatching plan identified in 
the first settlement considering the flexible loads along with the latest start time constraint and recalculate the LMP 
to the corresponding bus. After that, the ISO will share the revised LMP and the scheduling plan of the flexible loads 
through AMI which will help the customers to finalize their consumption plan.  
It is quite challenging to identify the flexible load and the degree of flexibility for the manufacturing end use 
customers as the manufacturing system itself is a complex system consisting of various manufacturing processes that 
are mutually interconnected and interdependent. While the literature on scheduling the machines in the 
manufacturing system to minimize the cost drivers such as energy [16, 17], set up times [18-20], maintenance [21-
23] without sacrificing the production target is extensive, very few attempts to determine the flexibility in terms of 
energy consumption of the manufacturing system under the constraints of production throughput have been made. 
To help the ISO develop a flexible dispatching plan, a mathematical model is proposed for the manufacturers to 
identify the power consumption profile of the flexible loads with corresponding latest production start time. The 
critical parameters of the manufacturing systems like initial buffer quantity, buffer capacity, target production, 
processing time of each machine at each stage, etc. are considered in the model. The model is formulated as a mixed 
integer non-linear programming problem. Particle Swarm Optimization (PSO) is adopted to find the near optimal 
solution. A numerical case study is conducted to illustrate the effectiveness of the proposed model. The rest of the 
paper is organized as follows. Section 2 describes the formulation to identify the flexible loads. The solution strategy 
based on PSO in introduced in Section 3. A numerical case study is implemented in section 4. Section 5 draws the 
conclusion of the paper and discusses the future work. 
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are mutually interconnected and interdependent. While the literature on scheduling the machines in the 
manufacturing system to minimize the cost drivers such as energy [16, 17], set up times [18-20], maintenance [21-
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identify the power consumption profile of the flexible loads with corresponding latest production start time. The 
critical parameters of the manufacturing systems like initial buffer quantity, buffer capacity, target production, 
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integer non-linear programming problem. Particle Swarm Optimization (PSO) is adopted to find the near optimal 
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conclusion of the paper and discusses the future work. 
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2. Proposed Model 
Nomenclature 
xijt state of machine j in stage i at interval t (one denotes “on” state and zero denotes “off” state) 
yijt indicator denotes whether machine j in stage i starts to process a new part or not at interval t (it takes the 
value of one if yes, and zero otherwise) 
BAit work-in-process in buffer location i at the beginning of interval t  
max
iBA  capacity of buffer location i  
NPijt total number of the parts produced by machine j in stage i up to interval t  
PCij rated power of machine j in stage i 
PCmax maximum power consumption level of the system when all the machines are at “on” state 
PTij processing time of machine j in stage i (unit: number of intervals) 
STI index of the interval that production starts  
TP production throughput 
 
The manufacturing system modeled in this paper is shown in Fig. 5. It has n stages (indexed by i, i=1, 2, …, n) 
and mi parallel machines (indexed by j, j=1, 2, …, mi) in each stage. The power consumption and processing time for 
each machine in the same stage are assumed to be identical. Between two consecutive stages, there is a buffer 
location (indexed by i, i=1, 2, …, n-1) with finite capacity to store the work-in-process parts.  
 
Fig. 5. A typical production line 
It is assumed that the planning horizon is H hours and is discretized into T intervals (indexed by t, t=1, 2, …, T) 
with a constant duration of t . The system produces a single type of product. TA is the target production in a given 
planning horizon. The objective is to determine the latest start time of the production while still satisfying the target 
production and limiting the total power consumption within the maximum level, which in turn presents the 
flexibility of the system. The objective can be formulated by (1). 
max
ijtx
STI     (1) 
where STI is the time when the production of the system starts. The index of the discretized intervals (t=1, 2, …, T) 
is used to specify this time.  xijt is the state of the machine j in stage i at interval t (one denotes “on” state and zero 
denotes “off” state), which is determined by a binary decision variable yijt. yijt takes the value of one if the machine j 
in stage i starts to process a new part at the beginning of interval t, and zero otherwise.  The relationship between xijt 
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where PTij is the processing time of machine j in stage i. 
 
Total number of parts processed by the machine j in stage i up to interval t can be calculated by (4) and (5) 
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The work-in-process parts in buffer location i at the beginning of interval t can be calculated by (6)  
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where max(0,( ))ijt t PT   . As the buffer has limited capacity, the amount of work-in-process parts in buffer 
location i at any interval t cannot exceed the maximum capacity, which can be presented by (7) 
max0 it iBA BA      (7) 
where is maxiBA the capacity of the buffer location i, which is typically based on the given layout of the 
manufacturing system and known to the decision maker. 
The machine on/off state is constrained by the availability of the work-in-process parts in the immediate 
upstream buffer location, which can be described by (8) and (9).  
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If there is no work-in-process parts, all the downstream machines will be in the “off” state. The machines will be 
activated (“on” state) based on their index (the first machine at any stage will be activated if there is only one unit of 
work-in-process available in the upstream buffer location; the second machine will be activated next if there is more 
than one unit of work-in-process in the buffer, and so on).  
Total number of the products produced by the system, TP, can be calculated using the output of the machines at 







     (10) 
It is mentioned previously that all the machines in the same stage have the same processing time and the use of 
the parallel machines starts from the machine with the index of one. Therefore, the interval index of the start time of 
the production system can be determined by selecting the minimum interval index among all stages, which can be 
represented by 
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The index of the start time cannot exceed the index of the last interval of the planning horizon, which can be 
satisfied by 
STI T     (13) 
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where PCij is the rated power of machine j in stage i.  
Along with achieving the latest start time, we also hope that the power consumption amount at all the intervals 
should be less than the maximum consumption level, which can be presented by 
max
tPC PC     (15) 
The production throughput should satisfy the target production (denoted by TA), which can be described by 
 
TP TA             (16) 
 
After solving the proposed model aforementioned, the load of the manufacturing system is flexible if the obtained 
STI is larger than one, and non-flexible as otherwise. 
3. Solution Strategy 
It is challenging to solve the proposed formulation using the technique of convex optimization due to the non-
convexity of the objective function, the involvement of non-linearity in constraints, and the binary/discrete 
variables. Therefore, in this paper, Particle Swarm Optimization (PSO), a typical population-based meta-heuristic 
algorithm inspired and characterized by foraging behaviors of animal swarms is implemented to solve the proposed 
model. As PSO does not require continuity and differentiability on the search space of the optimization problem, it 
has been widely used for solving many different scheduling problems considering the energy consumption cost and 
energy system design of the manufacturing system to find near optimal solutions [24, 25]. 
In PSO, the candidate solution is represented as a particle in a swarm. It is encoded into a matrix with the 
dimension of N×M×T where N represents the number of stages in the production system, M represents the maximum 
number of machines throughout all the stages, and T represents the number of intervals in the planning horizon. The 
matrix is used to store the decision variable xijt. The decision variable is initialized randomly from the set {0, 1}.  
The location of each particle is represented by the fitness of the particle that includes the value of the objective 
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  (17) 
where A is a large real number. 
The particles update their velocities based on their current velocities, the particles’ individual best locations, and 
the best locations of the entire swarm iteratively and then update the locations using the updated velocities. The 
velocity and location of each particle are updated by (18) and (19) 
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where ( 1)V s  and ( )V s are the velocity matrix of individual particle at iteration s and s + 1, respectively. L(s) and 
L(s + 1) are the location matrix of individual particle at iteration s and s + 1, respectively. c1 and c2 are the learning 
factors. w1 and w2 are the random real numbers between zero and one. LPB is the particle’s best solution that has 
been identified up to the sth iteration. LGB is the global best solution of the entire swarm. α (s) is the inertia weight at 
iteration s which can be calculated by 
max max min( ) [( ) ] /s s S          (20) 
where αmax and αmin are the maximum and minimum inertia weights, respectively. S is the maximum iteration 
number. The inertia weight will be updated dynamically with the iteration number. At the beginning, particles will 
move with a larger step towards the global minima. With the iteration increases, the particles will move with a 
smaller step to coverage to the near optimality. 
4. Case Study  
To evaluate the proposed model, a three stage manufacturing system is considered for the case study as shown in 
Fig. 6. Each stage has three machines with same processing time and rated power as shown in Table 1. The initial 
buffer amount and corresponding maximum capacity of each buffer location are shown in Table 2. 
 
Fig. 6. Three stage production line for case study 
     Table 1. Processing time and power consumption level of each machine at different stage. 
Stage S-1 S-2 S-3 
Machine index M-1 M-2 M-3 M-1 M-2 M-3 M-1 M-2 M-3 
Processing time (mins) 15 15 15 15 15 15 15 15 15 
Power consumption rate (kW) 37 37 37 43 43 43 33 33 33 
Table 2. Initial buffer amount and corresponding maximum capacity at each buffer location. 
Stage B-1 B-2 
Initial buffer amount 4 6 
Buffer capacity 15 9 
 
The planning horizon is 5 hours (from 10:00 AM to 3:00 PM). It is discretized into a set of 15-minute intervals. 
The target production for the planning horizon is 40 units. After implementing the algorithm, the latest start time and 
power consumption level at each interval are identified as shown in Fig. 7. The states of each machine at different 
stages throughout the planning horizon are shown in Fig. 8. 
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where A is a large real number. 
The particles update their velocities based on their current velocities, the particles’ individual best locations, and 
the best locations of the entire swarm iteratively and then update the locations using the updated velocities. The 
velocity and location of each particle are updated by (18) and (19) 
8 Md. Monirul Islam et al / Procedia Manufacturing  00 (2019) 000–000 
1 1 2 2( 1) ( ) ( ) ( ( )) ( ( ))PB GBV s s V s c w L L s c w L L s         (18) 
( 1) ( ) ( 1)L s L s V s        (19) 
where ( 1)V s  and ( )V s are the velocity matrix of individual particle at iteration s and s + 1, respectively. L(s) and 
L(s + 1) are the location matrix of individual particle at iteration s and s + 1, respectively. c1 and c2 are the learning 
factors. w1 and w2 are the random real numbers between zero and one. LPB is the particle’s best solution that has 
been identified up to the sth iteration. LGB is the global best solution of the entire swarm. α (s) is the inertia weight at 
iteration s which can be calculated by 
max max min( ) [( ) ] /s s S          (20) 
where αmax and αmin are the maximum and minimum inertia weights, respectively. S is the maximum iteration 
number. The inertia weight will be updated dynamically with the iteration number. At the beginning, particles will 
move with a larger step towards the global minima. With the iteration increases, the particles will move with a 
smaller step to coverage to the near optimality. 
4. Case Study  
To evaluate the proposed model, a three stage manufacturing system is considered for the case study as shown in 
Fig. 6. Each stage has three machines with same processing time and rated power as shown in Table 1. The initial 
buffer amount and corresponding maximum capacity of each buffer location are shown in Table 2. 
 
Fig. 6. Three stage production line for case study 
     Table 1. Processing time and power consumption level of each machine at different stage. 
Stage S-1 S-2 S-3 
Machine index M-1 M-2 M-3 M-1 M-2 M-3 M-1 M-2 M-3 
Processing time (mins) 15 15 15 15 15 15 15 15 15 
Power consumption rate (kW) 37 37 37 43 43 43 33 33 33 
Table 2. Initial buffer amount and corresponding maximum capacity at each buffer location. 
Stage B-1 B-2 
Initial buffer amount 4 6 
Buffer capacity 15 9 
 
The planning horizon is 5 hours (from 10:00 AM to 3:00 PM). It is discretized into a set of 15-minute intervals. 
The target production for the planning horizon is 40 units. After implementing the algorithm, the latest start time and 
power consumption level at each interval are identified as shown in Fig. 7. The states of each machine at different 
stages throughout the planning horizon are shown in Fig. 8. 
 
1240 Md. Monirul Islam  et al. / Procedia Manufacturing 39 (2019) 1232–1241
 Md. Monirul Islam et al / Procedia Manufacturing 00 (2019) 000–000  9 
 
Fig. 7. Power consumption level at each interval and latest starting time 
 
Fig. 8. Machine status throughout the planning horizon 
From Fig. 7, it can be seen that there exists a slackness of time to start the production. The latest start time is the 
5th interval of the planning horizon. If the system starts their production earlier than 11:00 AM, production will be 
completed before 3:00 PM, which may not create any extra value for the manufacturers. However, the 
manufacturers can utilize the slackness of their production and report the flexibility to the ISO so that the ISO can 
develop flexible dispatching plan and offer a lower LMP.  
5. Conclusion and Future work  
In this paper, the framework of a three-settlement plan for capacity and price planning and dispatching in day-
ahead and real-time electricity market is proposed to enhance the direct customer participation to the planning of the 
electricity market. The flexibility of the customer load is integrated into the second settlement, i.e., the proposed 
new settlement to the original two-settlement plan.  A mathematical model for identifying the flexible loads from 
manufacturing end use customers is proposed. PSO is used to solve the proposed model to identify a near optimal 
solution. A case study based on a typical manufacturing system is used to illustrate the effectiveness of the proposed 
model with respect to identifying the flexibility of the load.  
To simplify the problem, some factors such as different processing time at different stages, machine maintenance 
or machine breakdown, which could really happen in practice and may lead to an interruption of the working 
process, are not considered in this study. Thus, these factors need to be explored further and can be considered the 
future work.  
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Fig. 7. Power consumption level at each interval and latest starting time 
 
Fig. 8. Machine status throughout the planning horizon 
From Fig. 7, it can be seen that there exists a slackness of time to start the production. The latest start time is the 
5th interval of the planning horizon. If the system starts their production earlier than 11:00 AM, production will be 
completed before 3:00 PM, which may not create any extra value for the manufacturers. However, the 
manufacturers can utilize the slackness of their production and report the flexibility to the ISO so that the ISO can 
develop flexible dispatching plan and offer a lower LMP.  
5. Conclusion and Future work  
In this paper, the framework of a three-settlement plan for capacity and price planning and dispatching in day-
ahead and real-time electricity market is proposed to enhance the direct customer participation to the planning of the 
electricity market. The flexibility of the customer load is integrated into the second settlement, i.e., the proposed 
new settlement to the original two-settlement plan.  A mathematical model for identifying the flexible loads from 
manufacturing end use customers is proposed. PSO is used to solve the proposed model to identify a near optimal 
solution. A case study based on a typical manufacturing system is used to illustrate the effectiveness of the proposed 
model with respect to identifying the flexibility of the load.  
To simplify the problem, some factors such as different processing time at different stages, machine maintenance 
or machine breakdown, which could really happen in practice and may lead to an interruption of the working 
process, are not considered in this study. Thus, these factors need to be explored further and can be considered the 
future work.  
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