In this manuscript we present exponential inequalities for spatial lattice processes which take values in a separable Hilbert space and satisfy certain dependence conditions. We consider two types of dependence: spatial data under α-mixing conditions and spatial data which satisfies a weak dependence condition introduced by Dedecker and Prieur (2005) . We demonstrate their usefulness in the functional kernel regression model of Ferraty and Vieu (2004) where we study uniform consistency properties of the estimated regression operator on increasing subsets of the underlying function space.
Two dependence concepts for spatial processes
Let (Ω, A, È) be a probability space, (T, T) be a measurable space and N ∈ N + be a positive natural number. We consider a generic random field Z which is indexed by Z N , i.e., a collection of random variables {Z s : s ∈ Z N } where each Z s takes values in T . Z is (strictly) stationary if for each k ∈ N + , for all points s 1 , . . . , s k ∈ Z N and for each translation w ∈ Z N , the joint distribution of the translated vector (Z s1+w , . . . , Z s k +w ) is equal to the joint distribution of (Z s1 , . . . , Z s k ).
Denote the Euclidean maximum norm by · max and define for two subsets I, J ⊆ Z N their distance by d ∞ (I, J) = inf{ s − t max : s ∈ I, t ∈ J}. Furthermore, we write s ≤ t if and only if s i ≤ t i for each i = 1, . . . , N .
Set e N = (1, . . . , 1) ∈ Z N . Let n = (n 1 , . . . , n N ) ∈ N N , then we write I n for the N -dimensional cube on the lattice which is spanned by e N and n, i.e., I n = {s ∈ Z N : e N ≤ s ≤ n}. Consider a sequence (n(k) : k ∈ N) ⊆ N N such that lim inf k→∞ min(n i (k) : i = 1, . . . , N )/max(n i (k) : i = 1, . . . , N ) > 0 and lim k→∞ n i,k = ∞ for all i = 1, . . . , N . We say that such a sequence converges to infinity and write n → ∞. Moreover, if (A n(k) : k ∈ N) is sequence which is indexed by the sequence (n k : k ∈ N), we also write A n for this sequence. In particular, we characterize limits for real-valued sequences A n in this notation, i.e., we agree to write lim n→∞ A n for lim k→∞ A n(k) . lim sup and lim inf are to be understood in the analogue way. Furthermore, we write U È,p for the p-norm of a real-valued random variable U ∈ (Ω, A, È).
The α-mixing coefficient describes the dependence between random variables, it was introduced by Rosenblatt (1956) and is defined for two sub-σ-algebras F, G of A by α(F, G) := sup {|È(A ∩ B) − È(A)È(B)| : A ∈ F, B ∈ G} .
Denote by F(I) := σ(Z s : s ∈ I) the σ-algebra generated by the Z s for s ∈ I where I ⊆ Z N . The α-mixing coefficient of the random field Z is then defined as α(k) := sup I,J⊆Z N , d∞(I,J)≥k α(F(I), F(J)), k ∈ N.
(1.1)
The random field Z is said to be strongly (spatial) mixing (or α-mixing) if α(k) → 0 as k → ∞.
In general the strong mixing condition can fail even for Markov processes if certain smoothness conditions are not satisfied. For instance, consider the stationary AR(1) process X k = 1/2(X k−1 +ε k ) where the innovations are Bernoulli distributed. This process fails to be strongly mixing see Andrews (1984) . In particular, (X k : k ∈ N) does not satisfy any mixing condition which is stricter than α-mixing.
Thus, beside the α-mixing condition, we shall study processes which satisfy a weak dependence criterion, introduced in Dedecker and Prieur (2005) . Consider the class of (nonlinear) operators mapping from a measurable space (S, S) to the real numbers. Define for such an operator the supremum norm by g ∞ = sup x∈S |g(x)| and write C = {g : S → R, g ∞ < ∞}.
(1.2)
Moreover, let · ∼ be a pseudo-norm on C (which is intended to measure the roughness of an element of C). For example, a possible choice is the pseudo-norm associated with Lipschitz-or the Hölder-constant of the operator. Another choice could be some measure for the total variation of the operator g. Write C 1 := {g ∈ C, g ∼ ≤ 1} for the bounded operators which have a pseudo-norm of at most 1. We define the ϕ C -dependence coefficient between a random variable X which takes values in S and a sub-σ-algebra M ⊆ A by
( 1.3)
It follows from this definition in (1.3) that ϕ C (M, X) = sup | Cov(Z, g(X))| : Z is M − measurable, Z È,1 ≤ 1 and g ∈ C 1 , see Dedecker and Prieur (2005) Lemma 4.
In the following, we shall study the stationary spatial process (X s , y s ) where the X s take values in the space S and the y s are real-valued and bounded by a constant B := y s È,∞ < ∞. In this case, we define the following variant of (1.3) which corresponds to the approach of Maume-Deschamps (2006) for finite-dimensional time series: consider the σ-algebra M k := σ{(X s , y s ) : 1 ≤ s max ≤ k} and define for i ∈ N ϕ C,ys (i) :
We say that the process {(X s , y s ) : s ∈ Z N } is C-weakly dependent if the coefficients ϕ C,ys (i) are summable. If we only consider the univariate process {X s : s ∈ Z N }, we formally replace the y s by ones in the above definition and write ϕ C instead of ϕ C,1 . If the coefficients ϕ C (i) are summable, we say that {X s : s ∈ Z N } is C-weakly dependent.
Consider a time series {X t : t ∈ Z} and a σ-algebra M k generated by the time series up to some time k. Let i ∈ N + and assume that the time series is C-weakly dependent. Interpreting the definition of ϕ C from (1.4), we see that ϕ C (M, X t+k ) considers only a finite time in the future which is one main difference of a C-weakly dependent process when compared to (α-)mixing processes.
Exponential inequalities for α-mixing processes on N -dimensional lattices
We begin with an exponential inequality for strongly mixing real-valued random fields. The proofs do not only rely on the concept of splitting the index set in big blocks and small blocks, we additionally exploit the idea of Merlevède et al. (2009) who give exponential inequalities for α-mixing time series. The key idea is that the sum of a discrete time series on {1, . . . , T } can be understood as an integral of a piecewise constant process on the interval (0, T ]; this interval is then partitioned in Cantor set-like elements. We generalize this concept to a spatial index set I n .
Proposition 2.1. Let the real-valued random field Z have exponentially decreasing α-mixing coefficients, i.e., there are c 0 , c 1 ∈ R + such that the coefficient from (1.1) satisfies α(k) ≤ c 0 exp(−c 1 k). The Z s have expectation zero and are bounded by B. Let n ∈ N N be such that
for a constant C ′ > 0 and
Then there are constants A 1 , A 2 ∈ R + which depend on the lattice dimension N , the constant C ′ and the bound on the mixing coefficients but not on n ∈ N N and not on B such that
Proof. Throughout the proof we use the convention to abbreviate constants by C. Define ⌊s⌋ := (⌊s 1 ⌋, . . . , ⌊s N ⌋) for s ∈ R d . We extend the process Z to the entire R N with the definition Z s := Z ⌊s⌋ . In the same way, we extend the definition of the mixing coefficients consistently, α(z) = α(⌊z⌋) for z ∈ R + . We have s∈In Z s = (eN ,n+eN ] Z s ds, this corresponds to (0,n] Z s ds for the process which is translated by −e N . Write A := N i=1 A i for the volume of the cube (0, A] and set A := min{A k : k ∈ N}. The proof is divided in part (A) and part (B).
We begin with part (A). Consider the Laplace transform E exp β (0,A] Z s ds for A ∈ R N such that A satisfies (2.1). Firstly, we show that for a suitable constant C * E exp β
The proof is divided in two steps. In the first step, let βBA ≤ 1. We use that e x ≤ 1 + x + x 2 for x ≤ 1 to deduce
We can bound this last inequality (2.5) with a result of Davydov (1968) and obtain the upper bound
du where η is a constant which depends on the lattice dimension N . This implies (2.3) and finishes the first step. In the second step, let βBA > 1.
and split each coordinate of the cube (0, A] into intervals of length 2P k . P k needs not to be an integer (for k = 1, . . . , N ). Set U := N k=1 ⌈A k /(2P k )⌉. So in each dimension we can cover the interval (0, A k ] by at most 2⌈A k /(2P k )⌉ disjoint intervals of length P k . More precisely, we define for each k = 1, . . . , N the collection of disjoint intervals
We obtain
Consequently, the I(u, r) are disjoint cubes with edge lengths P k and each has a volume of P = N k=1 P k . The distance between two cubes I(u, r) and I(u, r ′ ) for r = r ′ is at least p := min k=1,...,N P k for each u = 1, . . . , 2 N . We can partition the integral as follows
We use the inequality of arithmetic and geometric means to derive that
Moreover, we obtain for the Laplace transform of T (u) with the lemma of Ibragimov (1962) (Lemma A.1) the bound
By assumption, we have A ≥ 2 N +1 which entails that
. . , N and U ≤ A/P. Furthermore, we have 2 N βBP ≤ 1, i.e., βB ≤ 1/ 2 N A N/(N +1) . Next, we need the assumption that the mixing coefficients satisfy α(z) ≤ c 0 exp(−c 1 z) for all z ∈ R + . We use the same approximation within each cube I(u, j) as in the above lines starting with Equation (2.4) and obtain
Here we use for the exp factor in the second term the requirement that
Combining (2.6) with equations (2.7) and (2.8), we obtain (2.3) provided that both
In part (B), we assume that
We follow the ideas of Merlevède et al. (2009) and partition the cube (0, A] in Cantor set-like elements. Therefore, let δ ∈ (0, 1) be defined as follows
By assumption, we have that A ≥ C ′ A k for k = 1, . . . , N and that βB ≤ 1 2
We partition each interval (0, A k ] into a middle interval of length δA k and two outer intervals each of length (1 − δ)/2A k . The outer intervals form outer cubes within the cube (0, A] of measure (1−δ) N /2 N A, there are 2 N outer cubes in total. The remaining number 3 N − 2 N form those cubes which have at least in one dimension k an edge length of δA k and for which one edge is an inner interval. The total measure of the outer cubes is 2
the measure of the residual cubes is (1 − (1 − δ) N )A. Denote by {O
(1) j : j = 1, . . . , 2 N } the collection of the outer cubes. Then the Laplace transform can be bounded as
where the last Equation (2.11) is once more a result of Ibragimov (1962) . Next, use the relation | log x − log y| ≤ |x − y| if x, y ≥ 1 to obtain for the logarithm of the Laplace transform with the help of (2.11) the upper bound
(2.12)
We can repeat the computations for the Laplace transform on the sets O 
Note that this definition is meaningful because we are in the case where
1 for the cube (0, A]. After further l − 1 iterations of (2.12), we obtain the following bound with the sets O
.
(2.13)
We can bound the three sums in (2.13), therefore we use the following inequalities which follow from the definition of l
The second sum in (2.13) is at most
Next, we apply the inequality from (2.3) to bound the first sum in (2.13). Therefore, we need that the requirements of (2.9) are satisfied: it follows from the definition of l that βB ≤C A
. Moreover, we need that
: using the fact that δ ≤ 1/2, we find
The last inequality follows because βB ≤ C
. Hence, the first sum in (2.13) can be estimated similarly as in (2.7):
Consequently using the definition of δ, we can bound (2.14) and (2.15) together by
For the third sum in (2.13) we need the condition that
This is implied by the definition of δ from (2.10), thus,
Hence, combining (2.16) with (2.17) yields
. Comparing (2.18) with (2.3) in the case that βB ≤C/A N/(N +1) yields the result.
The proof of Proposition 2.1 reveals that for spatial data the rate of convergence is determined by the fact that the distance between the blocks decays at a rate p, however, the number of observations within a block is at least p N .
Compare the last term (resp. factor) on the right-hand side of (2.7) (resp. (2.11)) which in both cases is due to the α-mixing property, see the lemma of Ibragimov (1962) . So if N > 1, the decreasing mixing coefficient can not fully compensate for the sample which grows like a polynomial of degree N . We see this in the next corollary which shows that the exponential decay is determined by the effective sample size |I n | 1/N .
Corollary 2.2. Let the real-valued random field Z satisfy all conditions from Proposition 2.1. Then there are constants
Then we infer from Proposition 2.1 that this choice is admissible (if n is sufficiently large). Furthermore, we obtain with Markov's inequality
Thus, the expression inside the first exp-factor is proportional to β|I n | ∝ |I n | 1/N /B(log |I n |) 2 . Furthermore, a comparison with the requirements of Proposition 2.1 shows that it remains to compute the quantities
Hence, the first exp-factor in (2.19) dominates the second exp-factor and we obtain the desired result.
Next, we give an exponential inequality for centered Hilbert space-valued random variables. Therefore, we need two conditions: the first states that the tail of the entire distribution vanishes at an exponential rate. The second requires that the contribution of a further marginal dimension decays exponentially as well. In particular, this last assumption is not uncommon, see e.g., Bosq (2000) . The Z s satisfy uniformly in s ∈ Z N the conditions 
A 1 and A 2 depend on the decay rate of the mixing coefficients, on the tail parameters γ, κ i , d i and on C ′ but not on n.
Additionally, A 1 depends polynomially on |I n | and ε. If additionally γ ≥ 1, A 1 does not depend on ε and |I n | and
Proof. Following Bosq (2000), we decompose the sum S n = s∈In Z s in a finite-dimensional part and a remainder. Then we bound the latter with the help of the decay in the single coordinates and apply the exponential inequality for finite-dimensional random variables to the first part. More precisely, the following decomposition is true for each natural number m
Hence, the second term in (2.21) decays at an exponential rate. Note that we do not use a covariance inequality for α-mixing spatial processes for the second term in (2.21) at this point because it would not increase significantly the overall rate of convergence. We apply the inequality from Proposition 2.1 to the first term and use the assumption that the tail of the random variables decays exponentially, i.e., È(|Z s | ≥ z) ≤ κ 0 exp(−κ 1 z γ ). We obtain with similar arguments as in Valenzuela-Domínguez et al. (2017) 
where the constants A 1 and A 2 only depend on the coefficients κ 0 and κ 1 which bound the tail of the distribution, the lattice dimension N and the mixing coefficients. We can approximately equate both terms in (2.22) with the choice
In particular, we obtain for (2.21) the following asymptotic bound if we insert (2.22) for the finite-dimensional part
(2.23)
Here the constants A 1 , . . . , A 4 do not depend on m and n. Again, both term are approximately equal for the choice m := ⌊(R(n)ε) 2γ/(2+3γ) ⌋. In this case, (2.23) reduces to
This finishes the proof.
Exponential inequalities for C-weakly dependent spatial processes
The aim of this section is to derive exponential inequalities for C-weakly dependent spatial processes. We assume for the next proposition that {(X s , y s ) : s ∈ N N } is a stationary random field. The X s take values in the Banach space S, the y s are real-valued and bounded by B := y s È,∞ < ∞. · ∼ is a pseudo-norm on the space of operators C from Equation (1.2). Note that C contains elements which are not necessarily linear and that the coefficients ϕ C,ys (i) from (1.4) depend on the choice of the pseudo-norm. We obtain with these assumptions:
Proposition 3.1. Let {(X s , y s ) : s ∈ N N } be stationary such that the coefficients from (1.4) satisfy ∞ i=1 ϕ C,ys (i) < ∞. Letg : S → R be a bounded operator, i.e., sup x∈S |g(x)| < ∞. Define S n = s∈In y sg (X s ). Then there are constants A 1 , A 2 which depend on the lattice dimension N , the coefficients ϕ C,ys but neither on n ∈ N N nor on B such that
Proof. We write · for the maximum norm on N N and partition the sum s∈In y sg (X s ) as follows: we collect all indices with equal maximum norm and set
Denote byM k the σ-algebra generated by {Z 0 , . . . , Z k }. We derive from Proposition 4 of Dedecker and Doukhan (2003) that
for p ≥ 2 and where the coefficients b k, n equal
. Hence, the coefficients b k, n satisfy the inequality
where ϕ C,ys (i) is defined in (1.4). Thus, (3.2) is at most (modulo a constant which depends on the lattice dimension N )
Following Proposition 5 in Dedecker and Prieur (2005) , we obtain from this L p -inequality the desired exponential inequality which is given in Equation (3.1): we obtain with Markov's inequality
for certain constants C 1 , . . . , C 4 . Now, as demonstrated in Dedecker and Prieur (2005) this is bounded by the expexpression in Equation (3.1).
The analogue of Theorem 2.3 for C-weakly dependent data is given in terms of a stationary random field {(X s , Y s ) : s ∈ N N } where the X s are S-valued and the Y s are H-valued. Again, H is a separable Hilbert space which is equipped with an orthonormal basis {e j : j ∈ N}. 
where the ϕ C,y
are defined in (1.4). Letg ∈ C 1 and set
5)
. In particular, if γ ≥ 1,
Proof. We proceed as in the proof of Theorem 2.3 and use the result from Proposition 3.1. After splitting the sum in a finite-dimensional part and an infinite-dimensional remainder, we end up in a constellation as in Equation (2.21):
The finite-dimensional part needs to be split in a part bounded by a constant B as well as a positive and negative remainder. More precisely, we write y j,s = y (B) j,s + max(y j,s − B, 0) + min(y j,s + B, 0). Hence, if we use additionally the fact that the tail of the distribution of the y j,s is uniformly bounded, we obtain for the finite-dimensional part (similar as in Equation (2.22) and using Proposition 3.1) the bound
Note that the uniform boundedness of the weak dependence coefficients from Equation (3.4) is necessary in order to apply Proposition 3.1 uniformly in j. Consequently, the choice B = ε
Choosing m proportional to (ε 2 |I n | 1/N ( g ∼ ) −1 ) γ/(2+2γ) yields the rate in (3.5).
Applications in the functional kernel regression model
In this section, let D be a convex and compact subset of R d . The Hilbert space H is given by the function space L 2 (D, B(D), ν) over the field R, where ν is a finite measure, e.g., the Lebesgue measure or a probability measure. The inner product on H is x, y = D xy dν. We assume that S is a superset of the continuous functions on D and a subset of H, i.e., C 0 (D) ⊆ S ⊆ H.
Consider a pseudo-metric d on S which satisfies
for all x, y ∈ S. An example for d would be a projection-based pseudo-metric. We study the strictly stationary process ((X s , Y s ) : s ∈ Z N ), N ∈ N + , where X s takes in S and Y s takes values in H. The process satisfies the functional regression model
where the error terms ε s are H-valued with E [ ε s |X s ] = 0.
We estimate the operator Ψ : S → H with the methods from the kernel regression framework of Ferraty and Vieu (2004) , Ferraty et al. (2007) and Ferraty et al. (2012) . An important variable in this model is the small ball probability function which is defined with the help of d as F x (h) = È(d(X s , x) ≤ h), for h ≥ 0. Let K be a kernel function; we write K h := K(·/h) and estimate the operator Ψ pointwise bŷ
H is equipped with an orthonormal basis {e j : j ∈ N}. Denote by ψ j := Ψ(·), e j the j-th coordinate of the operator Ψ w.r.t. the orthonormal basis and by y j,s := Y s , e j the j-th coordinate of the process Y s . Set y (B) j,s := min(B, max(−B, y j,s )) for B ≥ 0. Moreover, define ϑ x,j (s) := E [ ψ j (X s ) − ψ j (x)|d(X s , x) = s ] for j ∈ N and x ∈ S. We write x ∞ for the essential supremum of a function x on D w.r.t. ν and make the following assumptions:
1. Ψ : S → H is uniformly Hölder continuous of order r w.r.t. · H , i.e.,
is uniformly Hölder continuous of order r, i.e., there is a 0 < L x,j < ∞ such that |ϑ
2. the kernel K has support in [0, 1] and has a continuous derivative
3. K(1) = 0, which implies that the kernel function is Lipschitz continuous on R + .
4. the small ball probability
is positive for all h > 0 and for all x ∈ S. The limit of the quotient τ x (u) := lim h↓0 F x (hu)/F x (h) exists for all u ∈ [0, 1] and all x ∈ S and it is uniform:
6. there is a δ > 0 such that the small ball probability quotient
is Lipschitz continuous for each fixed point x ∈ S with Lipschitz constant L x which is uniform in h for h ≤ δ.
7. the tail of the distribution of the Y s decays exponentially, i.e., È(
Furthermore, there are positive constants
Moreover, there is a δ > 0 such that for all x ∈ S and 0 ≤ u ≤ δ the derivativeθ Condition 1 ensures that the regression operator is uniformly continuous on S ⊆ H, w.r.t. the norm · H which is stronger than the pseudo-metric d. The requirement on the conditional expectation functions is not uncommon, a similar assumption is made in Ferraty et al. (2012) . It ensures in particular that the conditional expectation of the difference of the full operator Ψ(X s ) − Ψ(x) admits a meaningful first order expansion w.r.t. d(X s , x). Condition 2 contains standard assumptions on the kernel, see Ferraty et al. (2007) . For the concept of weak dependence, we need in the following that the kernel function K is continuous, thus, in this case Condition 3 is additionally necessary.
Condition 4 can be motivated by the following observation: since the underlying Hilbert space is a function space, one has in many applications that for a point x in the Hilbert space È(
For further details see e.g. Ferraty et al. (2006) , Ferraty et al. (2007) and Ferraty et al. (2012) . The positivity of the moments M x in Condition 5 is technical and guaranteed if K(1) > 0. In the same way, Conditions 6 to 8 guarantee certain technical properties of the estimatorΨ in the subsequent proofs. Condition 9 is not unusual if we assume that the data are α-mixing and is also mentioned in Ferraty and Vieu (2004) . In the same way, Condition 10 guarantees a solution if the data are C-weakly dependent.
Define on C 0 (D) the norm
the norm · H . Then the following is well known:
Lemma 4.
The set G(R) is totally bounded and there is a constant C which only depends on d such that the covering number w.r.t. the · H -norm on the function space
Proof. By Theorem 2.7.1 in van der vaart and Wellner (2013) 
uniformly in x ∈ S for any choice of the bandwidth h = h n which vanishes if n converges to infinity.
Proof. The claim follows from the assumption of the uniform convergence of the small ball probability and the expansion provided in Ferraty et al. (2007) . Let x ∈ S be fixed, then
The last inequality is independent of x ∈ S.
We give two results on the consistency of the estimatorΨ. The first one applies to the case where the data is strongly spatial mixing, the second one applies to C-weakly dependent data.
For both results the number inf x∈G(R) F x (h) will be of interest. It depends on the bandwidth h, the radius R of the set G(R) and on the spatial process X itself. So R, inf x∈G(R) F x (h) and h can be mutually dependent in a complex way which is of particular interest if R converges to infinity. This has also consequences for the proofs of the upcoming Theorem 4.3 and Theorem 4.4 where we need to construct a δ-covering of the set of functions G(R) which depends on the radius R. To avoid this dependence, we choose δ only to depend on the sample size |I n | and not on the numbers R, inf x∈G(R) F x (h) and h. (2) and (4) - (9) be satisfied. Let (n k : k ∈ N) be a sequence in N N which converges to infinity. Let R n be a real-valued sequence which has a limit in (0, ∞] and assume that the bandwidth h = h n converges to zero such that
Proof of Theorem 4.3. Before we begin with the proof, we define δ n := |I n | −1/N ·2/(2+5d) and choose a function V (n)
which is proportional to
and which we will use later. We follow Collomb (1977) and consider the differenceΨ h (x)−Ψ(x) on the ball G = G(R):
Thus,
(4.5)
The third term in the numerator of (4.5) can be bounded by
Note that the left-hand side of the last inequality is in O(h 2r ) uniformly in x ∈ S because both sup x∈S j∈N L 2 x,j < ∞ and sup x∈S j∈N ϑ
and sup x∈S M x < ∞. The denominator in (4.5) can be bounded as
By assumption, the infimum on the right-hand side of (4.6) is positive and the first supremum converges to zero by Lemma 4.2. In order to show that the right-hand side of (4.6) is positive, it remains to show that the second supremum converges to zero a.s. We demonstrate this implicitly when considering the two remaining terms of the numerator of Equation (4.5) sup
In the sequel, we write for simplicity · both for · H and | · |, so we can treat both cases at the same time. Consider the following generic situation
Next, choose a δ n -covering of G w.r.t. the norm · H , i.e., there are points v 1 , . . . , v m such that for all x ∈ G there is a point v j with the property
Then we can bound (4.7) as
(4.8)
We begin with the first term in (4.8) and show that it vanishes a.s. Therefore, we first consider the functional case for theỸ
We infer from Theorem 2.3 and Lemma 4.1 that for the choices δ = δ n , R = R n and h = h n there are generic constants such that
If we multiply the factor z inside the probability of (4.9) by V (n), we find that this probability is still summable for a sequence (n(k) : k ∈ N) ⊆ N N which converges to infinity. Hence, it follows from the first Borel-Cantelli Lemma that
This means in particular that the first summand in (4.8) vanishes a.s. in the functional case. Consider the first term in (4.8) in the scalar case l = 0. Note thatỸ
is the same for all s. We use the same bound on the covering number as before and obtain with Corollary 2.2 generic constants A 1 , A 2 and A 3 such that
Arguing similar as before, we infer from Equation (4.10) that
for a sequence (n k : k ∈ N) ⊆ N N which converges to infinity. In particular, the first summand in Equation (4.8) vanishes a.s. in the real case, too. Next, we consider the third summand in (4.8), similar considerations apply to the second summand if we use the exponential inequalities from Section 2, so we do not need to inspect the second summand closer. We use the Lipschitz continuity of the kernel on the interval [0,1] and the uniform Lipschitz continuity of the small ball probability and bound the third summand as
(4.11)
We write U δ (y) for the δ-neighborhood of y ∈ S w.r.t. the metric d throughout the rest of this proof. For the difference in the kernel functions in (4.11), we need to distinguish two cases which are given by the following two inclusions
Moreover, note that the quotient of the small ball probability functions in Equation (4.11) can be bounded with the help of a fixed reference point in S, namely 0, as:
Furthermore, we have F y (h)/F x (h) ≤ 1 + Cδ n / inf x∈G F x (h), whenever d(x, y) ≤ δ n , using the Lipschitz continuity of the small ball probability function. Since δ n / inf x∈G F x (h) converges to 0, this implies in particular that the above ratio F vj (h)/F x (h) in (4.11) is bounded. Thus, we obtain for (4.11) modulo a constant the bound
(4.12)
The first two terms in (4.12) are from the difference in the kernel functions, the last one from the difference in the small ball probability functions. We begin with the case l = 0. Using the uniform convergence result of Lemma 4.2, we see that the first term in Equation
For the second term in (4.12), we use the continuity of the quotient of the small ball probability functions w.r.t. a fixed reference point to find that this summand is in O(R r δ n / inf x∈G F x (h)).
We continue with the case l = 1 and consider the second term in (4.12). We writeθ x (u) for the conditional expectation function E [ Y s |d(X s , x) = u ] which is assumed to be differentiable in a neighborhood of zero. So we can use a Taylor expansion for the following difference
where the random variables Z 1,s and Z 2,s are between x and X s . We can give upper bounds on (4.13):
Similarly, we find that the first term in (4.12) is in O(R r δ n /h) and that the third term is in O(R r δ n / inf x∈G F x (h)). This proves that (4.12) converges to zero as well as the third term in (4.8). Consequently,
This completes the proof.
Next, we give a result for C-weakly dependent processes Therefore, we consider the pseudo-norm on C defined by
for an element g : S → R such that g ∞ < ∞. We assume for the next theorem that the kernel function K is zero at 1. Note that we have in this case for the pseudo-norm
∼ is proportional to h −1 (from the reverse triangle inequality). (8) and (10) be satisfied. Let (n k : k ∈ N) be a sequence in N N which converges to infinity. Let R n be a real-valued sequence which has a limit in (0, ∞] and assume that the bandwidth h = h n converges to zero such that
Proof. The structure of the proof is the same as in Theorem 4.3. We can continue with the decomposition of Collomb from (4.5) and it remains to demonstrate that both (4.15) with the desired rate. Therefore, we can immediately pass to the first term in (4.8). We merely have to adjust the parameters in the exponential inequalities which are given in Equations (4.9) and (4.10). The analogue of (4.9) reads now
where we use a δ n covering and apply Proposition 3.2. The factor Q n is negligible. The analogue of (4.10) can be bounded with an application of Proposition 3.1
In particular, in both cases l = 0 and l = 1
The analogue of second and the third term in (4.8) are of a simpler structure because this time the kernel function is Lipschitz continuous on entire R. So in particular, Equation (4.11) becomes simpler. The analogue of the third term in (4.8) is again in O R r n δ n h n + O R r n δ n inf x∈G F x (h) .
We can proceed similar as in the proof of Theorem 4.3 and choose δ n = |I n | −1/N ·1/(4d+1) . We arrive at the conclusion that both terms in (4.15) converge to zero a.s. at the stated rate.
We can compare the rates of convergence of the estimateΨ from Theorem 4.3 and Theorem 4.4 with the results in Ferraty and Vieu (2004) . Here the authors consider the estimator on a compact set K ⊆ H and assume that the data generating process is a strongly mixing time series with a one-dimensional response variable. The further technical assumptions are quite similar. Therefore, we can compare the two rates in the case where K ⊆ G(R) and where the lattice process (X, Y ) is strongly mixing. We obtain for the estimateΨ which is based on H-valued spatial response variables a rate of O (log |I n |)
because the radius R = R n of the set G(R) can be chosen as constant. In the special case of time series data ((X t , Y t ) : t = 1, . . . , n), where the lattice dimension N is one, the rate simplifies as O (log n) 7 n 2/(5d+2) inf x∈K F x (h) + O 1 (n 2/(5d+2) h + O(h r ).
The rate obtained by Ferraty and Vieu (2004) is derived under the weaker condition that the one-dimensional response variables only satisfy a moment condition and not an exponential tail condition as in our case for Hilbertian response variables. Their rate is given in terms of a parameter s which characterizes the moment condition, a function which is proportional to our function inf x∈K F x (h) and a function χ which is a bound on the maximum of inf x∈K F x (h) 2 and the joint small ball probability of X t and X t ′ , for details see Ferraty and Vieu (2004) . The rate is in their case
Hence, the structure of the rate of convergence is similar to ours, in particular, the third O-expression is also due to the local approximation of Ψ(X t ) by Ψ(x). It is not unexpected that the rate of the first O-term is slower in the case of a H-valued response.
In the case of a constant radius R, we obtain for C-weakly dependent spatial data a rate of
Again, this rate is similar to the rate of Ferraty and Vieu (2004) (for the special case of time series data). Note that the factor h in the denominator of the first O-expression is due to the · ∼ -norm of the scaled kernel function K h . Once more the second O-expression is due to the local approximation of Ψ(X t ) by Ψ(x). The dimension of the domain of the functions D influences the rate negatively in our case. In the case of functional data as curves, d = 1 and we have the correction factors 2/7 resp. 1/5. If the dimension d is bigger, e.g., if we observe manifolds as functional data, the correction factor is even more pronounced. The reason for this is the increasing number of balls of radius δ n which cover the space G(R). Furthermore, this covering is w.r.t. the norm on the Hilbert space and not w.r.t. the pseudo-metric d. Note that in the proofs it would be sufficient to use a δ n -covering w.r.t. d. However, in order to exploit this, we would have to make further assumptions on d. Furthermore, in many applications d is a projection-based pseudo metric. Hence, in a possible extension of the current setting, one could consider the case of a sequence of such pseudo-metrics d k which tend to the metric induced by · H .
To conclude, we shortly discuss the influence of the lattice dimension N . We see that the sample I n does not enter in the denominator with its full size but rather with an effective size, where |I n | is normalized by the N -th root. The technical reason for this behavior is explained in the short remark before Corollary 2.2. It is up to future research whether this factor can be removed under the current assumptions with more sophisticated techniques or whether additional assumptions are necessary.
A Appendix Lemma A.1 (Ibragimov (1962) ). Let Z 1 , . . . , Z n be real-valued non-negative random variables each a.s. bounded. Set α := sup s∈{1,...,n} α (σ(Z i : i ≤ k), σ(Z i : i > k)). Then |E [
