In this paper, we analyze some recently proposed radio-frequency identification group codes based on low-density paritycheck matrices that check the integrity of collections of tagged objects. These codes write additional data to the memory of tags to compute the number of missing tags. By studying the underlying requirements for these computations, we obtain bounds and show that there are simpler group codes that perform better, requiring less tag memory.
I. INTRODUCTION AND BACKGROUND

R
ADIO-FREQUENCY identification (RFID) is a well-established wireless technology for inventory, retail, and supply-chain management. RFID tags do not require line-of-sight alignment for proper scanning, and data can be written to their memory, which, along with their low cost and small size, make them ideally suited for asset tracking. Typically, RFID tags are passive with no power of their own: they harvest the energy they need from the signal of an RFID reader. RFID readers are used to read/write data from/to tags. RFID is an unbalanced process: the RFID tags are highly constrained (both computationally and communicationally), while for RFID readers, there are no such constraints.
If a collection of tagged products has to be tracked, its integrity can usually be checked by looking up a packaging list or accessing an external database. Sato et al. [1] , [2] propose group codes that make it possible to check directly the integrity of this collection, without requiring a packaging list or an external database. The code uses information previously encoded on each tag to determine if all tags are present and if not, the number of missing tags. Such forward error correction mechanisms can increase the operating speed and reduce costs when it is difficult or costly to access a database with the corresponding information. The Sato et al. [1] , [2] group codes are based on Gallager's [3] constructions of low-density [2] codes offer different levels of accuracy, in terms of the maximum number of missing tags that can be determined within a certain error rate, so that implementers can select optimal parameters for group coding from the requirements of accuracy and constraints, such as memory consumption of RFID tags. Su et al. [4] pointed out that due to the randomized nature of Gallager's matrices, decoding guarantees for these codes cannot be easily designated, and proposed grouping RFID tags using LDPC matrices constructed through strongly selective families (SSF); for these, designated guarantees that minimize tag memory requirements can be readily achieved. Another approach, also based on that providing unequal protection to the tags of a collection, has been proposed in [5] . To improve on these codes, Su and Tonguz [6] proposed a variant that uses the Chinese remainder theorem (CRT) to construct generating matrices.
When comparing these systems with the option of writing the total number of tags in the memory of each tag, two main drawbacks are pointed out in [1] and [5] . 1) If some tags have to be added or deleted from the collection, then all the information stored on the tags will have to be rewritten. 2) One can obtain directly the total number of tags from a single tag.
Despite the different ways used to construct parity-check matrices, all these group codings exploit the same mathematical mechanism that links the rank of matrices to the number of missing tags. In this paper, we analyze the limitations of this approach and compare these codings with a much simpler group coding that achieves the same goal with higher reliability and far less memory consumption.
Sato et al. [7] also proposed group code extensions, with a similar structure, that can recover the identities of the missing tags. Such group code extensions are also described in [4] - [6] and [8] . These require substantially more memory that may make them nonoptimal for RFID applications when compared with other solutions, based, for example, on Reed-Solomon codes [9] . In this paper, however, we only focus on applications that address the number of missing tags.
The remainder of this paper is organized as follows. LDPC-based approaches are described in Section II. Then, we analyze in Section III LDPC group codes and find upper bounds for their performance, showing that there is a linear relationship with memory consumption. Finally, in Section IV, we describe a simple group code (SGC) and compare it with those LDPC-based codes proposed in the literature. This simple code outperforms these requiring less memory, which questions the suitability of these codes for such RFID applications.
Notations: In this paper, vectors and matrices are written in bold lowercase and uppercase letters, respectively; row rank(A) = col rank(A) = rank(A) denote the row, column, and rank of a matrix A, respectively; min(x 1 , . . . , x n ) returns the smallest 1545-5955 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. We summarize the rest of the main notations used in this paper in Table I .
II. LDPC-BASED APPROACHES
We first provide a brief overview of the coding/decoding process for these systems.
A. Coding
To determine the number of missing tags from a target collection of n t tags, the hash of the identities of the tags:
where h : {0, 1} s → {0, 1} t , is computed. A hash function is used to reduce the bit-length of the identifiers (from s to t) and avoid zero checksums. The target collection is then divided into n g overlapping groups. For each group, an identifier g i is computed by XORing the hashed values of its tags. The generating matrix of the group code is the binary n g × n t matrix A, where the (i, j )th entry is 1 if the ith group contains the jth tag, and 0 otherwise ⎡ ⎢ ⎣ g 1 . . .
If regular LDPC codes are assumed (as in [1] , [2] , [4] , [5] , and [7] ), then every tag belongs to the same number of groups w c (=weight of the columns of A) and every group contains the same number of tags w r (=weight of the rows of A). 1 Each tag id i stores the identifiers of its groups:
The memory overhead per tag of this system is then
B. Decoding
After interrogating the tags, the RFID reader knows the identifiers id i of n t = n t −m tags, where m ≤ n t is the number of missing tags, and their corresponding group identifiers g j i , j = [1 : w c ]. Let G r be the set of identified groups and |G r | the number of identified (read) groups. To verify the integrity of the target collection, the reader checks the integrity of each g i ∈ G r ; it computes the hashes h i = h(id i ) of all tags that store it and XORes them to get g i . If g i = g i , then with probability (1 − 1/2 t ), the group is complete. If every identified group is complete, then the reader concludes that the target collection is complete. Otherwise, the reader tries 1 General LDPC constructions require w r < w c to ensure a nonzero code rate, but this does not apply here.
to
where g u consists of the group identifiers g i s that remain unknown, because all their tags are missing, g c consists of g i s of complete groups (none of their tags are missing), and g e consists of g i s that lost their integrity (some of their tags are missing). Likewise, h r and h m consist of hashes h i of read (identified) and missing tags, respectively. The six submatrices of A are all known except for A um and A em , so that information about the missing tags h m can be derived from
Since A em h m is an array of linear combinations of independent hashes of missing tags, the number of missing tags m is the rank of A em h m . By computing the rank of g e ⊕ A r h r , all of whose elements are known, one can determine the number of missing RFID tags.
C. Example
For n t = 9, w c = 3, and w r = 3, the following (9,3,3) Gallager LDPC matrix [see (1) ] can be used for RFID grouping: 
There will be then nine overlapping groups with identifiers: 7 , and so on, until g 9 = h 2 ⊕ h 5 ⊕ h 6 . Each group contains w r = 3 tags and every tag belongs to w c = 3 groups. If, for example, tags 3 and 7 are missing, the rearranged [see (3)] decoding equation is as follows: 
If h 3 and h 7 are linearly independent (probability of this happening is analyzed in Section III), then rank(A em h m ) = rank(g e ⊕ A er h r ) = 2, which is the number of missing tags.
III. ANALYSIS OF LDPC-RANK-BASED APPROACHES
From the previous description, we have that h m consists of m arrays of length t, forming an m × t binary matrix. A em is a binary n g × m matrix, where n g is the number of identified but incomplete groups; n g increases with the number of read tags, but this increase is not linear; each tag can contribute 0 or up to w c group identifiers depending on the groups each shares with other identified tags. In particular with n g = n t w c /w r for regular LDPC constructions (the parameters must be chosen, so that n t /w r is an integer). Thus, m = rank(A em h m ) only if (i) h m is an array of linearly independent hashes over the finite field GF (2) and (ii) A em preserves the rank of h m , that is, only if m = rank(h m ) = rank(A em ). Otherwise, rank(A em h m ) < m and the computed value will be wrong. The error rate of LDPC-rank-based systems is then
We next analyze these probabilities. [1] . We also see that
A. Analysis of Pr ob[Rank(A em ) = m]
Bounds B 1 and B 2 can be checked in Fig. 2 , where Prob[rank(A em ) = m] for a Gallager matrix A is plotted (dotted lines). Due to these bounds, better designs for the parity matrix A can only achieve incremental improvements, which makes the convergence to the theoretical bounds more abrupt. Fig. 2  (inset) shows the margin of improvement for the case w c = 2 (shaded area). These margins decrease as w c increases. Irregular constructions (CRT [6] ) can achieve the full rank of A, but their characterization becomes much more difficult, that is, B 1 = n g but n g cannot be computed using the expression n g = n t w c /w r , since n g depends on the specific construction. We will compare the performance of these constructions below.
B. Analysis of Pr ob[Rank(h m ) = m]
We have Prob[rank(h m ) = m] = P m,t that can be computed, when the hashed values are truly random and nonzero, as The probability of failure (1 − P m,16 ) is also plotted (solid line) in Fig. 2 . As w c increases, we see that this probability becomes an effective bound for the error rate. The claimed value 10 in [1] for the maximum number of detected tags with accuracy 99% when 96 b (w c = 6) are used to agree with P m,16 ≥ 0.99 for m ≤ 9. Fig. 3 shows the error rate probability for the LDPC-rank-based systems (7) for different values of w c when A is a Gallager matrix, n t = 20, t = 16, and w r = 4. This also matches with the results in [1] .
P m,t = 0 for m > t, which gives us a new bound B 3 = t: m ≤ min (B 1 , B 2 , B 3 ) . Thus, regardless of the structure of the matrix A, for higher values of m, the length of t must be increased linearly and the memory overhead is
IV. SIMPLE GROUP CODE FOR RECOVERING THE NUMBER OF MISSING TAGS In view of the limitations of the previous group codes, we describe an SGC for the target collections of up to 256 tags that requires much less memory (just 10 b per tag).
A. Coding
A collection of n t ≤ 256 tags with identifiers id i , 1 ≤ i ≤ n t , is logically divided into up to eight (consecutive) 
B. Decoding
After interrogating the tags, the reader knows the identities of n t (read) tags and their groups. These form the set of identified groups G r . If no group g ∈ G r is marked as the last one ( f = 1) or a group g j , 0 ≤ j < , is missing, then the reader concludes that the collection is incomplete, but that it cannot determine the number of missing tags. Otherwise, the number of missing tags is determined as
where m = 0 means that the group is complete. Note that the SGC, in contrast to previous codes, never outputs incorrect values: it either gives the correct number of missing tags or informs the reader that there is integrity failure, and the exact number of missing tags is unavailable. Unavailability occurs when all tags in a group of the collection G r are missing (t j is unknown). This is an important advantage for practical applications where an incorrect value of the estimated m may have serious consequences. The simple group coding also achieves two of the characteristics highlighted for the previous systems.
1) Tags can be added or removed from a target collection by just modifying the number t j of a group. In fact, entire groups of tags can be included by deactivating the flag f of the previous last group. 2) The total number of groups is not revealed by a single tag; this requires knowledge of the values t j of the different groups. The SGC exhibits better performance than LDPC-rank-based systems. Fig. 4 shows the unavailability in terms of m for n t = 20, and Table II compares its performance with those of the previous systems. The top part of Table II shows the estimated maximum values of m (taken from [4] and [6] ) for several LDPC-rank-based systems for a specified error tolerance rate, when t = 32. In the bottom part, the table shows the maximum values of m that can be achieved with the SGC for the same specified unavailability tolerance rate (" * " indicates that group coding cannot be implemented for the listed system parameters).
Figs. 5 and 6 show the ratio m/n t in terms of n t for different values of the number of groups for 0% and 5% unavailability, respectively, showing that this code performs well when n t increases. On the other hand, one more coding bit would allow doubling the number of tags. The memory overhead is here M ∝ log 2 m.
V. CONCLUSION
LDPC codes are doubtless, one of the most powerful forward error correction mechanisms. However, the use of LDPC matrices to determine the number of missing tags through rank-based calculations does not seem, particularly, efficient in terms of memory consumption. In this paper, these systems have been analyzed to obtain their theoretical bounds and then compared with those of an SGC that requires much less memory and achieves better performances. Then, by adding all row vectors in each A i , we get the all-ones vector. Since there are w c identical rows, we get row rank(A) ≤ n t w c /w r − (w c − 1).
