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Abstract 
　Firms have to provide for international competition more than ever before. To do this, they 
have to exploit resources around them so that they can set oﬀ deﬁciency of ability. Therefore, 
they try to build relations with other ﬁrms. There are various types of relations, such as 
transactions, shareholdings, executive dispatching, cooperative researches, developments, and 
alliances. In addition, the relations express complex networks. This paper treated transaction 
networks as one of such networks and selected the Japanese software industry as an example. 
This was because it has been pointed out that the industry has some structural defect and 
a whole picture of the structure has not been revealed. I used a p* model to analyze the 
structure. 
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　p* モデルは Markov random graph として，Frank らによって初めに議論された。p*
モデルは今日に至るまで，多くの社会ネットワーク分析で活用されている有用な分析手法
である。モデルに対する計算方法は Strauss ら［２］によってより深い議論がなされたが，






　表記法は Wasserman ら［６］に準ずる。社会ネットワークとは n 個のノード（アクター）
を持ち，そしてそれらの間に r 個のリンク（社会的関係）が形成されているとする。ここ
ではあるリンクが存在する場合を１ とし，他の場合を０ とする。多値化や多重の関係に
ついてはさらに議論が深められている［７, ８, ９, 10, 11］。 
　N ＝｛１, ２, . . . , g ｝をノードの集合とする。X をノードのペアを要素とする集合とす
る。したがって，リンクは g × g の行列 X として次のように表すことができる。
X とその要素はランダムであるとする。すなわち，あるリンクが存在するかどうかは確率
的に決まると仮定している。この確率的であるという仮定を元にして，リンクとリンクの












　あるネットワーク x ＝［xij］は確率変数の集合 X ＝［Xij］の１つの例に過ぎないとする。
これら確率変数集合の要素がすべて独立であると考えるのは極めて不自然であるから，そ
れらの間の関係を考えることになる。それが依存グラフである。
　依存構造を表した依存グラフ D を確率変数集合 X の間の依存関係であるとする。依存
グラフ D はノードとして，確率変数集合 X における（元のネットワークのノードの）イ















　２項間依存分布は，Xij と Xkl は（k, l）＝（j, i）のみ依存関係にあるとする。言い換え
れば任意の２組の２項間の間は独立である。このとき，依存グラフは２つのノードの間に
























　Hammersley-Cliﬀord の定理［12］は X の確率モデルは依存グラフ D のクリークにのみ依










•　D の部分グラフ A がクリークでないならばλA ＝０である。














































　 とするならば，式（４）はωij ＝θ'δ（xij） と表せる。このδ


















































































　上から Choice，Reciprocity，Transitivity，Cycle，Two star in，Two star out，Two 


























このような双方向性が存在することは特筆すべきである。またモデル５. Two star in は
他の１社からサービス／製品を購入する，すなわち発注を行うと，それは２社以上に行う
傾向にあることがわかる。




　モデル６. Two star out，モデル７. Two star mix は，５. Two star in と同様に２つの
関係を扱ったモデルであるが，これらの影響は非常に少ないとわかる。モデル６. Two 
star out が少ないということは，下請けを行う会社は２社以上ではなく，１社と専属的に
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