Let G be a connected graph with vertex set V (G) = {v 1 , v 2 , . . . , v n }. The distance matrix D(G) = (d ij ) n×n is the matrix indexed by the vertices of G, where d ij denotes the distance between the vertices v i and v j . Suppose that
Introduction
All graphs considered here are simple, undirected and connected. Let G be a graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G). Two vertices u and v are called adjacent if they are connected by an edge, denoted by u ∼ v. Let N G (v) denote the neighbor set of v in G. The degree of a vertex v, written by d G (v) or d (v) , is the number of edges incident with v. Let X and Y be subsets of vertices of G. The induced subgraph G[X] is the subgraph of G whose vertex set is X and whose edge set consists of all edges of G which have both ends in X. We denote by E[X, Y ] the set of edges of G with one end in X and the other end in Y , and denote by e[X, Y ] their number. The distance between vertices u and v of a graph G is denoted by d G (u, v). The diameter of G, denoted by diam(G), is the maximum distance between any pair of vertices of G.
In this paper, we consider four kinds of graphs K • K h n : the graph obtained by attaching n − h pendant edges to a vertex of K h .
• K s+t n : the graph obtained by adding one edge joining a vertex of K s to a vertex of K t .
• K s,t n : the graph obtained by identifying a vertex of K s and a vertex of K t .
• F k n : the graph obtained by joining k copies of the cycle C 3 with a common vertex. Zhang et al. [10] proved the graph K h n and its complement are determined by their adjacency spectra, and by their Laplacian spectra. In [1] , Abdollahi et al. proved the complement of the friendship graph is determined by its adjacency spectrum. In this paper, we show that these four kinds of graphs K Clearly, it is not our concerns if the above graphs are isomorphic to complete graphs or complete bipartite graphs. For K h n , it is a complete bipartite graph if h = 1 or h = 2, and is a complete graph if n = h. When s = 1 or t = 1, K s+t n and K h n are isomorphic. When s = 1 or t = 1, K s,t n is a complete graph. Hence for the convenience of discussion, we have the following agreement:
Preliminaries
In this section, we give some useful lemmas and results. The following lemma is well-known Cauchy Interlace Theorem.
Lemma 2.1 ([2])
Let A be a Hermitian matrix of order n with eigenvalues λ 1 (A) ≥ λ 2 (A) ≥ · · · ≥ λ n (A), and B be a principal submatrix of A of order m with eigenvalues
Applying Lemma 2.1 to the distance matrix D of a graph, we have Lemma 2.2 Let G be a graph of order n with distance spectrum λ 1 (G) ≥ λ 2 (G) ≥ · · · ≥ λ n (G), and H be an induced subgraph of G on m vertices with the distance spectrum
Lemma 2.3 ( [7] ) Let G be a connected graph and D be the distance matrix of G. Then λ n (D) = −2 with multiplicity n − k if and only if G is a complete k-partite graph for 2 ≤ k ≤ n − 1.
Lemma 2.4 ([9]
) Let G be a graph with order n and diam(G) = 2. If G ′ has the same distance spectrum as G, then
and λ 3 = −1.
• λ n−1 ∈ {−1, −2} and λ n < −2.
Proof. It is clear that the diameter of K h n is 2, and the distance matrix of K h n is
In the following, we will prove the remaining part of Theorem 2.5. Consider the cubic function on x
From a simple calculation, we have
Note that f (x) → +∞ (x → +∞) and f (0) < 0, so there is at least one root in (0, +∞). Since f (− Theorem 2.6 Let s ≥ 2, t ≥ 2 and n = s+t. Then the distance characteristic polynomial of
• −2 < λ n−1 < −1 and λ n < −2.
Similar to the proof of Theorem 2.5, by a simple calculation, we have
Consider the quartic function on x
Then we obtain that
Note that f (x) → +∞ (x → +∞) and f (0) < 0, so there is at least one root in (0, +∞). Since f (− ). Since f (−1) > 0 and f (−2) < 0, then there is at least one root in (−2, −1). By f (x) → +∞ (x → −∞) and f (−2) < 0, so there is at least one root in (−∞, −2). Thus there is exactly one root in each interval. The result is completed. ✷ Theorem 2.7 Let s ≥ 2, t ≥ 2 and n = s + t − 1. Then the distance characteristic polynomial of K s,t n is
• λ n−1 = −1 and λ n < −2.
Similar to the proof of Theorem 2.5, we have
Consider the cubic function on x
By a simple calculation, we have
Note that f (x) → +∞ (x → +∞) and f (0) < 0, so there is at least one root in (0, +∞). Since f (− , λ 3 = λ n−1 = −1 and λ n < −1.
Obviously, the diameter of K s,t n is 2, and P 3 is an induced subgraph of K s,t n . Moreover, D(P 3 ) is a principal submatrix of D(K s,t n ). It is easy to calculate that λ 3 (P 3 ) = −2, then by Lemma 2.2, λ n (K
n is not a complete k-partite graph, then by Lemma 2.3, we have λ n < −2. This completes the proof. ✷ By Theorems 2.5, 2.6 and 2.7, we obtain the following corollary. are D-cospectral. Note that -1 is the distance eigenvalue of K s+t n with multiplicity n−4, then -1 is also the distance eigenvalue of K h n with multiplicity n − 4. On the other hand, notice that -2 is not the distance eigenvalue of K s+t n , then it follows that -2 is also not the distance eigenvalues of K h n , thus n = h + 1. Then -1 is the distance eigenvalue of K h n with multiplicity n − 3, a contradiction.
Assume that K h n and K s,t n are D-cospectral. Note that -2 is not the distance eigenvalue of K s,t n , then it follows that -2 is also not the distance eigenvalue of K h n , so n = h + 1. Then we have
Note that they have the same distance characteristic polynomial, hence
Solving the two equations we get t = 2 or t = n − 1. Hence K h n and K s,t n are isomorphic, a contradiction. ✷ Next, we give the distance characteristic polynomial of the friendship graph. In fact F k n is a special case of the graph K
Hence we have the following corollary directly.
Corollary 2.9
The distance characteristic polynomial of F k n is
, λ 3 = −1 and λ n = −3. 
Main results
In this section, our first task is to show that K Proof. For P 5 . Suppose that P 5 is an induced subgraph of G,
By a simple calculation, we have (a, b, c) (3, 3, 3) (3, 2, 2) (3, 2, 3) (3, 3, 2) (2, 3, 3) (2, 3, 2) (2, 2, 2) (2, 2, 3) λ 2 -0.4348 -0.3260 0 -0.3713 -0.3713 -0.1646 -0.2909 -0.3260
, a contradiction. Hence P 5 is a forbidden subgraph of G.
By Lemma 2.2 and Theorem 2.5, we also get a contradiction. Therefore H 2 is a forbidden subgraph of G. {v 1 , v 2 , v 3 , v 4 , v 5 })) = −0.3820 > −1/2. By Lemma 2.2 and Theorem 2.5, we also obtain a contradiction. Hence H 3 is a forbidden subgraph of G. Proof. When n = h, h = 1 or h = 2, the result is obvious. Next consider 3 ≤ h ≤ n − 1. Let G be a graph D-cospectral to K h n . By Lemma 3.2, P 5 is a forbidden graph of G, thus diam(G) ≤ 3. By λ n (G) < −2, then diam(G) ≥ 2.
If |V (G)| = 4, then G = P 4 , it is easy to check that G is not D-cospectral to K 3 4 , a contradiction. Next we assume that |V (G)| ≥ 5. Note that diam(G) = 3, then there exists a diameter-path P = uũṽv with length 3 in G. Let X = {u,ũ,ṽ, v}, then G[X] = P 4 . Denote by V i (i = 0, 1, 2, 3, 4) the vertex subset of V \X, whose each vertex is adjacent to i vertices of X.
Suppose not, then there exists a vertex v 4 ∈ V 4 such that G[v 4 uũṽv] = H 1 , a contradiction. Hence Claim 1 holds.
Suppose not, then there exists a vertex v 3 ∈ V 3 such that v 3 is adjacent to {u,ũ,ṽ}, {ũ,ṽ, v}, {u,ũ, v} or {u,ṽ, v}. Then G contains an induced subgraph H 2 or C 4 , a contradiction. Proof. Let G be a graph D-cospectral to F k n . By Lemma 2.10, diam(G) = 2 and |E(G)| = 3k. Let P = xyz be a diameter path of G.
Then a, b ∈ {1, 2}, by a simple calculation, we have . Thus there exists a vertex w such that the subgraph of G induced by vertices v, w, x, y, z is T 1 , T 2 or T 3 (see Fig. 4 ). We get a principal submatrix of D(G) for each case. 
