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Abstract—This paper proposes a brain tumor segmentation
method based on visual saliency features on MRI image volumes.
The proposed method uses a novel combination of multiple MRI
modalities and highlights the potential tumors by applying a
healthy template generated from the annotated database slices
without tumors. The introduced method proposes a saliency
model that includes color and spatial features and as a novel
contribution, also incorporates information about the relation
of neighboring slices. Based on the saliency map, the outline
of the tumor is detected by a region-based active contour
method. Moreover, the proposed method is also combined with
convolutional neural networks to reduce the networks’ eventual
overfitting which may result in weaker predictions for unseen
cases. By introducing a proof-of-concept method for the fusion
of deep learning techniques with saliency-based, handcrafted
feature models, the fusion approach has good abstraction skills
and yet it is able to handle diverse cases for which the net was
less trained.
The proposed methods were tested on the BRATS2015
database, and the quantitative results showed that hybrid models
(including both trained and handcrafted features) can be promis-
ing alternatives to reach higher segmentation performance.
Index Terms—visual saliency, medical image segmentation,
convolutional neural networks, handcrafted features
I. INTRODUCTION
In the last decade, cancer became one of the leading cause
of deaths in higher income countries. The earlier the disease is
diagnosed, the higher chance that the patient can be success-
fully treated. Therefore, quantitative imaging techniques, such
as computed tomography (CT), magnetic resonance imaging
(MRI), positron emission tomography (PET) play a dominant
role in early diagnosis. In the last few years, with the sig-
nificant improvement of these non-invasive techniques, the
emphasis has been shifted to the efficient processing of the
diverse data.
Gliomas are the most frequent primary brain tumors in
adults [1], comprising about 30 per cent of all brain tumors
and central nervous system tumors. Being highly malignant,
this type covers 80 per cent of all malignant brain tumors.
In case of patients with such brain tumors, the role of non-
invasive imaging techniques are even more important, as
repeated tumor biopsies have high risk. Therefore, continuous
monitoring using 3D image modalities (CT, MRI) is a widely
applied tool. With the improvement of these sensors, 3D data
with high spatial resolution is acquired from the brain, and
abnormalities can be detected and monitored, which can help
in determining the location, size and shape of the tumor,
setting up the accurate diagnosis and also in managing the
disease and the treatment process simultaneously. Moreover,
by applying biologically variable parameters, like longitudinal
relaxation time (T1), transverse relaxation time (T2), proton
density (PD) or fluid-attenuated inversion recovery (FLAIR)
and using varying different pulse sequences and imaging pa-
rameters, different image contrast parameters can be achieved
in MRI.
When categorizing state-of-the-art tumor segmentation al-
gorithms, we can divide them into two broad families [2].
Generative models use detailed prior information about the
appearance and spatial distribution of multiple different tis-
sues, including anatomical and domain-specific knowledge.
They usually also perform brain tissue segmentation [3], [4].
In our proposed model we followed a similar approach as
in [3] and we built a healthy template for the applied image
scans (T2 and FLAIR components in our case). They can
handle unseen images efficiently, but they strongly rely on the
registration step: test samples should be accurately aligned to
spatial priors, which is problematic for example in the presence
of large tumor regions.
The other large group is discriminative models, using anno-
tated training images and directly learning the characteristics
of different segmentation labels without any prior domain
knowledge [5], [6]. To cover intensity and shape variations of
tumors, they require huge amount of training data to extract
tumor features thoroughly. Nowadays, deep learning methods
are the most popular models of this group, using convolutional
neural networks [7], [8]. Different networks architectures, such
as U-Net [9] or cascaded anisotropic networks (WTNet) [10]
are applied for training segmentation models using 2D or 3D
interpretation. However, the disadvantage of these methods is
still their strong dependence on the training data, e. g., they
cannot handle images with differing imaging protocols from
the ones used for acquiring the training data.
To compensate for the mentioned drawbacks, one solution
might be to use a mixed generative-discriminative model [11]
to fuse handcrafted features and learning [12]. From a medical
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Fig. 1. Comparison of the pseudo-color model for the original ((b)-(d)) and
proposed ((f)-(h)) methods on a sample slice (a) from BRATS2015 with (e)
whole tumor ground truth. (b) and (f) show the RGB pseudo-color image;
(c) and (g) are the L ∗ a ∗ b∗ images after conversion; (d) and (h) show the
computed saliency maps with 8× 8 block size.
point-of-view, the existence of tumors may support diagnosis,
therefore these objects may function as the ROI of the image.
This motivates to consider tumors as salient regions in the
image, and highlight them by applying a visual saliency [13]
model. Our proposed algorithm follows this direction and,
inspired by [14], constructs a saliency model using handcrafted
features. The referred saliency-based detection algorithm [14]
is based on a pseudo-coloring scheme using FLAIR, T2 and
T1c sequences respectively as RGB channels, followed by a
bottom-up color and spatial distance calculation to highlight
tumor areas as salient regions in the image.
In this paper, a novel pseudo-color image is introduced,
calculating channels as difference images between a specific
image patch and a healthy image template built up using the
healthy slices of the database for FLAIR and T2 sequences. Be-
side calculating color and spatial distance in the image patch,
information between brain volume slices is also incorporated
in the proposed saliency function, exploiting the connection
between neighboring slices concerning the location, size and
shape of the tumor. The calculated saliency map estimates the
location of the tumor. To produce a more accurate tumor out-
line, a region-based active contour step [15] is also performed.
As a proof-of-concept step the proposed saliency map is
combined with trained convolutional neural networks (U-Net
and WT-Net) by applying a weighting function for the saliency
map and the network’s prediction map. By doing this, the
hybrid model is expected to have good abstraction skills and
to be able to handle diverse cases for which the net was less
trained.
The evaluation process has been performed on the Multi-
modal Brain Tumor Image Segmentation Benchmark (BRATS)
2015 [2] also including ground truth data annotated by experts,
therefore creating the possibility for quantitative evaluation.
By dividing the database into training and testing parts (ran-
dom 90%/10% of volumes), the original and the proposed
methods together with the network-based and the proposed
fusion models have been evaluated on 22 randomly selected
brain volumes. The quantitative results showed that the hybrid
models (including both trained and handcrafted features) can
be promising alternatives to reach higher segmentation perfor-
mance.
II. VISUAL SALIENCY BASED TUMOR SEGMENTATION
A. Pseudo-color model
Inspired by salient object detection algorithms for natural
images [16], we construct a color image from the available
MRI sequences. Improving the color model of [14] we have
also calculated a difference image for the FLAIR and T2
scans in the BRATS2015 database. By analyzing the anno-
tated ground truths, we selected slices without marked tumor
regions. For all axial slices, available healthy scans were
collected and we constructed the healthy mean templates
HMFLAIR, HMT2. The proposed color model has the following
form:
R : FLAIR,
G : T2 ∗ α−HMT2 ∗ β, (1)
B : FLAIR ∗ α−HMFLAIR ∗ β,
where we selected α = 1.5 and β = 0.2 based on the
experiments. As a simple registration, the brain area (pixels
with non-zero values) in the template is fitted to the brain
region in the actual image. According to our tests with
different possible color models, FLAIR is the most suitable
scan to highlight the tumor, while T1 and T1c do not really
emphasize, therefore in our model we only used the FLAIR and
T2 sequences. To further enhance local contrast, the pseudo-
RGB image is transformed to the CIE L ∗ a ∗ b∗ color space,
which is later used for saliency calculation. Figure 1 shows the
comparison of the original and proposed pseudo-color models
for a more complex case, where an edema is present beside
the tumor core. Although, the pseudo-RGB images show little
difference, the L∗a∗b∗ images emphasize the tumor in a quite
different way. The proposed method is able to highlight the
whole tumor area in a more balanced way, which is suitable
for a more accurate ROI estimation using saliency in the next
step.
B. Saliency map for ROI estimation
To build the saliency model, [14] advised to apply color
difference and spatial difference in a block-based processing
system. To achieve this, first the image slice was rescaled to
256×256. Then, the rescaled image was decomposed into non-
overlapping blocks with size k×k, where w is a multiple of k.
Therefore, saliency calculation was performed for w/k×w/k
patches and the Sc color difference feature for Ri patch was
computed as:
Sc(Ri) =∑
j,j ̸=i
√
(RL∗i −RL∗j )2 + (Ra∗i −Ra∗j )2 + (Rb∗i −Rb∗j )2,
∀i, j ∈ {1, . . . , (w/k × w/k)} . (2)
The color difference was calculated for each L ∗ a ∗ b∗
channels, and Rchi marks the mean value for ch channel, which
represents the ith image patch I(Ri):
Rchi =
∑
I(Rchi )
k × k . (3)
Motivated by the human observation that tumors are spa-
tially concentrated objects, close to a spatially salient area,
the probability is high to find further salient regions. On the
other hand, regions further from the salient area have a smaller
probability to be salient. Therefore, spatial distance feature
was incorporated for saliency calculation:
Scs(Ri) =
∑
j,j ̸=i
1
1 + d(Ri, Rj)
× Sc(Ri), (4)
where d(Ri, Rj) =
√
(xRi − xRj )2 + (yRi − yRj )2 is the
Euclidean distance of the mean spatial coordinates of Ri, Rj
patches.
The Scs saliency map is then scaled back to its original size
(denoted by Ŝcs), using bilinear interpolation. To make the
saliency model scale-invariant to local feature sizes, the Scs
color-spatial saliency is calculated for different block sizes, the
original algorithm used k = 4× 4, 8× 8, 16× 16 and 32× 32
patches. However, our quantitative experiments showed that
4 × 4 patches are too small and they require far too much
computation time. On the other hand, 32 × 32 patches give
too blurry results, which do not really improve the detection
accuracy, therefore in our approach, we only used 8 × 8 and
16× 16 blocks for saliency calculation:
Scs =
∑
k=8,16
rk × Ŝkcs, (5)
where rk is the weighting parameter for the color-spatial based
saliency map of different sizes. By following the recommen-
dations of [14], rk = 0.5 is applied.
Beside these features, we added 3D spatial information and
the color-spatial saliency model was further extended to extract
salient information from neighboring slices. Motivated by the
fact that the location, size and shape of the tumor is quite
similar in neighboring slices, we calculated the final saliency
map as a weighted fusion of the actual (Sacs), previous (S
p
cs)
and next (Sncs) slice’s color-spatial saliency. The proposed
saliency map looks as follows:
S = wp × Spcs + wa × Sacs + wn × Sncs, (6)
where wp, wa, wn denote the weights for the different slices,
after extensive testing, wa = 0.4 and wp = wn = 0.3 were
set.
Finally a 25× 25 mean filter was applied on the calculated
S saliency map to get a smoother final estimation.
C. Active contour based tumor outline detection
The original method [14] highlights tumor regions, however
it sometimes fails for healthy slices. In such cases, the calcu-
lated saliency map has balanced values for the whole brain
Fig. 2. Tumor contour detection using the Chan-Vese method; blue is the
thresholded, binary tumor estimation of the color-spatial saliency map, red is
the improved result of the active contour step, green is the ground truth tumor
outline.
region, falsely emphasizing large healthy areas. To avoid such
errors, we add a spatial checking step before the tumor outline
detection. The saliency map is first binarized by applying an
adaptive threshold motivated by the original paper:
Tγ =
γ
M ×N
M−1∑
x=0
N−1∑
y=0
S(x, y), (7)
where γ = 3.55 is set, as proposed in [14].
The area of the foreground in the binarized image (the
estimation of the potential tumor) and the area of the whole
brain region is measured, and if their ratio exceeds a Tr
threshold (Tr = 0.425, set based on the experiments), then
the salient area is filtered out, and the slice is claimed to
include no tumor. The ratio was set based on the analysis
of the annotated tumor sizes and their rate to the coherent
brain regions in the BRATS2015 database. The saliency based
tumor estimation gives a rough localization of the ROI (blue
contour in Fig. 2), however the fine details of the object
outline are usually missed. To detect the complex shapes more
accurately we used a region based active contour method [15].
The estimated ROI was extended by 20 pixels (based on the
image resolution) in both the x and y directions, and the
iterative approach was performed on the L∗ channel of the
transformed pseudo-color image (red channel of Fig. 1(g))
with 200 iterations. We used the binarized tumor estimation to
initialize the contour. Figure 2 shows the results of the tumor
outline detection, blue marking the initial contour, which is
the binarized estimation of the color-spatial saliency map, red
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Fig. 3. Fusion of neural networks and saliency-based features, row 1-2: U-
Net; row 3-4: WT-Net; (a) FLAIR image slice; (b) result of the neural network
based segmentation; (c) calculated saliency map; (d) binary segmentation
result achieved by the 0.5−0.5 weighted combination (Eq. 8); (e) the binary
ground truth for the whole tumor from BRATS2015.
is the result of the iterative Chan-Vese active contour method
and green shows the ground truth.
We checked the final active contour detection for overly
large areas, rejecting areas exceeding the mentioned Tr ratio.
After running the segmentation algorithm for all the slices
of a volume, we added a final drop-out step to eliminate
false positive hits. Tumor candidates were followed throughout
neighboring slices, and the number of slices (length of the
chain) with the tumor was counted. Finally, only the detection
of the longest chain was kept. If a tumor appeared only on a
few slices, then it was assumed to be false and deleted.
III. FUSION OF DEEP LEARNING BASED PREDICTIONS AND
HANDCRAFTED SALIENCY MAPS
As it was discussed in the Introduction, nowadays neural
networks are widely used for brain tumor segmentation. How-
ever, adapting deep learning methods to new data can be hard,
requiring lengthy retraining, making real world application
very challenging. In case of novel data, they have to be
retrained, which makes real world application or software
implementation very challenging. This motivates the idea to
fuse a generative, handcrafted feature based model and a
discriminative learning based technique.
As a proof-of-concept, we have fused our saliency-based
model with two, state-of-the-art network architectures, the
U-Net [9] and the WT-Net [10]. The U-Net introduces a
convolutional network for end-to-end image segmentation,
resulting in a segmentation map. The first part of the network
is a contractive part, highlighting the image information, while
the second part is creating a high-resolution segmentation map.
The U-Net was very successful, when processing medical
image data.
In [10] a cascade of CNNs were introduced to segment brain
tumor subregions sequentially. The complex segmentation
problem is divided into 3 binary segmentation problems: WNet
segments the whole tumor, its output is a bounding box, which
is used as input of the second network, called as TNet, to
segment the tumor core. Finally, its output bounding box is
applied as input for ENet to detect enhancing tumor core. As
in our case we only concentrate on the whole tumor, and we
use the implementation of WNet/TNet, called WT-Net, from
the NiftyNet [17] platform.
To exploit the benefits of both approaches, the proposed
S saliency map (Eq. 6) is fused with the prediction map,
calculated by the neural network (denoted by PU and PWT
for U-Net and WT-Net respectively). As a shallow convolution,
the two maps are fused with a weighting function:
S{U,WT} = δ × S + (1− δ)× P{U,WT}, (8)
where δ = 0.5 was applied for U-Net, and δ = 0.5 and
δ = 0.25 were tested for WT-Net. According to our expe-
riences, while saliency based algorithms have high precision
value and lower recall, neural networks behave inversely with
higher recall than precision. Moreover, the performance of
neural networks with good generalization skill can be further
improved for unseen, special cases by fusing them with
handcrafted features.
The examples in Figure 3 illustrate the performance, the first
two samples are generated by U-Net, third and fourth samples
by WT-Net. In the first sample, the U-Net separates the tumor
into 2 parts, while the saliency-based method gives a more
homogeneous estimation, therefore their combination detects
the whole tumor in one piece; in the second sample, both
the U-Net and the saliency-based approach detect only one
blob, thus their fusion is able to localize both areas. WT-Net
achieves high accuracy values (see Table I in the Experimental
evaluation), still its performance can be slightly increased by
combining it with the saliency-based method, i.e. tumors with
complex shape (third row). The fourth example shows that
sometimes the estimation is quite similar for both the neural
network and the saliency map, therefore their combination
will also propagate the falsely detected blobs. Although the
marked areas look suspicious even on the FLAIR image scan,
according to the ground truth, only one tumor is present on
this slice. Nevertheless, the hybrid model estimates the real
tumor’s shape more accurately.
IV. EXPERIMENTAL EVALUATION
We performed the evaluations on the BRATS2015 dataset
[2], which includes alltogether 220 HGG volumes and 54 LGG
volumes (HGG and LGG stand for high-grade and low-grade
glioma respectively) with T1, T1c, T2 and FLAIR sequences.
Each volume has the size of 240×240×155 voxels. During the
evaluation we used the axial view, i.e., 155 slices with a size
of 240 × 240 pixels for each volume. Annotated, pixel-wise
ground truth was available for all slices.
TABLE I
QUANTITATIVE RESULTS ON BRATS2015 DATASET FOR THE ORIGINAL ALGORITHM, THE PROPOSED METHOD, U-NET, WT-NET AND THEIR WEIGHTED
COMBINATION WITH THE PROPOSED APPROACH. BOTH TEST SETS CONSIST OF 22 HGG VOLUMES.
Algorithm
Test set I Test set II
Precision Recall Fβ TNR Precision Recall Fβ TNR
Original [14] 0.5949 0.2497 0.5340 0.8547 0.5766 0.2072 0.5026 0.8520
Proposed 0.8535 0.5328 0.8131 0.9738 0.8636 0.5093 0.8167 0.9756
U-Net [9] 0.6884 0.8812 0.7010 0.9593 0.6917 0.8844 0.7044 0.9674
U-Net + Proposed (0.5 – 0.5) 0.7356 0.8233 0.7422 0.9442 0.7461 0.8161 0.7514 0.9536
WT-Net [17] 0.8205 0.8569 0.8234 0.9748 0.8226 0.8559 0.8253 0.9753
WT-Net + Proposed (0.5 – 0.5) 0.8370 0.8115 0.8348 0.9783 0.7894 0.8626 0.7950 0.9743
WT-Net + Proposed (0.25 – 0.75) 0.8735 0.6443 0.8486 0.9851 0.8656 0.6195 0.8381 0.9890
In our evaluation, we used a publicly available implemen-
tation1 of the U-Net. All available sequences (T1, T1c, T2 and
FLAIR) were used for training with 16-bit slice images and
8-bit ground truth labels. The 90% of all BRATS2015 image
volumes was randomly selected for training, the remaining
10% was used for testing. In the training part, 10 epochs
were performed, the learning rate was set to 1e − 4, the
loss type was binary cross entropy. From the training set
20% was randomly selected for validation. Two training runs
were performed for the U-Net with two randomly partitioned
training/test sets (Test set I and II). The performance was
quantitatively evaluated for the randomly selected 22 HGG
volumes. For comparison, the same volumes were evaluated
for the original saliency-based method [14], the WT-Net based
network [10] and for the proposed method as well.
We also evaluated the Test set I using the NiftyNet [17]
implementation of the WT-Net. Similarly to the U-Net, WT-
Net was also trained with 90% of the available sequences,
learning rate was set to 1e−4, the applied loss type was Dice,
the training was performed in 20000 epochs. Again, 20% of
the training volumes was randomly separated for validation.
Alltogether, in one test set 3410 slices were evaluated for
the WT-Net and its combined version with the saliency, and
6820 slices in two test sets were used for testing the original
method, the proposed method, the U-Net based network and
the U-Net – saliency combination.
We have calculated different quantitative measures: Preci-
sion, Recall, Fβ and True Negative Ratio (TNR or Specificity):
Fβ =
(1 + β2)Precision×Recall
β2 × Precision+Recall , β = 0.3
TNR = TN/(TN + FP ) ,
where TN denotes true negatives, FP denotes false positives.
Quantitative results are given in Table I. As it can be seen,
the proposed method outperforms the original approach by
receiving higher precision and recall values. Out of the neural
networks, WT-Net achieves higher performance than U-Net,
1https://github.com/zhixuhao/unet
however it should be mentioned, that WT-Net was designed
specifically for such brain tumor detection tasks (targeting the
BRATS2017 dataset).
As for the fusion of U-Net and saliency-based methods, we
have also tested 1/3 – 2/3 and 2/3 – 1/3 weightings, however,
the results were just slightly worse than the performance of
0.5 – 0.5 weighting, therefore we only included the numbers
for the weighting with the highest performance. Moreover, by
fusing the calculated saliency map with the prediction map of
the selected neural networks, higher precision, Fβ and TNR
can be achieved. Please note, that the proposed method usually
performs with lower recall and higher precision, which means
that usually it gives smaller, but more precise estimations.
Two sample images are shown in Figure 4 for the compared
original and proposed methods, with 0.5 – 0.5 weighting for
the hybrid models. The tumors are well localized by every
algorithm, however their complex shapes are most accurately
segmented by the fusion models.
To summarize the discussion, the results show that the
combination of trained networks and handcrafted feature based
techniques gives promising segmentation results, the fusion
achieves higher precision and Fβ values than the performance
of the network alone.
V. CONCLUSION
In this paper, a novel, saliency-based algorithm has been
introduced for tumor segmentation in brain MRI image vol-
umes. The proposed method is based on a state-of-the-art
approach, however novel features have been introduced for
higher segmentation performance. A new pseudo-color model
has been proposed, by building a healthy mean image tem-
plate for FLAIR and T2 scans to highlight tumors as salient
image regions. To detect salient regions, the connectivity of
neighboring slices was incorporated into the final saliency map
besides color and spatial features. To detect the outline of the
localized tumor, region-based active contour was applied.
The proposed model was also combined with two different,
state-of-the-art convolutional neural networks (U-Net and WT-
Net), by introducing a weighting function for the saliency map
(a) (b) (c) (d) (e) (f) (g) (h)
Fig. 4. Segmentation results for different models on MRI image slices (a) from BRATS2015; (b) original method [14]; (c) proposed, saliency-based model;
(d) U-Net [9]; (e) WT-Net [10]; (f) weighted combination of U-Net and the proposed method (0.5–0.5);(g) weighted combination of WT-Net and proposed
method (0.5–0.5); (h) the binary ground truth for the whole tumor.
and the networks prediction maps. The combined map inte-
grates the networks’ abstraction and the handcrafted features’
ability to also handle special, unseen cases more efficiently.
Quantitative tests on the BRATS2015 dataset confirmed that
the proposed model is quite efficient by itself, however by
combining it with neural networks, the segmentation accuracy
can further be increased.
In the future, we plan to create a more sophisticated fusion
model of training-based methods and handcrafted features, by
designing a deep convolutional network that incorporates the
saliency features into the training process itself.
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