Often in biomedical research, we deal with continuous (clustered) proportion responses ranging between zero and one quantifying the disease status of the cluster units. Interestingly, the study population might also consist of relatively disease-free as well as highly diseased subjects, contributing to proportion values in the interval [0, 1] . Regression on a variety of parametric densities with support lying in (0, 1), such as beta regression, can assess important covariate effects. However, they are deemed inappropriate due to the presence of zeros and/or ones. To evade this, we introduce a class of general proportion density, and further augment the probabilities of zero and one to this general proportion density, controlling for the clustering. Our approach is Bayesian and presents a computationally convenient framework amenable to available freeware. Bayesian case-deletion influence diagnostics based on q-divergence measures are automatic from the Markov chain Monte Carlo output. The methodology is illustrated using both simulation studies and application to a real dataset from a clinical periodontology study.
Introduction
Continuous proportion data (expressed as percentages, proportions, and rates) such as the percent decrease in glomerular filtration rate at various follow-up times since baseline 1, 2 are routinely analyzed in medicine and public health. Because the responses are confined in the open interval (0, 1), one might be tempted to use the logistic-normal model 3 with Gaussian assumptions for logittransformed proportion responses. However, covariate effects' interpretation is not straightforward because the logit link is no longer preserved for the expected value of the response. Alternatively, to tackle this, the beta, 4 ,5 beta rectangular (BRe), 6 and simplex distributions 7 (all with common support within the open unit interval) and their corresponding regressions were proposed under a generalized linear model (GLM) framework. The flexible beta density 8 can represent a variety of shapes, accounting for uncorrectable nonnormality and skewness 9 in the context of bounded proportion data. The beta regression (BR) reparameterizes the associated beta parameters, connecting the response to the data covariates through suitable link functions. 5 Yet, the beta density does not accommodate tail-area events or flexibility in variance specifications. 10 To accommodate this, the BRe density 6 and associated regression models 10 were considered under a Bayesian framework. Note, the BRe regression includes the (constant dispersion) BR 5 and the variable dispersion BR 9 as special cases. The simplex regression 1 is based on the simplex distribution from the dispersion family. 11 It assumes constant dispersion and uses extended generalized estimating equations for inference connecting the mean to the covariates via the logit link. Subsequently, frameworks with heterogenous dispersion 12 and for mixed-effects models 13 were explored. Yet, their potential was limited to proportion responses with support in (0, 1).
A clinical study on periodontal disease (PrD) conducted at the Medical University of South Carolina (MUSC) 14 motivates our work. The clinical attachment level (CAL), a clinical marker of PrD, was measured at each of the six sites of a subject's tooth, and we were interested in assessing covariate-response relationships on ''proportion of diseased sites specific to a tooth-type,'' such as incisors, canines, pre-molars, and molars. Figure 1 (left panel) plots the raw (unadjusted) density histogram of the proportion responses, packed over all subjects and tooth-types. The responses are in the closed interval [0, 1] where 0 and 1 represent ''completely disease-free,'' and ''highly diseased'' cases, respectively. For a simple parametric treatment to this data, one might be tempted to use one of the three distributions mentioned above after possible transformation 9 of the response from [0, 1] to the interval (0, 1). These ad hoc re-scalings might work out for small proportions of zeros and ones, but the sensitivity on parameter estimates can be considerable as the proportions increase. Transformations, in general, are not universal. In addition, presence of clustering (tooth-sites within mouth) brings in an extra level of heterogeneity, and these transformations which are usually applied component-wise may not guarantee a tractable (multivariate) joint distribution. 15 At this stage, we desire an appropriate theoretical model capable of handling all these challenges yet avoiding data transformations.
Note that the beta, BRe, and simplex densities (and their regressions) present a noticeable analytic difference in their probability density function (PDF) specification. Motivated by these differences and the flexibility they provide, we seek to combine them into a new (parametric) class of density called the general proportion density (GPD), where these three popular models appear as particular cases. In this context, our paper generalizes the recent augmented beta proposition. 16 Next, we extend this GPD to a regression setup for independent responses in (0, 1). Finally, for a unified (regression) framework for clustered responses in [0, 1], we propose a generalized linear mixed model (GLMM) framework by augmenting the probabilities of occurrence of zeros, ones or both to the standard GPD regression model via an augmented GPD random effects (AugGPD-RE) model. Our inferential framework is Bayesian and can be easily handled using freeware like OpenBUGS. Furthermore, case-deletion and local influence diagnostics 17 to assess outlier effects are immediate from the Markov chain Monte Carlo (MCMC) output.
The rest of the article is organized as follows. Section 2 formulates the GPD and the augmented GPD class of densities and presents some useful statistical properties. Section 3 develops the Bayesian estimation framework for the AugGPD-RE regression model and related diagnostics. Application to the motivating proportion density (PD) data appears in Section 4. Section 5 presents simulation studies to compare finite-sample performance of parameter estimates among the GPD class members and also under model misspecification are then presented. Finally, some concluding statements appear in Section 6.
General proportion density
We start with the definition of PD models and then proceed to establish the GPD class.
Definition 1: A random variable (RV) with support in the unit interval (0, 1) belongs to the class of PD with parameters and if its PDF can be expressed as
where E½ ¼ , and a s ðÁ, ÁÞ, s ¼ 1, 2, 3 are real-valued functions with a 1 , a 2 ! 0, and a 3 taking value on the real line. We use the notation $ PD ð, Þ to represent a member of the PD class defined in equation (2.1). If a 3 ð, Þ in equation (2.1) is continuous and twice differentiable function with respect to and and is non-zero, the variance function 11 is VðÞ ¼ Àð@ 2 a 3 ð, Þ=@@Þ À1 j ¼ . Next, consider the density of the RV X following the two-component mixture X ¼ U þ ð1 À Þ, where 2 ½0, 1 is a mixture parameter and U a Uniform(0, 1) random variable distributed independently of with PDF in equation (2.1). Then, X follows the GPD, i.e., X $ GPD ð, , Þ with the PDF given by 
Densities in the GPD class
The GPD class includes the beta, simplex, and the BRe densities with support in the interval (0, 1) and can be used to model proportion data. These are described in the propositions below with their respective PDFs presented in online Appendix A (Available at http://smm.sagepub.com/).
Proposition 1:
The beta density 5 reparametrized in terms of (the mean) and (the precision parameter) belongs to the GPD class of distributions with its variance function given by VðÞ ¼ ð1 À Þ.
Proof: In equation (2.2), consider ¼ 0, ¼ , and
such that
and a 3 ðx, Þ ¼ log 1Àx
x . Then, the variance function 5 (from Definition 1) is
The simplex distribution 7 with parameters and belongs to the GPD class with the variance function given by VðÞ ¼ 3 ð1 À Þ 3 .
and a 3 ðx, Þ ¼ 
2 . Then, the variance function 11 is given by
The BRe density 6 with parameters , , and belongs to the GPD class of distributions.
Proof: The proof follows from equation (2.2), considering 4 0 and g 1 ðx; , Þ as in Proposition 1, replacing by . However, the BRe density is a mixture of a uniform and a beta density (see online Appendix A), and a closed form expression of the variance function is not available. « For a more appealing pictorial comparison, Figure 2 plots the simplex, beta, and the BRe densities for various choices of and . Note that close to zero (one) leads to a large mass in the left (right) tails for all cases. The simplex density is relatively smooth for ¼ 1 and becomes more spiked for ¼ 4. The beta and the BRe shapes are very similar for all panels when is moderate ð¼ 0:3Þ, as in our case. However, one observes tail behavior for the BRe compared to the beta when gets closer to 1 (plots not shown here). From the plots, it is clear that the simplex density is more flexible than the two competitors. It is capable of capturing various shapes of the underlying proportion data density in (0, 1), even in situations (say, small ) where the popular beta density may be far from the ground truth. However, a major shortcoming of these densities is that they are not appropriate for modeling datasets containing proportion responses at the extremes (i.e. 0 or 1, or both). We seek to address this via an augmented GPD framework defined as follows:
Definition 2: The PDF of a RV Y with support in the interval ½0, 1 belongs to the augmented GPD class if it has the form
ð2:3Þ
where I fAg is the indicator function of the set A; gð:Þ is as defined in equation (2.2) and p 0 ,
From equation (2.3), the expectation and variance of Y are, respectively,
where and 2 are as in Definition 1. Note, the augmented GPD class defined in Definition (2) reduces to the GPD class when p 0 and p 1 are simultaneously equals to zero. When p 0 4 0 and p 1 ¼ 0, we have the zero augmented GPD class, and for p 0 ¼ 0 and p 1 4 0, we have the one augmented GPD class. Finally, when p 0 4 0 and p 1 4 0, we have the more general zero-one augmented GPD class. Motivated by the PrD data, we are particularly interested in the following three subfamilies of the augmented GPD class, corresponding to the densities specified in subsection 2.1.
Zero-one augmented beta (ZOAB) density, if ¼ 0 and g 1 ð:Þ the beta density Zero-one augmented simplex (ZOAS) density, if ¼ 0 and g 1 ð:Þ the simplex density Zero-one augmented beta rectangular (ZOABRe) density, if 4 0 and g 1 ð:Þ the beta density 3 Model development and Bayesian inference 3.1 GPD regression model
where h 1 is a adequate link function with counterdomain the real line, and b is the vector of regression parameters with the first element of x i being 1. However, i is a function of the mixture parameter i and , which leads to a restricted parametric space of i , defined as 0 5 i 5 1 À j2 i À 1j that is dependent on i . Hence, for a more appropriate regression framework that connects Y to covariates, we work with the reparameterization proposed in Bazan and coworkers, 10 and define i 2 ½0, 1 such that i ¼ i 1Àð1À i Þj2 i À1j . Henceforth, the GPD class is parameterized in terms of i , i , and i .
The parameters i and i can be assumed constants or regressed onto covariates through convenient link functions. For i and i , link functions such as logit, probit, or complementary log-log can be used. Finally, for i , the log, square root, or identity link functions can be considered. Parameter estimation can follow either the (classical) maximum likelihood (ML) or the Bayesian route through MCMC methods.
Augmented GPD random effects model
The augmented GPD model described in equation (2.3) is only appropriate for independent responses in (0, 1). To accommodate clustering (as in our case) or longitudinal subject-specific profiles, we proceed with the AugGPD-RE model. Let Y 1 , . . . , Y n be n independent continuous random vectors, where Y i ¼ ð y i1 , . . . , y in i Þ > is the vector of length n i for the sample unit i with the components y ij 2 , where is an element of the set f½0, 1Þ, ð0, 1, ½0, 1g. Thus, under the AugGPD-RE model, the parameters ij , p 0ij , and p 1ij can be connected to covariates through suitable link functions as
where X ij , X 0ij , and X 1ij are the jth columns of the design matrices X i , X 0i , and X 1i of dimension p Â n i , r Â n i , and s Â n i , corresponding to the vectors of fixed effects
respectively, and X bij is the jth column of the design matrix X bi of dimension q Â n i corresponding to the vector of REs
Choice of the link functions for h 1 , h 2 , and h 3 remains the same as for i and i in subsection 3.1. For purpose of interpretation, we focus on the logit link. In this paper, we consider and as constants despite those parameters can also be regressed onto covariates through suitable link functions. Also, to avoid over-parameterization, the probabilities p 0ij and p 1ij are free of REs; however, both could be considered constants across subjects. Finally, we denote our AugGPD-RE model as
> be the full observed data and : ¼ ðb, w, q, , Þ > be the parameter vector in the AugGPD-RE model. The joint data likelihood Lð:; D, bÞ, conditional on the random effects b i , is given by
ð3:4Þ
qÞ, I is an indicator function, and g is given by
Although ML estimation of : is certainly feasible using standard softwares (e.g., SAS, R, etc.), we seek a Bayesian treatment here. The Bayesian approach accommodates full parameter uncertainty through appropriate choice of priors choices and proper sensitivity investigations and provides direct probability statement about a parameter through credible intervals (CI). 18 Next, we investigate the choice of priors on our model parameters to conduct Bayesian inference.
Priors, hyperpriors and posterior distributions
In order to complete the Bayesian specification, we need to consider prior distributions for all the unknown model parameters. In particular, we specify practical weakly informative prior opinion on the fixed effects regression parameters b, w, q, (dispersion parameter), , and the random effects b i . In general, for the regression components, we can assume
Þ. A Uniform (0, 1) density 10 was adopted as prior for . Prior on each element of b i are Nð0, 2 b Þ, where b $ Uniformð0, c 1 Þ, the usual Gelman specification. 19 The prior on for the specific models in subsection 2.1 were chosen as follows:
(i) Beta and BRe models: $ Gammaða, cÞ, with small positive values for a and c ðc ( aÞ.
(ii) Simplex model: À1=2 $ Uniform ð0, a 1 Þ, with large positive value for a 1 .
Assuming the elements of the parameter vector to be independent, the posterior conclusions are obtained combining the likelihood in equation ( 
. The full conditional density for qjy, b, b , ðÀqÞ , qjy, b, b , :
. The full conditional density for bjy,
with gð y ij ; , ij , Þ given by equation (3.5). For specific densities of the GPD class, the full conditionals for the beta, BRe, and simplex models are presented in online Appendix B. Clearly, sampling from these conditional posteriors can be achieved via the popular Metropolis-within-Gibbs algorithm. 20 For computational simplicity, we avoid the multivariate prior specifications for b, w, and q (multivariate zero mean vector with inverted-Wishart covariance) and instead assign simple independent and identically distributed Normalð0, Variance ¼ 100Þ priors on the elements of these vectors, which centers the ''odds-ratio'' type inference at 1 with a sufficiently wide 95% interval. When p 0 and p 1 represent constant proportions for the whole data, we allocate the Dirichlet prior with hyperparameter a ¼ ð 1 , 2 , 3 Þ > for the probability vector ð p 0 , p 1 , 1 À p 0 À p 1 Þ > , with s $ Gammað1, 0:01Þ, s ¼ 1, 2, 3. After discarding the first 50,000 burn-in samples, we used 50,000 more samples (with a spacing of 10) from two independent chains with widely dispersed starting values for posterior summaries. Convergence was monitored via MCMC trace plots, autocorrelation plots, and the Brooks-GelmanRubin b R statistics. 21 Associated WinBUGS code for implementing the regressions within the GPD class is available via the weblink: http://www.biostat.umn.edu/$dipankar/ZOAS.txt.
Bayesian model selection and influence diagnostics
For model selection, we use the conditional predictive ordinate (CPO) and the log pseudo-marginal likelihood (LPML) statistic 22 derived from the posterior predictive distribution (PPD). Larger values of LPML indicate better fit. Computing CPO via the harmonic mean identity can lead to instability. 23 Hence, we consider a more pragmatic route and compute the CPO (and LPML) statistics using 500 non-overlapping blocks of the Markov chain, each of size 2000, postconvergence and report the expected LPML computed over the 500 blocks. In addition, we also apply the expected Akaike information criterion (EAIC), expected Bayesian information criterion (EBIC), 22 and the deviance information criterion (DIC 3 ) 24 criteria. The DIC 3 was used as an alternative to the usual DIC 25 because of the ease of computation directly from the MCMC output and also due to the mixture modeling framework. All these criteria abide by the ''lower is better'' law.
In addition, as a direct byproduct from the MCMC output, we develop some influence diagnostic measures to assess outlier effects on the fixed effects parameters based on case-deletion statistics, 26 and the q-divergence measures 27, 28 between posterior distributions. We consider three choices of these divergences, namely, the Kullback-Leibler (KL) divergence, the J-distance (symmetric version of the KL divergence), and the L 1 distance. We use the calibration method 17 to obtain the cutoff values as 0.90, 0.83, and 1.32 for the L 1 , KL, and J-distances, respectively.
Data analysis and findings
The motivating PrD dataset assessed the PrD status of Gullah-speaking African-Americans with type-2 diabetes via a detailed questionnaire focusing on demographics, social, medical, and dental history. The dataset contain measurements on 28 teeth (considered full dentition, excluding the 4 third-molars) from 290 subjects recording proportion of diseased tooth-sites (with CAL value !3 mm) per tooth-type as the response for each subject. Hence, this clustered data framework has four observations (corresponding to the four tooth-types) for each subject. If a tooth is missing, it was considered ''missing due to PrD'' where all sites for that tooth contributed to the diseased category. Subject-level covariables in the dataset include gender (0 ¼ male,1 ¼ female), age at examination (in years, ranging from 26 to 87 years), glycosylated hemoglobin (HbA1c) status indicator (0 ¼ controlled, 57%; 1¼ uncontrolled, ! 7%), and smoking status (0 ¼ nonsmoker,1 ¼ smoker). We also considered a tooth-level variable representing each of the four tooth-types, with ''canine'' as the baseline.
From Figure 1 (left panel), the data are continuous on [0, 1] with non-negligible proportions of zeros (114, 9.8%) and ones (94, 8.1%). Modeling via one of the members of the GPD class might not be feasible. Hence, we proceed using the AugGPD-RE model adjusted for subject-level clustering. From equations (3.1) to (3.3), we have
and q ¼ ð 0 , . . . , 7 Þ > are the vectors of regression parameters, and b i is the subject-level random effect. The examination age was standardized (subtracting the mean and dividing by its standard deviation) to achieve better convergence. We have six competing models, varying with the densities in the GPD class and the regression over p 0 and p 1 , as follows:
Note that the parameter is specific to the ZOABRe model only. In addition, we also fit the Lemonsqueezer (LS)-simplex model (Model 4) by transforming the response from y to y 0 via the LS transformation 9 given by y 0 ¼ ½ yðN À 1Þ þ 1=2=N, where N is the number total of observations with the regression on as equation (4.1). Although Models 1, 1a, 2, 2a, 3, and 3a can be compared using standard model choice criteria described in subsection 3.4 because they fit the same dataset, this is not the case for the LS-simplex model which fits a transformed dataset. Thus, we assess its fit visually via the empirical cumulative distribution functions (ECDFs) of the fitted values. Table 1 presents the DIC 3 , LPML, EAIC, and EBIC values for the six competing models. Notice that Model 1 (ZOAS-RE model) provides the best fit uniformly across all criteria. Also, the fit for models with constant p 0 and p 1 is worse than the corresponding ones with regression on p 0 and p 1 . The right panel of Figure 1 clearly tells us that the ECDF from the fitted values using Model 1 represents the true data much closely as compared to Model 4. Hence, we select Model 1 as our best model and proceed with inference.
Plots of the means of the posterior parameter estimates and their 95% CIs for the regression onto (left panel), p 0 (middle panel), and p 1 (right panel) for Models 1-4 are presented in Figure 3 . We do not report the estimates from the models that consider p 0 and p 1 as constants (i.e., Models 1a, 2a, and 3a). In this figure, the gray intervals contain zero (non-significant covariates), while the black intervals do not include zero and are considered significant at 5% level. From the left panel (regression onto ij ), the covariates gender, age, and tooth-types significantly explain the proportion responses for Models 1-4, with the exception of Incisor for Model 1 where it is nonsignificant. Parameter interpretation can be expressed in terms of its effect directly on ij , specifically ij 1À ij , conditional on the set of other covariates and REs. 16 Here, ij is the ''expected proportion of diseased sites,'' and 1 À ij is the complement, i.e., the ''expected remaining proportion to being completely diseased,'' both conditional on ij not being zero or one. These results are interpreted in terms of the number of times the ratio is higher/lower with every unit increase (for a continuous covariate, such as age), or a change in category say from 0 to 1 (for a discrete covariate, say gender). For example, for age (a strong predictor of PrD), this ratio is 1.43 (expð0:36Þ ¼ 1:43, 95% CI ¼ ½1:23, 1:66) times higher for every unit increase in age. For gender, this ratio is 40% lower for males as compared to females, which might be influenced by the lower participation of males common in this population. 29 Similarly, this ratio is 8.7 times higher for molars as compared to the canines (the baseline), which confirms that the posteriorly placed molars typically experience a higher PrD status than the anterior canines. From the plots in the middle and right panels of Figure 3 , we identify gender, age, and tooth-types to be significant in explaining absence of PrD, while gender, age, and molar significantly explaining the completely diseased category. Once again, we have similar odds-ratio explanation as earlier. For example, the odds of a tooth-type free of PrD are three times greater for males than for females, while the odds of a completely diseased molar are about 13 times than of a (baseline) canine. Rest of the parameters can be interpreted similarly. The mean estimates (standard deviations) of from Models 1-4 are 0.14 (0.007), 7.6 (0.43), 10.6 (1.56), and 0.002 (<0.0001) and of 2 b are 1.3 (0.13), 1.2 (0.13), 1.2 (0.13), and 2.6 (0.34), respectively. Due to parametrization involved, these estimates of are not comparable across Models 1-3. However, the effect of the LS transformation is evident while comparing the estimates between Models 1 and 4. Additionally, the estimates of 2 b reveal that the transformation in Model 4 leads to a higher (estimated) variance of the response Y than the Models 1-3.
The adequacy of the logit link is assessed via plots of the linear predictor versus the predicted probability 30 as depicted in the Figure S1 in online Appendix C. We divided logitð ij Þ from Model 1 into 10 intervals containing roughly an equal number of observations and plot the distribution of the inverse-logit transformed linear predictors (denoted by the black box-plots) that represents the fitted mean ij of the non-zero-one responses. Next, we overlay the empirical distributions of the observed non-zero-one responses represented by the gray box-plots. There seem to be no evidence of model misspecification, i.e., the shapes of the fitted and observed trends are similar. In addition, we conduct sensitivity analysis on the prior assumptions for the random effects precision ð1= 2 b Þ and the fixed effects precision parameters on b by changing one parameter at a time and refitting Model 1, as in Galvis et al. 16 In particular, we allowed b $ Uniformð0, kÞ, where k 2 f10, 50g and also the typical inverse-gamma choice on the precision 1= 2 b $ Gammaðk, kÞ, where k 2 f0:001, 0:1g. We also chose the normal precision on the fixed effects to be 0.1, 0.25 (which reflects an odds-ratio in between e À4 to e 4 ), and 0.001. There were slight changes observed in parameter estimates and model comparison values; however, that did not change our conclusions regarding the best model, inference (and sign) of the fixed-effects, and the influential observations. Finally, we detect outlying observations via the q-divergence measures for the augmented models using the cutoffs described in subsection 3.4. These plots are presented in Figure 4 , where the upper, middle, and lower panels represent the ZOAS-RE, ZOAB-RE, and ZOABRe-RE models, respectively. Interestingly, we find that the ZOABRe-RE model produces several outlying observations exceeding the threshold, whereas the best-fitting model (ZOAS-RE) produces only one such observation (subject id # 174). To quantify the impact of this observation, we refit the model by removing it. The covariate ''Molar'' in the regression onto p 0ij is impacted by this observation, perhaps due to this subject is free of PrD for all tooth-types. However, the parameter significance and sign of the coefficients remained the same. Henceforth, we stick to the estimates obtained from fitting Model 1 to the full data, without removing this particular subject.
Simulation studies
In order to assess the finite sample performance of the class of AugGPD-RE mixed regression models, we conduct two simulation studies. First (Scheme 1), we assess the impact of model misspecification on the parameters for the ZOAS-RE, ZOAB-RE, and ZOABRe-RE models when the data in (0, 1) are generated from a logistic-normal model. 31 Next (Scheme 2), we analyze the impact of the LS transformation on the parameter estimates in presence of various proportions of zeros and ones. In both studies, we generate data with various sample sizes and compare the mean squared error (MSE), absolute relative bias (Abs.RelBias), and coverage probability (CP) of the regression parameters across the various models.
Initially, we generate y ij for both schemes and sample sizes n ¼ 50, 100, 150, 200 as
. . , n (the number of subjects), j ¼ 1, . . . , 5 (indicating cluster of size five for each subject), with Z ij $ Normalð ij , 1Þ and the location parameter ij modeled as
The explanatory variables x ij are generated as independent draws from a Uniformð0, 1Þ, with the regression parameters fixed at 0 ¼ À0 is;UCL as the estimated lower and upper bounds of the 95% CIs of s at the i th iteration, respectively. The results from this study for varying sample sizes are presented in Figure 5 and Table S1 (online Appendix D). , the ZOAS-RE performs better (MSE is lower) than the other two. CP remains higher for the ZOAS-RE as compared to the other two models across all parameters. Interestingly, for 2 b , the CP is estimated close to zero for higher n (n ¼ 150, 200).
In Scheme 2, we compare the performance of the ZOAS-RE and LS-simplex models for three scenarios of p 0 and p 1 , namely (a):
(representing the real data). Figure 6 presents the plots of MSE, Abs.RelBias, and CP.
The ZOAS-RE outperforms the LS-simplex model with lower MSE and Abs.RelBias, and higher CP across all scenarios, with the performance of the simplex model getting worser with increasing proportions of zeros and ones.
Conclusions
Motivated by the presence of extreme proportion responses, we develop a class of (parametric) augmented proportion density models under a Bayesian framework and demonstrate its application to a PrD dataset. As a byproduct of the MCMC output, we also develop tools for outlier detection using results from q-divergence measures. Both simulation and real-data analyses reveal the importance of utilizing an appropriate theoretical model over ad hoc data transformations. Within the GPD class, the simplex density (from Figure 2 ) is more flexible than both its competitors. Hence, most likely the simplex regression (and its augmented counterpart) will outperform the beta and the BRe regressions for relatively non-smooth proportion data, such as, data with lots of spikes and structures, for support within (0, 1) (and ½0, 1). However, we recommend a pragmatic modeling approach by fitting these three parametric densities successively to any dataset, and choosing the best one via popular model selection techniques.
Note that in our model development, we regress the covariates onto ij as in Definition 2. For a direct interpretation of the covariate effect on the response Y, one might consider regressing onto ij (the conditional expectation of the true AugGPD response) via some link functions. However, on applying this to our dataset, we experienced problems with MCMC convergence. Hence, we did not pursue it any further, although it may be appropriate for other datasets. The current clustered setup can be extended to a longitudinal or a clustered-longitudinal framework (often found in dental clinical trials). In addition, the current development explores a simple parametric framework with ease in implementation. Certainly, the shape of the proportion data can also be adequately captured via some (flexible) nonparametric specification of the density. However, the Bayesian implementation may not be automatic and would require developing customized MCMC algorithms. All these remain viable components of future research.
