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Abstract
Binary sequences generated by feedback shift registers with carry operation (FCSR) share
many of the important properties enjoyed by sequences generated by linear feedback shift reg-
isters. We present an FCSR analog of the (extended) Games–Chan algorithm, which e7ciently
determines the linear complexity of a periodic binary sequence with period length T = 2n or pn,
where p is an odd prime and 2 is a primitive element modulo p2. The algorithm to be presented
yields an upper bound for the 2-adic complexity, an FCSR analog of the linear complexity, of
a pn-periodic binary sequence.
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1. Introduction
In [5] a new feedback architecture for shift register generation of pseudorandom
binary sequences called feedback with carry shift registers (FCSR) was introduced
(see also [1,6, Chapter 14]). An FCSR is determined by c coe7cients q1; q2; : : : ; qc,
and an initial memory mc−1. Then the FCSR generates an FCSR-sequence S with initial
 This work was supported by the Austrian Science Fund (FWF) under the Project S8306-MAT.
∗ Tel.: +43-1-515 81-2316; fax: +43-1-512 89 01.
E-mail address: wmeidl@oeaw.ac.at (W. Meidl).
0304-3975/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(02)00371 -7
2046 W. Meidl / Theoretical Computer Science 290 (2003) 2045–2051
bits s0; s1; : : : ; sc−1 in the following way:
(1) Form the integer sum n=
∑c
k=1 qksn−k + mn−1.
(2) Shift the contents one step to the right, outputting the rightmost bit sn−c.
(3) Put sn= nmod 2.
(4) Replace the memory integer mn−1 with mn=(n − sn)=2= n=2.
The integer q= qc2c + qc−12c−1 + · · · + q12 − 1 is called the connection integer of
the FCSR. FCSR-sequences have similar properties as linear feedback shift register-
sequences (see [6]). We collect some properties which are useful for further consid-
erations. Any inDnite binary sequence S = s0s1 : : : can be identiDed with the element
=
∑∞
i=0 si2
i in the ring Z2 of 2-adic numbers (see [7] for a comprehensive survey
on p-adic numbers). The ring Z2 contains all the usual rational numbers with odd de-
nominator. The sequence S is eventually periodic if and only if the 2-adic number  is
rational, i.e. if there exist integers r, q¿1 such that = r=q ∈ Z2. In this case, the de-
nominator q is the connection integer of an FCSR which can generate the sequence S.
The sequence S is strictly periodic if and only if ¡0 and |r|¡q (cf. [5,6]).
If S is strictly periodic with period ST = (s0s1 : : : sT−1), then we can associate S with
the polynomial
f(x) =
T−1∑
i=0
sixi: (1)
In this case the corresponding 2-adic number is given by ([3])
 = f(2)20 + f(2)2T + f(2)22T + · · · = −f(2)
2T − 1 : (2)
Let us write =−r=q as a fraction reduced to lowest terms. Then q=(2T − 1)=
gcd(2T − 1; f(2)) is the connection integer of the smallest FCSR, i.e. the FCSR
with minimal number c of coe7cients qk , that can generate S. (Note that we have
c= log2(q + 1).) In accordance with [3,6] we call the number log2(q) the 2-adic
complexity (S) of the sequence S. Since the 2-adic complexity (S) measures the
size of the smallest FCSR that can generate S, it is of comparable signiDcance as the
linear complexity of the binary sequence S. As in the case of the linear complexity, the
concept of the 2-adic complexity is very useful in the study of the security of stream
ciphers for cryptographic applications.
In [6] Klapper and Goresky presented the rational approximation algorithm, that de-
termines the smallest FCSR which generates a given sequence. This algorithm is an
analog of the Berlekamp–Massey algorithm ([8]) for the linear complexity of a given
sequence.
The linear complexity of a periodic sequence can also be determined using discrete
Fourier transform. The relation between the linear complexity of periodic sequences
and discrete Fourier transform is known as Blahut’s Theorem (see [9–11]). In [3] an
analog of Blahut’s Theorem to obtain an upper bound for the 2-adic complexity of a
given periodic binary sequence was presented.
The linear complexity of a periodic binary sequence with period length T of the form
T =2n can be calculated very e7ciently with the Games–Chan algorithm introduced in
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[2]. In [12] Xiao, Wei, Lam and Imamura suggested a fast algorithm which can be used
to compute the linear complexity of a periodic binary sequence with period length pn,
where p is an odd prime, and 2 is a primitive root modulo p2. In a sense, the algorithm
in [12] applied to binary sequences can be seen as an extension of the Games–Chan
algorithm. In this article we show how to create an analog of the algorithms in [2,12]
for the 2-adic complexity of a periodic binary sequence with period length T =pn. As
in the case of the analog of Blahut’s Theorem, our algorithm yields an upper bound for
the 2-adic complexity of a given periodic binary sequence with period length T =pn.
From the technical point of view p need not be prime.
2. Theorem
Suppose that the period length T of a binary sequence S is a power of p, i.e. T =pn,
n¿1. Due to Eq. (2), the connection integer q of the smallest FCSR that can generate
S divides 2p
n − 1, which can be written as the product
2p
n − 1 =
n∏
m=1
F (p)m with F
(p)
m =
2p
m − 1
2pm−1 − 1 :
Given the Drst period ST = (s0s1 : : : sT−1), T =pn, of a binary sequence S, the algorithm
to be introduced detects all F (p)m , 16m6n, which divide f(2)=
∑T−1
i=0 si2
i. Hence the
algorithm yields an upper bound for q=(2T − 1)=gcd(2T − 1; f(2)), and thus for the
2-adic complexity (S)= log2(q).
Theorem. Let ST = (s0s1 : : : sT−1) be a binary T -tuple, T =pn; n¿1, let f(x) be the
polynomial f(x)=
∑T−1
i=0 six
i, and let Aj be the binary pn−1-tuple consisting of the
string of consecutive bits beginning at s( j−1)pn−1 , i.e.
Aj = (s(j−1)pn−1 : : : sjpn−1−1); j = 1; : : : ; p:
Then
(1) F (p)n divides f(2) if and only if A1 =A2 = · · · =Ap.
(2) F (p)m , 16m¡n, divides f(2) if and only if it divides A1(2)+A2(2)+ · · ·+Ap(2),
where Aj(x)=
∑pn−1−1
t=0 s( j−1)pn−1+tx
t , j=1; : : : ; p.
Proof. Let us write f(2) in the form
f(2) = A1(2) + A2(2)2p
n−1
+ · · ·+ Ap(2)(2pn−1 )p−1:
(1) If A1 =A2 = · · ·=Ap, then we have
f(2) = A1(2)[1 + 2p
n−1
+ · · ·+ (2pn−1 )p−1] = A1(2)F (p)n :
Conversely f(2)=AF (p)n =A+A2p
n−1
+· · ·+A(2pn−1 )p−1 implies A¡2pn−1 . Thus,
A=A1(2) for a polynomial A1(x) with coe7cients in {0; 1} of degree at most
pn−1 − 1, which proves assertion 1.
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(2) Since 2p
n−1 − 1= ∏n−1m=1 F (p)m , for any 16m¡n there exists an integer km=∏n−1
u=1; u =m F
(p)
u such that 2p
n−1
=F (p)m km + 1. Consequently, we have
f(2) = A1(2) + A2(2)(F (p)m km + 1) + · · ·+ Ap(2)(F (p)m km + 1)p−1
= A1(2) + A2(2) + · · ·+ Ap(2) + F (p)m ;
where  is an integer depending on m; A1; A2; : : : ; Ap. Thus F
(p)
m divides f(2) if
and only if it divides A1(2) + A2(2) + · · ·+ Ap(2).
Remark. Note that if F (p)n divides f(2), then due to the proof of the theorem F
(p)
m ,
16m¡n, divides f(2) if and only if it divides A1(2). Hence in this case it su7ces to
continue with A1.
Given the Drst period of the binary sequence S, which we can interpret as the
2-adic expansion of the integer f(2), we will perform all calculations in the ring
of 2-adic numbers. To apply the theorem recursively, the 2-adic expansion of A=
A1(2) + A2(2) + · · ·+ Ap(2) has to be a Dnite sequence of length at most pn−1. Since
we have A6p(2p
n−1 − 1), the 2-adic expansion of A may have more than pn−1
digits, namely up to pn−1 + 	log2(p)
 digits. In this case we can write A in the form
a+ b2p
n−1
with 06a¡2p
n−1
and 16b¡p. By the same argument as in the proof of
the theorem, F (p)m , 16m¡n, divides A if and only if it divides a+ b.
3. The algorithm
In this section we brieKy describe an algorithm which immediately follows from
the considerations in Section 2. We will use capital letters to denote tuples and small
letters for their components. The only algebraic operation required in the algorithm
is the 2-adic addition of Dnite bit strings. We denote this 2-adic addition by ⊕. The
main diLerence to the termwise addition of bits is that since 2j + 2j =2j+1, 2-adic
addition is performed by carrying overKow bits to higher order terms. Since the algo-
rithm described below detects those integers F (p)m which divide a given integer s0 +
s12+ · · ·+ spn−12pn−1, the algorithm can be used to establish an upper bound % for the
connection integer of the smallest FCSR that can generate the pn-periodic sequence
S with Drst period Sp
n
=(s0s1 : : : spn−1). Hence, the 2-adic complexity (S) of S is
bounded by (S)6 log2(%).
A= S; T =pn; %=1; =0,
while n¿0
Aj =(a( j−1)pn−1 ; : : : ; ajpn−1−1); j=1; 2; : : : ; p
if A1 =A2 = · · · =Ap
A=A1
else
%= % · F (p)n
=+ pn−1(p− 1)
A=A1 ⊕ A2 ⊕ · · · ⊕ Ap
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if B=(apn−1 ; apn−1+1; : : : ; apn−1+log2(p)−1) = 0
A=(a0; a1; : : : ; apn−1−1)
A=A⊕ B
n= n− 1
end while
Remark. The output % is the connection integer of an FCSR that can generate the given
sequence S. Since in general F (p)m is not a prime, % might not be the connection integer
of the smallest FCSR that can generate S. Thus, the 2-adic complexity (S) satisDes
(S)6 log2(%). It is easy to check that the output  satisDes ¡ log2(%)¡+ 1.
The coe7cients of the FCSR correspond to the coe7cients of the
2-adic expansion of % + 1= qc2c + qc−12c−1 + · · · + q12. If % + 1=2+1, trivially
we have c=+ 1. Else we have c= log2(%+ 1)=.
Examples. Let T =25. Then a T -periodic binary sequence S corresponds to the 2-
adic number −f(2)=(232 − 1), where f(x) is the polynomial associated with the
sequence S, deDned by Eq. (1). The 2-adic complexity of S equals log2(q), where
q=(232 − 1)=gcd(232 − 1; f(2)). The integer 232 − 1 can be written as the product
232 − 1=F (2)1 F (2)2 F (2)3 F (2)4 F (2)5 of the Drst Dve Fermat numbers F (2)m =22
m−1
+ 1. We
apply the described algorithm to the 32-periodic binary sequence with period
S32 = (00110011001100111001100110011001):
Step 1:
A1 = 0011001100110011
A2 = 1001100110011001
A1 = A2
A = 10100110011001101
(overKow)
A = 1010011001100110
B = 1
A = 0110011001100110
% = F (2)5 = 2
16 + 1;
 = 24 = 16:
Step 2:
A1 = 01100110
A2 = 01100110
A1 = A2
A = A1
Step 3: Step 4: Step 5:
A1 = 0110 A1 = 01 A1 = 1
A2 = 0110 A2 = 10 A2 = 1
A1 = A2 A1 = A2 A1 = A2
A = A1 A = 11
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% = %F (2)2 = (2
16 + 1)5;
 = + 2 = 18:
Consequently F (2)1 F
(2)
3 F
(2)
4 divides gcd(2
32 − 1; f(2)), and thus we have q6F (2)2 F (2)5
and (S)6 log2(5 ·(216+1))≈ 18:32. Note that since the Drst Dve Fermat numbers are
prime, in the considered case we have equality. The coe7cients c1; c2; : : : ; c18 of the
smallest FCSR that can generate S are uniquely determined by the 2-adic expansion
of q=5 · (216 + 1).
In general F (p)m may not be prime. For instance if p= ab is composite, then F
(p)
1 is
divisible by 2a − 1 and 2b − 1. But also if p is a prime, F (p)m might have many prime
factors. As is well known, there are no known polynomial time factoring algorithms.
It is not even known if there exist inDnitely many prime Fermat numbers F (2)m , but it
is known, that F (2)m is composite for 66m633. Moreover the factorization of F
(2)
m is
completely solved only for 16m611 (cf. [4]).
Suppose pn=62, then 2p
n −1=F (6)1 F (6)2 = 63 ·1090785345= (32 ·7)(3 ·5 ·13 ·19 ·37 ·
73 · 109). Let f(x) be the polynomial deDned in equation (1) then for the 36-periodic
sequence with period
R36 = (100100110101110011101010011110000000)
we have q=(236 − 1)=gcd(236 − 1; f(2))= 135. Hence, the 2-adic complexity of R
is given by (R)= log2(135)≈ 7:08. The described algorithm yields the trivial bound
q6236 − 1.
4. Concluding remarks
In this article, we show an algorithm for determining upper bounds for the 2-adic
complexity of pn-periodic binary sequences. Theoretically the algorithm is practical for
arbitrary integers p. But the chance to obtain a good bound (or even the exact value) for
the 2-adic complexity of a given pn-periodic binary sequence increases if the integers
of the form F (p)m =(2p
m − 1)=(2pm−1 − 1), 16m6n, which are the Fermat numbers in
the case of p=2, have few prime factors. Note that if p is composite already F (p)1
has several prime factors since it is divisible by F (a)1 for all positive divisors a of p.
Moreover the presented algorithm is the FCSR-analog of the Games–Chan algorithm
respectively the algorithm introduced in [12], which calculate the exact value of the
linear complexity of a given pn-periodic binary sequence if p=2 respectively if p is
an odd prime and 2 is a primitive root modulo p2. Hence, the suggested algorithm
supplements the list of analogs between LFSR-sequences and FCSR-sequences.
The algorithm given yields an upper bound for the 2-adic complexity (S) of a
given pn-periodic binary sequence S in n steps. In each step we just have to add p
binary integers of the length at most pn−1 (plus one supplementary addition if we have
an “overKow”). The time complexity of the algorithm is O(pn). The rational approx-
imation algorithm [6], which calculates the exact 2-adic complexity, has complexity
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O("2 log " log log "), where "=2(S)+2. (In [13] the FCSR architecture is extended
to sequences over Z=(N ), with N an arbitrary integer greater than 1. An alternative
algorithm which determines the size %(S) of the smallest N -FCSR that generates a
given sequence S over Z=(N ) is presented. The complexity of this algorithm is given
by O(%(S)(%(S)C + N 3=2D log N )), where C;D are constants depending on N .) The
rational approximation algorithm must store a segment of length 	2(S)
 + 2 of the
sequence, and may have to run through more than one period of the sequence before
it stabilizes on the correct connection integer. The linear algorithm given must always
store a period of the sequence.
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