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a b s t r a c t
In this paper we investigate the dissipativity property of a certain class of Duhem hysteresis operator,
which has clockwise (CW) input–output (I/O) behavior. In particular, we provide sufficient conditions on
the Duhem operator such that it is CW and propose an explicit construction of the corresponding function
satisfying dissipation inequality of CW systems. The result is used to analyze the stability of a second order
system with hysteretic friction which is described by a Dahl model.
© 2012 Elsevier B.V. All rights reserved.1. Introduction
Hysteresis is a common nonlinear phenomenon that is present
in diverse physical systems, such as piezo-actuator, ferromagnetic
material and mechanical systems. From the perspective of in-
put–output behavior, the hysteretic phenomena can be character-
ized into counterclockwise (CCW) input–output (I/O) dynamics [1],
clockwise (CW) I/O dynamics [2], or even more complex I/O map
(such as, butterfly map [3]). For example, backlash operator gen-
erates CCW I/O dynamics; elastic–plastic operator generates CW
I/O dynamics and Preisach operator can have either CCW or CW
I/O dynamics depending on the weight of the hysterons which are
used in the Preisachmodel [4–6]. In the recentwork byAngeli [1,7],
the counterclockwise (CCW) I/O dynamics of a single-input single-





y˙(t)u(t)dt > −∞, (1)
where u is the input signal and y is the corresponding output signal.
It is assumed that u ∈ U where U is the set of input signals for
which y exists and is well defined for all positive time. Compared
with the classical definition of passivity [8,9], it can be interpreted
that the system is passive from the input u to the time derivative of
∗ Corresponding author. Tel.: +31 503637156.
E-mail addresses: r.ouyang@rug.nl (R. Ouyang), vincent.andrieu@gmail.com
(V. Andrieu), bayujw@ieee.org (B. Jayawardhana).
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doi:10.1016/j.sysconle.2012.11.022the corresponding output y. In particular, (1) holds if there exists a




Indeed, integrating (2) from 0 to∞we obtain (1).
Correspondingly, clockwise (CW) I/O dynamics can be de-





u˙(t)y(t)dt > −∞. (3)
The notions of counterclockwise (CCW) I/O and clockwise (CW) I/O
are also discussed in [10–14].
In our previous results in [15,16], we show that for a certain
class of Duhem hysteresis operator Φ : u → Φ(u, y0) := y, we




This inequality immediately implies that such Duhem hysteresis
operator is dissipative with respect to the supply rate y˙(t)u(t) and
has CCW input–output dynamics. The symbol	 inH	 indicates the
counterclockwise behavior ofΦ .
In this paper, as a dual extension to [15,16], we focus on the
clockwise (CW) hysteresis operator where the supply rate is given
by u˙y which is dual to the supply rate uy˙ considered in [15,16].
This is motivated by the friction induced hysteresis phenomenon
in the mechanical system which has CW I/O behavior from the
input relative displacement to the output friction force. One may
R. Ouyang et al. / Systems & Control Letters 62 (2013) 286–293 287intuitively consider to reverse the input–output relation of the CW
hysteresis operator for getting the CCW I/O behavior in the reverse
I/O setting. However, this consideration has twodrawbacks: (1) the
reverse input–output pair may not be physically realizable (this is
related to the causality problem in the port-based modeling, such
as, the bond graph modeling framework [17]); (2) the operator
itself may not be invertible (for example, if the output of the
hysteresis operator can be saturated).
In Theorem 1, we provide sufficient conditions on the under-
lying functions f1 and f2 of the Duhem operator, such that it has
CW I/O dynamics. Roughly speaking, the functions f1 and f2 (as de-
fined later in Section 2) determine twopossible different directions
(y, u) depending on whether the input u is increasing or decreas-
ing. By evaluating these two functions on two disjoint domains
(which are separated by an anhysteresis curve), we can determine
whether it has CW I/O dynamics using Theorem 1. This is shown





holds. The function H can also be related to the concept of avail-
able storage function from [8,9] where, instead of using the stan-
dard supply rate yu, we use the CW supply rate yu˙ as shown in
Proposition 1 in this paper.
The dissipativity property (5) can be further used in the stability
analysis of the systemswith CWhysteresis, such as, a second-order
mechanical system with hysteretic friction [18] as discussed in
Section 4.2. As an illustrative example on the application of (5), let
us consider a mechanical system described by
mx¨ = F − Ffriction,
Ffriction = Φ(x, y0),












where m refers to the mass, x refers to the displacement, F is
the applied force (control input), ρ > 0 describes the stiffness
constant, FC > 0 represents the Coulomb friction constant and y0
is the initial condition of the Dahl model (see, for example, [10]).
By taking x1 = x, x2 = x˙ and x3 = Ffriction as the state variables, we
can rewrite this hysteretic system into state–space form as follows
x˙1 = x2,















In Section 4.1, we obtain the function H satisfying (5) explicitly
and it is parameterized by ρ and FC . Using V (x1, x2, x3) = 12mx22 +
H(x3, x1) as a Lyapunov function we have
V˙ = mx˙2x2 + dH(x3, x1)dt
= −x3x2 + Fx2 + dH(x3, x1)dt
≤ Fx2.
This inequality establishes that the closed-loop system is passive
from the applied force F to the velocity x2. Thus a simple
proportional feedback F = −dx2, where d > 0, can guarantee the
asymptotic convergence of the velocity x2 to zero without having
to know precisely the parameters ρ and FC .2. Duhem operator and clockwise hysteresis operators
Denote C1(R+) the space of continuously differentiable func-
tions f : R+ → R and AC(R+) the space of absolutely continuous
functions f : R+ → R. Define dz(t)dt := limh↘0+ z(t+h)−z(t)h .
The Duhem operator Φ : AC(R+) × R → AC(R+), (u, y0) →
Φ(u, y0) =: y is described by [5,10,19]
y˙(t) = f1(y(t), u(t))u˙+(t)+ f2(y(t), u(t))u˙−(t), y(0) = y0, (6)
where u˙+(t) := max{0, u˙(t)}, u˙−(t) := min{0, u˙(t)}. The func-
tions f1 and f2 are assumed to be C1.
The existence of solutions to (6) has been reviewed in [5]. In
particular, if for every ξ ∈ R, f1 and f2 satisfy
(σ1 − σ2)[f1(σ1, ξ)− f1(σ2, ξ)] ≤ λ1(ξ)(σ1 − σ2)2,
(σ1 − σ2)[f2(σ1, ξ)− f2(σ2, ξ)] ≥ −λ2(ξ)(σ1 − σ2)2,
(7)
for all σ1, σ2 ∈ R, where λ1 and λ2 are nonnegative, then the
solution to (6) exist andΦ maps AC(R+)× R→ AC(R+). We will
assume throughout the paper that the solution to (6) exists for all
u ∈ AC(R+) and y0 ∈ R.
As a dual definition to counterclockwise (CCW) I/O behavior [1],
we define the clockwise (CW) I/O dynamics as follows
Definition 1. An operator Q is clockwise (CW) if for every u ∈ U
with the corresponding output map y := Qu, where U is the space






y(t)u˙(t)dt > −∞. (8)
For the Duhem operator Φ , inequality (8) holds if there exists a
function H : R2 → R+ such that for every u ∈ AC(R+) and




holds for all t where y := Φ(u, y0).
In the following subsections, we describe several well-known
hysteresis operators which generate clockwise I/O dynamics and
we recast these operators into the Duhem operator as in (6).
2.1. Dahl model
The Dahl model [20,21] is commonly used in mechanical
systems, which represents the friction force with respect to the
relative displacement between two surfaces in contact. The general
representation of the Dahl model is given by
y˙(t) = ρ
1− y(t)Fc sgn(u˙(t))
r sgn1− y(t)Fc sgn(u˙(t))

u˙(t), (10)
where y denotes the friction force, u denotes the relative displace-
ment, Fc > 0 denotes the Coulomb friction force, ρ > 0 denotes
the rest stiffness and r ≥ 1 is a parameter that determines the
shape of the hysteresis loops.
The Dahl model can be described by the Duhem hysteresis
operator (6) with
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Fig. 1. The input–output dynamics of the Dahl model with Fc = 0.75, ρ = 1.5 and r = 3.a b
Fig. 2. The input–output dynamics of the Bouc–Wen model with α = 1, β = 1, ζ = 1 and n = 3.Note that the functions f1, f2 for the Dahl model given in (11) and
(12) depend only on σ . This model can be considered as a special
case of the Duhem operator as given in [21].
In Fig. 1, we illustrate the behavior of the Dahl model where
Fc = 0.75, ρ = 1.5 and r = 3.
2.2. Bouc–Wen model
The Bouc–Wen model [22,23] is commonly used to model the
elastic stress–strain relationships in structures. Moreover, it is
also used to represent the magnetorheological behavior in the MR
damper [24]. The general representation of the Bouc–Wen model
is given by
y˙(t) = αu˙(t)− βu˙(t)|y(t)|n − γ |u˙(t)|y(t)|y(t)|n−1,
where u denotes the displacement, y denotes the elastic strain,
n ≥ 1 and β, ζ are the parameters determine the shape of the
hysteresis curve.
The Bouc–Wen model can be described by the Duhem hystere-
sis operator (6) with
f1(σ , ξ) = α − β|σ |n − ζσ |σ |n−1, (13)
f2(σ , ξ) = α − β|σ |n + ζσ |σ |n−1. (14)
Similar to the Dahl model, the Bouc–Wen model is also a special
case of the Duhem operator, since the functions f1, f2 depend only
on σ . In Fig. 2, we illustrate the behavior of the Bouc–Wen model
where α = 1, β = 1, ζ = 1 and n = 3.
3. Main result
Before stating our main contribution, we need to introduce
three functions in the following subsections: an anhysteresis func-
tion fan, a traversing function ωΦ and an intersecting function
Λ; these functions will play an important role in the charac-
terization of dissipativity and in the construction of the storagefunction. These three functions are defined based on the knowl-
edge of f1 and f2. Generally speaking, the anhysteresis function fan
defines the curve where f1 = f2, the function ωΦ describes the tra-
jectory ofΦwhen amonotone increasing u or amonotone decreas-
ing u is applied from a given point in the hysteresis phase plot, and
the intersecting function Λ defines the intersection of the anhys-
teresis function fan and functionωΦ from a given point. The anhys-
teresis function fan and the traversing function ωΦ have the same
definitions as given in our previous results in [25].
3.1. Anhysteresis function
In order to define the anhysteresis function, we rewrite f1 and
f2 as follows
f1(y(t), u(t)) = F(y(t), u(t))+ G(y(t), u(t)),
f2(y(t), u(t)) = −F(y(t), u(t))+ G(y(t), u(t)),

(15)
where F ,G : R2 → R. We assume that the implicit function
F(σ , ξ) = 0 can be represented by an explicit function σ =
fan(ξ) or ξ = gan(σ ). Such a function fan (or gan) is called an
anhysteresis function and the corresponding graph {(ξ , fan(ξ))|ξ ∈
R} is called an anhysteresis curve. Using fan, it can be checked that
f1(fan(ξ), ξ) = f2(fan(ξ), ξ) holds. Note also that the functions F
and G in (15) are defined by
F = f1 − f2
2
G = f1 + f2
2
.
3.2. Traversing function ωΦ
For every given point (σ , ξ) ∈ R2 in the hysteresis phase plot,
let ωΦ,1(·, σ , ξ) : [ξ,∞)→ R be the solution x of
x(τ )− x(ξ) =
 τ
ξ
f1(x(λ), λ)dλ x(ξ) = σ ∀τ ∈ [ξ,∞),
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x(τ )− x(ξ) =
 τ
ξ
f2(x(λ), λ) dλ x(ξ) = σ ∀τ ∈ (−∞, ξ ].
Using the above definitions, for every point (σ , ξ) ∈ R2 in the
hysteresis phase plot, the traversing function ωΦ(·, σ , ξ) : R→ R
is defined by the concatenation of ωΦ,2(·, σ , ξ) and ωΦ,1(·, σ , ξ):
ωΦ(τ , σ , ξ) =

ωΦ,2(τ , σ , ξ) ∀τ ∈ (−∞, ξ),
ωΦ,1(τ , σ , ξ) ∀τ ∈ [ξ,∞). (16)
We remark that the function ωΦ(·, σ , ξ) defines the (unique) hys-
teresis curve where the curve {(τ , ωΦ(τ , σ , ξ)) | τ ∈ (−∞, ξ ]}
is obtained by applying a monotone decreasing u to Φ(·, σ )
with u(0) = ξ, limt→∞ u(t) = −∞ and, similarly, the curve
{(τ , ωΦ(τ , σ , ξ)) | τ ∈ [ξ,∞)} is obtained by introducing a
monotone increasing u to Φ(·, σ ) with u(0) = ξ and limt→∞
u(t) = ∞.
3.3. Intersecting functionΛ
The intersecting functionΛ describes the intersection between
the anhysteresis curve fan and the curve ωΦ . The function Λ :
R2 → R is an intersecting function (corresponding to ωΦ and fan)
if: (i) ωΦ(Λ(σ , ξ), σ , ξ) = fan(Λ(σ , ξ)) for all (σ , ξ) ∈ R2 and;
(ii)Λ(σ , ξ) ≤ ξ whenever σ ≥ fan(ξ) andΛ(σ , ξ) > ξ otherwise.
This implies that the two functions ωΦ(·, σ , ξ) and fan(·) intersect
at a unique point larger or smaller than ξ depending on the sign of
σ − fan(ξ). In our main result, we also need that dΛ(y(t),u(t))dt exists
for every solutions (y, u) of (6).
In the following lemma we give sufficient conditions for the
existence of such an intersecting functionΛ.
Lemma 1. Assume that f1 and f2 in (15) be such that f1, f2 are C1.
Moreover, assume that fan is strictly increasing and there exists a
positive real constant ϵ > 0 such that for all (σ , ξ) ∈ R2 the
following inequality holds
f1(σ , ξ) >
dfan(ξ)
dξ
+ ϵ whenever σ > fan(ξ), (17)
f2(σ , ξ) >
dfan(ξ)
dξ
+ ϵ whenever σ < fan(ξ). (18)
Then there exists an intersecting functionΛ ∈ C1(R2,R) such that
(1) Λ(σ , ξ) ≤ ξ whenever σ ≥ fan(ξ) andΛ(σ , ξ) > ξ otherwise.
(2)
ωΦ(Λ(σ , ξ), σ , ξ) = fan(Λ(σ , ξ)). (19)
(3) Moreover, for all u ∈ C1, y := Φ(u, y0), we have that ddt
Λ(y(t), u(t)) exists.
The proof of Lemma 1 is given in the Appendix A.
Example 1. In order to illustrate these functions, let us consider
the Duhem operator Φ with f1(σ , ξ) = e0.5(−1.2σ+ξ) + 0.83 and
f2(σ , ξ) = e0.5(1.2σ−ξ) + 0.83 as shown in Fig. 3. It can be checked
that the anhysteresis function of the operator is fan(ξ) = 0.83ξ and
the functions f1 and f2 satisfy the hypotheses in Lemma 1. With a
reference to Fig. 3, let the current state ofΦ be given by (y(t), u(t)).
In this figure, the traversing function ωφ(·, y(t), u(t)) is depicted
by the dashed-line and the anhysteresis function fan is shown by
the thick solid-line. The point (y(t), u(t)) is located above the
anhysteresis curve, i.e., y(t) > fan(u(t)). It can be seen from the
figure that the intersecting pointΛ(y(t), u(t)) (which is shown by
the solid circle) is less than u(t), i.e., Λ(y(t), u(t)) ≤ u(t). This
shows that the property (1) in Lemma 1 holds.Fig. 3. Illustration of a Duhem operator with f1(σ , ξ) = e0.5(−1.2σ+ξ) + 0.83
and f2(σ , ξ) = e0.5(1.2σ−ξ) + 0.83 for all (σ , ξ) ∈ R2 . The anhysteresis curve
fan(ξ) = 0.83ξ is shown by the thick solid-line. If the current state be given by
(y(t), u(t)), the traversing function ωφ(·, y(t), u(t)) is depicted by the dashed-line
and the intersecting pointΛ(y(t), u(t)) is shown by the solid circle.
3.4. Duhem operator with clockwise hysteresis
Based on the three functions ωΦ, fan and Λ, we define H :
R2 → R+ as follows






ωΦ(τ , σ , ξ)dτ . (20)
Theorem 1. Consider the Duhem hysteresis operator Φ defined
in (6) and (15) with C1 functions F ,G : R2 → R and with the
traversing function ωΦ and the anhysteresis function fan. Suppose
that there exists an intersecting function Λ (e.g. the hypotheses
in Lemma 1 hold). Let the following condition hold for all (σ , ξ)
in R2
(A) F(σ , ξ) ≥ 0 whenever σ ≤ fan(ξ), and F(σ , ξ) < 0 otherwise.
Then for every u ∈ AC(R+) and for every y0 ∈ R, the function
t → H(y(t), u(t)) with H as in (20) and y := Φ(u, y0), is right
differentiable and satisfies (5). Moreover, if the anhysteresis function
fan satisfies fan(0) = 0, then H ≥ 0 and the Duhem operator is
clockwise (CW).
The proof of Theorem 1 is given in the Appendix B.
Remark 1. In addition to the result in Theorem 1, if f1 and f2 satisfy
the hypotheses given in Theorem 1, then for every u ∈ AC(R+) and




H(y(t + h), u(t + h))− H(y(t), u(t))
h
≤ y(t)u˙(t).
The proof of this claim follows a similar line as that of Theorem 1.
In order to depict the storage function H that is constructed in
Theorem 1, we recall again the example of the Duhem operator Φ
in Example 1 where f1 = e0.5(−1.2y+u)+0.83 and f2 = e0.5(1.2y−u)+
0.83, and it is shown in Fig. 3. Based on the functions fan and
ωΦ(·, y(t), u(t)) as shown in Fig. 3 and following the construction
of the storage function H as in (20), the first component on
the RHS of (20) corresponds to the light gray area in Fig. 3.
Correspondingly, the second component on the RHS of (20) refers
to the dark gray area in Fig. 3. The summation of these two areas
gives the storage functionH for a given state (y(t), u(t)) satisfying
(5) according to Theorem 1.
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in words as follows. From a given state (y(0), u(0)), let us define
the trajectory that crosses the anhysteresis curve at a given time T
by applying either a monotonically increasing input signal u(t) =
u(0) + t or a monotonically decreasing input signal u(t) =
u(0) − t . Denote this trajectory by y and the intersecting point by
(y(T ), u(T )). Then the storage function H is given by the integral
of the anhysteresis function from 0 to u(T )minus the integral of y
from 0 to T .
Proposition 1. Consider the Duhem operator Φ satisfying the hy-
potheses in Theorem 1. Moreover, we assume that the anhystere-
sis function fan satisfies fan(ξ) = 0 for all ξ ∈ R. Then for every
y0, u0 ∈ R, the function H as in (20) satisfies






y(τ )u˙(τ )dτ ,
where y := Φ(u, y0). In other words, H defines the available storage
function (as discussed in [8,9]) where the supply rate is given by yu˙
(instead of yu as in [8,9]).
Proof. As given in the first part of the proof of Theorem 1, we have
d
dt





ωΦ(τ , y(t), u(t))dτ . (21)












ωΦ(τ , y(t), u(t))dτdt,
where u∗ = Λ(y(t), u(t)) and we have used the shorthand nota-
tion of H(t) := H(y(t), u(t)).












ωΦ(τ , y(t), u(t))dτdt. (22)
The supremum of the LHS of (22) over all possible u and T defines
the available storage function where the supply rate is yu˙. Note
that this supply rate is a particular class of the general supply rate
as studied in [26,8]. Since the last two terms on the RHS of (22)
are non-positive, we will show that we can define u and T such
that these two terms are equal to zero, and thus the supremum of
the LHS of (22) is equal to H(y(0), u(0)), which is equivalent to
H(y0, u0), i.e., H is the available storage function.
From a given initial condition (y0, u0), let us introduce an in-
put signal u(t) = u0(T − t) + tΛ(y0, u0) for all t ∈ [0, T ] and
u(t) = Λ(y0, u0) otherwise. This means that we have an input
signal u which starts from u0, ends at Λ(y0, u0) at t = T and re-
mains there for all t > T . Together with the corresponding sig-
nal y = Φ(u, y0), we have Λ(y(t), u(t)) = Λ(y0, u0) for all t ,
i.e. the intersecting point is always the same. Indeed, this follows
from the fact thatΛ(y(t), u(t)) remains the same along the trajec-
tories that converge to the intersection point (ωΦ(u∗, y0, u0), u∗)
where u∗ = Λ(y0, u0).
Following the same arguments as in the proof of Theorem1 (c.f.,
the arguments that lead to Eq. (B.9)), this input signal ensures that
the last term on the RHS of (22) is equal to zero. Since u(T ) =
Λ(y0, u0) for all t > T , we also have that H(y(t), u(t)) = 0 for
all t > T , i.e. the second term on the RHS of (22) is zero using
such an input signal. Hence H as in (20) is an available storage
function. The results given in Theorem 1 can be slightly generalized in
order to incorporate the case when the Duhem hysteresis operator
Φ has saturated output. Consider the setD ⊂ R2 which contains all
relations of Φ , i.e., Ry0,u := {(y(t), u(t)) ∈ R2|y = Φ(u, y0), t ∈
R+} ⊂ D holds for all u ∈ AC(R+) and (y0, u(0)) ∈ D. For
example, the set D for the Dahl model in Section 2 is given by D =
(−FC , FC )× R. Using D, we can generalize Theorem 1 as follows.
Proposition 2. Consider the Duhem hysteresis operator Φ defined
in (6) and (15) with C1 functions F ,G : D → R and with the
traversing function ωΦ and the anhysteresis function fan. Assume that
the anhysteresis curve is in D and there exists an intersecting function
Λ (e.g., the hypotheses in Lemma 1 hold). Assume further that the
Assumption (A) holds for all (σ , ξ) in D. Then for every u ∈ AC(R+)
and (y0, u(0)) ∈ D, the function t → H(y(t), u(t)) with H as
in (20) and y := Φ(u, y0) is right differentiable and satisfies (5).
Moreover, if the anhysteresis function fan satisfies fan(0) = 0, then
H ≥ 0 and the Duhem operator is clockwise (CW).
The proof follows the same arguments as that of Theorem 1.
4. Examples
4.1. The function H for the Dahl model
Recall the Dahl model as defined in Section 2.1 and consider the
case when r = 1. In this case, the Dahl model can be reformulated
into the Duhem operator as in (6) with











where ρ > 0 and Fc > 0. It is immediate to check that the con-
ditions as given in (7) are satisfied, which means there exists solu-
tion for this Duhem operator for all positive time. The anhysteresis
function of the Dahl model is fan(ξ) = 0.
Calculating the curve ωΦ , we have
ωΦ(τ , y(t), u(t))
=





τ ∈ [u(t), ∞),




τ ∈ (−∞, u(t)]. (24)
From (23) and (24), it is immediate to see that the pair (y, u) is
well-defined in D = (−FC , FC ) × R. The intersecting function












y(t)− Fc y(t) < 0.
(25)
Since f1 and f2 in (23) satisfy the Assumption (A) for all (σ , ξ) ∈ D,
the result in Proposition 2 holds.
By denoting u∗(t) = Λ(y(t), u(t)), we can compute explicitly




































y(t) y(t) < 0.
(26)
Indeed, it can be checked that H˙ ≤ u˙(t)y(t).
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hysteretic friction
Now, let us consider an example of a mechanical system with
the Dahl friction model given bymx¨+ dx˙+ kx+Φ(x) = 0, where
m > 0, d > 0, k > 0, the hysteresis operator Φ is given as in (23)
with ρ > 0 and Fc > 0. As discussed before, the functions f1 and f2
satisfy the hypotheses of Proposition 2.
The state–space representation of the system is given as follows
x˙1 = x2,
x˙2 = − kmx1 −
d
m












where x2+ = max{0, x2} and x2− = min{0, x2}. Using V (x1,
x2, x3) = 12kx21 + 12mx22 + H(x3, x1), where H is as in (26) and
satisfies (5), a routine calculation shows that
V˙ ≤ −x2x3 − dx22 + x3x2
= −dx22.
Since the relations of the corresponding Dahl operator (i.e. the set
Ry0,u := {(y(t), u(t))|y = Φ(u, y0)}) is contained in (−FC , FC )×R
for all y0 ∈ (−FC , FC ) and u ∈ AC(R+), then it implies that
x3 (which is the output of the Dahl operator) is bounded and
lies in the interval (−FC , FC ). Additionally, we have V which is
lower bounded and radially unbounded in the first and second
arguments, i.e. V (x1, x2, x3)→∞ as ∥ x1x2 ∥ → ∞. Thus V˙ ≤ −dx22
implies that the state trajectory (x1, x2) is bounded. Moreover,
using the boundedness of (x1, x2) and the boundedness of x3, an
application of the Lasalle’s invariance principle [27,28] shows that
(x1, x2, x3) converges to the largest invariant set where x2 = 0. By
analyzing the corresponding state equations, this invariant set is
given by {(x1, x2, x3)|kx1 = −x3, x2 = 0}.
5. Conclusion
In this paper, we have investigated the clockwise I/O dynam-
ics of a class of Duhem hysteresis operator by obtaining sufficient
conditions for the Duhem operators to be CW. The CW property is
obtained via the construction of a suitable function satisfying the
CWdissipation inequalitywhich canbeuseful for studying stability
of systems having CWhysteretic element, such as, mechanical sys-
tems with hysteretic friction. The sufficient conditions for CW I/O
dynamics incorporates also the knowledge of anhysteresis func-
tion which is commonly neglected in the literature of hysteretic
systems. For systems identification of hysteresis systems, the re-
sults provide additional characterization of the Duhem operators
that can be used to restrict the class of the Duhem operators which
will be fitted with the measurement data.
Appendix A. Proof of Lemma 1
Proof. The proof is similar to the proof of [25, Lemma 3.1].
Consider the continuous function ϕ : R3 → R defined as ϕ(ξ,
y0, u0) = ωΦ(ξ , y0, u0) − fan(ξ). Consider also A0 and A1 the two
subsets of R3 defined as,
A0 = {(ξ , y0, u0) ∈ R3, y0 > fan(u0), ξ < u0},
A1 = {(ξ , y0, u0) ∈ R3, y0 < fan(u0), ξ > u0}.
Note that the function fan being strictly increasing by assumption,
implies that these sets are open sets. Also, the function ωΦsatisfies
∂ωΦ
∂ξ
(ξ, y0, u0) = f2(ωΦ(ξ , y0, u0), ξ) ∀(ξ , y0, u0) ∈ A0,
∂ωΦ
∂ξ
(ξ, y0, u0) = f1(ωΦ(ξ , y0, u0), ξ) ∀(ξ , y0, u0) ∈ A1.
Consequently, ωΦ(ξ , y0, u0) is the solution of ordinary differential
equations computed from C1 vector field. With [29, Theorem
V.3.1], it implies that ωΦ is a C1 function in A0 ∪ A1. Moreover, the
function fan being C1 implies that the function ϕ is C1 in A0 ∪ A1.
With (17) and (18), the function ϕ satisfies,
∂ϕ
∂ξ
(ξ, y0, u0) > ϵ ≠ 0, ∀(ξ , y0, u0) ∈ A0 ∪ A1.
Consequently, ϕ is a strictly increasing function in its first
argument in the set A0 ∪ A1. This also implies that,
ϕ(ξ, y0, u0) < ϕ(u0, y0, u0)+ ϵ(ξ − u0) ∀(ξ , y0, u0) ∈ A0,
ϕ(ξ, y0, u0) > ϕ(u0, y0, u0)+ ϵ(ξ − u0) ∀(ξ , y0, u0) ∈ A1.
Note that if y0 > fan(u0), then ϕ(u0, y0, u0) > 0 and consequently
there exists a unique real number u∗ such that ϕ(u∗, y0, u0) = 0
and (u∗, y0, u0) ∈ A0. On the other hand, if y0 < fan(u0), then
ϕ(u0, y0, u0) < 0 and consequently there exists a unique real num-
ber u∗ such that ϕ(u∗, y0, u0) = 0 and (u∗, y0, u0) ∈ A1. Therefore,
by denoting Λ(y0, u0) = u∗, by employing the implicit function
theorem and using the fact that ϕ is C1, it can be shown that Λ
is C1. 
Appendix B. Proof of Theorem 1
Proof. The proof of Theorem 1 follows the same line as in our
previous work [25]. In the first part of the proof we will prove that
for all t ∈ R+, H˙(y(t), u(t)) exists and satisfies (5). In the second
part we show the non-negativeness of H(y(t), u(t)).
To show that H exists, let us denote u∗ := Λ(y, u). Using the
Leibniz derivative rule, we have
d
dt







ωΦ(τ , y(t), u(t))dτ

= Λ˙(y(t), u(t))fan(Λ(y(t), u(t)))
− Λ˙(y(t), u(t))ωΦ(Λ(y(t), u(t)), y(t), u(t))












ωΦ(τ , y(t), u(t))dτ , (B.1)
where u∗(t) = Λ(y(t), u(t)) and the last equation is due to ωΦ
(u(t), y(t), u(t)) = y(t) and by the hypothesis given in Lemma 1.
The first term on the RHS of (B.1) exists for all t ≥ 0 since u(t)
satisfies (6). In order to get (5), it remains to check whether the




ωΦ(τ , y(t), u(t))dτ ≥ 0. (B.2)
It suffices to show that, for every τ ∈ [u(t), u∗(t)], the following
limit




[ωΦ(τ , y(t + ϵ), u(t + ϵ))− ωΦ(τ , y(t), u(t))] (B.3)
exist and the limit of (B.3) is greater or equal to zero when u∗(t) >
u(t) and the limit is less or equal to zero elsewhere.
For any ϵ ≥ 0, let us introduce the continuous function ωϵ :
R→ R by
ωϵ(τ ) = ωΦ(τ , y(t + ϵ), u(t + ϵ)). (B.4)










f2(ωϵ(s), s)ds ∀τ ≤ u(t + ϵ).
(B.5)
Note that ω0(τ ) = ωΦ(τ , y(t), u(t)) as in (16) for all τ ∈ R and
ωϵ(u(t + ϵ)) = y(t + ϵ) ∀ϵ ∈ R+ . (B.6)
In order to show the existence of (B.3) and the validity of (B.2),
we consider several cases depending on the sign of u˙(t) and
F(y(t), u(t)). It can be checked that the hypothesis (A) on F implies
that f1(y(t), u(t)) ≥ f2(y(t), u(t)) whenever y(t) ≤ fan(u), and
f1(y(t), u(t)) < f2(y(t), u(t)) otherwise.
First, we assume that u˙(t) > 0 and y(t) ≥ fan(u(t)). In this case,
according to Lemma 1, we have u∗(t) < u(t). Since u˙(t) > 0, there
exists γ > 0 such that τ ≤ u(t) < u(s) for all s in (t, t + γ ). It




≥ f1(ωϵ(u(s)), u(s))u˙(s) ∀s ∈ [t, t + ϵ],
and the function ω0 satisfies
dω0(u(s))
ds
= f1(y(s), u(s))u˙(s) ∀s ∈ [t, t + ϵ].
Since the functions ϵ → w0(u(t + ϵ)) and ϵ → y(t + ϵ)with ϵ ∈
(0, γ ] are two C1 functions which are solutions of the same locally
Lipschitz ODE and with the same initial value. By uniqueness of
solution, we get ω0(u(t + ϵ)) = y(t + ϵ).
This together with the fact that ωϵ(u(t + ϵ)) = y(t + ϵ) and
using the comparison principle (in reverse direction), we get that
for every ϵ ∈ [0, γ ):
ωϵ(u(s)) ≤ ω0(u(s)) ∀s ∈ [t, t + ϵ].
Since the two functions ωϵ(τ ) and ω0(τ ) for τ ∈ [u∗(t), u(t)] are
two solutions of the same ODE, it follows that1 ωϵ(τ ) ≥ ω0(τ )





[ωϵ(τ )− ω0(τ )] ≤ 0 ∀τ ∈ [u∗(t), u(t)]. (B.7)





[ωϵ(τ )− ω0(τ )] ≥ 0 ∀τ ∈ [u(t), u∗(t)]. (B.8)
In the following, we show the existence of the limit given in (B.7)
by computing a bound on the function ϵ → 1
ϵ
[ωϵ(τ ) − ω0(τ )].
1 Otherwise there exist τ1 < τ2 such that ωϵ(τ1) = ω0(u(τ1)) and ωϵ(τ2) >
ω0(u(τ2)) which contradict the uniqueness of the solution of the locally Lipschitz
ODE.Note that for every ϵ ∈ [0, γ ],








f2(ωϵ(s), s)− f2(ω0(s), s)ds









for all τ ∈ [u∗(t), u(t)]. By the locally Lipschitz property of f2 and
by the boundedness of ωϵ on [τ , u(t)] for all ϵ ∈ [0, γ ], it can be
shown that there exists α, such that α is a bound of f2 on a compact
set. Then




+α|u(t + ϵ)− u(t)|,








With Gronwall’s lemma, this implies that for every ϵ ∈ [0, γ ]
|ωϵ(τ )− ω0(τ )|
≤ exp((u(t)− τ)L)[|y(t + ϵ)− y(t)| + α|u(t + ϵ)− u(t)|],





|ωϵ(τ )− ω0(τ )|
≤ exp((u(t)− τ)L) [|f1(y(t), u(t))| + α] u˙(t),
for all τ ∈ [u∗(t), u(t)]. Consequently the limit given in (B.7)
exists. It implies that the inequality (B.2) holds when u˙(t) > 0 and
y(t) ≥ fan(u(t)).
For the next case, we assume that u˙(t) > 0 and y(t) < fan(u(t)).
Again, according to Lemma 1,we have u∗(t) > u(t). Since for every
ϵ ∈ (0, γ ] the two functionsωϵ(τ ) andω0(τ ) satisfy the sameODE
for2 τ ∈ [u(t + ϵ), u∗(t)], we have
ωϵ(τ ) = ω0(τ ) ∀τ ∈ [u(t + ϵ), u∗(t)],





[ωϵ(τ )− ω0(τ )] = 0. (B.9)
We can use similar arguments to prove that (B.2) is satisfied when
u˙(t) < 0.





|ωϵ(τ )− ω0(τ )| = 0,
by continuity of the above bound.
For the second step, we need to show that H is non-negative.
Consider the case when y(t) ≥ fan(u(t)), we have u∗(t) < u(t) and
2 we have for all τ ∈ [u(t + ϵ), u∗(t)] :
dωϵ(τ )
dτ
= f1(ωϵ(τ ), τ ), dω0(τ )dτ = f1(ω0(τ ), τ ).
R. Ouyang et al. / Systems & Control Letters 62 (2013) 286–293 293ωΦ(τ ) ≥ fan(τ ) for all τ ∈ [u∗(t), u(t)] by Lemma 1. Since fan(τ )








fan(τ )− ωΦ(τ , y(t), u(t))dτ ≥ 0.
In case y(t) < fan(u(t)), we can show the non-negativeness of H
by using similar arguments. 
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