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Abstract
We examine semiclassical magnetic Schro¨dinger operators with com-
plex electric potentials. Under suitable conditions on the magnetic and
electric potentials, we prove a resolvent estimate for spectral parameters
in an unbounded parabolic neighborhood of the imaginary axis.
1 Introduction
In this paper we study non-self-adjoint Schro¨dinger operators with magnetic
potentials. Non-self-adjoint Schro¨dinger operators appear in a variety of con-
texts such as the study of resonances [14], Hamiltonians of open systems [7], and
the damped wave equation [5]. Those with magnetic potential are of particu-
lar importance in Ginzburg-Landau theory in the study of superconductivity
[2]. One difficulty of working with non-self-adjoint operators as opposed to the
self-adjoint case is the lack of the spectral theorem. Whereas the size of the
resolvent of a self-adjoint operator is a function of the distance between the
spectral parameter and the operator’s spectrum, there is no analog for non-self-
adjoint operators, for which the resolvent can grow large even far away from
the spectrum [6], [15]. As such, it becomes of interest to study under what cir-
cumstances and in which regions of the complex spectral plane we can establish
useful estimates of the size of the resolvent for such operators.
Non-self-adjoint magnetic Schro¨dinger operators have the form
P = (hDx −A (x))2 + V (x) , x ∈ Rn, Dx := −i∂x
where we will take V = V1 + iV2, with V1, V2 ∈ C∞ (Rn;R), A ∈ C∞ (Rn;Rn),
and h > 0. We refer to A as the magnetic potential and V as the electric
potential. We shall study such operators in the semiclassical limit, i.e. we shall
be concerned with the behavior of the operator in the limit as h → 0. In the
context of quantum mechanics h represents Planck’s constant and taking h to
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be small models the situation where the data is large relative to the quantum
scale. Our primary goal is to show a particular resolvent estimate for a broad
class of such operators which generalizes one proven in [3] for the A = 0 case.
To study such an operator we will use methods involving pseudodifferential
operators. For this we will primarily use the Weyl quantization. For a symbol
a : R2n → C, the Weyl quantization of a is given by
aw (x,Dx)u :=
1
(2pi)
n
∫
R2n
ei(x−y)·ξa
(
x+ y
2
, ξ
)
u (y) dydξ,
and the semiclassical Weyl quantization is given by
awh u = a
w (x, hDx)u :=
1
(2pi)
n
∫
R2n
ei(x−y)·ξa
(
x+ y
2
, hξ
)
u (y) dydξ.
Using this we can write P = pwh for p (x, ξ) = |ξ −A (x) |2 + V (x).
Now let us introduce some notation that we will use throughout this paper.
For X ∈ R2n, X = (x, ξ) with x, ξ ∈ Rn. The notation “f . g” means there
exists a C > 0, independent of X, h and other parameters, such that f ≤ Cg.
Additionally, the symbol class S (m) is defined by
S (m) := {a ∈ C∞ (RN) : |∂αa| . m, ∀α},
for m some positive function on RN . We shall place the following condition on
the symbol p:
V1 ≥ 0 (1.1)
V ′′ ∈ S (1) , (1.2)
|A′ (x) | . 1, x ∈ Rn, (1.3)
A′′ ∈ S (〈x〉−1) , (1.4)
|V2 (x) | . 1 + V1 (x) + |V ′2 (x) |2, x ∈ Rn. (1.5)
One implication of these conditions that will be useful is that by (1.1) and (1.2)
|V ′1 | . V 1/21 , (1.6)
as this holds for any nonnegative C2 function with bounded second derivatives
[16]. It then follows that if we define
mp (X) := 1 + Re p (X) + |V2 (x)′ |2,
these conditions collectively imply that
p ∈ S (mp) . (1.7)
Let P := pw (x, hDx). When regarding P as a closed, unbounded operator on
L2, we equip P with the maximal domain D (P ) := {u ∈ L2 (Rn) : pwh u ∈ L2}.
The following is the main result of this paper.
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Theorem 1.1. Let T ≥ 0 be such that |V2|−T . V1+|V ′2 |2. For such p and any
K > 1 there exist constants C0,M, h0 with 0 < h0, C0 ≤ 1 and M ≥ 2 such that
for all 0 < h ≤ h0 and z ∈ C with |z| ≥ KT+Mh and Re z ≤ C0h2/3 (|z| − T )1/3
(P − z)−1 exists and we get
‖ (P − z)−1 ‖L2→L2 . h−2/3 (|z| − T )−1/3 (1.8)
For convenience, we will write y := |z| − T , and so the conclusion of the
theorem can be rewritten as
‖ (P − z)−1 ‖L2→L2 . h−2/3y−1/3
for z ∈ C, |z| ≥ KT +Mh, Re z ≤ C0h2/3y1/3. Also, note that when T 6= 0 the
constant M can be made irrelevant by taking h0 small enough, and when T = 0
the constant K is irrelevant. Theorem 1.1 can thus be considered as applying
to two distinct cases: when T 6= 0 and thus |z| ≥ KT and y ≥ (K − 1)T & 1,
and a sharper estimate when T = 0 and so |z| ≥Mh and y = |z|.
To prove this we start by proving the L2 lower bound
‖ (P − z)u‖ & h2/3y1/3‖u‖, ∀u ∈ S. (1.9)
We do this by showing that it suffices to prove the same estimate for the Weyl
quantization of a modified symbol q, obtained by cutting off the magnetic po-
tential in the region where |x|  |ξ|, taking advantage of the ellipticity of p in
this region. We then prove such an estimate for qwh by constructing a weight
function to use as a bounded multiplier and then using some symbol calculus of
pseudodifferential operators, following a method very similar to that used in [3].
Then we show that this lower bound extends to the maximal domain of P by
using a graph closure argument, which then implies that the desired resolvent
estimate (1.8) holds.
The plan of the paper is as follows. In section 2 we construct the modified
symbol q and show that working with qwh − z suffices. In section 3 we construct
a weight function g and show that it satisfies a list of properties which will be
needed to use it as a bounded multiplier later. In section 4 we review some of
the important properties of the Wick quantization. In section 5 we prove the
desired L2 lower bound for qwh − z using the weight function from section 3 and
pseudodifferential symbol calculus in both the Wick and Weyl quantizations.
This then implies that (1.9) holds due to section 2. In section 6 we prove that
for a class of symbols which includes p, the graph closure of the corresponding
Weyl quantization on S has maximal domain. We then apply this to conclude
that P − z is invertible and attain the desired resolvent estimate.
The reason why we work with a modified symbol is because when deriving
L2 estimates using pseudodifferential symbol calculus it will be necessary to
bound certain derivatives of the symbol of our operator. Specifically, we will be
using the Caldero´n-Vaillancourt theorem which states that for a ∈ S (1),
‖aw‖L2→L2 . sup
|α|≤Mn
‖∂αa‖L∞ , (1.10)
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where M > 0 is some global constant, see [16]. An obstacle for using this when
working with a Schro¨dinger operator with magnetic potential is that any deriva-
tive of the symbol p with respect to x will have a term of the form ξ · ∂αA (x),
which is unbounded in ξ, even when A is compactly supported. However, in the
region where 〈x〉 & |ξ|, the condition (1.4) implies that such a term is bounded
for |α| ≥ 2. Thus it is preferable to work with a modified symbol, q, which has
the magnetic potential cut off in the region where |ξ| & 〈x〉.
2 Truncating the Magnetic Potential
We are able to modify p in the region where |ξ| is much larger than |x| while
keeping the same the L2 lower bound because the derivative bounds on A and
V imply that |p| ∼ |ξ|2 ∼ mp, and thus p is elliptic in this region. Thus, if we
change the symbol there while keeping this ellipticity we can expect the new
symbol to behave similarly to p.
First we recall a couple standard facts of Weyl symbol calculus. We say that
a function m > 0 on RN is an order function if m (X) . 〈X − Y 〉km (Y ) for all
X,Y ∈ RN and some k (see [16]). Let m1,m2 be order functions on R2n, and
let f ∈ S (m1) , g ∈ S (m2). We then have that fg, f#g ∈ S (m1m2) with f#g
defined by
fwh g
w
h = (f#g)
w
h =
(
fg +
h
2i
{f, g}+ h2r
)w
h
, (2.1)
where
f#g = e
ih
2 (Dξ·Dy−Dx·Dη)f (x, ξ) g (y, η)
∣∣∣∣
(y,η)=(x,ξ)
and
r = −1
4
∫ 1
0
(1− t) e ith2 (Dξ·Dy−Dx·Dη)
(Dξ ·Dy −Dx ·Dη)2 f (x, ξ) g (y, η) dt
∣∣∣∣
(y,η)=(x,ξ)
.
In particular, expanding to first order, given f and g with f ′ ∈ S (m1) and
g′ ∈ S (m2) it holds that
fwh g
w
h = (fg)
w
h + h (r1)
w
h , (2.2)
for some r1 ∈ S (m1m2). Both (2.1) and (2.2) can also apply to the non-
semiclassical Weyl quantization by taking h = 1.
Let χ ∈ C∞c (Rn; [0, 1]) be a smooth function with χ (x) = 1 for all |x| ≤ 1
and χ (x) = 0 for all |x| ≥ 2. We use χ to cut off the magnetic potential in the
region where |ξ| is large relative to 〈x〉. Define χt (X) := χ
(
ξ
t〈x〉
)
and
q (X) := |ξ − χ2R (X)A (x) |2 + V (x) . (2.3)
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where R > 0 is chosen sufficiently large such that |A (x) |2, |V (x) | ≤ 116R2〈x〉2.
Such an R exists because conditions (1.2) and(1.3) imply that |A (x) | . 〈x〉
and |V (x) | . 〈x〉2. Thus for X ∈ supp (1− χR) we have |ξ| ≥ R〈x〉, and so
|ξ −A (x) | ≥ 3|ξ|4 ≥ 3R〈x〉4 and
|V (x) | ≤ |ξ −A (x) |2 ∼ |ξ|2.
We then see that |ξ|2 dominates the other terms of Re p on the support of 1−χR,
and so
Re p ∼ Re q ∼ mp (X) ∼ |ξ|2 ∼ 〈X〉2, X ∈ supp (1− χR) . (2.4)
We can see from (2.3) that supp (p− q) ⊆ supp (1− χ2R). Thus p and q are
both elliptic of order mp in the region in which p 6= q.
Furthermore in this region, Re p,Re q ≥ R22 〈x〉2 while |Im p|, |Im q| ≤ R
2
16 〈x〉2,
so Re p ≥ 8|Im p| and the same holds for q. The conditions of Theorem 1.1 also
require that Re z ≤ C0h2/3y1/3 and |z| ≥ Mh with M ≥ 2, C0 ≤ 1. Thus
Re z ≤ 2−2/3|z| which implies that Re z ≤ |Im z|. Thus for such z we have that
for X ∈ supp (1− χR), p (X) and q (X) lie in a closed cone disjoint from one
which contains z, as shown in Figure 1. It follows that |p (X)−z| ∼ |p (X) |+|z|,
and the same for q. From this and (2.4), we now have that:
|p (X)− z| ∼ |q (X)− z| ∼ 〈X〉2 + |z|, X ∈ supp (1− χR) . (2.5)
Figure 1: The lighter shaded region indicates the values of z for which Theorem
1.1 applies. The ranges of p (X) and q (X) for X ∈ supp (1− χR) lie within the
darker shaded cone around the positive real axis.
What is convenient about working with this q, given in (2.3) is that, unlike
p, derivatives or order two and higher are bounded.
Lemma 2.1. For q as defined in (2.3), it holds that
q′′ ∈ S (1) . (2.6)
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Proof. Let us expand q and consider each term.
q = |ξ|2 − 2ξ ·Aχ2R + χ22R|A|2 + V.
It is trivial that derivatives of order two and higher are bounded for |ξ|2 and
V , due to (1.2). To see that the same holds for the other two terms, we first
observe that
|∂αχt (X) | . 〈X〉−|α|, |α| ≥ 0. (2.7)
Then by (1.3) and (2.7),
|∂α (A (x)χ2R (X))| . 1, |α| ≥ 1,
and by (1.4) and (2.7)
|∂α (A (x)χ2R (X))| . 〈X〉−1, |α| ≥ 2.
With these two estimates we can see that all derivatives of order at least two of
ξ ·Aχ2R and χ22R|A|2 are bounded.
So that we may work with q instead of p we will establish that
‖ (qwh − z)u‖ . ‖ (pwh − z)u‖+O (h) ‖u‖, u ∈ S, Re z ≤ |Im z|.
To see this we will use the following lemma.
Lemma 2.2. Define F (X) by
F (X) =
q (X)− z
p (X)− z (1− χR (X)) + χR (X) ,
where z ∈ {z ∈ C : Re z ≤ |Im z|}. The symbol F satisfies
F ∈ S (1)
and
F ′ ∈ S (〈X〉−1) .
Proof. Recall that when we say a ∈ S (m) for a symbol a and symbol class
S (m), the implicit constants in the derivative bounds are independent of z even
when a or m depends on z.
To understand F , note that, by (2.5), both p − z and q − z are elliptic on
supp (p− q) ⊂ supp (1− χR), so whenever p−z = 0 we also have that q−z = 0
and F = 1. Thus F is equal to (q − z) / (p− z) everywhere that the latter is
defined, and F (X) = 1 when |ξ| ≤ 2R〈x〉. In particular
(p− z)F = q − z. (2.8)
We can then see that the bounds in the lemma are only nontrivial when
p 6= q, i.e. for X ∈ supp (1− χ2R), and that supp (F ′) ⊆ supp (1− χ2R). In
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that region, (2.5) implies that |F | . 1 uniformly in z so it remains to check the
size of the derivatives there.
By (2.6), q′ ∈ S (〈X〉) and q ∈ S (〈X〉2). Similarly, observe that the deriva-
tive bounds on V and A, (1.2), (1.3), and (1.4), imply the same for p:
|∂αp| . 〈X〉, |α| ≥ 1. (2.9)
So we can say p′ ∈ S (〈X〉), and p ∈ S (〈X〉2) by (1.7).
Thus p− z, q− z ∈ S (〈X〉2 + |z|), and |p− z| & 〈X〉2 + |z| on supp (1− χR)
by (2.5). It then follows from (2.5) and (2.7) that
1− χR
p− z ∈ S
(
1
〈X〉2 + |z|
)
.
Using that χR = 0 on supp (F
′) and p = q on supp (χ′R), we have
F ′ = (1− χR) (p− z) q
′ − (q − z) p′
(p− z)2 − χ
′
R + χ
′
R
=
(
1− χR
p− z
)2
((p− z) q′ − (q − z) p′) .
Multiplying the symbol classes of these factors together yields
F ′ ∈ S
(
1
(〈X〉2 + |z|)2
(〈X〉2 + |z|) 〈X〉) ⊆ S (〈X〉−1) .
As we have already shown that |F | . 1, this implies that F ∈ S (1).
This leads to the following.
Corollary 2.3. Suppose it is true that
‖ (qwh − z)u‖ & h2/3y1/3‖u‖, u ∈ S, (2.10)
for z ∈ C satisfying the hypotheses of Theorem 1.1. Then
‖ (pwh − z)u‖ & h2/3y1/3‖u‖.
Proof. As F ∈ S (1) by Lemma 2.2, it follows from the Caldero´n-Vaillancourt
Theorem (1.10) that
‖Fwh (pwh − z)u‖ . ‖ (pwh − z)u‖.
Then because F ′ ∈ S (〈X〉−1) and p′ ∈ S (〈X〉), as noted in Lemma 2.2, using
(2.2), (2.8) and (1.10) yields
‖Fwh (pw − z)u‖ ≥ ‖ (F (p− z))wh u‖ −O (h) ‖u‖ = ‖ (qwh − z)u‖ −O (h) ‖u‖.
Thus
‖ (pwh − z)u‖ & ‖ (qwh − z)u‖ −O (h) ‖u‖ &
(
h2/3y1/3 −O (h)
)
‖u‖.
We required that y ≥Mh for some large M > 0, so taking M large enough we
get the desired estimate.
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Thus when proving Theorem 1.1 we can get the desired lower bound for P ,
(1.9), by showing that (2.10) holds. So our goal now is to show (2.10).
3 The Weight Function
Note that for the original symbol p we have the subellipticity property
Re p+H2Im pRe p = |ξ −A|2 + V1 + 2|V ′2 |2 ≥ 0.
We use this as a basis for constructing a weight function g, to be used to form
a bounded multiplier.
Let
λp := |ξ −A|2 + V1 + 2|V ′2 |2 = Re p+ 2|V ′2 |2,
and
λq := |ξ − χ2RA|2 + V1 + 2|V ′2 |2 = Re q + 2|V ′2 |2.
Let ψ ∈ C∞c (R; [0, 1]) be a cutoff function with ψ (t) = 1 for |t| ≤ 12 and
ψ (t) = 0 for |t| ≥ 1.
Lemma 3.1. There exists a function g ∈ C∞ (R2n;R) such that:
|g| ≤ 1, (3.1)
|g′| . h−1/2, (3.2)
and
Re (X) + hHIm qg (X) + C2h & h2/3λq (X)1/3 , X ∈ R2n (3.3)
for some C2 > 0 and all h > 0 sufficiently small.
Proof. Define G (X) in the region where λp (X) ≥ h by
G = h−1/3
HIm pRe p
λ
2/3
p
ψ
(
Re p
h2/3λ
1/3
p
)
,
with  > 0, to be chosen later, independent of h. Then we define g by
g =
(
1− ψ
(
λp
2h
))
G.
We will first show that the following hold where G is defined:
|G| . ,
|G′| . h−1/2,
and
Re p+ hHIm pG & h2/3λ1/3p . (3.4)
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Then we will use these to show the desired properties for g. Proving this works
almost identically to the A = 0 case from [3]. The support of G is contained in
the region where Re p ≤ h2/3λ1/3p , so we see that since ψ ≤ 1
|G (X) | ≤ h−1/3 2|V
′
2 (x) ||ξ −A|
λp (X)
2/3
ψ
(
Re p
h2/3λ
1/3
p
)
. h−1/3
λ
1/2
p
(
h1/3λ
1/6
p
)
λ
2/3
p
. .
Using (1.2), (1.3), and (1.6) we get that
|Re p′| . (Re p)1/2 , (3.5)
and
|λ′p| . |Re p′|+ |V ′2 | . λ1/2p . (3.6)
Then to estimate |G′| we have the following estimates on the support of G, using
the above and that |ξ −A| ≤ h1/3λ1/6p in this region:∣∣∣∣∣HIm pRe pλ2/3p
∣∣∣∣∣ = O (h1/3) , (3.7)∣∣∣∣∣∂αHIm pRe pλ2/3p
∣∣∣∣∣ = O (λ−1/6p ) = O (h−1/6) , |α| = 1, (3.8)∣∣∣∣∣∂α
(
ψ
(
Re p
h2/3λ
1/3
p
))∣∣∣∣∣ = (3.9)
= O
(
h−1/3λ−1/6p + λ
−1/2
p
)
= O
(
h−1/2
)
, |α| = 1.
Thus by (3.7), (3.8), and (3.9),
|G′| = h−1/3
(
O
(
h−1/6
)
+O
(
h1/3h−1/2
))
= O
(
h−1/2
)
,
which verifies that |G′| . h−1/2.
Now we shall attain (3.4) in the region where
Re p ≤ 1
4
h2/3λ1/3p ≤
1
4
λp,
and so 2|V ′2 (x) |2 ≥ 34λp (X). In this region ψ
(
Re p
h2/3λ
1/3
p
)
≡ 1, and so G =
h−1/3HIm pRe p
λ
2/3
p
. Now we get
HIm pG = h
−1/3
(
2|V ′2 (x) |2
λ
2/3
p
− 8 (V
′
2 (x) · (ξ −A))2
3λ
5/3
p
)
. (3.10)
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Thus
Re p (X)+hHIm pG (X) = Re p (X)+h
2/3
(
2|V ′2 (x) |2
λ
2/3
p
− 8 (V
′
2 (x) · (ξ −A))2
3λ
5/3
p
)
≥ Re p (X) + h2/3
(
2|V ′2 (x) |2
λ
2/3
p
− 2|V
′
2 (x) |2
3λ
2/3
p
)
≥ h2/3 4|V
′
2 (x) |2
3λ
2/3
p
≥ 1
2
h2/3λ1/3p .
It remains to show the bound in the region where Re p ≥ 14h2/3λ1/3p . Using
(3.7), (3.8), and (3.9) we get that
|hHIm pG| ≤ h2/3λ1/2p O
(
λ−1/6p
)
+ h2/3λ1/2p O
(
h1/3
(
h−1/3λ−1/6p + λ
−1/2
p
))
= O
(
h2/3λ1/3p
)
.
Now for  sufficiently small we get
Re p+ hHIm pG & h2/3λ1/3p −O
(
h2/3λ1/3p
)
& h2/3λ1/3p .
ThusG has all of the claimed properties, and we will now show the corresponding
properties for g.
As |G| . , the same holds for g, and we now fix the value of  by choosing
it small enough such that |g| ≤ 1. To check that |g′| . h−1/2 we note that in
the region where λp ≥ 2h, we have already shown that it holds as g = G there.
When λp < h it holds trivially as g = 0 there. In the intermediate region where
h ≤ λp ≤ 2h, we see, by using (3.6),
|g′| . |G′|+
∣∣∣∣λ′p2hG
∣∣∣∣ . h−1/2 + λ1p/2h |G| . h−1/2,
thus verifying (3.2). To attain (3.3) we will show the corresponding bound with
q replaced by p,
Re p (X) + hHIm pg (X) + C2h & h2/3λp (X)1/3 , ∀X ∈ R2n, (3.11)
and then show that this implies desired inequality with q. To check (3.11) we
first note that we have already shown that it holds where λp ≥ 2h in (3.4).
When λp < 2h we use (3.2) to see that
|hHIm pg| . h1/2|V ′2 | . h. (3.12)
Thus, choosing C2 sufficiently large,
Re p (X) + hHIm pg (x) + C2h & h & h2/3λ1/3p .
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Now it remains to show that this implies the related fact for q, (3.3). In the
region where p = q this implication is trivial. In the region where p and q can
differ, i.e. where |ξ| ≥ 2R〈x〉, we recall from (2.4) that
Re q ∼ λq ∼ |ξ|2 & 1.
Then, as
|hHIm qg| . h1/2|V ′2 | . h1/2λ1/2q ,
we can see that Re q is the dominant term on the left-hand side of (3.3) in this
region, and so
Re q −O
(
h1/2 (Re q)
1/2
)
+ C2h & h2/3 (Re q)1/3 & h2/3λ1/3q
for all h sufficiently small.
Lemmas 2.1 and 3.1, and the fact that Re q ≥ 0 are the main ingredients
needed to adapt the proof from Section 4 of [3] to prove (2.10).
4 Wick Quantization
In addition to the Weyl quantization, we will also work with pseudodifferential
operators in the Wick quantization. Here we provide a brief summary of the
relevant properties. More detail can be found in [4] and [11]. Let Y = (y, η) ∈
R2n. Define φY by
φY (x) = pi
−n/4e−
1
2 |x−y|2ei(x−y)·η, ‖φY ‖L2x = 1.
Then define
ΠY u (x) = (u, φY )φY (x) ,
where (·, ·) denotes the L2 scalar product. Then for a ∈ S ′ (R2n) and u ∈ S (Rn)
we can define aWick : S (Rn)→ S (Rn) by
aWicku := aY (ΠY u) .
To see that this indeed maps to S (Rn) we observe that for u ∈ S (Rn)
(u, φY ) ∈ S
(
R2n(y,η)
)
,
which is verified in Proposition 3.1.6 of [13]. So ΠY u ∈ S
(
R3n(y,η,x)
)
, and then
applying a in the first two variables leaves aY (ΠY u) ∈ S (Rnx). It follows shortly
from the definition that for a symbol a ∈ S ′ (R2n) and all u ∈ S (Rn)
a ≥ 0⇒ (aWicku, u) ≥ 0, (4.1)
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and, just as for the Weyl quantization, formal L2 adjoints are attained by taking
the complex conjugate of the symbol.(
aWick
)∗
= (a)
Wick
. (4.2)
Furthermore, if a ∈ L∞, then aWick : L2 → L2 and
‖aWick‖L2→L2 ≤ ‖a‖L∞ . (4.3)
We also can relate the Wick quantization of a symbol a ∈ S (m), for some order
function m, to its Weyl quantization by
aWick = aw + r (a)
w
, (4.4)
where
r (a) (X) = (pi)
−n/2
∫ 1
0
∫
R2n
(1− t) a′′ (X + tY )Y · Y e−|Y |2dY dt. (4.5)
For smooth symbols a and b with a ∈ L∞ (R2n) and ∂αb ∈ L∞ (R2n) for |α| = 2
we have the following composition formula proven in [12],
aWickbWick =
(
ab− 1
2
a′ · b′ + 1
2i
{a, b}
)Wick
+R, (4.6)
where ‖R‖L2→L2 . ‖a‖L∞ sup
|α|=2
‖∂αb‖L∞ . We will now use this to show that
(2.10), the desired L2 lower bound for qwh − z on S (Rn), holds.
5 Proving the Lower Bound for qwh − z
Let u ∈ S (Rn), and let z ∈ C satisfy the hypotheses of Theorem 1.1. We will
start by using Wick symbol calculus to use gWick as a bounded multiplier for
qWick, which will be related back to qw. By (4.2), Wick operators with real
symbols are formally self adjoint. Thus,
Re
([
q
(√
hX
)
− z
]Wick
u,
[
2− g
(√
hX
)]Wick
u
)
=
Re
([
2− g
(√
hX
)]Wick [ (
q
(√
hX
)
− z
)]Wick
u, u
)
=(
Re
([
2− g
(√
hX
)]Wick [ (
q
(√
hX
)
− z
)]Wick)
u, u
)
. (5.1)
For any Wick symbol a it is true that
Re aWick =
1
2
(
aWick +
(
aWick
)∗)
=
1
2
(
aWick + (a)
Wick
)
= (Re a)
Wick
.
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Using this fact, and the composition formula for the Wick quantization, (2.1),
Re
([
2− g
(√
hX
)]Wick [
q
(√
hX
)
− z
]Wick)
= (5.2)
Re
[(
2− g
(√
hX
))(
q
(√
hX
)
− z
)
+
1
2
∇
(
g
(√
hX
))
· ∇
(
q
(√
hX
))
− 1
2i
{
g
(√
hX
)
, q
(√
hX
)}]Wick
+ Sh
=
[(
2− g
(√
hX
))(
Re q
(√
hX
)
− Re z
)
+
h
2
g′
(√
hX
)
· Re q′
(√
hX
)
+
h
2
HV2g
(√
hX
)]Wick
+ Sh,
where ‖Sh‖L2→L2 = O (h), because |g| ≤ 1 and q′′ ∈ S (1) by Lemma 2.1. Then,
because |Re q′| . (Re q)1/2 and, by (3.2), |g′| . h−1/2 we have∣∣∣hg′ (√hX) · Re q′ (√hX)∣∣∣ . h1/2 (Re q (√hX))1/2
. rh+ 1
r
Re q
(√
hX
)
,
for arbitrary r > 0. By taking r large enough the 1rRe q
(√
hX
)
term can be
absorbed by
(
2− g
(√
hX
))
Re q
(√
hX
)
.
By using (3.3) we get that for some C1, C2 > 0 and arbitrary C0 > 0,(
2− g
(√
hX
))(
Re q
(√
hX
)
− Re z
)
+
h
2
g′
(√
hX
)
· Re q′
(√
hX
)
+
h
2
HV2g
(√
hX
)
& Re q
(√
hX
)
− 3max (0,Re z) + h
2
HV2g
(√
hX
)
+O (h) (5.3)
& h2/3λq
(√
hX
)1/3
− C1max (0,Re z)− C2h
& h2/3
(
λq
(√
hX
)1/3
− 2C0C1y1/3
)
+ C0C1h
2/3y1/3
+ C1
(
C0h
2/3y1/3 −max (0,Re z)
)
− C2h.
As we required that Re z ≤ C0h2/3y1/3 it follows that
h2/3
(
λq
(√
hX
)1/3
− 2C0C1y1/3
)
+ C1
(
C0h
2/3y1/3 −max (0,Re z)
)
(5.4)
13
≥ −2C0C1h2/3y1/3ψ
Bλq
(√
hX
)
y
 ,
where
B =
1
(4C0C1)
3 , (5.5)
and ψ is the same cutoff as before. Fix the value of 0 < C0 ≤ 1 by choosing it
small enough such that we can use that |V2 (x) | − T . V1 (x) + |V ′2 (x) |2 to get
|q (X) | − T ≤ Bλq (X)
2
, X ∈ R2n, (5.6)
which we will need later. Substituting (5.4) into (5.3) gives(
2− g
(√
hX
))(
Re q
(√
hX
)
− Re z
)
+
h
2
g′
(√
hX
)
· Re q′
(√
hX
)
(5.7)
+
h
2
HV2g
(√
hX
)
& −2C0C1h2/3y1/3ψ
Bλq
(√
hX
)
y
− C2h+ C0C1h2/3y1/3.
Now (4.1), (5.1), (5.2), and (5.7) imply that, for h sufficiently small, Re z ≤
C0h
2/3y1/3, and some C4, C5 > 0
Re
(
[q
(√
hX
)
− z]Wicku, [2− g
(√
hX
)
]Wicku
)
+ C4h‖u‖2+
C5h
2/3y1/3
ψ
Bλq
(√
hX
)
y
Wick u, u
 & h2/3y1/3‖u‖2L2 .
By the Cauchy-Schwarz inequality and (4.3) we get that
∥∥∥[q (√hX)− z]Wicku∥∥∥+ h‖u‖+ h2/3y1/3
∥∥∥∥∥∥∥ψ
Bλq
(√
hX
)
y
Wick u
∥∥∥∥∥∥∥
& h2/3y1/3‖u‖
Now, as y ≥ Mh, we pick M sufficiently large so that the h‖u‖ term can be
absorbed by the right-hand side to get
∥∥∥∥[q (√hX)− z]Wick u∥∥∥∥+ h2/3y1/3
∥∥∥∥∥∥∥ψ
Bλq
(√
hX
)
y
Wick u
∥∥∥∥∥∥∥ (5.8)
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& h2/3y1/3‖u‖.
We now want to get the same bound for the Weyl quantizations of these
symbols. Because of (2.6), (4.4), and the Caldero´n-Vaillancourt Theorem (1.10),
q
(√
hX
)Wick
= q
(√
hX
)w
+OL2→L2 (h) . (5.9)
In order to do the same for the ψ term, we need bounds on its derivatives. To
do this we will first note the following bounds on the derivatives of λq, which
follow from (1.2), (2.6), and that Re q ≥ 0.
|∂αλq| . |Re q′|+ |V ′2 | . λ1/2q , |α| = 1. (5.10)
|∂αλq| . 1 + |V ′2 | . 1 + λ1/2q , |α| ≥ 2. (5.11)
We use these bounds to prove the following lemma.
Lemma 5.1. The derivatives of the ψ term obey the following estimate.∣∣∣∣∣∣∂α
ψ
Bλq
(√
hX
)
y
∣∣∣∣∣∣ . h
1/2
y1/2
, |α| ≥ 1. (5.12)
Proof. For X ∈ supp
(
ψ
(
Bλq(
√
hX)
y
))
we have
λq
(√
hX
)
. y,
and so, by (5.10)∣∣∣∣∣∣∂α
λq
(√
hX
)
y
∣∣∣∣∣∣ .
h1/2λq
(√
hX
)1/2
y
. h
1/2
y1/2
, |α| = 1,
and by (5.11)∣∣∣∣∣∣∂α
λq
(√
hX
)
y
∣∣∣∣∣∣ . h|α|/2
1 + λq
(√
hX
)1/2
y
. h
y
+
h
y1/2
. h
1/2
y1/2
, |α| ≥ 2.
We can express ∂α
(
ψ
(
Bλq(
√
hX)
y
))
as a linear combination of terms of the
form
ψ(k)
Bλq
(√
hX
)
y
 ∂γ1
λq
(√
hX
)
y
 . . . ∂γk
λq
(√
hX
)
y
 ,
where α = γ1 + . . .+ γk, |γi| ≥ 1 for all i, 1 ≤ k ≤ |α|. Each such term is of size
O
((
h
y
)k/2)
, proving the lemma.
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Thus
ψ
Bλq
(√
hX
)
y
Wick = ψ
Bλq
(√
hX
)
y
w +OL2→L2 (h1/2
y1/2
)
. (5.13)
It then follows from (5.8), (5.9), and (5.13), taking M sufficiently large, that
∥∥∥[q (√hX)− z]w u∥∥∥+ h2/3y1/3
∥∥∥∥∥∥ψ
Bλq
(√
hX
)
y
w u
∥∥∥∥∥∥ & h2/3y1/3‖u‖.
(5.14)
Now if we can show that the ψ term can be absorbed into the other two we will
get the desired inequality, (2.10). For the sake of brevity we will henceforth use
the notation
Ψ (X) := ψ
Bλq
(√
hX
)
y
 .
Lemma 5.1 can then be rephrased as:
Ψ′ (X) ∈ S
(
h1/2
y1/2
)
.
Thus, by applying (2.2) for the h = 1 quantization we get that
(Ψ (X)
w
)
2
= Ψ2 (X)
w
+
h
y
Rw1 ,
for some R1 ∈ S (1). Then by applying (1.10) and using that Ψw is self adjoint
we get
‖Ψ (X)w u‖2L2 =
(
Ψ2 (X)
w
u, u
)
+O
(
h
y
)
‖u‖2L2 . (5.15)
To control the first term on the right-hand side we follow a method similar to
Lemma 8.2 from [8] and Lemma 3 from [3].
Lemma 5.2. For all u ∈ S, h > 0 sufficiently small, and z ∈ C with |z| >
KT +Mh
(
Ψ2 (X)
w
u, u
) ≤

4
∣∣∣q (√hX)− z∣∣∣2
y2
Ψ2 (X)

w
u, u
+O(h1/2
y1/2
)
‖u‖2L2 .
Proof. Recalling (5.6), we see that for X ∈ supp (Ψ)
∣∣∣q (√hX)∣∣∣− T ≤ Bλq
(√
hX
)
2
≤ y
2
. (5.16)
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This property is precisely what condition (1.5) is needed for. We then have
1
y
∣∣∣q (√hX)− z∣∣∣ ≥ 1
y
(
|z| −
∣∣∣q (√hX)∣∣∣)
=
1
y
(
y + T −
∣∣∣q (√hX)∣∣∣) ≥ 1
2
,
and so
Ψ2 (X) ≤ 4
∣∣∣q (√hX)− z∣∣∣2
y2
Ψ2 (X) , X ∈ R2n. (5.17)
Let
Q (X) = 4
∣∣∣q (√hX)− z∣∣∣2
y2
Ψ2 (X)−Ψ2 (X) ≥ 0. (5.18)
By (4.1), (4.4), and (4.5) we get that
(Qw (x,Dx)u, u)L2 + (5.19)∥∥∥∥∥pi−n/2
(∫ 1
0
∫
R2n
(1− t)Q′′ (X + tY )Y · Y e−|Y |2dY dt
)w
u
∥∥∥∥∥ ‖u‖ ≥ 0.
To estimate the second term, (1.10) implies that we need to estimate the deriva-
tives of order two and higher of Q.
As |z| > KT +Mh and K > 1,
y = |z| − T > (K − 1)T & T.
So, for X ∈ supp (Ψ), using (5.16), y & T , and y & |z|, we get the following∣∣∣∣∣∣
q
(√
hX
)
− z
y
∣∣∣∣∣∣ . 1y (y + T + |z|) . 1. (5.20)
For such X, using that |Re q′| . (Re q)1/2, we also have∣∣∣∣∣∣∂α
q
(√
hX
)
− z
y
∣∣∣∣∣∣ . h
1/2
y
λq
(√
hX
)1/2
. h
1/2
y1/2
, |α| = 1 (5.21)
and ∣∣∣∣∣∣∂α
q
(√
hX
)
− z
y
∣∣∣∣∣∣ . h
|α|/2
y
, |α| ≥ 2. (5.22)
By the above and (5.12), for |α| ≥ 1,
|∂αQ (X)| . h
1/2
y1/2
, X ∈ R2n.
17
Thus by applying the Caldero´n-Vaillancourt theorem (1.10) we can bound the
latter term of (5.19) as follows,∥∥∥∥∥
(∫ 1
0
∫
R2n
(1− t)Q′′ (X + tY )Y · Y e−|Y |22ndY dt
)w
u
∥∥∥∥∥ . h1/2y1/2 ‖u‖.
Therefore (5.19) implies a variant of the sharp G˚arding inequality (cf. Theorem
4.32 of [16]) for Q,
(Qw (x,Dx)u, u)L2 +O
(
h1/2
y1/2
)
‖u‖2L2 ≥ 0.
By (5.18) we attain the statement in the lemma.
Combining (5.15) and Lemma 5.2 we get that
‖Ψwu‖2 ≤

4
∣∣∣q (√hX)− z∣∣∣2
y2
Ψ2 (X)

w
u, u
+O(h1/2
y1/2
)
‖u‖2L2 . (5.23)
Finally, we have to understand the first term on the right side of (5.23). The
estimates (5.12), (5.20), (5.21), and (5.22) imply that
∂α

(
q
(√
hX
)
− z
)
y
Ψ (X)
 = O((h
y
)1/2)
, |α| ≥ 1.
Then by applying (2.2) we get
4
∣∣∣q (√hX)− z∣∣∣2
y2
Ψ2 (X)
= 4

(
q
(√
hX
)
− z
)
y
Ψ (X) #
(
q
(√
hX
)
− z
)
y
Ψ (X)
+ h
y
R2,
where R2 ∈ S (1). We also similarly get from (5.12), (5.21), (5.22) and (2.2)
that
Ψ (X) #
(
q
(√
hX
)
− z
)
y
=
(
q
(√
hX
)
− z
)
y
Ψ (X) +
h
y
R3,
for R3 ∈ S (1).
Now, using this, (5.23), the fact that hy ≤ 1M , and (1.10), we can conclude
that
‖Ψ (X)w u‖2L2 .
∥∥∥∥∥∥(Ψ (X))w

(
q
(√
hX
)
− z
)
y
w u
∥∥∥∥∥∥
2
L2
+O
(
h1/2
y1/2
)
‖u‖2L2
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. 1
y2
∥∥∥[q (√hX)− z]w u∥∥∥2
L2
+O
(
1
M1/2
)
‖u‖2L2 .
Plugging this into (5.14) we get
∥∥∥[q (√hX)− z]w u∥∥∥+ h2/3
y2/3
∥∥∥[q (√hX)− z]w u∥∥∥
+O
(
1
M1/4
)
h2/3y1/3‖u‖ & h2/3y1/3‖u‖.
Then taking M sufficiently large yields∥∥∥[q (√hX)− z]w u∥∥∥ & h2/3y1/3‖u‖.
Finally, by making the symplectic change of coordinates x→ x√
h
, ξ → √hξ we
obtain the desired estimate,
‖(qw (x, hDx)− z)u‖ & h2/3y1/3‖u‖.
The results of this section can summarized by the following.
Proposition 5.3. For any K > 1 there exists constants 0 < C0 ≤ 1, M ≥ 2,
and h0 > 0 such that for all z ∈ C with |z| ≥ KT +Mh and Re z ≤ C0h2/3y1/3
and all 0 < h ≤ h0,
‖ (qwh − z)u‖ & h2/3y1/3‖u‖, u ∈ S.
Thus, by Corollary 2.3 the same holds for pwh . All that remains to complete
the proof of Theorem 1.1 is to extend this lower bound to the maximal domain
of pwh so that we may conclude the corresponding upper bound for its resolvent.
6 Attaining the Resolvent Estimate
We will use the following to finish the proof of Theorem 1.1.
Proposition 6.1. Let a ∈ C∞ (R2n) with
a′ ∈ S (〈X〉) . (6.1)
Then the L2-graph closure of aw on S has the maximal domain Dmax :={
u ∈ L2 : awu ∈ L2}.
Proof. To show that the graph closure of aw (x,Dx) on S (Rn) has domain Dmax
we follow a method from Ho¨rmander found in [10]. Let χδ ∈ S
(
R2n
)
be a family
of symbols parametrized by δ > 0 such that χwδ : L
2 → S is a bounded family
of operators with χwδ u→ u in L2 as δ → 0 for all u ∈ L2. If
(awχwδ − χwδ aw)u→ 0 (6.2)
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in L2 as δ → 0 for all u ∈ Dmax then uδ := χwδ u is a sequence of functions in S
converging to u and awuδ → awu in L2, thus the domain of the graph closure
of aw is Dmax.
To accomplish this, let φ ∈ C∞c (Rn, [0, 1]) be a cutoff function with φ (x) = 1
for x in a neighborhood of 0. Then define
χδ = (φ (δx)φ (δξ)) .
We then have that χwδ : L
2 → S and χwδ u → u in L2 as δ → 0 for all u ∈ L2
as desired, which is quick to verify using Weyl calculus and Parseval’s theorem.
We then need to check (6.2). This can be accomplished using some Weyl symbol
calculus for the commutator [aw, χwδ ]. For X ∈ supp (χδ) it holds that |X| .
δ−1. We also have that |∂αχδ| . δ2 for |α| ≥ 2, and so χ′′δ ∈ S
(
δ〈X〉−1)
uniformly in δ. Using this and (6.1) it follows that for some R4 ∈ S (1) we have
[aw, χwδ ] = (−i {a (x, ξ) , φ (δx)φ (δξ)}+ δR4)w
= −iδ (∂ξa · φ′ (δx)φ (δξ))w + iδ (∂xa · φ′ (δξ)φ (δx))w u+ δRw4 (6.3)
= I + II + III.
Using (6.1) and the fact that |X| . δ−1 on supp (φ (δx)φ (δξ)) we get
|δ∂α (∂ξa · φ′ (δx)φ (δξ))| = O (1) , ∀α (6.4)
and
|δ∂α (∂xa · φ′ (δξ)φ (δx))| = O (1) , ∀α. (6.5)
Thus by (1.10)
‖[aw, χwδ ]‖L2→L2 = O (1) .
It thus suffices to show that [aw, χwδ ]u → 0 for all u in a dense subset of L2.
Term III is easily dealt with because as δ → 0,
‖IIIu‖ = O (δ) ‖u‖ → 0, u ∈ L2.
To deal with terms I and II, let u ∈ C∞c (Rn). Note that the Weyl symbol
from II is supported where |ξ| ∼ δ−1 and is in S (1) by (6.5). Then, using the
definition of the Weyl quantization and integration by parts,
IIu =
iδ
(2pi)
n
∫
R2n
ei(x−y)·ξ (∂xa)
(
x+ y
2
, ξ
)
· φ′ (δξ)φ
(
δ (x+ y)
2
)
u (y) dydξ
=
−iδ
(2pi)
n
∫
R2n
ei(x−y)·ξ
|ξ|2 ∆y
(
(∂xa)
(
x+ y
2
, ξ
)
· φ′ (δξ)φ
(
δ (x+ y)
2
)
u (y)
)
dydξ.
=
∑
|α|≤2
bwα∂
αu,
where each bα ∈ S
(
δ2
)
. Thus
‖IIu‖ . δ2 → 0.
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Similarly, the Weyl symbol in I is in S (1) by (6.4), and
Iu =
−iδ
(2pi)
n
∫
R2n
ei(x−y)·ξ (∂ξa)
(
x+ y
2
, ξ
)
· φ′
(
δ (x+ y)
2
)
φ (δξ)u (y) dydξ
=
iδ
(2pi)
n
∫
R2n
ei(x−y)·ξ
|x− y|2 ∆ξ
(
(∂ξa)
(
x+ y
2
, ξ
)
· φ′
(
δ (x+ y)
2
)
φ (δξ)
)
u (y) dydξ.
The integrand is supported where |x+y| ∼ δ−1 and |y| . 1. So for δ sufficiently
small |x− y| ∼ δ−1. Thus
Iu =
1
(2pi)
n
∫
R2n
ei(x−y)·ξp (x, y, ξ)u (y) dydξ,
where ∂αp = O
(
δ2
)
for all α. Thus by Theorem 4.20 of [16]
‖Iu‖ . δ2 → 0.
Therefore (6.2) holds, which tells us that the graph closure of aw on S has
the domain Dmax.
The above lemma applies to pw (x, hDx) − z as we have p′ ∈ S (〈X〉) from
(2.9). Let P denote pw (x, hDx) extended by graph closure to its maximal
domain, D (P ) := {u ∈ L2 : Pu ∈ L2}. We then have that
‖ (P − z)u‖ & h2/3y1/3‖u‖, ∀u ∈ D (P ) ,
and so P − z is injective with closed range. We can apply the same argument
to the formal adjoint of pw − z on S, pw − z = (hDx −A)2 + V (x)− z, and we
similarly get its graph closure, P −z, is also injective with maximal domain and
closed range. Thus P = P ∗, and P − z in invertible. We then get the desired
resolvent estimate,
‖ (P − z)−1 u‖ . h−2/3 (|z| − T )−1/3 ‖u‖.
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