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Abstract
English. Technology-Assisted Review
(TAR) systems are essential to minimize
the effort of the user during the search
and retrieval of relevant documents for
a specific information need. In this pa-
per, we present a failure analysis based
on terminological and linguistic aspects of
a TAR system for systematic medical re-
views. In particular, we analyze the results
of the worst performing topics in terms
of recall using the dataset of the CLEF
2017 eHealth task on TAR in Empirical
Medicine.
Italiano. I sistemi TAR (Technology-
Assisted Review) sono fondamentali per
ridurre al minimo lo sforzo dell’utente che
intende ricercare e recuperare i documenti
rilevanti per uno specifico bisogno infor-
mativo. In questo articolo, presentiamo
una failure analysis basata su aspetti ter-
minologici e linguistici di un sistema TAR
per le revisioni sistematiche in campo
medico. In particolare, analizziamo i topic
per i quali abbiamo ottenuto dei risultati
peggiori in termini di recall utilizzando il
dataset diCLEF 2017 eHealth task on TAR
in Empirical Medicine.
1 Introduction
The Cross Language Evaluation Forum
(CLEF) (Goeuriot et al., 2017) Lab on eHealth has
proposed a task on Technology-Assisted Review
(TAR) in Empirical Medicine since 2017. This
task focuses on the problem of systematic reviews
in the medical domain, that is the retrieval of all
the documents presenting some evidence regard-
ing a certain medical topic. This kind of problem
is also known as total recall (or total sensitivity)
problem since the main goal of the search is to
find possibly all the relevant documents for a
specific topic.
In this paper, we present a failure analysis based
on terminological and linguistic aspects of the sys-
tem presented by (Di Nunzio, 2018) on the CLEF
2017 TAR dataset. This system uses a contin-
uous active learning approach (Di Nunzio et al.,
2017) together with a variable threshold based on
the geometry of the two-dimensional space of doc-
uments (Di Nunzio, 2014). Moreover, the system
performs an automatic estimation of the number of
documents that need to be read in order to declare
the review complete.
In particular, 1) we analyze the results of those
topics for which the retrieval system does not
achieve a perfect recall; 2) based on this analysis,
we perform new experiments to compare the re-
sults achieved with the use of either a stemmer or
a lemmatizer. This paper is organized as follows:
in Section 1.1, we give a brief summary of the use
of stemmers and lemmatizers in Information Re-
trieval; in Section 3, we describe the failure analy-
sis carried out on the CLEF 2017 TAR dataset and
the results of the new experiments comparing the
use of stemmers vs lemmatizers. In Section 4, we
give our conclusions.
1.1 Stemming and Lemmatization
Stemming and lemmatization play an important
role in order to increase the recall capabilities of
an information retrieval system (Kanis and Sko-
rkovska´, 2010; Kettunen et al., 2005). The ba-
sic principle of both techniques is to group similar
words which have either the same root or the same
canonical citation form (Balakrishnan and Lloyd-
Yemoh, 2014). Stemming algorithms remove suf-
fixes as well as inflections, so that word variants
can be conflated into their respective stems. If we
consider the words amusing and amusement, the
stem will be amus. On the other hand, lemmati-
zation uses vocabularies and morphological anal-
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yses to remove the inflectional endings of a word
and to convert it in its dictionary form. Consid-
ering the example below, the lemma for amus-
ing and amused will be amuse. Stemmers and
lemmatizers differ in the way they are built and
trained. Statistical stemmers are important com-
ponents for text search over languages and can be
trained even with few linguistic resources (Silvello
et al., 2018). Lemmatizers can be generic, like
the one in the Stanford coreNLP package (Man-
ning et al., 2014), or optimized for a specific do-
main, like BioLemmatizer which incorporates sev-
eral published lexical resources in the biomedical
domain (Liu et al., 2012).
2 System
The system we used in this paper is based on a
Technologically Assisted Review (TAR) system
which uses a two-dimensional representation of
probabilities of a document d being relevant R,
or non-relevant, NR respectively P (d|R) and
P (d|NR) (Di Nunzio, 2018).
This system uses an alternative interpretation
of the BM25 weighting schema (Robertson and
Zaragoza, 2009) by splitting the weight of a docu-
ment in two parts (Di Nunzio, 2014):
P (d|R) =
∑
wi∈d
w
BM25,R
i (tf) (1)
P (d|NR) =
∑
wi∈d
w
BM25,NR
i (tf) (2)
The system uses a bag-of-words approach on the
words wi (either stemmed or lemmatized) that ap-
pear in the document and an explicit relevance
feedback approach to continuously update the
probability of the terms in order to select the next
document to show to the user.
In addition, for each topic the system uses a
query expansion approach with two variants per
topic in order to find alternative and valid terms
for the retrieval of relevant documents. Our ap-
proach for the query reformulation is based on
a linguistic analysis performed by means of the
model of terminological record designed in (Vez-
zani et al., 2018) for the study of medical lan-
guage and this method allows the formulation of
two different query variants. The first is a list of
key-words resulting from a systematic semic anal-
ysis (Rastier, 1987) consisting in the decomposi-
tion of the meaning of technical terms (that is the
lexematic or morphological unit) into minimum
Table 1: CLEF 2017 TAR topics selected for the
linguistic failure analysis.
topic ID # docs shown # relevant # missed
CD009579 4000 138 1
CD010339 3000 114 6
CD010653 3320 45 2
CD010783 3004 30 2
CD011145 4360 202 8
unit of meaning that cannot be further segmented.
The second is a human-readable reformulation us-
ing validly attested synonyms and orthographic al-
ternatives as variants of the medical terms pro-
vided in the original query. The following ex-
amples show our query reformulations given the
initial query provided with the CLEF 2017 TAR
dataset:
• Initial query: Physical examination for lum-
bar radiculopathy due to disc herniation in
patients with low-back pain;
• First variant: Sensitivity, specificity, test,
tests, diagnosis, examination, physical,
straight leg raising, slump, radicular, radicu-
lopathy, pain, inflammation, compression,
compress, spinal nerve, spine, cervical, root,
roots, sciatica, vertebrae, lumbago, LBP,
lumbar, low, back, sacral, disc, discs, disk,
disks, herniation, hernia, herniated, interver-
tebral;
• Second variant: Sensitivity and specificity of
physical tests for the diagnosis of nerve ir-
ritation caused by damage to the discs be-
tween the vertebrae in patients presenting
LBP (lumbago).
Given a set of documents, the stopping strategy
of the system is based on an initial subset (percent
p) of documents that will be read and a maximum
number of documents (threshold t) that an expert
is willing to judge.
3 Experiments
The dataset provided by the TAR in Empiri-
cal Medicine Task at CLEF 20171 is based on
50 systematic reviews (or topics) conducted by
Cochrane experts on Diagnostic Test Accuracy
(DTA). For each topic, the set of PubMed Doc-
ument Identifiers (PIDs) returned by running the
1https://goo.gl/jyNALo
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query proposed by the physicians in MEDLINE as
well as the relevance judgements are made avail-
able (Kanoulas et al., 2017). The aim of the task is
to retrieve all the documents that have been judged
as relevant by the physicians. The results achieved
by the participating teams to this task showed that
it is possible to get very close to a perfect recall;
however, there are some topics for which most of
the systems did not retrieve all the possible rele-
vant documents, unless an unfeasible amount of
documents is read by the user.
In this paper, i) we present a linguistic and ter-
minological failure analysis of such topics and,
based on this analysis, ii) the results of a new set of
experiments that compare the use of either a stem-
mer or a lemmatizer in order to evaluate a possible
improvement in the performance in terms of re-
call. As a baseline for our analyses, we used the
source code provided by (Di Nunzio, 2018). The
two parameters of the system — the percentage
p of initial training documents that the physician
has to read, and the maximum number of docu-
ments t a physician is willing to read — were set
to p = 500 and t = 100, 500, 1000.
3.1 Linguistic Failure Analysis
In order to select the most difficult topics for the
failure analysis, we run the retrieval system with
parameters p = 50% and threshold t = 1000 and
selected those topics for which the system could
not retrieve all the relevant documents, five in to-
tal, shown in Table 1. In order to find out why the
system did not retrieve all the relevant documents
for these topics, we focused on linguistic and ter-
minological aspects both of technical terms in the
original query and of the abstracts of missing rel-
evant documents.
We started by reading the abstract of all 19
missing relevant documents and manually select-
ing technical terms, defined as as all the terms that
are strictly related to the conceptual and practical
factors of a given discipline or activity (Vezzani
et al., 2018), in this case the medical discipline.
Then, we compared these terms with those previ-
ously identified in the two query variants encoded
in the retrieval system. From this comparison, we
noticed that most of the relevant terms extracted
from the abstracts were not present in the previous
two reformulation (a minimum of 0 and a maxi-
mum of 8 terms in common), so that some relevant
documents in which such terms were present have
not been retrieved. By focusing on the morpho-
logical point of view, we have been able to catego-
rize such techincal terms in: 1) acronyms; 2) pairs
of terms, in particular noun-adjective; 3) triad of
terms, in particular noun-adjective-noun.
The category of acronyms is not an unex-
pected outcome. Medical language is carac-
terized by an high level of abbreviations and
acronyms (Rouleau, 2003) and, in order to retrieve
those missing relevant documents, we should have
considered all the orthographic variants of a tech-
nical term as well as its acronym or expansion ac-
cording to the case.
Regarding the second and the third category,
that is the pairs noun-adjective (e.g.: bile/biliary,
pancreas/pancreatic, schizophrenia/schizophre-
netic) and the triad of terms noun-adjective-noun
(e.g.: psychiatry/psychiatric/psychiatrist), we
noticed some problems related to the stemming
process. The analysis carried out allowed us to
identify numerous cases of understemming, as
for example the case of psychiatry stemmed as
psychiatri, psychiatric stemmed as psychiatr and
psychiatrist stemmed as psychiatrist, all of them
belonging to the same conceptual group. The fact
that the stemmer recognizes these three words
as different suggests us that the conflation of the
inflected forms of a lemma in the query expansion
procedure may help to retrieve the missed relevant
documents.
3.2 Stemming vs Lemmatization
For the reasons explained in the previous section,
we decided to perform a new set of experiments on
these “difficult” topics to study whether a lemma-
tization approach can improve the recall compared
to the stemming approach. We used the standard
algorithms implemented in the two R packages
SnowballC2 and Textstem.3 Both implements the
Porter stemmer (Porter, 1997), while the second
uses the TreeTagger algorithm (Schmid, 1999) to
select the lemma of a word. To make a fair com-
parison for the stemming vs lemmatization part of
the analysis, in our experiments we did not use any
of the two query variants. By reproducing the re-
sults presented in (Di Nunzio, 2018), we discov-
ered an issue in the original source code concern-
ing the stemming phase. The R package tm for text
mining4 calls the stemming function of the Snow-
2https://goo.gl/n3WexD
3https://goo.gl/hCLGP8
4https://goo.gl/wp859o
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ballC with the “english” language instead of the
default “porter” stemmer. This caused a substan-
tial difference in the terms produced for the index
and those stemmed during the query analysis. For
this reason, all our results are significantly higher
compared to those presented by (Di Nunzio, 2018)
which makes this approach more effective than the
original work.
We studied the performance in terms of recall,
and precision at 100, 500, and 1000 documents
read (p@100, P@500, and P@1000 respectively)
for different values of the threshold t. In Ta-
ble 2, we report in the first column of each value
of t the performance of the original experiment
compared to our results (only recall is available
from (Di Nunzio, 2018)). If we observe the per-
formances on the whole set of test queries, there is
no substantial difference between stemming and
lemmatization. There is some improvement in
terms of recall when threshold t = 100, however
85% of recall is usually considered a ‘low’ score in
total recall tasks. Table 3 compares the number of
relevant documents missed by the stemming and
lemmatization approaches on the difficult topics.
The differences between the original experiments
and these new experiments are minimal apart from
topic CD010339 for which the absence of the two
query reformulations led to a worse performance.
4 Final Remarks and Future Work
In this work, we have presented a linguistic fail-
ure analysis in the context of medical systematic
reviews. The analysis showed that, for those top-
ics where the system does not retrieve all the rele-
vant information, the main issues are related to ab-
breviations and pairs noun-adjective and the triad
of terms noun-adjective-noun. We performed a
new set of experiments to see whether lemmatiza-
tion could improve over stemming but the results
were not conclusive. The issues remain the same
since the type of relation noun-adjective or noun-
adjective-noun, cannot be resolved by a lemma-
tizer. For this reason, we are currently studying
an approach that conflates morphosyntactic vari-
ants of medical terms into the same lemma (or
‘conceptual sphere’) by means of medical termi-
nological records (Vezzani et al., 2018) and the use
of the Medical Subject Headings (MesH) dictio-
nary. 5 In this way, we expect that the system will
automatically identify all the related forms (such
5https://meshb.nlm.nih.gov/search
as all the derivative nouns, adjectives or adverbs)
of a lemma in order to include them in the retrieval
process of potentially relevant documents.
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