Boundary integral techniques provide a convenient way to study the evolution of an interface between inviscid liquids. Several studies have revealed that standard numerical approximations tend to lead to unstable methods, and various remedies have been introduced and tested. In this paper, we conduct a stability analysis of the linearized equations with a particular objective in mind | the determination of how the discrete system fails to capture the physical dispersion relation precisely for the available discrete modes. We discover two reasons for the typical failure in numerical discretizations: one is the inability of the mesh to represent the vorticity created by surface tension e ects on the nest scale; and the other is the inaccuracies in the evaluation of the boundary integral for the velocity. With the insight gained from our linear analysis, we propose a new method that is spectrally accurate and linearly stable. Further, the exact dispersion relation is obtained for all the available discrete modes. Numerical tests suggest that the method is also stable in the nonlinear regime. However, our method runs into di culties generic to methods based on Lagrangian motion. The markers accumulate near a stagnation point on the interface, forcing us to use an ever decreasing timestep in our explicit method. We introduce a redistribution of markers to overcome this di culty. When we redistribute according to equal arclength, we nd excellent agreement with a method based on preserving equal spacing in arclength.
Introduction.. Boundary integral techniques have gained wide popularity as
an e cient approach to studying the evolution of interfaces between incompressible liquids. In particular for inviscid ows, methods based on representing the interface by a dipole or vortex sheet have been used to study Rayleigh{Taylor instabilities 7, 21, 26, 33, 36] ; the motion of bubbles or drops 9, 35] ; and the motion of water waves and internal waves 8, 12, 13, 18, 26, 27, 28] . Although there are di erences in these methods, they all use markers to represent the interface and simple approximations to the boundary integrals to determine the velocity of the markers. Bernoulli's equation, or variants of it, is used to update the velocity potential, dipole sheet strength, or the vortex sheet strength along the interface.
When the interface lies between a liquid and vacuum (the special limit of a liquid with vanishing density), the evidence from most numerical simulations is that the motion is reasonably well behaved 6]. In contrast, the typical motion of an interface between inviscid liquids of nonvanishing density su ers from the rapid formation of curvature singularities in the absence of surface tension e ects. The Kelvin{Helmholtz instability is the underlying mechanism which causes such singularities to form 20, 29, 25, 6] . As the interface moves, there will be regions where the liquids ow with di erent speeds on either side of the interface. On a local level, these regions appear as vortex sheets with almost uniform strength. In the absence of stabilizing e ects, these regions su er from Kelvin{Helmholtz instability, and form curvature singularities in nite time.
Several asymptotic studies 23, 14] provide an explanation for the origin of these singularities on a periodic vortex sheet, while others 25, 6] show clearly the connection between curvature singularities in interfacial ows with those in vortex sheets. Numerical studies 20, 29] con rm the ideas behind the asymptotic predictions. In these numerical studies, the behavior of the singularity is determined by a study of the Fourier spectrum of the location of the vortex sheet, which requires the evolution of the Fourier spectrum to be calculated very accurately. Typically, time steps in the range 10 ?3 {10 ?5 are used with fourth order Runge{Kutta or predictor-corrector methods.
Presumably, the inclusion of surface tension e ects will prevent the formation of curvature singularities. Historically, this belief is based on the behavior of in nitesimal perturbations to a at interface between two liquids streaming past each other 15] . Above a critical wavenumber, surface tension prevents the growth of sinusoidal perturbations, causing them to oscillate instead. The next step in understanding the e ects of weak surface tension is the study of the long time evolution of the interface as the low modes grow into signi cant perturbations. Two recent numerical calculations 27, 18] show that instead of a curvature singularity, the vortex sheet starts to twist and create arms of a spiral. In 18] , the arms show oscillations, while in 27] they do not, but there is overwhelming evidence in 18] that their calculations are more accurate. Only a few arms are created, however, before the innermost arms of the spiral appear to touch each other. This is a pinching instability common in interfacial ow with surface tension, for example, when drops or bubbles are formed. Of particular relevance is the pinching instability that arises in the Rayleigh{Taylor instability of a uid falling into vacuum 35] since it indicates the pinching instability is not necessarily associated with Kelvin{Helmholtz instability.
What these studies have not yet clari ed is what surface tension has done to the singularities in the complex plane of the parametrization variable. Using an asymptotic approach, Siegel 31] has shown the presence of 4=3-power branch points in the extended complex plane that travel towards and reach the real axis in nite time before any evidence of a spiral. These results are inconsistent with current numerical results. One reason might be that di erent initial conditions are used, so the evolution is di erent, but more likely the reason is the breakdown of the asymptotic theory when the singularities are close to the real axis. To settle the question, highly accurate and e cient calculations of the full equations are needed in which the dispersive e ects of surface tension are captured reliably.
We review brie y some methods based on boundary integral techniques. Surface tension e ects are included in a study of the initial rise of a two-dimensional gas bubble in a liquid 9]. The inclusion of surface tension in a study of the Rayleigh{ Taylor instability shows the initial formation of drops at the ends of the spikes 21, 26, 35] . The e ects of surface tension on a free-surface susceptible to Kelvin{Helmholtz instability has also been considered 26, 27, 12, 18] . Unfortunately, these studies su er numerical di culties unless some techniques are used to suppress the spurious growth of modes with high wavenumbers: the boundary integrals are de-singularized 21]; polynomial smoothing is used occasionally 26]; redistribution and point insertion at every time step also smoothes the pro le 27]; a method that is otherwise spectrally accurate lters the Fourier amplitudes of the interface at every time step to suppress the spurious growth of high modes 18] believed to be associated with aliasing errors. The most benign modi cation is the suppression of the Nyquist wavenumber (the sawtooth mode) by setting its amplitude to zero at each timestep 12] .
The addition of smoothing, either explicitly or implicitly, to ensure numerical stability will probably have little e ect on the large-scale motion of the interface since it is only the high modes that are damped. However, any smoothing can complicate the study of the e ects of surface tension because it dissipates energy in the high modes. Moreover, smoothing can introduce spurious behavior 22]. In contrast, surface tension causes rapid oscillation of the high modes so that information is dispersed along the interface. Since it is the dispersive in uence of surface tension that we wish to study, we seek stable numerical methods that capture the motion of all the discrete modes reliably.
Some studies of the numerical stability of boundary integral techniques have been conducted, 22, 24, 28, 12, 13, 18] . Roberts 28] explores the numerical stability of a method based on a vortex sheet representation. In this method, the singularity in the boundary integral is removed by subtraction of a suitable expression, and derivatives are obtained by di erentiation of the discrete Fourier series. He linearizes the semi-discrete equations about a at (or nearly so) vortex sheet, but calculates the Jacobian numerically through nite di erence approximations. The eigenvalues of the Jacobian give the growth rate for disturbances, and are obtained numerically. The results con rm that the method is spectrally accurate. The evolution of all modes with wavenumber less than the Nyquist frequency (the sawtooth mode) is calculated without spatial errors, at least in the linear regime. The di culty and the potential source of instability is the behavior of the saw-tooth mode. Roberts explicitly derives the linear equations describing the rate of change of the amplitudes of the sawtooth mode, and shows that it is the inadequate calculation of the velocity at the interface that leads to numerical instability. Roberts introduces additional quadrature points, located at the midpoints of the intervals, to increase the accuracy of the numerical integration and so gain numerical stability.
Beale, Hou, and Lowengrub 13] conduct a full analysis of another boundary integral method for water waves that is almost identical to the method of Roberts 28] . There are a few di erences between the methods: Roberts uses the Van the need for smoothing to control the growth of errors in the high modes especially for severely deformed surfaces, but Roberts is able to calculate breaking waves without smoothing. The comparison of the results is complicated by the fact that di erent initial conditions are used. Also, Roberts uses at most 32 markers, and the need for smoothing may be only apparent at higher resolution. However, methods based on the dipole sheet strength 8] do not appear to need smoothing during the computation of breaking waves even with high resolution.
In other work, Beale, Hou, and Lowengrub 12] study a slightly di erent class of boundary integral methods by linearization, but around an arbitrary smooth shape. They show that the more general linearized equations behave essentially like the equations linearized about a at vortex sheet. They discuss the consequences of di erent choices for numerical integration and di erentiation on numerical stability. They nd that almost all choices are unstable, especially to the growth of the sawtooth mode. By choosing spectrally accurate techniques and suppressing the sawtooth mode by setting its amplitude to zero at each timestep, they obtain a stable method. They apply this method to a preliminary study of the motion of a vortex sheet in the presence of surface tension. They use an adaptive fourth order Runge{Kutta method to advance the markers, but nd that the time step becomes prohibitively small in order to ensure stable integration in time of very small-scale capillary waves introduced by clustering of the markers.
A natural way to limit the wavelength of capillary waves in the calculations is to use markers equally spaced in arclength. This idea has been implemented in two di erent ways in boundary integral methods: Advance the markers as Lagrangian particles, then redistribute them 16, 3, 27] ; or use evolution equations that preserve equal spacing in arclength 35, 18] . By introducing the tangent angle, it is possible to write a set of evolution equations where surface tension e ects appear as a linear term 18]. Further, by using a small scale decomposition, it is possible to express the highly oscillatory motion of small-scale capillary waves as a linear system for the Fourier amplitudes plus nonlinear corrections that capture the slower motions. This allows a simple implicit method based on the Crank{Nicolson approximation for the linear terms and the Leap-Frog method for the nonlinear terms, which mitigates the strong stability constraint on the time step 18]. Unfortunately, modes near the sawtooth mode show spurious growth when the interface is signi cantly deformed and recourse to a high order spectral lter is needed to stabilize the calculations. Moore 24] has demonstrated that even if the linear growth factors for the numerical method are purely imaginary for high wavenumbers (nondissipative methods), spurious nonlinear resonances can occur if the dispersion relation deviates from the physical dispersion relation even if implicit methods are used.
In summary, previous studies of numerical stability for various boundary techniques applied to free surface ows have revealed that the sawtooth mode, and often modes near it, usually grows unstably. Various remedies have been found that prevent the unstable growth, but the ideas are based on mathematical modi cations to the methods. In this paper, we have sought methods that capture the physical behavior as closely as possible. In particular, we want a method that produces the correct linear dispersion for all the available modes in the numerical simulation, including the sawtooth mode. This means the method will be spectrally accurate and stable, provided the time integration is performed reliably. Further, we avoid potential instabilities (or inaccuracies) caused by unphysical nonlinear resonances. To achieve this, we conduct a linear stability analysis with a view to identifying how physical e ects are misrepresented by the discrete method.
From our linear analysis of numerical methods for the motion of a vortex sheet in the presence of surface tension e ects, we are able to identify the main cause for the growth of the sawtooth mode as the failure of the mesh to represent vorticity created (i.e. redistributed) by surface tension e ects. No vorticity is created at the peaks and valleys of the sawtooth mode but rather at their midpoints. This suggests the use of the midpoint rule for the numerical approximation to the boundary integral. Just like the alternate point quadrature 5], to which it has a simple connection in periodic geometry, the midpoint rule is spectrally accurate. While we do have to interpolate to locate the midpoints, we do not have to calculate the integrals with twice the number of points as suggested by Roberts 28] . Direct numerical simulations indicate that our method is stable also in the fully nonlinear regime: we do not use any smoothing process explicitly.
So far, we have discussed numerical stability of the semi-discrete system, that is, we have assumed that the time intergation of the resulting system of ordinary di erential equations is performed reliably. The di culty here is that the system allows rapid propagation of small-scale capillary waves. In other words, the Jacobian of the system has eigenvalues that are, or very close to, purely imaginary and large in magnitude. Consequently, very small time steps are needed to avoid unstable growth if explicit methods are used. Hou et. al. 18 ] consider this di culty as a symptom of sti ness. Strictly speaking, the system is not sti in the usual de nition 2] since it does not contain any rapidly decaying transients. They use the Crank{Nicolson method to relax the restriction on the time step, but there is another question, that of accuracy. Numerical stability ensures that the amplitudes of the Fourier modes will not grow, but it does not ensure that the phases are calculated accurately. Unlike the usual behavior of sti systems where small-scale modes decay rapidly and are no longer important in the calculation, small-scale oscillations disperse information and it is the accuracy of the method in representing this dispersion that a ects the overall accuracy in the results. In x4, we apply our method to the evolution of a vortex sheet in the presence of surface tension e ects with the usual initial condition. Our calculations con rm previous results 12] that show a rapid clustering of markers near the location where the vortex sheet without surface tension would form a singularity. However, the local spacing does not vanish, but remains very small, a behavior con rmed independently by Lowengrub (private communication). In the complex plane of the parametrization variable, a zero in the derivative of the location approaches closely to the real axis and induces the clustering of the markers. In addition, there is evidence 31] that a pair of 4=3 branch point singularities placed symmetrically on either side of the zero also approach the real axis closely. It is these singularities that may account for the sharp spikes in curvature and the vortex sheet strength observed by Hou, Lowengrub, and Shelley 18] . This behavior signi es one of the important di erences with the vortex sheet without surface tension which has a 3=2 branch point singularity that reaches the real axis in nite time. On the one hand, the clustering of markers associated with the close approach of a zero indicates important physical behavior, but on the other hand, it places markers in a region where high resolution is not needed. The vortex sheet strength of these markers is quite small.
The consequences for our numerical method are quite drastic. The small spacing requires an extremely small time step to satisfy the stability constraint. As in other calculations with Lagrangian methods, we are forced to redistribute the markers. Redistribution has been employed successfully in studies on the analytic structure of the contours in a vortex layer 11]. In that work, redistribution was based on the strength of the curvature, and was deemed accurate when the energy was essentially the same before and after redistribution. Clearly, redistribution can a ect accuracy and can be a smoothing in uence. To validate that redistribution does not lead to harmful e ects on the results, we have used equal arclength as the criterion for redistribution. This allows us to compare our results directly with the results of the method of Hou et. al. 18] . Pointwise comparison shows that the results for 512 markers agree to about 10 ?9 , and is about the level of accuracy for that resolution. We have experimented with other redistribution criteria, and found better ones than equal arclength, but we plan to publish those results later.
2. Equations of motion. We consider the two-dimensional motion of an interface separating two immiscible, incompressible and inviscid uids. The interface stretches periodically in either direction, and we choose the x-axis to be aligned with the mean level of the interface. We choose the length-scale so that the interface is 2 -periodic; thus we may parametrize the interface as the curve fC : z(e; t) = x(e; t)+i y(e; t); 0 e 2 g with the property z(e+2 ; t) = 2 +z(e; t). We assume that there is no initial vorticity in the uid ow away from the interface. Due to the presence of surface tension on the interface, vorticity will, in general, be created at the interface but not in the interior of the uid layers. The interface may be represented by a vortex sheet whose strength will be a ected by the presence of surface tension. We allow the uids above and below the interface to move with di erent horizontal speeds far from the interface. We select a frame of reference in which these horizontal speeds are U above and below the interface respectively. Consequently, the vortex sheet strength will have a mean value, 2U.
Since our interest is on the e ect of surface tension on the Kelvin{Helmholtz instability, we choose the densities of both uids to be the same constant value, , throughout the ow region. So the Atwood number 8, 26] is zero, and the e ect of gravity is absent.
We follow previous researchers 8, 26] in expressing the complex velocity potential, = + i , as a boundary integral involving the circulation variable, ?(e; t). The potential function is discontinuous across the interface. We denote its average value by so that along C we have 1 (e; t) = (e; t) + 0:5?(e; t) and 2 (e; t) = (e; t) ? 0:5?(e; t). We have introduced a subscript 1 or 2 to refer to quantities just below or above the interface respectively. The average complex velocity potential along the interface is given by (z(e; t)) = ((x(e; t); y(e; t))) + i (x(e; t); y(e; t))
(e 0 ; t) ln sin z(e; t) ? z(e 0 ; t) 2 de 0 :
Here we have introduced the unnormalized vortex sheet strength, (e; t) ? e (e; t) @? @e (e; t):
Kinematic considerations require points on the interface to move with the same normal component of velocity as the uid. Tangential components of the uids may jump on either side of the interface, so there is latitude in the speci cation of the tangential speed of points on the interface. Normally, the average speed is chosen, but there are situations where weighted averages are better 6, 7, 8] . In this work, we choose the average speed. Thus the velocity for each Lagrangian marker, labelled by e, on the interface, is given by di erentiating equation ( We gain further insight into some general properties of the motion by considering the consequences of perturbations to a perfectly at interface. When z(e; t) = e and ?(e; t) = 2Ue, the interface is at and comprises a steady-state solution to (2.3, 2.5).
Set
?(e; t) = 2U e + "?(e; t) ; (2.6a) x(e; t) = e + "x(e; t) ; (2.6b) y(e; t) = "ŷ(e; t) ;
where we regard " as a measure of the size of the perturbation. Note that we have already assumed a length scale of 2 in our formulation, and now we have scaled the perturbed circulation by 2U. The linearized system of di erential equations is obtained by expanding the right hand sides of (2. 
Since our interest is in periodic solutions, we may express the perturbed quantities in Fourier series with time-dependent amplitudes. For this system, the even and odd modes uncouple. For the even modes, there is a solution of the following form:
?(e; t) = A 1 (t) cos(ke) ; (2.8a The eigenvalues contain important information since they give the growth rates for the perturbation. In the absence of surface tension, T = 0, we have = Uk. The modes with highest k, or smallest wavelength, grow the fastest. This leads to ill-posed motion and in the full nonlinear behavior causes a curvature singularity to form in nite time. However, the presence of surface tension ensures that the high modes have only imaginary growth rates; the modes merely oscillate. The linearly stable modes are identi ed by k k c = 2 U 2 =T. The di culty is in understanding the consequences of the presence of surface tension on the full nonlinear behavior. At this stage, numerical methods which follow the motion reliably are needed to gain insight into the possible nonlinear behavior. In particular, numerical methods must capture the salient features of the growth rates (2.12b).
3. Several Numerical Methods. We study various semi-discrete equations that arise from di erent spatial discretizations of the initial value problem in (2.3, 2.5). Clearly, we need discrete approximations to the boundary integrals and to derivatives. We shall show that both approximations must be chosen carefully to avoid numerical instabilities. In particular, certain choices for numerical integration lead to unstable methods independently of the choice for numerical di erentiation. We start by describing several standard approaches to approximating spatial derivatives of periodic functions. Of course, we may use central di erences, but there are two methods for numerical di erentiation that are particularly well-suited to periodic functions. One is based on the use of the Fast Fourier Transform, the other uses spline interpolation 1]. Let f j represent the value of the discrete approximation at the mesh point jh, where h = 2 =N is the uniform spacing when N points are used to subdivide the 2 -periodic interval. In particular, the interface is represented by (x j (t); y j (t)) and the circulation by ? j (t). We shall use e j = jh for convenience of notation, and we shall drop explicit reference to the dependency on time, except where important. We introduce the notation, Df j , to represent the process whereby the numerical approximation to the derivative is performed. Furthermore we shall denote the procedure based on second order central di erences by D f f j , on the Fast Fourier Transforms by D F f j , and on splines (assumed cubic unless stated otherwise) by D s f j . These operators may be used to generate approximations to derivatives evaluated at e j . In particular, (y e ) j = Dy j :
The functions x j and ? j are not periodic. Therefore to compute their spatial derivatives via Fourier transforms or cubic splines we use (cf. equations (2.6a, 2.6b)):
(x e ) j = D(x j ? e j ) + 1 ; (? e ) j = D(? j ? 2Ue j ) + 2U :
There are various ways that approximations to second derivatives can be constructed. One way that is used in boundary integral techniques is to apply the derivative operator D to the results for the rst derivative 8, 26] . Thus, (x ee ) j = D(x e ) j ; (3.1a) (y ee ) j = D(y e ) j :
When using cubic splines this procedure retains O(h 4 ) accuracy for the second derivatives 30], but, as we shall show, it can cause numerical instability in the motion of the vortex sheet. We now establish some important properties of these discrete approximations to the derivatives that play a crucial role in the stability characteristics of methods that we shall consider. We note that the e ect of an approximation on a typical discrete Fourier mode is given by D exp(ike j ) = ik exp(ike j ) E(kh) ; where E(kh) represents the error factor for the method. If E(kh) = 1, the method is exact, so deviations from 1 indicate the error. As a simple example, the second order central di erence approximation for the rst derivative gives D f exp(ike j ) = exp(ik(j + 1)h) ? exp(ik(j ? 1) by the factor ?k 2 , and nally a return to physical data by a Fourier transform. In this case F F = 1. The key property is that the second derivative of (?1) j will be ?N 2 (?1) j =4. Whereas in the method of iterated derivatives, the rst derivative of (?1) j gives 0 at the mesh points, so subsequent di erentiation continues to give 0 at the mesh points: F is ( ) = F iF ( ) = 0.
We may now write a generic form for the approximation of (2.5):
d? j dt = T K j = T (x e ) j (y ee ) j ? (x ee ) j (y e ) j ((x e ) 2 j + (y e ) 2 j ) 3=2 ; (3.5) where speci c choices for the approximate derivatives lead to di erent methods. In preparation for a linearized stability analysis, we assume (cf. 2.6) ? j (t) = 2U (e j + " ? " j (t)) ; (3.6a) x j (t) = e j + " x " j (t) ; (3.6b) y j (t) = " y " j (t) :
To O("), (3.5) Notice that m+1=2 also must be known at the half-points. We shall show later that interpolation of (? e ) j leads to instability, so instead (3.5) is used at the half-points. Details will be given later.
The O(") version of (3.10) is:
dx " j dt = ? Uh We are now in a position where we can consider several di erent methods obtained by combining the above approximations of (2.3) with choices for the approximations to derivatives. We will employ a linearized stability analysis to determine which methods are unstable.
Method I. The obvious extension of the point vortex method, (3.8) with P = 0, is obtained by simply adding (3.5); see 27] for example. By taking advantage of the de nition for the error factor in the various approximations to the derivatives, we may conduct the linear stability analysis without specifying the approximations to the derivatives until the end.
The linearized equations for this method are given by (3.7) and (3.9) with P = 0.
Fortunately, the eigenvectors for this linear system are the discrete analogue of the continuous case (2.8). In particular, we set ? " j (t) = A 1 (t) cos(ke j ) ; (3.13a) x " j (t) = A 2 (t) cos(ke j ) ; (3.13b) y " j (t) = A 3 (t) cos(ke j ) ; (3.13c) with 0 k N=2. The case for odd modes can be considered separately. This decomposition for the solution to the linearized equations is possible because the discrete sums in (3.9) are actually discrete approximations to the integrals (2.9). By using the results ( We have written the results in analogy with how we treat the errors in the approximations to derivatives, namely, we express the result for the discrete sum as the exact result for the integral multiplied by an error factor. Note in particular that the error is O(h).
The system of equations for the evolution of the amplitudes A j has the same form as (2.10), except that the entries are modi ed by the error factors introduced by the discretization: It is easy to verify that (3.16b) holds for the full range 0 k N=2, where the eigenvectors for k = 0 are just independent, uniform constants for each of the unkowns. By considering odd modes, sin(ke j ), for 0 < k < N=2, we nd the same relation (3.16b). There are 3(N=2 + 1) even modes, and 3(N=2 ?1) odd modes. The even and odd modes together complete the description of all the independent solutions to (3.7, 3.9) with P = 0. The advantage of our choice of notation now becomes clear. By comparing (3.15) with (2.10), we can see immediately which discrete approximations are introducing the most severe errors and also their impact on numerical stability.
As h ! 0, the growth rates (3.16b) converge to (2.12b) with O(h). However, it is the numerical stability of the method that we are most interested in. Since J > 0 for all 0 k N=2, the term in (3.16b) associated with the Kelvin{Helmholtz instability is always present. On the other hand, since I( ) = 0, the surface tension term is missed when k = N=2. In fact, (N=2) = UkJ( ), and so there is an eigenvector which will always grow. This result is independent of E or F, that is, independent of the choice for numerical di erentiation. We show the real and imaginary parts of in Fig. 3 .1 when numerical di erentiation is based on the use of Fast Fourier Transforms; E = E f , F = 1. We set T = 0:125, = 1 and U = 1=2 so that all modes with k 4 should be stable; see (2.12b). We choose N = 32 to illustrate the salient features of (3.16b). Clearly, the mode at N=2 = 16 is unstable. The choice for numerical di erentiation can a ect how broad a band of modes near N=2 will be unstable. For example, we also show in Fig. 3 .1 the e ect on the eigenvalues when iterated cubic splines are used to approximate derivatives; E = E s , F = E 2 s . Modes 12 k 16 are all unstable. Since E s (kh) also vanishes at kh = , the second term in the argument of the square root in (3.16b) vanishes even more quickly as kh ! , leading to more modes being unstable.
Since the origin of the instability is in the factor I(kh), it is natural to consider more accurate numerical treatments of the integrals.
Method II. Pullin 26] uses (3.5) and the spectrally accurate quadrature (3.8)
(with P = 1). Although Pullin uses iterated cubic splines for approximations to derivatives, we will consider alternatives. By considering eigenvectors as in (3.13) and by using (3.14), we are led to a system of the same form as On the other hand, if Pullin had used spectral methods for numerical di erentiation, thenĨ(kh)Ẽ(kh) = 1, F(kh) = 1, andJ(kh) = 1, and the method produces the exact relation (2.12b) over the full range 0 k N=2. This method has the following slight disadvantage. Since the Van de Vooren correction term contains a second derivative of ?, which in turn is created with a second derivative of z, the method essentially requires a fourth derivative of z. All the other methods we consider require only a third derivative of z.
As pointed out in previous work 28, 12] and con rmed by our analysis of the two previous methods, it is the saw-tooth mode, k = N=2 that causes di culties in numerical stability. Others have sought ways to prevent the spurious growth of the sawtooth mode. Here we describe why the true physical behavior is missed by the usual choice of meshes, even for spectrally accurate methods. Consider y = cos(Nx=2). This mode has its peaks and valleys at x = e j . This is also where the curvature reaches its maximum absolute value. To treat this mode properly, numerical di erentiation must evaluate the curvature accurately. Any iterative procedure which uses the derivative of the derivative will fail -see comments before (3.5); the curvature will be evaluated as zero. On the other, taking the second derivative of the Fourier series in the usual way leads to F F ( ) = 1, the exact result. When the curvature is calculated exactly, the circulation will be created (2.5) exactly, and it is the right amount of circulation that is needed to prevent growth in the amplitude of this mode. There is still another consideration: will the velocity of the markers be calculated correctly with the newly created circulation. It is the derivative of the circulation variable, namely the vortex sheet strength that appears in the Biot{Savart integral for the velocity (2.3). Since the created circulation will have the exact form cos(Nx=2), its derivative will vanish at x = e j . This fact must be taken into account in the numerical evaluation of the Biot{Savart integral. For instance, the correct velocity will not be computed if the point vortex method or the alternate point quadrature are used, a fact noted in 12]. In Pullin's method 26], the Van de Vooren correction contains the second derivative of the circulation, and the correction will calculate the correct motion of the saw-tooth mode provided the second derivative of the circulation is calculated properly. Roberts 28] suggests the use of twice as many points to evaluate the integral by interpolating the vortex sheet location and strength at the midpoints. This approach succeeds because the newly created vortex sheet strength has its maximum absolute values at the midpoints.
Method III. This method is based on the observation that the vortex sheet strength for the saw-tooth mode created by surface tension has its peaks in absolute strength at the half-points of the mesh. While we advance the interface's position z(e; t) at mesh points e j = jh we update the sheet strength (e; t) at the intermediate mesh points e j+1=2 = (j + 1=2)h. Thus we use (3.10), together with d j+1=2 dt = T (K e ) j+1=2 : (3.18) To ensure the correct treatment of the sawtooth mode, the Fourier derivative and interpolation of the curvature K(e j ; t) must be done at the same time. If this is not done, then the in uence of the saw-tooth mode will be lost for the following reason.
The curvature of the saw-tooth mode will be non-zero at the mesh points, but its derivative will vanish. If interpolation of the derivative is applied subsequently, it will give a vanishing contribution at the half-points. Instead we proceed as follows.
First, the derivatives of x and y are obtained at the mesh-points by spectral means. (3.20a) x " j = A 2 (t) cos(jkh) ; (3.20b) y " j = A 3 (t) cos(jkh) ; (3.20c) and substitute into the linearized version of (3. The eigenvalues for (3.22) agree exactly with (2.12b). Now we consider the mode k = N=2. From spectral approximations to the second derivative, we get K j = ? (N=2) 2 A 3 (?1) j . By application of (3.19), (K e ) j+1=2 = (N=2) 3 A 3 (?1) j . This last step is the crucial one that ensures we obtain the identical system (3.22) for the amplitudes of the saw-tooth mode. Note that the results for both sums in (3.21) are valid for kh = .
We provide a summary of the results in this section in Table 3 .1. The columns represent the three di erent numerical integrations of the Biot{Savart integral, and the rows represent the three di erent methods for calculating the second derivative. The general form for the results of the linear study are given by (3.16, 3.17) . Since J(kh) 6 = 0, we must have the product I(kh) E(kh) F(kh) 6 = 0. First, the factor F(kh) is associated with the calculation of the curvature. If the second derivative is calculated as the iteration of a derivative of a derivative, F( ) = 0 and the method will always be unstable; hence the unstable entries in the middle row. Next, the factor I(kh) E(kh) represents two sources of error in the numerical integration of the Biot{ Savart integral: the di erentiation of the circulation to form the vortex sheet strength; and the numerical quadrature. The derivative of the sawtooth mode in the circulation will vanish at the markers, causing instability since I( ) E( ) = 0. On the other hand, if the Van de Vooren correction is used or the integration is performed using midpoints then the methods can be stable. In the Van de Vooren method, the second derivative of the circulation in the correction term must not vanish, in particular, for the sawtooth mode. In the midpoint approach, it is necessary to di erentiate and interpolate the circulation at the midpoints simultaneously. Only two of the methods are stable and provide spectral accuracy for the full range of discrete modes, and we have selected the midpoint integration for further study since it does not require the second derivative of the circulation. Another popular method for the evaluation of the boundary integrals is the alternate point quadrature 5]. It has been shown to lead to linear instability 12]; since only every other point is used, a sawtooth pattern in the vortex sheet strength appears as a constant value giving a vanishing contribution to the velocity. In addition, the vortex sheet strength created by the sawtooth mode in the interface location vanishes at the markers as described above, contributing further to the mistreatment of the physical behavior of the sawtooth mode. The remedy employed 12] is to set the amplitude of the sawtooth mode to zero at each timestep, and this simple \ ltering" works satisfactorily even though the dispersion relation is not correctly represented at the high end. A disadvantage is that the alternate point quadrature is less accurate than the midpoint rule | the integration is performed over twice the spacing. 4 . Numerical Results. In this section, we verify the results of our linear analysis of the previous section by direct numerical simulation. Codes were written and tested for all three methods to advance the markers representing the interface by a fourth-order Adams-Moulton predictor-corrector scheme (P(EC)E). We include several diagnostics in our calculations to help con rm the accuracy of the results. We compute the same quantities as Pullin 26] . Conservation of mass is observed by computing the total mass ux , across the interface, is computed with spectral accuracy by using the alternate point trapezoidal rule. In the expression above Re denotes the real part. Note that the kinetic energy for the unperturbed at shear ow is in nite. However the perturbed kinetic energy of the disturbed ow about the steady-state, evaluated over one period, is nite. Our rst set of calculations are done to con rm our linear analysis. We choose the initial conditions, ? j = 2U(e j ? " sin e j ) ; (4.6a) z j = e j : (4.6b) We set the physical parameters, T = 0:125, U = ?0:5, = 1, and take a very small initial amplitude, " = 0:00001. Our choice of physical parameters means that k c = 4 marks the transition from growing modes to oscillatory modes. We take N = 128, not for accuracy requirements, but to see a large part of the Fourier spectrum. A far smaller value of N is adequate for accuracy. We take the time step for the predictorcorrector to be 0.001 which ensures the numerical stability of the highly oscillatory modes, in the range of time that we perform the calculations.
In Fig. 4 .1, we show the evolution of the interface as calculated by Method I with spectral derivatives, and we show the Fourier spectrum. The emergence of the sawtooth mode is clearly visible. The results are in perfect agreement with linear theory.
In particular, the growth rate for the saw-tooth mode, k = 64, is given by (3.16b) as 16. The growth rate as measured in Fig. 4 .1 agrees very well with this prediction.
Note that the initial amplitude for k = 64 is determined by round-o errors.
In Fig. 4.2 , we show the corresponding results when Method II is used with iterated splines as the basis for numerical di erentiation. Now we nd a broader band of unstable modes, in complete agreement with (3.17); see Fig. 3.1 . Once again the growth rates agree very well with those predicted by linear analysis. Recall that this is the procedure Pullin 26] used.
In contrast, had Pullin used spectral evaluation of the derivatives, he would have found a stable method. We show the results for this case in Fig. 4.3 . There is no appearance of the saw-tooth mode. The amplitudes of the modes in the high part of the Fourier spectrum remain at round-o levels. To test the method in the nonlinear regime, we set " = 0:1, so that nonlinear e ects soon become important in the motion.
We show the results in Fig. 4.4 . The time step has been reduced to 0.0005. By running the code for a longer time, we see that the motion has entered into a nonlinear regime. From the pro le of the Fourier coe cients we see that more and more modes become activated as the motion becomes nonlinear, but that the highest modes remain at the level of round-o until time 4.4. Even after that, the modes grow in a well controlled fashion. We conclude that method is stable, even in the nonlinear regime. During the run, the numerically calculated energy has a relative error of 10 ?9 all the way up to 4.6, but the spatial resolution begins to deteriorate after that. The relative error in the energy drops to 10 ?6 at 4.8. Mass is conserved ( 10 ?11 ) and the mean interfacial level remains at zero ( y 10 ?11 ).
The results for Method III are identical to those of the modi ed Method II. We emphasize that the methods are substantially di erent, so their agreement is further evidence of the accuracy in the results. For the modi ed Method II and Method III, the amplitude of the saw-tooth mode remains at round-o .
To substantiate our claim that the instabilities seen in typical free-surface codes can be understood from our linear analysis, we run Method II as implemented by Pullin 26] with the initial condition, x j = e j + U 2 " sin e j ; (4.7a) y j = ? U" sin e j ; (4.7b) ? j = 2U(e j + T 2 " sin e j ) : In our next series of tests, we choose T = 6, = 1, and U = 1 so that all modes should be stable according to linear theory (2.12). In particular, we use Method III, and nd that it produces the linear results for small " in the initial condition (4.7). So we concentrate on an initial amplitude " = 0:35 to show the e ects of nonlinearity.
Linear theory predicts a single mode oscillating with period 4:44. In Fig. 4 .6, we show a sequence of pro les of the interfacial location, starting at time 3:44 and ending at 5:44. We have selected this range in time in an attempt to illustrate the irregular wobble that quickly develops in the motion of the interface. The motion is no longer strictly periodic. For these results, N = 64 and the time step is 0:002.
In Fig. 4 .7, we show the temporal behavior of the absolute value of the amplitudes of a selection of Fourier modes. Note that " is large enough that several Fourier modes are produced very quickly by nonlinear interactions. Although we ran the calculation until t = 48:0, we show their behavior until t = 16:0 so that some of the ne detail in their behavior is visible: the pattern continues much the same. The amplitudes grow rapidly initially, then appear to settle around some mean value, but superimposed with an irregular, and possibly chaotic behavior. Curiously, the amplitudes of the higher wavenumbers show some cohesion in their absolute values with a clearly discernible synchronization. In Fig. 4 .8, we show how the Fourier spectrum adjusts very rapidly to a pro le that appears to be in statistical equilibrium. We show the spectrum at t = 0:0 and t = 0:8, and then in increments of 0.8 from t = 39:2 to t = 48:0. The emergence of an \equilibrium" pro le in the spectrum is of great mathematical and physical interest. We plan to use our codes to understand this phenomenon better. For our present purposes, the results again demonstrate the nonlinear stability of our method. There is no indication of aliasing errors as observed in Hou et. al. 18] .
As a nal test, we set U = ?0:5, = 1, T = 1=12, and start with (4.6). The initial amplitude is " = =20. This choice corresponds to a case considered before 27]. We start with N = 64 markers and a time step of 0.001, and stop at t = 2:5 when the amplitude of the modes near N=2 = 32 are just beginning to rise above round-o levels. We double the number of points to N = 128 using Fourier interpolation, and continue the calculations with a time step of 0.0005 until t = 3:2, when we double the number of points again. Continuing further with a time step of 0.0001, we reach t = 3:4 where we double the number of points for the last time. We run until t = 3:55 with a timestep of 0.0001, then decrease the timestep to 0.000025 until t = 3:65, and nally decrease the timestep to 0.00001 until we reach t = 3:73. The timesteps are decreased to satisfy the stability constraint which becomes more severe as the markers accumulate. We show the pro le at t = 3:73 in Fig. 4.9(a) . The interface has just begun to fold over. What the pro le does not show is the rapid accumulation of markers near x = , y = 0. The local spacing has decreased by a factor of about 20. We note in passing that an examination of the Fourier spectra of x(e) and y(e) shows no evidence of instability associated with aliasing errors as observed by Hou et. al. 18] . We do observe an increase in the levels of round-o as the markers become very close.
There are two immediate consequences of this behavior. First, it raises the possibility that s e ( ) might vanish in nite time. This would indicate a failure in the parametrization. Recall that it is at this point e = that the vortex sheet without surface tension forms a singularity. Instead of a branch point singularity in the complex e-plane approaching the real axis, we observe a zero in z e coming very close.
Clearly this zero is related to the in uence of the surface tension, and so is a matter of great interest. Second, the close spacing of the markers introduces a much higher e ective wavenumber, placing strong constraints on the size of the time step in the explicit method we use. The same phenomenon was observed by Beale et. al. 12] , and motivated the subsequent development of an implicit method 18] to avoid the severe timestep constraint.
We assume for the moment that the close spacing of markers near e = is not necessary for accurate calculations of the interface. Then, we adopt the standard approach to facing di culties in the adverse location of Lagrangian markers by redistributing the markers occasionally. Naturally questions about the in uence of redistribution on the accuracy of the calculations must be faced. To this end, we choose to redistribute the markers based on the criterion of equal arclength because we can compare our results directly with results from the method of Hou et. al . 18] . Details of the redistribution method are presented in the Appendix. We describe the redistribution process in some generality, and we have tried other criteria besides equal spacing in arclength. Some of our other choices appear superior, but we wish to provide here convincing evidence that redistribution can be used e ectively. Comparison with the results of an independent method allow us to do that. The timestep errors prove to be the dominant contribution. Because of the length of time of the computer runs, we picked N = 512, and ran the code with three di erent timesteps, t = 0:002; 0:001; 0:0005. By assuming the form f t = f + C ( t) 2 , we use consecutive pairs of data to determine C. We nd consistent values for C, con rming that the method is second order as expected. In time, C varies from small values until about t = 3:5 when it reaches about 3, and stays at that value for the rest of the calculation. For t = 0:0005, the time step error is about 10 ?6 , which is too large for comparison with our fourth order method. To obtain a target accuracy of about 10 ?10 , we need a timestep of order 10 ?5 . Instead, we extrapolate the data from the runs with t = 0:001; 0:0005 and obtain results we believe are accurate to about 10 ?9 from a comparison with the extrapolated results using t = 0:002; 0:001. While not completely satisfactory, we use these results as the \exact" solution by which we compare the results of our method using redistribution.
To generate the results of our method with redistribution, we use the following procedure. We select a range in time, and increase the frequency of redistribution until the change in computed energy before and after redistribution is comparable to the level of accuracy in the computed energy. In Fig. 4 .10, we show the variation in the computed energy from the time t = 3:6 when redistribution is started. The values of the energy before and after redistribution are given at each time redistribution is done. In many cases the values are so close that they cannot be distinguished. We connect the points by straight lines for each set of data corresponding to di erent spatial resolution. For N = 128 and N = 256, the e ects of redistribution can be seen in the slight jumps in the values of the computed energy, but for N = 512, the data fall on an almost perfect horizontal line. The frequency of redistribution is highest during the range 3:6 t 4:5 when the change in the pro le is most rapid, and then decreases substantially as the motion of the interface appears to slow down. We do not attempt to automate the selection of the time interval in which we check the frequency of redistribution, but instead choose 0.5 as a typical interval, and increase it to 1.0 for later times as the frequency of redistribution decreases. By doubling or halving, we vary the timestep until we nd a value close to the stability limit for which the results are numerically stable. For N = 128, we use a timestep of 0.005 in 3:6 t 5:0, and 0.01 in 5:0 t 9:42. A nal step with 0.005 is done to obtain the pro le at t = 9:425 3 , which corresponds directly to the middle graph (W = 0:17) in Figure 9a We show the pro le for the nest resolution in our calculations in Fig. 4.9(b) . While the general form of a doubly branched spiral is the same as in 27], there are di erences in detail. Evident on the arms of the spiral are oscillations in the location of the interface (also observed in 18]), which do not appear in the results in 27]. We believe that the failure in detailed comparison with 27] is due to their lack of adequate resolution and/or their redistribution of points at every time step which has accumulated errors over the course of their time integration. We emphasize that their redistribution uses linear interpolation, which has been shown to introduce smoothing e ects 22], whereas we use redistribution only when needed and with spectral accuracy.
To check that the in uence of redistribution has not destroyed the accuracy in our calculations, we compare our results with the \exact" solution we obtain by using the method of Hou et. al. 18] . In Fig. 4 .11, we show the maximum error as a function of time, where error is the absolute value of the pointwise di erence between our results and the \exact" solution. First, notice the dramatic improvement in accuracy as the spatial resolution is increased | this is typical of spectral accuracy. There is a very slow degradation in accuracy in time for N = 128; 256, but it appears to be the normal response of loss of resolution rather than any adverse e ects associated with redistribution. For N = 512, we cannot be sure that the \exact" solution we obtain from the method of Hou et. al. 18 ] is any more accurate than our own results, but clearly there is substantial agreement. Since the pointwise errors and the errors in the perturbed energy are almost the same for N = 128 and N = 256, it seems reasonable to estimate the error in our results for N = 512 to be O(10 ?10 ), which is more accurate than the "exact" solution we obtain from the method of Hou et. al, 18] . However, the point we wish to make here is simply that redistribution has not contaminated the accuracy in our results.
During these calculations we observe no evidence of the instability associated with aliasing errors that a ects the method of Hou et. al. 18] . Perhaps the process of redistribution, which has a slight smoothing e ect, is su cient to suppress the instability. To examine this possibility, we conduct two runs: Both runs start with the equal arclength representation of the vortex sheet at t = 6:0 with 512 points and advance with a time step of 0:001. The rst run is with the method of Hou et. al.
18] but without the spectral lter. By the time t = 7:0, a relatively broad peak at the high end of the Fourier spectrum, the signature of the aliasing instability, is quite prominent. The second run is with our method without redistribution, and we see no evidence of instability. At t = 7:0, the Fourier spectra remains essentially monotonic.
Of course, we cannot rule out entirely the possibility of instability in our method due to aliasing errors that might only be apparent under di erent circumstances.
We close with a few observations. It is relatively easy to design methods that are spectrally accurate formally, but there is still more to consider in obtaining reliable results. We delay for the moment the importance of the method of time integration, and concentrate on the issue of spatial resolution. As we have seen, and observed previously 12], the usual Lagrangian motion of the markers leads to an accumulation. While revealing some important physical information, it draws markers away from other important regions where the curvature or the vortex sheet strength show strong variation. Ideally, the distribution of markers should give the important physical features and no more. It remains an open question as to what constitutes an optimal distribution of markers, and the question is important because the dominant contribution to the cost is the numerical evaluation of the boundary integrals. In this paper, we have used equal arclength as the criterion for redistribution, but it is clearly not optimal. It has allowed us, however, to con rm that Lagrangian motion with ocassional redistribution can be used successfully. We have found better success with other redistribution criteria, but the matter is still under investigation.
Suppose that we have a distribution of markers that is optimal or nearly optimal. By that, we suppose the important physical features are properly resolved. Next, we must be able to advance the interface with some desired accuracy. If the spatial resolution reveals small length scales of physical importance, then it is very likely that the timestep associated with the capillary motion of those length scales will be the determining factor in choosing a timestep. Under these conditions, it is the order of the method and its ability to match the phase speed of the capillary waves that is important. For a semi-discrete system that is numerically stable, the selection of a timestep based on the need for accuracy ensures that the calculation will also be stable. For example, the timestep we used in the explicit predictor-corrector method is small enough for the motion of the smallest capillary waves in our spatial resolution to be calculated accurately and stably. If the spatial distribution of markers is not nearly optimal for a well-resolved interface, then there will be regions where there are far more markers than necessary. The spacing between these markers will demand unnecessarily small timestep in an explicit method. An A-stable method for time integration, such as the Crank{Nicolson method, will have the great advantage of not being bounded by a timestep constraint to resolve the motion of capillary waves on unimportant length scales. It is also far easier to achieve moderate accuracy by an implicit method, such as the method of Hou et. al . 18] . The timestep constraint in our explicit method ensures a high accuracy that may be unnecessary. Note that we assume both e; p lie in 0; 2 ]. We may determine a Fourier series representation for s e from the Fourier series of x(e) and y(e). The integrals in (A.1,A.2) may then by performed analytically. We use Newton's method to nd values of e = e j corresponding to p = jh, where h is the desired spacing. Subsequently, we use Fourier interpolation to obtain the new markers on the interface (x( e j ); y( e j )), and the new vortex sheet strength. Note that the vortex sheet strength must be normalized as (jh) = ( e j )=p e ( e j ).
