Abstract-Boolean functions are very important cryptographic primitives in stream or block ciphers. In order to be useful for cryptographic applications, these functions should satisfy some properties like high algebraic degree, high non linearity or being correlation immune. Since for most of the cryptographic criteria presented in the literature there is no complete characterization of the set of functions that optimally satisfy any of them, the possibility of finding an enumerative encoding of any such class of functions is extremely hard.
I. INTRODUCTION Finding an enumerative encoding
of subclasses of Boolean functions with cryptographic applications has been a very difficult challenge. In this setting, an index is given to each object of the class. The goal is to efficiently retrieve the object with a given index, or return the index of a given object in the class. This is in general a very difficult problem, because we want to do it in an efficient way. Since in our problem we have to manipulate an astronomical number of objects (in the order of 10 68 ), we have to know their combinatorial structure. Enumerative encoding, leads naturally to a random generation algorithm with uniform probability. It is only necessary to uniformly choose a random number between 1 and the size of the combinatorial class as an index, and then use the (deterministic) enumerative encoding algorithm to retrieve the object that corresponds to this index. Finding a complete combinatorial characterization for these classes of functions is a first step towards finding such an encoding. In this paper we present an enumerative encoding of 1-correlation immune and 1-resilient Boolean functions.
The first results in the literature study an easier problem: the counting of first-order correlation-immune functions. They concentrate on presenting lower bounds (see [14] , [20] , [16] , [13] ), where the authors build and count restricted classes of such functions. Several constructions of correlation immune and resilient functions are presented in Carlet's survey [6] . In [17] Schneider presents an algorithm to construct k-order correlation-immune functions by affecting successively valuations on the variables and then eliminating some valuations when a contradiction occurred. However none of these constructions gives any insight about the combinatorial structure of these classes of functions. The number of k-resilient functions produced by a generalization of the MaioranaMcFarland's construction [4] is the largest class built in [6] , but this number is negligible with respect to the total number of k-resilient functions with n variables, that has been asymptotically calculated in [1] (for k = 1) and [5] with "k being increasing with n within generous limits". We have to keep in mind that the total number of Boolean functions with 8 variables is approximately 1.15 × 10 77 , larger than the estimated number of atoms in the universe! It is then unfeasible to find 1-correlation immune or 1-resilient functions with large number of variables by a trial and error method.
In [12] Le Bars and Viola present an innovative recursive decomposition of correlation immune functions of order 1, that leads to a bottom-up approach to count and enumerate all 1-resilient functions on n variables. The approach, called the method of classes, is based on defining a partition of all Boolean functions into equivalent classes (called correlation classes) and work with these classes and not with the Boolean functions themselves. It is important to notice that this method allows the counting and enumeration of all the correlation classes, not only those of the correlation immune functions. This combinatorial characterization is the starting point for the enumerative encoding presented in this paper.
II. THE METHOD OF CLASSES
In this section we present the core of the methodology introduced in [12] . We may view the truth table of a Boolean function f n (x 1 , . . . , x n ) as a binary string of length 2 n . When n > 1, it can be decomposed as the concatenation of two Boolean functions f 0 n−1 and f 1 n−1 on n − 1 variables, where f i n−1 is f n conditioned to x n = i. We define the operator ⋆ to specify this unique decomposition, and so we denote f n = f 0 n−1 ⋆ f 1 n−1 . The operator ⋆ can be applied recursively until obtaining the concatenation of 2 n−1 Boolean functions with 1 variable. This decomposition can be described by a complete binary tree of depth n − 1 where f n is the root and the 2 n−1 functions with 1 variable are the leaves. This method is originated in the work of Shannon [18] where he proposed the idea of expansions of Boolean functions. This idea was later used by Bryant [2] , [3] to present an efficient data structure and algorithms for the representation of sets and relations, called Ordered Binary Decision Diagrams (OBDD).
Let us denote by w H (f n ) the Hamming weight (the number of 1's) of the word f n . The function f n is balanced when w H (f n ) = 2 n−1 . Let ε ∈ {0, 1}, we denote by f n | xi=ε the restriction of f n conditioned to the valuation
Definition 1: Let f n of Hamming weight 2m. Then, f n is first-order correlation-immune when, for any i ∈ {1, . . . , n}, δ i (f n ) = 0. A Boolean function is 1-resilient if it is balanced and first-order correlation-immune.
Definition 2: Two functions with n variables f n and g n will be called equivalent if they satisfy the relation
In this setting, we say that f n is in the (first-order) correlation
Let Ω m n = {ω | ∃f n Ω(f n ) = ω and w H (f n ) = m} and Ω n = n−1 , 0, . . . , 0 . The following theorem is the most important methodological contribution in [12] . It gives a recursive construction of correlation classes.
The class ω = ω 0 ⋆ ω 1 contains the functions f n that satisfy
The following Decomposition theorem and its corollary to count the number of functions in each class, are the basis for a recursive construction of a dictionary of correlation classes with their respective cardinalities.
Corollary 1: (Counting) Let ω ∈ Ω n , and |ω| its cardinality. Then |ω| =
III. SUMMARY OF RESULTS
The methodological contributions of [12] are the fact that the correlation classes partition all the Boolean functions with n variables in equivalence classes. In addition, it is shown that every correlation class of functions with n − 2 variables in needed to construct the class of correlation immune functions with n variables. Based on this methodology, efficient algorithms are presented to create a dictionary of all the correlation classes with n variables, with their respective cardinalities. Since there is a combinatorial explosion of the number of classes when n increases, equivalent relations among classes are defined, leading to a canonical representation of classes called normal classes. The normal classes capture the natural bijections between Boolean functions that are found by renaming of variables (permutations and complement) [19] . A class is said to be
Each function in a class ω is in bijection with a function in its normal class N (ω). We have actually calculated and stored in a file all the normal classes up to 6 variables, the balanced normal classes of 7 variables and the 1-resilient class of 8 variables. This dictionary is the basis to present efficient algorithms to do an enumerative encoding of all correlation classes stored. It is important to notice that this counting process is done only once, since all correlation classes with their cardinalities are stored in a binary file. Every time a set of correlation immune functions needs to be generated, this binary file is read into main memory and a dictionary of correlation classes with their cardinality is built. This is a very fast process. It follows that, with the use of this dictionary, the algorithms to do random generation of functions in correlation classes (that will be used several times) are very efficient.
Based on the work made in [12] , we present in this paper fast algorithms to do enumerative encoding of correlation classes. Efficient implementations of these algorithms have lead to randomly generate 1-resilient functions with 8 variables in less than 30 seconds using a desktop computer! To our knowledge, this is the first enumerative encoding of a subclass of BF n (the class of Boolean functions with n variables) defined by a cryptographic property.
We consider two operators over correlations classes with the following specification: let ω be a correlation class, Retrieve[ω] and Rank[ω] are two functions which satisfy: In this setting, Retrieve and Rank will denote operators of functions with this specification and RETRIEVE and RANK will denote the algorithms which achieve this specification.
Our approach to do the enumerative encoding, based on recursive decompositions, is called the recursive method in [15] , [10] , [9] . This general method, can be applied each time we can partition all objects of size n into equivalence classes, and then have a recursive decomposition of these classes in classes with elements of size less than n. As a consequence, each time we have this partition/decomposition property we may do enumerative encoding of the classes. However the main challenge consists in finding efficient algorithms to do this encoding. This is the main contribution of this paper.
The algorithms based on the method of classes use the dictionary of all pairs (class, cardinality) generated by the counting algorithms. As it is shown in Figure 1 , the main limitation of this method is the large amount of memory needed to implement these algorithms. This limitation is originated by the combinatorial explosion of the number of classes. The use of normal classes is a key factor to reduce the memory used to store this dictionary. Moreover, the generation algorithms need to store all the decompositions (ω 0 , ω 1 ) of each class ω. Consequently, another key component in the implementation of the algorithms, is the dynamic creation of these decomposition tables, instead of having them preprocessed into main memory.
IV. ENUMERATION AND RANDOM GENERATION

A. The computational tree of a class
The computational tree of a class describes the set of possible outcomes of executing Retrieve[ω] and Rank[ω].
It contains, as Figure 2 shows, all the class decompositions that a given correlation class has. Each node of the tree, can have different labels, depending on the algorithm we want to represent. The computational tree of a class contains three types of nodes:
• Rectangular node (class node): it represents a class ω and its children are all the pairs (ω 0 , ω 1 ) with ω 0 ⋆ ω 1 = ω.
• Circular node (decomposition node): it represents a decomposition (ω 0 , ω 1 ) and its children are ω 0 and ω 1 .
• Leaf node (terminal node): a class with 1 variable. Each of these classes has only one function.
The root is a rectangular node, and contains the original class to be decomposed. Each path from the root to a leaf alternates rectangular and circular nodes. The computational tree of a class can be generated with a bottom-up approach based on the decomposition presented in Theorem 2, starting from the leaves.
A correlation class ω is said to be valid if there exists some Boolean function f with Ω(f ) = ω. Only valid classes are presented in the rectangular nodes.
It is important to notice that this computational tree is never built for the RETRIEVE and RANK algorithms. It is used to formally define in Section V the bijections Retrieve[ω] and Rank[ω]. As a matter of fact, each call to RETRIEVE and RANK only traverses one of the children of a rectangular node.
B. Counting algorithm
Counting and enumeration are often viewed as synonyms. However, while counting refers to the process of calculating the cardinality of a combinatorial class, enumeration refers to the process of designing an iterator in such a way that all the objects in that class are generated one at a time.
The simplest algorithm which uses the computational tree is the counting of the cardinality of its root ω, based on Corollary 1. To any circular node with children ω 0 and ω 1 we associate the value |ω 0 × ω 1 | = |ω 0 | × |ω 1 |, and to any rectangular node ω we associate its cardinality (the sum of the values of each of its children).
The circular nodes in Figure 2 contains the cardinalities of the |ω 0 | × |ω 1 |.
C. Enumeration of the Boolean functions of a class
It is derived from Theorem 2. For each ω, we recursively implement two functions, one that sequentially generates all the Boolean functions of a given class. and one which returns a sequence of all the decomposition pairs of ω.
D. Random generation of functions in a class
If we would be able to construct the computational tree, then it would be very simple to generate a random function. In this setting we choose any of the children of a rectangular node with a probability that is proportional to the value labelled on each of them.
Because of the combinatorial explosion presented in Figure  1 , it is not feasible to construct this tree. As a consequence in Section V we present an alternative approach.
V. ENUMERATIVE ENCODING AND METHOD OF CLASSES
A. Idea of the method
For each class ω in the computational tree, we fix an order between all its decompositions. These decompositions will be written (ω
. .. It does not seem possible to efficiently implement Retrieve and Rank without this order. For each visited internal rectangular node labelled ω, the partition/decomposition approach (or recursive method [9] , [10] , [15] ) has three steps. For each class node ω, we create a decomposition table where each row i contains five entries, associated to the order of the decompositions described above:
. Cumulative is an auxiliary counter which provides the total number of functions in ω decomposed among the first i−1 decompositions according to this order. That is, Cumulative [ 
Notice that Cumulative is an increasing function on i, and it is used to find the appropriate decomposition of ω we have to use in the recursive calls, as described in Sections V-B and V-C.
B. Retrieve function
Recall that RETRIEVE and RANK denote the respective implementations of the functions Retrieve and Rank.
The visits to the leaves (the basis steps) are calls of the form RETRIEVE[ω](0), where ω is one of the four classes in one variable, since each of these classes contains only one function. They return the corresponding function.
In the general case, each visited rectangular node will be labelled with a class ω and an index r ω ∈ {0, . . . , |ω|−1}. For each of these nodes we present a specification for the three steps presented in Section V-A. 1) DECOMPOSITION. We consider the largest i with that Cumulative [i] ≤ r. In this way, each decomposition i is chosen for exactly n i = |ω 0(i) | × |ω 1(i) | different indexes r ω . 2) RECURSIVE CALLS. To each r ω that selects this decomposition we associate a different index m ∈ {0, . . . , n i − 1} by taking m = r ω − Cumulative [i]. It allows us to define r 0 and r 1 , the respective indexes of ω 0(i) and ω 1(i) as follows:
We then make the recursive calls:
3) COMPOSITION. The final result is given by:
Example (taken from figure 3 ). RETRIEVE[ 4, 0, 0, 0 ](3) =? 1) We find the decomposition ( 2, 0, 0 , 2, 0, 0 ).
2) We compute r 0 = 0 and r 1 = 1. and Ω(f 1 ) = ω 1(i) . 2) RECURSIVE CALLS. We apply two recursive calls:
Example (from Figure 4) . 
VI. HOW TO GET EFFICIENT ALGORITHMS
As it was seen in Section III, the explosion of the number of classes with n is dramatic for both, the time and the space constraints. To handle this explosion, we only store a dictionary of normal classes, and their cardinalities. This information is enough to correctly define the algorithms. The correct child of a rectangular node in the computational tree is efficiently chosen with the use of normal classes and permutations with sign.
Every correlation class ω is a permutation with sign of its normal class N (ω). We call a permutation with sign a transformation that involves exchanges δ i ↔ δ j and δ i ↔ −δ i . Efficient algorithms are designed to generate all classes that are equivalent to a given normal class.
Since all the stored normal classes are valid, then all its permutations with sign are also valid. As a consequence, for a class ω with n variables given as a query, we consider (in a lexicographical order) all the permutations with sign of normal classes with n − 1 variables in the dictionary as potential ω 0 , and use Theorem 1 to find their corresponding ω 1 such that ω = ω 0 ⋆ ω 1 . Other speed-ups can be considered, by storing a partial decomposition table for each class, and by a clever use of Theorem 1 for resilient classes.
VII. IMPLEMENTATION AND EXPERIMENTS
Our implementation use ANSI C++ as programming language. The dictionaries are implemented with balanced trees (AVL trees). To manipulate big numbers we use the Big Integer Library from Matt McCutchen. We also use "Permutations with repetition in lexicographic order" algorithm implemented by Siegfried Koepf ( [11] ).
We have implemented the algorithm presented in Section VI. In a personal notebook we have tested experimentally that it only takes 5.4 seconds in average to generate 1-resilient functions of 8 variables from an universe similar to the atoms in the milky way! The memory requirements are also minimal as it is only needed 49Mb of RAM. The complexity for RANK and RETRIEVE algorithms is of the same order. Also, in our experiments the worst case for 1-resilient functions of 8 variables is around 28.8 seconds for RETRIEVE and 30 seconds for RANK.
VIII. CONCLUSIONS AND PERSPECTIVES
Based on the methodology presented in [12] which allows the use of the recursive method, we have designed extremely efficient enumerative encoding algorithms. This implementation was written in C++. We did an implementation that enables us to randomly generate 1-resilient Boolean functions of 8 variables in 5.4 seconds average. This is an important achievement, since it is the first enumerative encoding algorithm presented for a class of Boolean functions with cryptographic applications.
Nevertheless it is very important to notice that the combinatorial explosion of the problem makes it unfeasible to apply this method for generating all 1-resilient functions with more than 8 variables. We are working in extending these ideas to randomly generate with uniform distribution k-resilient functions with potentially unbounded number of variables, in a universe that is larger than the best methods known up to date presented in [6] .
The most difficult challenge in this area of research is to take simultaneously into account several cryptographic criteria in order to apply the method of classes. The key issues are to find nice formulae similar to the ones presented in Theorem 2 for these problems, that lead efficient enumerative encoding algorithms, and an appropriate management of the combinatorial explosion of equivalence classes.
