Abstract. In this paper we study positive fixed points of Hammerstein integral operators with degenerate kernel in the cone of C[0, 1]. Problem on a number of positive fixed points of the Hammerstein integral operator leads to the study positive roots of polynomials with real coefficients. Consider a model on a Cayley tree with nearest-neighbor interactions and with the set [0, 1] of spin values. The uniqueness translational-invariant Gibbs measures for the given model is proved.
Introduction
It is well known that integral equations have wide applications in engineering, mechanics, physics, economics, optimization, vehicular traffic, biology, queuing theory and so on (see [2] , [3] , [5] , [1] , [4] ). The theory of integral equations is rapidly developing with the help of tools in functional analysis, topology and fixed point theory. Therefore, many different methods are used to obtain the solution of the nonlinear integral equation. Moreover, some methods can be found in Refs. [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] to discuss and obtain a solution for the Hammerstein integral equation.The existence of positive solutions of abstract integral equations of Hammerstein type is discussed in [10] .
In this paper we consider an integral operator of Hammerstein type H k , k ∈ N on the cone C + [0, 1] of continuous functions on [0, 1]:
where the kernel k(t, u) is positive continuous function on [0, 1] 2 . By Theorem 44.8 from [4] , the existence of nontrivial positive fixed points of the Hammerstein operator (1.1) follows.
In the paper we study a number of positive fixed points of Hammerstein integral operator with positive degenerate kernel of the form
Here ϕ 1 (t) , ϕ 2 (t) , ψ 1 (t) , ψ 2 (t) are given functions from the C
In the case k = 2 considered the Hammerstein integral operator H k with degenerate kernel [15] and theorems about a number of positive fixed points of the Hammerstein integral operator H 2 are proved.
The plan of this paper is as follows. In the second section we study solvability the Hammerstein integral equation with degenerate kernel in the cone C + [0, 1] :
(1.3) In the third section we consider a system of nonlinear algebraic equations with two unknowns. Problem solvability the system of nonlinear algebraic equations leads to study positive roots of a polynomial with the order k + 1. In the fourth section given results applied to study Gibbs measures for models on the Cayley tree Γ k of order k ∈ N. 
Integral equation of
We study the integral equation for fixed points of the Hammerstein's operator H k :
. We define positive numbers a i and b i :
Consider a map Q k on the two dimensional space R 2 :
We denote a number of positive fixed points of the operator T by N f ix + (T ) . Lemma 2.1. Let k ≥ 2. The Hammerstein's operator H k has nontrivial positive fixed point iff the map Q k has nontrivial positive fixed point, moreover N f ix
is nontrivial positive fixed point of the Hammerstein's operator H k . We introduce the notations
2)
From the equality H k f = f for the fixed point f we have:
. By the equalities (2.2) and (2.3) for the parameters c 1 , c 2 we obtain the following equalities
It means the point (c 1 , c 2 ) is fixed point of the map
Using these equalities, we can verify that the function
The number of postive solutions of nonlinear integral equation of the Hammerstein type (2.1) is equal to the number of positive root of the following polynomial:
Proof of the Theorem 2.1 it follows from the Lemma 3.1 and Lemma 3.2 in the section 3. By the Theorem 2.1 and by the Descartes rule for a number of positive roots of polynomials with real coefficients (see [16] pp. 27-29) it follows 
k the following relations are true: 
Corollary 2.2. Let k ≥ 2. If there exists two positive number ξ 1 , ξ 2 with ξ 1 < ξ 2 such that, P k+1 (ξ 1 ) > 0 and P k+1 (ξ 2 ) ≤ 0 then N f ix
Results of the theorems applied to study Gibbs measures [17] , [18] , [19] for the models on the Cayley tree Γ 2 .
System of nonlinear algebraic equations with two unknowns
In this section we study solvability of system of nonlinear algebraic equations with two unknowns. We consider the following system of nonlinear algebraic equations with unknowns x, y ∈ R : 
2 is solution of the system of nonlinear algebraic equations (3.1). Then we have
. From here y 0 = x 0 · ξ. Consequently, we get
From the upper equality we obtain
This completes the proof of the lemma 3.1. Lemma 3.2. If the number ξ 0 > 0 is root of the polynomial (3.2) then the point (x 0 , ξ 0 x 0 ) is solution of the system of nonlinear algebraic equations (3.1), where
Proof. Let the positive number ξ 0 is root of the polynomial (3.2) and
Then we have
By suppose the number ξ 0 is root of the algebraical equation (3.2), i.e.
Hence we obtain the following equalities:
Multiplying both sides of the last equality by the expression
This completes proof of the lemma 3.2.
4. An application: Translational-invariant Gibbs measures for models on the Cayley tree Γ k A Cayley tree Γ k = (V, L) of order k ≥ 1 is an infinite homogeneous tree, i.e., a graph without cycles, with exactly k + 1 edges incident to each vertices. Here V is the set of vertices and L that of edges. Consider models where the spin takes values in the set [0, 1], and is assigned to the vertices of the tree. A configuration σ on V is defined as a function x ∈ V → σ(x) ∈ [0, 1], the set of all configurations is [0, 1] V . We consider the model H on the Γ k by the equality:
where J ∈ R \ {0} and ξ : (u, v) ∈ [0, 1] 2 → ξ uv ∈ R is a given bounded, measurable function. As usually, x, y stands for the nearest neighbor vertices. Write x < y if the path from x 0 to y goes through x. Call vertex y a direct successor of x if y > x and x, y are nearest neighbors. Denote by S(x) the set of direct successors of x. Observe that any vertex x = x 0 has k direct successors and x 0 has k + 1.
Let h :
Now, we consider the following equation:
Here, and below f (t, x) = exp(h t,x − h 0,x ), t ∈ [0, 1] and du = λ(du) is the Lebesgue measure. It is known that, for the splitting Gibbs measure for the model (4.1) to exist, the existence a solution of the equation (4.2) for any x ∈ V \ {x 0 } is necessary and sufficient. Thus, we know that the Gibbs measure µ for the model (4.1) depends on the function f (t, x) and each the Gibbs measure corresponds to the solution f (t, x) of the equation (4.2) .
A detailed definition of the splitting Gibbs measure for models with nearest-neighbor interactions and the continuum set of spin values on the Cayley tree Γ k is given in the works [19] , [20] , [21] . In the future, in place term the splitting Gibbs measure, we will use the Gibbs measure.
Note, that the analysis of solutions to (4.2) is not easy. It's difficult to give a full description for the given potential function ξ t,u . We study the Gibbs measures of the model (4.2) in the case f (t, x) = f (t) for all x ∈ S(x). Such Gibbs measure is called translation-invariant.
The Hamiltonian H (4.1) has a translation-invariant Gibbs measure iff the Hammerstein's operator H k has a positive eigenvalue, i.e. the Hammerstein's equation
has a nonzero positive solution for some λ > 0.
Moreover, if the number λ 0 > 0 is an eigenvalue of the operator H k , then an arbitrary positive number is an eigenvalue of the operator H k (see Theorem 3.7 [17] ), where k ≥ 2. By the Lemma 4.1 and from the proof of the Theorem 3.7 [17] implies Lemma 4.2. Let k ≥ 2. A number N tigm (H) of the translation-invariant Gibbs measures for the model (4.1) the following equality holds:
where N f ix + (T ) is the number of nontrivial positive fixed points of the operator T .
In this section we study translation-invariant Gibbs measures for the wollowing model on the Cayley tree Γ k : Proof. For the kernel K(t, u) of the Hammerstain integral operator H k we have ϕ 1 (t) = 1, ψ 1 (t) = a, ϕ 2 (t) = t, ψ 2 (t) = bt. Thus, we need consider the following Hammerstein's operator (H k f )(t) = Consequently, for a i and b i we get (see the section 2):
, i ∈ {0, 1, 2, · · ·, k};
, i ∈ {0, 1, 2, · · ·, k}.
, , i ∈ {1, 2, · · ·, k}.
The inequality d i ≥ 0, i ∈ {1, 2, · · ·, k} entails the following inequality:
We define function 
