Abstract-A function computation problem over a directed acyclic network has been considered in the literature, where a sink node is required to compute a target function correctly with the inputs arbitrarily generated at multiple source nodes. The network links are error free but capacity limited, and the intermediate nodes perform network coding. The computing rate of a network code is the average number of times that the target function is computed for one use of the network, i.e., each link in the network is used at most once. In the existing papers, two cut-set bounds were proposed on the computing rate. However, we in this paper show that these bounds are not valid for general network function computation problems. We analyze the reason of the invalidity and propose a general cut-set bound by using a new equivalence relation associated with the inputs of the target function. Moreover, some results in the existing papers were proved by applying the invalid upper bound. We also justify the validity of these results.
The following network coding model for function computation has been studied in [1] and [2] . Specifically, the network links have limited (unit) capacity and are error-free. Each source node generates multiple input symbols arbitrarily from an alphabet, and the network nodes perform vector network coding by using the network multiple times, where one use of a network means the use of each link at most once. An intermediate node can transmit a certain fixed function of the symbols it receives. Here all the intermediate nodes have unbounded computing capability. The target function is required to be computed with zero error for all possible inputs. We are interested in the computing rate of a network code, i.e., the average number of times that the target function can be computed for one use of the network. The maximum computing rate is called the computing capacity.
For general target functions and network topologies, various upper bounds on the computing capacity based on cut sets have been studied [1] , [2] . We find, however, that the upper bounds claimed in the previous works are not always valid. An example to be given in this paper shows that the computing capacity can be strictly larger than the two upper bounds claimed in [1] and [2] respectively. The underlying reason is that these works neglect certain side information that node encoding can benefit from.
Towards a general upper bound, we introduce a new equivalence relation, associated with the inputs of the target function, to capture the effect of the side information, and propose an upper bound on the computing capacity by using this equivalence relation. Our bound holds for general target functions and general network topologies. We also show that this bound is tight for some special cases but not tight in general.
Moreover, some results in [3] and [4] were proved by using the invalid upper bound in [1] and hence their correctness needs further justification. The validity of these results in [3] and [4] is justified. The other results in [1] [2] [3] [4] do not directly depend on the invalid upper bounds, and stand unaffected. In particular, many results in [1] focused on multiedge trees, and in the case of multi-edge trees, the original upper bound is valid and tight. In [2] , the results except the invalid upper bound of [2, Lemma 3] also hold true.
II. ISSUES OF THE PREVIOUS BOUNDS
In this section, we present the model of the network function computation and discuss the issues of the previous upper bounds in [1] and [2] .
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A. Function-Computing Network Codes
Let G = (V, E) be a directed acyclic graph (DAG) with a finite node set V and an edge set E, where multi-edges between a pair of nodes are allowed. For an edge e = (u, v), we call u the tail of e (denoted by tail(e)) and v the head of e (denoted by head(e)). A network over G is denoted as N = (G, S, ρ), where S ⊂ V is the set of the source nodes, say S = {σ 1 , σ 2 , · · · , σ s } with |S| = s, and ρ ∈ V\S is the single sink node. We consider computing a target function f : A s → O over the network, where A and O are two finite alphabets. Specifically, the i th input of the target function is generated at the i th source node σ i , and the output of the function is required by the sink node ρ. In the network, the computing capability of each node is unbounded, but the communication capability of each edge is bounded: each edge can transmit a symbol in a finite alphabet B reliably for each use.
Let k and n be two positive integers. We define a (k, n) (function-computing) network code. Suppose the source node σ i generates k symbols in A, denoted by
The symbols generated by all the source nodes can be given as a message matrix
be the k outputs by computing f for k times. The purpose of such a (k, n) network code is to obtain f (x S ) at the sink node ρ by transmitting at most n symbols in B on each edge in E, i.e., using the network at most n times.
Let E i (u) be the set of incoming edges of node u, i.e., E i (u) = {e : tail(e) = u}. The (k, n) network code contains a local encoding function h e for each edge e. Let e be an outgoing edge of node u, and then
e ∈E i (u) B n → B n , otherwise. For each edge e, h e is executed on the tail of e and determines the symbols transmitted on e. The execution of these functions h e follows a topological order on all the edges. Denote the symbols transmitted on e by g e (
If e is an outgoing edge of the i th source node
The (k, n) network code also contains a decoding function at the sink node ρ: ϕ :
for all message matrices x S ∈ A k×S , we say that the network code computes f and call k n log |B| |A| an achievable computing rate. Without loss of generality, we assume throughout the paper that A = B and then the above achievable computing rate becomes k/n. The computing capacity of the network N with respect to the target function f is defined as
B. Cut Sets and the Previous Bounds
For two nodes u and v, if there exists a directed path from u to v in G, we say v is reachable by u. We adopt the convention that a node is reachable by itself. If there is no directed path from u to v, we say that u is separated from v. We assume that i) ρ is reachable by all u ∈ V and ii) any node u ∈ V is reachable by at least one source node. 1 Given a set of edges C ⊆ E, I C is defined as follows:
and C is called a cut set if I C = ∅.
Before giving the previous bounds, we state an equivalence relation used in [1] and [2] . For any subset J ⊆ S, we let x J = (x i : σ i ∈ J ) and use A k×J (instead of A k×|J | ) to denote the set of all possible k × |J | matrices taken by x J . In particular, when J = ∅, we adopt the convention that x J is empty. We equate A 1×J with A J . For x S ∈ A k×S and a partition {I, J } of S, we abuse the notations and write 
Denote by R I, f the number of I -equivalence classes with respect to f .
The two previous upper bounds are stated below.
To state the upper bound claimed in [2] , we need a couple more notations. We say a subset of the nodes U ⊆ V is a cut if |U ∩ S| > 0 and ρ / ∈ U . For a cut U , let E(U ) = {e ∈ E : tail(e) ∈ U and head(e) / ∈ U }, that apparently is a cut set.
Claim 2: ([2, Lemma 3]) For all cuts U of N ,
C(N , f ) ≤ |E(U )| log |A| R I E(U ) , f .
C. Invalidity of the Previous Upper Bounds
We first use the following counterexample to show the upper bounds in Claims 1 and 2 are not valid in general, and then we explain the underlying reason.
Example 1: Consider the network N 1 in Fig. 1 with the target function f (x 1 , x 2 , x 3 ) = x 1 x 2 + x 3 , where A = B = O = {0, 1}, regarded as the finite field F 2 . There exists a (2, 1) network code that computes f in N 1 , where the source node σ i sends x i,1 to the intermediate node v and sends x i,2 to the sink node ρ for i = 1, 2, 3 respectively. The node v computes f (x 1,1 , x 2,1 , x 3,1 ) and sends it to ρ via the edge (v, ρ). In addition to receiving f (x 1,1 , x 2,1 , x 3,1 ) from the edge (v, ρ), ρ computes f (x 1,2 , x 2,2 , x 3,2 ) by using the symbols it receives. Therefore, the target function f can be computed twice by using the network N 1 once, so that
On the other hand, let
which, however, is a contradiction to C( 3 , v} be a cut and clearly E(U ) = C 1 . Then, Claim 2 also asserts (1), and hence is invalid.
In the above example, the messages transmitted on the cut set C 1 are encoded at the nodes σ 1 , σ 3 and v. For the both claims, it is considered that the inputs of I C 1 = {σ 1 , σ 3 } in different I C 1 -equivalence classes are necessarily encoded to different messages transmitted on the cut set C 1 . This condition, however, is not necessary since the message received from the edge (σ 2 , v) can be used for encoding the messages on cut set C 1 as the side information. To be specific, when x 2 = 0, the sink node only needs to evaluate f (x 1 , 0, x 3 ) = x 3 , and node v is aware of this fact by observing x 2 = 0 from the edge (σ 2 , v) . In this case, though (0, 0) and (1, 0) (resp. (0, 1) and (1, 1)) are not I C 1 -equivalent, node v can transmit the same message for both inputs. Instead, we in the next section will prove that it is necessary to transmit different messages for the two classes of inputs {(0, 0), (1, 0)} and {(0, 1), (1, 1)}. The case of x 2 = 1 is similar. Thus, the number of messages that are necessarily transmitted through C 1 to compute the function f once is at least 2, which induces a valid upper bound |C 1 |/ log 2 2 = 3.
III. GENERAL CUT-SET BOUND
In general, for any cut set C of a network N , the source nodes are separated into two groups: I C and S \ I C . We have the following properties for these two groups of source nodes:
• Any path from a node in I C to ρ goes through C.
• For any node σ in S \ I C , there exists a path from σ to ρ that does not go through C.
• It is possible that a path from a node in S \ I C to ρ goes through C. Claims 1 and 2 say that all I C -equivalence classes must be represented by different messages on C. However, this is not necessary if the encoding of the messages on C can further use the side information from the source nodes in S \ I C , which can be carried on the paths to C. Specifically, define J C = σ ∈ S \ I C : there exist e ∈ C s.t. the tail of e is reachable by σ .
The side information can only come from the source nodes in J C . Taking this side information into account, we propose a general upper bound applicable for an arbitrary network topology and an arbitrary target function.
A. Upper Bound
We first introduce a new equivalence relation that can capture the effects of the side information. 
We can easily see that this relation is an equivalence one. This equivalence relation does not depend on the network topology, and instead, only depends on the function. When The following theorem asserts a general upper bound on C(N , f ), whose proof is deferred to Appendix. 
Theorem 1: Consider a network N and a target function f . For any cut set C of N ,
By Theorem 1, we have
On the other hand, we have shown in Example 1 that
i.e., our upper bound is tight for the problem (N 1 , f ) .
B. Tightness
We first show that our upper bound is tight for several cases and then give an example for which our bound is not tight. Let (N ) be the family of all the cut sets in a network N , i.e., (N ) = {C ⊆ E : I C = ∅}.
1) Special Network Topologies:
We first show that our upper bound is tight for computing an arbitrary target function f over a network with either a single source node or a (multi-edge) tree topology.
• Let N s be a network with a single source node. Then, this source node can compute the target function first and then transmit the function values to the sink node, which as a coding scheme gives
where f (A s ) is the set of all the image values under f . On the other hand, for the upper bound in Theorem 1 with |S| = 1, we have I C = S and J C = ∅, ∀C ∈ (N s ).
which, together with (3), shows that our upper bound is tight.
• Let N t be a network of a multi-edge tree topology. Let E o (u) be the set of outgoing edges of node u, i.e., E o (u) = {e : tail(e) = u}. For two positive integers k and n, if for each non-sink node v, the outgoing edges of v can transmit, in n uses, exactly R k I Eo (v) , f messages, each of which corresponds to one I E o (v) -equivalence class, then we can design a (k, n) code that computes f over N t 
for any v ∈ V \ {ρ}. Therefore, this construction gives
On the other hand, by Theorem 1, we have
Since the network N t has a multi-edge tree topology, (4) with (5), the upper bound in Theorem 1 is tight for N t .
2) Special Target Functions:
We show that our upper bound is tight for computing the identity function and the algebraic sum over an arbitrary network topology. Assume that I, J ⊆ S are disjoint and let a I , b I ∈ A I and c J ∈ A J .
• For the identity function, a I For the both functions, the (I, J, c J )-equivalence is the same as I -equivalence for all J and c J , and hence for any cut set C, R I C , f = W I C ,J C , f . Therefore, the tightness of Theorem 1 for the identity function and the algebraic sum function follows from the same argument as in [1] .
3) Looseness:
The upper bound in Theorem 1 is not tight in general. Consider the network N 2 in Fig. 2 , where the arithmetic sum f a-sum is required to be calculated at the sink node. It has been proved in [1] that C(N 2 , f a-sum ) = log 6 4. However, Theorem 1 shows by a simple calculation that
Following the conference version of this paper, an improved upper bound is proposed recently in [8] by applying a refined equivalence relation and a cut-set partition, which is tight for computing arithmetic sum f a-sum over N 2 .
IV. FINAL REMARKS
Some results in [3] and [4] were proved based on the invalid upper bound (cf. Claim 1) in [1] . In particular, Claim 1 is used as an upper bound on the computing capacity in the proofs of [3, Th. IV.5, Lemma V.6, and Th. Consider a network N = (G, S, ρ) and a target function f . We say that a cut set C of N is global if C separates all the source nodes in S from the sink node ρ, i.e., I C = S. For such a global cut set C, the following lemma is straightforward from the definition of network coding.
Lemma 1: Consider a (k, n) network code for computing f over N . For any global cut set C, the decoding function
Proof: We only need to show that ψ(x S ) is a composite function of g C , i.e., there exists a function θ such that ψ(
For each e ∈ E i (ρ), if e ∈ C, then g e (x s ) trivially is a composite function of g C . Otherwise, we can repeat the above argument with tail(e) in place of ρ, and recursively show that g e (x s ) is a composite function of g C , which is immediately implied by the following facts: i) the cut set C is global, ii) any node is reachable by at least one source node, and iii) the graph G is finite.
To prove Theorem 1, we need to generalize the equivalence relation in Definition 2 to the one of a vector form. Specifically, let k be a positive integer. 
We prove a contradiction that this code cannot compute f (x) for all x ∈ A k×S with zero error. Let c * ∈ A J C such that
By (6) and (7), we have
, which leads to
Note that g C (x S ) only depends on (x I C , x J C ), the inputs generated by the source nodes in I C ∪ J C . By (8) To complete the proof by Lemma 1, we introduce two more notations. Let
that is a cut set separating the source nodes in S \ I C from the sink node ρ. Let F(C) = C ∪ D(C) and then F(C) is a global cut set. Together with the fact that C ∩ D(C) = ∅, we obtain
which thus implies that ψ(x S ) = ψ(y S ) by Lemma 1, a contradiction to f (x S ) = f (y S ).
