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Abstract 
Recent research on depression suggests that speech can reveal underlying processes in the mind of 
the depressed. This paper systematically reviews the literature on linguistic features in depression. A 
corpus of 26 papers investigating the relation between depression and one of the three linguistic 
features, first-person singular pronouns, positive emotion words, or negative emotion words, were 
analysed. Three meta-analyses were performed on the three linguistic features. The meta-analyses 
identify differences in first-person singular pronoun use, negative emotion word use, and positive 
emotion word use between depressed individuals and healthy controls (Cohen’s d of 0.44, 0.72 and -
0.38). Furthermore, the meta-analyses identify correlations for severity of depression and first-
person singular pronoun use, negative emotion word use, and positive emotion word use (Pearson’s 
r of 0.19, 0.12 and -0.21). All three linguistic features produced small to medium effect sizes thus 
suggesting a relation between the use of the linguistic features and depression. The effect was not 
moderated by age or type of task the respondents completed. 
Keywords: Depression, Meta-analysis, First-person singular pronouns, Negative emotion words, 
Positive emotion words. 
1. Introduction  
Depression is a mental health disorder that affects numerous people worldwide. It is currently 
estimated that 300 million people globally are suffering from depression (World Health Organization, 
2018) and unfortunately, this number is only increasing. The World Health Organization has 
estimated that by 2030 depression will be the most disabling disease worldwide (Mathers, Fat, 
Boerma, & World Health Organization, 2008). Thus, it is important to put effort into understanding 
depression and how it effectively can be diagnosed (Mundt, Snyder, Cannizzaro, Chappie, & Geralts, 
2007). Currently, most clinical practices rely on a clinician to evaluate a patient’s symptoms, 
however, researchers are currently directing their attention to finding an effective way of measuring 
depression which does not rely on clinicians (Cummins et al., 2015; Mundt et al., 2007). Research 
has been conducted using several methods e.g. genetic biomarkers (Strawbridge, Young, & Cleare, 
2017), mobile phone usage (Alhassan et al., 2018) and functional and structural brain imaging 
(Busatto, 2013; Drevets, 2000).  
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The present meta-analysis seeks to investigate how depression affects one’s use of language. The 
assumption is that patients suffering from depression will exhibit linguistic behaviour which differs 
from that of healthy individuals. This is based on the principle of cognitive commitment, which 
suggests that knowledge about the linguistic structures of human language should be consistent with 
knowledge about human cognition (Evans, 2012). Hence, natural language acts as a linguistic marker 
of cognitive processes (Rodriguez, Holleran, & Mehl, 2010). Under this assumption, language acts 
as a lens of the mind (Evans, 2012). When looking into how depression affects language use, one can 
focus either on how things are being said or on what is being said. When looking at how things are 
being said, researchers look at paralinguistic features like pitch, intensity, speech rate, etc. For 
example, speakers suffering from depression tend to speak at a slower rate (Cummins et al., 2015). 
This meta-analysis will only focus on what is being said, more specifically on linguistic features in 
semantics and morphology.  
There has until now – to the knowledge of the author – not been a comparison of multiple linguistic 
features in depression. A meta-analysis is needed to evaluate whether there is a relation between 
linguistic features and depression. And a comparison is needed to evaluate which of the linguistic 
features has the strongest relation to depression. This knowledge can be used as a guideline for future 
research in this field. After a thorough informal screening of the literature, three linguistic features 
seemed to be the ones most commonly investigated, thus yielding enough materials for a meta-
analysis. These were: first-person singular pronouns, negative emotion words, and positive emotion 
words. These three linguistic features and their relation to depression were investigated in oral, 
written and social media domains. Some studies have focused on a clear distinction between language 
use in depressed individuals and controls (Bernard, Baddeley, Rodriguez, & Burke, 2016; Jarrold et 
al., 2011; Rude, Gortner, & Pennebaker, 2004). Others have investigated a continuous spectrum, 
focusing on language use and severity of depression (Jaeger, Lindblom, Parker-Guilbert, & Zoellner, 
2014; Pulverman, Lorenz, & Meston, 2015; Rodriguez et al., 2010). 
1.1 What is depression and how is it measured? 
Depression affects how you feel, think, and act in a negative and destructive way. Furthermore, it is 
known to be affecting the depressed individual’s cognitive processes, such as memory and 
concentration (Kircanski, Joormann, & Gotlib, 2012). Consequently, depression affects everyday life 
tremendously. 
As earlier mentioned, the most common method of diagnosing depression is for the patient to contact 
their general practitioner. If the general practitioner suspects that the patient is depressive, the general 
practitioner will match the patient’s pattern of thinking with a series of official agreed-upon criteria 
in order to diagnose the severity of the depression. This matching is performed via interviews and 
self-report questionnaires (Cummins et al., 2015). 
The most used self-report scale for evaluating the severity of depression is the Beck Depression 
Inventory (BDI-II) (Maust et al., 2012). BDI was created by Aaron Beck and colleagues in 1961 (A. 
T. Beck, Ward, Mendelson, Mock, & Erbaugh, 1961). The BDI-II contains 21 items. The items cover 
cognitive, affective, and somatic symptoms of depression, such as disturbed sleep, tearfulness, 
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hopelessness, etc. Each item allows the patients four choices ranging from no symptoms to severe 
symptoms. The patients are asked to report how they felt during the past week. A total score of 0-13 
is considered minimal range, 14-19 is mild, 20-28 is moderate, and 29-63 is severe depression. BDI-
II’s construct validity has been established, and the scale can be used to differentiate depressed from 
non-depressed patients (Maust et al., 2012). 
Another technique of assessing the severity of depression is by using a semi-structured interview with 
a trained clinician. A popular method is The Hamilton Scale for Depression (Ham-D). Ham-D was 
created by Max Hamilton in the 1950s. Originally the scale was created to assess whether anti-
depressant medicine worked (Hamilton, 1960). Thus, the questionnaire was designed to be used by 
the clinician during an interview with an already diagnosed depressed patient. Here the clinician rates 
the severity of depressive symptoms on a scale from 0 to 4 on 17 items. Scores of 0-7 are considered 
normal, 8-16 mild depression, 17-23 moderate depression, and scores above 24 indicate severe 
depression.  
Several other questionnaires and tests exist, however, studies were only included in this meta-analysis 
if the participants had completed a commonly accepted tool for assessment of depression such as 
BDI-II and Ham-D, following guidelines from Pignone et al. (2002). 
Self-reports and semi-structured interviews are often criticised for not being objective. Research 
shows that general practitioners can only correctly recognise depression in 50% of the cases with an 
already diagnosed depressed person. Further, general practitioners would falsely diagnose non-
depressed as depressed in 19% of the cases (Mitchell, Vaze, & Rao, 2009). These findings are a clear 
indicator of the need for a new way of handling diagnosis of depression.  
1.2 Linguistic features in depression 
One way to investigate how depression affects language use is to look at linguistic features. To do so, 
several studies have used the LIWC tool (Linguistic Inquiry and Word Count) (Pennebaker, Chung, 
Irel, Gonzales, & Booth, 2007). LIWC is a linguistic analysis system, which counts how frequently a 
person uses words in numerous categories in a text. An example of a category is first-person singular 
pronouns. Here, the LIWC would categorise I, I’d, I’ll, I’m, I’ve, me, mine, my, and myself as a first-
person singular pronoun. The creation of the program sparked a renewed interest in the linguistic 
style of people with depression (Rude et al., 2004). In 2004, Rude et al. found that depressed 
individuals use more first-person singular pronouns, more negative emotion words, and fewer 
positive emotion words than healthy individuals when completing the same task. This has inspired 
several researchers to conduct further analyses of the three linguistic features and depression. Thus, 
the three linguistic features are the most commonly researched (Bernard et al., 2016; Edwards & 
Holtzman, 2017; Fast & Funder, 2010; Rodriguez et al., 2010; Tackman et al., 2019). In the following, 
the three linguistic features will be elaborated in turn. 
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1.3 Depression and first-person singular pronouns 
Psychologists Jeff Greenberg and Tom Pyszczynski (1987) consider self-awareness of the depressed 
individual to be important when dealing with depression. Their theory of self-awareness states that a 
depressed individual becomes trapped in a bad self-regulatory cycle, which they cannot escape from. 
This self-regulatory cycle can happen when they lose a significant part of their self-esteem e.g. when 
losing a parent or life-partner (Pyszczynski & Greenberg, 1987). When experiencing such a loss, one 
enters the self-regulatory cycle to process the loss. But, if one cannot escape the self-regulatory cycle, 
one may not be able to recover from the loss, consequently leaving one in a high self-focused state 
(Pyszczynski & Greenberg, 1987). This self-focus causes one to generate unreachable high standards 
for oneself, which will enhance one’s negative feelings and thoughts about oneself. 
This theory creates the foundation for the assumption, that a depressed individual will use more first-
person singular pronouns since the depressed individual is in a high self-focused state. Several studies 
have examined the linguistic style of depressed individuals hypothesising an increased use of first-
person singular pronouns compared to healthy individuals, finding significant results (Bernard et al., 
2016; Dunnack & Park, 2009; Fast & Funder, 2010; M. L. Molendijk et al., 2012; Pulverman et al., 
2015; Rude et al., 2004; Sanders, 2013; Sloan, 2005; Zimmermann, Wolf, Bock, Peham, & Benecke, 
2013). Some studies, however, have not been able to find evidence for this hypothesis (Rodriguez, 
Holleran, & Mehl, 2010; Sonnenschein, Hofmann, Ziegelmayer, & Lutz, 2018). Conclusively, the 
overall picture is unclear, and a more systematic assessment of the evidence is needed.  
1.4 Depression and emotion words 
Aaron Beck’s cognitive theory of depression (1967) states that depression-prone people appraise 
events in a negative way. Depressive-prone people have latent depressive schemas, which make them 
predisposed to become depressed (Beck, 1967). The depression-prone person’s schemas are mostly 
inactive until the onset of a depression. The schemas can be activated by certain stressors like being 
rejected. Beck argues, that the depressive schemas affect the way the depression-prone person process 
information. Stimuli not congruent to the depressive schema will simply be filtered out, making the 
attention shift towards stimuli that are schema-congruent (Rude et al., 2004). Beck (1967) described 
how a dysfunctional thinking pattern generates three forms of automatic negative thinking: negative 
thoughts of the self, the world, and the future. For example, a depressed person would view 
themselves as inadequate, thinks that others view them as inadequate as well, thus making the future 
seem hopeless since the inadequacy will prevent the situation of improving. 
Following Beck’s cognitive theory of depression (1967), a depressed person experiences themselves, 
others, and the future in a negative way, thus the depressed person will express themselves using 
more negative emotion words. Similar, it is also theorised that a depressed individual would use less 
positive emotion words (Rude et al., 2004). 
Much research within the field of depression has taken a starting point in Beck’s cognitive theory of 
depression. Rude et al. (2004) found evidence for the hypothesis that depressed people use 
significantly more negative emotion words than non-depressed people, this has later largely been 
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supported by other studies (M. L. Molendijk et al., 2012; Settanni & Marengo, 2015; Sohn, 2017). 
However, multiple studies have not been able to replicate this relation (Capecelatro, Sacchet, 
Hitchcock, Miller, & Britton, 2013; Rodriguez, Holleran, & Mehl, 2010; Sloan, 2005).  
Positive emotion words have also been examined thoroughly. Several studies report significant results 
that depressed individuals use fewer positive emotion words than healthy individuals (Baikie et al., 
2006; Bernard et al., 2016; Jaeger et al., 2014; M. L. Molendijk et al., 2012; Rodriguez et al., 2010; 
Sohn, 2017; Sørensen, 2015). In summary, the overall picture is unclear. A more systematic 
evaluation of the evidence is therefore needed.  
1.5 Purpose and aim of meta-analysis 
The goal for this meta-analysis is to test three questions: (1) whether there is an overall positive 
relation between depression and first-person singular pronoun use, (2) whether there is an overall 
positive relation between depression and negative emotion word use, (3) whether there is an overall 
negative relation between depression and positive emotion word use, and further to test whether the 
relations between depression and linguistic features are moderated by the text type produced by the 
participant, e.g. if the participants participated in a written or oral task. 
2. Methods 
2.1 Inclusion and exclusion criteria 
Papers were only included in the meta-analysis if (1) they investigated the relation between 
depression and the use of first-person singular pronouns or positive emotion words or negative 
emotion words, (2) the study used an accepted method of assessment of depression (Pignone et al., 
2002) e.g. the BDI and the Ham-D.  
Studies investigating this relation in non-clinical and clinical studies were included. Studies reporting 
relations between depression and the use of first-person singular pronouns or positive and negative 
emotion words, were excluded if the participants had not completed an assessment of depression. 
These studies included analyses of e.g. tweets from Social Media posts (Cheng, Li, Kwok, Zhu, & 
Yip, 2017; Seabrook, Kern, Fulcher, & Rickard, 2018) or suicide notes from depressed individuals 
(Baddeley, Daniel, & Pennebaker, 2011; Fernández-Cabana, García-Caballero, Alves-Pérez, García-
García, & Mateos, 2013). 
2.2 Study selection  
A formal literature search was conducted on Google Scholar and PubMed on September 25, 2018, on 
October 29, 2018 and updated on July 23, 2019. The used search terms were: (depress*) AND 
(pronoun OR negative emotion OR positive emotion), (depress*) AND (linguistic style)1. These 
keywords produced 240 potentially relevant articles of which 104 were duplicates. 136 papers were 
                                                 
1 The use of search-term ”linguistic style” was chosen in the aim of including papers reporting studies which report the 
use of the LIWC, which has a high prevalence in studies within this field.  
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then screened and 57 were assessed for eligibility based on the abstracts of the papers. Ultimately 26 
of these papers met the inclusion criteria and were included in the meta-analysis. Further, an 
additional search for unpublished studies was performed by asking for references from colleagues 
who already had researched within this field. This yielded two additional relevant papers.   
Conclusively, the literature-search resulted in 28 papers. In these, 22 studies reported statistics for 
first-person singular pronouns (total of 1842 participants), 17 studies for positive emotion words (total 
of 1387 participants), and 13 studies for negative emotion words (total of 1149 participants). The 
remaining 31 papers were used as background literature and are cited when relevant. 
2.3 Data extraction 
For this meta-analysis, both differences in linguistic style between depressed and controls, and 
correlations between linguistic style and severity of depression are investigated. For the literature 
examined, the overall research question was: “Is there a relation between depression and language 
use?”. To answer this question, three methods are commonly used in the literature.  
1. The experimenter collects linguistic data from two groups: an already diagnosed depressed 
group, and a healthy control group. All participants are then asked to complete an assessment 
of depression. The data from this assessment is then used to answer the question: Is there a 
difference in the use of linguistic features between the two groups (Baddeley, Pennebaker, & 
Beevers, 2013; Brockmeyer et al., 2015; Marc L. Molendijk et al., 2010; Sohn, 2017; 
Sørensen, 2015).   
2. The experimenter asks undiagnosed participants (e.g. college students) to complete an 
assessment of depression. Based on their scores, the participants are then categorised into two 
groups, healthy and depressed (following the diagnostic guidelines given within the 
assessment). The two groups are then tested for differences in the use of linguistic features 
(Capecelatro, Sacchet, Hitchcock, Miller, & Britton, 2013; De Choudhury, Counts, Horvitz, 
& Hoff, 2014; Jarrold et al., 2011; Rude et al., 2004; Sloan, 2005).  
3. The experimenter asks undiagnosed participants (e.g. college students) to complete an 
assessment of depression. The students’ score on the assessment and the use of linguistic 
features are then investigated, to see whether there is a correlation. These studies investigate 
the correlation between the use of linguistic features and depression severity (Bernard et al., 
2016; Dirkse, Hadjistavropoulos, Hesser, & Barak, 2015; Dunnack & Park, 2009; Fast & 
Funder, 2010; Holmes et al., 2007; Humphreys, King, Choi, & Gotlib, 2018; Jaeger et al., 
2014; Pulverman et al., 2015; Rodriguez et al., 2010; Sanders, 2013; Schoch-Ruppen, Ehlert, 
Uggowitzer, Weymerskirch, & La Marca-Ghaemmaghami, 2018; Settanni & Marengo, 2015). 
Studies reporting differences between the use of linguistic features for depressed and healthy 
individuals were scanned for sample sizes for depressed and healthy groups, characteristics of the 
task, and age. Further, the statistical estimates (mean, standard deviation and test statistics) were 
extracted. For papers reporting correlations between the use of linguistic features and severity of 
depression, estimates of Pearson’s r, characteristics of the task, age and sample sizes were extracted. 
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To compare, the studies were arranged into two groups based on the task participants were 
performing. The first category, Written, includes studies where the product of the tasks was written 
material such as essays (Bernard et al., 2016; Holmes et al., 2007; Marc L. Molendijk et al., 2010; 
Pulverman et al., 2015; Rude et al., 2004; Schoch-Ruppen et al., 2018; Sloan, 2005), diaries (Baikie 
et al., 2006; Dunnack & Park, 2009; Rodriguez et al., 2010) and Social Media posts (De Choudhury 
et al., 2014; Settanni & Marengo, 2015). In this category, the participants had a chance to be more 
deliberate in their word usage, e.g. by censoring themselves and putting much thought into their 
answers. The second category, Oral, includes studies in which the linguistic material was collected 
from “tasks” such as therapy sessions (Sohn, 2017; Sonnenschein, Hofmann, Ziegelmayer, & Lutz, 
2018; Sørensen, 2015; Zimmermann, Brockmeyer, Hunn, Schauenburg, & Wolf, 2017), audio 
recordings from everyday life (Baddeley et al., 2013) or answering questions orally (Brockmeyer et 
al., 2015; Capecelatro et al., 2013; Fast & Funder, 2010; Jarrold et al., 2011; Zimmermann et al., 
2013). Participants had less opportunity to censor themselves making the answers less deliberate. In 
this category, the oral answers were transcribed by the experimenter or an associated research 
assistant.  
2.4 Data analysis 
To investigate the magnitude of linguistic differences in depression, the effect size for each study is 
calculated. This meta-analysis focuses on the effect sizes i.e. the size of the relationship between 
measures of depression and the linguistic features; Cohen’s d and Pearson’s r. Cohen’s d can be 
classified into small effect, medium effect, and large effect. A small effect is defined as 𝑑 =  .2, a 
medium effect is defined as 𝑑 =  .5, and a large effect is defined as 𝑑 = .8 (Cohen, 1988). 
Furthermore, Cohen (1988) classifies Pearson’s r into small effect, medium effect, and large effect. 
A small effect is defined as 𝑟 = .1, a medium effect is defined as 𝑟 = .3, and a large effect is defined 
as 𝑟 = .5. Following Cohen (1988), estimates for Pearson’s r and Cohen’s d are not directly 
comparable, however, the classifications are comparable. Consequently, papers reporting linguistic 
differences between depressed and healthy individuals, and papers reporting correlations between the 
frequency of linguistic features and severity of depression, are examined separately. 
For studies reporting differences between the use of linguistic features for depressed and non-
depressed individuals, Cohen’s d, statistical significance, and the overall variance of the observed 
effects across the studies were calculated. To calculate the overall effect size for all the studies, a 
random-effects regression model was made.  
A random effects model allows the size of the relation between depression and linguistic features to 
differ due to random factors. The chosen random factor for this model was Article, this allows the 
effect size to differ from study to study, due to the participants who participated in the different 
studies, had individual differences, which affected the results in different articles.  
Thus, the random effects models were conducted using Cohen’s d as the outcome variable predicted 
only by the intercept with Article as random intercept and weighted by the variance of the effect size. 
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Using the metafor package (Viechtbauer, 2010) in the statistical program R (R Development Core 
Team, 2010), Cohen’s d and variance of Cohen’s d were calculated for all the studies reporting means 
and standard deviations (Jarrold et al., 2011; M. L. Molendijk et al., 2012; Rude et al., 2004; Sloan, 
2005). Not all studies reported their results using the same statistical terms, thus these results have 
been converted into Cohen’s d and variance of Cohen’s d. Three studies (Baddeley et al., 2013; 
Brockmeyer et al., 2015; Sonnenschein et al., 2018) reported F-values and were converted following 
procedures from Thalheimer & Cook (2002). Three studies reported t-statistics (Capecelatro et al., 
2013; De Choudhury et al., 2014; Zimmermann et al., 2017) and were converted following procedures 
from Thalheimer & Cook (2002). Two studies (Sohn, 2017; Sørensen, 2015) reported estimates for 
Poisson mixed-effects models. Beta-estimates and standard errors were converted into t-statistics and 
finally converted to Cohen’s d (Field, Miles, & Field, 2012).  
Following the same procedure as for calculating Cohen’s d, the metafor package (Viechtbauer, 2010) 
was used to calculate the variance of Pearson’s r, for studies reporting correlations between the use 
of linguistic features and severity of depression (Baikie et al., 2006; Bernard et al., 2016; Brockmeyer 
et al., 2015; Dirkse et al., 2015; Dunnack & Park, 2009; Fast & Funder, 2010; Holmes et al., 2007; 
Humphreys et al., 2018; Jaeger et al., 2014; Pulverman et al., 2015; Rodriguez et al., 2010; Sanders, 
2013; Settanni & Marengo, 2015). A random-effects model was constructed using Pearson’s r as the 
outcome variable predicted only by the intercept with Article as random intercept and weighted by 
the variance of the effect size. 
Since all studies have not been conducted under the exact same conditions, Cochran’s Q (Cochran, 
1954) and 𝐼2 (Higgins, Thompson, Deeks, & Altman, 2003) were calculated to see if this affected the 
overall results. 𝐼2 indicates the percentage of variance within the meta-analysis that can be attributed 
to study heterogeneity, thus explaining how much of the overall variance can be explained by the 
within-study variance (Higgins et al., 2003). 
It was assessed whether the task-categories, written or oral, could contribute to explain the overall 
variance. To assess this, a mixed-effects regression model was created with effect size as the outcome, 
task as fixed effect and Article as a random effect, thus assuming different random intercepts for each 
article. Moreover, it was assessed whether the respondents’ age could explain the overall variance.  
Lastly, the effect of influential studies and publication bias was investigated. An influential study 
strongly drives the overall results thus influencing the results. Publication bias is the tendency to only 
publish significant results. Possible influential studies and publication bias was estimated using rank 
correlation test, here assessing whether lower sample sizes were related to bigger effect sizes. A 
significant rank correlation indicates a possible publication bias. 
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3. Results 
3.1 First person singular pronouns 
The overall literature search yielded 28 papers consisting of 57 studies. Of these 57 studies, 22 
reported sufficient statistical estimates for the category first-person singular pronouns. Of the 22 
studies, 12 studies used a written task. (See table 1.1 and 1.2).  
Table 1.1 Studies comparing use of first-person singular pronouns in depressed and healthy 
individuals 
 
  
Article Year Sample 
size 
Depressed 
Sample 
size 
Control 
Mean 
age 
 
Depression 
measure 
Task  
Rude, Gortner 
and Pennebaker 
2004 31 67 18.34 
years  
BDI-II Written – Essay about 
starting university 
Jarrold et al. 2011 14 12 69.75 
years 
CES-D Oral – Structured interview 
Brockmeyer et 
al. 
2015 59 29 38.75 
years 
BDI-II Oral – Question about 
saddest and happiest days 
Molendijk et al. 2010 110 108 37.90 
years 
SCL-90 Written – Essay about life 
Baddeley et al. 2013 29 28 34.22 
years 
BDI-II Oral – Audio-recordings 
from everyday lives of 
depressed people 
De Choudhury 
et al. 
2014 28 137 30.37 
years 
PHQ-9 Written – Facebook posts 
Sloan 2005 18 17 19.20 
years 
BDI-II Written – Essay about the 
previous day 
Sonnenschein et 
al. 
2018 27 58 37.40 SCID-I Oral – Interview with a 
therapist 
Sohn Unpublished 42 43 32.54 
years 
Ham-D Oral – Interview with a 
therapist 
Sørensen Unpublished 16 16 32.05 
 
Ham-D Oral – Interview with a 
therapist 
Tølbøll, Linguistic features in depression 
 Journal of Language Works, No. 4(2), 2019 48 
Table 1.2 Studies comparing use of first-person singular pronouns and severity of depression 
Article Year Sample 
size 
Mean age 
 
Depression 
measure 
Task 
Bernard et 
al. 
2016 136 18.80 years CES-D Written – Essay about starting university 
Fast & 
Funder a 
2010 90 NA BDI-II Oral – Semi-structured interview 
Fast & 
Funder b 
2010 90 NA BDI-II Oral – Semi-structured interview 
Sanders 2013 34 22.84 years BDI-II Written – Essay about the past 
Rodriguez 
et al. a 
2010 57 18.70 years BDI-II Written – Diary about themselves  
Rodriguez 
et al. b 
2010 57 18.70 years BDI-II Written – Blog posts about themselves 
Dunnack & 
Park 
2009 120 NA CES-D Written – Journal about a serious loss 
Pulverman 
et al. 
2015 133 34.11 years BDI-II Written – Essay about deepest thoughts about 
sex 
Humphreys 
et al. 
2018 54 34.86 years CES-D Oral – Speech sample on participants’ child 
Ziemer & 
Korkmaz 
2017 93 49.60 years CES-D Written – Expressive writing session on 
thoughts and feelings 
Dirkse et al. 2015 59 NA PHQ-9 Written – Expressive writing exercise by email 
3.1.1 META-ANALYSIS 
Cohen’s d and variance of Cohen’s d were calculated for all the studies reporting either means and 
standard deviations, F-values, or t-statistics. Pearson's r and variance of Pearson's r were calculated 
for all the studies reporting correlations between first-person singular pronouns and severity of 
depression. 
Two random effects models were constructed to estimate the overall effect sizes and their variance. 
To visualize the effect sizes across papers, forest plots were produced (figure 1).  
As shown on the forest plot (figure 1, right-hand side), the estimated effect size (Cohen’s d) for the 
10 included studies which compared use of first-person singular pronouns between depressed and 
healthy individuals, does not overlap zero (Cohen’s d = 0.44, CI = [0.30, 0.59])2, hence, indicating a 
distinctive pattern of increased first-person singular pronoun use in depression. Following Cohen 
(1988) this effect is classified as a small to medium effect, thus the effect is non-trivial. From the 
data, an overall variance (𝜏2) of 0.0013 (SE = 0.0234) was found. Most of the variance (𝐼2 = 2.36%) 
could be reduced to random sample variability between studies (Q-stats = 10.21, p = 0.33). There 
were no significant outliers or any obvious publication bias (Kendall’s tau = 0.29, P = 0.29).  
                                                 
2 If studies do not find a positive relation between linguistic features and depression, the effect size (Cohen’s d and 
Pearson’s r) will be below 0 (above 0 in the case of positive emotion words since we expect a negative relation). The 
model labeled “RE model” is the combined estimate of the all effect sizes from all the studies.  
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Figure 1. Forrest plots of effect sizes (Cohen’s d and Pearson’s r) in use of first-person singular pronouns. 
The x-axis reports the effect size (positive values indicate larger use of first-person singular pronouns in 
depression, while negative indicate lower use). The y-axis reports the studies for which statistical estimates 
of use of first-person singular pronouns were provided.  
The estimated effect size (Pearson’s r) for 12 included studies which compare use of first-person 
singular pronouns and severity of depression, does not overlap zero (Pearson’s r = 0.19, CI = [0.10, 
0.27]) (See figure 1, left-hand side). The estimated effect size is considered small and thus being non-
trivial (Cohen, 1988). This indicates a positive correlation between severity of depression and first-
person singular pronoun use. The overall variance (𝜏2) is 0.0104 (SE = 0.0091). Much of the variance 
(𝐼2 = 49.66%) could not be reduced to random sample variability between studies (Q-stats = 21.95, 
p = 0.025). There were no significant outliers or any obvious publication bias (Kendall’s tau = -0.33, 
P = 0.15).  
3.2 Negative emotion words 
13 studies reported statistical estimates for negative emotion words. Of the 13 studies, 9 studies used 
a written task. (See table 2.1 and table 2.2) 
Table 2.1 Studies comparing use of negative emotion words in depressed and healthy individuals 
Article Year Sample 
size 
Depressed 
Sample 
size 
Control 
Mean 
age 
 
Depression 
measure 
Task 
Rude, Gortner 
and Pennebaker 
2004 31 67 18.34 
years  
BDI-II Written – Essay about 
starting university 
Capecelatro et al. 2013 27 25 47.40 BDI-II Oral – Recall Photographs 
Molendijk et al. 2010 110 108 37.90 
years 
SCL-90 Written – Essay about life 
Baddeley et al. 2013 29 28 34.22 
years 
BDI-II Oral – Audio-recordings 
from everyday lives of 
depressed people 
Sloan 2005 18 17 19.20 
years 
BDI-II Written – Essay about the 
previous day 
Sohn Unpublished 42 43 32.54 
years 
Ham-D Oral – Interview with a 
therapist 
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Table 2.2 Studies comparing use of negative emotion words and severity of depression 
3.2.1 META-ANALYSIS 
Following the same procedure, Cohen's d, the variance of Cohen's d, Pearson's r and variance of 
Pearson's r was calculated. To visualise the effect sizes across papers, forest plots were produced 
(figure 2). 
  
Figure 2. Forrest plots of effect sizes (Cohen’s d and Pearson’s r) in use of negative emotion words 
As shown on the forest plot (figure 2, left-hand side), the estimated effect size (Cohen’s d) for the 6 
included studies which compare differences in use of negative emotion words in depressed and 
healthy individuals, does not overlap zero (Cohen’s d = 0.72, CI = [0.32, 1.13]), indicating a pattern 
of increased negative emotion words used in depression. Following Cohen (1988) this is classified as 
a medium to large effect. From the data, an overall variance (𝜏2) of 0.1956 (SE = 0.1629) was found. 
Much of the variance (𝐼2 = 78.19%) could not be reduced to random sample variability between 
studies (Q-stats = 20.41, p = 0.001). There were some significant outliers thus a possible publication 
bias (Kendall’s tau = -0.87, P = 0.017), meaning mostly studies that found an effect have been 
published.  
The estimated effect size (Pearson’s r) for 7 included studies which compare differences in negative 
emotion words and severity of depression, does not overlap zero (Pearson’s r = 0.12, CI = [0.04, 
0.20]) (see figure 2, right-hand side). The estimated effect size is considered small and thus being 
non-trivial (Cohen, 1988), thus, indicating a positive correlation between use of negative emotion 
Article Year Sample 
size 
Mean age 
 
Depression 
measure 
Task 
Bernard et al. 2016 136 18.80 years CES-D Written – Essay about starting university 
Settanni & 
Marengo 
2015 201 28.40 years DASS-21 Written – Facebook posts 
Rodriguez et 
al. a 
2010 57 18.70 years BDI-II Written – Diary about themselves  
Rodriguez et 
al. b 
2010 57 18.70 years BDI-II Written – Blog posts about themselves 
Holmes et al. 2007 25 36.30 years BDI-II Written – Expressive writing on the most traumatic 
life event 
Jaeger et al. 2014 35 NA BDI-II Oral – Interview on one neutral and one traumatic 
life event 
Ziemer & 
Korkmaz 
2017 93 49.60 years CES-D Written – Expressive writing on thoughts and 
feelings 
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words and severity of depression. The overall variance (𝜏2) is 0.0000 (SE = 0.0071). All the variance 
(𝐼2 = 0.00%) could be reduced to random sample variability between studies (Q-stats = 4.82, p = 
0.57). There were no significant outliers or any obvious publication bias (Kendall’s tau = -0.43, P = 
0.24).  
3.3 Positive emotion words 
17 studies reported statistical estimates for positive emotion words. Of the 17 studies, 12 studies used 
a written task (see table 3.1 and table 3.2).  
Table 3.1 Studies comparing use of positive emotion words in depressed and healthy individuals 
Article Year Sample 
size 
Depressed 
Sample 
size 
Control 
Mean 
age 
 
Depression 
measure 
Task 
Rude, Gortner 
and Pennebaker 
2004 31 67 18.34 
years  
BDI-II Written – Essay about starting 
university 
Capecelatro et 
al. 
2013 27 25 47.40 BDI-II Oral – Recall Photographs 
Molendijk et al. 2010 110 108 37.90 
years 
SCL-90 Written – Essay about life 
Baddeley et al. 2013 29 28 34.22 
years 
BDI-II Oral – Audio-recordings from 
everyday lives of depressed 
people 
Sloan 2005 18 17 19.20 
years 
BDI-II Written – Essay about the 
previous day 
Sohn Unpublished 42 43 32.54 
years 
Ham-D Oral – Interview with a 
therapist 
Sørensen Unpublished 16 16 32.05 Ham-D Oral – Interview with a 
therapist 
 
Table 3.2 Studies comparing use of positive emotion words and severity of depression 
Article Year Sample 
size 
Mean age 
 
Depression 
measure 
Task 
Bernard et al. 2016 136 18.80 
years 
CES-D Written – Essay about starting university 
Settanni & Marengo 2015 201 28.40 
years 
DASS-21 Written – Facebook posts 
Rodriguez et al. a 2010 57 18.70 
years 
BDI-II Written – Diary about themselves  
Rodriguez et al. b 2010 57 18.70 
years 
BDI-II Written – Blog posts about themselves 
Pulverman et al. 2015 133 34.11 
years 
BDI-II Written – Essay about deepest thoughts about 
sex 
Holmes et al. 2007 25 36.30 
years 
BDI-II Written – Expressive writing on the most 
traumatic life event 
Jaeger et al. 2014 35 NA BDI-II Oral – Interview on one neutral and one 
traumatic life event 
Ziemer & Korkmaz 2017 93 49.60 
years 
CES-D Written – Expressive writing on thoughts and 
feelings 
Baikie et al.  2006 14 NA DASS-21 Written – Diary entries 
Dirkse et al. 2015 59 NA PHQ-9 Written – Expressive writing exercise by email 
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3.3.1 META-ANALYSIS 
Random effects models were conducted to estimate the overall effect sizes and their variance. 
Following forest plots (figure 3) were produced to visualise the effect size across papers.  
  
Figure 3. Forrest plots of effect sizes (Cohen’s d and Pearson’s r) in use of positive emotion words. 
As shown on the forest plot (figure 3, left-hand side), the estimated effect size (Cohen’s d) for the 7 
included studies which compare differences in use of positive emotion words in depressed and healthy 
individuals, does not overlap zero (Cohen’s d = -0.38, CI = [-0.72, -0.05]), indicating a pattern of 
decreased use of positive emotion words in depression. According to Cohen (1988), this effect size 
is classified as a small to medium effect. However, it is worth noting the large confidence intervals 
and thus the relatively uncertain estimates. From the data, an overall variance (𝜏2) of 0.12 (SE = 0.12) 
was found. Much of the variance (𝐼2 = 68.89%) could not be reduced to random sample variability 
between studies (Q-stats = 15.58, p = 0.008). There were no significant outliers or any obvious 
publication bias (Kendall’s tau = 0.33, P = 0.47).  
The estimated effect size (Pearson’s r) for 10 included studies which compare use of negative emotion 
words and severity of depression, does not overlap zero (Pearson’s r = -0.21, CI = [-0.34, -0.08]) (see 
figure 3, right-hand side). The estimated effect size is considered small to medium and thus being 
non-trivial (Cohen, 1988). The overall variance (𝜏2) is 0.0304 (SE = 0.0208). The variance (𝐼2 =
72.95%) could not be reduced to random sample variability between studies (Q-stats = 31.40, p = 
0.0003). There were no significant outliers or any obvious publication bias (Kendall’s tau = -0.02, P 
= 1.00). 
4. Discussion  
4.1 Overview and interpretation of the results 
Research has suggested a distinctive pattern of increased first-person singular pronoun use, increased 
use of negative emotion words, and decreased use of positive emotion words in depressed individuals. 
This paper has systematically reviewed the evidence for this suggestion. Here, 57 studies were 
identified, 22 reporting first-person singular pronouns, 13 negative emotion words, 17 positive 
emotion words.  
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By the usual standards as suggested by Cohen (1988), a small to medium positive relation between 
the use of first-person singular pronouns and depression was found (Cohen’s d = 0.44 and Pearson’s 
r = 0.23). This suggests that the link between first-person singular pronouns use and depression is 
present even though it is considered a small effect. The lower effect size for correlations (Pearson’s 
r) between first-person singular pronouns and severity of depression might indicate that while a strong 
contrast (depressed vs. control) shows a stronger difference, more nuanced contrasts, e.g. different 
levels of depressive traits in controls, do not show the same differences. In other words, the 
differences between the frequency of first-person singular pronouns, when having a depression 
severity score of for example 12 and 13 on the BDI scale, is small.  
Conclusively, depressed individuals use more frequently first-person singular pronouns than healthy 
individuals. Furthermore, the more depressed an individual is, the more first-person singular pronouns 
they use. The current finding is consistent with Pyszczynski and Greenberg’s theory (1987), that 
depressed individuals tend to perseverate about themselves because they are stuck in the self-
regulatory cycle. This also corresponds with earlier done meta-analyses investigating the relation 
(Edwards & Holtzman, 2017; Tackman et al., 2019). 
A medium positive relation between the use of negative emotion words and depression was found 
(Cohen’s d = 0.72 and Pearson’s r = 0.12). The effect is concluded to be medium due to the 
contradictory classification of the effect sizes (i.e. relatively high Cohen’s d, but relatively low 
Pearson’s r). As with first-person singular pronouns, the lower effect size for correlations between 
negative emotion words and severity of depression might indicate that while a strong contrast 
(depressed vs. control) shows a stronger difference, more nuanced contrasts, e.g. different levels of 
depressive traits in controls, do not show the same differences. Furthermore, it was tested whether 
the interpretation of the results could have been affected by a publication bias or an influential paper, 
which could possibly have skewed the results. A possible publication bias was found in papers 
reporting differences between the use of negative emotion words in depressed and healthy 
individuals. This publication bias could possibly explain the large effect size which was found. In 
short, depressed individuals use more negative emotion words compared to healthy individuals. 
Further, the more depressed an individual is, the more negative emotion words the individual would 
use. However, the effect found here might have been affected by a possible publication bias. The 
finding supports the theory of Beck’s cognitive theory of depression, which states that depressed 
individuals express themselves negatively (1967).  
A small to medium negative relation between the use of positive emotion words and depression was 
found (Cohen’s d = -0.38 and Pearson’s r = -0.21). In line with first-person singular pronouns and 
negative emotion words, the small Pearson’s r might indicate that a smaller effect might be due to the 
small contrasts. As a result, depressed individuals use fewer positive emotion words compared to 
healthy individuals. Further, the more depressed an individual is, the fewer positive emotion words 
the individual would use. The finding corresponds with Beck’s cognitive theory of depression; 
depressed individuals express themselves in a less positive way (1967).  
To the knowledge of the author, no meta-analyses have carried out an investigating of the relation 
between depression and use of negative- and positive emotion words.  
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Lastly, the variance of results presented here for all three linguistic features could not be explained 
by either age or task category. The results were affected neither by the age of the participants or 
whether they participated in an oral or written task.  
4.2 Conceptual and methodological limitations in the definition of depression and 
severity 
Scales and questionnaires are the most used tools by practical clinicians since they investigate 
multiple known symptoms of depression such as hopelessness, guilt feelings, weight loss (Aaron T. 
Beck, 1967; Edwards & Holtzman, 2017). Yet, general practitioners have only a 50% chance of 
correctly diagnosing a patient already suffering from depression (Mitchell et al., 2009). Diagnosing 
a healthy individual as depressed might lead the person to take unneeded anti-depressives, which can 
lead to unwanted side effects (Santarsieri & Schwartz, 2015). Not diagnosing a depressed individual 
as depressed, leaves the individual suffering unnecessarily. Research shows that different depression 
rating scales do not overlap for symptoms, meaning some rating scales only investigate certain 
symptoms (Fried, 2017). Patients suffering from depression might not experience all typical 
symptoms, so some scales might not investigate the symptoms the patient experiences (Fried, 2017). 
This could be a possible explanation for the low success rates for general practitioners. Fried (2015) 
has suggested that future research on depression should not rely on diagnosis but on individual 
symptoms. An example of why research should look at individual symptoms are given with the 
linguistic feature; positive emotion words. When investigating the use of positive emotion words and 
depression, an important but rarely often considered effect, is the fact that when a very depressed 
individual has decided to commit suicide, they often experience a sense of relief (Rudd, 2008). 
Depressed people who are suicidal often see their own death as a solution to end their suffering and 
can therefore experience an increase in hopefulness (Rudd, 2008). This increase in hopefulness is 
seen in an increase in positive emotion word use (Baddeley et al., 2011). Studies show how depressed 
individuals just prior to their suicide use more positive emotion words, and fewer negative emotion 
words (Lester, 2010).  
Currently, research only focuses on diagnosis (depressed vs not depressed). The diagnosis is reached 
by looking at multiple symptoms of depression and sums symptoms-scores (Pignone et al., 2002). 
When analysing linguistic features in depression, studies only look at the diagnosis and not the 
underlying symptoms, thus generalising that all depressed have the same symptoms. The positive 
correlation between depressed suicidal individuals and use of positive emotion words is a good 
argument for why future research on depression should rely on individual symptoms. When looking 
at people diagnosed with depression, we see an overall negative relation between positive emotion 
words and depression. However, suicide has the opposite relation to positive emotion words. 
Consequently, research might gain a more nuanced perspective on depression by investigating the 
different underlying symptoms and their possible relations with different linguistic features. To the 
knowledge of the author, no research on linguistic markers of depression has adopted this approach 
yet. 
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4.3 Future directions 
In line with positive emotions words and suicide, future research could benefit from investigating 
individual symptoms in depression, which potentially could give a more refined perspective (Fried, 
2015). Further, machine learning systems could be used to analyse and predict symptoms of 
depression. Several studies have already used machine learning trying to predict depressed 
individuals based on linguistic cues. In 2013, De Choudhury et al. were able to predict depression 
with 70% classification accuracy using social media. As impressively, Moore et al. (2008) were able 
to predict the depression using paralinguistic features with a classification accuracy of 91% for males 
and 96% for females. Sohn (2017) and Sørensen (2015) were able to predict depression using 
linguistic features with a classification of 72% and 87% respectively. These unarguably high success 
rates yield for further research within the field of language use in depression  
5. Conclusion 
After systematically reviewing the literature on language use in depression, it is concluded that there 
is an overall small but positive relation between depression and first-person singular pronouns, and 
depression and negative emotion word use. Further, a small overall negative relation between 
depression and positive emotion words was found. Studies implementing findings trying to predict 
depression from linguistic features yield promising results, therefore more research should be 
conducted trying to predict depression from language use. 
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