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I. INTRODUCTION
A N (n, d, w) code is a binary code of length n, and minimum Hamming distance d, whose codewords have constant weight w. These codes are called constant weight and have been extensively studied [7] . One of the most interesting classes of these codes are the constant-weight cyclically permutable codes. Cyclically permutable codes were first defined by Gilbert [17] . In a cyclically permutable code (CPC) all codewords are cyclically distinct and have full cyclic order. A constant-weight cyclically permutable code is a code which is both constant weight and CPC. These codes were extensively studied in [l] . Such codes have applications in optical code-division multiple-access communication system [ 121, mobile radio, frequency-hopping spread-spectrum communications radar and sonar signal design [19] , and constructing protocol-sequence sets for the M -active-out-of-T users collision channel without feedback [22] .
In [12] a constant-weight CPC is used for optical communication systems and was called optical orthogonal code (OOC) . An (n, w, X) OOC C, is a family of (0,l) sequences of length n and constant weight w that have cross-correlation and out-of-phase autocorrelation values which do not exceed for each x, y E C, 5 # y, 0 5 S < n, where subscripts are taken modulo-n. Note that an (n, w, X) OOC is an (n, 2w -2x, w) CPC.
In this paper we are concerned with (n, 2w -2, w) CPC's. In this case it is more convenient to consider a word in a CPC as a w -tuple. Let C be an (n, 2w -2, w) CPC, c E C is a 'w -tuple (cl, cz, . . , c~), where ci E 2, for 1 5 i 5 w. Z; = 1 in the binary representation if and only if (iff) cj = i for some j, and all the differences of the form ci -cj in all codewords are distinct modulo-n. If each element of 2, -(0) appears as a difference then the code coincides with the well-known combinatorial design of a Difference Family [33] . An (n, w, X) DifSerence Family is a set of %u -tuples with elements from an additive group G, ]GI = n, such that each element of G -(0) appears exactly X times as a difference. C is an (n, d, w) optimal CPC if there is no (n, d; w) CPC with larger size. We will denote by @(n, d, ru) the number of codewords in an (n, d, w) optimal CPC.
Most of the known results on optical orthogonal codes are derived from Block Designs, an optimal (n, w; X) OOC, C, where w and n are relatively prime, is equivalent to a cyclic (X+1) -(n\CI, w(CI, X, 1) design [6] . In [12] optimal (n, w, X) OOC's for n = (qdfl -l)/(q -l), and w = q + 1 are presented. These codes are derived from the projective geometry PG(y, d). A family of optimal optical orthogonal codes with n = pzm-i, w = pm + 1, where p is prime, and X = 2 (the only known construction of optimal OOC with X = 2 which is not derived from block design) is presented in [ 131. Optimal codes with w = 4 and X = 2 are presented in [3] . Families of asymptotically optimal OOC's are presented in [l] , [24], and [26] .
For X = 1, optimal optical orthogonal codes are derived from DifSerence Families [6] , and from Balanced Incomplete Block Designs [ 131. The main constructions for difference families are given in [33] . Other constructions are given in [5] and [23] . Two recursive methods for constructing a difference family are given in [ 141. A recursive method for constructing 0018-9448/95$04.00 0 1995 IEEE optical orthogonal codes that generalizes one of Colbourn and Colbourn's [14] is given in [6] . Recently, Buratti [9] has obtained two new families of difference families (these families which were obtained parallel to our results coincide with our Constructions C and D for difference families). Buratti [lo] has also obtained some other families of difference families. Recursive constructions for difference families with higher X were given by Jimbo and Kuriki [20] .
In Section II we present new constructions for constantweight optimal CPC's. These constructions generalize the constructions of Wilson [33] for difference families. We modify Wilson's constructions to obtain constant-weight optimal CPC's, and also improve his constructions to obtain new difference families.
In Section III we present other constructions for optimal CPC's for which the missing differences appear in equal gaps in the range between 0 and m -1. These constructions as well as the constructions in Section II make use of the theory of numbers. We also solve the remaining cases for w = 3.
In Section IV we present the known recursive constructions for difference families. We modify these constructions to obtain constant-weight optimal CPC's which are not necessary difference families, and show how this construction can be applied on the known codes.
The recursive construction of Section IV makes use of a structure called difference array. In Section V we show that this structure is equivalent to some other combinatorial structures related to latin squares and orthogonal latin squares. We also discuss other applications of this structure.
II. A GENERALIZATION OF WILSON'S CONSTRUCTIONS
In this section we present five constructions for difference families with X = 1, and optimal cyclically permutable codes with minimum distance 2w -2. We use notations as in [33] . Let q be a power of a prime and a be a primitive element in GF(q); for each e, elq -1 (e divides q -l), H" denotes the multiplicative subgroup of GF(q) - (0) of index e. Given a subgroup H of a group G, for each x E G we define the cosets of G module H by xH = {xh: h E H}. The cosets of H1 modulo H", will be denoted by H,", H,", . . . , Hzpl, where H; = {& t E m (mode)}; hence, H" = Hoe.
Given a word c = (cl, cg, ..., c,) in a code C over an additive group G (where G is either 2, or GF(q)) and p E G, let /3c 2 (/3cl, pc2,. . . , /3cw) where the multiplications are performed either modulo n or in GF(q). For a codeword c E C let AC $ {c; -cj: 1 < i, j < 20, i # j}; we define AC e UCEG AC. Note that if q = @', r > 1, then the code C over GF(q) can be a difference family, but not a CPC. It is easy to verify that a CPC C has a minimal Hamming distance 2w -2 if and only if (iff) IACl = w(w -l)lC(. Construction A: Let w = 2t, a be a primitive element in GF(q), q = 2( w -1)m + 1, and 6 be a primitive (w -1)th root of unity in GF(q) . Let e be the largest integer elq -1 such that (1, 5 -1, E2 -1,. . . ,Et-l -l} 2 He, g = g.c.d.((q -1)/e, 2(w -l)), d = (q -l)/ge, and s = l(mlt)Jl(mld).
If s is an integer such that s/d and the elements of x = { 1, < -1, E2 -1 i . . , Et-l -l} belong to distinct cosets {H;,'"'"' : 1 5 1 < t} then let Construction B: Let w = 2t + 1, o! be a primitive element in GF(q), 4 = 2wm + 1, and < be a primitive wth root of unity in GF(q) . Let e be the largest integer e(q -1 such that {I -1, E2 -1; ... ,Et -1) C H,", for some Z, 0 5 x < e, g = g.c.d. ((q -1) GF(q) , where q is a power of a prime, or (p, 2w -2, w) optimal CPC, over Z,, where p is a prime,.
. and the proof is based on the following lemmas and theorems. The lemmas analyze the structure of the graph Gw(q) = (VW(q), E,(q)), defined below, whose vertices are words of weight w.
Definition 1: Let w, q, t, o, and 5 be defined as in constructions A and B. We define the graph Gw(q) 2 (V,(q), E,(q)) whose vertices are w-sets from GF(q), V,(q) 2 {u;: 0 < i < m}, where if w = 2t if w = 2t + 1 and vi = C?VO.
Ew(q) A { [vi, vj] : Avi n Avj # 4, 0 < i < j < m}.
In the sequel we will show that the words of the codes generated by constructions A and B form an independent set in G,(q). Note that e(d/s) divides m; in Lemmas 1 through 3 which follow the computation of the St's of constructions A and B is performed modulo m, and not modulo e(d/s).
Lemma 1: For w = 2t, if Vl, 1 5 1 < t, El -1 E Hc, then 'v'J~, 0 5 i < m, Avi = HT U (U:z: Hcti).
Proof: Since <w-1--i -1 = -<w-l-z(,i -1) it f0llows that AVO = A(0, 1, I, (1, -1, < -1, [2 -1,. . . 
Proof
By Corollary 1 (2), if G:(q) is disconnected, then there exists an T, rid such that for all 0 < 'i, j < m, [v;: vj ] E E,(q) implies i = j (mod m/r). Hence, there exists an e', such that e]e' and T = (q -l)/ge'. By Lemma 3 [vi, 71; + S] E E,(q) implies that e/IS, and by Lemmas 1 and 2 it follows that when w = 2t, x & H"' , and when w = 2t + 1, the elements of x belong to the same coset of H1 modulo H"' ; this contradicts the definition of e. Since fi: II + c&v is an automorphism of G,(q), it follows that for 0 < 1: in G,,(p) form a (p, 2w -2, w) optimal CPC; if m/t is an integer and G:(q) contains an independent set of size s, then we form a (q, II), 1) difference family.
In Lemma 6 we show that the words of a code generated by either Constructions A or B form an independent set in G, (q), but clearly there might exist other independent sets in G,(q), which correspond to other optimal codes. In Constructions C and D we will form another independent set in Gb(p) and in Gs(p), respectively. independent set of size s in G:(q).
Since sld, it follows that (m/d)l(m/s), and hence, 5'; C VA(q). Since the elements of x belong to distinct cosets {H;j"'"): 1 5 1 < t}, it follows that there does not exist an T, r' E A{ Icl: 1 5 1 5 t}, such that T E 0 (mode(d/s)).
Therefore, the set of vertices {v~j: j z i(modg.c. Theorem 3: If a prime p ? 1 (mod 2w), UJ odd, satisfies the conditions of Construction B, then C is a (p, 2w -2; w) optimal CPC.
Examples of codes which are not difference families and were generated by Constructions A and B are (113, 12,7), (211, 14, 8) , (181, 16, 9) , (163, 18, lo), (433, 18, 10) optimal CPC'S.
Dejinition 2: Let q = W(W -1)m + 1 be a power of a prime. We say that q satisfies condition R, [33] iff l for 'w = 2t, the elements of (1, < -I,... i <"-l -1} belong to distinct cosets modulo Ht, where < is a primitive (w -1)th root of unity in GF(q); l forw=2t+1,theelementsof{~-1,~~~,~t-1}belong to distinct cosets modulo Ht, where [ is a primitive wth root of unity in GF(q). If a power of prime q satisfies condition R,, then there exists a (q, UJ, 1) difference family. Conditions R4 and Rg defined by Wilson [33] are equivalent to the conditions in Bose's constructions for (q, 4, 1) and (q, 5, 1) difference families [5] .
Theorem 4: If a power of a prime q E 1 (modw(w -1)) satisfies condition R,, then it satisfies the conditions of either Construction A or Construction B.
Proofi Since q satisfies R, it follows that the elements of x belong to distinct cosets modulo Ht. Therefore, e = 1, in both Constructions A and B, and hence d = m and s = m/t is an integer which divides d. n As a consequence, difference families for all the powers of prime which satisfy condition R,; are generated by Constructions A and B. Note that the converse is false, and indeed we found some new difference families for prime ' values that do not satisfy R,, e.g., (4231,6, l) , (8821,6, l) , (13681,6, l) , (5419,7, I>> (35533,7,1) (36919,7,1) (35393,8, 1) (23761,9, l), (45361,9, l), (54001,9,1) difference families.
We will now present two constructions C and D, which are specific cases for producing difference families of Constructions A and B, for w = 4 and w = 5. We give these constructions for two reasons: 1) These constructions produce the same difference families as Constructions A and B, but they produce some optimal CPCYs which are not produced by Constructions A and B.
2) The conditions which have to be checked in these constructions are easier to compute then the conditions in Constructions A and B. Construction C: Let Q: be a primitive element in GF(q), where q = 6m + 1 and [ be a primitive third root of unity in GF(q). Since in Construction C, 2k/m, it follows that s = m/21c in Construction A, is an integer, which divides d.
Conversely, s = d/2 since t = 2 and m is even. Hence, if s in Construction A is an integer, then d is even. Since d = m/k, it follows that 2k(m. n From Theorem 1 and Lemma. 9 we have Theorem 5: If 21c] m in Construction C, then C is a (q, 4, 1) difference family.
As in the general case, we found using Construction C, difference families with w = 4 for primes that do not satisfy R,; e.g., (193,4, l) , (313,4,1) difference families. Now, we show that Construction C generates optimal CPC's which are not generated by Construction A.
Theorem 6: If p + 6m + 1 is a prime, m odd, Ic = 1, then C is a (p, 6, 4) optimal CPC's.
Since Ic = 1, Gd(p) is a cycle of length m, where TJ~ is connected to ~;+l and 'u;-Z. Clearly the words of C form an independent set in Gd(p) and ICI = Lm/2] ; thus C is an optimal CPC. n Note that the vertices of the independent set created by Construction A are spaced in equal gaps (m/s) in G,(p), such an independent set clearly does not exist in Gd(p) .
Theorem 7: If m > 1 and p = 6m + 1 are primes, then k = 1 in Construction C.
If m is prime then clearly for 1 f' 0 we have Ic = 1, so we only have to show that indeed 1 # 0.1 = 0 if the order of [ -1 divides 6. We have to prove that there does not TRANSACTIONS ON INFORMATION THEORY, VOL. 41, NO. 1, JANUARY 1995 exist an r, 0 5 T 5 2, such that 6 -1 = *I'. By assuming that < -1 = &c we have the following contradictions: 1) r=O;[-l=l*p=7,m=l.
[-1=-l*[=O. 2) r=l;<-l=[isimpossible.
' < -1= --I + 5 E 2-l (modp) + p = 7, m = 1. 3) T = 2; < -1 = (2 * -1 = <([ -1) = <<2 = 1 * p = 2.
[ -1 = -12 =3 <(I -1) = -I(< + 1) = -1 * 5 = 0. Thus 1 # 0 and the claim is proved. n Theorem 7 implies that the code generated by Construction C, for p = 6m + 1, p and m > 1 are primes, is a (p, 6, 4) optimal CPC.
Construction D: Let Q: be a primitive element in GE'(q), where q = 10m + 1 is a prime power. Let < be a primitive fifth root of unity in GF(q) Using Construction D, we found some difference families with w = 5, for primes which do not satisfy Rg; e.g., (401,5, l) We have to prove that there does not exist an r, 0 < T < 4, such that I+ 1 = kc. By assuming that 5 + 1 = *c we can obtain contradictions, similarly to the proof of Theorem 7. n Theorem 10 implies that the code generated by Construction D, for p = 10m + 1, where p and m > 1 are primes, is a (p, 6, 4) optimal CPC.
Construction E: Let o be a primitive element in GF(q), q = 6m + 1, and 6 a primitive third root of unity in GF(q). Let c E GF(q), e be the largest integer elq -1 such that {E -1, c(E -113 c -1, c -<, c -t3} G H,", for some z, Similarly to the proofs of Constructions A and B we can analyze the structure of the graph GG(q, c) = (Vc(q; c), EG(q, c)), for e E GF(q), defined below, whose vertices are words of weight 6.
Definition 3: Let q, o, and 6 be defined as in Construction E. We define the graph GG(q) 4 (Vc(q, c), Es(q, c)) whose vertices are 6-sets from GF(q), VW (q, c) 2 {vi: 0 < i < m}, where 210 = (1, El c2> c, 4, ct2> E,(q, C) 2 {[w;, ZIU~]: AU; n AUj # 4, 0 < i < j < m}
In Lemma 11 which follows the computation of the /q's of Construction E is performed modulo m, and not modulo e(d/s). n Since the rest of the proof is similar to the previous ones, we omit it to save space. We only state the results.
Theorem II: If a power of a prime q -1 (mod30) satisfies the conditions of Construction E then C is a (q, 6, 1) difference family.
Theorem 12: If a prime p E 1 (mod 6), satisfies the conditions of Construction E, then C is a (p, 10, 6) optimal CPC.
Examples of codes which are not difference families and were generated by Construction E are (37, 10,6), (43, 10, 6) , and (73, 10,6) optimal CPC's.
III. OTHER CONSTRUCTIONS FOR OPTIMAL CPC's
In this section we will show systematic constructions for optimal CPC's which are not difference families. These construction result in optimal CPC's with a special structure which the optimal CPC's of Section II cannot have. This structure will be very useful in the recursive constructions of Section IV.
Dejinition 4: A (kn, 2w -2, UJ) cyclically permutable code C is uniform if AC = .Zkn -{i . n: 0 < i < k}.
Note that an (n, SW, 1) difference family is uniform and AC = 2, -(0). Obviously, (p, 2,~ -2, w) CPC which is not a difference family, where p is a prime, cannot be uniform.
The (wn, w, 1) difference families with one short orbit correspond to uniform optimal CPC's. (4p, 4, 1) difference families where p is a prime, p -4 (mod la), and (5p, 5, 1) difference families for some primes p, p = 5 (mod 20) were constructed in [ 151. Construction F: For a prime p = 6q + 1, u an odd residue modulo 2p such that c~' -01 (modp) is a primitive root modulo P, let c = ((0, 2, c?q+$ a4*+i): 0 5 i < q} where the computations are performed modulo 2p.
Theorem 13:' C of Construction F is a uniform (2p, 6, 4) CPC.
Proofi Let M2, denote the multiplicative group of .Zzp. It is easy to verify that M*, = {c?: 0 5 i < 6q}, ) M2, I = P -1, and for even /? E Z+, IPM2,I = P -1.
A(0, 1, f+, a"") = (1, f+, &}.{l; -1, QZQ-1, o!4q-l}. Since ai34 --1 (mod2p) and aq(n2q -1) = a44 -1, it follows that A(0, 1; 02q, 04") = {ojq: 0 5 j < 6) . 11, a2q -l}, and AC = M2, . (1, cx2q -l}. Since 02q -1 is even, it follows that all the elements in AC are distinct. Finally note that p @ AC. n For Construction G which follows let p = 4q + 1 = 5 (mod 8) be a prime and u: a residue modulo 3p such that Q! 5 2 (mod 3), and Q' = a (modp) is a primitive root modulo p. Also, let H = {o?: 0 5 i < p -1) where the computation is performed modulo 3p.
Lemma 12: 1) o1 -1 E 1 (mod3). 2) a2q -1 E 0 (mod 3).
Proof
Since p -5 (mod 8), q is odd. If 01 = 2 (mod 3) then oi -2 (mod 3) iff i is odd, and oi -1 (mod 3) iff i is even. 4
Lemma 13: Zsp -(0, p, 2p} = H u (-1)H u 3H.
Proof: Since the order of Q: modulo p is p -1 it follows that the order of Q! modulo 3p is at least p -1. By Lemma 12, o!p--l = 04q = 1 (mod 3) and since -a P-l = 1 (modp) it follows that ape1 = 1 (mod3p) and IHI = p -1. Therefore, H is a subgroup of the multiplicative group modulo 3p, MS,. By Lemma 12, c~ 2q = 1 (mod 3) and hence -1 $ H and _ therefore MS, = H U (-l)H.
Clearly, 3H n 1113, = 4 and since o is primitive, it follows that 3H contains p-1 distinct elements. To complete the proof we only have to note that {p, 2p}n(HU(-l)Hu3H) = 4.m Lemma 14: If p = 5 (mod 8) is a prime then there exists an Q; 0 < Q! < 3p such that Q: = 2 (mod3), and Q' = Q: (modp) is a primitive root modulo p.
Proof: Let p = j (mod 3); if o' = j -1 (mod 3) then a'+2p = 2(mod3). If o's 2-j(mod3) then cr'+p = 2 (mod3). n Construction G: For a prime p = 4q + 1 -5 (mod8) and 01 a residue module 31, such that Q! -2 (mod 3), and Q' = a (modp) is a primitive root modulo p, let c 1 {(a", aq+i, Q12q+i; (++y: 0 5 2' < q} where the computations are performed module 3p. Theorem 14: C is a uniform (3p, 6, 4) optimal CPC. Proof AC = A{(&, c@: Q~~Y+~, 03q+i): 0 5 i < q} = {Qli: 0 < i < 4). { a!q -1, a2q-1, 1 -a"}. {&: 0 < j < 4) = {o? -1, a2q -1, 1 -oq} H. By Lemma 12 and by the proof of Lemma 13, (u2q -1 E 3H, and either a4 -1 E H and 1 -c@ E (-l)H or c@ -1 E (-1)H and 1 -on E H. Since H and (-1)H are cosets of Msp, hH = H for h E H, and hH = -H for h E -H. It is also easy to verify that hH = 3H for h E 3H. Thus by Lemma 13, AC = H U (-1)H U 3H = 23, -(0, p, 2p} and C is a uniform (3p, 6, 4) optimal CPC. n For Constructions H and K which follow let p E 3 (mod 4) be a prime and Q! a residue modulo 6p such that a z 5 (mod 6), and o' E a! (modp) is a primitive root modulo p. Also, let H = {ai: 0 5 i < p -l} where the computation is performed modulo 6p. Lemma 1.5: If p E 3 (mod4) is a prime then there exists an o, 0 < Q! < 6p such that N E 5 (mod 6), and CX' -o (mod p) is a primitive root modulo p.
Proof: Consider the following two cases: 1) p E 7 (mod 12) and Q' z j (mod 6), where 0 5 j < 5.
If we set Q = Q' + (5 -j)p, then a z 5 (mod 6). 2) p E 11 (mod 12) and o! e j (mod 6), where 0 5 j < 5.
If we set QI = Q' + (J' + l)p, then o E 5 (mod6). n Hence, IfiI = p -1. 2) Since x E H, it follows that 5 G yaj (mod6p), for some j, 0 < j < p -1, and xH = yajH = i?. 3) (p -1)/2 is odd, hence by Lemma 16, c~(p-')/~ z 5 (mod 6). Note that p -1, 3p -1 and 5p -1 are even, and therefore do not belong to H. Also, 2p -1 and 4p -1 are not congruent to 5 modulo 6 and hence Q(P--1)/2 = --1 (mod 6~). Thus -1 E H, and by 2) x E fi, implies -x E I;T. n Lemma 18: Let p E 7 (mod 12) be a prime, then 2~ - (0, P, 2p, 3p, 4p, 5p) 
H is a subgroup of the multiplicative group modulo 6p, MC,. Since all the elements of H are distinct modulo p, it follows that 4p + 1 @ H, but 4p + 1 E Me, since g.c.d.(4p + 1, 6p) = 1. From Lemma 17 it follows that IHI = 1(4p+l)H] = p-l, from the fact that IMQ,I = 2(p-1) it follows that MC, = H U (4p + l)H.
Since 3 and 6 are relatively prime to p, by Lemma 17, 13HI = 16HI = p -1. From the fact that all the elements in H are odd, it follows that the elements of 3H are divisible by 3, but are not divisible by 6. Hence, 3H n 6H = 4. By Lemma 17, 12HI = 1(2p + 2)HI = p -1. The elements of 2H and (2p + 2) H are not divisible by 3, therefore (2H U (21, + 2)H) n (3H U 6H) = 4. Assume that 2H and (2p + 2)H are not disjoint; hence by Lemma 17, 2H = (2p + 2)H, and there exists an i, 0 < i < p -1, such that 2cri = (2p+2) (mod 6p), which implies that oi E 1 (modp), a contradiction. Thus Zs, -10, P, 2p, 3p, 4p, 5~1 = Hu (4~ + ~)HU~HU(~~+~)HU~HU~H. In the sequel we will use the number theory results on the Legendre symbol (E) [25] for an odd prime p. An immediate result is the following lemma.
Lemma 19: Let p = 7 + 125 be a prime, then 1) 2 is a quadratic residue modulo p iff k is even.
2) 5 is a quadratic residue modulo p iff k E 1 or 2 (mod 5). Construction H: For a prime p = 7 + 12k E 7 (mod 12) and a! a residue modulo 6p such that Q! -5 (mod 6), and o' z (Y (modp) is a primitive root modulo p, let k k E is odd 2 or 6 (mod 10). Lemma 20: Let p E 11 (mod 12) be a prime, then 2~~ -(0, p, 2p, 3p, 4p, 5p) = H u (2p+ 1)H u 2H u (4p+ 2)H u 3H u 6H. Corohry 4: hffj, = H U (2~ + l)H. Lemma 21: Let p = ll+ 121c be a prime, then 1) 2 is a quadratic residue modulo p iff k is odd. 2) 5 is a quadratic residue modulo p iff Ic E 0 or 4 (mod 5). Construction K: For a prime p = 11 + 127C -11 (mod 12) and Q: a residue modulo 6p such that Q E 5 (mod 6), and a' E a(modp) is a primitive root modulo p, let where the computations are performed module 6p, and Similarly to Theorem 15 we have the following theorem: Theorem 16: C of Construction K is a uniform (6p, 6, 4) optimal CPC.
The case 6p where p E 1 (mod4) is more complicated, since the structure of z@ is different. For p = 13,29, and 37 we found the following codes-see bottom of page-(which appear in Table I under the title-"other constructions"). For w = 5, finding (n, 2,~ -2, w) uniform optimal CPC is even more complicated. Using similar methods we were able to find the following code: '(63, 8, 5 )uniform optimal CPC{Si(O, 1, 3, 9, 44) 0 <i<3}.
The case w = 3 is almost solved. Optimal (n, 4, 3) CPCs of size L(n -1)/S] are presented in [6] . The only unresolved cases are n E 14 or 20 (mod 24). These can be solved easily using the known result on l-rotational STS [28] . In this case Phelps and Rosa [28] , proved that there is no l-rotational Steiner triple system of order n + 1 E 15 or 21 (mod24). If @(n, 4; 3) = (n -2)/6 then the cyclic shifts of the codewords with the cyclic shifts of the missing pairs with a new point, results in l-rotational STS of order n + 1,which does not exist [28] ; hence, Q(n, 4, 3) < (n -2)/6. But as in [28] we can prove that Q(n, 4, 3) = (n -8)/6 by taking a hooked Skolem k -sequence (B, Ic) [28] and define the triples by ((0, IL, f k, b, + k}: r = 1,. , k, b, -a, # 2k + 1) where {(a,, b,.): b, -a, = r', T = 1, ... , k, lJFZl{aT, b,} =  (1, 2,. . i 21c -1, 2k + 1}} is any (B, k) system with ,!z = (n -2)/6(k: f 2 or 3(mod4)). Colbourn and Colboum [14] gave two recursive constructions for a difference family from two other difference families. Brickell and Wei [6] gave a generalization of these constructions which produces also optimal CPC's. Their construction uses a combinatorial structure called difference array. An n x k d@erence array A is an array of integers from 0 to rh-1 such that for any two columns i,, j and any integer 1, there exists a unique row s, such that A(s, j) -A(s, i) E 1 (modn), where B(i, j) denote the entry in row i and column j of the array B. A generalization of difference arrays which was used to produce (n; w, X) difference families with X > 1 was given by Jimbo and Kuriki in [20] .
IV. RECURSIVE CONSTRUCTIONS
We now give a new construction which generalizes the constructions of Colboum and Colboum [14] and Brickell and Wei [6] . Our construction will use one uniform CPC and another optimal CPC to construct a new optimal CPC.
Let Cl be a uniform (in, 2,~ -2, w) CPC with T missing differences, C2 a (ma, 27~ -2; w) optimal CPC, and A an m x IU difference array. For any given word c = (Cl, C2,"' ,cz) E Cl we form the words (wtA(i, 1) + cl, rnA(i, 2) + ~2,. . , rnA(i, w) + c,) for each i, 1 < 1: 5 m. For any given word c = (cl, ~2, . , c,,) E C2 we form the word (ncl, nc2,. . , nc,). It is easy to verify that the constructed words form an (rn,m, 2711 -2; 711) optimal CPC. If C2 is a difference family then C is a difference family, if C2 is uniform then C is also uniform.
Using the constructions presented in Section III, the construction of Colboum and Mathon [ 151, a search program that looks for uniform CPC's of small length and the recursive construction we have constructed the following infinite families of optimal CPC's of weight 4: l -(an, 6, 4) optimal CPC -(22n, 6, 4) optimal CPC -(34n, 6; 4) optimal CPC -(4671, 6: 4) optimal CPC -(5On, 6, 4) uniform optimal CPC -(5&n, 6, 4) optimal CPC where n = II$=,p; and pi E 1 (mod6) is a prime. l -(3n, 6, 4) optimal CPC -(21n, 6, 4) optimal CPC -(33n, 6, 4) optimal CPC -(51n, 6, 4) uniform optimal CPC -(57n, 6, 4) optimal CPC -(63n, 6, 4) uniform optimal CPC -(69rt, 6, 4) optimal CPC (7% 6, 4) uniform optimal CPC {ll"(O: 1, 9; 43) 0<2<6} (174, 6, 4) uniform optimal CPC {lli(O, 1, 3: 121) 0 5 i < 14) (222, 6, 4) uniform optimal CPC {35i(0, 1, 3, 175) 0 5 $ < 18).
where n = IIi,,p; and pi E 5 (mod 8) is a prime. l -(4n, 6, 4) optimal CPC -(20n, 6, 4) optimal CPC -(287~, 6, 4) optimal CPC -(40n, 6, 4) uniform optimal CPC -(44n, 6, 4) optimal CPC -(52n; 6, 4) optimal CPC -(64n, 6, 4) uniform optimal CPC -(280n, 6, 4) uniform optimal CPC where n = IIi,ipi and p; E 1 (mod 12) is a prime.
l -(6n, 6, 4) optimal CPC -(30n, 6, 4) optimal CPC -(54n, 6, 4) uniform optimal CPC -(78n, 6, 4) uniform optimal CPC -(174n, 6, 4) uniform optimal CPC -(222n, 6, 4) uniform optimal CPC where n = IIIf,,pi and pi E 7 or 11 (mod 12) is a prime.
Unfortunately, not many methods to construct difference arrays are known. The classic method is mentioned in [6] and it obtains n x T difference array, where r is the smallest divisor of n. Another construction of [6] uses (n, k, 1) difference family with 1 codewords, wihere n = 1 + lk(lc -1) and 5 is a power of a prime to obtain an n x k difference array. Abraham [2] discusses constructions of additive sequences of permutations from which we can easily obtain difference arrays. For small values of n we can find difference arrays by computer search. A 15 x 5 difference array which was found by computer search and was not known before is given here Another recursive construction is given below. One can easily verify that C is an (ninz) x Ic difference array.
q Table I contains a list of all the values between 13 and 264, for which an (n, 6, 4) optimal CPC was found. Note that the entries that are not marked by u, are either value of n where a uniform optimal CPC cannot exist (i.e., m modulo w(w -1) does not divide n), or when this condition is satisfied, but such a code does not exist (e.g., n = 16, 18, 24, 27, 28, 30, 32, and 45) .
V. DIFFERENCE ARRAYSAND COMBINATORIAL STRUCTURES
Constructing difference arrays is an interesting combinatorial problem. In this section we show that the problem of constructing difference arrays is equivalent to constructions of some other combinatorial structures which are known to be difficult to construct. First, we give the definitions for the combinatorial quantities which play an important role in our results.
Let h(n) be the largest integer such that an n .x h(n) difference array exists.
Let f(n) be the number of symbols, which can be placed in an (n -1) x n row-circular array, so that each symbol appears once in each of the n -1 rows, and for each ordered pair (a, b) of distinct symbols, b is t positions to the right of a exactly once for each t from 1 to n -1 (we assume that the f(n) symbols are 0, 1,. . , f(n) -1).
Let g(n) be the maximum number for which a g(n) x n row-circular array with the following properties exists: each element of 2, appears exactly once in each row and for each ordered pair (a, b) of distinct symbols, b is t positions to the right of a at most once -for each t from 1 to n -1.
Let Nr(n) be the number of n x n mutually orthogonal latin squares (MOLS).
Let iVz(n) be the number of n x n &IOLS where the first row of each square is 0, 1,. . . , n -1 and the other rows are cyclic permutation of the first row.
Lemma 22: g(n) = f(n) -1.
Proof
Assume T = f(n) and A is an (n -1) x n row-circular array which attains this bound. Without loss of generality, we can assume that for each i; 1 5 i 5 n -1, A(i, 0) = 0. We generate an (r-1) x n array B as follows: 
Hence the pair (ii, i2) appears twice in A in distance jr -j,, a contradiction. Finally, a symbol z # 0 in B appears in different columns since B(kl, j) = i and B(k2, j) = i implies A(i, j) = rF1 and A(i, j) = l~2, a contradiction. Thus f(n) -1 5 g(n).
Very similar arguments leads to g(n) 5 f(n) -1. Thus s(n) = f(n) -1. n Lemma 23: N2(n) = f(n) -1. Proof
Let A be an (n -1) x n array which attains f(n), where A(i, 0) = 0 for each i, 1 5 i 5 n -1, and let B1,. . , Bt, t = N2(n) be a set of N2(n) MOLS of order n. We form the row-circular array from the MOLS and the MOLS from the row-circular array by the following definition. Proof: Assume r = f(n) row-circular array which attains and A is an (n -1) x n this bound. Without loss of generality we can assume that for each i, 1 5 i 5 n -1, A(i, 0) = 0. We generate an n x T array B as follows: B(i, j) = k if A(i, Jc) = j, B(i, 0) = 0, for 1 5 i 5 n -1; and B (0, j) = 0, for 0 < j < n -1. Similarly to the previous lemmas one can easily verify that B is a difference array and hence f(n) 5 h(n).
Very similar arguments lead to h(n) < f(n). Thus h(n) = f(n).
An immediate consequence of Lemmas 23 and 24, as well as the construction of 15 x 5 difference array given is Section IV is that N2(15) > 4. The fact that Nr (15) > 4 was proved in [27] but the construction presented there is much more complicated.
Lemma 2.5: f(n) # 72 -1. Proof: If f(n) = n -1, then the (n -1) x n row-circular array A which attains f(n) has n -1 symbols and one space in each row. Since f(n) # n then by putting a symbol z in those spaces, we can find two rows ii, i2 and a symbol y for which twice, giving at least two occurrences of the pair (g, Z) in distance d. Hence f(n) # n -1. n A set of n -1 MOLS or order n is called a complete set. It is well known [ 161 that a complete set of order n is equivalent to a projective plane of order n. It is known to exist whenever n is a power of a prime [ 161. A complete set of MOLS in which each row is a cyclic permutation of 0, 1, . . , n -1 is known to exist whenever n is a prime. Only two general nonexistence theorems are known. The first theorem is known as the Bruck-Ryser theorem [8] Theorem 18: If n = 1 or 2 (mod4) there cannot exist a complete set of MOLS of order n unless n can be expressed as a sum of two integral squares n = a2 + b2.
The second theorem is due to Woodcock [34] . Theorem 19: If n E 15 (mod 18) then it is impossible to find a complete set of MOLS of order n for which all rows are cyclic permutations of 0, 1, . . . , n -1.
Another related combinatorial structure is additive sequence of permutations [2] . Let X1 = (~1, x2, . . ,x,) be a sequence of distinct integers and let X2, X3, . . . , X" be permutations of x1. xl, x2,. . . , X" is an additive sequence of permutations if, for every subsequence of consecutive permutations, their vector sum is again a permutation of X1. Additive sequences of permutations are important for constructing perfect systems of difference sets which are acyclic difference families, i.e., for a word (~1, ~a,... , y,) the differences are {y~j -yi: j > i}. If x1 = (0, l,..., n -1) and the computation is done modulo n one can easily verify that the all-zero vector, xl, x1 + x2,. . ) c,"=, xi, corresponds to an n x (5 + 1) difference array, and similarly from an n x (k + 1) difference array we can construct an additive sequence of permutations xl,. . . )X".
Difference arrays also have an obvious application in error correcting codes. Let C be the code whose codewords are the columns of an n x Ic difference array. Let C be the code formed from the columns of this array. We construct the code l&;(C + i). Th' 1s code over 2, has length n, minimum Hamming distance n -1, and nlc codewords. If Ic = n this code is an MDS code [21], i.e., this code attains the Singleton bound. Other connections between MDS codes and complete set of MOLS are given in [ 181. Next, we show that other codes constructed from difference arrays attain the Plotkin bound [29] . Let n = s'm and assume we have an n x k array A of integers from 0 to m -1 such that for any two columns i, j and any integer 1, there exist exactly s columns tl, t2,. . , t,, such that A(&., j) -A(&., i) E 1 (modm), for each 1 < r 5 s. We will call such an array a generalized dzflerence array. These arrays were discussed also in [4] , [31], and [32] . Let C be the code formed from the columns of this array. We construct the code UT=i'(C + i). This code over 2, has length n, minimum Hamming distance n -s, and mk codewords. If /G = n this code attains the Plotkin bound. The Plotkin bound [29] was defined for the binary case, but the generalization for alphabet with m letters is simple. Using a computer search for "generalized" additive sequence of permutations in which each symbol appears s times we were able to find the following 15 x 9 generalized difference array.
This array leads to a ternary code of length 15, minimum Hamming distance 10, and size 27, which have 5 more codewords from the current best known code with the same parameters [30] . n x n generalized difference arrays can be viewed as a generalization of Hadamard matrices and the codes obtained from them as generalization of Hadamard codes [21] . There are few other ways to generalize the definition of Hadamard matrices over arbitrary alphabet, e.g., [ll] . Some of the matrices meet all these generalizations and some not all of them.
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