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Abstract
Metric graphs are meaningful objects for modeling complex structures that arise in many
real-world applications, such as road networks, river systems, earthquake faults, blood vessels,
and filamentary structures in galaxies. To study metric graphs in the context of comparison,
we are interested in determining the relative discriminative capabilities of two topology-based
distances between a pair of arbitrary finite metric graphs: the persistence distortion distance
and the intrinsic Cˇech distance. We explicitly show how to compute the intrinsic Cˇech distance
between two metric graphs based solely on knowledge of the shortest systems of loops for the
graphs. Our main theorem establishes an inequality between the intrinsic Cˇech and persistence
distortion distances in the case when one of the graphs is a bouquet graph and the other is
arbitrary. The relationship also holds when both graphs are constructed via wedge sums of cycles
and edges.
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1 Introduction
When working with graph-like data equipped with a notion of distance, a very useful means of
capturing existing geometric and topological relationships within the data is via a metric graph.
Given an ordinary graph G = (V,E) and a length function on the edges, one may view G as a
metric space with the shortest path metric in any geometric realization.
Metric graphs are used to model a variety of real-world data sets, such as road networks, river
systems, earthquake faults, blood vessels, and filamentary structures in galaxies [1, 24, 25]. Given
these practical applications, it is natural to ask how to compare two metric graphs in a meaningful
way. Such a comparison is important to understand the stability of these structures in the noisy
setting. One way to do this is to check whether there is a bijection between the two input graphs as
part of a graph isomorphism problem [3]. Another way is to define, compute, and compare various
distances on the space of graphs. In this paper, we are interested in determining the discriminative
capabilities of two distances that arise from computational topology: the persistence distortion
distance and the intrinsic Cˇech distance. If two distances d1 and d2 on the space of metric graphs
satisfy an inequality d1(G1, G2) ≤ c · d2(G1, G2) (for some constant c > 0 and any pair of graphs G1
and G2), this means that d2 has greater discriminative capacity for differentiating between two input
graphs. For instance, if d1(G1, G2) = 0 and d2(G1, G2) > 0, then d2 has a better discriminative
power than d1.
1.1 Related work
Well-known methods for comparing graphs using distance measures include combinatorial (e.g., graph
edit distance [27]) and spectral (e.g., eigenvalue decomposition [26]) approaches. Graph edit distance
minimizes the cost of transforming one graph to another via a set of elementary operators such as
node/edge insertions/deletions, while spectral approaches optimize objective functions based on
properties of the graph spectra.
Recently, several distances for comparing metric graphs have been proposed based on ideas
from computational topology. In the case of a special type of metric graph called a Reeb graph,
these distances include: the functional distortion distance [4], the combinatorial edit distance [15],
the interleaving distance [12], and its variant in the setting of merge trees [19]. In particular, the
functional distortion distance can be considered as a variation of the Gromov-Hausdorff distance
between two metric spaces [4]. The interleaving distance is defined via algebraic topology and
utilizes the equivalence between Reeb graphs and cosheaves [12]. For metric graphs in general, both
the persistence distortion distance [13] and the intrinsic Cˇech distance [10] take into consideration
the structure of metric graphs, independent of their geometric embeddings, by treating them as
continuous metric spaces. In [21], Oudot and Solomon point out that since compact geodesic spaces
can be approximated by finite metric graphs in the Gromov–Hausdorff sense [6] (see also the recent
work of Me´moli and Okutan [18]), one can study potentially complicated length spaces by studying
the persistence distortion of a sequence of approximating graphs.
In the context of comparing the relative discriminative capabilities of these distances, Bauer,
Ge, and Wang [4] show that the functional distortion distance between two Reeb graphs is bounded
from below by the bottleneck distance between the persistence diagrams of the Reeb graphs. Bauer,
Munch, and Wang [5] establish a strong equivalence between the functional distortion distance
and the interleaving distance on the space of all Reeb graphs, which implies the two distances are
within a constant factor of one another. Carrie`re and Oudot [9] consider the intrinsic versions of
the aforementioned distances and prove that they are all globally equivalent. They also establish a
lower bound for the bottleneck distance in terms of a constant multiple of the functional distortion
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distance. In [13], Dey, Shi, and Wang show that the persistence distortion distance is stable with
respect to changes to input metric graphs as measured by the Gromov-Hausdorff distance. In
other words, the persistence distortion distance is bounded above by a constant factor of the
Gromov-Hausdorff distance. Furthermore, the intrinsic Cˇech distance is also bounded from above
by the Gromov-Hausdorff distance for general metric spaces [10].
1.2 Our contribution
The main focus of this paper is relating two specific topological distances between general metric
graphs G1 and G2: the intrinsic Cˇech distance and the persistence distortion distance. Both of these
can be viewed as distances between topological signatures or summaries of G1 and G2. Indeed, in
the case of the intrinsic Cˇech distance, a metric graph (G, dG) is mapped to the persistence diagram
Dg1ICG induced by the so-called intrinsic Cˇech filtration ICG, and we may think of Dg1ICG as
the signature of G. The intrinsic Cˇech distance dIC(G1, G2) between two metric graphs G1 and
G2 is the bottleneck distance between these signatures, denoted dB(Dg1ICG1 ,Dg1ICG2). For the
persistence distortion distance, each metric graph G is mapped to a set Φ(G) of persistence diagrams,
which is the signature of the graph G in this case. The persistence distortion distance dPD(G1, G2)
between G1 and G2 is measured by the Hausdorff distance between these image sets or signatures.
See Section 2 for the definition of Φ, along with more detailed definitions of these two distances.
Our objective is to determine the relative discriminative capacities of such signatures. We
conjecture that the persistence distortion distance is more discriminative than the intrinsic Cˇech
distance.
Conjecture 1. dIC ≤ c · dPD for some constant c > 0.
It is known from [16] that Dg1ICG depends only on the lengths of the shortest system of loops
in G, and thus the persistence distortion distance appears to be more discriminative, intuitively.
We show in Section 3 that the intrinsic Cˇech distance between two arbitrary finite metric graphs
is determined solely by the difference in these shortest cycle lengths; see Theorem 5 for a precise
statement. This further implies that the intrinsic Cˇech distance between two arbitrary metric trees
is always 0. In contrast, the persistence distortion distance takes relative positions of loops as well
as branches into account, and is nonzero in the case of two trees. In other words, the conjecture
holds for metric trees.
We make progress toward proving the conjecture in greater generality in this paper. Theorem 11
establishes an inequality between the intrinsic Cˇech and persistence distortion distances for two
finite metric graphs in the case when one of the graphs is a bouquet graph and the other is arbitrary.
In this case, the constant c = 1/2 so that the inequality is sharper than what is conjectured. The
theorem and proof appear in Section 4, and we conclude that section by proving that Conjecture 1
also holds when both graphs are constructed by taking wedge sums of cycles and edges. While this
does not yet prove the conjecture for arbitrary metric graphs, our work provides the first non-trivial
relationship between these two meaningful topological distances. Our proofs also provide insights on
the map Φ from a metric graph into the space of persistence diagrams as utilized in the definition
of the persistence distortion distance. This map Φ is of interest itself; indeed, see the recent study
of this map in [21].
In general, we believe that this direction of establishing qualitative understanding of topological
signatures and their corresponding distances is interesting and valuable for use in applications. We
leave the proof of the conjecture for arbitrary metric graphs as an open problem and give a brief
discussion on some future directions in Section 5.
3
2 Background
2.1 Persistent homology and metric graphs
We begin with a brief summary of persistent homology and how it can be utilized in the context
of metric graphs. For background on homology and simplicial complexes, we refer the reader to
[17, 20], and for further details on persistent homology, see, e.g., [7, 14].
In persistent homology, one studies the changing homology of an increasing sequence of subspaces
of a topological space X. One (typical) way to obtain a filtration of X is to take a continuous function
f : X → R and construct the sublevel set filtration, ∅ = Xa0 ⊆ Xa1 ⊆ . . . ⊆ Xam = X, by writing
Xai = f
−1(−∞, ai) for the sublevel set defined by the value ai. The inclusions {Xai → Xaj}0≤i<j≤m
induce the persistence module Hk(Xa0)→ Hk(Xa1)→ . . .→ Hk(Xam) in any homological dimension
k by applying the homology functor with coefficients in some field. Another way to obtain a filtration
is to build a sequence of simplicial complexes on a set of points using, for instance, the intrinsic
Cˇech filtration [10] discussed in Section 2.2.
Elements of each homology group may then be tracked through the filtration and recorded in a
persistence diagram, with one diagram for each k. A persistence diagram is a multiset of points
(ai, aj) in the extended plane (R ∪ ±∞)2, where each point (ai, aj) corresponds to a homological
element that appears for the first time (is “born”) at Hk(Xai) and which disappears (“dies”) at
Hk(Xaj ). A persistence diagram also includes the infinitely many points along the diagonal line
y = x. The usual mantra for persistence is that points close to the diagonal are likely to represent
noise, while points further from the diagonal may encode more robust topological features.
In this paper, we are interested in summarizing the topological structure of a finite metric
graph, specifically in homological dimension k = 1. Given a graph G = (V,E), where V and E
denote the vertex and edge sets, respectively, as well as a length function, length : E → R≥0, on
edges in E, a finite metric graph (|G|, dG) is a metric space where |G| is a geometric realization
of G and dG is defined as in [13]. Namely, if e and |e| denote an edge and its image in the
geometric realization, we define α : [0, length(e)]→ |e| to be the arclength parametrization, so that
dG(u, v) = |α−1(v)− α−1(u)| for any u, v ∈ |e|. This definition may then be extended to any two
points in |G| by restricting a given path from one point to another to edges in G, adding up these
lengths, then taking the distance to be the minimum length of any such path. In this way, all points
along an edge are points in a metric graph, not just the original graph’s vertices.
A system of loops of G refers to a set of cycles whose associated homology classes form a minimal
generating set for the 1-dimensional (singular) homology group of G. The length-sequence of a
system of loops is the sequence of lengths of elements in this set listed in non-decreasing order.
Thus, a system of loops of G is shortest if its length-sequence is lexicographically smallest among
all possible systems of loops of G.
One particular class of metric graphs we will be working with are bouquet graphs. These are
metric graphs containing a single vertex with a number of self-loops of various lengths attached to
it.
2.2 Intrinsic Cˇech and persistence distortion distances
In this section, we recall the distances between metric graphs that are being explored in this work.
We note that both are actually pseudo-distances because it can be the case that d(G1, G2) = 0 when
G1 6= G2. However, for ease of exposition, we will refer to them simply as distances in this paper.
Both rely on the bottleneck distance on the space of persistence diagrams, a version of which we
now state.
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Definition 2. Let X and Y be persistence diagrams with µ : X → Y a bijection. The bottleneck
distance between X and Y is
dB(X,Y ) := inf
µ:X→Y
sup
x∈X
||x− µ(x)||1.
Although this definition differs from the standard version of the bottleneck distance, which uses
||x−µ(x)||∞ rather than ||x−µ(x)||1, the two are related via the inequalities ||x||∞ ≤ ||x||1 ≤ 2||x||∞.
Next, let (G, dG) be a metric graph with geometric realization |G|. Define the intrinsic ball
B(x, ai) = {y ∈ |G| : dG(x, y) ≤ ai} for any x ∈ |G|, as well as the uncountable open cover
Uai = {B(x, ai) : x ∈ |G|}. We use Cˇech(ai) to denote the nerve of the cover Uai , referred to as
the intrinsic Cˇech complex. See Figure 1 for an illustration. Then {Cˇech(ai) ↪→ Cˇech(aj)}0≤ai<aj
is the intrinsic Cˇech filtration inducing the intrinsic Cˇech persistence module {Hk(Cˇech(ai)) →
Hk(Cˇech(aj))}0≤ai<aj in any dimension k, and the corresponding persistence diagram is denoted
DgkICG. The following intrinsic Cˇech distance definition comes from [10]. Here, we work with
dimension k = 1.
Figure 1: A finite subset of the infinite cover at a fixed radius (left) and its corresponding nerve
(right).
Definition 3. Given two metric graphs (G1, dG1) and (G2, dG2), their intrinsic Cˇech distance
is dIC(G1, G2) := dB(Dg1ICG1 ,Dg1ICG2).
The persistence distortion distance was first introduced in [13]. Given a base point v ∈ |G|,
define the geodesic distance function fv : |G| → R where fv(x) = dG(v, x). Then Dg(fv) is the
union of the 0− and 1−dimensional extended persistence diagrams for fv (see [11] for the details
of extended persistence). Equivalently, it is the 0-dimensional levelset zigzag persistence diagram
induced by fv [8]. Define Φ : |G| → SpDg, Φ(v) = Dg(fv), where SpDg denotes the space of
persistence diagrams for all points v ∈ |G|. The set Φ(|G|) ⊂ SpDg is the persistence distortion of
the metric graph G.
Definition 4. Given two metric graphs (G1, dG1) and (G2, dG2), their persistence distortion
distance is
dPD(G1, G2) := dH(Φ(|G1|),Φ(|G2|))
where dH denotes the Hausdorff distance. In other words,
dPD(G1, G2) = max
{
sup
D1∈Φ(|G1|)
inf
D2∈Φ(|G2|)
dB(D1, D2), sup
D2∈Φ(|G2|)
inf
D1∈Φ(|G1|)
dB(D1, D2)
}
.
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Note that the diagram Dg(fv) contains both 0− and 1−dimensional persistence points, but only
points of the same dimension are matched under the bottleneck distance. In this paper, we will
only focus on the points in the 1-dimensional extended persistence diagrams for the persistence
distortion distance computation.
3 Calculating the intrinsic Cˇech distance
In this section, we show that the intrinsic Cˇech distance between two metric graphs may be easily
computed from knowing the shortest systems of loops for the graphs. We begin with a theorem
that characterizes the bottleneck distance between two sets of points in the extended plane.
Theorem 5. Let D1 = {(0, a1), . . . , (0, an)} and D2 = {(0, b1), . . . , (0, bn)} be two persistence
diagrams with 0 ≤ a1 ≤ · · · ≤ an and 0 ≤ b1 ≤ · · · ≤ bn, respectively. Then dB(D1, D2) =
n
max
i=1
|ai − bi|.
Proof. To simplify notation, we use the convention that for all i = 1, . . . , n, (0, ai) = ai, (0, bi) = bi,
and (0, 0) = 0. Let µ be any matching of points in D1 and D2, where each point ai in D1 is either
matched to a unique point bj in D2 or to the nearest neighbor in the diagonal (and similarly for D2).
Assume that Cµ is the cost of the matching µ, i.e., the maximum distance between two matched
points.
Now, let µ∗ be the matching such that µ∗(ai) = bi for all 0 ≤ i ≤ n. By construction, the cost
of this matching is Cµ∗ =
n
max
i=1
|ai − bi|. We claim that the matching cost of µ∗ is less than or equal
to that of µ, i.e., Cµ∗ ≤ Cµ. If this is the case, then µ∗ is the optimal bottleneck matching and
therefore dB(D1, D2) = Cµ∗ .
To show this, we look at where the matchings µ and µ∗ differ. Note that since all of the
off-diagonal points in D1 and D2 lie on the y-axis, any such point matched to the diagonal under µ
may simply be matched to (0, 0) since this will yield the same value in the `1−norm. Now, starting
with b1, let j be the first index where µ(aj) 6= bj . Then, we have two cases: (1) µ(ak) = bj for some
k > j (i.e., bj is matched with some ak 6= aj); or (2) µ(0) = bj (i.e., bj is matched with the diagonal,
or equivalently, to 0). We show that in either case, matching bj with aj instead does not increase
the cost of the matching.
In the first case, let us also assume that µ(aj) = bl for some l > j (the situation where µ(aj) = 0
will be taken care of in the second case). Then, max{|aj − bj |, |ak − bl|} ≤ max{|aj − bl|, |ak − bj |}.
That is, if we were to instead pair aj with bj and ak with bl, the cost of the matching would be
lower. This can be seen by working through a case analysis on the relative order of aj , ak, bj , and bl
along the y-axis. Intuitively, we can think of aj , ak, bj , and bl as the four corners of a trapezoid as
in Figure 2. The diagonals of the trapezoid represent the distances under the matching µ, while
the legs of the trapezoid represent the distances when we pair aj with bj and ak with bl. The
maximum of the lengths of the legs will always be less than the maximum of the lengths of the
diagonals. Adjusting the lengths of the top and bottom bases (which amounts to changing the
order of aj , ak, bj , and bl along the y-axis) does not change this fact. Therefore, matching bj with
aj instead of ak does not increase the cost of the matching.
In the second case, if bj is matched to 0, there must be some ak with k ≥ j that is matched to 0,
as well. If we were to instead match bj to ak, this does not increase the cost of the matching since
max{bj , ak} ≥ |ak − bj | (i.e., the original cost is greater than the new cost). After this rematching,
bj is no longer matched to 0 and this reverts to the first case. Similarly, if aj is matched to 0, it
may be rematched in a similar manner.
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aj ak
b`bj
Figure 2: A trapezoid formed by aj , ak, bj , and bl.
By looking at all the pairings where µ and µ∗ differ (in increasing order of indices), pairing ai
with bi instead of µ(ai) (and similarly, pairing bi with ai rather than what it was paired with under
µ) always results in the same or lower cost matching. Therefore, Cµ∗ ≤ Cµ for all matchings µ;
hence, dB(D1, D2) = Cµ∗ =
n
max
i=1
|ai − bi|.
To see how this applies to the computation of the intrinsic Cˇech distance between two metric
graphs, let G1 be a metric graph with a shortest system of m loops of lengths 0 < 2t
′
1 ≤ · · · ≤ 2t′m,
and let G2 be a metric graph with a shortest system of n loops of lengths 0 < 2s1 ≤ · · · ≤ 2sn.
Without loss of generality, suppose n ≥ m. From [16], the 1-dimensional intrinsic Cˇech persistence
diagrams of G1 and G2 are the multisets of points Dg1ICG1 =
{(
0,
t′1
2
)
, . . . ,
(
0,
t′m
2
)}
and
Dg1ICG2 =
{(
0,
s1
2
)
, . . . ,
(
0,
sn
2
)}
. In order to apply Theorem 5, we add n −m copies of the
point (0, 0) at the start of the list of points in Dg1ICG1 , i.e., let
Dg1ICG1 =
{(
0,
t1
2
)
, . . . ,
(
0,
tn
2
)}
,
where t1 = · · · = tn−m = 0, tn−m+1 = t′1, . . . , and tn = t′m.
Corollary 6. Let G1 and G2 be as above. Then
dIC(G1, G2) =
n
max
i=1
|si − ti|
2
.
4 Relating the intrinsic Cˇech and persistence distortion distances
for a bouquet graph and an arbitrary graph
4.1 Feasible regions in persistence diagrams
Our eventual goal for our main theorem (Theorem 11) is to estimate a lower bound for the persistence
distortion distance between metric graphs G1 = (V1, E1) and G2 = (V2, E2) so that we can compare
it with the intrinsic Cˇech distance between them, given in Corollary 6. A fundamental part of this
process relies on the notion of a feasible region for a point in a given persistence diagram lying on
the y-axis.
Definition 7. The feasible region for a point s := (0, s) ∈ R2 is defined as
Fs = {z = (z1, z2) : 0 ≤ z1 ≤ z2, s ≤ z2 ≤ z1 + s}.
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s¯ = (0, s)
Fs¯
s¯ = (0, s)
Fs¯
z = (x, y)
w¯ [Case 2.2]
w¯ [Case 2.1]
w¯ [Case 1]
t
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Figure 3: Left: An illustration of the feasible region for s. Right: The three cases within the proof
of Lemma 8.
An illustration of a feasible region is shown in Figure 3.
The following lemma establishes an important property of feasible regions that will be used later
in the proof of the main theorem.
Lemma 8. Given any point z ∈ Fs and any point t = (0, t), ||s− t||1 ≤ ||z − t||1.
Proof. We proceed with a simple case analysis using the definition of Fs. Let z = (z1, z2).
Case 1: Assume s ≥ t so that ||s− t||1 = s− t. By the definition of Fs, we have z2 ≥ s and thus
||z − t||1 = z1 + z2 − t ≥ z1 + s− t ≥ s− t = ||s− t||1.
Case 2.1: If s < t, then ||s− t||1 = t− s. If t ≤ z2, then since z1 ≥ z2 − s and z2 ≥ s,
||z − t||1 = z1 + z2 − t ≥ (z2 − s) + z2 − t ≥ t− s+ t− t = t− s = ||s− t||1.
Case 2.2: If s < t but t > z2, then since z2 ≤ z1 + s, it follows that
||z − t||1 = z1 + t− z2 ≥ z1 + t− (z1 + s) = t− s = ||s− t||1.
The lemma now follows.
4.2 Properties of the geodesic distance function for an arbitrary metric graph
Let G = (V,E) be an arbitrary metric graph with shortest system of loops of lengths 2s1, · · · , 2sn.
Fix an arbitrary base point v ∈ |G| and consider Dg(fv), as defined in Section 2.2. Let Tv denote
the shortest path tree in G rooted at v. We consider the base point v ∈ |G| to be a graph node of G;
that is, we add it to V if necessary. We further assume that the graph G is “generic” in the sense
that there do not exist two or more shortest paths from the base point v to any graph node of G in
V . For any input metric graph G, we can perturb it to be one that is generic within arbitrarily
small Gromov-Hausdorff distance.
For simplicity, when v is fixed, we shall omit v in our notation and speak of the persistence
diagram D := Dg(fv), the function f := fv, and the shortest path tree T := Tv.
We present three straightforward observations, the first of which follows immediately from the
definition of the shortest path tree and the Extreme Value Theorem.
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Observation 1. The shortest path tree T of G has |V | − 1 edges, and there are |E| − |V | + 1
non-tree edges. For each non-tree edge e ∈ E \ T , there exists a unique u ∈ e such that f(u) is a
local maximum value of f .
Figure 4 contains an example of a metric graph on the left and the corresponding shortest path
tree illustrating Observation 1 in the middle.
v v v
u
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Figure 4: Left: An example of a metric graph G. The dark blue, light blue, red, and green edges
are of lengths 4, 3, 2, and 1, respectively, and v is the base point. Middle: An illustration of
Observation 1 for the shortest path tree T of G. Thick blue and green edges are part of the shortest
path tree T , and the others are the non-tree edges. Black points represent local maxima of f . Right:
An illustration of Observation 3. Thick edges are part of γ, f(v) = p, and p′ is either f(w) or f(w′)
depending on the relative positions of w and w′.
Note that every feature in the persistence diagram D must be born at a point in the graph that
is an up-fork, i.e., a point coupled with a pair of adjacent directions along which the function f is
increasing. Since there are no local minimum points of f (except for v itself), these must be vertices
in the graph of degree at least 3 (see, e.g., [21]).
Observation 2. The diagram D is a multiset of points {(pi, f(ui)) | i ∈ {1, . . . , |E| − |V | + 1}},
where for every i, pi = f(w) for some graph node w ∈ V .
The final observation relates to points belonging to cycles in G that yield local maximum values
of f (see [2]).
Observation 3. Let γ be an arbitrary cycle in G. If u is the point in γ corresponding to the largest
local maximum value of f , let p be the lowest function value of f for all points in γ. Then there is a
point in the persistence diagram D of the form (p′, f(u)), where p′ ≥ p.
See Figure 4 (right) for an illustration.
To delve further into this, let {γ1, . . . , γn} denote the elements of the shortest system of loops
for G listed in order of non-decreasing loop length.
Lemma 9. Consider a cycle γ = γi1 + . . .+γim (m ≤ n), where each γik (1 ≤ k ≤ m) is an element
of the shortest system of loops for G and i1 ≤ i2 ≤ . . . ≤ im. Suppose the edge e ∈ γ contains the
point u in γ with the largest local maximum value of f . Then f(u) ≥ sim, where sim is half the
length of cycle γim in the shortest system of loops.
Proof. Since each γik (1 ≤ k ≤ m) is an element of the shortest system of loops for G and
i1 ≤ i2 ≤ . . . ≤ im, this implies that si1 ≤ · · · ≤ sim , where 2sik is the length of cycle γik in the
shortest system of loops of G.
9
Assume instead that f(u) < sim . Now, γ in G must contain at least one non-tree edge as it is a
cycle. Let e1, . . . e` = e be all non-tree edges of G with largest function value at most f(u). Assume
they contain maximum points u1, . . . , u` = u, respectively, where the edges and maxima are sorted
in order of increasing function value of f .
For two points x, y ∈ |T |, let α(x, y) denote the unique tree path from x to y within the
shortest path tree. For each j ∈ {1, . . . , `}, let ej = (e0j , e1j ) and let cj denote the cycle cj =
α(v, e1j ) ◦ ej ◦α(e0j , v). By assumption, since u = u` is the point in γ with the largest local maximum
value of f and f(u) < sim , it follows that the length of every cycle cj is less than sim . However, the
set of cycles {c1, . . . , c`} form a basis for the subgraph of G spanned by all edges containing only
points of function value at most f(u). Therefore, we may represent γ as a linear combination of
cycles from the set {c1, . . . , c`}, i.e., γ may be decomposed into shorter cycles, each of length less
than sim =
length(γim)
2
. This is a contradiction to the fact that γi1 , . . . , γim are elements of the
shortest system of loops for G. Hence, we conclude that f(u) ≥ sim .
v
 
cj
u
<latexit sha1_base64="gcPYRZuLuIYVbU2xKZZOsqQTYKI=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD9W0OihX3Jq7AFknXk4qkKM5KH/1hzFLI5SGCap1z 3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOiMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhNd+xmWSGpRsuShMBTExmf9NhlwhM2JqCWW K21sJG1NFmbHplGwI3urL66Rdr3luzbuvVxo3eRxFOINzuAQPrqABd9CEFjAYwTO8wpsjnBfn3flYthacfOYU/sD5/AGXj41P</latexit><latexit sha1_base64="gcPYRZuLuIYVbU2xKZZOsqQTYKI=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD9W0OihX3Jq7AFknXk4qkKM5KH/1hzFLI5SGCap1z 3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOiMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhNd+xmWSGpRsuShMBTExmf9NhlwhM2JqCWW K21sJG1NFmbHplGwI3urL66Rdr3luzbuvVxo3eRxFOINzuAQPrqABd9CEFjAYwTO8wpsjnBfn3flYthacfOYU/sD5/AGXj41P</latexit><latexit sha1_base64="gcPYRZuLuIYVbU2xKZZOsqQTYKI=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD9W0OihX3Jq7AFknXk4qkKM5KH/1hzFLI5SGCap1z 3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOiMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhNd+xmWSGpRsuShMBTExmf9NhlwhM2JqCWW K21sJG1NFmbHplGwI3urL66Rdr3luzbuvVxo3eRxFOINzuAQPrqABd9CEFjAYwTO8wpsjnBfn3flYthacfOYU/sD5/AGXj41P</latexit><latexit sha1_base64="gcPYRZuLuIYVbU2xKZZOsqQTYKI=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD9W0OihX3Jq7AFknXk4qkKM5KH/1hzFLI5SGCap1z 3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOiMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhNd+xmWSGpRsuShMBTExmf9NhlwhM2JqCWW K21sJG1NFmbHplGwI3urL66Rdr3luzbuvVxo3eRxFOINzuAQPrqABd9CEFjAYwTO8wpsjnBfn3flYthacfOYU/sD5/AGXj41P</latexit>
ej
<latexit sha1_base64="7VQihJM 1fQyigjxdrf753Zb3yUQ=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkT sarQyJjSUmHpDAhewtA6zs7V1290zIhd9gY6Extv4gO/+NC1yh4EsmeXl vJjPzwkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTlo5TxdBnsYhVJ6QaBZfo G24EdhKFNAoFtsPJ7dxvP6HSPJYPZppgENGR5EPOqLGSX8X+Y7Vfrrg1d wGyTrycVCBHs1/+6g1ilkYoDRNU667nJibIqDKcCZyVeqnGhLIJHWHXUk kj1EG2OHZGLqwyIMNY2ZKGLNTfExmNtJ5Goe2MqBnrVW8u/ud1UzO8DjI uk9SgZMtFw1QQE5P552TAFTIjppZQpri9lbAxVZQZm0/JhuCtvrxOWvWa 59a8+3qlcZPHUYQzOIdL8OAKGnAHTfCBAYdneIU3RzovzrvzsWwtOPnM KfyB8/kD+/6OHA==</latexit><latexit sha1_base64="7VQihJM 1fQyigjxdrf753Zb3yUQ=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkT sarQyJjSUmHpDAhewtA6zs7V1290zIhd9gY6Extv4gO/+NC1yh4EsmeXl vJjPzwkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTlo5TxdBnsYhVJ6QaBZfo G24EdhKFNAoFtsPJ7dxvP6HSPJYPZppgENGR5EPOqLGSX8X+Y7Vfrrg1d wGyTrycVCBHs1/+6g1ilkYoDRNU667nJibIqDKcCZyVeqnGhLIJHWHXUk kj1EG2OHZGLqwyIMNY2ZKGLNTfExmNtJ5Goe2MqBnrVW8u/ud1UzO8DjI uk9SgZMtFw1QQE5P552TAFTIjppZQpri9lbAxVZQZm0/JhuCtvrxOWvWa 59a8+3qlcZPHUYQzOIdL8OAKGnAHTfCBAYdneIU3RzovzrvzsWwtOPnM KfyB8/kD+/6OHA==</latexit><latexit sha1_base64="7VQihJM 1fQyigjxdrf753Zb3yUQ=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkT sarQyJjSUmHpDAhewtA6zs7V1290zIhd9gY6Extv4gO/+NC1yh4EsmeXl vJjPzwkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTlo5TxdBnsYhVJ6QaBZfo G24EdhKFNAoFtsPJ7dxvP6HSPJYPZppgENGR5EPOqLGSX8X+Y7Vfrrg1d wGyTrycVCBHs1/+6g1ilkYoDRNU667nJibIqDKcCZyVeqnGhLIJHWHXUk kj1EG2OHZGLqwyIMNY2ZKGLNTfExmNtJ5Goe2MqBnrVW8u/ud1UzO8DjI uk9SgZMtFw1QQE5P552TAFTIjppZQpri9lbAxVZQZm0/JhuCtvrxOWvWa 59a8+3qlcZPHUYQzOIdL8OAKGnAHTfCBAYdneIU3RzovzrvzsWwtOPnM KfyB8/kD+/6OHA==</latexit><latexit sha1_base64="7VQihJM 1fQyigjxdrf753Zb3yUQ=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmI5hYkT sarQyJjSUmHpDAhewtA6zs7V1290zIhd9gY6Extv4gO/+NC1yh4EsmeXl vJjPzwkRwbVz32ylsbG5t7xR3S3v7B4dH5eOTlo5TxdBnsYhVJ6QaBZfo G24EdhKFNAoFtsPJ7dxvP6HSPJYPZppgENGR5EPOqLGSX8X+Y7Vfrrg1d wGyTrycVCBHs1/+6g1ilkYoDRNU667nJibIqDKcCZyVeqnGhLIJHWHXUk kj1EG2OHZGLqwyIMNY2ZKGLNTfExmNtJ5Goe2MqBnrVW8u/ud1UzO8DjI uk9SgZMtFw1QQE5P552TAFTIjppZQpri9lbAxVZQZm0/JhuCtvrxOWvWa 59a8+3qlcZPHUYQzOIdL8OAKGnAHTfCBAYdneIU3RzovzrvzsWwtOPnM KfyB8/kD+/6OHA==</latexit>
e0j
<latexit sha1_base64="UjQeLJlj8vG9NYWpzHPKovq7DrE=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx/car9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8gvo6+</latexit><latexit sha1_base64="UjQeLJlj8vG9NYWpzHPKovq7DrE=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx/car9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8gvo6+</latexit><latexit sha1_base64="UjQeLJlj8vG9NYWpzHPKovq7DrE=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx/car9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8gvo6+</latexit><latexit sha1_base64="UjQeLJlj8vG9NYWpzHPKovq7DrE=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx/car9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8gvo6+</latexit>
e1j
<latexit sha1_base64="v3zqJlB+wNXegCRcLMCKCkpDGlU=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx+8ar9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8iQ46/</latexit><latexit sha1_base64="v3zqJlB+wNXegCRcLMCKCkpDGlU=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx+8ar9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8iQ46/</latexit><latexit sha1_base64="v3zqJlB+wNXegCRcLMCKCkpDGlU=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx+8ar9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8iQ46/</latexit><latexit sha1_base64="v3zqJlB+wNXegCRcLMCKCkpDGlU=">AAAB7 nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmAiZwkr1lDlb29i67eybkwo+wsdAYW3+Pnf/GBa5Q8CWTvLw3k5l5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRW8epYthisYjVfUA1Ci6xZbgReJ8opFEgsBOMr2d+5wmV5rG8M5ME/YgOJQ85o8ZKnSr2Hx+8ar9ccWvuHGSVeDmpQI5mv/zVG8QsjVAaJ qjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE176GZdJalCyxaIwFcTEZPY7GXCFzIi JJZQpbm8lbEQVZcYmVLIheMsvr5J2vea5Ne+2Xmlc5XEU4QRO4Rw8uIAG3EATWsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8iQ46/</latexit> e
<latexit sha1_base64="qX+k3YCoxMxA4OEDBIEPnVXc/Fg=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD1WsDsoVt+YuQNaJl5MK5GgOyl/9YczSCKVhgmrd8 9zE+BlVhjOBs1I/1ZhQNqEj7FkqaYTazxanzsiFVYYkjJUtachC/T2R0UjraRTYzoiasV715uJ/Xi814bWfcZmkBiVbLgpTQUxM5n+TIVfIjJhaQpn i9lbCxlRRZmw6JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwB/P40/</latexit><latexit sha1_base64="qX+k3YCoxMxA4OEDBIEPnVXc/Fg=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD1WsDsoVt+YuQNaJl5MK5GgOyl/9YczSCKVhgmrd8 9zE+BlVhjOBs1I/1ZhQNqEj7FkqaYTazxanzsiFVYYkjJUtachC/T2R0UjraRTYzoiasV715uJ/Xi814bWfcZmkBiVbLgpTQUxM5n+TIVfIjJhaQpn i9lbCxlRRZmw6JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwB/P40/</latexit><latexit sha1_base64="qX+k3YCoxMxA4OEDBIEPnVXc/Fg=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD1WsDsoVt+YuQNaJl5MK5GgOyl/9YczSCKVhgmrd8 9zE+BlVhjOBs1I/1ZhQNqEj7FkqaYTazxanzsiFVYYkjJUtachC/T2R0UjraRTYzoiasV715uJ/Xi814bWfcZmkBiVbLgpTQUxM5n+TIVfIjJhaQpn i9lbCxlRRZmw6JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwB/P40/</latexit><latexit sha1_base64="qX+k3YCoxMxA4OEDBIEPnVXc/Fg=">AAAB6 nicbVA9SwNBEJ2LXzF+RS1tFhPBKtyl0UoCNpYRzQckR9jbzCVL9vaO3T0hHPkJNhaK2PqL7Pw3bpIrNPHBwOO9GWbmBYng2rjut1PY2Nza3inulvb 2Dw6PyscnbR2nimGLxSJW3YBqFFxiy3AjsJsopFEgsBNMbud+5wmV5rF8NNME/YiOJA85o8ZKD1WsDsoVt+YuQNaJl5MK5GgOyl/9YczSCKVhgmrd8 9zE+BlVhjOBs1I/1ZhQNqEj7FkqaYTazxanzsiFVYYkjJUtachC/T2R0UjraRTYzoiasV715uJ/Xi814bWfcZmkBiVbLgpTQUxM5n+TIVfIjJhaQpn i9lbCxlRRZmw6JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcLsGDK2jAHTShBQxG8Ayv8OYI58V5dz6WrQUnnzmFP3A+fwB/P40/</latexit>
uj
<latexit sha1_base64="RYxYAh9Yn7XRk4aYSS7qYra0ol8=">AAAB7 HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmHpDAhewtC6zs7V1250zIhd9gY6Extv4gO/+NC1yh4EsmeXlvJjPzwkQKg6777RQ2Nre2d4q7pb3 9g8Oj8vFJy8SpZtxnsYx1J6SGS6G4jwIl7ySa0yiUvB1Obud++4lrI2L1gNOEBxEdKTEUjKKV/Graf6z2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSG tP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg7I4pjs+rNxf+8borD6yATKkmRK7ZcNEwlwZjMPycDoTlDObW EMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxk0eRxHO4BwuwYMraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucPFH2OLA==</latexit><latexit sha1_base64="RYxYAh9Yn7XRk4aYSS7qYra0ol8=">AAAB7 HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmHpDAhewtC6zs7V1250zIhd9gY6Extv4gO/+NC1yh4EsmeXlvJjPzwkQKg6777RQ2Nre2d4q7pb3 9g8Oj8vFJy8SpZtxnsYx1J6SGS6G4jwIl7ySa0yiUvB1Obud++4lrI2L1gNOEBxEdKTEUjKKV/Graf6z2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSG tP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg7I4pjs+rNxf+8borD6yATKkmRK7ZcNEwlwZjMPycDoTlDObW EMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxk0eRxHO4BwuwYMraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucPFH2OLA==</latexit><latexit sha1_base64="RYxYAh9Yn7XRk4aYSS7qYra0ol8=">AAAB7 HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmHpDAhewtC6zs7V1250zIhd9gY6Extv4gO/+NC1yh4EsmeXlvJjPzwkQKg6777RQ2Nre2d4q7pb3 9g8Oj8vFJy8SpZtxnsYx1J6SGS6G4jwIl7ySa0yiUvB1Obud++4lrI2L1gNOEBxEdKTEUjKKV/Graf6z2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSG tP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg7I4pjs+rNxf+8borD6yATKkmRK7ZcNEwlwZjMPycDoTlDObW EMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxk0eRxHO4BwuwYMraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucPFH2OLA==</latexit><latexit sha1_base64="RYxYAh9Yn7XRk4aYSS7qYra0ol8=">AAAB7 HicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsarQyJjSUmHpDAhewtC6zs7V1250zIhd9gY6Extv4gO/+NC1yh4EsmeXlvJjPzwkQKg6777RQ2Nre2d4q7pb3 9g8Oj8vFJy8SpZtxnsYx1J6SGS6G4jwIl7ySa0yiUvB1Obud++4lrI2L1gNOEBxEdKTEUjKKV/Graf6z2yxW35i5A1omXkwrkaPbLX71BzNKIK2SSG tP13ASDjGoUTPJZqZcanlA2oSPetVTRiJsgWxw7IxdWGZBhrG0pJAv190RGI2OmUWg7I4pjs+rNxf+8borD6yATKkmRK7ZcNEwlwZjMPycDoTlDObW EMi3srYSNqaYMbT4lG4K3+vI6adVrnlvz7uuVxk0eRxHO4BwuwYMraMAdNMEHBgKe4RXeHOW8OO/Ox7K14OQzp/AHzucPFH2OLA==</latexit>
Figure 5: An illustration of the proof of Lemma 9. In this case, γ is the sum of three smaller cycles
and there are four non-tree edges highlighted in green. One cj is shown corresponding to the local
maximum uj .
An example that illustrates the proof of Lemma 9 is shown in Figure 5. Later we will use the
following simpler version of Lemma 9, where γ is a single element of the shortest system of loops.
Corollary 10. Let γ be an element of the shortest system of loops for G with a length 2s, and let
u denote the point in any edge of γ with largest maximum value of f . Then f(u) ≥ s.
4.3 The main theorem and its proof
We are now ready to establish a comparison of the intrinsic Cˇech and persistence distortion distances
between a bouquet metric graph and an arbitrary metric graph.
Theorem 11. Let G1 and G2 be finite metric graphs such that G1 is a bouquet graph and G2 is
arbitrary. Then
dIC(G1, G2) ≤ 1
2
dPD(G1, G2).
Proof. Let G1 be a bouquet graph consisting of m cycles of lengths 0 < 2t
′
1 ≤ . . . ≤ 2t′m, all sharing
one common point o ∈ |G1|. Let G2 be an arbitrary metric graph with shortest system of loops
consisting of n loops of lengths 2s1, · · · , 2sn listed in non-decreasing order. In what follows, we
suppose n ≥ m; the case when m ≥ n proceeds similarly. As before, we obtain a sequence of length
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n, 2t1 ≤ 2t2 · · · ≤ 2tn (where t1 = · · · = tn−m = 0, tn−m+1 = t′1, · · · , and tn = t′m). Let f and g
denote the geodesic distance functions on G1 and G2, respectively.
First, as in Corollary 6, the intrinsic Cˇech distance between G1 and G2, denoted by δ, is
δ := dIC(G1, G2) =
n
max
i=1
|si − ti|
2
. (1)
Second, note that the persistence diagram D1 := Dg(fo) with respect to the base point o is
D1 = {(0, t1), · · · , (0, tn)} (of course, this may include some copies of (0, 0) if m < n). Next, fix an
arbitrary base point v ∈ |G2| and consider the persistence diagram D2 := Dg(gv). Consider the
abstract persistence diagram D? := {(0, s1), · · · , (0, sn)} = {s1, . . . , sn} that consists only of points
on the y-axis at the si values. Unless G2 is also a bouquet graph, D
? is not necessarily in Φ(|G2|).
Nevertheless, we will use this persistence diagram as a point of comparison and relate points in D2
to D?. Notice that a consequence of Theorem 5 is that
dB(D1, D
?) =
n
max
i=1
|si − ti| = 2δ. (2)
In order to accomplish our objective of relating points in D2 with points in the ideal diagram
D?, we need the following lemma relating to feasible regions, which were introduced in Section 4.1.
Lemma 12. Let D′ = {z1, . . . , zn} be an arbitrary persistence diagram such that zi ∈ Fsi. Then
dB(D1, D
?) ≤ dB(D1, D′).
Proof. Consider the optimal bottleneck matching between D1 and D
′. According to Lemma 8, if
the point tj = (0, tj) ∈ D1 is matched to zi ∈ D′ under this optimal matching, the matching of
si = (0, si) ∈ D? to tj will yield a smaller distance. In other words, the induced bottleneck matching
between D1 and D
?, which is equal to 2δ, can only be smaller than dB(D1, D
′).
The outline of the remainder of the proof of Theorem 11 is as follows. Theorem 13 shows that one
can assign points in D2 to the points in D
? in such a way that the condition in Lemma 12 is satisfied.
The fact that one can assign points in the fixed persistence diagram D2 to the distinct feasible
regions Fsi relies on the series of structural observations and results in Section 4.2, along with an
application of Hall’s marriage theorem. Finally, the inequality in Lemma 12 and the definition of
the persistence distortion distance imply that
2δ = dB(D1, D
?) ≤ inf
v∈|G2|
dB(D1, D2) ≤ dPD(G1, G2), (3)
which, together with (1), completes the proof of Theorem 11.
The following theorem establishes the existence of a one-to-one correspondence between points
in D? and points in D2. The goal is to construct a bipartite graph Ĝ = (D
?, D2, Ê), where there
is an edge eˆ ∈ Ê from si ∈ D? to z ∈ D2 if and only if z ∈ Fsi . To prove the theorem, we invoke
Hall’s marriage theorem, which requires showing that for any subset S of points in D?, the number
of neighbors of S in D2 is at least |S|.
Theorem 13. The graph Ĝ contains a perfect matching.
Proof. For simplicity, let T = Tv and g = gv. First, note that there is a one-to-one correspondence
Ψ : E2 \T → D2 between the set of non-tree edges in G2 (each of which contains a unique maximum
point of g) and the set of points in D2. In particular, from Observations 1 and 2, the death-time of
each point in D2 uniquely corresponds to a local maximum ue within a non-tree edge e of G2.
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Fix an arbitrary subset S ⊆ D? with |S| = a. In order to apply Hall’s marriage theorem, we
must show that there are at least a neighbors of S in Ĝ. We achieve this via an iterative procedure
which we now describe. The procedure begins at step k = 0 and will end after a iterations. Elements
in S = {si1 , . . . , sia} are processed in non-decreasing order of their values, which also means that
i1 < i2 < · · · < ia. At the start of the k-th iteration, we will have processed the first k elements of
S, denoted Sk = {si1 , . . . , sik}, where for each s := sih ∈ Sk that we have processed (1 ≤ h ≤ k), we
have maintained the following three invariances:
Invariance 1: s¯ is associated to a unique edge es¯ ∈ E2 \ T containing a unique maximum ues¯ such
that Ψ(es¯) ∈ D2 is a neighbor of s¯. We say that es¯ and ues¯ are marked by s¯.
Invariance 2: : s¯ is also associated to a cycle γ˜h = γih +
∑
γ` (where the sum ranges over all `
belonging to some index set Jh ⊂ {1, . . . , ih − 1}), such that es contains the point in γ˜h with
the largest value of g.
Invariance 3: : height(γ˜h) ≤ sih , where height(γ) = maxx∈γ g(x) −minx∈γ g(x) represents the height
(i.e., the maximal difference in the g function values) of a given loop γ.
Set Sk = S \ Sk = {sik+1 , . . . , sia}, denoting the remaining elements from S to be processed. Our
goal is to identify a new neighbor in D2 for element sik+1 from Sk satisfying the three invariances.
Once we have done so, we will then set Sk+1 = Sk ∪ {sik+1} and move on to the next iteration in
the procedure.
Note that sik+1 corresponds to an element γik+1 of the shortest system of loops for G2. Let e
be the edge in γik+1 containing the maximum ue of highest g function value among all edges in
γik+1 . There are now two possible cases to consider, and we will demonstrate how to obtain a new
neighbor for sik+1 in either case.
In the first case, suppose ue is not yet marked by a previous element in S. In this case, esik+1 = e
and γ˜ik+1 = γik+1 . We claim that the point (pe, g(ue)) in the persistence diagram D2 corresponding to
the maximum ue is contained in the feasible region Fsik+1 . In other words, sik+1 ≤ g(ue) ≤ pe+sik+1 .
Indeed, by Lemma 9, sik+1 ≤ g(ue), and by Observation 3,
g(ue)− sik+1 ≤ lowest(γik+1) ≤ pe,
where lowest(γik+1) := minx∈γik+1
g(x). Thus, (pe, g(ue)) ∈ D2 is a new neighbor for sik+1 ∈ S since it is
contained in Fsik+1 . Consequently, we mark e and ue by sik+1 and continue with the next iteration.
In the second case, the maximum point ue has already been marked by a previous element
sj1 ∈ Sk and been associated to a cycle γ˜j1 . Observe that sj1 ≤ sik+1 since our procedure
processes elements of S in non-decreasing order of their values (and thus j1 < ik+1). We must
now identify an edge other than e for sik+1 satisfying the three invariance properties. To this end,
let γ̂1 = γik+1 + γ˜j1 , and let e1 be the edge containing the maximum in γ̂1 with largest function
value. If e1 is unmarked, we set esik+1 = e1. Otherwise, if e1 is marked by some cycle γj2 , we
construct the loop γ̂2 = γ̂1 + γ˜j2 = γik+1 + γ˜j1 + γ˜j2 . We continue this process until we find
γ̂η = γik+1 + γ˜j1 + γ˜j2 + . . .+ γ˜jη such that the edge eη containing the point of maximum function
value of γ̂η is not marked. Once we arrive at this point, we set γ˜ik+1 = γ̂η and esik+1 = eη, so that
the edge eη and corresponding maximum ueη are marked by sik+1 .
The reason that the procedure outlined above must indeed terminate is as follows. Each time a
new γ˜jν is added to a cycle γ̂jν−1 (for ν ∈ {1, . . . , η}), it is because the edge containing the maximum
point of γ̂jν−1 with largest function value is marked by sjν . Note that jν 6= jβ for ν 6= β (as during
the procedure, the edge ei containing the maximum function value in the cycle γ̂i are all distinct),
12
each jν < ik+1, and sjν ∈ Sk. Furthermore, Invariance 2 guarantees that γ̂η cannot be empty, as
each cycle γ˜jν can be written as a linear combination of elements in the shortest system of loops
with indices at most jν . As jν < ik+1, the cycle γ
′ = γ˜j1 + γ˜j2 + . . . + γ˜jη can be represented as
a linear combination of basis cycles with indices strictly smaller than ik+1. In other words, γik+1
and γ′ must be linearly independent, and thus γ̂η = γik+1 + γ
′ cannot be empty. Again, jν 6= jβ for
ν 6= β and each jν < ik+1, and thus it follows that after at most k iterations, we will obtain a cycle
whose highest valued maximum and corresponding edge are not yet marked.
Now, we must show that the three invariances are satisfied as a result of the process described
in this second case. To begin, we point out that Invariance 2 holds by construction. Next, the
following lemma establishes Invariance 3.
Lemma 14. For γ˜ik+1 = γ̂η = γik+1 + γ˜j1 + γ˜j2 + . . .+ γ˜jη as above, height(γ˜ik+1) ≤ sik+1.
Proof. Set γ̂0 = γik+1 , and for ν ∈ {1, . . . , η}, set γ̂ν = γik+1 + γ˜j1 + · · ·+ γ˜jν . Using induction, we
will show that height(γ̂ν) ≤ sik+1 for any ν ∈ {0, . . . , η}. The inequality obviously holds for ν = 0.
Suppose it holds for all ν ≤ ρ < η, and consider ν = ρ + 1 where γ̂ρ+1 = γ̂ρ + γ˜jρ+1 . The cycle
γ˜jρ+1 is added as the edge eρ of γ̂ρ containing the current maximum point of highest value of g has
already been marked by sjρ+1 with jρ+1 < ik+1. By Invariance 2, eρ must also be the edge in γ˜jρ+1
containing the point of maximum g function value, which we denote by g(eρ). Therefore, after the
addition of γ̂ρ and γ˜jρ+1 ,
(i) highest(γ̂ρ+1) := max
x∈γ̂ρ+1
g(x) ≤ gv(eρ), and (4)
(ii) lowest(γ̂ρ+1) := min
x∈γ̂ρ+1
g(x) ≥ min{ lowest(γ̂ρ), lowest(γ˜jρ+1) }.
By the induction hypothesis, height(γ̂ρ) ≤ sik+1 , while by Invariance 3, height(γ˜jρ+1) ≤ sjρ+1 ≤ sik+1 .
By (ii) of equation (4), it then follows that
lowest(γ̂ρ+1) ≥ min{g(eρ)− height(γ̂ρ), g(eρ)− height(γ˜jρ+1)} ≥ g(eρ)− sik+1 .
Combining this with (i) of equation (4), we have that height(γ̂ρ+1) ≤ sik+1 . The lemma then follows
by induction.
Finally, we show that Invariance 1 also holds. Since γ˜ik+1 = γ̂η = γik+1 + γ
′, with γ′ defined as
above, by Lemma 9, we have that g(ueη) ≥ sik+1 . Suppose ueη is paired with some graph node w so
that peη = g(w). As the height of γ˜ik+1 is at most sik+1 (Lemma 14), combined with Observation 3,
we have that
g(ueη)− sik+1 ≤ lowest(γ˜ik+1) ≤ peη .
This implies that the point (peη , g(ueη)) ∈ Fsik+1 , establishing Invariance 1.
We continue the process described above until k = a. At each iteration, when we process sik ,
we add a new neighbor for elements in S. In the end, after processing all of the a elements in S,
we find a neighbors for S, and the total number of neighbors in Ĝ of elements in S can only be
larger. Since this holds for any subset S of D?, the condition for Hall’s theorem is satisfied for the
bipartite graph Ĝ. This implies that there exists a perfect matching in Ĝ, completing the proof of
Theorem 13.
Theorem 11 now follows from Lemma 12 and equation (1).
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4.4 Proving the conjecture when both graphs are trees of loops
The techniques of Theorem 11 are specific to the case when one of the graphs is a bouquet graph.
However, we can prove Conjecture 1 in another setting, as well: the case when both graphs are trees
of loops.
Definition 15. A tree of loops is a metric graph constructed via wedge sums of cycles and edges.
See Figure 6 for an example. The fact that the inequality holds when both graphs are trees of loops
follows from an application of the following lemma.
Figure 6: An example of a tree of loops.
Lemma 16. Let P and Q be two persistence diagrams with finite numbers of off-diagonal points.
Let d1 and d2 be distances defined between points in P and points in Q such that d1(p, q) ≤ d2(p, q)
for every p ∈ P, q ∈ Q. Then dB(P,Q) under distance d1 is less than or equal to dB(P,Q) under
distance d2.
Proof. The bottleneck distance under a particular distance d is given by
dB(P,Q) = min
µ
max
p
d(p, µ(p)),
where the minimum is taken over all matchings µ : P → Q. If we consider a fixed matching µ, the
relationship between d1 and d2 implies that
max
p
d1(p, µ(p)) ≤ max
p
d2(p, µ(p)). (5)
Let µ′ be the matching that achieves the minimum for distance d2. The inequality (5) together with
this minimum implies that
dB(P,Q) under d1 = min
µ
max
p
d1(p, µ(p)) ≤ max
p
d1(p, µ
′(p)) ≤ max
p
d2(p, µ
′(p)) = dB(P,Q) under d2.
Proposition 17. Let G1 and G2 be two finite metric graphs such that both are trees of loops. Then
dIC(G1, G2) ≤ 1
2
dPD(G1, G2).
Proof. Let G1 and G2 be trees of loops of lengths 2t
′
1, . . . , 2t
′
m and 2s1, . . . , 2sn, respectively, each
set listed in non-decreasing order. Without loss of generality, suppose n ≥ m. First, as in
Corollary 6, the intrinsic Cˇech distance between G1 and G2 is dIC(G1, G2) =
n
max
i=1
|si − ti|
2
where
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t1 = · · · = tn−m = 0, tn−m+1 = t′1, . . . , and tn = t′m. Suppose dIC(G1, G2) =
|tk − sk|
2
for some k,
1 ≤ k ≤ n. Let f and g denote the geodesic distance functions on G1 and G2, respectively.
For trees of loops, the persistence diagrams take the form Dg(fv) = {(pi, pi + ti)}1≤i≤n and
Dg(gw) = {(qi, qi + si)}1≤i≤n for v ∈ G1 and w ∈ G2. The proposition holds if, for any pair of
persistence diagrams Dg(fv) and Dg(gw), dB(Dg(fv),Dg(gw)) ≥ |tk − sk|.
We will prove this by applying Lemma 16. For any i, j ∈ {1, . . . , n}, let d1((pi, pi + ti), (qj , qj +
sj)) = |ti − sj | and d2((pi, pi + ti), (qj , qj + sj)) = ||(pi, pi + ti)− (qj , qj + sj)||1. It’s easy to show
that d1 ≤ d2 for every pair of points, so that the conditions of the lemma are satisfied. Notice
that distance d1 is equivalent to the case where all pi = qi = 0, i.e., the points are along the y-axis.
By Theorem 5, the bottleneck distance under d1 equals |tk − sk| = 2dIC(G1, G2). Therefore, the
bottleneck distance between Dg(fv) and Dg(gw) under d2 is at least |tk − sk|, as desired.
5 Discussion and future work
In this paper, we compare the discriminative capabilities of the intrinsic Cˇech and persistence
distortion distances, which are based on topological signatures of metric graphs. The intrinsic Cˇech
signature arises from the intrinsic Cˇech filtration of a metric graph, and the persistence distortion
signature is based on the set of persistence diagrams arising from sublevel set filtrations of geodesic
distance functions from all base points in a given metric graph. A map from a metric graph to
these topological signatures is not injective: two different metric graphs may map to the same
signature. However, each signature captures structural information of a graph and serves as a type
of topological summary. Understanding the relationship between the intrinsic Cˇech and persistence
distortion distances enables one to better understand the discriminative powers of such summaries.
We conjecture that the intrinsic Cˇech distance is less discriminative than the persistence
distortion distance for general metric graphs G1 and G2, so that there exists a constant c ≥ 1 with
dIC(G1, G2) ≤ c · dPD(G1, G2). This statement is trivially true in the case when both graphs are
trees as the intrinsic Cˇech distance is 0 while the persistence distortion distance is not. We establish
a sharper version of the conjectured inequality in the case when one of the graphs is a bouquet
graph and the other is arbitrary, as well as in the case when both graphs are obtained via wedges
of cycles and edges. The methods of proof in Theorem 11 and Proposition 17 rely on explicitly
knowing the forms of the persistence diagrams for the geodesic distance function in the case of a
bouquet graph or a tree of loops. Therefore, these methods do not readily carry over to the most
general setting for arbitrary metric graphs. Nevertheless, we believe that the relationship between
the intrinsic Cˇech and persistence distortion distances should hold for arbitrary finite metric graphs.
Intuitively, the intrinsic Cˇech signature only captures the sizes of the shortest loops in a metric
graph, whereas the persistence distortion signature takes into consideration the relative positions of
such loops and their interactions with one another.
As one example application relating the intrinsic Cˇech and persistence distortion summaries
(and hence, distances), the work of Pirashvili, et al. [22] considers how the topological structure of
chemical compounds relates to solubility in water, which is of fundamental importance in modern
drug discovery. Analysis with the topological tool mapper [23] reveals that compounds with a
smaller number of cycles are more soluble. The number of cycles, as well as cycle lengths, is naturally
encoded in the intrinsic Cˇech summary. In addition, these authors also use a discrete persistence
distortion summary – where only the graph nodes, i.e., the atoms, serve as base points – to show
that nearby compounds have similar levels of solubility. Although we conjecture that the intrinsic
Cˇech distance is less discriminative then the persistence distortion distance, it might be sufficient in
this particular analysis since solubility is highly correlated with the number of cycles of a chemical
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compound, that is, with the intrinsic Cˇech summary [16]. It would be interesting to investigate
other applications of the intrinsic Cˇech and persistence distortion summaries in the context of data
sets modeled by metric graphs.
In addition, recall from the definition of the persistence distortion distance the map Φ : |G| →
SpDg, Φ(v) = Dg(fv). The map Φ is interesting in its own right. For instance, what can be
said about the set Φ(|G|) in the space of persistence diagrams for a given G? Given only the set
Φ(|G|) ⊂ SpDg, what information can one recover about the graph G? Oudot and Solomon [21]
show that there is a dense subset of metric graphs (in the Gromov–Hausdorff topology, and indeed
an open dense set in the so-called fibered topology) on which their barcode transform via the map
Φ is globally injective up to isometry. They also prove its local injectivity on the space of metric
graphs. Another question of interest is, how does the map Φ induce a stratification in the space of
persistence diagrams? Finally, it would also be worthwhile to compare the discriminative capacities
of the persistence distortion and intrinsic Cˇech distances to other graph distances, such as the
interleaving and functional distortion distances in the special case of Reeb graphs.
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