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ABSTRACT
Modifications to General Relativity (GR) often incorporate screening mechanisms in order to
remain compatible with existing tests of gravity. The screening is less efficient in underdense
regions, which suggests that cosmic voids can be a useful cosmological probe for constraining
modified gravity models. In particular, weak lensing by voids has been proposed as a promis-
ing test of such theories. Usually, voids are identified from galaxy distributions, making them
biased tracers of the underlying matter field. An alternative approach is to study voids identi-
fied in weak lensing maps – weak lensing voids – which have been shown to better correspond
to true underdense regions. In this paper, we study the ability of weak lensing voids to detect
the signatures of modified gravity. Focusing on the void abundance and weak lensing profiles,
we find that both statistics are sensitive probes of gravity. These are quantified in terms of the
signal-to-noise ratios (SNR) with which an LSST-like survey will be able to distinguish be-
tween different gravity models. We find that the tangential shear profiles of weak lensing voids
are considerably better than galaxy voids at this, though voids have somewhat lower SNR than
weak lensing peaks. The abundances of voids and peaks have respectively SNR = 40 and 50
for a popular class of modified gravity in an LSST-like survey.
Key words: gravitational lensing: weak – large-scale structure of Universe – cosmology:
theory – methods: data analysis
1 INTRODUCTION
The large scale structure (LSS) of the Universe is the result of the
anisotropic gravitational collapse (Zel’dovich 1970) and it takes the
form of an intricate pattern, the so-called cosmic web, which is
made up of interconnecting knots, filaments, walls and voids (Kir-
shner et al. 1981; Davis et al. 1985; Bond et al. 1996). Knots corre-
spond to the largest over-densities in the cosmic web, where matter
flows through connecting walls and filaments (Cautun et al. 2014;
Haider et al. 2016), while, in turn, the walls and filaments accrete
mass from and enclose large under-dense voids, with the voids oc-
cupying most the volume of the Universe (e.g. Padilla et al. 2005;
Platen et al. 2007; Cautun et al. 2013).
The formation of the cosmic web depends on the underlying
cosmology, where various cosmological models result in different
properties of the building blocks that make up the cosmic web. In
particular, voids have been shown to be very useful cosmological
probes, such as for measuring cosmological parameters (Lavaux &
Wandelt 2012; Hamaus et al. 2015, 2016; Correa et al. 2019; Na-
dathur et al. 2019), testing the nature of gravity (Li 2011; Clampitt
et al. 2013; Barreira et al. 2015; Cai et al. 2015; Zivick et al. 2015;
Achitouv 2016; Cautun et al. 2018; Falck et al. 2018; Paillas et al.
2019), the dark energy equation of state parameter (Bos et al. 2012;
? E-mail: christopher.t.davies@durham.ac.uk
Pisani et al. 2015; Demchenko et al. 2016) and the neutrino content
(Villaescusa-Navarro et al. 2013; Barreira et al. 2014; Massara et al.
2015; Banerjee & Dalal 2016; Kreisch et al. 2018).
It is possible to observe the LSS through gravitational lensing,
the bending of light due to intervening matter along the line of sight
(Bartelmann & Schneider 2001). On cosmic scales, the projected
LSS can be observed through weak gravitational lensing (WL) in
the form of cosmic shear, that is small perturbations in the shapes
of background galaxies (e.g. Bacon et al. 2000; Kaiser et al. 2000;
Van Waerbeke et al. 2000; Wittman et al. 2000). The properties
of cosmic shear allows us to infer the cosmology of our universe
(Albrecht et al. 2006; LSST Dark Energy Science Collaboration
2012; Amendola et al. 2013; Weinberg et al. 2013), through using
statistics such as the shear-shear correlation function (e.g., Schnei-
der et al. 2002; Semboloni et al. 2006; Hoekstra et al. 2006; Fu
et al. 2008; Heymans et al. 2012; Kilbinger et al. 2013; Hildebrandt
et al. 2017) and the abundance of WL peaks (Shan et al. 2012; Car-
done et al. 2013; Van Waerbeke et al. 2013; Shan et al. 2014; Liu
et al. 2015; Liu et al. 2016a,b; Higuchi & Shirasaki 2016; Shirasaki
2017; Peel et al. 2018; Giocoli et al. 2018; Li et al. 2018; Davies
et al. 2019).
One of the fundamental questions of cosmology concerns the
cause of the accelerated expansion of the Universe, first detected
by Riess et al. (1998) and Perlmutter et al. (1999). Many possi-
ble explanations have been proposed (e.g. see the recent review by
© 2019 The Authors
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Caldwell & Kamionkowski 2009), but a very intriguing one con-
cerns modifying gravity on large cosmological scales by including
an extra scalar field, which mediates an additional, or fifth, force.
However, GR has been shown to conform accurately with grav-
ity tests in the Solar System (Bertotti et al. 2003; Will 2014), and,
since any modifications to GR must pass the same tests, it requires
that the fifth force must be suppressed in our Solar System. One
way to achieve this suppression is through screening mechanisms,
where the effects of the fifth force only become important in under-
dense regimes (Brax 2013). One of such phenomenological models
which contains a screened fifth force is the normal branch of the
Dvali-Gabadadze-Porrati braneworld models (nDGP) (Dvali et al.
2000). In the nDGP model, the fifth force is suppressed through
Vainshtein screening (Vainshtein 1972), which is least effective far
from massive objects, and so we expect that the greatest detectable
signatures of the fifth force would be most apparent within voids.
Given that WL maps correspond closely to the projected LSS,
it is only natural to use them to identify structures such as high den-
sity peaks as well as low density regions. In this paper, we study the
latter, i.e., WL voids, by employing the Davies et al. (2018) method
of identifying voids in the WL convergence field. The objective is
to study the potential of these WL voids to constrain modified grav-
ity models. Our study was motivated by the results of Cautun et al.
(2018) and Paillas et al. (2019) who found that voids identified in
the galaxy distribution are emptier in modified gravity models com-
pared to the standard cosmological model, ΛCDM, and that this
signature can be measured in the tangential shear profile of voids.
Davies et al. (2018) have shown that the tangential shear of WL
voids is about 3 times higher than that of galaxy voids and therefore
WL voids represent a promising approach for testing MG models.
We exemplify the constraining power of WL voids by studying the
nDGP model above, and the results will have implications for up-
coming surveys, such as LSST (LSST Science Collaboration et al.
2009) and Euclid (Refregier et al. 2010), which aim to provide high
resolution WL maps over a large fraction of the sky. Studying WL
voids represents a new approach of maximising the information that
can be gained from such future data sets.
This paper is structured as follows: in Section 2 we discuss the
relevant modified gravity and weak lensing theory, in Section 3 we
present the data used in this study. We describe the prescription we
follow to include galaxy shape noise (GSN) in our analysis in Sec-
tion 3.2. The void finder used in this work is described in Section
4, followed by results for the WL peak abundance, void abundance,
void convergence profile and void shear profile in ΛCDM and MG
in Section 5. We finally conclude in Section 6.
2 THEORY
In this section, for completeness, we very briefly describe the main
points of the nDGP model and the weak lensing theory.
2.1 Modified gravity theory
nDGP is a brane-world model in which the 4D spacetime (a brane)
is embedded in a 5D spacetime called the bulk. Matter particles are
confined to the brane, while gravitons can move through the extra
dimensions of the bulk. A scalar field is introduced to represent the
coordinate of the brane in the extra dimension, known as the brane-
bending mode. The scalar field is a physical degree of freedom in
the model which mediates a fifth force, and the strength of the fifth
force is controlled by a crossover scale rc , the scale at which the be-
haviour of gravitons changes through 4D or 5D. The nDGP action
for gravity is
S =
∫
bulk
d5x
√
−g(5) R
(5)
16piG(5)
+
∫
brane
d4x
√−g R
16piG
, (1)
where g is the determinant of the metric tensor, R is the Ricci scalar,
G is the gravitational constant, all on the brane, and a superscript (5)
denotes the 5D bulk counterparts to the the above 4D brane terms.
The cross-over scale at which gravity transitions from 5D to 4D is
related to G and G(5) as
rc =
1
2
G(5)
G
, (2)
and the modified Poisson equation receives an additional contribu-
tion from the scalar field ψ in the form
∇2Ψ = ∇2ΨN + 12∇
2ψ , (3)
where ΨN is the standard Newtonian potential satisfying
∇2ΨN = 4piGa2δρ, (4)
a is the scale factor, ∇ is the spatial derivative and δρ = ρ−ρ, where
ρ is the matter density and ρ is the background matter density.
The equation of motion of ψ is given by
∇2ψ + r
2
c
3β(a)a2
[
(∇2ψ)2 − ∇i∇ jψ∇i∇jψ
]
=
8piG
3β(a) δρa
2 , (5)
where i, j run through 1,2 and 3, and β, which dictates the strength
of the fifth force, is a function of time given as
β(a) = 1 + 2Hrc
(
1 +
ÛH
3H2
)
= 1 +
[
Ωm0a−3 +ΩΛ0
Ωrc
] 1
2 − 1
2
Ωm0a−3√
Ωm0a−3 +ΩΛ0
,
(6)
where H is the Hubble parameter, H0 its present day value, ÛH is its
time derivative, Ωm0 is the present-day matter density parameter,
ΩΛ0 is the present-day vacuum energy density parameter andΩrc =
1/4H20 r2c . By linearising Eq. (5), the modified Poisson equation can
be written as
∇2Ψ = 4piGa2
(
1 +
1
3β(a)
)
δρ . (7)
Since any modification to GR must pass the Solar System test,
the fifth force must be screened in the Solar System, which means
that the fifth force only acts in under-dense regions. In the nDGP
model, the fifth force is suppressed in over-dense regions through
the Vainshtein mechanism in which, for an object in isolation, the
radius within which screening is efficient is given by the Vainshtein
radius rV ,
r3V =
4GM
9β2H20Ωrc
. (8)
The fifth force becomes unscreened on scales r & rV .
2.2 Weak lensing theory
The convergence κ, for a single object along a line of sight, is linked
to the lensing potential by
κ =
1
2
∇2Ψ2D , (9)
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where Ψ2D is the lensing potential
Ψ2D(θ) = DlsDlDs
1
c2
∫ zs
0
Φlen(Dlθ, z)dz , (10)
in which θ is the sky coordinate of the lensed object, Ds , Dl and
Dls are respectively the angular diameter distances between the ob-
server and source, observer and lens, and lens and source, zs the
source redshift, c the speed of light and Φlen is the gravitational po-
tential that couples to photons (not matter) which determines pho-
ton geodesics.
The distinction between different types of potentials is impor-
tant for modified gravity, since in some models the fifth force acts
only on the massive matter particles (e.g., the default nDGP model),
while in other models the fifth force directly modifies the photon
geodesics (e.g. our nDGPlens model). In this work we consider two
MG models, nDGP and nDGPlens (Barreira et al. 2017), where the
only difference between the two models is the form of Φlen, which
for nDGP is
∇2ΦnDGPlen = ∇2ΦGRlen = 4piGa2δρ, (11)
and which for the so-called nDGPlens model is given by
∇2ΦnDGPlenslen = ∇2ΦGRlen +
1
2
∇2ψ = 4piGa2δρ + 1
2
∇2ψ. (12)
These imply that in nDGPlens, the lensing of photons receives an
extra contribution from the scalar field, when compared to ΛCDM
and nDGP. nDGPlens is created by us to illustrate the behaviour
of a MG model where photon geodesics are modified as well, and
such models do exist in the literature, such as the cubic Galileon
model studied in (Barreira et al. 2015)1.
The previous equations apply to the lensing induced by a sin-
gle lens, however for cosmic shear it is important to consider lens-
ing contributions from all matter along the line of sight. So κ can
be written more generally as
κ(θ) =
∫ zs
0
W(z)δρ(Dl(z)θ, z)dz , (13)
for a lensing potential given by Eq. (11), i.e., one that is the same
as the GR case. Where W(z) is the lensing kernel that includes the
redshift distribution of the multiple lenses, given by
W(z) = 3H
2
0Ωm0
2c
1 + z
H(z) χ(z)
∫ zs
z
dn
dzs
dzs
χ(zs) − χ(z)
χ(zs) , (14)
χ denotes the comoving distance, and dndzs is the redshift distribu-
tion of sources. If, however, the lensing potential is modified as in
Eq. (12), κ (in the linear regime) becomes
κ(θ) =
∫ zs
0
W(z)
(
1 +
1
3β(α)
)
δρ(Dl(z)θ, z)dz , (15)
which indicates that the convergence values will be rescaled by a
constant (in space) across a WL map. Due to the Vainshtein screen-
ing, however, the MG effect on κ is more complicated and can only
be accurately predicted through properly MG simulations.
1 Note that in the nDGP model considered here the accelerated expansion
is driven by an additional dark energy species, which we tune to ensure that
the background expansion history is identical to that ofΛCDM, while in the
Galileon model self-acceleration by the scalar field can be achieved and the
expansion history is generally different from ΛCDM. The nDGPlens model
is chosen to have the same expansion history as nDGP, and so it is different
from cubic Galileon, and is only used as a toy model to single out the effect
of modified photon geodesics.
3 WEAK LENSING MAPS
All the convergence maps used in this work cover a 10 × 10 deg2
sky area and have a resolution of 20482 pixels per map and a source
redshift of zs = 1. Throughout this work, we will make use of WL
maps generated from two sets of simulations. The first data set we
use are three WL maps from Barreira et al. (2017) (hereafter B17)
with ΛCDM, nDGP and nDGPlens cosmologies respectively, gen-
erated from the modified N-body code ECOSMOG (Li et al. 2012,
2013) and ray tracing performed with RAY-RAMSES (Barreira et al.
2016), a code that implements the on-the-fly ray tracing algorithm
proposed by White & Hu (2000); Li et al. (2011). These maps are
used to predict the differences of several lensing and void observ-
ables between the different gravity models. Secondly, in order to
generate covariance matrices and error bars used in the SNR anal-
ysis in Section 5, we use the all-sky ΛCDM WL maps from Taka-
hashi et al. (2017) (hereafter T17) which we split into 184 non-
overlapping 10 × 10 deg2 maps following the method presented in
Davies et al. (2019).
3.1 Numerical simulations
The lightcone geometery used to generate the WL maps from B17
consists of seven tiled dark-matter-only simulation boxes, of which
the first five (the ones closest to the observer) have a box size of
L = 300 h−1Mpc and the remaining two boxes, in order of increas-
ing distance from the observer, have sizes L = 350 h−1Mpc and
L = 450 h−1Mpc. Each of the seven N-body simulations were run
using a particle number of Np = 5123. The cosmological parame-
ters used for B17 were the fractional baryon density Ωb = 0.049,
fractional dark matter density Ωdm = 0.267, dimensionless Hub-
ble rate h = H0/100 km s−1 Mpc−1 = 0.6711, primordial scalar
spectral index ns = 0.9624 and root-mean-squared (rms) density
fluctuation smoothed over 8 h−1Mpc σ8 = 0.8344. For a more de-
tailed description of the simulation procedure used to generate the
B17 maps we refer the reader to Barreira et al. (2017, 2016).
For the WL maps from T17, a series of dark matter-only sim-
ulation boxes with comoving sizes L, 2L, 3L, ..., 14L where L =
450 h−1Mpc are produced. Each of these simulation boxes are du-
plicated eight times and then nested around the observer, such that
the larger boxes enclose and overlap with the smaller boxes (see
Figure 1 of Takahashi et al. (2017) for an illustration). Ray tracing
was performed with the algorithm from Hamana et al. (2015), on
the mass distribution from the nested simulation boxes projected
onto spherical shells with a thickness of 150 h−1Mpc. The simula-
tion used a partical number of 20483 and cosmological parameters
Ωb = 0.046, Ωdm = 0.233, σ8 = 0.820, ns = 0.97 and h = 0.7.
For a more detailed description see Takahashi et al. (2017).
3.2 Galaxy shape noise
Weak lensing maps obtained from observational data require mea-
surements of redshifts and shapes for a large number of background
galaxies. Intervening cosmic structure acts as a lens for the source
galaxies and induces small correlations in galaxy shapes across the
sky, from which the cosmic shear signal can be extracted. However
the amplitude of this correlation is small, and is largely dominated
by the random orientation of galaxies, which is referred to as galaxy
shape noise (GSN).
Here, we are interested in characterising both the theoretical
difference between the ΛCDM and MG models, and how well this
MNRAS 000, 1–10 (2019)
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difference can be measured observationally. In the case of the for-
mer, we study the differences between models in the absence of
GSN. For the latter, we add GSN to the convergence maps, and then
perform the analysis using the covariance matrices estimated from
statistics measured in the “noisy" maps. In both cases, we smooth
the convergence maps with a 2.5 arcmin Gaussian filter, which is
large enough to mitigate any systematic biases introduced by GSN
(see the discussion and tests performed in Davies et al. 2018).
In order to consider the impact GSN will have in future WL
measurements from LSST, for the T17 WL maps, which we use to
generate covariance matrices and error bars, we add random val-
ues to each pixel taken from a Gaussian distribution with standard
deviation, σpix, given by
σ2pix =
σ2int
2θpixngal
, (16)
where σint is the dispersion of source galaxy intrinsic ellipticity,
θpix is the angular width the pixels in the WL maps, and ngal is the
number density of source galaxies. In order to make a forecast for
LSST, we use σint = 0.4 and ngal = 40 arcmin−2 (LSST Science
Collaboration et al. 2009).
For consistent definitions between the different cosmological
models, we define the amplitude ν of a κ pixel as
ν =
κ − µ
σΛCDM
, (17)
where µ is the mean convergence across the map for a given model,
and σΛCDM is the standard deviation of the ΛCDM WL map (with
added galaxy shape noise).
It is important to note that σ varies between the different mod-
els, however we chose a constant value to allow for simple compar-
isons, where ν is used to express the convergence amplitude relative
to typical rms convergence fluctuations. For the three models pre-
sented in this work we have σΛCDM = 0.0121, σnDGP = 0.0127
and σnDGPlens = 0.0136 (with galaxy shape noise added and a
smoothing scale of 2.5 arcmins), where the rms convergence fluc-
tuation is larger for the MG models, due to the fifth force boosting
structure formation. The nDGPlens model produces the largest rms
fluctuation since the scalar field also contributes to the lensing po-
tential, which increases the variance further.
4 VOID FINDING ALGORITHM
In this paper we apply the tunnel algorithm of Cautun et al. (2018)
to find voids. This is a 2D void finding algorithm which identifies
voids based on an input tracer catalogue. This algorithm first con-
structs a Delaunay tessellation with the tracers as its vertices of the
cells, and then voids are identified as the circumcircles of every De-
launay triangle, which is, by definition, empty of tracers. A void’s
centre corresponds to the centre of its respective Delaunay circum-
circle and the void size, Rv, is given by the radius of the respective
circumcircle.
To apply the tunnel algorithm to WL maps, we use WL peaks
as the input tracer catalogue. This produces 2D voids found in the
WL convergence maps that, by definition, are devoid of WL peaks,
with the closest peaks being found on the boundaries of the voids.
To deal with the boundaries of the map, for the void abundance we
remove any voids whose distance from the boundary is smaller than
their radius, for the convergence and tangential shear (γt ) profile
plots we remove voids whose centres are within 2Rv from the map
boundary, and for the γt SNR calculations we remove voids within
1.25Rv, which is the largest distance from the void centre included
in the calculation of the SNR for γt , from the map boundary. These
choices allow us to maximise the sample size of the void catalogues
for any given statistic.
Furthermore, in order to increase the number of voids, which
is necessary because of the small area of our WL maps, we consider
all possible voids, including neighbouring ones which have a large
degree of overlap (i.e., we do not exclude small voids which over-
lap with larger ones). The convariance matrix calculation, which is
based on a much larger number of ΛCDM maps, ensures that the
duplicate information is counted accordingly.
To identify WL peaks, we first smooth the convergence maps
with a Gaussian filter with smoothing scale θs . Here we use θs =
2.5 arcmin, which was shown to be the smallest smoothing scale at
which the GSN effect for an LSST-like survey is sufficiently sup-
pressed such that measured void statistics agree with their no GSN
counterparts (Davies et al. 2018). From the smoothed WL maps, we
identify WL peaks as pixels whose convergence values are larger
than those of their eight neighbours. The peak catalogue used for
the tunnel algorithm is created using information about the position
and height of the WL peaks in the WL maps. For a given WL map
and its associated peak population, we obtain three peak catalogues
by selecting the peaks according to their height. The catalogues are
comprised of peaks higher than a given ν threshold, with ν > 1, 2
and 3. For each WL map, we generate void catalogues from each
of the three peak catalogues.
A visualisation of the tunnels identified in the WL maps stud-
ied here is shown in Fig. 1, where each row corresponds to one of
the three models studied here. The columns correspond to peaks of
different heights, and the associated void catalogues, with ν > 1, 2
and 3 from left to right. It is evident from this figure that the ν > 1
peak catalogues produce the most voids, while the ν > 3 catalogues
produce more large voids. This means that the different void cata-
logues should respond to the large scale modes of the κ maps dif-
ferently, and so it is possible that the tightest constraints may be
achieved through a combination of all three void catalogues, how-
ever due to the limited sample, this remains to be tested. The differ-
ences between ΛCDM and MG in Fig. 1, can be studied quantita-
tively using peak and void abundances as well as void WL profiles,
which is the subject of the next section.
5 RESULTS
In this section we discuss the properties of voids identified in WL
maps, and present signal-to-noise-ratios (SNR) for the peak abun-
dance, void abundance and tangential shear profiles as measures of
the ability to distinguish between MG and GR.
We define the SNR for a given statistic S as
SNR2 ≡
∑
i, j
δS(i) cov−1(i, j) δS( j) , (18)
where δS = SMG − SGR is the difference in that statistic between
MG and standard GR, cov−1 is the inverse of the covariance ma-
trix for the statistic S and i and j indicate the bin numbers that are
summed. We multiply the cov−1 term by the Anderson-Hartlap fac-
tor α (Anderson 2003; Hartlap et al. 2007) in order to compensate
for the bias present when inverting a noisy covariance matrix. The
Anderson-Hartlap factor is given by
α =
N − Nbin − 2
N − 1 , (19)
where N = 184 is the number of realisations (WL maps) used to
MNRAS 000, 1–10 (2019)
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Figure 1. Illustration of the convergence field, and the peak and void catalogues in the ΛCDM (top row), nDGP (middle row) and nDGPlens (bottom row)
models studied here. The κ values are shown by the background colours, with bright colours corresponding to high κ values and dark colours to low κ values.
The WL peaks identified in these κ maps are indicated by the green points, with the three columns corresponding to peaks of different heights: ν > 1 (left
column), ν > 2 (middle column) and ν > 3 (right column). The white circles show the size and distribution of voids for each of the three peak catalogues.
estimate the covariance matrix, and Nbin is the number of bins. All
of the covariance matrices used for SNR measurements are shown
and discussed in Appendix A. The SNR values that we present in
this work are forecast for LSST so we rescale the SNR values calcu-
lated from the A = 100 deg2 maps by
√
ALSST/A = 13.4, assuming
LSST will achieve a sky coverage of ALSST = 18000 deg−2.
As mentioned briefly above, the theoretical predictions of the
MG effects in the void statistics are obtained from the maps without
GSN. We have compared these with the differences between MG
and ΛCDM in the presence of GSN, and found overall consistency
with the no GSN case; however, the model differences are noisier
in the presence of GSN, making it difficult to separate the physical
signal from the differences caused by noises due to the small area
of our maps. Therefore, to minimise this latter effect, in this paper
we present only the theoretical predictions (i.e., in the absence of
GSN) in the void convergence and tangential shear profile plots and
when calculating the model difference δS in the SNR [Eq. (18)].
Note that although we calculate model differences in the absence
of GSN, we do account for GSN in the covariance matrices, when
predicting the SNR with which these differences will be measured
by an LSST-like survey.
MNRAS 000, 1–10 (2019)
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Table 1. Forecasted SNR with which an LSST-like survey could discrimi-
nate between the two MG models studied here and ΛCDM. We show SNR
values for WL peak and void abundance, as well as for the void tangential
shear profile. For voids, we consider three different catalogues that were
identified using the distribution of WL peaks with heights, ν > 1, 2 and 3.
ν range MG models
nDGP nDGPlens
peak abundance, n(> ν) – Fig. 2
1 ≤ ν ≤ 5 52 98
void abundance, n(> Rv) – Fig. 3
ν > 1 32 46
ν > 2 42 54
ν > 3 44 54
void tangential shear, γt (r) – Fig. 5
ν > 1 30 54
ν > 2 28 44
ν > 3 37 45
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Figure 2. Top panel: the WL peak abundance for ΛCDM (solid), nDGP
(dashed) and nDGPlens (dotted) plotted as a function of peak height, ν. The
shaded regions indicate 1σ uncertainties for the ΛCDM result expected
for an LSST-like survey. Bottom panel: the relative difference of the peak
abundance between the MG models and ΛCDM. Only the error bars for the
ΛCDM curve have been plotted for clarity.
5.1 WL peak abundance
Whilst the primary purpose of the WL peaks in this work is to be
used as tracers for void identification, it is also interesting to con-
sider how their abundance is affected by the MG models.
In the top panel of Figure 2, we show the number density of
WL peaks as a function of peak height, ν, for ΛCDM, nDGP and
nDGPlens. The bottom panel shows the difference between the MG
models and the fiducial ΛCDM one. The shaded regions in the fig-
ure (which are very small) indicate the uncertainties with which
the ΛCDM peak abundance will be measured by LSST and are ob-
tained from the peak abundance covariance matrix calculated using
the T17 maps. In the top panel, we can see that the modified gravity
models produce a similar number of small peaks with ν < 0.5. For
ν > 0.5, nDGP and nDGPlens start to deviate from ΛCDM and
produce a higher number of peaks than ΛCDM at fixed ν, which is
a consequence of the enhanced structure formation present in these
MG models. This difference is present even for peaks with ν > 3,
100
101
n(
> 
R v
) [
de
g
2 ]
CDM
nDGP
nDGPlens
> 1
> 2
> 3
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Rv [deg]
0.0
0.5
M
G
CD
M
1
Figure 3. Top panel: the void abundance as a function of void radius. The
coloured curves correspond to voids identified in the WL peak distribution
with heights: ν > 1 (blue), ν > 2 (orange), ν > 3 (green). The void abun-
dance for ΛCDM is shown by the solid line, nDGP is shown by the dashed
line and nDGPlens is shown by the dotted line. The shaded region around
the ΛCDM curve indicates 1σ error bars expected for a LSST-like WL sur-
vey (the error bar is roughly the same size as the thickness of the curves).
Bottom panel: the relative difference between the void abundances in MG
models and the fiducial ΛCDM cosmology for the three void catalogues
shown in the top panel.
which typically correspond to massive haloes, whose growth in the
nDGP model is significantly enhanced. In each instance, the nDG-
Plens models shows the largest deviation from ΛCDM. Whilst the
matter distribution is the same in nDGP and nDGPlens, the extra
contribution to the lensing potential from the scalar field in nDG-
Plens allows for further modifications to the final WL maps, which
boosts the amplitude of the peaks and thus results in more peaks
for a fixed ν value.
The differences in peak abundance between various MG mod-
els and the fiducial cosmology can be used as a cosmological test.
For example, Liu et al. (2016b) have shown that the WL peak abun-
dance in the Canada-France-Hawaii-Telescope Lensing Survey (Er-
ben et al. 2013) can be used to make tight constraints on the param-
eters of f (R) gravity. Motivated by this, the first row in Table 1
shows the SNR with which LSST data for peak abundance can dis-
tinguish between the MG models studied in this paper and ΛCDM.
We calculated the SNR using all peaks with 1 ≤ ν ≤ 5, since peaks
ν < 1 are most likely to be contaminated by GSN, and peaks with
ν > 5 will be subject to stronger influence by sample variance due
to the small sizes of the available WL maps. In the next subsection,
we study the extent to which the void abundance can also be used
as a cosmological test.
5.2 Void size function
Fig. 3 shows the distribution of void sizes for voids identified from
the three WL peak catalogues that we study here, with ν > 1, 2 and
3. The error bars are calculated from the void abundance covari-
ance matrix obtained using the 184 T17 maps and are scaled up to
the area of the LSST survey. As we have already seen from Fig. 1,
the smallest voids are generated by the ν > 1 WL peak catalogue,
which also produces the most voids. As the ν threshold increases,
the typical void size increases, however there are fewer voids over-
all. For ν > 1, the total peak abundance is similar between ΛCDM
and MG, which yields similar void abundances for all models in
the ν > 1 void catalogue. For ν > 2 and 3, there are more peaks
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Figure 4. Top panel: The stacked radial convergence profiles of the voids
shown in Fig. 1 (excluding those within 2Rv from the map boundary). The
three coloured curves correspond to voids identified from the three WL peak
catalogues withν > 1 (blue),ν > 2 (orange) andν > 3 (green) respectively.
The ΛCDM model is shown by the solid line, nDGP by the dashed line and
nDGPlens by the dotted line. The shaded regions around the ΛCDM results
show the 1σ error bars for an LSST-like survey. Bottom panel: The relative
difference of the κ profiles between the MG models and ΛCDM.
for MG than for ΛCDM, which manifests itself as creating more
small voids and fewer large voids in MG than in ΛCDM. This is a
consequence of the larger number of peaks in the MG models that
end up splitting large voids into several smaller ones. We note that
the (very few) largest voids in each catalogue are not plotted in Fig.
3, and are also left out of the SNR calculation, since the differences
between the models appear to be dominated by sample variance.
This allows us to give more conservative estimates of the SNR for
the void abundance, which are less affected by noise.
The SNRs with which the void abundance measurements in an
LSST-like survey can distinguish between ΛCDM and the consid-
ered MG models are shown in middle rows in Table 1. In all cases,
the void abundances produce lower SNR values than the peak abun-
dance. The ν > 1 catalogue produces the lowest SNR values as can
already be seen in Fig. 3, and there is little difference between the
SNR values for the ν > 2 and > 3 catalogues. The void abundance
gives SNR values that are consistently larger for nDGPlens than for
nDGP.
The voids are generated from the spatial distribution of the
WL peaks, and hence depend on the clustering of these peaks. One
way to measure this is through the N-point correlation functions of
the peak catalogues. Therefore, an alternative way to exploiting the
void abundance is to study the N-point correlation functions of the
WL peaks, or the cross correlations between the void centres and
the WL peaks. However, we find that within the limited statistics of
our small maps, the 2-point correlation functions of WL peaks do
not show any significant differences between ΛCDM and the MG
models.
5.3 Convergence profiles
In the MG models studied here, the fifth force enhances structure
formation, which results in more underdense voids than in the fidu-
cial GR case (e.g. Falck et al. 2018), with the excess matter that was
evacuated from voids being deposited in the walls and filaments of
the cosmic web that surround the voids (Cautun et al. 2016; Paillas
et al. 2019). These differences in the clustering of matter manifest
themselves in both the distribution of voids (as we seen in the pre-
vious section) and in the density profiles of voids. The κ values in
a WL map correspond to the projected matter density weighted by
the lensing kernel and thus the differences in the matter content of
voids are likely to be manifested also in the void κ profiles. In this
section, we study the mean convergence profiles of our three void
catalogues and compare these profiles between different cosmolog-
ical models.
We calculate the average κ profile of voids by stacking all the
voids in a given catalogue. Since the void size can vary by a fac-
tor of several between the largest and the smallest voids, we stack
the voids in terms of the rescaled radial distance from the void
centre, r/Rv, i.e., we express the distance in units of the void ra-
dius. Note that while the WL voids are identified in the smoothed
WL maps, for calculating the κ profiles we use the unsmoothed
converge map (without GSN for the theoretical curves and with
added GSN for the covariance matrix calculations). Using instead
the smoothed κ map results in shallower void profiles because the
Gaussian smoothing “redistributes" the high κ values found at a
void’s edge over the entire area of the void.
Figure 4 shows the κ profiles for each void catalogue in each
of the cosmological models studied here. Similarly as before, the
barely visible shaded regions correspond to error bars for an LSST-
like survey and were obtained form the covariance matrix calcu-
lated from the 184 T17 maps. The overall shape of the profile shows
that the voids identified in the WL maps correspond to projections
of under-dense structures since for r < 0.75Rv all κ profiles have
negative convergence values. The κ profile peaks at r = Rv for the
void catalogues with the height of the maximum decreasing as the
ν threshold of the WL peak catalogues increases. The depth of the
under-densities also decreases as the ν threshold increases. This is
because the void catalogues with a larger ν threshold contain larger
voids, and since larger voids cover a larger number of pixels of the
WL map (whose mean κ value is 0), their profiles in general tend to
0. It can also be seen that the regions outside of the void boundary
remain over-dense at least up to a radial distance, r = 2Rv.
In general, we find that the void interiors (r < 0.75Rv) in MG
models have slightly lower κ values than the corresponding points
in ΛCDM (this effect is most readily visible in the ν > 1 catalogue,
while for the other two void catalogues the signal is dominated by
the noise arising from the small map size), in good agreement with
previous studies (e.g., Falck et al. 2018; Paillas et al. 2019). Once
the κ profiles of voids become over-dense at r/Rv = 0.75 the MG
profiles become more over-dense than the ΛCDM ones out to r =
2Rv. The maximum difference in the κ profiles between each model
can be found at the void radius r = Rv.
5.4 Tangential shear profiles
Next we calculate the tangential shear profile γt (r), for the different
void catalogues. The tangential shear profile can be related to the
convergence profile through
γt (r) = κ(< r) − κ(r) , (20)
where
κ(< r) = 1
pir2
∫ r
0
2pir ′κ(r ′)dr ′, (21)
is the mean enclosed convergence within radius r . Whilst the con-
vergence profiles of voids allow for a simple physical interpretation
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Figure 5. The same as Fig. 4 but for void tangential shear profile γt .
of their mass content, where positive and negative κ correspond to
projected over-dense and under-dense regions, it is the shear which
can be measured directly in observations. Therefore, to more easily
compare with observations, we also study the void tangential shear
profiles.
Fig. 5 shows the tangential shear profiles for the three void cat-
alogues studied here. The typical shear value is negative indicating
that voids act as concave lenses that bend light outwards from the
void centres. It can be seen that the tangential shear peaks at r = Rv
and the amplitude of this peak is largest for the ν > 1 catalogue.
Voids in MG models have larger tangential shear profiles, and
the difference is the largest for the nDGPLens model, in which the
fifth force both enhances structure formation and also directly af-
fects the photon geodesics. To quantify the potential of void γt pro-
files as a cosmological test, we summarise in the bottom three rows
of Table 1 the SNRs with which an LSST-like survey can distin-
guish the MG models studied here from ΛCDM. Due to the limited
sample size, we calculate the SNR values for the γt profiles using
only the radial range, 0.75 < r/Rv < 1.25. We use the lower cut at
r/Rv > 0.75 in order to avoid the centres of the void, which are the
most likely to be impacted by noise due to their smaller effective ar-
eas. The upper cut r/Rv < 1.25 is used so that contributions to the
signal are taken from the inner regions of the void, the void bound-
ary, and the void environment at similar weights, because a larger
upper threshold would disproportionately favour the contribution
to the signal from the void environment. We find that the SNR val-
ues are larger (by roughly 50%) if we use 0 < r/Rv < 2, however
it is possible that contributions to this signal could be partly from
noise rather than physical differences between the samples, and so
we present more conservative estimates in Table 1.
Table 1 shows that the SNR values of the γt profiles in the
nDGP model is largest for the ν > 3 catalogue, and smallest for
ν > 2. For the nDGPlens model, the SNR values are largest for ν >
1 and smallest for ν > 2. Overall the SNR values are comparable
for both models and with all three void catalogues.
It was found in Paillas et al. (2019) that, with the same void
finder and the same nDGP variant (N1), galaxy voids give an SNR
value of 20, whereas here we find that voids identified directly in
weak lensing maps produce SNR values up to 35. This shows that
voids identified in weak lensing maps are ideal objects for studying
the tangential shear profile. This is further motivation for the use of
voids identified in weak lensing maps as complimentary statistics to
the WL peak abundance, two-point correlation function and power
spectrum.
6 DISCUSSION AND CONCLUSIONS
We have investigated the potential of voids identified in WL maps
to distinguish between ΛCDM and a popular class of MG models,
nDGP and its variant nDGPlens. For this, we smooth the WL maps
with a 2.5 arcmin Gaussian filter, before we identify WL peaks and
use them as tracers for the tunnel void finding algorithm. We have
then done a forecast for LSST, in which GSN is properly included
in the error calculation and found that the WL void statistics, such
as abundances and tangential shear profiles, are different in MG
models compared to ΛCDM and can distinguish between ΛCDM
and MG up to an SNR of about 50. The SNR values from γt (r) for
voids identified in WL maps are nearly two times larger than those
of galaxy voids, making a strong case for the use of voids identified
in WL maps as a complimentary probe of the LSS, and as a test of
gravity.
Throughout the paper, for the void abundance and the tangen-
tial shear profiles, we have used a range of ν thresholds in order to
generate multiple void catalogues. However, from Table 1, there is
no clear systematic trend which would indicate the best choice of
ν threshold. Given the large range of void sizes in Fig. 3, it is pos-
sible that each catalogue will respond to the small and large scale
modes of the WL maps differently, and so there is potential for the
multiple catalogues to provide complimentary information to each
other. Due to the small map sizes available for this study, we leave
a further investigation of this to future work.
We find that the peak abundance gives larger SNR values than
either the WL void abundance or the tangential shear profiles. This
indicates that it is likely that the peak abundance will be able to pro-
vide tighter constraints on MG. However, the extent to which voids
identified in weak lensing maps provide complimentary constrain-
ing power to the peak abundance remains to be studied, as the two
statistics may respond differently to the changes in structure forma-
tion induced by MG, or have different degeneracy directions with
other cosmological parameters. Additionally, it is possible that the
results for the voids in this study are not fully converged due to the
limited sample size: because the voids are physically larger than the
peaks, it is possible that the voids require a larger sample area than
the peaks before the measured SNR values are robust to changes in
map area.
In order to reliably constrain MG with future surveys, further
systematics must be taken into account. This includes the effect of
baryons on simulated WL convergence maps, since we have used
dark matter only simulations in this work. The full extent to which
baryons alter WL statistics from dark matter only simulations de-
pends on the sub grid model used. Yang et al. (2013) found that
there is a significant amplitude increase in the WL power spectrum,
and that low amplitude WL peaks remain unaffected by baryons,
whilst the number of large peaks is increased by the inclusion of
baryons. Weiss et al. (2019) found that in order for WL statistics
from dark matter only and hydro simulations to agree, very large
smoothing scales must be used (8−16 arcmins), which is partly due
to the inclusion of AGN feedback in the hydro simulations (with
sub grid physics). Osato et al. (2015) found that baryon physics
can induce significant biases when applied to parameter constraints,
and Fong et al. (2019) state that these biases are still present even
with baryon physics, unless massive neutrinos are also considered.
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So a complete understanding of the impact baryons may have on
voids identified in WL maps will be important before cosmological
constraints can be made. Further more, it is possible that baryons
may have different impacts on the peak and void statistics, which
is motivation for studying the use of weak lensing voids as a com-
plimentary probe to WL peaks.
It will also be interesting to consider other MG or dark energy
theories such as those with different screening mechanisms. The
models tested in this paper employ the Vainshtein screening mech-
anism which depends on derivatives of the scalar field, where other
screening mechanism such as chameleon screening in f (R) grav-
ity may leave different imprints on the WL convergence maps, and
hence on the statistics of WL voids. For galaxy voids, the tunnel al-
gorithm is a better test of chameleon screening (Cautun et al. 2018)
than Vainshtein screening (Paillas et al. 2019). So it will be impor-
tant to consider multiple screening mechanisms, where this method
can then be used to place constraints on the screening thresholds for
MG theories.
To summarise, the work presented here shows that the study of
2D voids identified in WL maps can be a useful statistic to develop
in order to maximise the information that can be gained from fu-
ture surveys. Further development such as testing multiple screen-
ing mechanisms, the impact of baryon physics on the peak and void
statistics in MG, and the analysis of potential cosmological param-
eter constraints will be left for future work.
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APPENDIX A: CORRELATION MATRICES
Here we present the covariance matrices for the statistics studied
in the paper. All of the covariance matrices are calculated from the
statistics extracted from the 184 100 deg2 WL maps from the T17
simulations described in section 3, using Eq. (18). To aid interpreta-
tion we have rescaled all covariance matrices to their corresponding
correlation matrix using
Ri, j =
cov(i, j)
σiσj
. (A1)
Figs. A1, A2, and A3 show the correlation matrices for the peak
abundances, void abundances, and tangential shear profiles for
peaks and voids identified in the T17 WL maps.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure A1. Correlation matrix for the peak abundance extracted from 184
100 deg2 WL maps, where the colour-bar indicates the amplitude of Ri, j .
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Figure A2. Correlation matrices for the void abundances extracted from 184 100 deg2 WL maps, for three peak height cuts, ν > 1 (left), ν > 2 (middle) and
ν > 3 (right). The colour-bar indicates the amplitude of Ri, j .
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Figure A3. Correlation matrices for the tangential shear profiles extracted from 184 100 deg2 WL maps, for three void catalogues with peak height cuts ν > 1
(left), ν > 2 (middle) and ν > 3 (right). The colour-bar indicates the amplitude of Ri, j .
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