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Abstract
We develop optimal rank-based procedures for testing afﬁne-invariant linear hypotheses on
the parameters of a multivariate general linear model with elliptical VARMA errors. We
propose a class of optimal procedures that are based either on residual (pseudo-)Mahalanobis
signs and ranks, or on absolute interdirections and lift-interdirection ranks, i.e., on hyperplane-
based signs and ranks. The Mahalanobis versions of these procedures are strictly afﬁne-
invariant, while the hyperplane-based ones are asymptotically afﬁne-invariant. Both versions
generalize the univariate signed rank procedures proposed by Hallin and Puri (J. Multivar.
Anal. 50 (1994) 175), and are locally asymptotically most stringent under correctly speciﬁed
radial densities. Their AREs with respect to Gaussian procedures are shown to be convex
linear combinations of the AREs obtained in Hallin and Paindaveine (Ann. Statist. 30 (2002)
1103; Bernoulli 8 (2002) 787) for the pure location and purely serial models, respectively. The
resulting test statistics are provided under closed form for several important particular cases,
including multivariate Durbin–Watson tests, VARMA order identiﬁcation tests, etc. The key
technical result is a multivariate asymptotic linearity result proved in Hallin and Paindaveine
(Asymptotic linearity of serial and nonserial multivariate signed rank statistics, submitted).
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1. Introduction
1.1. Ranks, multivariate ranks, and time series analysis
Time series analysis, certainly in the multivariate context, is deeply marked by
explicit or implicit Gaussian assumptions. The pervasive supremacy of correlogram-
or cross-correlation-based methods, for instance, is a direct consequence of such
assumptions—although their validity does not necessarily require normality; see,
e.g., [18].
If Gaussian assumptions are abandoned, the model takes the form of a
semiparametric model where the innovation density plays the role of a nuisance.
In such a situation, it has been shown in [19] that, under quite general assumptions,
conditioning on residual ranks leads to semiparametrically efﬁcient—hence, in
adaptive models, parametrically efﬁcient—inference methods. For univariate
ARMA models (which are adaptive), this is the strategy adopted in a series of
papers [14–16], where a fairly complete toolbox of optimal testing procedures based
on ranks or signed ranks is constructed.
Besides their efﬁciency properties, rank tests enjoy highly desirable distribution-
freeness (implying wider applicability, similarity, and unbiasedness) and robustness
features. Such features are even more desirable in the multivariate context. Yet, and
despite the recognized need for non-Gaussian and robust methods in the area, little
progress had been made until recently, due, mainly, to the lack of an appropriate
multivariate generalization of ranks and signs. Some efforts have been made in the
late eighties ([7], see also [17]), extending to problems of serial dependence the
componentwise-rank approach developed for models involving independent
observations (see the monograph by Puri and Sen [33] for an extensive account of
these methods). Componentwise ranks however do not meet the invariance
properties one would expect from an extension of univariate ranks (component-
wise-rank statistics are not even distribution-free); and they do not yield the
semiparametric efﬁciency beneﬁts of univariate ranks.
Componentwise ranks are thus inadequate, and are to be abandoned. Several
alternative concepts have been proposed, mainly by Randles, Hettmansperger, Oja,
and their collaborators: see [26], or [28] for a review and exhaustive reference lists.
The sign and/or rank tests described in [20–22,27,30,34–36], to quote only a few, are
dealing with independent observations: location and analysis of variance models,
essentially. They are mainly based on heuristic and robustness arguments, paying
little attention to optimality.
Emphasizing invariance and optimality (in the Le Cam sense), we have started a
systematic study of (signed) rank-based inference for general linear models with
VARMA errors under elliptic innovation densities. This model of course
encompasses all models that have been studied previously (one- and two-sample
location, analysis of variance, regression), but also VARMA time series models. The
ultimate objective is to provide locally asymptotically optimal tests for afﬁne
invariant linear hypotheses on the parameters of this very general model, based on
pseudo-Mahalanobis signs or a modiﬁed version (absolute interdirections) of Randles’
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interdirections, and pseudo-Mahalanobis ranks or the Oja–Paindaveine hyperplane-
based ranks—all generalizing the classical concept of signed ranks while preserving
their role in semiparametric efﬁciency (see Section 4 for precise deﬁnitions).
Achieving this objective requires a number of nontrivial intermediate steps; the
present paper is the ﬁnal one of a series that eventually achieves this objective.
A ﬁrst step in that direction was taken in [8,10] for the simple location problem
(fully speciﬁed location under the null), and in [9,12] for the simple VARMA
problem (fully speciﬁed VARMA equation under the null). There, the adequate
rank-based test statistics (the nonserial and the serial ones) are derived for these two
problems, asymptotic representation and asymptotic normality results are proved,
and asymptotic relative efﬁciencies (with respect to classical Gaussian methods, such
as Hotelling or the usual correlogram-based tests) are obtained. In more realistic
problems, however, the value of the parameter is never fully speciﬁed under the null,
and aligned signs and ranks have to be substituted for the exact ones that cannot be
computed from the observations. Handling this alignment device requires an
asymptotic linearity property that is established in [13]. Building on these previous
results, we provide here the optimal rank-based tests for afﬁne-invariant linear
hypotheses, and characterize their relative (with respect to their Gaussian counter-
parts) asymptotic performances.
1.2. Serial and nonserial rank-based test statistics
A precise description of the test statistics to be used is difﬁcult at this stage, as it
involves a number of preliminary deﬁnitions, and this is postponed to Section 5.
Very roughly, though, let us assume that the residuals (the innovations) Zt; t ¼
1;y; n can be computed from the observations: the ranks used throughout are a
reconstruction of the ranks Rt of the moduli ðZ0tR1ZtÞ1=2 of these residuals, in the
metric deﬁned by the shape matrix R of the underlying elliptical innovation density.
Denoting by Ut the unit vectors pointing out into the direction of the sphericized
residuals R1=2Zt; the multivariate signs (pseudo-Mahalanobis signs or absolute
interdirections) allow for reconstructing the cosines ðUtÞi of the angles between the
residuals Zt and the axes. These ranks and cosines allow for computing nonserial
statistics of the form
1
n  i
Xn
t¼iþ1
J0
Rt
n þ 1
 
Utx
0
ti;
and serial ones of the form (a sign-and-rank-based measure of residual cross-
correlations at lag i)
1
n  i
Xn
t¼iþ1
J1
Rt
n þ 1
 
J2
Rti
n þ 1
 
UtU
0
ti
(J0; J1; and J2 denote adequate score functions; the xt’s are the covariates in the
trend part of the model). Plugged into the adequate quadratic forms (depending on
the null hypothesis to be tested), these statistics yield a rank-based version of the
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locally optimal test statistics derived from the local asymptotic normality (LAN)
structure of the model under study.
The main problem, of course, is that the residuals Zt cannot be recovered from the
observations (the parameter of the model is not entirely speciﬁed under the null
hypothesis, unlike in [12]), and that the shape matrix R in practice is not known.
Those ranks and cosines accordingly cannot be computed. The pseudo-Mahalanobis
ranks or the hyperplane-based Oja–Paindaveine ranks on one hand, the pseudo-
Mahalanobis signs or the (absolute) interdirections on the other, are ingenious
devices for reconstructing these ranks and cosines. Moreover, they are evaluated at
estimated residuals (the alignment problem). The major part of the paper consists in
proving that such a reconstruction is still possible.
The beneﬁts of the methods we propose here are the same as those of using ranks
in the traditional univariate setting: distribution-freeness or asymptotic distribution-
freeness, robustness, and efﬁciency. It has been shown, for instance [8,9], that the
celebrated Chernoff–Savage result that the van der Waerden version of our test
statistics has asymptotic relative efﬁciency uniformly larger than or equal to one with
respect to the everyday practice Gaussian procedures, still holds here, under
arbitrary dimension.
1.3. Outline of the paper
The paper is organized as follows. The ﬁrst three sections are mainly preparation and
notation. In Section 1.4, we describe the model to be considered throughout. Section 1.5
discusses the linear null hypotheses we are testing; delicate identiﬁcation problems indeed
are to be ﬁxed, due to the fact that the orders of VARMA models are not constant over
linear restrictions of the parameter space. In Section 1.6, we describe three particular
cases that will be treated in detail in the sequel: a multivariate version of the classical
Durbin–Watson problem, the test of the order of a VAR model, and the detection of a
switching location regime. Section 2 regroups, for convenient reference, all assumptions
that are required at various places. In Section 3, we state the uniform local asymptotic
normality (LAN) result we are using throughout. The concepts of multivariate ranks and
signs, and the signed rank statistics (serial and nonserial) we are considering are described
in Section 4, along with their asymptotic behaviour and equivariance/invariance
properties. Finally, in Section 5.1, we provide the exact form, and the asymptotic
performance, of the optimal test statistics. For the purpose of comparison, the optimal
parametric Gaussian procedures our signed rank tests are competing with are described
in Section 5.2. Asymptotic relative efﬁciencies are derived in Section 5.3. Section 6 is
devoted to a detailed study of the three particular cases introduced in Section 1.6. Proofs
are concentrated in the Appendix.
1.4. The multivariate general linear model with VARMA error terms
The general model we are considering throughout this paper is
YðnÞ ¼ XðnÞb þUðnÞ; ð1Þ
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where
XðnÞ :¼
x1;1 x1;2 y x1;m
^ ^ ^
xn;1 xn;2 y xn;m
0
B@
1
CA :¼
x01
^
x0n
0
B@
1
CA and
b :¼
b1;1 b1;2 y b1;k
^ ^ ^
bm;1 bm;2 y bm;k
0
B@
1
CA :¼
b01
^
b0m
0
B@
1
CA
denote an n  m matrix of constants (the design matrix), and the m  k
regression parameter, respectively. Instead of the traditional assumption that the
error term
UðnÞ :¼
U1;1 U1;2 y U1;k
^ ^ ^
Un;1 Un;2 y Un;k
0
B@
1
CA :¼
U01
^
U0n
0
B@
1
CA
is white noise, we rather assume ðUt; t ¼ 1;y; nÞ to be a ﬁnite realization
(of length n) of a solution of the multivariate linear stochastic difference equation of
the form
AðLÞUt ¼ BðLÞet; tAZ; ð2Þ
where AðLÞ :¼ Ik 
Pp1
i¼1AiL
i and BðLÞ :¼ Ik þ
Pq1
i¼1BiL
i for some ðp1 þ q1Þ-tuple of
k  k real matrices ðA1;y;Ap1 ; B1;y;Bq1Þ; Ik stands for the k-dimensional identity
matrix, L for the lag operator, and fet; tAZg is a k-dimensional white-noise process.
Under this model, the observation
YðnÞ :¼
Y1;1 Y1;2 y Y1;k
^ ^ ^
Yn;1 Yn;2 y Yn;k
0
B@
1
CA :¼
Y01
^
Y0n
0
B@
1
CA
is the realization of a k-variate VARMA process fYt; tAZg; of orders smaller than
or equal to p1 and q1; with trend E½Yt ¼ b0xt:
1.5. Linear hypotheses
1.5.1. Linear restrictions, stationarity, invertibility, and identifiability
Denote by
h :¼ððvec b0Þ0; ðvecA1Þ0;y; ðvecAp1Þ0; ðvec B1Þ0;y; ðvec Bq1Þ0Þ0ARK ;
where K :¼ km þ k2ðp1 þ q1Þ; the parameter of the model described in the previous
section. The null hypotheses we are considering are imposing some linear constraints
on h; of the form
hAh0 þMðYÞ; ð3Þ
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where MðYÞ denotes the vector subspace of RK spanned by the columns of
some full-rank ðK  rÞ matrix Y; and h0ARK : Some precautions however are
to be taken
(i) about the stationarity-invertibility-identiﬁability properties of the VARMA
models characterized by hAh0 þMðYÞ; particularly when those linear restric-
tions imply actual orders p0 and q0 that are strictly less than p1 and/or q1;
(ii) about the afﬁne-invariance properties of the linear restrictions to be tested.
For any linear restriction of the form (3), let
p0 ¼ p0ðh0;YÞ
:¼ min
0pppp1
fpjðh0Þi ¼ 0 ¼ ðYÞij ; km þ k2poipkm þ k2p1; 1pjprg
and
q0 ¼ q0ðh0;YÞ
:¼ min
0pqpq1
fqjðh0Þi ¼ 0 ¼ ðYÞij ; km þ k2ðp1 þ qÞoipK; 1pjprg:
Let us ﬁrst assume that p0 and q0 are both strictly positive. Then, all h satisfying (3)
are characterizing VARMA models with
ðA1;y;Ap1Þ ¼ ðA1;y;Ap0 ; 0;y; 0Þ and
ðB1;y;Bq1Þ ¼ ðB1;y;Bq0 ; 0;y; 0Þ; ð4Þ
where Ap0a0aBq0 : This is not sufﬁcient, however, for the corresponding VARMA
model being a well-identiﬁed model of orders p0 and q0: Therefore, let Hp0;q0 denote
the set of all h’s such that (4) holds, and
(a) jAp0 ja0ajBq0 j;
(b) all solutions of the determinantal equations det ðIk 
Pp0
i¼1Aiz
iÞ ¼ 0 and
det ðIk þ
Pq0
i¼1Biz
iÞ ¼ 0 lie outside the unit ball in C;
(c) the greatest common left divisor of Ik 
Pp0
i¼1Aiz
i and Ik þ
Pq0
i¼1Biz
i is the
identity matrix Ik:
Write ðh0 þMðYÞÞ for ðh0 þMðYÞÞ-Hp0ðy0;YÞ;q0ðy0;YÞ: The model characterized by
(2) and hAðh0 þMðYÞÞ then is a well-identiﬁed stationary and invertible VARMA
model of orders p0 and q0 (see, for instance, [1,2]).
It may happen however that, for some ðh0;YÞ; the intersection ðh0 þ
MðYÞÞ-Hp0ðy0;YÞ;q0ðy0;YÞ is empty. If, for instance, h0 ¼ 0 and all entries, in Y’s
rows km þ k2p0  k þ 1 through km þ k2p0 are zero, we have, for all hAh0 þ
MðYÞ; ðAp0Þ1k ¼? ¼ ðAp0Þkk ¼ 0; so that jAp0 j ¼ 0 and ðh0 þMðYÞÞ ¼ |:
Finally, if p0 ¼ 0 and/or q0 ¼ 0; Model (2) for hAh0 þMðYÞ either describes a
pure MAðq0Þ; a pure VARðp0Þ; or a white-noise process. The deﬁnition of H in such
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cases is adapted in an obvious way: (a), (b), and (c) either only apply to the MAðq0Þ
or the VARðp0Þ operators, or they are void.
1.5.2. Linear restrictions and affine invariance
We conform the somewhat loose terminology used in the robust-statistic literature
by calling affine a linear transformation (rather than the combination of a linear
transformation and a translation), i.e., any transformation x/Mx of Rk; where M
is a full-rank k  k matrix; affine-invariance, affine-equivariance, etc. throughout are
to be understood with that particular acceptation.
Afﬁne-invariant testing methods only can deal with afﬁne-invariant null
hypotheses. As the concepts of multivariate ranks and signs we are using are
afﬁne-invariant, the linear restrictions to be tested also should be invariant under
afﬁne transformations, in the following sense. For any k  k full-rank matrixM; the
afﬁne transformation et/Met of the noise induces the transformation
ðb;A1;y;Ap1 ;B1;y;Bq1Þ
/ðbM0;MA1M1;y;MAp1M1;MB1M1;y;MBq1M1Þ
of the parameter. In terms of h; this induced transformation is h/g
ðm;p1þq1Þ
M h; where
g
ðr1;r2Þ
M :¼
Ir1#M 0
0 Ir2#ðM01#MÞ
 
:
Letting Gr1r2ðkÞ :¼ fg
ðr1;r2Þ
M ;M of full-rankg; we say that the linear restriction hAh0 þ
MðYÞ is invariant under afﬁne transformations iff
g
ðm;p1þq1Þ
M ðh0 þMðYÞÞ ¼ h0 þMðYÞ; for all gðm;p1þq1ÞM AGmp1þq1ðkÞ: ð5Þ
Let lk :¼ vec Ik; Lk :¼ 1klkl0k; and denote by Pk the k2  ðk2  1Þ array obtained by
deleting the last column in Ik2  Lk: Then Hallin and Paindaveine [11] showed that
the linear restriction hAh0 þMðYÞ is invariant under afﬁne transformations iff h0
and Y are of the form
h0 ¼
0
w#lk
 
þYx;
and
Y ¼ YI 0
0 YII
 
¼ Z#Ik 0 0
0 V#Pk W#lk
 
G;
respectively, where w and x denote arbitrary vectors with dimensions p1 þ q1 and r;
respectively, Z; V; and W are (possibly void) full-rank matrices with dimensions
m  rZ; ðp1 þ q1Þ  rV ; and ðp1 þ q1Þ  rW ; respectively, and (letting r ¼ rI þ rII;
where rI :¼ rZk and rII :¼ rV ðk2  1Þ þ rW ) G is an invertible r  r matrix. Since
MðYÞ ¼MðYGÞ for any such G; we may assume, without loss of generality, that
G ¼ Ir in the sequel. In case p0op1 and/or q0oq1; the matrices w; V and W have
only zeros in rows p0 þ 1;y; p1 and rows p1 þ q0 þ 1;y; p1 þ q1: Finally, note that
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ðh0 þMðYÞÞ is afﬁne-invariant, in the sense that it also satisﬁes (5), iff ðh0þ
MðYÞÞ is.
1.6. Three examples
The class of afﬁne-invariant linear restrictions covers a wide range of problems
of practical interest. The following particular cases will be treated in detail in
Section 6.
(a) The multivariate Durbin–Watson problem, which corresponds to h0 ¼ 0; YI ¼
Ikm; and YII ¼ |; where | denotes the void matrix. This consists of testing serial
independence of the error term in an unspeciﬁed linear model versus VARMA
errors of orders less than or equal to p1 and q1 (the linear model structure of the
trend plays the role of the nuisance).
(b) Testing the orders of VARMA errors. In this second example, we consider the
problem of testing a VARMAðp0; q0Þ model versus a higher-order
VARMAðp1; q1Þ: This is obtained by letting h0 ¼ 0; YI ¼ |; and
YII ¼
Ik2p0 0k2p0k2q0
0k2ðp1p0Þk2p0 0k2ðp1p0Þk2q0
0k2q0k2p0 Ik2q0
0k2ðq1q0Þk2p0 0k2ðq1q0Þk2q0
0
BBB@
1
CCCA
(here again, the linear model structure of the trend plays the role of the
nuisance). The particular case where p1  p0 ¼ q1  q0 ¼ 1 plays an important
role in several model identiﬁcation procedures (see, e.g., [31,32], or [5] for the
univariate case). For the sake of notational simplicity, we restrict to p1  p0 ¼
1; q1 ¼ q0 ¼ 0 in the sequel.
(c) Testing against switching location regime. Let ðtðnÞi Þ; i ¼ 1;y; m  1; be
sequence of ðm  1Þ-tuples such that tðnÞ0 :¼ 0otðnÞ1 o?otðnÞm1otðnÞm :¼ n for all
n: Denoting by e
ðmÞ
i the ith vector of the canonical basis in R
m; consider the
design matrix deﬁned by
x
ðnÞ
t ¼ eðmÞi ; for tðnÞi1otptðnÞi :
The resulting model is a VARMAðp1; q1Þ one, with time-dependent trend (more
precisely, with mean bi for t between t
ðnÞ
i1 þ 1 and tðnÞi ). In this setup, the testing
problem associated with YI ¼ ð1;y; 1Þ0#Ik; YII ¼ Ik2ðp1þq1Þ corresponds to the
problem of testing the absence of different regimes, i.e., to the null hypothesis
under which b1 ¼? ¼ bm: The coefﬁcients of the VARMA operators here are
nuisance parameters. Note that if there is no serial component in the model,
then this reduces to the standard m-sample problem, i.e., to the most standard
testing problem in analysis of variance.
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2. Main assumptions
In this section we collect, for convenient reference, all assumptions we need in the
sequel. These assumptions are dealing with the design of the trend part of the model,
the linear restrictions to be tested, the innovation density, the score functions to be
used in test statistics, and the estimators of unspeciﬁed and nuisance parameters.
2.1. Asymptotic behavior of covariates
We begin with some structural conditions on the covariates involved in the trend
part of the model. The following assumptions are standard in the context (see [4]).
Assumption (A1). Letting C
ðnÞ
i :¼ ðn  iÞ1
Pn
t¼iþ1x
ðnÞ
t x
ðnÞ0
ti ; i ¼ 0; 1;y; n  1; denote
by DðnÞ the diagonal matrix with elements ðCðnÞ0 Þ11;y; ðCðnÞ0 Þmm:
(i) ðCðnÞ0 Þjj40 for all j:
(ii) Let R
ðnÞ
i :¼ ðDðnÞÞ1=2CðnÞi ðDðnÞÞ1=2: The limits limn-N RðnÞi ¼: Ri exist for all i;
R0 is positive deﬁnite, and therefore can be factorized into R0 ¼ ðKK0Þ1 for
some full-rank m  m matrix K: Letting KðnÞ :¼ ðDðnÞÞ1=2K (deﬁning KðnÞ; note
that KðnÞ also has full rank).
(iii) The classical Noether conditions hold : the ðxðnÞt Þj; t ¼ 1;y; n; are not all
equal, and, letting %x
ðnÞ
j :¼ n1
Pn
t¼1ðxðnÞt Þj;
lim
n-N
max1ptpnððxðnÞt Þj  %xðnÞj Þ2Pn
t¼1ððxðnÞt Þj  %xðnÞj Þ2
¼ 0; j ¼ 1;y; m:
The description of the asymptotic behavior of the proposed test statistics under local
alternatives will require the following reinforcement of (A1).
Assumption (A10). Same as Assumption (A1), but we further assume that
limn-N½DðnÞ=trDðnÞ ¼: D2; where D is a ﬁnite, positive deﬁnite diagonal matrix.
2.2. Linear restrictions
As discussed in Section 1.5, the linear restrictions to be considered should be
compatible with stationarity, invertibility, and identiﬁability under the null, and
should be afﬁne-invariant. Using the notation and deﬁnitions of Section 1.5, these
two requirements are summarized in the following assumption.
Assumption (A2). The linear restriction h0 þMðYÞ is afﬁne-invariant, and ðh0 þ
MðYÞÞa|:
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This assumption has crucial implications in the sequel: for instance, it allows for
the existence of root-n consistent estimators #hðnÞ of h under null hypotheses of the
form hAðh0 þMðYÞÞ:
The same assumption also guarantees that the unobserved starting values, in (2),
have no inﬂuence on asymptotic results. Denote by GuðhÞ; uAN; the Green’s
matrices associated with the autoregressive difference operator AðLÞ ¼ Ik Pp0
i¼1AiL
i: These matrices can be deﬁned recursively by AðLÞGu ¼ Gu Pminðp0;uÞ
i¼1 AiGui ¼ du0Ik; where du0 ¼ 1 if u ¼ 0; and du0 ¼ 0 otherwise. Under null
hypotheses of the form hAðh0 þMðYÞÞ; GuðhÞ also can be deﬁned by means of
XþN
u¼0
Guz
u :¼ Ik 
Xp0
i¼1
Aiz
i
 !1
; zAC; jzjo1: ð6Þ
Similarly, we denote by HuðhÞ; uAN; the Green’s matrices associated with the
moving average difference operator BðLÞ: These matrices play a central role in the
statement of the LAN structure of the model (Section 3). Clearly, they all are
continuous functions of h: When no confusion is possible, we will not stress their
dependence on h:
The residuals (Z
ðnÞ
1 ðhÞ;y;ZðnÞn ðhÞ) associated with a value h of the parameter then
can be computed from a set of initial values eq0þ1y; e0;Y
ðnÞ
p0þ1;y;Y
ðnÞ
0 and the
observed series (Y
ðnÞ
1 ;y;Y
ðnÞ
n ) via the recursion (based on b; the Ai’s, Bj ’s, and Hu’s
associated with h)
Z
ðnÞ
t ðhÞ ¼
Xt1
i¼0
Xp0
j¼0
HiAjðYðnÞtij  b0xðnÞtijÞ
þ ðHtþq01yHtÞ
Ik 0 y 0
B1 Ik y 0
^ ^ & ^
Bq01 Bq02 y Ik
0
BBB@
1
CCCA
eq0þ1
^
e0
0
B@
1
CA: ð7Þ
For hAðh0 þMðYÞÞ; fetg is fYtg’s innovation process and jjHtjj ¼ OðLtÞ as t-N;
for some 0oLo1; so that neither the (generally unobserved) values (eq0þ1;y; e0) of
the innovation, nor the initial values ðYðnÞp0þ1;y; Y
ðnÞ
0 Þ; have any inﬂuence on
asymptotic results; therefore, they all safely can be put to zero in the sequel.
2.3. Elliptically symmetric innovation density
Throughout, we will assume that the density
%
f of the noise fetg is elliptically
symmetric. Denote by R a symmetric positive deﬁnite k  k matrix, and let
f :Rþ0-R
þ be such that f40 a.e. and
RN
0
rk1f ðrÞ droN: we will assume
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throughout that feðnÞ1 ;y; eðnÞn g is a ﬁnite realization of an elliptic white-noise process
with shape matrix R and radial density f :
Assumption (B1). The innovation density is of the form
%
fðz; R; f Þ :¼ ck; f ðdetRÞ1=2f ðjjzjjRÞ; zARk; ð8Þ
jjzjjR :¼ ðz0R1zÞ1=2; as usual, denotes the norm of z in the metric associated with R;
the constant ck; f is the normalization factor ðokmk1; f Þ1; where ok stands for the
ðk  1Þ-dimensional Lebesgue measure of the unit sphere Sk1CRk; and
ml; f :¼
RN
0 r
lf ðrÞ dr).
Note that, despite the notation, R needs not be a covariance matrix.
Local asymptotic normality requires some further regularity assumptions on the
innovation density. The set of assumptions (B10)–(B3) collects these assumptions.
Assumption (B10). Same as Assumption (B1), but with mkþ1;foN:
Assumption (B2). The square root f 1=2 of the radial density f is in the subspace
W 1;2ðRþ0 ;mk1Þ of L2ðRþ0 ; mk1Þ containing all functions admitting a weak derivative
that also belongs to L2ðRþ0 ; mk1Þ (where L2ðRþ0 ; mlÞ stands for the space of all
measurable functions h : Rþ0-R satisfying
RN
0
½hðrÞ2rl droN).
Assumption (B2) is strictly equivalent to the assumption that
%
f1=2 is differentiable
in quadratic mean (see [8]). Denoting by ð f 1=2Þ0 the weak derivative of f 1=2 in
L2ðRþ0 ; mk1Þ; let jf :¼ 2 ð f
1=2Þ0
f 1=2
: Under (B2), the radial Fisher information Ik; f :¼
m1k1;f
RN
0 ½jf ðrÞ2rk1f ðrÞdr is ﬁnite. In the pure location or purely serial problems
considered in [8,9,12], this was sufﬁcient for LAN. However, as pointed out by Garel
and Hallin [4], LAN, when serial and nonserial features both are present in the
model, requires the stronger assumption
Assumption (B3).
RN
0
½jf ðrÞ4rk1f ðrÞ droN:
The joint distribution of the observation YðnÞ under parameter value h and
innovation density (8) will be denoted as P
ðnÞ
h;R; f :
2.4. Score functions
Assumptions (C) and ðC0Þ impose some mild conditions on the score functions
Jc; c ¼ 0; 1; 2; to be used when building rank-based statistics.
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Assumption (C). The score functions Jc :0; 1½-R; c ¼ 0; 1; 2; are continuous
differences of two monotone increasing functions, and satisfy
R 1
0 ½JcðuÞ2 duoN ðc ¼
0; 1; 2Þ:
The score functions yielding locally and asymptotically optimal procedures are of
the form J0 ¼ J1 :¼ jf%3F˜1%k and J2 :¼ F˜1%k; for some radial density f% (here F˜%k
stands for the cdf associated with the radial pdf
f˜%kðrÞ ¼ ðmk1; f%Þ1rk1f%ðrÞI½r40; rAR). Assumption (C) then takes the form of
an assumption on f%:
Assumption (C0). The radial density f% is such that jf% is the continuous
difference of two monotone increasing functions, mkþ1; f%oN; andRN
0 ½jf%ðrÞ2rk1f%ðrÞ droN:
2.5. Estimation of nuisance parameters
The shape matrix R in Assumption (B1) is unknown and has to be estimated by
some #RðnÞ: We assume the following.
Assumption (D1). Let Z1;y;Zn be i.i.d., with density
%
f satisfying Assumption (B1).
The sequence #RðnÞ ¼ #RðnÞðZ1;y;ZnÞ of estimators of R is such that
(i)
ﬃﬃﬃ
n
p ð #RðnÞ  aRÞ ¼ OPð1Þ as n-N for some positive real a; and
(ii) #RðnÞ is invariant under permutations and reﬂections (with respect to the origin in
Rk) of the Zt’s.
Assumption (D1) will be sufﬁcient for the validity of the proposed procedures.
However, their afﬁne-invariance requires the following equivariance assumption on
#R :¼ #RðnÞ:
Assumption (D2). The estimator #R is quasi-affine-equivariant, in the sense that, for all
n; all k  k full-rank matrix M; #RðMÞ ¼ dM #RM0; where #RðMÞ stands for the
statistic #R computed from the n-tuple ðMZ1;y;MZnÞ; and d denotes some positive
scalar that may depend on M and ðZ1;y;ZnÞ:
Since the parameter of interest h remains partially unspeciﬁed under the null, we
also need some estimate. More precisely, let h0 and Y satisfy Assumption (A2). For
all hAðh0 þMðYÞÞ; we will assume the existence of an estimator #h :¼ #hðnÞ satisfying
Assumptions (E1) and (E2) below.
Assumption (E1). The sequence of estimators (#hðnÞ; nANÞ is
(i) constrained: P
ðnÞ
h;R; f ½#hðnÞ  h0AMðYÞ ¼ 1 for all n; R; f ; and h;
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(ii) root-n consistent: for all hAðh0 þMðYÞÞ; ð#hðnÞ  hÞ ¼ OPðn1=2Þ; as n-N;
under
S
R
S
f P
ðnÞ
h;R; f ; and
(iii) locally asymptotically discrete: for all hAðh0 þMðYÞÞ; and all c40; there
exists an MðcÞ40 such that the number of possible values of #hðnÞ in balls
of the form ftARK : n1=2jjðt hÞjjpcg is bounded by M; uniformly as
n-N:
The root-n consistency requirement in part (ii) of Assumption (E1) is satisﬁed
by all classical estimators (Yule-Walker, least squares, maximum likelihood,y).
Note however that root-n consistency results for M-estimators (maximum
likelihood or least squares) in general are proved over compact sets of
parameter values, while ðh0 þMðYÞÞ is not a closed set. Notable exceptions,
however, exist; see, for instance, the early contributions by Dunsmuir and
Hannan [2] and Deistler et al. [3]. As for the local discreteness assumption
(E1) (iii), which goes back to Le Cam ([24,25]), it is a purely technical
requirement, with little practical implications as, for ﬁxed sample size, any
estimate can be considered part of a locally asymptotically discrete sequence.
The combination of parts (i) and (ii) of Assumption (E1) does not create any
additional difﬁculty: any sequence *hðnÞ of unconstrained root-n consistent estimators
indeed easily can be turned into a constrained one by means of a simple projection,
namely,
#hðnÞ :¼ h0 þ PYð*hðnÞ  h0Þ; ð9Þ
where PY :¼ YðY0YÞ1Y0 is the projection matrix onto MðYÞDRK : The resulting
#hðnÞ clearly satisﬁes parts (i) and (ii) of (E1).
Note that part (i) of Assumption (E1) does not require #hðnÞ to belong (PðnÞh;R; f -a.s.)
to ðh0 þMðYÞÞ: However, whenever h belongs to ðh0 þMðYÞÞ; which is an open
subset with respect to ðh0 þMðYÞÞ; (E1) (ii) and (i) jointly imply that the PðnÞh;R; f -
probability that #hðnÞAðh0 þMðYÞÞ tends to one as n-N:
While Assumption (E1) is classical for both the univariate and the multivariate
versions of the testing problem under study, Assumption (E2) below is speciﬁc to the
multivariate case (it is essentially void for k ¼ 1), and is required if afﬁne-invariance
is to be achieved; see Section 1.5.2 for notation.
Assumption (E2). For any full-rank k  k matrixM; denote by #hðMÞ the value of #hðnÞ
computed from the transformed sample MY1;y;MYn: #hðnÞ is afﬁne-equivariant,
meaning that #hðMÞ ¼ gðm;p1þq1ÞM #h; for all gðm;p1þq1ÞM AGmp1þq1ðkÞ:
Equivalently, (E2) means that the estimators we are considering are assumed to
satisfy #bðMÞ ¼ #bM0; #AiðMÞ ¼ M #AiM1 for all i ¼ 1;y; p0; and #BjðMÞ ¼ M #BjM1
for all j ¼ 1;y; q0: Note that the corresponding Green’s matrices then also are
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afﬁne-equivariant, i.e., Guð#hðMÞÞ ¼ MGuð#hÞM1 and Huð#hðMÞÞ ¼ MHuð#hÞM1 for
every integer u: In the sequel, we write #G
ðnÞ
u and #H
ðnÞ
u for Guð#hÞ and Huð#hÞ;
respectively.
Clearly, if #hðnÞ is a constrained estimator satisfying (E2), #hðMÞ is also con-
strained, since #hðMÞ ¼ gðm;p1þq1ÞM #hAgðm;p1þq1ÞM ðh0 þMðYÞÞ ¼ h0 þMðYÞ for all
M (we restricted to pairs ðh0;MðYÞÞ for which the null hypothesis is
afﬁne-invariant). In other words, afﬁne-equivariance in (E2) and part (i) of
(E1) are compatible, provided that the linear restriction in (E1) (i) itself is afﬁne-
invariant.
Finally, one can easily check that the afﬁne-invariance of the linear restrictions
under consideration implies that projecting an affine-equivariant sequence *hðnÞ of
unconstrained estimators yields an afﬁne-equivariant sequence #hðnÞ of projected
estimators (9). This provides a convenient way to construct sequences of estimators
satisfying Assumptions (E1) and (E2) from traditional afﬁne-equivariant ones (such
as the Yule–Walker estimators). Similarly, if constrained M-estimation methods
(such as constrained maximum likelihood: see, e.g., [38]) are adopted, the afﬁne-
invariance of the linear restriction entails that of the resulting constrained
estimators.
2.6. Linear hypotheses
It will be convenient to writeHðnÞðh;R; f Þ for the simple hypothesis fPðnÞh;R; f g: The
null hypotheses we are interested in are of the form
S
R
S
f H
ðnÞ
y0;Y
ðR; f Þ :¼ SRSf
fPðnÞh;R; f jhAðh0 þMðYÞÞg where f ;R; h0; and Y are such that Assumptions (A2) and
(B) hold. The notation H
ðnÞ
h0;Y
will be used for
S
R
S
f H
ðnÞ
h0;Y
ðR; f Þ:
The goal of this paper is to develop testing procedures for H
ðnÞ
h0;Y
that
(a) are non-parametric, i.e., valid (or, at least, asymptotically valid) under any
distribution inH
ðnÞ
h0;Y
—in particular, under any elliptically symmetric innovation
density (possibly satisfying some moment constraints);
(b) are locally and asymptotically optimal (LAO) (locally asymptotically most
stringent, in this case) at some ﬁxed radial density f%; that is, against sequences
of alternatives of the form
S
heh0þMðYÞ
S
R H
ðnÞðh;R; f%Þ; such a property of
course requires the local asymptotic normality (LAN) of the parametric
submodel associated with f%;
(c) comply with the invariance principle: we restricted to null hypotheses that
are invariant with respect to the group of afﬁne transformations. The
hypotheses considered are also invariant with respect to the group of
continuous monotone radial transformations (acting on residuals; see
Section 4.1 for a precise deﬁnition). The proposed procedures should be (at
least asymptotically) invariant with respect to these two groups.
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3. Uniform local asymptotic normality (ULAN)
In this section, we brieﬂy recall the ULAN (uniform local asymptotic normality)
result proved in [13] for the model under study. Local asymptotic normality for AR
or ARMA processes was ﬁrst established by Kreiss [23] and Swensen [39]. In the
multivariate case, linear models with VARMA errors have been considered by Garel
and Hallin [4]. Elliptic symmetry however allows for a more convenient form, which
we now describe.
Let h belong to some Hp0;q0 (0pp0pp1; 0pq0pq1). Denote by b; AðLÞ; and BðLÞ
the corresponding regression coefﬁcients and VARMA polynomials. The sequences
of local alternatives to be considered for LAN at h are associated with sequences of
models of the form
YðnÞ ¼ XðnÞbðnÞ þUðnÞ; AðnÞðLÞUðnÞt ¼ BðnÞðLÞeðnÞt ; tAZ; ð10Þ
where bðnÞ :¼ b þ n1=2KðnÞgðnÞ; AðnÞðLÞ :¼ Ik 
Pp1
i¼1ðAi þ n1=2cðnÞi ÞLi; BðnÞðLÞ :¼
Ik þ
Pq1
i¼1ðBi þ n1=2dðnÞi ÞLi; and the sequence
sðnÞ :¼ ððvec gðnÞ0 Þ0; ðvec cðnÞ1 Þ0;y; ðvec cðnÞp1 Þ0; ðvec d
ðnÞ
1 Þ0;y; ðvec dðnÞq1 Þ0Þ0ARK
is bounded as n-N: The perturbed parameter is thus
hðnÞ :¼ h þ mðnÞsðnÞ :¼ h þ n1=2 K
ðnÞ#Ik 0
0 Ik2ðp1þq1Þ
 !
sðnÞ:
The corresponding sequence of local alternatives is thus HðnÞðh þ mðnÞsðnÞ;R; f Þ:
Decompose ZtðhÞ :¼ ZðnÞt ðhÞ into ZtðhÞ ¼ dtðh;RÞR1=2Utðh;RÞ; where dtðh;RÞ ¼
d
ðnÞ
t ðh;RÞ :¼ jjZtðhÞjjR and Utðh;RÞ ¼ UðnÞt ðh;RÞ :¼ R1=2ZtðhÞ=dtðh;RÞ: Under
Hnðh;R; f Þ; the dtðh;RÞ’s are i.i.d., with density f˜kðrÞ :¼ m1k1;f rk1f ðrÞI½r40 and
distribution function *Fk: As we will see, the central sequences involved in the ULAN
result are linear combinations of (the entries of ) the generalized cross-covariance
matrices
CðnÞi;R; f ðhÞ :¼ðn  iÞ1R01=2

Xn
t¼iþ1
jf ðdtðh;RÞÞdtiðh;RÞUtðh;RÞU0tiðh;RÞ
 !
R01=2; ð11Þ
and the matrices of nonserial statistics
KðnÞi;R;f ðhÞ :¼ ðn  iÞ1 R01=2
Xn
t¼iþ1
jf ðdtðh;RÞÞUtðh;RÞxðnÞ
0
tiK
ðnÞ; ð12Þ
which therefore contain all the relevant information (in the local and asymptotic
sense) about h: The coefﬁcients of these linear combinations are rather complicated,
though, and require some further notation, mainly connected with the algebra of
linear difference equations.
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Associated with any k-dimensional linear difference operator of the form CðLÞ :
¼PNi¼0CiLi (letting Ci ¼ 0 for i4s; this includes, of course, the operators with ﬁnite
order s), deﬁne, for any integers u and v; the k2u  k2v matrices
CðlÞu;v :¼
C0#Ik 0 y 0
C1#Ik C0#Ik y 0
^ & ^
Cv1#Ik Cv2#Ik y C0#Ik
^ ^
Cu1#Ik Cu2#Ik y Cuv#Ik
0
BBBBBBBB@
1
CCCCCCCCA
ð13Þ
and
CðrÞu;v :¼
Ik#C0 0 y 0
Ik#C1 Ik#C0 y 0
^ & ^
Ik#Cv1 Ik#Cv2 y Ik#C0
^ ^
Ik#Cu1 Ik#Cu2 y Ik#Cuv
0
BBBBBBBB@
1
CCCCCCCCA
; ð14Þ
respectively; write CðlÞu for C
ðlÞ
u;u and C
ðrÞ
u for C
ðrÞ
u;u: With this notation, note that G
ðlÞ
u ;
GðrÞu ; H
ðlÞ
u ; and H
ðrÞ
u are the inverses of A
ðlÞ
u ; A
ðrÞ
u ; B
ðlÞ
u ; and B
ðrÞ
u ; respectively.
Denoting by C0ðlÞu;v and C
0ðrÞ
u;v the matrices associated with the transposed operator
C0ðLÞ :¼PNi¼0C0iLi; we also have G0ðlÞu ¼ ðA0ðlÞu Þ1; H0ðlÞu ¼ ðB0ðlÞu Þ1; etc. We will use
the notation %C
ðlÞ
u;v; %C
ðrÞ
u;v; %C
ðlÞ
u ; etc. when the identity matrices involved in (13) and (14)
are u-dimensional rather than k-dimensional.
Let p :¼ maxðp1  p0; q1  q0Þ and p0 :¼ pþ p0 þ q0; and deﬁne the k2p0 
k2ðp1 þ q1Þ matrix
Mh :¼ ðG0ðlÞp0;p1^H0ðlÞp0;q1Þ; ð15Þ
under Assumption (A2), Mh; for hAðh0 þMðYÞÞ; is of full rank.
Consider the operator DðLÞ :¼ Ik þ
Pp0þq0
i¼1 DiL
i (just as Mh; DðLÞ and
most quantities deﬁned below depend on h; but, for simplicity, we are
dropping this reference to h), where, putting G1 ¼ G2 ¼? ¼ Gp0þ1 ¼ 0 ¼
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H1 ¼ H2 ¼? ¼ Hq0þ1;
D01
^
D0p0þq0
0
B@
1
CA :¼ 
Gq0 Gq01 y Gp0þ1
Gq0þ1 Gq0 y Gp0þ2
^ & ^
Gp0þq01 Gp0þq02 y G0
Hp0 Hp01 y Hq0þ1
Hp0þ1 Hp0 y Hq0þ2
^ & ^
Hp0þq01 Hp0þq02 y H0
0
BBBBBBBBBBBBB@
1
CCCCCCCCCCCCCA
1
Gq0þ1
^
Gp0þq0
Hp0þ1
^
Hp0þq0
0
BBBBBBBB@
1
CCCCCCCCA
:
Note that DðLÞG0t ¼ 0 for t ¼ q0 þ 1;y; p0 þ q0; and DðLÞH0t ¼ 0 for t ¼ p0 þ
1;y; p0 þ q0:
Let fWð1Þt ;y;Wðp0þq0Þt g be a set of k  k matrices forming a fundamental system of
solutions of the homogeneous linear difference equation associated with DðLÞ (such
a system can be obtained, for instance, from the Green’s matrices of the operator
DðLÞ: see [6]). Deﬁne
%WmðhÞ :¼
Wð1Þpþ1 y W
ðp0þq0Þ
pþ1
Wð1Þpþ2 y W
ðp0þq0Þ
pþ2
^ ^
Wð1Þm y W
ðp0þq0Þ
m
0
BBBB@
1
CCCCA#Ik ðm4pÞ;
Ph :¼
Ik2p 0
0 C1C
 
; and Q
ðnÞ
h :¼ HðrÞn1B0ðlÞn1
Ik2p 0
0 %Wn1
 
; ð16Þ
where CC is the Casorati matrix %Wp0 :
Finally, put (with KðnÞi;R;f deﬁned in (12))
S
ðnÞ
I;R; f ðhÞ :¼ ðn1=2ðvecKðnÞ0;R; f ðhÞÞ0;y; ðn  iÞ1=2ðvecKðnÞi;R; f ðhÞÞ0;y; ðvecKðnÞn1;R; f ðhÞÞ0Þ0;
n1=2T
ðnÞ
I;R; f ðhÞ :¼ LðnÞ
0
h S
ðnÞ
I;R; f ðhÞ; and JI;h;R :¼ limn-þN L
ðnÞ0
h ðKn#R1ÞLðnÞh ; ð17Þ
where L
ðnÞ
h :¼ %HðrÞn ðhÞ %AðrÞn;1ðhÞ; and where Kl; l˜; denotes the lm  l˜m matrix with block
K0RjijjK in position ði; jÞ ði ¼ 1;y; l; j ¼ 1;y; l˜Þ: We write Kl instead of Kl;l˜:
Similarly, for the serial part, let (with CðnÞi;R;f deﬁned in (11)
S
ðnÞ
II;R; f ðhÞ :¼ððn  1Þ1=2ðvec CðnÞ1;R; f ðhÞÞ0;y;
ðn  iÞ1=2ðvec CðnÞi;R; f ðhÞÞ0;y; ðvec CðnÞn1;R; f ðhÞÞ0Þ0;
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n1=2T
ðnÞ
II;R; f ðhÞ :¼ QðnÞ
0
h S
ðnÞ
II;R; f ðhÞ; and
JII;h;R :¼ lim
n-þN Q
ðnÞ0
h ½In1#ðR#R1ÞQðnÞh ð18Þ
(convergence in (17) and (18) follows from the exponential decrease, as u-N; under
(A2), of the Green’s matrices Gu and Hu).
We now can state the ULAN proved in [13].
Proposition 1 (ULAN). Assume that h belongs to some Hp0;q0 (0pp0pp1; 0pq0pq1).
Let Assumptions (A1), (B10), (B2), and (B3) hold, and consider a sequence hn such that
hn  h ¼ Oðn1=2Þ as n-N: Then, for any bounded sequence sðnÞ; the logarithm
L
ðnÞ
hnþmðnÞsðnÞ=hn;R; f of the likelihood ratio associated with the sequence of local alternatives
HðnÞðhn þ mðnÞsðnÞ;R; f Þ with respect to HðnÞðhn;R; f Þ is such that
L
ðnÞ
hnþmðnÞsðnÞ=hn;R; f ðY
ðnÞÞ ¼ ðsðnÞÞ0DðnÞR; f ðhnÞ 
1
2
ðsðnÞÞ0CR; f ðhÞsðnÞ þ oPð1Þ;
as n-N; under HðnÞðhn;R; f Þ; with the central sequence
DðnÞR; f ðhnÞ :¼
DðnÞI;R; f ðhnÞ
DðnÞII;R; f ðhnÞ
0
@
1
A :¼ n1=2 Ikm 0
0 M0hnP
0
hn
 !
T
ðnÞ
I;R; f ðhnÞ
T
ðnÞ
II;R; f ðhnÞ
0
@
1
A; ð19Þ
and the information matrix
CR; f ðhÞ :¼
CI;R; f ðhÞ 0
0 CII;R; f ðhÞ
 
;
where CI;R; f ðhÞ :¼ 1kIk; f JI;h;R and CII;R; f ðhÞ :¼
mkþ1; fIk; f
k2mk1; f
Nh;R; with Nh;R :¼
M0hP
0
hJII;h;RPhMh: Moreover, D
ðnÞ
R; f ðhnÞ; still under HðnÞðhn;R; f Þ; is asymptotically
NKð0;CR; f ðhÞÞ:
Note that the asymptotic information matrix CR; f ðhÞ may be singular (such a
singularity occurs as soon as p14p0 and q14q0). In such a case, a careful treatment,
involving generalized inverses, will be required in the derivation of the asymptotic
distributions of test statistics.
4. Multivariate signs and ranks, serial and nonserial signed rank statistics
4.1. Multivariate signs and ranks
The generalized cross-covariances (11) and nonserial statistics (12) are measurable
with respect to the spherical distances dtðh;RÞ ¼ jjR1=2ZðhÞjj between the residuals
ZtðhÞ and the origin in Rk; and the ‘‘multivariate signs’’ Utðh;RÞ ¼
R1=2ZtðhÞ=jjR1=2ZtðhÞjj:
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For each R and n; the group of continuous monotone radial transformations GðnÞR ¼
fGðnÞg g; acting on ðRkÞn and characterized by
GðnÞg ðZ1ðhÞ;y;ZnðhÞÞ :¼ ðgðd1ðh;RÞÞR1=2U1ðh;RÞ;y;
gðdnðh;RÞÞR1=2Unðh;RÞÞ; ð20Þ
where g :Rþ-Rþ is a continuous monotone increasing function such that gð0Þ ¼ 0
and limr-N gðrÞ ¼N; is a generating group for
S
f Hðh;R; f Þ: Along with the
signs ðU1ðh;RÞ;y;Unðh;RÞÞ; the ranks ðR1ðh;RÞ;y; Rnðh;RÞÞ of the distances
dtðh;RÞ constitute a maximal invariant for that group GðnÞR of radial transformations.
Because the true value of the shape matrix is unknown, the genuine ranks Rtðh;RÞ
and signs Utðh;RÞ cannot be computed from the residuals Z1ðhÞ;y;ZnðhÞ; but the
following alternative quantities can.
4.2. Pseudo-Mahalanobis signs and ranks
The pseudo-Mahalanobis signs are deﬁned as WtðhÞ ¼ WðnÞt ðhÞ :¼
#R1=2ZtðhÞ=jj #R1=2ZtðhÞjj; where #R is the estimator in Assumptions (D1)–(D2).
Similarly, the pseudo-Mahalanobis ranks RˆtðhÞ :¼ RˆðnÞt ðhÞ are deﬁned as the
ranks of the pseudo-Mahalanobis distances dtðh; #RÞ ¼ jj #R1=2ZtðhÞjj: The terminol-
ogy Mahalanobis signs and ranks will be used when #R is the empirical covariance
matrix.
4.3. Hyperplane-based signs and ranks
Pseudo-Mahalanobis signs and ranks are based on an estimation of the underlying
shape matrix. A completely different approach can be based on counts of
hyperplanes, and leads to a modiﬁcation of Randles’s interdirections (namely, the
absolute interdirections) for multivariate signs, and to Oja and Paindaveine’s [29]
concept of lift-interdirection ranks for multivariate ranks.
Write Q :¼ ði1; i2;y; ik1Þ (1pi1oi2o?oik1pn) and P :¼ ð j1; j2;y; jkÞ
(1pj1oj2o?ojkpn) for arbitrary ordered sets of indices with sizes ðk  1Þ and
k; respectively. Denote by eQ and ðd0P; d0PÞ0 the vectors whose components are the
cofactors of the last column in the arrays
ðZi1ðhÞ;y;Zik1ðhÞ; zÞ and
1 1 y 1 1
Zj1ðhÞ Zj2ðhÞ y ZjkðhÞ z
 
;
respectively. The vector eQ (resp., dP) is orthogonal to the hyperplane PðQÞ spanned
by Zi1ðhÞ;y;Zik1ðhÞ (resp., the hyperplane PðPÞ going through Zi1ðhÞ;y;ZikðhÞÞ;
and the sign of e0Qz (resp., of d0P þ d0Pz) indicates on which side of PðQÞ (resp., of
PðPÞ) the point z lies.
ARTICLE IN PRESS
M. Hallin, D. Paindaveine / Journal of Multivariate Analysis 93 (2005) 122–163140
The absolute interdirection associated with residual ZiðhÞ in the n-tuple
(Z1ðhÞ;y;ZnðhÞ) is deﬁned as
ViðhÞ ¼ VðnÞi ðhÞ :¼ ðcosðppðnÞi;1 ðhÞÞ;y; cosðppðnÞi;k ðhÞÞÞ0;
with p
ðnÞ
i;l ðhÞ :¼ ð nk1Þ1cð #R1=2eðkÞl ;ZiðhÞÞ; where eðkÞl denotes the lth unit vector in the
canonical basis of Rk; and cðv;wÞ is the hyperplane-based empirical angular distance
cðv;wÞ :¼ 1
2
X
Q
f1 signðe0QvÞsignðe0QwÞg:
Note that the statistics q
ðnÞ
ij ðhÞ :¼ cðZiðhÞ;ZjðhÞÞ are the so-called Randles’
interdirections [34]: q
ðnÞ
ij is—up to a small-sample correction—the number of
hyperplanes in Rk passing through the origin and ðk  1Þ out of the ðn  2Þ points
Z1ðhÞ;y;Zi1ðhÞ;Ziþ1ðhÞ;y;Zj1ðhÞ;Zjþ1ðhÞ;y;ZnðhÞ that separate ZiðhÞ and
ZjðhÞ:
In the same vein, a hyperplane-based empirical distance between a vector v and the
origin in Rk can be deﬁned as
lðnÞðvÞ :¼ 1
2
X
P
ð1 signðd0P þ d0PvÞsignðd0P  d0PvÞÞ;
i.e., as the number of hyperplanes in Rk passing through k out of the n points
Z1ðhÞ;y;ZnðhÞ that are separating v and its reﬂection v: For symmetry reasons,
however, we rather consider the symmetrized distances
%
lðnÞðvÞ :¼ 1
2
X
P
X
s
ð1 signðd0PðsÞ þ d0PðsÞvÞ signðd0PðsÞ  d0PðsÞvÞÞ;
where, for P ¼ ð j1;y; jkÞ and sAf1; 1gk; ðd0PðsÞ; d0PðsÞÞ0 stands for the vector of
cofactors associated with the last column in the array
1 1 y 1 1
s1Zj1ðhÞ s2Zj2ðhÞ y skZjkðhÞ z
 
(see [29]). The lift-interdirection ranks are the ranks
%
Ri :¼
%
R
ðnÞ
i of the symmetrized lift-
interdirections
%
l
ðnÞ
i :¼
%
lðnÞðZiðhÞÞ; i ¼ 1;y; n among lðnÞ1 ;y; lðnÞn :
4.4. Serial and nonserial signed rank statistics
The nonparametric (signed rank) J-score versions of the serial and nonserial
statistics (11) and (12) are, in the serial case,
*
CðnÞi;J ðhÞ :¼ #R01=2
1
n  i
Xn
t¼iþ1
J1
RˆtðhÞ
n þ 1
 
J2
RˆtiðhÞ
n þ 1
 
WtðhÞW0tiðhÞ
 !
#R01=2; ð21Þ
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and, in the nonserial case,
*
KðnÞi;J ðhÞ :¼ ðn  iÞ1 #R01=2
Xn
t¼iþ1
J0
RˆtðhÞ
n þ 1
 
WtðhÞxðnÞ
0
tiK
ðnÞ; ð22Þ
where the score functions Jc (c ¼ 0; 1; 2) are as in Assumption (C). Here we used
pseudo-Mahalanobis signs and ranks. But every combination of a concept of
multivariate signs (either Mahalanobis signs, pseudo-Mahalanobis signs, or absolute
interdirections) with a concept of multivariate ranks (Mahalanobis, pseudo-
Mahalanobis, or lift-interdirection ranks) may be considered and actually yields
the same asymptotic representation results, as shown by the following proposition
(see [13] for a proof ). Note however that their equivariance properties may be
different (see the next subsection).
Proposition 2. Assume that h belongs to some Hp0;q0 (0pp0pp1; 0pq0pq1). Let
Assumptions (A1), (B1), (C), and (D1) hold. Then, defining
*CðnÞi;J;R; f ðhÞ :¼R01=2
 1
n  i
Xn
t¼iþ1
J1ðF˜kðdtðh;RÞÞÞJ2ðF˜kðdtiðh; RÞÞÞUtðh;RÞU0tiðh;RÞ
 !
:
 R01=2 ð23Þ
and (see Assumption (D1) for the definition of a)
*KðnÞi;J;R; f ðhÞ :¼ ðn  iÞ1 a1=2R01=2
Xn
t¼iþ1
J0ðF˜kðdtðh;RÞÞÞUtðh;RÞxðnÞ
0
tiK
ðnÞ; ð24Þ
(i) vec ð
*
KðnÞi;J ðhÞ  *KðnÞi;J;R; f ðhÞÞ and vec ð*C
ðnÞ
i;J ðhÞ  *CðnÞi;J;R; f ðhÞÞ are oPðn1=2Þ for all i; as
n-N;
(ii) the same result still holds if in
*
KðnÞi;J ðhÞ and
*
CðnÞi;J ðhÞ the pseudo-Mahalanobis signs
WtðhÞ are replaced by the corresponding absolute interdirections V tðhÞ; and/or the
pseudo-Mahalanobis ranks RˆtðhÞ are replaced by the lift-interdirection ranks
%
RtðhÞ:
Let DkðJ; f Þ :¼
R 1
0 JðuÞF˜1k ðuÞdu and CkðJ; f Þ :¼
R 1
0 JðuÞjf 3F˜1k ðuÞdu; where J
denotes some score function deﬁned over 0; 1½: When J is the score associated with
some radial density f1 (namely, when J0 ¼ J1 ¼ jf13F˜11k and J2 ¼ F˜11k ), we write
Dkð f1; f2Þ and Ckð f1; f2Þ for DkðF˜11k ; f2Þ and Ckðjf13F˜11k ; f2Þ; respectively; for
simplicity, we also write Ckð f Þ and Dkð f Þ instead of Ckð f ; f Þ and Dkð f ; f Þ: The
asymptotic behavior of the nonparametric statistics (21) and (22) readily follows
from Proposition 2 and the following lemma (see [13]).
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Lemma 1. Let the assumptions of Proposition 2 hold. For all couples of integers ðl; l˜Þ;
the vector
ðn1=2ðvec *KðnÞ0;J;R; f ðhÞÞ0;y; ðn  l þ 1Þ1=2ðvec *KðnÞl1;J;R; f ðhÞÞ0;
ðn  1Þ1=2ðvec *CðnÞ1;J;R; f ðhÞÞ0;y; ðn  l˜Þ1=2ðvec *CðnÞl˜;J;R; f ðhÞÞ
0Þ0
is asymptotically normal, with mean 0 and mean
1
k
CkðJ0; f ÞðIl;m#R1Þ½limn-NðKl;n#IkÞLðnÞh ðvec g0Þ
1
k2
CkðJ1; f ÞDkðJ2; f Þ½Il˜#ðR#R1ÞQðl˜þ1Þh PhMhððvec cÞ0; ðvec dÞ0Þ0
0
BB@
1
CCA
under HðnÞðh;R; f Þ and HðnÞðh þ mðnÞs;R; f Þ; respectively, and covariance matrix
1
k
E½J20 ðUÞðKl#R1Þ 0
0
1
k2
E½J21 ðUÞE½J22 ðUÞ ½Il˜#ðR#R1Þ
0
BB@
1
CCA
under both.
Letting hj ¼ hjðhÞ :¼ HjðhÞ 
Pminðp0;jÞ
i¼1 HjiðhÞAiðhÞ; j ¼ 0; 1; 2;y; note that
lim
n-N
ðKl;n#IkÞLðnÞh ¼
PN
j¼0ðK0RjjjKÞ#hj
^PN
j¼0ðK0RjijjKÞ#hj
^PN
j¼0ðK0Rjlj1jKÞ#hj
0
BBBBBB@
1
CCCCCCA
:
Also, deﬁning
aiðs; hÞ :¼
Xminðp1;iÞ
j¼1
Xij
l¼0
Xminðq0;ijlÞ
k¼0
ðGijlkðhÞBkðhÞ#H0lðhÞÞ0vec cj
and
biðs; hÞ :¼
Xminðq1;iÞ
j¼1
ðIk#HijðhÞÞvec dj;
one can easily check that
a1ðs; hÞ þ b1ðs; hÞ
^
al˜ðs; hÞ þ bl˜ðs; hÞ
0
B@
1
CA ¼ Qðl˜þ1Þh PhMh vec cvec d
 
:
This allows for a direct comparison between Lemma 1 and the corresponding
univariate result (Proposition 4.3 in [16]).
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4.5. Equivariance/invariance properties
In this section, we use hats to indicate that all parameters involved are estimated.
Consider the original sample ðY1;y;YnÞ and the transformed sample
ðMY1;y;MYnÞ; where M is a full-rank k  k matrix, and denote by TðMÞ (resp.,
T) the value of a statistic T computed from the transformed (resp., original) sample.
Assumption (E2) ensures that the residual sample of the #ZiðMÞ ¼ Zið#hðMÞÞ’s is
afﬁne-equivariant, meaning that
ð #Z1ðMÞ;y; #ZnðMÞÞ ¼ ðM #Z1;y;M #ZnÞ:
Under Assumption (D2), #R1=2 enjoys the equivariance property
#R1=2ðMÞ ¼ d1=2O #R1=2M1; ð25Þ
for some k  k orthogonal matrix O (recall that #RðMÞ and #R are computed from the
residual samples ð #Z1ðMÞ;y; #ZnðMÞÞ and ð #Z1;y; #ZnÞ; respectively). The afﬁne-
invariance/equivariance properties of pseudo-Mahalanobis signs and ranks easily
follow. More precisely, denoting by #WtðMÞ and RˆtðMÞ the pseudo-Mahalanobis
signs and ranks computed from the transformed residuals ð #Z1ðMÞ;y; #ZnðMÞÞ; we
have
#WtðMÞ ¼ O #Wt; RˆtðMÞ ¼ Rˆt;
where O is the orthogonal matrix in (25).
As for hyperplane-based signs and ranks, absolute interdirections are only
asymptotically afﬁne-equivariant, i.e., under HðnÞðh;R; f Þ;
#VtðMÞ ¼ O #Vt þ oPð1Þ; as n-N; ð26Þ
still with the orthogonal matrix O in (25), whereas lift-interdirection ranks
#
%
Rt :¼
%
Rtð#hÞ are strictly afﬁne-invariant (see [29]).
This entails, for the nonparametric statistics
*#KðnÞi;J and
*#CðnÞi;J ; the following
equivariance properties.
Lemma 2. Assume that Assumptions (D2) and (E2) hold. Denote by
*#KðnÞi;J ðMÞ and
*#CðnÞi;J ðMÞ the statistics *#KðnÞi;J and *#CðnÞi;J computed from the n-tuple ðMY1;y;MYnÞ; where
M is a k  k full-rank matrix. Then,
*#KðnÞi;J ðMÞ ¼ d1=2M1
0 *#KðnÞi;J and
*#CðnÞi;J ðMÞ ¼ M1
0 *#CðnÞi;J M
0;
the same result still holds if in
*#KðnÞi;J and
*#CðnÞi;J the pseudo-Mahalanobis ranks Rˆtð#hÞ are
replaced by the lift-interdirection ranks
%
Rtð#hÞ:
Proof. The result directly follows from the equivariance and invariance properties of
pseudo-Mahalanobis signs and ranks. &
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If the pseudo-Mahalanobis signs Wtð#hÞ in *#KðnÞi;J and *#CðnÞi;J are replaced by the
corresponding absolute interdirections (in combination with any type of ranks), then
it is clear from (26) that
*#KðnÞi;J and
*#CðnÞi;J can only be asymptotically afﬁne-equivariant.
The resulting hyperplane-based test statistics will accordingly be only asymptotically
afﬁne-invariant (see Section 5 and the proof of Proposition 3).
5. Aligned rank tests
5.1. The proposed rank-based procedures
Considering the linear restriction characterized by ðh0;YÞ; assume that (A2) holds,
and that h belongs to ðh0 þMðYÞÞ: Let n1=2
*
T
ðnÞ
J ðhÞ be given by
n1=2
*
T
ðnÞ
I;J ðhÞ
n1=2
*
T
ðnÞ
II;JðhÞ
0
@
1
A :¼ LðnÞ
0
h *
S
ðnÞ
I;J ðhÞ
Q
ðnÞ0
h *
S
ðnÞ
II;JðhÞ
0
@
1
A
:¼
L
ðnÞ0
h ðn1=2ðvec *K
ðnÞ
0;JðhÞÞ0;y; ðvec *K
ðnÞ
n1;JðhÞÞ0Þ0
Q
ðnÞ0
h ððn  1Þ1=2ðvec *C
ðnÞ
1;JðhÞÞ0;y; ðvec *C
ðnÞ
n1;JðhÞÞ0Þ0
0
@
1
A;
and deﬁne
J
ðnÞ
I;h;R :¼ LðnÞ
0
h ðKn#R1ÞLðnÞh and JðnÞII;h;R :¼ QðnÞ
0
h ½In1#ðR#R1ÞQðnÞh :
Denote by ’Mh the full-rank k
2p0  k2ðp0 þ q0Þ matrix resulting from Mh by deleting
columns k2p0 þ 1;y; k2p1 and k2ðp1 þ q0Þ þ 1;y; k2ðp1 þ q1Þ: Similarly, let ’YII be
the k2ðp0 þ q0Þ  rII array resulting from YII by deleting lines k2p0 þ 1;y; k2p1 and
k2ðp1 þ q0Þ þ 1;y; k2ðp1 þ q1Þ: Note that MhYII ¼ ’Mh ’YII: Finally, let
%Q
ðnÞ
I;J;RðhÞ :¼
k
E½J20 ðUÞ
½ðJðnÞI;h;RÞ1  ðKðnÞ#IkÞ1YI
ðY0IðKðnÞ#IkÞ01JðnÞI;h;RðKðnÞ#IkÞ1YIÞ1Y0IðKðnÞ#IkÞ01;
and, denoting by A an arbitrary generalized inverse of A;
%Q
ðnÞ
II;J;RðhÞ :¼
k2
E½J21 ðUÞE½J22 ðUÞ
½ðJðnÞII;h;RÞ1  Ph ’Mh ’YII
ð ’Y0II ’M0hP0hJðnÞII;h;RPh ’Mh ’YIIÞ ’Y0II ’M0hP0h:
Then the J-score version of the proposed test statistics is
#W
ðnÞ
J ¼ #WðnÞJ ð#hÞ :¼ nð
*
T
ðnÞ
J ð#hÞÞ0
%QI;J; #Rð#hÞ 0
0 %QII;J; #Rð#hÞ
 !
*
T
ðnÞ
J ð#hÞ ¼: #WðnÞI;J þ #WðnÞII;J
:¼ nð
*
T
ðnÞ
I;J ð#hÞÞ0 %QðnÞI;J; #Rð#hÞ*T
ðnÞ
I;J ð#hÞ þ nð
*
T
ðnÞ
II;Jð#hÞÞ0 %QðnÞII;J; #Rð#hÞ*T
ðnÞ
II;Jð#hÞ;
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where the estimators #R ¼ #RðnÞ and #h ¼ #hðnÞ satisfy Assumptions (D1)–(D2) and (E1)–
(E2), respectively. The scores allowing for local asymptotic optimality at radial
density f% are J0 ¼ J1 :¼ jf%3F˜1%k and J2 :¼ F˜1%k: The corresponding statistics will
be denoted by #W
ðnÞ
f%
:
Finally, in order to describe the asymptotic behavior of #W
ðnÞ
J under local
alternatives, deﬁne
rh;RðgÞ :¼ðvec g0Þ0½JI;h;R  JI;h;RðK1D#IkÞYI
 ðY0IðK1D#IkÞ0JI;h;RðK1D#IkÞYIÞ1Y0IðK1D#IkÞ0JI;h;Rðvec g0Þ
and
sh;Rðc; dÞ :¼
vec c
vec d
 0
½Nh;R Nh;RYIIðY0IINh;RYIIÞY0IINh;R
vec c
vec d
 
;
where D is the array involved in Assumption (A10) and Nh;R is deﬁned in Proposition
1. We now can state the main result of this paper.
Proposition 3. Assume that (A1), (A2), (B10), (B2), (B3), (C), (D1), (D2), (E1), and
(E2) hold. Consider the sequence of aligned rank tests fðnÞJ (resp., f
ðnÞ
f%
) that reject the
null hypothesis H
ðnÞ
h0;Y
whenever #W
ðnÞ
J (resp.,
#W
ðnÞ
f%
) exceeds the a-upper quantile
w2
kmþk2p0r;1a of a chi-square distribution with km þ k2p0  r degrees of freedom.
Then,
(i) #W
ðnÞ
J is strictly affine-invariant (only asymptotically so, if absolute interdirections
are used as multivariate signs), and asymptotically invariant with respect to the
group of continuous monotone radial transformations;
(ii) #W
ðnÞ
J is asymptotically chi-square with km þ k2p0  r degrees of freedom under
H
ðnÞ
h0;Y
(so that fðnÞJ has asymptotic level a);
(iii) #W
ðnÞ
J is asymptotically noncentral chi-square, still with km þ k2p0  r degrees of
freedom, and with noncentrality parameter
1
k
C2kðJ0; f Þ
E½J20 ðUÞ
rh;RðgÞ þ 1
k2
C2kðJ1; f Þ
E½J21 ðUÞ
D2kðJ2; f Þ
E½J22 ðUÞ
sh;Rðc; dÞ
under HðnÞðh þ mðnÞs;R; f Þ; hAðh0 þMðYÞÞ and mðnÞseMðYÞ; provided that
(A1) is reinforced into (A10);
(iv) for any f% satisfying Assumptions (B1
0), (B2), (B3) and (C0), the sequence
of tests fðnÞf% is locally asymptotically most stringent for H
ðnÞ
h0;Y
againstS
heh0þMðYÞ
S
R H
ðnÞðh;R; f%Þ; at asymptotic probability level a:
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The proof of this proposition is based on the following asymptotic linearity
property; proofs are given in the appendix.
Lemma 3. Let #hðnÞ and h denote a sequence of estimators and a parameter value such
that, under HðnÞðh;R; f Þ; as n-N; #hðnÞ satisfies at h the root-n consistency and local
asymptotic discreteness properties given in parts (ii) and (iii) of Assumption (E1).
Assume that (A1), (B10), (B2), (B3), (C), and (D1) hold, and partition h into
ðh0I; h0IIÞ0ARkm  Rk
2ðp1þq1Þ: Then,
n1=2ð
*
T
ðnÞ
I;J ð#hÞ  *T
ðnÞ
I;J ðhÞÞ þ
1
k
CkðJ0; f ÞJI;h;RðKðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ
and
n1=2ð
*
T
ðnÞ
II;Jð#hÞ  *T
ðnÞ
II;JðhÞÞ þ
1
k2
DkðJ2; f ÞCkðJ1; f ÞJII;h;RPhMhn1=2ð#hðnÞII  hIIÞ
are oPð1Þ; still under HðnÞðh;R; f Þ; as n-N:
Note that
*
T
ðnÞ
J ð#hÞ; ’M#h; ’YII; and p0—hence also the test statistic #WðnÞJ and fðnÞJ —
depend on p0; p1; q0 and q1 through p ¼ maxðp1  p0; q1  q0Þ only. Also, it should
be stressed that #W
ðnÞ
J does not depend on the particular choice of the fundamental
system #W :¼ fWð1Þt ð#hÞ;y;Wðp0þq0Þt ð#hÞg in P#h and QðnÞ#h : Indeed, for any fundamental
system #U :¼ fUð1Þt ð#hÞ;y;Uðp0þq0Þt ð#hÞg; there exists an invertible matrix %K such that
Q#h; #U ¼ Q#h; #W %K (see the proof of Proposition 4(i) in [12]). It easily follows that
*
T
ðnÞ
II;J; #U
ð#hÞ :¼ %K0
*
T
ðnÞ
II;J; #W
ð#hÞ; JðnÞ
II;#h; #R; #U
¼ %K0JðnÞ
II;#h; #R; #W
%K; and P#h; #U ¼ %K1P#h; #U: Since the
nonserial part #W
ðnÞ
I;J of
#W
ðnÞ
J clearly is not affected by the choice of
#W; we obtain
that #W
ðnÞ
J; #U
¼ #WðnÞ
J; #W
:
5.2. The Gaussian procedure
Let the same assumptions hold (about h0;Y; etc.) as in Section 5.1. In order
to compute asymptotic relative efﬁciencies, we now provide the Gaussian
parametric counterparts of the rank-based procedures developed in the previous
section. Deﬁne
J
ðnÞ
I;N;h :¼ LðnÞ
0
h ðKn#ðSðnÞh Þ1ÞLðnÞh and JðnÞII;N;h :¼ QðnÞ
0
h ½In1# #CðnÞh QðnÞh ;
where S
ðnÞ
h :¼ n1
Pn
t¼1ZtðhÞZ0tðhÞ is a consistent estimator, under HðnÞðh;R; f Þ; of
the innovation covariance ðE½ðF˜1k ðUÞÞ2=kÞR; and
#CðnÞh :¼ ðn  1Þ1
Xn
t¼2
vecðZtðhÞZ0t1ðhÞÞðvecðZtðhÞZ0t1ðhÞÞÞ0
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is consistent for ðE½ðF˜1k ðUÞÞ2=kÞ2R#R1 under the same sequence of
hypotheses. Let
%Q
ðnÞ
I;NðhÞ :¼ðJðnÞI;N;hÞ1  ðKðnÞ#IkÞ1YI
 ðY0IðKðnÞ#IkÞ01JðnÞI;N;hðKðnÞ#IkÞ1YIÞ1Y0IðKðnÞ#IkÞ01;
and
%Q
ðnÞ
II;NðhÞ :¼ ðJðnÞII;N;hÞ1  Ph ’Mh ’YIIð ’Y0II ’M0hP0hJðnÞII;N;hPh ’Mh ’YIIÞ ’Y0II ’M0hP0h:
Then the Gaussian parametric test statistic is
#W
ðnÞ
N :¼ nðTðnÞI;S;fð#hÞÞ0 %QðnÞI;Nð#hÞTðnÞI;S;fð#hÞ þ nðTðnÞ
0
II;S;fð#hÞÞ0 %QðnÞII;Nð#hÞTðnÞII;S;fð#hÞ;
where T
ðnÞ
I;S;fðhÞ and TðnÞII;S;fðhÞ are deﬁned in (17) and (18) respectively, S :¼ SðnÞh ; and
fðrÞ :¼ expðr2=2Þ stands for the Gaussian radial density. Note that TðnÞI;S;fðhÞ and
T
ðnÞ
II;S;fðhÞ are based on Gaussian statistics of the form
KðnÞi;S;fðhÞ ¼ ðSðnÞh Þ1
1
n  i
Xn
t¼iþ1
ZtðhÞxðnÞ
0
tiK
ðnÞ
 !
and
CðnÞi;S;fðhÞ ¼ ðSðnÞh Þ1
1
n  i
Xn
t¼iþ1
ZtðhÞZ0tiðhÞ
 !
; ð27Þ
respectively.
Proposition 4. Assume that (A1), (A2), (B10), (B2), (B3), (E1) and (E2) hold. Consider
the sequence of parametric Gaussian tests fðnÞN that reject the null hypothesis H
ðnÞ
h0;Y
whenever #W
ðnÞ
N exceeds the a-upper quantile w
2
kmþk2p0r;1a of a chi-square distribution
with km þ k2p0  r degrees of freedom. Then,
(i) #W
ðnÞ
N is strictly affine-invariant;
(ii) #W
ðnÞ
N is asymptotically chi-square with km þ k2p0  r degrees of freedom under
H
ðnÞ
h0;Y
(so that fðnÞN has asymptotic level a);
(iii) #W
ðnÞ
N is asymptotically noncentral chi-square, still with km þ k2p0  r degrees of
freedom but with noncentrality parameter
k
Dkð f Þ rh;RðgÞ þ sh;Rðc; dÞ;
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under HðnÞðh þ mðnÞs;R; f Þ; hAðh0 þMðYÞÞ and mðnÞseMðYÞ; provided that
(A1) is reinforced into (A10);
(iv) the sequence of tests fðnÞN is locally asymptotically most stringent for H
ðnÞ
h0;Y
against [
heh0þMðYÞ
[
R
HðnÞðh;R;fÞ;
at asymptotic probability level a:
Again, the test statistics #W
ðnÞ
N do not depend on the particular choice of the
fundamental system fWð1Þt ð#hÞ;y;Wðp0þq0Þt ð#hÞg; and, for given values of p0 and q0;
depend on p1 and q1 through p ¼ maxðp1  p0; q1  q0Þ only.
The proof of Proposition 4 follows along the same lines as for Proposition 3. The
key ingredient is again an asymptotic linearity result, which, in this parametric
Gaussian context, takes the following form (the proof of Lemma 3 readily extends to
this situation).
Lemma 4. Assume that (A1), (B10), (B2), (B3) and (D1) hold, and partition h into
ðh0I; h0IIÞ0ARkm  Rk
2ðp1þq1Þ: Let #hðnÞ and h denote a sequence of estimators and a
parameter value such that, under P
ðnÞ
h;R;f ; as n-N;
#hðnÞ satisfies at h the root-n
consistency and local asymptotic discreteness properties given in Assumptions (E1) (ii)
and (iii). Then,
n1=2ðTðnÞI;S;fð#hÞ  TðnÞI;S;fðhÞÞ þ
k
Dkð f Þ JI;h;RðK
ðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ
and
n1=2ðTðnÞII;S;fð#hÞ  TðnÞII;S;fðhÞÞ þ JII;h;RPhMhn1=2ð#hðnÞII  hIIÞ
are oPð1Þ as n-N; under HðnÞðh;R; f Þ:
5.3. Asymptotic relative efficiencies
We ﬁnally turn to asymptotic relative efﬁciencies of the rank-based tests fðnÞJ with
respect to their Gaussian counterparts fðnÞN : The ARE values in the following
proposition directly follow as the ratios of the noncentrality parameters in the
asymptotic distributions of the various test statistics under local alternatives (see
Propositions 3 and 4).
Proposition 5. Assume that (A10), (A2), (B10), (B2), (B3), (C), (D1), (D2), (E1) and
(E2) hold. Then, the asymptotic relative efficiency of fðnÞJ with respect to the Gaussian
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test fðnÞN ; under radial density f ; is
AREk; f ðfðnÞJ =fðnÞN Þ ¼ ð1 lh;R; f ðsÞÞ
1
k2
Dkð f ÞC
2
k ðJ0; f Þ
E½J20 ðUÞ
þ lh;R; f ðsÞ 1
k2
D2kðJ2; f Þ
E½J21 ðUÞ
C2kðJ1; f Þ
E½J22 ðUÞ
;
where lh;R; f ðsÞ :¼ ðDkð f Þsh;Rðc; dÞÞ=ðkrh;RðgÞ þ Dkð f Þsh;Rðc; dÞÞA½0; 1:
Denoting by ARE
ðlocÞ
k; f ðfðnÞJ =fðnÞN Þ and AREðserÞk; f ðfðnÞJ =fðnÞN Þ the AREs achieved in the
pure location and purely serial problems (see [8,9]), respectively, we have
AREk; f ðfðnÞJ =fðnÞN Þ ¼ ð1 lh;R; f ðsÞÞAREðlocÞk; f ðfðnÞJ =fðnÞN Þ þ lh;R; f ðsÞAREðserÞk; f ðfðnÞJ =fðnÞN Þ:
Thus, the asymptotic relative efﬁciencies of the proposed procedures with respect to
the parametric Gaussian procedure are convex linear combinations of the
corresponding asymptotic relative efﬁciencies in the pure location and purely serial
models (see [8,9], respectively). As a corollary, the generalized Chernoff–Savage
results obtained in [8,9] still hold here: the asymptotic relative efﬁciencies of our
procedures, when van der Waerden scores (J0ðuÞ ¼ J1ðuÞ ¼ J2ðuÞ ¼ ðC1k ðuÞÞ1=2;
where Ck stands for the chi-square distribution function with k degrees of freedom)
are used are always larger than or equal to one with respect to the Gaussian
procedure, irrespective of the radial density f and the dimension k of the observation
space. For the same reason, the generalized serial version (we refer to Proposition 7
of [9] for details) of the celebrated Hodges–Lehmann result also holds here.
6. Examples
6.1. A multivariate Durbin–Watson test
The generalized Durbin–Watson testing problem corresponds to h0 ¼ 0; YI ¼
Ikm; and YII :¼ |: Here, p ¼ maxðp1; q1Þ: One easily checks that #WðnÞI;J ¼
0; n1=2
*
T
ðnÞ
II;JðhÞ ¼ *S
ðnÞ
II;pþ1ðhÞ; and JðnÞII;h;R ¼ Ip#ðR#R1Þ; so that
#W
ðnÞ
J ¼ #WðnÞII;J ¼
k2
E½J21 ðUÞE½J22 ðUÞ
Xp
i¼1
ðn  iÞ1

Xn
s;t¼iþ1
J1
Rˆsð #bÞ
n þ 1
 !
J1
Rˆtð #bÞ
n þ 1
 !
J2
Rˆsið #bÞ
n þ 1
 !
J2
Rˆtið #bÞ
n þ 1
 !
W0sið #bÞWtið #bÞW0sð #bÞWtð #bÞ ð28Þ
(if there is no trend part in the model, the test statistic (28) is the Mahalanobis
version of the test statistic based on pseudo-Mahalanobis ranks and interdirections
proposed in [9] for the problem of testing for serial randomness). The resulting
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Durbin–Watson test consists (at asymptotic level a) in rejecting the null hypothesis
of independent noise as soon as #W
ðnÞ
J exceeds the a-upper quantile of a chi-square
distribution with k2p degrees of freedom. One could also obtain purely hyperplane-
based Durbin–Watson tests (that are strictly afﬁne-invariant in this case) by
replacing the pseudo-Mahalanobis ranks Rˆtð #bÞ and the pseudo-Mahalanobis angles
W0sð #bÞWtð #bÞ by lift-interdirection ranks
%
Rtð #bÞ and the cosines based on Randles’
interdirections qstð #bÞ; respectively.
6.2. Testing the order of a VAR model
For the problem of testing VARðp0Þ against VARðp0 þ 1Þ dependence, the
proposed tests consist (at asymptotic level a) in rejecting the null hypothesis as soon
as
#W
ðnÞ
J ¼ #WðnÞII;J ¼ nð
*
T
ðnÞ
II;Jð#hÞÞ0 %QðnÞII;J; #Rð#hÞ*T
ðnÞ
II;Jð#hÞ ð29Þ
exceeds the a-upper quantile of a chi-square distribution with k2 degrees of freedom,
where, letting vðnÞðhÞ :¼ ðvðnÞ01 ðhÞ;y; vðnÞ
0
p0 ðhÞÞ0 and vðnÞi ðhÞ :¼
Pn1
t¼maxði;2Þðn 
tÞ1=2ðGtiðhÞ#IkÞðvec
*
CðnÞt;J ðhÞÞ;
n1=2
*
T
ðnÞ
II;JðhÞ :¼
ðn  1Þ1=2ðvec
*
CðnÞ1;JðhÞÞ
vðnÞðhÞ
 !
;
and
%Q
ðnÞ
II;J;RðhÞ :¼
k2
E½J21 ðUÞE½J22 ðUÞ
R#R1 0
0 w2
 !1
 Ik2 0
Ik2p0
 !
W2
Ik2 0
Ik2p0
 !024
3
5:
Above, w2 and W2 stand for the k2p0  k2p0 arrays with blocksPn1
t¼maxði;j;2ÞGtiðhÞRG0tjðhÞ#R1 and
Pn1
t¼maxði;jÞGtiðhÞRG0tjðhÞ#R1; respec-
tively, in position ði; jÞ (i; j ¼ 1;y; p0). Note that W2 ¼ w2 þ eðp0Þ1 eðp0Þ
0
1 #ðR#R1Þ
only differs from w2 through the block in position ð1; 1Þ:
The test statistic (29) has the same algebraic structure as in the univariate case (see
[5] or [16]). However, it should be pointed out that the test statistic associated with
the problem of testing MAðq0Þ dependence versus MAðq0 þ 1Þ dependence is much
more complex here than in the univariate case. This is due to the presence of the
factors H
ðrÞ
n1 and B
0ðlÞ
n1 in Q
ðnÞ
h which cancel each other in the univariate case only. In
the multivariate case, they do not, yielding in n1=2
*
T
ðnÞ
II;JðhÞ quite intricate linear
combinations of the cross-covariance matrices
*
CðnÞt;J ðhÞ:
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6.3. Detecting switching location regimes
We ﬁnally consider the problem of detecting the presence of different ‘‘location
regimes’’ in a VARð1Þ series with a time-dependent trend (with mean bi for
tACi ¼ Cni :¼ ftðnÞi1 þ 1;y; tðnÞi g). More precisely, the null hypothesis H0 : b1 ¼
? ¼ bm we are considering here is associated with YI ¼ ð1;y; 1Þ0#Ik; YII ¼ Ik2 :
Letting kðnÞ :¼ ððlðnÞ1 Þ1=2;y; ðlðnÞm Þ1=2Þ0; with lðnÞj :¼ nj=n :¼ ðtðnÞj  tðnÞj1Þ=n; the test
statistic is
#W
ðnÞ
J ¼ #WðnÞI;J ¼ nð*T
ðnÞ
I;J ð#hÞÞ0 %QðnÞI;J; #Rð#hÞ*T
ðnÞ
I;J ð#hÞ;
where denoting by L the backshift operator, and with the convention that
J
Rˆnþ1
n þ 1
 
R1=2Wnþ1ðhÞ ¼ 0;
n1=2
*
T
ðnÞ
I;J ðhÞ ¼ Ikm 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
n  1
r
ðIm#A0ÞL1
 

1ﬃﬃﬃﬃﬃ
n1
p P
tAC1
J0
RˆtðhÞ
n þ 1
 
#R1=2
0
WtðhÞ
1ﬃﬃﬃﬃﬃ
n2
p P
tAC2
J0
RˆtðhÞ
n þ 1
 
#R1=2
0
WtðhÞ
^
1ﬃﬃﬃﬃﬃ
nm
p P
tACm
J0
RˆtðhÞ
n þ 1
 
#R1=2
0
WtðhÞ
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
;
and
%Q
ðnÞ
I;J;RðhÞ :¼
k
E½J20 ðUÞ
½ðIm  kðnÞkðnÞ
0 Þ#½R1  A0R1  R1Aþ A0R1A1:
If there is no serial part in the model (i.e., when the errors are independent white
noise), the problem reduces to the m-sample location problem (classical MANOVA),
and the test statistic takes the simpler form (just put A ¼ 0)
#W
ðnÞ
J ¼
k
E½J20 ðUÞ
Xm
j¼1
1
nj
X
i;*iACj
J0
Rˆið #bÞ
n þ 1
 !
J0
Rˆ*ið #bÞ
n þ 1
 !
W0ið #bÞW*ið #bÞ
2
4
1
n
Xm
j;j˜¼1
X
iACj
X
*iACj˜
J0
Rˆið #bÞ
n þ 1
 !
J0
Rˆ*ið #bÞ
n þ 1
 !
W0ið #bÞW*ið #bÞ
3
5;
i.e., a purely pseudo-Mahalanobis version of Randles and Um’s [36] test statistic.
Again, a strictly afﬁne-invariant purely hyperplane-based version of #W
ðnÞ
J can be
obtained in the same way as for the Durbin–Watson tests, just by plugging in lift-
interdirection ranks and Randles’ interdirections.
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Appendix
A.1. Proof of Lemma 3
The proof of Lemma 3 is based on the following asymptotic linearity result for the
individual nonserial and serial statistics
*
KðnÞi;J and
*
CðnÞi;J (see [13]).
Proposition 6. Assume that (A1), (B10), (B2), (B3), (C), and (D1) hold. Then,
ðn  iÞ1=2 vec ð
*
KðnÞi;J ðh þ mðnÞsðnÞÞ 
*
KðnÞi;J ðhÞÞ þ
1
k
CkðJ0; f Þ
 ðIm#R1Þ
XN
j¼0
ðK0RjijjKÞ#hj
 !
ðvec gðnÞ0 Þ ¼ oPð1Þ ðA:1Þ
and
ðn  iÞ1=2 vec ð
*
CðnÞi;J ðh þ mðnÞsðnÞÞ 
*
CðnÞi;J ðhÞÞ þ
1
k2
DkðJ2; f ÞCkðJ1; f Þ
 ðR#R1Þ½aiðsðnÞ; hÞ þ biðsðnÞ; hÞ ¼ oPð1Þ ðA:2Þ
as n-N; under HðnÞðh;R; f Þ:
Proof of Lemma 3. Let us ﬁrst prove the ﬁrst statement in Lemma 3. Clearly,
n1=2ð
*
T
ðnÞ
I;J ð#hÞ 
*
T
ðnÞ
I;J ðhÞÞ ¼LðnÞ
0
#h *
S
ðnÞ
I;J ð#hÞ  LðnÞ
0
h *
S
ðnÞ
I;J ðhÞ
¼
Xn1
i¼0
ðn  iÞ1=2½ðIm##h0iÞvec
*
KðnÞi;J ð#hÞ  ðIm#h0iÞvec
*
KðnÞi;J ðhÞ:
Now, for some ﬁxed integer s (and n4s þ 1),
n1=2ð
*
T
ðnÞ
I;J ð#hÞ  *T
ðnÞ
I;J ðhÞÞ ¼
Xs
i¼0
ðn  iÞ1=2 ½ðIm#ð#h0i  h0iÞÞvec
*
KðnÞi;J ð#hÞ
þ
Xs
i¼0
½ðIm#h0iÞððn  iÞ1=2 vec ð
*
KðnÞi;J ð#hÞ 
*
KðnÞi;J ðhÞÞÞ
þ
Xn1
i¼sþ1
ðn  iÞ1=2½ðIm##h0iÞvec
*
KðnÞi;J ð#hÞ
 ðIm#h0iÞvec
*
KðnÞi;J ðhÞ: ðA:3Þ
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Next, the local discreteness of #hðnÞ (see Assumption (D1)(iii)) allows to replace hðnÞ ¼
h þ mðnÞsðnÞ with #hðnÞ in (A.1) (see [23, Lemma 4.4]). Since bðnÞ ¼ b þ n1=2KðnÞgðnÞ can
be written under the form n1=2 vec ðbðnÞ0  b0Þ ¼ ðKðnÞ#IkÞðvec gðnÞ0 Þ; this yields
ðn  iÞ1=2 vec ð
*
KðnÞi;J ð#hðnÞÞ 
*
KðnÞi;J ðhÞÞ ¼ 
1
k
CkðJ0; f Þ
 ðIm#R1Þ
XN
j¼0
ðK0RjijjKÞ#hj
 !
ðKðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ þ RðnÞi ;
ðA:4Þ
where R
ðnÞ
i is oPð1Þ as n-N; under HðnÞðh;R; f Þ: Substituting in (A.3), we
obtain
n1=2ð
*
T
ðnÞ
I;J ð#hÞ  *T
ðnÞ
I;J ðhÞÞ ¼
Xs
i¼0
ðn  iÞ1=2 ½ðIm#ð#hi  hiÞ0Þvec
*
KðnÞi;J ð#hÞ
 1
k
CkðJ0; f Þ
Xs
i¼0
ðIm#h0iR1Þ
XN
j¼0
ðK0RjijjKÞ#hj
 !"
 ðKðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ
#
þ
Xn1
i¼sþ1
ðn  iÞ1=2½ðIm##h0iÞvec
*
KðnÞi;J ð#hÞ  ðIm#h0iÞvec
*
KðnÞi;J ðhÞ þ
Xs
i¼0
R
ðnÞ
i :
This ﬁnally yields the decomposition
n1=2ð
*
T
ðnÞ
I;J ð#hÞ  *T
ðnÞ
I;J ðhÞÞ þ
1
k
CkðJ0; f Þ

XN
i;j¼0
ðIm#h0iÞððK0RjijjKÞ#R1ÞðIm#hjÞ
" #
ðKðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ
¼ Tðn;sÞ1 þ Tðn;sÞ2 ;
say, where
T
ðn;sÞ
1 :¼
Xs
i¼0
ðn  iÞ1=2½ðIm#ð#hi  hiÞ0Þvec
*
KðnÞi;J ð#hÞ þ
Xs
i¼0
R
ðnÞ
i ;
and
T
ðn;sÞ
2 :¼
Xn1
i¼sþ1
ðn  iÞ1=2½ðIm##h0iÞvec
*
KðnÞi;J ð#hÞ  ðIm#h0iÞvec
*
KðnÞi;J ðhÞ
þ 1
k
CkðJ0; f Þ
XN
i¼sþ1
ðIm#h0iR1Þ
XN
j¼0
ðK0RjijjKÞ#hj
 !" #
 ðKðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ:
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Since
PN
i;j¼0ðIm#h0iÞððK0RjijjKÞ#R1ÞðIm#hjÞ ¼ JI;h;R; the ﬁrst statement in
Lemma 3 takes the form
n1=2ð
*
T
ðnÞ
I;J ð#hÞ  *T
ðnÞ
I;J ðhÞÞ þ
1
k
CkðJ0; f Þ

XN
i;j¼0
ðIm#h0iÞððK0RjijjKÞ#R1ÞðIm#hjÞ
" #
ðKðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ ¼ oPð1Þ
as n-N under HðnÞðh;R; f Þ: Now, it follows, from the continuity of h/hiðhÞ
and the boundedness (in probability, under HðnÞðh;R; f Þ; see (A.4)) of
ðn  iÞ1=2 vec
*
KðnÞi;J ð#hÞ; that Tðn;sÞ1 is oPð1Þ under HðnÞðh;R; f Þ; for any ﬁxed s;
as n-N: On the other hand, the exponential decrease in i of the hi’s and the
root-n consistency of #h imply that T
ðn;sÞ
2 is oPð1Þ under HðnÞðh;R; f Þ; as s-N;
uniformly in n:
Now, P½jjTðn;sÞ1 þ Tðn;sÞ2 jj4dpP½jjTðn;sÞ1 jj4d=2 þ P½jjTðn;sÞ2 jj4d=2; for all s and n:
For any e40; one can always choose s ¼ S sufﬁciently large so that
P½jjTðn;SÞ2 jj4d=2oe uniformly in n: Since Tðn;SÞ1 is oPð1Þ as n-N; it is possible to
ﬁnd a integer N ¼ NðeÞ such that P½jjTðn;SÞ1 jj4d=2oe for all nXN: Consequently,
for all e40; N ¼ NðeÞ is such that
P n1=2ð
*
T
ðnÞ
I;J ð#hÞ  *T
ðnÞ
I;J ðhÞÞ þ
1
k
CkðJ0; f Þ




XN
i;j¼0
ðIm#h0iÞððK0RjijjKÞ#R1ÞðIm#hjÞ
" #
ðKðnÞ#IkÞ1n1=2ð#hðnÞI  hIÞ

4d
#
o2e
for all nXN: The result follows.
Turning to the proof of the serial part of the lemma, denote by Qi;j ¼ QðnÞi;j (resp.,
#Qi;j ¼ #QðnÞi;j ) the k2  k2 block in position ði; jÞ (i ¼ 1;y; n  1; j ¼ 1;y; p0) in QðnÞh
(resp., in Q
ðnÞ
#h
). Then,
n1=2ð
*
T
ðnÞ
II;Jð#hÞ  *T
ðnÞ
II;JðhÞÞ ¼QðnÞ
0
#h *
S
ðnÞ
II;Jð#hÞ QðnÞ
0
h *
S
ðnÞ
II;JðhÞ
¼Xn1
i¼1
ðn  iÞ1=2
#Q0i;1
^
#Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ð#hÞ 
Q0i;1
^
Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ðhÞ
2
64
3
75:
The same decomposition as for the trend part then yields, for some ﬁxed integer s
(and still for n4s þ 1),
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n1=2ð
*
T
ðnÞ
II;Jð#hÞ 
*
T
ðnÞ
II;JðhÞÞ ¼
Xs
i¼1
ðn  iÞ1=2
#Q0i;1
^
#Q0i;p0
0
B@
1
CA
Q0i;1
^
Q0i;p0
0
B@
1
CA
2
64
3
75vec
*
CðnÞi;J ð#hÞ
þ
Xs
i¼1
Q0i;1
^
Q0i;p0
0
B@
1
CAððn  iÞ1=2 vec ð
*
CðnÞi;J ð#hÞ 
*
CðnÞi;J ðhÞÞÞ
2
64
3
75
þ
Xn1
i¼sþ1
ðn  iÞ1=2
#Q0i;1
^
#Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ð#hÞ
2
64

Q0i;1
^
Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ðhÞ
3
75: ðA:5Þ
Again, the local discreteness of #hðnÞ and (A.2) yield
ðn  iÞ1=2 vec ð
*
CðnÞi;J ð#hðnÞÞ 
*
CðnÞi;J ðhÞÞ
¼  1
k2
DkðJ2; f ÞCkðJ1; f ÞðR#R1Þ½aiðn1=2ð#h  hÞ; hÞ þ biðn1=2ð#h  hÞ; hÞ
þ RðnÞi
¼  1
k2
DkðJ2; f ÞCkðJ1; f ÞðR#R1ÞðQi;1yQi;p0ÞPhMhn1=2ð#hII  hIIÞ
þ RðnÞi ; ðA:6Þ
where R
ðnÞ
i is oPð1Þ (as n-N; under HðnÞðh;R; f Þ). Hence, (A.5) becomes
n1=2ð
*
T
ðnÞ
II;Jð#hÞ  *T
ðnÞ
II;JðhÞÞ ¼
Xs
i¼1
ðn  iÞ1=2
#Q0i;1
^
#Q0i;p0
0
B@
1
CA
Q0i;1
^
Q0i;p0
0
B@
1
CA
2
64
3
75vec
*
CðnÞi;J ð#hÞ
 1
k2
DkðJ2; f ÞCkðJ1; f Þ
Xs
i¼1
Q0i;1
^
Q0i;p0
0
B@
1
CAðR#R1ÞðQi;1yQi;p0Þ
2
64
3
75PhMhn1=2ð#hðnÞII  hIIÞ
þ
Xn1
i¼sþ1
ðn  iÞ1=2
#Q0i;1
^
#Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ð#hÞ 
Q0i;1
^
Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ðhÞ
2
64
3
75þXs
i¼1
R
ðnÞ
i :
Noting that
Xs
i¼1
Q0i;1
^
Q0i;p0
0
B@
1
CAðR#R1ÞðQi;1yQi;p0Þ
2
64
3
75 ¼ Qðsþ1Þ0h ½Is#ðR#R1ÞQðsþ1Þh ;
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we ﬁnally decompose
n1=2ð
*
T
ðnÞ
II;Jð#hÞ 
*
T
ðnÞ
II;JðhÞÞ þ
1
k2
DkðJ2; f ÞCkðJ1; f ÞJII;h;RPhMhn1=2ð#hðnÞII  hIIÞ
into T
ðn;sÞ
1 þ Tðn;sÞ2 ; where
T
ðn;sÞ
1 :¼
Xs
i¼1
ðn  iÞ1=2
#Q0i;1
^
#Q0i;p0
0
B@
1
CA
Q0i;1
^
Q0i;p0
0
B@
1
CA
2
64
3
75vec
*
CðnÞi;J ð#hÞ þ
Xs
i¼1
R
ðnÞ
i
and
T
ðn;sÞ
2 :¼
1
k2
DkðJ2; f ÞCkðJ1; f Þ½JII;h;R Qðsþ1Þ
0
h ½Is#ðR#R1ÞQðsþ1Þh PhMh
 n1=2ð#hðnÞII  hIIÞ þ
Xn1
i¼sþ1
ðn  iÞ1=2
#Q0i;1
^
#Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ð#hÞ
2
64

Q0i;1
^
Q0i;p0
0
B@
1
CAvec
*
CðnÞi;J ðhÞ
3
75:
As for the trend part, the continuity in h of the Green’s matrices, the fact that
ðn  iÞ1=2 vec
*
CðnÞi;J ð#hÞ is OPð1Þ (as n-N; under HðnÞðh;R; f Þ), and the root-n
consistency of #h; entail that T
ðn;sÞ
1 and T
ðn;sÞ
2 are oPð1Þ underHðnÞðh;R; f Þ; for ﬁxed s;
as n-N; and uniformly in n; as s-N; respectively. The result follows. &
A.2. Proof of Proposition 3
(i) We ﬁrst prove that #W
ðnÞ
J is afﬁne-invariant. Clearly, the scalar factor d
1=2 in
the equivariance relation (25) has no inﬂuence on the afﬁne-invariance of #W
ðnÞ
J ;
consequently, we can assume, without loss of generality, that d ¼ 1: With the
notation of Section 4.5, Lemma 2 yields *#S
ðnÞ
I;J ðMÞ ¼ gðmn;0ÞM01
*#S
ðnÞ
I;J : From Assumption
(E2), L
ðnÞ
#h
ðMÞ ¼ gðmn;0ÞM LðnÞ#h g
ðm;0Þ
M1
: Consequently, *#T
ðnÞ
I;J ðMÞ ¼ gðm;0ÞM01
*#T
ðnÞ
I;J : Analogously,
*#S
ðnÞ
II;JðMÞ ¼ gð0;n1ÞM01
*#S
ðnÞ
II;J ; Q
ðnÞ
#h
ðMÞ ¼ gð0;n1ÞM QðnÞ#h g
ð0;p0Þ
M1
; and therefore, *#T
ðnÞ
II;JðMÞ ¼
g
ð0;p0Þ
M01
*#T
ðnÞ
II;J : This implies that
*#T
ðnÞ
J ðMÞ ¼ gðm;p0ÞM01
*#T
ðnÞ
J :
For the variances, J
ðnÞ
I;#h; #R
ðMÞ ¼ gðm;0Þ
M01
J
ðnÞ
I;#h; #R
g
ðm;0Þ
M1
and J
ðnÞ
II;#h; #R
ðMÞ ¼ gð0;p0Þ
M01
J
ðnÞ
II;#h; #R
g
ð0;p0Þ
M1
:
Since, moreover, P#hðMÞ ¼ gð0;p0ÞM P#hgð0;p0ÞM1 and M#hðMÞ ¼ g
ð0;p0Þ
M M#hg
ð0;p1þq1Þ
M1
; standard
algebra shows that #W
ðnÞ
J ðMÞ ¼ nð
*
T
ðnÞ
J ð#hÞÞ0W0K W
*
T
ðnÞ
J ð#hÞ; where
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W :¼
1
k
E½J20 ðUÞðJðnÞI;#h; #RÞ
1 0
0
1
k2
E½J21 ðUÞE½J22 ðUÞðJðnÞII;#h; #RÞ
1
0
BB@
1
CCA
1=2
and (writing PY for the projection onto MðYÞ; see (9))
K :¼ Ikmþk2p0  PY
J
ðnÞ
I;#h; #R
0
0 J
ðnÞ
II;#h; #R
0
@
1
A
1=2
ðKðnÞ#IkÞ1 0
0 P#hM#h
 !
g
ðm;p1þq1Þ
M1
Y
0
B@
1
CA:
Now, under Assumption (A2), the null hypothesis is afﬁne-invariant, i.e., the
couple (h0;Y) is such that g
ðm;p1þq1Þ
M ðh0 þMðYÞÞ ¼ h0 þMðYÞ for any full-rank
matrix M: This implies thatMðgðm;p1þq1ÞM YÞ ¼MðYÞ for all such M (see the proof of
Proposition 2 in [11]). The afﬁne-invariance of #W
ðnÞ
J follows.
The asymptotic representation result of Proposition 2 will be sufﬁcient (see the
proof of (ii), (iii) below) to prove that all versions of #W
ðnÞ
J (based on any type of signs
and ranks) have the same asymptotic representation, and thus are asymptotically
equivalent; the asymptotic afﬁne-invariance of the absolute-interdirection-based
version of #W
ðnÞ
J follows since we just showed that the pseudo-Mahalanobis version of
#W
ðnÞ
J is strictly afﬁne-invariant.
Let us now prove that #W
ðnÞ
J is asymptotically invariant with respect to the group of
continuous monotone radial transformations. Let n1=2 *T
ðnÞ
J;RðhÞ be given by
n1=2 *T
ðnÞ
I;J;RðhÞ
n1=2 *T
ðnÞ
II;J;RðhÞ
0
@
1
A :¼ LðnÞ
0
h ðn1=2ðvec *KðnÞ0;J;RðhÞÞ0;y; ðvec *KðnÞn1;J;RðhÞÞ0Þ0
Q
ðnÞ0
h ððn  1Þ1=2ðvec *CðnÞ1;J;RðhÞÞ0;y; ðvec *CðnÞn1;J;RðhÞÞ0Þ0
0
@
1
A;
where hAðh0 þMðYÞÞ;
*KðnÞi;J;RðhÞ :¼ ðn  iÞ1 R01=2
Xn
t¼iþ1
J0
Rtðh;RÞ
n þ 1
 
Utðh;RÞxðnÞ
0
tiK
ðnÞ;
and
*CðnÞi;J;RðhÞ :¼R01=2
1
n  i
Xn
t¼iþ1
J1
R
ðnÞ
t ðh;RÞ
n þ 1
 ! 
 J2 Rtiðh;RÞ
n þ 1
 
Utðh;RÞU0tiðh;RÞ

R01=2:
Proceeding as in the proof of Proposition 2, one can verify that
*
T
ðnÞ
J ðhÞ  *TðnÞJ;RðhÞ is
oPðn1=2Þ under
S
f H
ðnÞðh;R; f Þ: Using Lemma 3, this yields
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n1=2
*
T
ðnÞ
J ð#hÞ ¼ n1=2 *TðnÞJ;RðhÞ
 CkðJ0; f Þ
k
JI;h;RðKðnÞ#IkÞ1 0
0
DkðJ2; f Þ
k
JII;h;RPhMh
0
@
1
An1=2ð#h  hÞ þ oPð1Þ;
under HðnÞðh;R; f Þ: On the other hand, using the continuity of %QI;J;RðhÞ and
%QII;J;RðhÞ with respect to h and R; we obtain that, under
S
f H
ðnÞðh;R; f Þ;
#W
ðnÞ
J ¼ ðn1=2
*
T
ðnÞ
J ð#hÞÞ0
%QI;J;RðhÞ 0
0 %QII;J;RðhÞ
 !
ðn1=2
*
T
ðnÞ
J ð#hÞÞ þ oPð1Þ
(here, and in the sequel, %QI;J;RðhÞ (resp., %QII;J;RðhÞ) denotes the array obtained by
replacing J
ðnÞ
I;h;R by JI;h;R (resp., J
ðnÞ
II;h;R by JII;h;R) in %Q
ðnÞ
I;J;RðhÞ (resp., in %QðnÞII;J;RðhÞ)).
Writing %K for KðnÞ#Ik; and using Lemma 2.2.6(c) in [37],
%QI;J;RðhÞ 0
0 %QII;J;RðhÞ
 ! JI;h;R %K1 0
0
DkðJ2; f Þ
k
JII;h;RPhMh
0
@
1
AY
¼ cIð %K
1YI  %K1YIðY0I %K01JI;h;R %K1YIÞ1Y0I %K01JI;h;R %K1YIÞ
cIIðPhMhYII  PhMhYIIðY0IIM0hP0hJII;h;RPhMhYIIÞY0IIM0hP0hJII;h;RPhMhYIIÞ
 !
¼ 0;
for some constants cI; cII: This and the constraints on #h jointly entail that, underS
f H
ðnÞðh;R; f Þ; with hAðh0 þMðYÞÞ;
#W
ðnÞ
J ¼ ðn1=2 *TðnÞJ;RðhÞÞ0
%QI;J;RðhÞ 0
0 %QII;J;RðhÞ
 !
ðn1=2 *TðnÞJ;RðhÞÞ þ oPð1Þ;
which proves that #W
ðnÞ
J is indeed asymptotically invariant with respect to the group
G
ðnÞ
R ; since n
1=2 *T
ðnÞ
J;RðhÞ is strictly invariant with respect to that group.
(ii), (iii) Part (i) of the Proposition, and the continuity of %QI;J;RðhÞ and %QII;J;RðhÞ
with respect to h and R again, imply that #WðnÞJ has the same asymptotic
behavior as
nð
*
T
ðnÞ
I;J ðhÞÞ0 %QI;J;RðhÞ*T
ðnÞ
I;J ðhÞ þ nð*T
ðnÞ
II;JðhÞÞ0 %QII;J;RðhÞ*T
ðnÞ
II;JðhÞ ðA:7Þ
under HðnÞðh;R; f Þ; hAðh0 þMðYÞÞ as under the sequence of local alternatives
HðnÞðh þ mðnÞs;R; f Þ; with hAðh0 þMðYÞÞ and mðnÞseMðYÞ: On the other hand,
Proposition 2 implies that (A.7) behaves as
nð *TðnÞI;J;R; f ðhÞÞ0 %QI;J;RðhÞ *TðnÞI;J;R; f ðhÞ þ nð *TðnÞI;J;R; f ðhÞÞ0 %QII;J;RðhÞ *TðnÞII;J;R; f ðhÞ; ðA:8Þ
where we let n1=2 *T
ðnÞ
I;J;R; f ðhÞ :¼ LðnÞ
0
h ðn1=2ðvec *KðnÞ0;J;R; f ðhÞÞ0;y; ðvec *KðnÞn1;J;R; f ðhÞÞ0Þ0 and
n1=2 *T
ðnÞ
II;J;R; f ðhÞ :¼ QðnÞ
0
h ððn  1Þ1=2ðvec *CðnÞ1;J;R; f ðhÞÞ0;y; ðvec *CðnÞn1;J;R; f ðhÞÞ0Þ0:
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Now, n1=2 *T
ðnÞ
I;J;R; f ðhÞ is asymptotically km-normal, with mean 0 under
HðnÞðh;R; f Þ (with hAðh0 þMðYÞÞ), mean ðCkðJ0; f Þ=kÞJI;h;Rðvec g0Þ under the
sequence of local alternatives under consideration, and variance ðE½J20 ðUÞ=kÞJI;h;R
under both.
Since ðE½J20 ðUÞ=kÞJ1=2I;h;R %QI;J;RðhÞJ1=2I;h;R is a symmetric idempotent matrix with rank
km  rI; this implies that the ﬁrst term in (A.8) is asymptotically chi-square with
km  rI degrees of freedom underHðnÞh0;Y; and asymptotically noncentral chi-square,
still with km  rI degrees of freedom but with noncentrality parameter
ðC2kðJ0; f Þ=ðkE½J20 ðUÞÞÞrh;RðgÞ under HðnÞðh þ mðnÞs;R; f Þ with hAðh0 þMðYÞÞ;
and seMðYÞ:
For the serial part in (A.8), n1=2 *T
ðnÞ
II;J;R; f ðhÞ is asymptotically k2p0-normal, with
mean 0 under HðnÞðh;R; f Þ; hAðh0 þMðYÞÞ; mean
1
k2
DkðJ2; f ÞCkðJ1; f ÞJII;h;RPhMh
vec c
vec d
 
under the sequence of alternatives under consideration, and variance
ðE½J21 ðUÞE½J22 ðUÞ=k2ÞJII;h;R under both. The result follows from the fact that
ðE½J21 ðUÞE½J22 ðUÞ=k2ÞJ1=2II;h;R %QII;J;RðhÞJ1=2II;h;R is a symmetric idempotent matrix with
rank
tr ðIk2p0  J1=2II;h;RPhMhYIIðY0IIM0hP0hJII;h;RPhMhYIIÞY0IIM0hP0hJ1=2II;h;RÞ
¼ k2p0  tr ððY0IIM0hP0hJII;h;RPhMhYIIÞðY0IIM0hP0hJII;h;RPhMhYIIÞÞ
¼ k2p0  rankðY0IIM0hP0hJII;h;RPhMhYIIÞ
¼ k2p0  rankð ’Mh ’YIIÞ ¼ k2p0 minðk2ðp0 þ q0Þ; rIIÞ ¼ k2p0  rII;
since MhYII ¼ ’Mh ’YII is the product of two full-rank matrices.
(iv) Adapted to the current context, Hallin and Puri’s [16] general Lemma 5.12
shows that the test
%
fðnÞR; f% that rejects the null hypothesis whenever
DðnÞ
0
R; f%
ðhÞ½I CR; f%ðhÞYðY0CR; f%ðhÞYÞY0CR; f%ðhÞðCR; f%ðhÞÞ0ðCR; f%ðhÞÞ
 ½I CR; f%ðhÞYðY0CR; f%ðhÞYÞY0CR; f%ðhÞðCR; f%ðhÞÞDðnÞR; f%ðhÞ4w2s;1a;
where s :¼ rankðCR; f%ðhÞÞ  rankðY0CR; f%ðhÞYÞ; is locally and asymptotically most
stringent for H
ðnÞ
h0;Y
ðR; f%Þ against
S
heh0þMðYÞ
S
RH
ðnÞðh;R; f%Þ; at asymptotic
probability level a: Of course, the same optimality property holds for the
asymptotically equivalent (under H
ðnÞ
h0;Y
ðR; f%Þ; and under contiguous alternatives)
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test
%
fðnÞf% that rejects the null hypothesis whenever
W
ðnÞ
f%
:¼
*
DðnÞ
0
f%
ð#hÞ½I #CðnÞf% ð#hÞYðY
0 #CðnÞf% ð#hÞYÞ
Y0 #CðnÞf% ð#hÞð #C
ðnÞ
f%
ð#hÞÞ0ð #CðnÞf% ð#hÞÞ

 ½I #CðnÞf% ð#hÞYðY
0 #CðnÞf% ð#hÞYÞ
Y0 #CðnÞf% ð#hÞð #C
ðnÞ
f%
ð#hÞÞ
*
DðnÞf% ð#hÞ
4 w2s;1a; ðA:9Þ
where
*
DðnÞf% ðhÞ :¼ n1=2
Ikm 0
0 M0hP
0
h
 
*
T
ðnÞ
J ðhÞ;
with J0 ¼ J1 :¼ jf%3F˜1%k and J2 ¼ F˜1%k; and
#CðnÞf% ðhÞ :¼
1
k
Ik;f%J
ðnÞ
I;h; #R
0
0
mkþ1; f%Ik;f%
k2mk1; f%
M0hP
0
hJ
ðnÞ
II;h; #R
PhMh
0
BB@
1
CCA
¼CR; f%ðhÞ þ oPð1Þ
under HðnÞðh;R; f%Þ:
If we can assume that W
ðnÞ
f%
¼ #WðnÞf% ; then, by (ii), we have s ¼ km þ k2p0  r; so
that
%
fðnÞf% and f
ðnÞ
f%
actually coincide. The result then follows from the invariance
properties of fðnÞf% : In order to complete the proof, it is thus sufﬁcient to show that
indeed W
ðnÞ
f%
¼ #WðnÞf% : The block-diagonal structure of the quadratic form in the
deﬁnition of W
ðnÞ
f%
allows for a decomposition of the form W
ðnÞ
I; f%
þWðnÞII; f% ; where
W
ðnÞ
I; f%
(resp.,W
ðnÞ
II; f%
) deals with the trend part (resp., the serial part). While routine
algebra yields W
ðnÞ
I; f%
¼ #WðnÞI; f% ; the situation for the serial part is more intricate,
mainly due to the presence of generalized inverses. Write #P; #M; #JII; and #N for
P#h; M#h; J
ðnÞ
II;#h; #R
; and M0#hP
0
#h
J
ðnÞ
II;#h; #R
P#hM#h; respectively. Standard calculation yields
W
ðnÞ
II; f%
¼ nk
2mk1; f%
mkþ1; f%Ik;f% *
T
ðnÞ0
II;Jð#hÞ #P #Mf #N½I #NYIIðY0II #NYIIÞY0II #N #Ng #M0 #P0 *T
ðnÞ
II;Jð#hÞ;
that is, in view of Lemma 2.2.6(c) in [37],
W
ðnÞ
II; f%
¼ nk
2mk1; f%
mkþ1; f%Ik;f% *
T
ðnÞ0
II;Jð#hÞ½ #P #M #N #M0 #P0  #P #MYIIðY0II #NYIIÞY0II #M0 #P0
*
T
ðnÞ
II;Jð#hÞ:
This implies that W
ðnÞ
II; f%
¼ #WðnÞII; f% ; since #MYII ¼
’#M ’YII; and since, from Lemma
2.2.5(c) in [37], #P #Mð #M0 #P0 #JII #P #MÞ #M0 #P0 ¼ #J1II : Consequently, WðnÞf% ¼ #W
ðnÞ
f%
; which
completes the proof. &
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