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We discuss the OrnsteinUhlenbeck process over a compact Riemannian
manifold in the framework of a martingale problem. We obtain a solution to this
problem as the limit of approximate finite dimensional processes. To this end, we
prove a Kolmogorov-type estimate by making use of an expression of the Ornstein
Uhlenbeck operator.  1997 Academic Press
1. INTRODUCTION
Soit M une varie te riemannienne compacte connexe sans bord de dimen-
sion d. En fixant un point m0 # M une fois pour toutes, on de finit l’espace
des chemins issus de m0 Pm0(M) par
Pm0(M)=[ p : [0, 1]  M; continue, p(0)=m0].
Soit + la mesure de Wiener sur Pm0(M). K. Ito^ [17] a introduit la notion
du transport paralle le stochastique sur M: bien que +-presque toutes les
courbes ne soient pas diffe rentiables, l’analyse stochastique permet de
de finir le transport paralle le de Levi-Civita le long de +-presque toutes les
courbes. C’est gra^ce a ce transport paralle le stochastique que l’on peut
de finir le gradient D sur Pm0(M). Du moment que l’on a le gradient, il est
naturel que la formule d’inte gration par parties et l’exsitence de la
divergence fassent l’objet de recherches de nombreux chercheurs (voir
Airault et Malliavin [2], Bismut [6], Driver [8], Enchev et Stroock [10],
Fang [11], Fang et Malliavin [12], Hsu [14], [15] Le andre [20]).
Nous avons vu au cours de ces dernie res anne es deux contributions
remarquables en matie re de construction de processus a valeurs dans
Pm0(M) (Driver et Ro ckner [9] et Norris [23]). Driver et Ro ckner ont
construit le processus d’OrnsteinUhlenbeck associe a la forme de Dirichlet
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base e sur D. Le point crucial de leur me thode est de de montrer que la
capacite associe e a la forme de Diriclet est essentiellement concentre e sur
des compacts. D’autre part Norris a aborde ce sujet du point de vue des
e quations diffe rentielles stochastiques a deux indices tout en exploitant la
the orie des semi-martingales a deux indices. Mais ce qu’il a construit est lie
au jumeau D de D et est donc diffe rent du processus de Driver et Ro ckner.
Nous nous proposons dans cet article de construire le processus
d’OrnsteinUhlenbeck stationnaire dans le cadre du proble me des martingales
au sens de Stroock-Varadh associe a la mesure de Wiener + et a l'ope rateur
d'OrnsteinUhlenbeck L=&D*D (voir la de finition 4.1). Comme L est
un ope rateur diffe rentiel du second ordre, notre approche nous oblige de
fac on primordiale a effectuer des calculs de de rive es secondes , aussi dif-
ficiles soient-ils, alors que Driver et Ro ckner n’ayant affaire qu’a la forme
de Dirichlet en ont e te quitte pour des calculs de de rive es premie res.
Cependant gra^ce aux travaux de Cruzeiro et Malliavin [3], [4] et [5]
concernant le repe re mobile sur l’espace des chemins, nous sommes a me^me
de surmonter cette difficulte . Nous obtenons une expression explicite de
l’ope rateur d’OrnsteinUhlenbeck (voir le the ore me 3.1). La construction
du processus consiste a de montrer une estimation du type Kolmogorov
pour les processus aproche s (voir le lemme 6.1). Pour construire de tels
processus approche s, nous nous servons d’ope rateurs projete s e tudie s par
Airault [1]. Une fois les ingre dients re unis on s’aperc oit que la construc-
tion du processus est d’autant plus facile que ce ne sont que des fonctions
cylindriques soumises a une seule variable qui interviennent dans le calcul.
A la fin de cet article, nous tra@^tons l’aspect abstrait de la convergence de
formes quadratiques dont on se sert pour de montrer que le processs que
l’on construit n’est rien d’autre que celui de Driver et Ro ckner.
Finalement l’auteur tient a exprimer toute sa gratitude au Professeur P.
Malliavin qui a bien voulu l’inviter a travailler a l’Universite de Paris VI.
Ses suggestions et encouragements l’ont aide a mener a bien ce travail.
L’auteur est e galement tre s reconnaissant au Professeur K. Ito^ de sa
de marche pour la re alisation de ce projet et les remerciements vont aussi
au gouvernement franc ais pour le soutient financier pendant le se jour a Paris.
2. NOTATIONS ET NOTIONS DE BASE
Ce paragrahe a pour le but de fixer les notations et de rappeler brie ve-
ment des re sultats dont on a besoin dans la suite.
Soit O(M) le fibre des repe res orthonorme s sur M et on note
? : O(M)  M la projection canonique. Soient A: , :=1, ..., d les champs de
vecteurs horizontaux canoniques sur O(M). On de signe par (%, |) le
paralle lisme de O(M). Autrement dit, % est la forme diffe rentielle sur O(M)
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a valeurs dans Rd telle que pour tout ! # Tr O(M), d:=1(%, !)
: A:(r) est la
composante horizontale de ! et | est la forme diffe rentielle sur O(M) a
valeurs dans so(d ) telle que pour tout ! # TrO(M), (ddt) ret(|, !) | t=0 est la
composante verticale de !.
Dans tout ce qui suit on fixe un r0 # O(M) tel que ?(r0)=m0 et
soit r0=(=:)d:=1. Etant donne le mouvement brownien (x({))0{1 a
valeurs dans Rd, on conside re l’e quation diffe rentielle stochastique suivante:
{dr({)=
d
:=1 A:(r({)) b dx
:({)
r(0)=r0 .
(2.1)
On de signe par (rx({))0{1 la solution de (2.1). Soit px({)=?(rx({)).
Alors le processus ( px({))0{1 ainsi obtenu est le mouvement brownien
sur M et on obtient ce qu’on appelle l’application d’Ito^ I : X  Pm0(M)
de finie par I(x)= px( } ) ou X de signe l’espace de Wiener. Soit +X la mesure
de Wiener sur X. La mesure image de +X par I n’est rien d’autre que +. Du
point de vue de la the orie de la mesure, I est un isomorphisme de (X, +X)
a (Pm0(M), +). Par conse quent e tant donne l’un des processus (x({))0{1 ,
(rx({))0{1 et ( px({))0{1 on obtient les autres par l’interme diaire de I.
De ce point de vue, on se de barrasse de la de pendance de x et on notera
simplement (r({))0{1 et ( p({))0{1. Lorsqu’on a besoin de manifester
que l’un de pend d’autre, on le de signera comme indice, soit (rp({))0{1
par exemple.
On note ( } , } ) le produit scalaire de TmM. Comme r({) peut e^tre conside re
comme une isome trie r({) : Rd  Tp({) M, on peut de finir pour _1 , _2 # [0, 1]
une isome trie t p_2  _1 : Tp(_1) M  Tp(_2) M par t
p
_2  _1=r(_2) b r(_1)
&1 et on
l’appelle le transport paralle le stochastique le long de p de _1 a _2 .
Soit H1 l’espace de Cameron-Martin de Pm0(M):
H 1={h: [0, 1]  Tm0 M; absolument continue et
|h| 2H 1=(h, h) H 1=|
1
0
(h4 ({), h4 ({)) d{<= .
H1 fait office d’espace tangent a Pm0(M). On appelle un processus
Z=(Zp({))0{1 a valeurs dans TM un champ de vecteurs le long de p,
si Zp({) # Tp({)M et zp( } ) # H 1 ou zp({)=t p0  {(Zp({)). (Zp({))0{1 est
appele adapte si de plus zp({) est mesurable par rapport a la tribu engen-
dre e par (x(_), _{) pour tout { # [0, 1].
Soient R, Ric le tenseur de courbure et le tenseur de Ricci de M respec-
tivement. On de finit les processus (0:, ;, # $({))0{1 et (Ric: ;({))0{1 par
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:
d
$=1
0:, ;, #$({) t p{  0=$=R(t
p
{  0 =: , t
p
{  0=;) t
p
{  0=#
:
d
;=1
Ric:
;({) t p{  0=;=Ric(t
p
{  0=:).
Notons que Ric:
;({)=Ric; :({) et d:=1 0:, ;, :
$({)=&Ric; $({).
On note C l’espace des fonctions cylindriques sur Pm0(M):
C=[ f ( p)=F( p(_1), ..., p(_N)); F # C (MN),
0_1< } } } <_N1, _1 , ..., _N sont dyadiques].
Soit f ( p)=F( p(_1), ..., p(_N)). Comenc ons par de finir les composantes du
gradient d’indice continu { # [0, 1] et d’indice discret : # [1, ..., d] par
D{, : f ( p)= :
N
j=1
1{<_j (t
p
0  _j  jF( p(_1), ..., p(_N)), =:).
Le gradient D est de fini par la relation suivante:
(Df ( p), h)H 1= :
d
:=1
|
1
0
D{, : f ( p) h4 :({) d{
pour tout h=d:=1 h
:=: # H 1. Soit Z un champ de vecteurs. On pose
DZ f ( p)=(Df ( p), Zp) H 1 . On a donc
DZ f ( p)= :
d
:=1
|
1
0
D{, : f ( p) z* :({) d{
= :
N
j=1
j F( p(_1), ..., p(_N)) Z(_j).
On de finit sur C une forme quadratique syme trique relative a la norme de
L2(+).
De finition 2.1. Pour f, g # C, on pose
D( f, g)=|
Pm0(M)
(Df ( p), Dg( p)) H 1 d+( p).
Il est bien connu qu’en raison de la formule d’inte gration par parties
suivante, D est fermable et son extension minimale est donc une forme de
Dirichlet.
23ORNSTEINUHLENBECK SUR L’ESPACE DES CHEMINS
Soit Z un champ de vecteurs adapte . On de finit sa divergence $(Z) par
$(Z)= :
d
:=1
|
1
0 \z* :(*)+ 12 :
d
;=1
Ric;
:(*) z;(*)+ dx:(*).
ou z:({)=(tp0  {Zp({), =:).
Proposition 2.2. (Formule d’inte gration par parties.) Soit f, g # W 1
et soit Z un champ de vecteurs adapte . Alors on a
|
Pm0(M)
f ( p) DZ g( p) d+( p)=|
Pm0(M)
(&DZ f ( p)+$(Z) f ( p)) g( p) d+( p).
Preuve. Voir [2, 6, 8, 10, 12, 14].
Fang [11] a re ussi a de montrer que me^me si Z n’est pas adapte , la
divergence de Z existe sous certaines conditions.
Ensuite de finissons la norme de Sobolev d’indice p1 sur C. Soit f # C
et on pose & f &1, p=& f &Lp(+)+& |Df |H1 &Lp(+) . Comme l’ope rateur D est
fermable dans L p(+), l’adhe rence abstraite W 1p de C pour la norme & }&Lp(+)
est re alise e en tant que sous-espace dense de L p(+): W 1p/L
p(+). On pose
W 1=1< p< W
1
p .
Finalement on rappelle une belle formule de Cruzeiro et Malliavin sur la
de rive e du transport paralle le stochastique (voir [3], [4] et [5]). Pour
_ # [0, 1] on pose 8_( p)=rp(_). On plonge O(M) dans un espace
euclidien RD et ainsi on peut conside rer 8_ comme une fonction a valeurs
dans RD.
Proposition 2.3. 8_ # W 1R
D et D{, :8_ # Tp(_) O(M) dont la com-
posante horizontale et la composante verticale sont donne es par la formule
suivante:
(%, D{, : 8_)=1{<_=:
(|, D{, : 8_)#$=1{<_ :
d
;=1
|
_
{
0:, ;, #$(*) b dx;(*).
3. OPE RATEUR D’ORNSTEINUHLENBECK
Soit [u$k]k=0 la base de Haar dans L
2(0, 1) et on de finit des champs de
vecteurs Uk, : , k=0, 1, 2, ..., :=1, 2, ..., d par
Uk, :({)=uk({) t p{  0(=:). (3.1)
Remarquons que lorsque { est dyadique,
Uk, :({)=0 pour k suffisamment grand. (3.2)
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Soit f, g # C. Alors en utilisant la formule d’inte gration par parties, on a
D( f, g)= :

k=0
:
d
:=1
|
Pm0(M)
DUk, : f ( p) DUk, : g( p) d+( p)
=& :

k=0
:
d
:=1
|
Pm0(M)
(D2Uk, : f ( p)&$(Uk, :) DUk, : f ( p)) g( p) d+( p).
En vertu de (3.2), la somme sur k est finie. En posant
Lf ( p)= :

k=0
:
d
:=1
(D2Uk, : f ( p)&$(Uk, :) DUk, : f ( p)), (3.3)
on obtient un ope rateur syme trique L ve rifiant D( f, g)=(&Lf, g) pour
f, g # C. On appelle L l’ope rateur d’OrnsteinUhlenbeck sur l’espace des
chemins.
Soit f ( p)=F( p(_1), ..., p(_N)), F # C (MS) et de finissons la fonction
F : O(M)_ } } } _O(M)
N fois
 R
par
F (r1 , ..., rN)=F(?(r1), ..., ?(rN)). (3.4)
On a une expression de Lf en termes de F :
The ore me 3.1. Pour toute f # C de la forme f ( p)=F( p(_1), ..., p(_N)),
posons F comme en (3.4). Alors Lf appartient a L2(+) et Lf peut s’exprimer
comme
Lf ( p)= :
1 j, iN
:
d
:=1
_j 7 _iAi: Aj:F (r(_1), ..., r(_N))
& :
N
j=1
:
d
:=1
z:(_j) Aj:F (r(_1), ..., r(_N)) (3.5)
ou
z:(_)=x:(_)+ :
d
;=1 {
1
2 |
1
0
(* 7 _) Ric;:(*) dx;(*)
&|
_
0
* Ric;:(*) b dx;(*)= . (3.6)
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Remarque. On pose
z:1(_)= :
d
;=1
1
2 |
1
0
(* 7 _) Ric;:(*) dx;(*)
z:2(_)=& :
d
;=1
|
_
0
* Ric;:(*) b dx;(*).
Alors on le verra plus tard, le terme z:1 provient de la formule d’inte gration
par parties et il appartient a H 1 mais il n’est pas adapte . Quant au terme
z:2(_), il est une semi-martingale d’origine de la de rive e du transport
paralle le stochastique.
Remarque. L’expression de L a e te donne e par plusieurs articles (voir
Enchev-Stroock [10], Hsu [15] entre autres). Le lien entre (3.5) et d’autres
formules peut s’expliquer de manie re suivante. On pose y(_)=x(_)+z1(_)
et Y(_)=t p0  _ y(_).
Lf ( p)=trace D2f ( p)&DY f ( p)
= :
d
:=1
|
1
0
|
1
0
D{, :D{, : f ( p) d{& :
d
:=1
|
1
0
(dx:({)+z* :1({)) D{, : f ( p) d{.
On a donc
trace D2f ( p)= :
1 j, iN
:
d
:=1
_j 7 _i Ai: Aj: F (r(_1), ..., r(_N))
& :
N
j=1
:
d
:=1
z:2(_j) Aj: F (r(_1), ..., r(_N)).
Preuve. On calcule d’abord les de rive es premie res apparues en (3.3).
Tout d’abord on remarque que les de rive es premie res s’expriment en termes
de F :
D{, : f ( p)= :
N
j=1
1{<_(_j F( p(_1), ..., p(_N)), t
p
_j  0 =:)
= :
N
j=1
1{<_Aj: F (r(_1), ..., r(_N)).
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On a donc
DUk, : f ( p)=|
1
0
D{, : f ( p) u$k({) d{
= :
N
j=1
(jF( p(_1), ..., p(_N)), t p_j  0(=:)) uk(_j).
En sommant sur k et :, on a
:

k=0
:
d
:=1
$(Uk, :) DUk, : f ( p)
= :

k=0
:
d
:=1 {|
1
0
(u$k(*) dx:(*)+ 12 uk(*) Ric;
:(*) dx;(*)+
_ :
N
j=1
Aj: F (r(_1), ..., r(_N)) uk(_j)= .
Notons que
:

k=0
uk({) uk(_)={ 7_
et
:

k=0 \|
1
0
u$k({) dx:({)+ uk(_)=x:(_).
Par conse quent on obtient
:

k=0
:
d
:=1
$(Uk, :) DUk, : f ( p)
= :
d
:=1
:
N
j=1 \x
:(_j)+ 12 |
1
0
(* 7 _) Ric;:(*) dx;(*)+ Aj: F (r(_1), ..., r(_N)).
Ensuite on proce de au calcul de de rive es secondes.
D{2 , :2 D{1 , :1 f ( p)= :
N
j=1
1{1<_j D{2 , :2Aj:1 F (r(_1), ..., r(_N))
= :
N
j=1
1{1<_j { :
N
i=1
(diAj:1 F (r(_1), ..., r(_N)), D{2 , :2 r(_i))= .
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Soit h[D{2 , :2 r(_i)] la composante horizontale de D{2 , :2 r(_i) et soit
v[D{2 , :2 r(_i)] la composante verticale de D{2 , :2 r(_i). En vertu de la
proposition 2.3, h[D{2 , :2 r(_i)]=1{2<_i A:2(r(_i)). On a donc
(diAj:1 F (r(_1), ..., r(_N)), h[D{2 , :2 r(_i)])=1{2<_i A
i
:2
Aj:1 F (r(_1), ..., r(_N)).
De finissons une matrice antisyme trique 1({, _; :) par
1({, _; :)#$= &1r<_ :
d
;=1
|
_
{
0:,;, #$(*) b dx;(*).
1({, _; :)# $ est introduit par Cruzeiro et Malliavin [35] comme symbole
de Christofell. D’apre s la proposition 2.3 on a
(diAj:1 F (r(_1), ..., r(_N)), v[D{2 , :2r(_i)])
=
d
dt
Aj:1 F (r(_1), ..., r(_i) e
t1({2 , _i ; :2), ..., r(_N)) } t=0.
Remarquons que
Aj:1 F (r(_1), ..., r(_i) e
t1({2 , _i ; :2), ..., r(_N))
={(r(0) b r(_j)
&1 jF( p(_1), ..., p(_N)), =:1)
(r(0) b e&t1({2 , _i ; :2)r(_j)&1 jF( p(_1), ..., p(_N)), =:1)
si i{j
si i=j.
Par conse quent on a
(di Aj:1 F (r(_1), ..., r(_N)), v[D{2 , :2 r(_i)])
={0&(r(0) b 1({2 , _i ; :2) r(_j)&1 jF( p(_1), ..., p(_N)), =:1)
si i{j
si i=j.
Lorsque i= j, on a donc
&(r(0) b 1({2 , _j ; :2) r(_j)&1 jF( p(_1), ..., p(_N)), =:1)
=&1({2 , _j ; :2);1
:1\r(0) b r(_j)&1 jF( p(_1), ..., p(_N)), =;1)
=1({2 , _j ; :2):1
;1 Aj;1 F (r(_1), ..., r(_N)).
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On a donc
D{2 , :2D{1 , :1 f ( p)
= :
N
j=1
1{1<_j { :
N
i=1
1{2<_i Ai:2 A
j
:1
F (r(_1), ..., r(_N))
& :
1;1 , ;2d
1{2<_j |
_j
{2
0:2 , ;2 , :1
;1(*) b dx;2(*) Aj;1 F (r(_1), ..., r(_N))= .
On est en mesure de calculer les de rive es secondes de Lf.
:

k=0
:
d
:=1
D2Uk, : f ( p)
= :

k=0
:
d
:=1
|
1
0
|
1
0
D{2 , :D{1 , : f ( p) u$k({1) u$k({2) d{1 d{2
= :

k=0
:
d
:=1
|
1
0
|
1
0 { :1 j, iN 1{1<_j 1{2<_i Ai: Aj:F (r(_1), ..., r(_N))
& :
N
j=1
:
1;1 , ;2d
1{1<_j 1{2<_j |
_j
{2
0:, ;2 , :
;1(*) b dx;2(*)
_Aj;1 F (r(_1), ..., r(_N))= u$k({1) u$k({2) d{1 d{2
= :

k=0
:
d
:=1 { :1 j, iN uk(_j) uk(_i) Ai: Aj: F (r(_1), ..., r(_N))
& :
N
j=1
:
1;1 , ;2d
uk(_j) |
_j
0
uk(*) 0:, ;2 , :
;1(*) b dx;2(*)
_Aj;1 F (r(_1), ..., r(_N))=
= :
1 j, iN
_j 7 _i :
d
:=1
Ai: Aj: F (r(_1), ..., r(_N))
+ :
N
j=1
:
1;1 , ;2d
|
_j
0
* Ric;2
;1(*) b dx;2(*) Aj;1 F (r(_1), ..., r(_N)).
Combinant les re sultats ci-dessus, on obtient (3.5). K
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4. PROBLE ME DES MARTINGALES ASSOCIE A + ET L
Soit (0, F, P) un espace de probabilite et soit (Ft)t0 une famille
croissante de sous-tribus de F. Soit ( pt)t0 un processus (Ft)-adapte
continu a valeurs dans Pm0(M).
De finition 4.1. Une collection (0, F, P, (Ft)t0 , ( pt)t0) est dite une
solution du proble me des martingales associe a la mesure invariante + et au
ge ne rateur infinite simal L si les conditions suivantes sont satisfaites.
(C.1) La loi de pt sous P est e gale a + pour tout t0.
(C.2) On pose M ft= f ( pt)& f ( p0)&
t
0(Lf )( ps) ds pour f # C. Alors
le processus (M ft )t0 est une (Ft)-martingale continue pour toute f # C.
On s’inte resse donc a l’existence et a l’unicite de ce proble me. Soit
(Tt)t0 le semigroupe associe a la forme de Dirichlet D.
The ore me 4.2. Il existe une solution du proble me des martingales ayant
les proprie te s suivantes:
(i) Quels que soient f0 , f1 , ..., fm # C et 0t0t1 } } } tm on a
E( f0( pt0) f1( pt1) } } } fm( ptm))
=( f0 , Tt1&t0 f1 Tt2&t1 f2 } } } fm&1 Ttm&tm&1 fm)L2(+) (4.1)
ou f1 , f2 , ..., fm&1 dans le second membre sont conside re s comme des
ope rateurs de multiplication sur L2(+).
(ii) Soit 0<:< 12.
P \ sup
0{<{$1
0t<t$T
d( pt({), pt$ ({$))
( |t&t$|+|{&{$| ):
< pour tout T>0+=1 (4.2)
ou on de signe par d( } , } ) la distance riemannienne sur M.
Remarque. (4.1) montre que le processus dans le the ore me n’est rien
d’autre que celui construit par Driver et Ro ckner [9].
Remarque. Quant a l’unicite en loi du proble me des martingales, il est
facile de montrer que si C est dense dans le domaine de L , l’extension
auto-adjointe au sens de Friedrichs de L, pour la norme d’ope rateur
& f &L2(+)+&L f &L2(+) et cela revient a dire que L est essentiellement auto-
adjoint sur C. Mais a pre sent ce proble me reste ouvert.
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5. OPE RATEURS PROJETE S
Dans ce paragraphe on rappelle quelques notions dans Airault [1] tout
en les adaptant a notre situation. E tant done e une partie finie S de (0, 1],
ES de signe la projection ES: Pm0(M)  M
S, ES( p)=( p(_))_ # S . On de signe
par +S la mesure image de + par ES. Etant donne v # MS, on de signe par
+(} | ES( } )=v) la mesure conditionne e a v par ES et on note +ES l’ope rateur
d’espe rance conditionnelle par rapport a la tribu engendre e par ES. On a
donc
+ES( f )=|
Pm0(M)
f( p) d+( p | ES( p)=v) } v= ES( p) (5.1)
pour toute f # C. Remarquons que l’application X % x [ ( px(_))_ # S est non
de ge ne re e, et que la formule (5.1) s’applique pour toute fonctionnelle de
Wiener f (I(x)) de classe C  au sens de Malliavin et de plus la fonction du
second membre est de classe C  en v. On de finit une forme syme trique DS
a domaine C (MS) de manie re suivante.
De finition 5.1. Soient F, G # C (MS), on pose
DS(F, G)=|
Pm0(M)
(D(F b ES)( p), D(G b ES)( p)) H1 d+( p). (5.2)
Toujours suivant [1], on de finit un produit scalaire ( } | } ) dans chaque
espace cotangent Tv*MS. A cette fin, soient F, G # C (MS) et on de finit
({F(v) | {G(v))
=|
Pm0(M)
(D(F b ES)( p), D(G b ES)( p))H 1 d+( p | ES( p)=v). (5.3)
Alors on a
DS(F, G)=|
MS
({F(v) | {G(v)) d+S(v). (5.4)
On donne une expression explicite de ce produit scalaire. De finissons le
transport T_j  _i (v) : Tv(_i)M  Tv(_j)M par
T_j  _i (v)=|
Pm0(M)
t p_j  _i d+( p | E
S( p)=v). (5.5)
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Proposition 5.2. Soient F, G # C (MS), on a
({F(v) | {G(v))= :
1i, jd
_i 7 _j (T_j  _i (v) _i F(v), _j G(v)). (5.6)
En particulier, si F ne de pend que d'une variable, soit F(v)=,(v(_)), on a
({F(v) | {F(v))=_(d,(v(_)), d,(v(_))). (5.7)
Preuve. Soit [u$k]k=0 la base orthonorme e de Haar dans L
2(0, 1) et on
de finit des champs de vecteurs Uk, : , k=0, 1, 2, ..., :=1, 2, ..., d comme en
(3.1). Alors on a
(D(F b ES)( p), D(G b ES)( p))H 1
= :

k=0
:
d
:=1
DUk, :(F b E
S)( p) DUk, :( g b E
S)( p)
= :

k=0
:
d
:=1
:
N
i, j=1
uk(_i) uk(_j)(jF( p(_1), ..., p(_N)), t p_j  0(=:))
_(i G( p(_1), ..., p(_N)), t p_i  0(=:))
= :
d
:=1
:
N
i, j=1
(_i 7 _j)(t p_i  _j j F( p(_1), ..., p(_N)), iG( p(_1), ..., p(_N)))
En prenant l’espe rance conditionnelle , on a le re sultat cherche . K
De finition 5.3. On de finit un ope rateur diffe rentiel AS agissant sur
C (MS) par
ASF(v)=|
Pm0(M)
L(F b ES)( p) d+( p | ES( p)=v). (5.8)
Il est facile de voir que AS est syme trique par rapport a +S et ve rifie
D(F, G)=(&ASF, G). De plus AS est un ope rateur du second ordre a coef-
ficients C. On appelle AS le ge ne rateur projete de L. On se concentre
dore navant a donner une expression explicite de AS. Pour exprimer les
de rive es premie res de AS, On a besoin de de finir un processus Zp=
(Zp(_))_ # [0, 1] sur Pm0(M) a valeurs dans TM par
Zp(_)=t p_  0 :
d
:=1
z:(_) =: (5.9)
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ou z: est de fini en (3.5). Soit ZSv =(Z
S
v (_))_ # S le champ de vecteurs sur M
S
de fini par
ZSv (_)=|
Pm0(M)
Zp(_) d+( p | ES( p)=v). (5.10)
Afin d’exprimer les de rive es secondes de AS, on a besoin d’introduire une
notation. Soit F # C(MS), on de finit pour i{j 4_i , _j F(v) # End(Tv(_j) M,
Tv(_i)M) de la manie re suivante: comme grad_j F(v) # Tv(_j)M, on a applica-
tion M % m  grad_j F(..., m
_i , ...) # Tv(_j) M. La diffe rentielle de cette applica-
tion en v(_i) appartient donc a End(Tv(_j) M, Tv(_i)M). On pose
4_i ,_jF(v)={_i grad_j F(v). (5.11)
En utilisant des cartes locales (!:i )
d
:=1 , (!
;
j )
d
;=1 aux voisinages de v(_i) et
v(_j), on a
4_i , _j F(v)=
2
!:i !
;
j
F(v).
Lemme 5.4. Soit F # C (MS) et de finissons F comme en (3.3). Alors
on a
:
d
:=1
Ai: Aj: F (r(_1), ..., r(_N))
={2_i F(?(r(_1)), ..., ?(r(_N)))tr(r(_j) r(_i)&1 4_i , _j F(?(r(_1)), ..., ?(r(_N)))
si i=j
si i{j.
(5.12)
Le the ore me suivant re sulte imme diatement du the ore me 3.1, de la de fini-
tion 5.3 et du lemme 5.4.
The ore me 5.5. Soient F, G # C (MS), on a
ASF(v)= :
1i, jd
_i 7 _j2_i , _j F(v)+{ZvS F(v) (5.13)
ou
2_i , _j F(v)={2_i F(v)tr(T_i  _j (v) 4_j , _i F(v))
si i=j
si i{j.
(5.14)
En particulier, si F ne de pend que d'une variable, soit F(v)=,(v(_)), on a
ASF(v)=_ 2,(v(_))+(ZSv (_), d,(v(,))). (5.15)
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6. ESTIMATION DU TYPE KOLMOGOROV
Soit ( pSt )t0 la diffusion sur M
S de ge ne rateur infinitesimal AS. Ev et E
de signent l’espe rance relative a ( pSt )t0 issu d’un point v # M
S et celle
relative a ( pSt )t0 de loi initiale +
S respectivement. Dans ce qui suit, on va
profiter de fac on fre quente de l’identite suivante.
E(F( pSt ))=|
MS
F(v) d+S(v)=|
Pm0(M)
F b ES( p) d+( p). (6.1)
Lemme 6.1. Pour tout entier r1, il existe une constante cr inde pendante
de S telle que
E(d( pSt (_), p
S
t$(_$)
2r)cr( |t&t$| r+|_&_$| r)
quels que soient t, t$0, _, _$ # S.
Preuve. Pour e conomiser des constantes, on se sert dans ce qui suit de
la notation AB lorsqu’il existe une constante ne de pendant que de r et
de quantite s ge ome triques de M telle que AcB.
D’abord remarquons que
E(d( pSt (_), p
S
t$(_$))
2r)
E(d( pSt (_), p
S
t$(_))
2r)+E(d( pSt$(_), p
S
t$(_$))
2r).
Compte tenu de (6.1), le second terme du second membre est estime
comme
|
MS
d(v(_), v(_$))2r d+S(v)
=|
Pm0(M)
d( p(_), p(_$))2r d+( p) |_&_$| r.
En vue d’appliquer la formule d’Ito^ pour estimer le premier terme, on a
besoin de choisir une fonction , : M_M  R telle que
,2 # C(M_M)
,(m, m$)=d(m, m$) si d(m, m$) 12 rM
,(m, m$)d(m, m$) pour out m, m$ # M
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ou rM de signe le rayon d’injectivite de M. De finissons une fonction
h # C(MS_MS) par h(v, v$)=,(v(_), v$(_))2. En utilisant la proprie te de
Markov de ( pSt )t0 , on a pour t$>t
E(d( pSt (_), p
S
t$(_)
2r)
E(h( pSt , p
S
t$)
r)
=|
MS
Ev(h(v, pSt$&t)
r) d+S(v).
Lorsqu’on a besoin de conside rer h(v, v$) comme une fonction de v$, v fixe ,
on e crit hv(v$). Posons
$(t)=|
MS
Ev(hv( pSt )
r) d+S(v).
Alors tout ce qu’il faut est de montrer que $(t)tr. Pour tout v # MS,
on a
Ev(hv( pSt )
r)=|
t
0
Ev((AShrv)( p
S
s )) ds.
Comme AS est un ope rateur de diffusion, on a l’identite suivante
AShrv=rh
r&1
v A
Shv+ 12r(r&1) h
r&2
v ({hv | {hv).
D’apre s la proposition 5.2, il est facile de voir que
({hv(v$) | {hv(v$))hv(v$) (6.2)
quels que soient v, v$ # MS. D’apre s le the ore me 5.5, il est clair qu’il existe
f_ # q>1 Lq(+) inde pendante de S, v, v$ telle que
sup
0_1
& f_+1&rLr(+)<
et
|(AShv)(v$)|F_(v$) :=|
Pm0(M)
f_( p) d+( p | ES( p)=v$) (6.3)
quels que soient v, v$ # MS. Combinant (6.2) et (6.3), on a
$(t)|
t
0
|
MS
Ev((F_( pSs )+1) hv( p
S
s )
r&1) d+S(v) ds.
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On applique l’ine galite de Ho lder deux fois conse cutivement de sorte que
$(t)|
t
0 \|MS Ev((F_( pSs )+1)r) d+S(v)+
1r
_\|MS Ev(hv( pSs )r) d+S(v)+
(r&1)r
ds.
Comme F_ ne de pend plus de v, on a le droit d’appliquer (6.1) pour estimer
|
MS
Ev((F_( pSs )+1)
r) d+S(v)
=|
MS
(F_(v)+1)r d+S(v)
=&+ES( f_+1)& rLr(+)& f_+1&
r
Lr(+)1.
Enfin on obtient
$(t)|
t
0
$(s)(r&1)r ds.
Pour achever la de monstration, il suffit de remarquer le fait suivant: Soit
u(t) une fonction continue sur [0, ). Alors u(t)C t0 u(s)
: ds avec
0<:<1, C>0 implique que u(t)(C;); t; avec ;=1(1&:). K
7. THE ORE ME DE LA SUITE DE PROCESSUS
Soit Sn=[ j2n, 1 j2n]. Dans ce qui suit, on va tout simplement
noter ESn=En et pour m<n Em, n de signe la projection naturelle
Em, n: MSn  MSm. On plonge M dans un espace euclidien RD. Ensuite on
de finit une suite ( pnt ({))

n=1 de processus continus a deux indices a valeurs
dans RD par l’interpolation line aire par morceaux:
pnt ({)=
{&_&
_&_&
( pSnt (_)&p
Sn
t (_
&))+pSnt (_
&)
si _&{_, _ # Sn . (7.1)
ou _& # S de signe l’e le ment just avant de _ # S.
En vertu du lemme 6.1, il s’ensuit qu’il existe une constante C inde -
pendante de n telle que
E(&pnt ({)&p
n
t$({$)&
2r
RD)C( |t&t$|
r+|{&{$| r) (7.2)
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quels que soient t, t$0, {, {$ # [0, 1]. En appliquant cette estimation pour
r=3, il en re sulte qu’il existe une sous-suite (nk)k=1 et une suite
( p^nkt ({))t0, 0{1 , k=1, 2, ..., de processus continus a deux indices a
valeurs dans RD, un processus ( p^t({))t0, 0{1 du me^me type de finis sur
un espace de probabilite commun (0 , F , P ) tels que
( p^nkt ({))t0, 0{1r( pnkt ({))t0, 0{1
P ( lim
k  
max
0tT, 0{1
& p^nkt ({)&p^t({)&RD=0 \T>0)=1
ou r indique que les processus a deux indices des deux membres posse dent
la me^me loi (voir Ikeda et Watanabe [16], p. 17). Pour simplifier les
notations, on se de barrasse dans la suite des ‘‘7’’ et on suppose que la con-
vergence a lieu sans prendre sous-suite.
D’abord on va assurer l’existence de la solution. On partage la
de monstration en 3 e tapes:
E tape 1. P( pt({) # M pour tout t0, 0{1)=1.
Pour x # RD, posons dist(x, M)=inf[&x& y&RD ; y # M] et pour un positif
arbitraire $, posons M$=[x # RD; dist(x, M)$]. Comme M est compacte,
il est clair qu’il existe un =>0 tel que dist(*m+(1&*) m$, M)$ pour tout
* # [0, 1] de s que m, m$ # M ve rifient d(m, m$)=. Par conse qent on a
P(_{ # [0, 1] tel que pnt ({)  M$)
P(__ # Sn tel que d( pSnt (_
&), pSnt (_))>=)
=+(__ # Sntel que d( p(_&), p(_))>=)
 :
_ # Sn
+(d( p(_&), p(_))>=)
c12n \1=+
4
\ 12n+
2
=c1 \1=+
4 1
2n
.
En appliquant le lemme de Borel-Cantelli et en faisant tendre $  0, on en
conclut que P( pt({) # M \{ # [0, 1])=1 pour t0. Par la continuite de
pt({), on a le re sultat voulu.
Comme la topologie relative de M co@ ncide avec la topologie originale de
M, on a un processus continu ( pt)t0 a valeurs dans Pm0(M).
E tape 2. ( pt)t0 ve rifie (C.1).
Il suffit de montrer que
E( f ( pt))=|
Pm0(M)
f ( p) d+( p)
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pour f # C avec f =F b En0 et t0. On peut le montrer de la manie re
suivante:
E( f ( pt))=E(F b En0( pt))
= lim
n  
E(F b En0 , n( pnt ))
= lim
n   |MSn F b E
n0 , n(v) d+Sn(v)
=|
Pm0(M)
F b En0( p) d+( p).
E tape 3. ( pt)t0 ve rifie (C.2) avec la famille de sous-tribus (Ft)t0 ou
Ft=_( ps ; st).
On peut supposer que f est de la forme f =F b En0 avec F # C(MSn0).
Posons fn=F b En0 , n # C(MSn) et de finissons M nt et F
n
t par
Mnt = fn( p
Sn
t )& fn( p
Sn
0 )&|
t
0
(ASnfn)( pSns ) ds
Fnt =_( p
Sn
s ; st).
Alors M nt est une (F
n
t )-martingale de carre inte grable. Il est facile de ve rifier
que notre objectif est acheve si on de montre que limn   E( |M nt &M
f
t |
2) ds
=0 pour \t0. A cette fin, il suffit de montrer que
lim
n   |
t
0
E( |(ASnfn)( pSns )&(Lf )( ps)|
2) ds=0 for \t0. (7.3)
De finissons
8m(v)=|
Pm0(M)
(Lf )( p) 7 m 6 (&m) d+( p | Em( p)=v).
Alors |8m(v)|m et on a
\|
t
0
E( |(ASnfn)( pSns )&(Lf )( ps)|
2) ds+
12
I1+I2+I3 , (7.4)
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ou
I1=\|
t
0
E( |(ASnfn)( pSns )&(8m b E
m, n)( pSns )|
2) ds+
12
I2=\|
t
0
E( |(8m b Em, n)( pSns )&(8m b E
m)( ps)| 2) ds+
12
I3=\|
t
0
E( |(8m b Em)( ps)&(Lf )( ps)| 2) ds+
12
.
D’apre s (6.1), on a
I1=\t |MSn |(ASnfn)(v)&(8m b Em, n)(v)| 2 d+Sn(v)+
12
=\t |Pm0(M) |((A
Snfn) b En)( p)&(8m b Em)( p)| 2 d+( p)+
12
=t12 &(ASnfn) b En&8m b Em&L2(+) .
En tenant compte de ce que ASnfn b En=+En(Lf ) et que 8m b Em=
+Em((Lf ) 7 m 6 (&m)), on a
I1=t12 &+En(Lf )&+Em((Lf ) 7 m 6 (&m))&L2(+)
t12 &Lf&+Em((Lf ) 7 m 6 (&m))&L2(+)
t12(&Lf&+Em(Lf )&L2(+)+&+Em((Lf )&(Lf ) 7 m 6 (&m))&L2(+))
t12(&Lf&+Em(Lf )&L2(+)+&Lf&(Lf ) 7 m 6 (&m)&L2(+)).
Comme ( pt)t0 satisfait (C.1), on peut obtenir l’ine galite suivante de la
me^me manie re:
I3t12(&Lf&+Em(Lf )&L2(+)+&Lf&(Lf ) 7 m 6 (&m)&L2(+)).
D’apre s le the ore me de convergence borne e de Lebesgue, on a
limn   I2=0 pour chaque m fixe . Par conse quent en faisant tendre n  
et ensuite m   en (7.4), on obtient (7.3).
Ensuite on va montrer (ii) du the ore me 4.2. On note (T St )t0 le
semigroupe associe a la forme de Dirichlet DS. Soient fj=Fj b En0,
Fj # C (MSn0), j=0, 1, ..., m. Alors en appliquant le the ore me A.2.3 de
l’appendice on a
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E( f0( pt0) f1( pt1) } } } fm( ptm))
= lim
n  
E((F0 b En0 , n)( pSn0t0 )(F1 b E
n0 , n)( pSn0t1 ) } } } (Fm b E
n0 , n)( pSn0tm ))
= lim
n  
((F0 b En0 , n), Tn, t1&t0(F1 b E
n0 , n) } } }
(Fm&1 b En0 , n) Tn, tm&tm&1(Fm b E
n0 , n))
=((F0 b En0), Tt1&t0(F1 b E
n0) } } } (Fm&1 b En0) Ttm&tm&1(Fm b E
n0))
ce qui montre (ii).
Comme la distance euclidienne et la disance riemannienne sont e quivalen-
tes sur M, (ii) du the ore me 4.2 est une conse quence imme diate de (7.2) (voir
par exemple Kunita [19], p. 31). K
D’apre s la de monstration pre ce dente, il est facile de voir qu’a partir d’une
sous-suite quelconque de ( pnt ({))t0, 0{1 , on peut extraire une sous-suite
qui converge en loi vers ( pt({))t0, 0{1. Par conse quent on peut re aliser
en effet la convergence presque partout de la suite ( p^nt ({))t0, 0{1 de finis
sur un espace de probabilite commun.
The ore me 7.1. Il existe un espace de probabilite et une suite ( p^nt ({))

n=1
de processus de finis sur lui ayant les me^mes lois que ( pnt ({))

n=1 de finis en (7.1)
tels qu'elle converge presque su^rement vers le processus d'OrnsteinUhlenbeck
sur Pm0(M) au sens de Driver et Ro ckner.
A. APPENDICE
Dans cet appendice, on va discuter l’aspect abstrait de la convergence
d’une suite de formes quadratiques.
A.1. Ge ne ralite s
Soit H un espace hilbertien muni du produit scalaire ( } , } ). Dans ce qui
suit on entend par une forme quadratique sur H une forme quadratique
syme trique non-ne gative de finie sur un sous-espace vectoriel D(q) de H, dit
le domaine de q, qui n’est pas ne cessairement dense dans H. On notera L(q)
l’adhe rence de D(q) dans H: L(q)=D(q). Etant donne e une forme quad-
ratique q sur H, on de finit sa fonctionnelle quadratique q( } ) par
q( f )={q( f, f )+
si f # D(q),
sinon.
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Il est a noter que par l’interme diaire de la formule de polarisation entre la
forme quadratique et sa fonctionnelle quadratique, on peut de finir l’une a
partir de l’autre.
Pour tout f # D(q) et tout :>0, on pose q:( f )=q( f )+:( f, f ). Alors
(q12: ( } )):>0 est une famille de normes e quivalentes sur D(q). Une forme
quadratique est dite ferme e si D(q) est complet pour q121 ( } ). Une forme
quadratique est dite fermable s’il existe une forme quadratique ferme e q telle
que D(q )#D(q) et q ( f )=q( f ) pour tout f # D(q).
Si une forme quadratique q est ferme e, alors il existe un ope rateur auto-
adjoint non-ne gatif &A sur L(q) tel que
D(- &A)(: le domaine de - &A)=D(q)
(A.1.1)
q( f, g)=(- &Af, - &Ag) pour tous f, g # D(q)
Re ciproquement si &A est un ope rateur auto-adjoint non-ne gatif sur un
sous-espace ferme L de H, alors il existe une forme quadratique dont
l’adhe rence du domaine est L tel que (A.1.1) ait lieu.
Soit q une forme quadratique ferme e. D’apre s le the ore me de Riesz pour
tout :>0 et tout f # H, il existe un et un seul G:f # D(q) ve rifiant
q:(G: f, g)=( f, g) pour tout g # D(q). On appelle (G:):>0 la re solvante
associe e a q. Elle n’est pas fortement continue en ce sens que
lim:   :G:f {f. En effet (G:):>0 est fortement continue si et seulement si
L(q)=H. Lorsque L(q)=H, l’ope rateur A associe a q est un ope rateur
auto-adjoint sur H et on a G:=(&A+:) &1. De plus on a le semi-groupe
(Tt)t0 fortement continu associe a q:Tt=etA.
Il est bien connu qu’une forme quadratique q est ferme e si et seulement si
sa fonctionnelle quadratique q( } ) est semi-continue infe rieurement pour la
topologie forte (voir Davies [7]). En tenant compte de ce que [ f # H;
q( f )*] est convexe et du fait qu’un covexe K # H est ferme pour la
topologie forte si et seulement si K est ferme pour la topologie faible, une
forme quadratique q est ferme e si et seulement si sa fonctionnelle quadrati-
que q( } ) est semi-continue infe rieurement pour la topologie faible. D’ou le
lemme suivant, mais on va donner une de monstration directe en modifiant
le ge rement celle de [22].
Lemme A.1.1. Soit q une forme quadratique sur H. Les assertions suivan-
tes sont e quivalentes:
(i) Pour toute suite ( fn)n=1 d'e le ments de H convergeant vers f # H
pour la topologie faible, on a  n   q( fn)q( f ).
(ii) Pour toute suite ( fn)n=1 d'e le ments de H convergeant vers f # H
pour la topologie forte, on a  n   q( fn)q( f ).
(iii) q est ferme e.
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Preuve. (i) O (ii) est e vident. (ii) O (iii) est facile. On va montrer que
(iii) O (i). Soit ( fn)n=1 une suite d’e le ments de H convergeant vers f # H
pour la topologie faible telle que M= n   q( fn)<. Notons que
C=supn1 & fn&<. On peut extraire une sous-suite ( fnj)

j=1 d’e le ments de
D(q) telle que limj   q( fnj)=M. On pose gj= fnj . Soit :>0. Comme la
suite (gj)j=1 est borne e pour la norme q
12
: ( } ), on peut extraire une sous-
suite (gjk)

k=1 telle que gjk converge faiblement vers un g # D(q) muni de cette
norme. On montre que f =g. Comme q:(G:h, gjk)=(h, gjk) pour tout
h # H, en faisant tendre k   on a q:(G: h, g)=(h, f ). D’ou (h, g)=(h, f )
pour tout h # H. On a donc f =g # D(q). Par conse quent on a  k   q:( gjk)
q:( f ), d’ou M+:CM+:  k   &gjk&q( f )+: & f &. En faisant
tendre :  0, on a Mq( f ). K
Soit q une forme quadratique sur H. On peut conside rer q comme une
forme quadratique sur L(q) a domaine dense dans L(q). Lorsqu’on a
besoin de mettre l’accent sur ce point de vue, on la notera qL(q). Re cipro-
quement si q est une forme quadratique sur un sous-espace vectoriel ferme
L a domaine dense dans L, on peut conside rer q comme une forme
quadratique sur H quitte a perdre la densite de domaine. Soit q une forme
quadratique sur H et soit L=D(q). Alors q est ferme e sur H si et seule-
ment si qL est ferme e sur L. Par conse quent lorsque q est ferme e on a tou-
jours la re solvante fortement continue (GL: ):>0 et le semi-groupe fortement
continu (TLt )t0 sur L.
Lemme A.1.2. E tant donne e une forme quadratique ferme e q, soit
L=L(q) et soit PL la projection orthogonale sur L. On de finit une forme
quadratique q^ par q^( f )=q(PLf ). Alors q^ est ferme e et a domaine dense. On
note (G :):>0 , (T t)t0 la re solvante, le semi-groupe associe s a q^ respective-
ment. Pour tout f # H, tout t0 et tout :>0
G : f=GL: P
Lf+
1
:
(I&PL) f (A.1.2)
T t f=T Lt P
Lf+(I&PL) f. (A.1.3)
Preuve. D’apre s le lemme A.1.1, il est clair que q^ est ferme e. Soit f # H
tel que ( f, g)=0 pour tout g # D(q^). Alors (PLf, g)=0 pour tout g # D(q),
d’ou PLf =0. Par conse quent f # D(q^), d’ou f =0. Il est facile de ve rifier
que q^:(GL: P
Lf+1:(I&PL) f, g)=( f, g) pour tout f # H et tout g # D(q^),
d’ou (A.1.2). Comme les transforme es de Laplace des deux membres de
(A.1.3) co@ ncident, on a (A.1.3). K
Remarque. Il est facile de voir que G: f =GL: P
Lf et donc on a
lim:   :G: f =PLf.
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Suivant [22], on va introduire une notion de convergence de formes
quadratiques sur H.
De finition A.1.3. Une suite (qn)n=1 de formes quadratiques est dite
convergeante vers une forme quadratique q dans H au sens de Mosco si
et seulement si les conditions suivantes sont satisfaites:
(i) Pour toute suite ( fn)n=1 d’e le ments de H convergeant faiblement
vers f # H, on a  n   qn( fn)q( f ).
(ii) Pour tout f # H, il existe une suite ( fn)n=1 d’e le ments de H
convergeant fortement vers f # H telle que limn   qn( fn)q( f ).
L’inte re^t de cette convervence de formes quadratiques consiste dans la
proposition suivante:
Proposition A.1.4. Soit (qn)n=1 une suite de formes quadratiques fer-
me es sur H. Soit (Gn, :):>0 la re solvante associe e a qn . Les assertions
suivantes sont e quivalentes:
(i) La suite (qn)n=1 converge vers une q dans H au sens de Mosco.
(ii) Pour tout :>0 et tout f # H on a limn   &Gn, : f&G: f &=0 ou
(G:):>0 est la re solvante associe e a une forme quadratique ferme e q. Si de
plus L(qn)=H pour tout n, les assertions (i), (ii) sont e quivalentes a l'asser-
tion suivante.
(iii) Soit (Tn, t)t0 , (Tt)t0 les semi-groupes associe s a qn , q respective-
ment. Alors pour tout T et tout f # H on a limn   sup0tT &Tn, t f&Tt f &=0.
Preuve. Voir [22].
A.2. Application a une suite de formes quadratiques
Dans la suite on se donne une suite croissante (Cn)

n=1 de sous-espaces
vectoriels de H. Soient C=n=1 Cn , Hn=Cn . Soit Pn la projection
orthogonale sur Hn . On suppose l’hypothe se suivante:
(H.1) C est dense dans H.
En raison de (H.1) Pn converge fortement vers I: limn   Pn f = f pour
tout f # H.
On se donne de plus un ope rateur syme trique non-positif S de fini sur
C: (Sf, g)=( f, Sg), (&Sf, f )0 pour tous f, g # C. Alors on peut de finir la
forme quadratique par D(q~ )=C, q~ ( f )=(&Sf, f ), f # C. Il est facile de voir
que q~ est fermable et on notera q son extension minimale. Pour tout n on
de finit la forme quadratique qn par qn( f )=q(Pnf ), f # H. Soit Qn la
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restriction de q a Hn : D(Qn)=D(q) & Hn , Qn( f )=q( f ) pour f # D(Qn).
Alors Qn est ferme e et L(Qn)=Hn . De plus Q n=qn de sorte que d’apre s le
lemme A.1.2 qn est ferme e et a domaine dense dans H.
Conside rons l’ope rateur syme trique Sn a domaine Cn sur Hn de fini par
Sn f =PnSf, f # Cn . Soit Q n la forme quadratique de finie sur Hn telle que
D(Q n)=Cn , Q n( f, g)=(&Snf, g) pour f, g # Cn . On suppose l’hypothe se
suivante:
(H.2) Sn est essentiellement auto-adjoint sur Cn dans Hn pour tout n.
Lemme A.2.1. Sous l'hypothe se (H.2), Cn est un cqur de Qn , autrement
dit, Cn est dense dans D(Qn)=D(q) & Hn pour la norme (Qn)121 ( } ).
Preuve. Etant donne f # D(q) & Hn tel que (Qn)1 ( f, g)=0, c.-a -d.,
q( f, g)=&( f, g) pour tout g # Cn , on montre que f =0. Comme f # D(q),
il existe une suite ( fn)n=1 d’e le ments dans C convergeant vers f pour la
norme q1( } )12. Soit g # Cn . Alors on a q( fn , g)=( fn , &Sg). En faisant
tendre n  , on obtient q( f, g)=( f, &Sg). D’ou ( f, g)=( f, Sn g) pour
tout g # Cn , ce qui signifie que Sn* f = f. D’apre s (H.2), on a f =0. K
Lemme A.2.2. La suite (qn)n=1 converge vers q au sens de Mosco.
Preuve. On va ve rifier la condition (i) de la de finition A.1.4. Soit
( fn)n=1 une suite d’e le ments dans H convergeant faiblement vers un f # H.
Alors la suite (Pn fn)n=1 converge faiblement vers f. D’apre s le lemme A.1.1,
on a  n   qn( fn)= n   q(Pn fn)q( f ). Pour ve rifier la condition
(ii) de la de finition A.1.4, soit f # D(q). Alors il existe une suite (gj)j=1
d’e le ments dans C convergeant vers f pour la norme q1( } )12. Alors il existe
une suite croissante (nj)j=1 de naturels telle que gj # Cnj . De finissons la suite
( fn)n=1 par fn= gj , njn<nj+1 . Alors fn  f fortement et Pn fn= gj pour
njn<nj+1. On a donc limn   qn( fn)=lim j   q(gj)=q( f ). K
Le but de ce sous-paragraphe est de de montrer le the ore me suivant:
The ore me A.2.3. On suppose (H.1) et (H.2). L'extension minimale de
Q n co@ ncide avec Qn . Soit (Tn, t)t0 le semi-groupe fortement continu sur Hn
associe a Qn et soit (Tt)t0 le semi-groupe fortement continu sur H associe
a q. Soient Ak , k=1, 2, ..., m des ope rateurs borne s syme triques sur H tels
que AkCn/Cn pour tout n sufisamment grand. Alors pour tout f # C on a
lim
n  
&AmTn, tm } } } A1Tn, t1 f&AmTtm } } } A1Tt1 f &=0.
quels que soient t1 , ..., tm0.
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Preuve. Le lemme A.2.1 montre que l’extension minimale de Q n co@ n-
cide avec Qn . D’apre s le lemme A.1.2, la proposition A.1.4 et le lemme
A.2.2, on a
lim
n  
sup
0tT
&Tn, t f&Tt f &=0 (A.2.1)
pour tout T>0 et tout f # C. En tenant compte de la syme trie des
ope rateurs, il suffit de montrer que pour tout g # H on a
lim
n  
( g, AmTn, tm } } } A1Tn, t1 f )=( g, Am Ttm } } } A1Tt1 f ) (A.2.2)
On va le montrer par re currence sur m. D’apre s (A.2.1), (A.2.2) est vrai
pour m=1. Suposon que (A.2.2) est vrai pour m&1. Par (H.1), il existe
une suite (gj)j=1 d’e le ments de C convergeant vers g. Comme (Tn, t)t0 et
(Tt)t0 sont des semi-groupes de contractions, on a pour tous n, j suffisam-
ment grand
|( g, AmTn, tm } } } A1Tn, t1 f&Am Ttm } } } A1Tt1 f )|
2 &g&gj& &Am&op } } } &A1&op
+&Tn, tm Am gj&Ttm Am gj & &Am&1&op } } } &A1&op
+|(Ttm Am gj , Am&1Tn, tm&1 } } } A1Tn, t1 f&Am&1 Ttm&1 } } } A1Tt1 f )|.
En faisant tendre n   et puis j  , on a (A.2.2). K
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