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I. INTRODUCTION 
In recent years, a considerable degree of experience has been gained in 
the numerical solution of various system identification problems. This is 
because modern digital computers can be very effective in the numerical 
solution of nonlinear multipoint boundary-value problems for large systems 
of ordinary differential equations [l-3]. G enerally speaking, when studying 
systems governed by more complex functional equations, the approach has 
been to approximate the original equation by a system of ordinary differential 
equations. This approach has worked well with various inverse problems in 
radiative transfer, where the underlying equations are differential-integral 
equations [3]. It has also been employed in system identification problems 
involving differential-difference equations [4]. In this paper, we wish to 
indicate some of the approaches open to us in the identification of distributed 
systems described by partial equations. 
II. THE TELEGRAPHER’S EQUATION 
Consider a propagation process taking place in a one-dimensional medium 
of length m. Let the describing equation be the telegrapher’s equation [5] 
u - autt + but + cu, 02 (1) 
O<x<m, 0 < t, (2) 
* This research is sponsored by the United States Air Force under Project RAND- 
Contract No. AF 49(638)-170O-monitored by the Directorate of Operational 
Requirements and Development Plans, Deputy Chief of Staff, Research and Develop- 
ment, Hq USAF. Views or conclusions contained in this Memorandum should not 
be interpreted as representing the official opinion or policy of the United States 
Air Force. 
+ Esso Production Research Company, Houston, Texas. 
173 
174 BELLMAN, DETCHMENDY, KAGIWADA, AND KALABA 
where a, 6, and c are certain system constants to be estimated on the basis 
of observations over time. The medium is at rest initially, 
u(x, 0) = 0, 2+(X, 0) = 0, O<x<m, (3) 
and the left end is held fixed, 
u(0, t> = 0. (4) 
The input to the system at the right end, x = m, is given by 
%(W t) = f(t), 0 < t. (5) 
Suppose that the resulting observed response of the system at x = m is 
u(m, t) 2 g(t), 0 < t. (6) 
It is indicated that u(m, t) is approximately g(t), since the observations are 
to be considered noisy, and Eq. (1) is not a perfect description of the process. 
It is desired to determine the system parameters a, b, and c in such a 
way as to explain the observed response in some prescribed optimal fashion. 
Now consider the role of Laplace transforms and finite-difference methods 
in the precise formulation and numerical solution of system identification 
problems of this nature. 
III. LAPLACE TRANSFORMS 
We introduce the Laplace transforms 
L(u) = U(x, s) = 1, e-%(x, t) dt, 
L(f) = F, L(g) = G, (8) 
and find 
U” = (as2 + bs + c) u, (9) 
where the prime indicates differentiation with respect to X, and s is regarded 
as a parameter. As auxiliary conditions, we have 
U(0, s) = 0 (10) 
and 
U&n, s) = F(s). (11) 
In addition, from the observations, we have 
Q(m, 9) = -Q(t)) = G(s). (12) 
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We assume that G(s) is evaluated for various values of s, either real or complex, 
by numerical integration, giving 
G(sj) = bj , j = 1, 2 ,..., M. (13) 
We now select the constants a, b, and c so as to minimize the sum S, where 
S = 5 {U(m, sj) - bjj2. 
j=l 
(14) 
The value of U(m, si) is determined by solving Eq. (9), subject to the 
two-point constraints in Eqs. (10) and (11). This minimization can be done 
via quasilinearization [l], and some successful experiments for the wave 
equation are described in Ref. 6 and below. 
By their nature, a, b, and c are non-negative. If positive values of s are 
chosen then Eq. (9) is unstable, which is undesirable numerically. To avoid 
this difficulty, observe that we can express U(m, s) in the form [7] 
U(m, s) = F(s) R(m, s), (15) 
where R is the solution of the stable initial value problem, 
dR 
- = 1 - (us2 + bs + c) R2, 
dm 
IV. EXAMPLE 
Consider the wave equation, 
1 
u --u 25 - C2(x) tt' 
R(0, s) = 0. (16) 
(17) 
O<x<l, 0 < t. (18) 
The speed c is a function of position, 
c(x) = 43 + a,& (1% 
where a, and a, are certain constants to be estimated. The initial and 
boundary conditions are 
u(x, 0) = 0, +, 0) = 0, O<x<l, (20) 
u(0, t) = 0, %(l, t> = V), 0 < t, (21) 
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where 8(t) is the Dirac delta function. The given observations are 
41, t) -“-g(t), 0 < t. (22) 
The constants a, and a, in Eq. (3) are to be estimated on the basis of the 
measurements, using the scheme involving Laplace transforms. 
The Laplace transform of the observations, 
U(1, s) = qq, t)) z b,, s = 1) 2 )...) 7, (23) 
is given in Table 1. 
TABLE I 
VALUES OF THE LAPLACE TRANSFORM 
s 6, 
1 0.811967 
2 0.551174 
3 0.390695 
4 0.297835 
5 0.239837 
6 0.200613 
7 0.172392 
The quasilinearization method is used to determine the parameters a, 
and a, , which make the sum 
s = i {U(l, S) - bJ2 
.S=l 
a minimum. As initial estimates, 
a, g 1.2, a, g 0.3. 
(24) 
In five iterations, or about two and a half minutes of computing time on 
the IBM 7044, we converge to the values 
a, = 0.9996, a, = 0.50005. 
The correct values are 
a, = 1.0, a, = 0.5. (27) 
We now also know the missing “initial” conditions 
UdO, 4, s = 1, 2 )..., 7. (28) 
Other examples are given in Ref. 6. 
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If steady-state measurements of the reflected wave are given, the estimation 
of constants may then be based on the Riccati equation for the reflected 
wave. This approach is also discussed in Ref. 6. 
V. SEMIDISCRETIZATION 
To approximate u,,(x( , t), write 
The well-known centered second difference expressions, or expressions such 
as those given in Ref. 8, can be used. The approximate system of ordinary 
differential equations for the telegrapher’s equation can be written 
U(Xi > t) = u&)7 i= I,2 ,..., R, (30) 
R 
aii, + bzii + cui = 1 bijuj , 
j=l 
i = 1, 2 ,..,, R. (31) 
If it is assumed that the solution of the system of ordinary differential 
equations in Eq. (29) yields a good approximation of the solution to the 
telegrapher’s equation, then it is again necessary to estimate the constants 
appearing in a system of ordinary differential equations. 
VI. FINITE DIFFERENCE METHODS 
Let us consider a semi-infinite inhomogeneous elastic rod extending 
from 0 < x < co. The rod is initially at rest and a stress is applied to 
the left-hand end, x = 0. The resulting time history of the velocity of the 
end is observed. We wish to deduce the local wave speed as a function of 
position. The basic equations along the characteristics are [5]. 
with 
%I 1 - pm,2 = 0, (32) 
uol + pctq = 0, x >o, t > 0, (33) 
d(x, 0) = 0, (34) 
u2(x, 0) = 0, x > 0. (35) 
409/23/I-12 
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The characteristic curves are 
where u1 = pc2u, is the stress, u2 = ut , and 01 and j? are the coordinates 
along the positive and negative characteristics, respectively. Assume p, the 
density, equals unity. 
The observations 
are given at discrete times, ti . We wish to estimate c(x) at discrete points, xi . 
Consider a region R bounded by the t-axis, the negative characteristic 
through x = 0, t = t,, , and the positive characteristic through x = 0, t = 0. 
Suppose ul(x, t), u2(x, t), and C(X) h ave been estimated on a suitable grid 
of characteristics in R and on its boundary. The observations at x =: 0, 
t = 4&+1, the prior estimates along the negative characteristic through x = 0, 
t = ta, and a finite difference approximation to Eqs. (32) and (33) may be 
used to estimate the solution at points along the negative characteristic 
through x = 0, t = tn+l . This process may be continued until the negative 
characteristic through x = 0, t = tn+l intersects the positive characteristic 
through the origin. Let P denote this point. Let A and B denote the previous 
points along the positive and negative characteristics through P, respectively. 
Denote u1 at x = xp , t = tp by z$, and similarly for the other variables. 
See Fig. 1. 
t 
t 
FIG. 1. The net of characteristic curves. 
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At P, upl, up2, and cp are unknown. A finite difference approximation 
to Eqs. (32) and (33) at P is 
(UP’ - UAl) - B(cp + c,J(up2 - UA2) = 0, (39) 
(up’ - UBl) + gcp + c&p2 - ug2) = 0. (40) 
For the region t < tp and x > xp , ~1 and u2 are both zero. If, for example, 
a discontinuity is propagating along the positive characteristic through the 
origin, then Eq. (33) at P becomes 
up1 + cpup2 = 0. (41) 
Equations (39), (40), and (41) may be solved to yield upl, up2, cp . Equation 
(41) may be modified if the solution is continuous across the positive 
characteristic through the origin. Then the wave speed, c, at the new position, 
3c, , may be estimated. The error in the estimated c may be related to the 
error in up1 and up2. 
Some numerical experiments have shown the efficacy of the method 
suggested. The essential features of the wave speed function have been 
determined using quite noisy observations. 
VII. EXAMPLE 
Some controlled numerical experiments were performed to study the 
solutions to the direct and inverse problems. The experiments were divided 
into three phases. In Phase I the solution to the direct problem was computed. 
In Phase II the data from Phase I were corrupted with random noise. Finally, 
in Phase III the noise-corrupted data were used in the inverse problem. 
In this fashion precise control was maintained over the data used in the 
inverse problem. 
The model used in Phase II for the simulated measurements was 
where 
(42) 
xi = the variable measured, 
yi = the measured value of xi , 
ril, ri2 = statistically independent gaussian random 
numbers with zero mean and unit variance, 
PI , P2 = parameters to adjust the level of the noise. 
(43) 
The first noise term in Eq. (42) masks out low level signals and zero 
crossings. The second noise term in Eq. (42) controls the average percentage 
error. 
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FIG. 2. Local wave speed versus distance from free end. 
1.6 1 .8 
(a, t) 
Time 
Time 
FIG. 3. The input and response curves. 
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Figures 2 and 3 display the results for the direct problem. The local 
wave speed C(X) and input pulse ur(0, t) are shown in Figs. 2 and 3. The 
resulting response ~~(0, t) is given in Fig. 3. The mesh size in the t direction 
was 0.02. 
The ~~(0, t) and ~~(0, t) data from Phase I was then used in Phase II. 
The parameters for the noise model of Eq. (42) were 
~‘(0, t) w, t) 
Run Pl p, Pl p2 
1 0.0 0.0 0.0 0.0 
2 0.0 0.01 0.0 0.01 
3 0.001 0.01 0.001 0.01 
4 0.0 0.05 0.0 0.05 
The results were used in Phase III. Figure 4 displays the estimated c(x) for 
the 4 runs. (NJ. Each successive C(X) is displaced upward.) 
Other numerical experiments have been performed using more complex 
input pulses and more complex c(x)‘s with additional and sharper transitions. 
3.0 
C 
r""* 
2.5 r-4 
-3 
-- -2 
2.0 
speed =C true 
1 1.5 
FIG. 4. Results for the inverse problem. 
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The results from these experiments were essentially the same as those 
presented. 
FIII. DISCUSSION 
The results from the numerical experiments are encouraging. They 
should be viewed as the first primitive attempts to attack inverse problems 
in wave propagation directly. The door has now been opened to many 
interesting and significant problems. 
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