I N T R O D U C T I O N
In our rapidly changing world, a variety of stresses may affect the functioning of organisms, ranging from toxins to the vicissitudes of climate change. The ultimate impact of such stress, however, depends upon the dynamic behaviour of the stressed system. One arena in which this issue is particularly important is in evaluating the joint impacts of environmental stress and infectious diseases. There is growing evidence that infectious diseases play a major role in the dynamics of many natural populations and communities (Holmes 1996) . One can predict that increasing stress either aggravates or moderates impacts of infectious disease, depending upon what aspect of the system one emphasizes.
Consider, for instance, the interplay of stress and disease from the perspective of an individual host affected by a host-specific parasite. Immune systems are costly to maintain and stressed animals may lack sufficient energy to mount an effective defence (Rigby & Moret 2000) . Toxic chemicals in pollution (Khan 1990 ), malnutrition (Beck & Levander 2000) and thermal stress from climate change (Harvell et al. 1999) are all examples of stressors hypothesized to increase individual susceptibility to infectious diseases. Hence, quite generally, stressed individuals should be more susceptible to infection (Scott 1988; Holmes 1996) , although the exact impact of any stressor is likely to vary by genotype within a species (Blanford et al. 2003) . This line of thought suggests that infectious disease should be aggravated by environmental stress.
An opposing prediction emerges from considering the population dynamic context of infection. A key component of infectious disease models is that the likelihood and impact of an epidemic increases with host density (Anderson & May 1986) . Outside stressors that depress population density, therefore, should reduce the chance of an epidemic, or even the ability of a parasite to persist at all, because factors that reduce host density also reduce contact rates between infected and uninfected individuals. This dependence of infection upon density is one of the key intersections of epidemiology and conservation biology. Threats to biodiversity, which are generally mediated through reductions in abundance, should normally indirectly reduce risk to host-specific infectious diseases (Lafferty & Gerber 2002) . Direct reduction of host density should reduce disease. Culling of seal populations reduces intestinal nematode parasites by reducing hostdensity below transmission thresholds (Des Clers & Wootten 1990) . Fishing can similarly reduce parasites in fish populations (Arneberg et al. 1998) . A swim bladder nematode was apparently extirpated from native trout in the Great Lakes after a variety of stressors reduced trout populations to very low levels (Black 1983) . Alternatively, some stressors may increase parasitism by increasing host density. The stress most commonly observed to be associated with increased parasitism in fishes and invertebrates is eutrophication (Lafferty 1997) . The addition of nutrients to aquatic systems increases primary productivity that indirectly increases some grazers and predators. Such increases in host density could facilitate disease invasion. It is also possible that nutrients or associated pollutants could increase individual susceptibility.
A third prediction arises when we consider the direct effects of stressors on parasites themselves. Stressors may more negatively impact parasites than their hosts. Toxic chemicals and metals have a relatively consistent negative effect across studies of intestinal helminths (Lafferty 1997) . Selenium, for example, is more toxic to tapeworms than to their fish hosts (Riggs et al. 1987) . A pollutant may also kill sensitive free-living stages of the parasite (Evans 1982) . For example, trace metals in sewage-sludge reduce survival of free-living cercariae and miracidia, leading to a lower prevalence of a trematode in intermediate-host snails (Siddall & Clers 1994) . Alternatively, parasitic infection may make the host more susceptible to toxins (Guth et al. 1977; Stadnichenko et al. 1995) . For instance, cadmium was much more toxic to amphipods infected with larval acanthocephalans than uninfected amphipods (Brown & Pascoe 1989) . While this latter effect decreases the spread of an epidemic through a population, it also increases the impact of disease on infected individuals.
Stress may have multiple effects on hosts and parasites such as increasing susceptibility to disease while decreasing host vital rates, such as reproduction. As top predators, marine mammals bioaccumulate lipophillic toxins that can affect the immune system (Swart et al. 1994) ; for example, harbour seals fed fish from polluted areas have lower killer cell activity, decreased responses to T and B cell mitogens and depressed antibody responses (DeStewart et al. 1996) . Such immunosuppression may be a cofactor in mass mortalities associated with morbillivirus (Van Loveren et al. 2000) and there is some correlative evidence for the hypothesis that marine contaminants may increase sea otter susceptibility and exposure to infectious diseases (Lafferty & Gerber 2002; Miller et al. 2002) . Along with effects on susceptibility to disease, sea lions suffer lower reproductive success when subject to high contaminant concentrations and this may have limited sea lion abundance in some areas (O'Shea & Brownell 1998) . In these cases, it is difficult to predict the overall effect of stress on disease.
A similar scenario occurs for gill ciliates of fishes. Intensities or prevalences of ciliates increase with oil pollution (Khan 1990) , pulp mill effluent (Lehtinen 1989; Axelsson & Norrgren 1991; Khan et al. 1994) industrial effluent (Dabrowska 1974; Vladimirov & Flerov 1975; Overstreet & Howse 1977) and thermal effluent (Esch et al. 1976; Nilsen 1995 ). This appears to be due to an increase in host susceptibility because toxic conditions impair mucus production; a fish's main defence against gill parasites (Khan 1990 ). In addition, poor water quality can affect fish vital rates. For example, exposure to petroleum induces liver disease and affects reproduction and growth (Johnson 2001) .
Stress can simultaneously increase parasite mortality and impair host vital rates, making it more likely that parasites will be extirpated by stress. Blooms of diatoms containing domoic acid (a neurotoxin that passes up the food chain) have been implicated in mass mortalities of marine mammals (Lefebvre et al. 1999) . But these toxins may affect some parasites as well. In small doses, domoic acid (from macroscopic red algae) has been traditionally used in Japan to cure roundworm (nematode) infections in humans (Daigo 1959) . Dolphins that died of domoic acid poisoning in California in 2002 were remarkably free of intestinal parasites (Krista Fahy, pers. comm.). Because both parasites and domoic acid transmit through the food chain (even in the same food items), there may be important interactions between harmful algal blooms and helminth infections in marine mammals.
This heterogeneous array of potential effects of stress on infectious disease makes it unclear how a particular stressor should affect the overall course of an epidemic in a host population, or endemic levels of a disease. Although stressed individuals should be more susceptible to infection if exposed, the stressor could simultaneously reduce opportunities for infection because the contact rate between infected and uninfected individuals will decline with the extent that the stressor reduces host density. In addition, populations of some parasites that are susceptible to the stressor may not be able to persist at all. It would also appear a priori that stress can either aggravate or diminish the population-level impact of a host-specific infectious disease organism upon its host.
To explore this issue formally, we used analytical models of infectious disease dynamics to examine how the effects of stress on host vital rates, such as births, deaths and density dependence, interact with effects of stress on host susceptibility and recovery. Initially, the response to stress that we consider is the likelihood that a disease can invade a host population (a likelihood that increases with the extent that the host carrying capacity exceeds the host-threshold density for transmission). We solved more complicated models numerically to examine the general patterns of association between the impact of disease and stress across a wide range of parameter values.
A B A S I C I N F E C T I O U S D I S E A S E M O D E L I N C L U D I N G S T R E S S
We used simple microparasite (SIR) models (Anderson & May 1986 ) to investigate the opposing effects of increased susceptibility, decreased contact rate and increased parasite mortality associated with a stressor. These models come with several simplifying assumptions, such as a lack of genetic variation for susceptibility or virulence and densitydependent (as opposed to frequency dependent) transmission (explorations of these assumptions indicate, for example, that changes in environmental quality can lead to changes in virulence; Koella 2000) . One key assumption we imposed was that there existed a host carrying capacity, in the absence of disease, set by resource limitation on host birth rates or space acquisition.
The rate of change of the infected portion of the population is as follows:
Here, the variable S is the density of susceptible hosts (which at equilibrium, in the absence of infection, reaches a carrying capacity, K ). I is the density of infected hosts, b is the classic epidemiological transmission efficiency, and L is the loss rate of infected hosts (e.g. infected host mortality and recovery rate). The intrinsic growth rate of the infection when rare and host population size is constant at S is k ¼ bS -L. If w is a parameter associated with the magnitude of a stressor, the net effect of a small increase in stress upon the initial rate of spread of the disease is
Given the facts presented above, the first term will usually be positive because stress makes it more likely individual hosts can become infected. However, the second term may be positive, zero, or negative, depending on how the stressor affects host abundance. If stressors strongly reduce host abundance, this can greatly reduce the potential for disease spread. Finally, the third term may also be positive or negative. All else being equal, the first term will tend to dominate when hosts are very abundant. If S remains constant at K, we can easily solve eqn 1, for the basic reproductive ÔrateÕ of a disease, Ro, which is defined as the expected number of secondary infections generated from a single infected host individual. A disease can invade an uninfected population when Ro > 1 because an infected individual introduced into an uninfected population will infect at least one other host, on average, before this individual dies or recovers. Moreover, given that the disease invades, an increasing magnitude of Ro generally (though not always) implies increased prevalence and impact of a disease (an assumption we later investigate). Because of our assumption of density-dependent disease transmission, the expression for Ro also implies a host-threshold density below which a disease will not invade, setting a minimal host carrying capacity (H t ) that permits the disease to persist. By finding the conditions resulting in Ro ¼ 1, we will below utilize a simple graphical depiction of how the opposing effects of stress interact to determine the invasibility of a specialist disease.
It is clear that stress can affect many population parameters at the same time, and that the effects of stress may vary among these parameters. To represent this multiplicity of effects in a more concrete model, stress was entered as a multiplier, w, that acted independently on each parameter according to that parameter's sensitivity to stress. We use as an illustrative example an expression for susceptibility under stress of b(1 + w b¢) where w is the level of stress associated with a stressor in the environment (increasing from zero) and b¢ (increasing from zero) is the extent that stress increased susceptibility. This allowed us to independently vary the level of stress in the environment and the sensitivity of different parameters to stress. While we assumed that stress always increased susceptibility to infection, we assumed that stress could either reduce [using a similar functional form of K/(1 + wK ¢)] or increase [K (1 + wK ¢)] the carrying capacity because stress could reduce host vital rates, reduce resources or even increase resources (as in eutrophication; stress could also reduce the frequency of intraspecific, density-dependent mechanisms such as territoriality or aggression, thereby indirectly permitting an increase in population size). We also allowed stress to either increase or decrease loss rates [to L (1 + wL¢) or L/ (1 + wL¢), respectively], as stress might either kill parasites in hosts, increase mortality of infected hosts (increasing the rate of host recovery) or impair immune responses (thus, slowing recovery). We also considered that stress might not act on all the parameters in the model (e.g. any combination of b¢, K ¢ or L¢ could be zero). This creates 18 qualitatively different models for the relationship between stress and Ro, several of which imply complex associations between parasite growth and stress. From these, we sought a simple analytical solution for the association between Ro and stress.
Taking the first derivative of Ro with respect to w (the slope of Ro with respect to stress) provides a convenient measure of how an increase in stress influences this facet of disease dynamics. We placed the potential relationships into four categories. If the initial slope (at w ¼ 0) was positive and the final slope (w large) was not negative, Ro increased with stress, so stress would augment the ability of the disease to persist. If the initial slope was negative and the final slope was not positive, Ro decreased with stress. If the initial slope was positive and the final slope was negative, Ro was highest at intermediate levels of stress, creating a convex (hump-shaped) association. If the initial slope was negative and the final slope was positive, Ro was lowest at intermediate levels of stress, leading to a concave (U-shaped) association. We then identified the analytical solutions to the relationships between Ro and stress as defined by the relative sensitivities of b, L and K to stress.
Our approach allows analytical exploration but has a number of limitations. First, although Ro is associated with the potential for disease impacts, it does not represent the impact of a disease per se. In particular, if stress increases parasite-induced host mortality, the impact of a disease on host population size increases, even while Ro decreases. Second, our simple expressions for host carrying capacity and parasite loss mask several important features of population dynamics that could be affected by stress (e.g. interdependence between mortality and carrying capacity, density dependence in parasitized populations, non-additive effects of stress on parasite loss).
A more complete model that allows us to address these issues is as follows:
Here, the variable S is the density of susceptible hosts, I is the density of infected hosts and R is the density of recovered immune hosts (N ¼ S + I + R). The parameter b is the birth rate of uninfected hosts, j is the proportion of the uninfected birth rate experienced by infected hosts, m is uninfected host death rate, m + a is infected host death rate, c gauges the strength of direct density dependence in host birth rates, q likewise scales direct density dependence in host death rates, b is the classic epidemiological transmission efficiency, u is the recovery rate of infected hosts that does not lead to immunity, a is the rate at which individuals both recover and become immune, and g measures the loss rate of immunity. For convenience, Table 1 compiles these variables and parameters. We assumed that stress increased susceptibility to infection, host death rates and the loss of immunity. We also assumed that stress decreased intrinsic host birth rates. We allowed stress to either increase or decrease recovery rates as stress might either kill parasites in hosts (increasing the rate of host recovery) or impair immune responses (thus, slowing recovery). We assumed that intensity of density dependence could increase with stress that decreases resources or that density dependence could decrease with eutrophication. Equations 3-5 were solved numerically to determine equilibrium conditions of host populations for disease in the presence of stress. The responses of various parameters to stress in natural populations are unknown and unlikely to be completely independent. One strategy in the face of such uncertainty is to generate random combinations of parameters, constrained to satisfy the non-trivial equilibrial conditions of the model, and with distributions directly or indirectly scaled to the host birth rate (which in effect defines a time-scale for the model). This approach has the ability to identify if certain relationships hold true only for a relatively narrow combination of parameter ranges.
SIR parameter values were assigned as follows. The host birth rate (b) was first randomly selected from a uniform distribution between 0 and 1. In order to have a positive carrying capacity, the host mortality rate (m) was randomly selected from a uniform distribution between 0 and b. Each density dependence parameter was randomly selected from an exponential distribution with a mean of m/1000. This resulted in a diverse set of carrying capacities and growth rates. Parameter values for disease were chosen as follows. The proportional birth rate of infected hosts, j, was randomly selected from a uniform distribution between 0 and 1. Additional infected host mortality (a), recovery rates (u and a) and the loss rate of immunity (g) were randomly selected from an exponential distribution with a mean of m/5. Constraints were imposed on the value of b so that Ro was a uniform random number between 1 and 10 in the absence of stress. Several different scenarios of the effects of stress were run through this procedure and these are listed in Table 2 . Values for all stress coefficients (e.g. b¢) were randomly selected from an exponential distribution with a mean equal to 1. For each scenario, we found non-trivial local equilibria via sequential iteration of eqns 3-5. This was repeated across a 10-step range of stress from 0 to the maximum value of stress that would cause the host population to go extinct in the absence of disease. We used 10 000 randomly selected parameter sets (with parameters values obtained as above) and evaluated each across a range of 10 levels of stress (w). We then calculated the shape of the association between stress and Ro and the impact of disease (where proportional impact of disease was expressed as the decrease in total host density affected by a disease relative to the carrying capacity of the population in the absence of disease, or [K -N)/N].
Stress and non-specific diseases
Several diseases of conservation concern do not fit the assumptions of a standard SIR model. The dynamics of 
R E S U L T S
If the host is at its carrying capacity, eqn 1 (disease without stress) leads to:
We graphically represented how the Ro ¼ 1 isocline separated conditions where a disease could and could not invade. We represent this as a line with slope ¼ K, according to the degree of susceptibility, b (on the horizontal axis) and parasite ÔlossÕ, L (on the vertical axis) (Fig. 1 ). This provides a simple analytical illustration for how variations in these parameters (such as might occur with stress) might increase or decrease the ability of a disease to invade. Stressassociated impairment in host vital rates (decreased K ) decreases opportunities for disease by reducing the slope of the Ro ¼ 1 isocline (eutrophication would increase the slope). By contrast, increased susceptibility moves populations out into higher Ro space (more disease). Movement along the vertical axis is more complicated, because stress can act in either direction on this axis. Stress that increases parasite mortality rates decreases disease, whereas stress that impairs host recovery increases disease. The analytical solutions for the initial and final slopes of the association between Ro and w are easiest to describe verbally (with examples to follow). Given that stress coefficients are positive, the initial slope is the same sign as that of the sum of the values of the stress coefficients that increase disease, minus the sum of the values of the stress coefficients that decrease disease. The final slope is the same sign as the count of the stress coefficients that increase disease, minus the count of the stress coefficients that decrease disease. If there are an equal number of coefficients that increase and decrease disease, the final slope is equal to the initial slope. As the initial and final slope of w with Ro can be negative, or positive (or zero for limited situations), negative, positive, concave and convex relationships between stress and disease are all feasible, depending on the number and magnitude of stress coefficients that increase or decrease disease.
The following examples illustrate this result. For a population where susceptibility increases with stress, but loss rates and the carrying capacity are unaffected by stress, Ro always increases with stress. If stress also decreases carrying capacity (decreasing disease), Ro will increase with disease if b¢ > K ¢or decrease with disease for K ¢ > b¢. For a population where stress increases susceptibility (increases disease), decreases carrying capacity (decreases disease) and Figure 1 Disease in parameter space. In this graphical representation of eqn 6, the line dividing the parameter space represents Ro ¼ 1 (no intrinsic rate of increase for an infectious disease entering an uninfected host population). The disease can only invade regions of parameter space to the right of the Ro ¼ 1 line (where Ro > 1). Increases in susceptibility increase Ro as do increases in host carrying capacity (host equilibrium in the absence of disease). Increased parasite death rates (either due to increased host recovery rate or increased mortality of infected hosts) decrease Ro, making it more difficult for a disease to invade. Dashed arrows indicate hypothetical effects of stress on where populations reside in parameter space (stress can shift the location of a population in parameter space or, by reducing the carrying capacity, such as from thick to dashed diagonal line, lower the slope of the line separating disease space from no-disease space). Filled circles represent diseased populations and open circles represent populations without disease. Stress can expose an uninfected population to disease (particularly if effects on susceptibility are greater than effects on parasite mortality) or it can lead to the extirpation of a disease (if effects on host carrying and/or parasite mortality are strong).
increases parasite loss (decreases disease), the final slope between stress and Ro is always negative. The initial slope is negative for b¢ < K ¢ + L¢ (resulting in a negative association between stress and Ro). The initial slope is positive for b¢ > K ¢ + L¢ resulting in a convex association between stress and Ro. Finally, for a population where stress increases susceptibility (increases disease), decreases carrying capacity (decreases disease) and decreases parasite loss (increases disease), the final slope between stress and Ro is always positive. The initial slope is negative for K ¢ > b¢ + L¢ (resulting in a concave association between stress and Ro). The initial slope is positive for K ¢ < b¢ + L¢ resulting in a positive association between stress and Ro.
We present the analytical solution above graphically in Fig. 2 . If stress increases the carrying capacity, such as through eutrophication, the association between stress and Ro is always positive unless stress increases parasite loss rates and L¢ > b¢ (in which case the association is concave). If stress decreases loss rates, the association between stress and Ro is always positive, unless stress substantially reduces host carrying capacity such that K ¢ > b¢ (in which case the association is concave). If stress decreases host density and increases parasite loss rates, the association is negative unless b¢ > K ¢ + L¢ (in which case the association is convex).
Plotting carrying capacity (K ) and host-threshold density (H t ) independently illustrates how a convex association between disease and stress can result from a linear decrease in K with stress combined with a non-linear (asymptotic) decrease in H t with stress (Fig. 3) . A lack of disease in such a population could be explained by either of two mechanisms: (1) at low stress, individual hosts are less susceptible and epidemics are less likely; (2) with high stress, host density is low and contact rates between infected and susceptible hosts are insufficient to maintain an invading epidemic. Disease is likely to be most noticeable in this case at intermediate levels of stress.
Solutions for the more complex model were cumbersome so we limit our presentation to Ro, K and H t in the absence of stress.
When we examined the numerical simulations for an association between disease impact and stress, we found Figure 2 How the shape of the association between stress and Ro changes in b¢ -K ¢ -L¢ space. This illustration shows the four associations between stress and disease in five distinct regions of b¢ -K ¢ -L¢ space.
Here, K ¢ and L¢ can either increase or decrease disease as stress increases, depending on the quadrant in K ¢-L¢ space. The solution is kept in two dimensions by representing b¢ in L¢ and K ¢ space.
the results depended strongly on the scenario. We started by looking at each of the parameters separately to be sure that the simulations were consistent with simple expectations. There was a negative association between stress and Ro, if stress reduced the carrying capacity or increased parasite loss rates (i.e. stress increased a, m, a, u, q, or c or decreased b, j). A positive association was found when stress increased transmission, decreased loss rates, or increased the carrying capacity (i.e. stress increased b or decreased a, u, c, or q). Increases in g (loss rate of immunity) did not affect Ro, but had a mostly positive relationship with disease impact (65% positive, 1% negative, 23% convex, 11% concave). Although the association between stress and Ro was the same as the most frequent association between stress and disease impact, the results for Ro were never identical to the results for impact. In general, impact showed a greater diversity of associations with stress than did Ro, with a consistently high frequency of convex associations. For scenarios involving opposing effects of stress, we begin with the one most closely matching the simple model (Table 2) . Here, the association between stress and Ro exhibited all four possible shapes, but was mostly negative. Convex and positive associations were equally common and concave associations occurred rarely, as they did in all scenarios. The pattern for impact differed in that convex associations were most common, followed by negative, positive and concave associations.
For our complete model (stress affecting all parameters), negative associations between stress and disease were also most common (Table 2 , Fig. 4 ). Positive and concave associations between stress and disease were extremely rare or absent. High levels of stress nearly always extirpated the disease (95%) but rarely extirpated the host earlier than expected (four of 100 000 runs). Similar scenarios of this model found that altering the effect of stress on density dependence affected the associations between disease and stress in the expected manner; stress that reduced resources increased negative associations between stress and disease, while increases in resources associated, with stress (such as for eutrophication) increased convex associations.
Altering our simulations to mimic a non-specific, noninfectious or ÔopenÕ disease revealed a strongly positive pattern of associations between disease impact and stress (Table 2, Fig. 4 ). This makes sense in that the per-capita risk of exposure was unrelated to the number of infected individuals in the population, so that when population density declined, the per-capita risk of infections was unaffected. In contrast to the closed model, at high levels of stress it was not rare for host populations to go extinct (15% of runs), and it was not common for parasite populations to go extinct (27%) (Fig. 4) .
Customizing the simulations to look at specific scenarios mentioned in our introduction revealed diverse associations between stress and disease ( Table 2) . Culling of seals, overfishing and heavy metals decreased parasitism, and had negative or convex associations with the impact of disease. Heavy metal and oil pollution had more complex effects on disease in marine mammals and ciliates in fish, including a large proportion of positive interactions. Domoic acid had negative effects on parasites and largely negative or convex effects on the impact of disease. Eutrophication had mostly Figure 3 How opposing effects of stress can make a convex association between stress and disease. An example of an association between K (dashed line) and stress and H t (hostthreshold density) and stress that would lead to a convex association between stress and disease. The disease will only invade for values of the dashed line (K ) above the solid lines (H t ). positive associations with disease even in the absence of any effects on host susceptibility (Fig. 4) .
D I S C U S S I O N
The array of qualitatively distinct theoretical possibilities suggested by our simple deterministic models seems matched by an equal diversity of known impacts of stress of disease in natural populations. We were able to incorporate opposing predictions about the effects of stress on infectious disease dynamics by using simple SIR models and explicitly considering how stress might affect various parameters. Figure 1 provides a simple graphical portrayal for how the net reproductive rate of the disease (Ro) varies in multidimensional parameter space. Stress seems most likely to enhance the ability of the disease to increase when rare if the main effect of stress is to increase host susceptibility, with little effect on host abundance. If stress instead decreases host carrying capacity, the disease is more likely to be extirpated. Disease will also decrease if stress increases parasite loss rates. Because of the diversity of effects of stress at the individual host and population levels, one can observe complex interactions between stress and disease.
We often wish to know more about disease dynamics than simply whether a disease will invade or not. Because a highly pathogenic parasite with a moderate Ro will have a greater impact than will a non-pathogenic parasite with any Ro, it is clear that Ro, though convenient for our analytical analysis, may not always provide a sufficiently robust assay of stress impacts. Solving for the impact of disease on the host population revealed patterns that were similar to those for Ro, but as a whole more diverse. In particular, convex associations with stress were much more frequent for impact, than for Ro. We are unaware of any existing empirical data regarding infectious disease along gradients in stress that would be appropriate to analyse to assess the utility of our theoretical conclusions.
In the above SIR models, the combination of a continuous time formulation with direct, non time-lagged density-dependence generally leads to stable equilibria (e.g. >90% of runs in our general model quickly converged to a stable equilibrium). More broadly, one can imagine alternative scenarios. For instance, with appropriate time-lags and density-dependence, stress may destabilize a host equilibrium, leading to a counterintuitive increase in average host density. An increase in average host density, even if the host population is unstable, can lead to a long-term increase in average Ro for a parasite, facilitating the initial invasion of a disease and later magnifying the rate at which the host population subsequently declines. It can also generate temporary drops in host density below the host-threshold density so that the parasite population goes extinct in cases where it would ordinarily persist at equilibrium in a stable host population. In our general simulation, instability favoured parasite extinction more than stability did, a phenomenon facilitated by setting K > H t at w ¼ 0.
Simple models without direct density-dependence indicate how disease itself can generate sustained population oscillations. For example, Anderson & May (1981, pp. 480-482) describe a model where healthy hosts become infected by absorbing or ingesting free-living infective stages. Infected hosts give rise to free-living infective stages at a constant rate. This free-living pool of infective stages, in effect, introduces a time-lag into the dynamics of infection and this can generate sustained, stable limit cycles. A stable point equilibrium can occur if parasite pathogenicity (extra mortality because of infection, such as might occur with stress) exceeds the host intrinsic growth rate, but not by very much. In this state, the disease will persist at a defined chronic level. But if pathogenicity is high, stable limit cycles occur, in which the disease will exhibit periodic outbreaks. As with the basic SIR model discussed above, stress can affect a variety of parameters in the model, with a corresponding diversity of potential impacts upon disease prevalence and dynamics. If stress increases the pathogenicity of the disease (with little effect upon other parameters), then the Anderson-May model suggests that, in stressful environments, the destabilizing effect of the free-living pool of infective stages can be made manifest, so that an increase in stress may be marked by the emergence of periodic outbreaks of an infectious disease.
Our randomized parameters generated some qualitative predictions for the effects of stress on disease in natural populations. For most of our simulations, increased stress eventually decreased disease, simply because reductions in host density made transmission less efficient. This contrasts with the effects of stress at the level of the individual, where stress usually has a negative effect on health. In some cases, low levels of stress will increase disease, but higher levels reduce disease, leading to a convex association between stress and the impact of a disease. Positive and, in particular, concave relationships between stress and disease were infrequent. However, some diseases, particularly sexually transmitted ones, normally have frequency-dependent transmission. Under these conditions, stress-induced reductions in host density are less likely to impair disease. Similarly, a reduction in host carrying capacity resulting from stress is of much less consequence if the infectious disease is not host specific. For these cases, as well as for open or non-infectious diseases, our models generally predicted a positive association between stress and disease because transmission efficiency does not decline as host populations become rare. This is clearly the situation that is of greatest concern for conservation biologists. Many of the diseases of conservation concern are not host-specific, especially those for which domestic animals serve as reservoir hosts (Lafferty & Gerber 2002) . Here, the target population of concern may continue to suffer disease even as it becomes vanishingly rare. This observation suggests that a full accounting of the synergistic roles of stress and disease as factors in species conservation requires careful attention to the community context of disease maintenance, transmission, and dynamics.
In many systems, one expects systematic spatial variation in the intensity of stresses. Along geographic gradients, stress may be most intense, for instance, near the edge of speciesÕ ranges. Low host productivity at range margins because of unfavourable conditions should indirectly reduce the impact of specialist parasites upon hosts, particularly if such effects are mediated primarily through the host's own demography, rather than through vulnerability to the parasite (Koella 2000; . Our results amplify this conclusion so as to encompass the ecological impacts of stresses even in central populations.
As noted in the Introduction, there are many systems where stress seems to increase the vulnerability of healthy hosts to infection. We should note that, in principle, some responses to stress might also reduce transmission. For instance, if disease requires close contact between individuals, and stressed individuals move less (e.g. in systems where encounters with conspecifics carries risks because of aggressive interactions), then stress may indirectly reduce contact rates and so dampen disease transmission. If so, this would make it even more likely that stress could indirectly ÔbenefitÕ a host population via the depression of specialist infectious diseases.
In conclusion, available data suggest that stressed individuals are more likely to be infected by a host-specific disease on a per capita basis if exposed, whereas stressed populations may tend towards densities that are too low to be invaded by specialist diseases (provided transmission is density-dependent). An additional but realistic complexity is that stress may also increase mortality for parasites (because of negative effects on parasites or infected hosts), thus mitigating the impact of both the stress and the parasite. The results of the simple models presented here help resolve the opposing predictions stemming from these alternative effects. Stress is most likely to reduce the impact of closed, host-specific infectious diseases, and increase the impact of other types of disease. These complex responses to stress suggest that it may be difficult to extrapolate the population level effects of a stressor on disease solely from a study of the effects of that stressor on a particular host vital rate. Future studies might consider these opposing effects as exciting hypotheses in need of testing.
