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Abstract. The Whittle likelihood is widely used for Bayesian nonpara-
metric estimation of the spectral density of stationary time series. However,
the loss of efficiency for non-Gaussian time series can be substantial. On
the other hand, parametric methods are more powerful if the model is well-
specified, but may fail entirely otherwise. Therefore, we suggest a nonpara-
metric correction of a parametric likelihood taking advantage of the efficiency
of parametric models while mitigating sensitivities through a nonparametric
amendment. Using a Bernstein-Dirichlet prior for the nonparametric spec-
tral correction, we show posterior consistency and illustrate the performance
of our procedure in a simulation study and with LIGO gravitational wave
data.
1. Introduction
Statistical models can be broadly classified into parametric and nonparametric models.
Parametric models, indexed by a finite dimensional set of parameters, are focused, easy
to analyse and have the big advantage that when correctly specified, they will be very
efficient and powerful. However, they can be sensitive to misspecifications and even mild
deviations of the data from the assumed parametric model can lead to unreliabilities of
inference procedures. Nonparametric models, on the other hand, do not rely on data be-
longing to any particular family of distributions. As they make fewer assumptions, their
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applicability is much wider than that of corresponding parametric methods. However,
this generally comes at the cost of reduced efficiency compared to parametric models.
Standard time series literature is dominated by parametric models like autoregres-
sive integrated moving average models [Box et al., 2013], the more recent autoregressive
conditional heteroskedasticity models for time-varying volatility [Engle, 1982, Bollerslev,
1986], state-space [Durbin and Koopman, 2012], and Markov switching models [Bauwens
et al., 2000]. In particular, Bayesian time series analysis [Steel, 2008] is inherently para-
metric in that a completely specified likelihood function is needed. Nonetheless, the use
of nonparametric techniques has a long tradition in time series analysis. [Schuster, 1898]
introduced the periodogram which may be regarded as the origin of spectral analysis
and a classical nonparametric tool for time series analysis [Ha¨rdle et al., 1997]. Fre-
quentist time series analyses especially use nonparametric methods [Fan and Yao, 2002,
Wasserman, 2006] including a variety of bootstrap methods, computer-intensive resam-
pling techniques initially introduced for independent data, that have been taylored to
and specifically developed for time series [Ha¨rdle et al., 2003, Kreiss and Lahiri, 2012,
Kreiss and Paparoditis, 2011]. An important class of nonparametric methods is based
on frequency domain techniques, most prominently smoothing the periodogram. These
include a variety of frequency domain bootstrap methods strongly related to the Whittle
likelihood [Hurvich and Zeger, 1987, Franke and Ha¨rdle, 1992, Kirch and Politis, 2011,
Kirch, 2007, Kim and Nordman, 2013] and found important applications in a variety of
disciplines [Hidalgo, 2008, Costa et al., 2013, Emmanoulopoulos et al., 2013].
Despite the fact that nonparametric Bayesian inference has been rapidly expanding
over the last decade, as reviewed by Hjort et al. [2010], Mu¨ller and Mitra [2013], and
Walker [2013], only very few nonparametric Bayesian approaches to time series analy-
sis have been developed. Most notably, Carter and Kohn [1997], Gangopadhyay et al.
[1999], Liseo et al. [2001], Choudhuri et al. [2004a], Hermansen [2008], and Chopin et al.
[2013] used the Whittle likelihood Whittle [1957] for Bayesian modelling of the spec-
tral density as the main nonparametric characteristic of stationary time series. The
Whittle likelihood is an approximation of the true likelihood. It is exact only for Gaus-
sian white noise. However, even for non-Gaussian stationary time series which are not
completely specified by their first and second-order structure, the Whittle likelihood
results in asymptotically correct statistical inference in many situations. As shown in
Contreras-Crista´n et al. [2006], the loss of efficiency of the nonparametric approach using
the Whittle likelihood can be substantial even in the Gaussian case for small samples if
the autocorrelation of the Gaussian process is high.
On the other hand, parametric methods are more powerful than nonparametric meth-
ods if the observed time series is close to the considered model class but fail if the model
is misspecified. To exploit the advantages of both parametric and nonparametric ap-
proaches, the autoregressive-aided periodogram bootstrap has been developed by Kreiss
and Paparoditis [2003] within the frequentist bootstrap world of time series analysis.
It fits a parametric working model to generate periodogram ordinates that mimic the
essential features of the data and the weak dependence structure of the periodogram
while a nonparametric correction is used to capture features not represented by the
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parametric fit. This has been extended in various ways (see Jentsch and Kreiss [2010],
Jentsch et al. [2012], Kreiss and Paparoditis [2012]). Its main underlying idea is a non-
parametric correction of a parametric likelihood approximation. The parametric model
is used as a proxy for rough shape of the autocorrelation structure as well as the de-
pendency structure between periodogram ordinates. Sensitivities with respect to the
spectral density are mitigated through a nonparametric amendment. We propose to use
a similar nonparametrically corrected likelihood approximation as a pseudo-likelihood
in the Bayesian framework to compute the pseudo-posterior distribution of the power
spectral density (PSD) and other parameters in time series models. This will yield a
pseudo-likelihood that generalises the widely used Whittle likelihood which, as we will
show, can be regarded as a special case of a nonparametrically corrected likelihood under
the Gaussian i.i.d. working model. Software implementing the methodology is available
in the R package beyondWhittle, which is available on the Comprehensive R Archive
Network (CRAN), see Meier et al. [2017].
The paper is structured as follows: In Chapter 2, we briefly revisit the Whittle likeli-
hood and demonstrate that it is a nonparametrically corrected likelihood, namely that
of a Gaussian i.i.d. working model. Then, we extend this nonparametric correction to
a general parametric working model. The corresponding pseudo-likelihood turns out to
be equal to the true likelihood if the parametric working model is correctly specified
but also still yields asymptotically unbiased periodogram ordinates if it is not correctly
specified. In Chapter 3, we propose a Bayesian nonparametric approach to estimating
the spectral density using the pseudo-posterior distribution induced by the corrected
likelihood of a fixed parametric model. We describe the Gibbs sampling implementation
for sampling from the pseudo-posterior. This nonparametric approach is based on the
Bernstein polynomial prior of Petrone [1999] and used to estimate the spectral density
via the Whittle likelihood in Choudhuri et al. [2004a]. We show posterior consistency
of this approach and discuss how to incorporate the parametric working model in the
Bayesian inference procedure. Chapter 4 gives results from a simulation study, includ-
ing case studies of sunspot data, and gravitational wave data from the sixth science run
of the Laser Interferometric Gravitational Wave Observatory (LIGO). This is followed
by discussion in Chapter 5, which summarises the findings and points to directions for
future work. The proofs, the details about the Bayesian autoregressive sampler as well
as some additional simulation results are deferred to the Appendices A – C.
2. Likelihood approximation for time series
While the likelihood of a mean zero Gaussian time series is completely characterised by
its autocovariance function, its use for nonparametric frequentist inference is limited as
it requires estimation in the space of positive definite covariance functions. Similarly for
nonparametric Bayesian inference, it necessitates the specification of a prior on positive
definite autocovariance functions which is a formidable task. A quick fix is to use para-
metric models such as ARMA models with data-dependent order selection, but these
methods tend to produce biased results when the ARMA approximation to the underly-
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ing time series is poor. A preferable nonparametric route is to exploit the correspondence
of the autocovariance function and the spectral density via the Wiener-Khinchin theo-
rem and nonparametrically estimate the spectral density. To this end, Whittle [1957]
defined a pseudo-likelihood, known as the Whittle likelihood, that directly depends on
the spectral density rather than the autocovariance function and that gives a good ap-
proximation to the true Gaussian and certain non-Gaussian likelihoods. In the following
subsection we will revisit this approximate likelihood proposed by Whittle [1957], before
introducing a semiparametric approach which extends the Whittle likelihood.
2.1. Whittle likelihood revisited
Assume that {Zt : t = 0, 1, . . .} is a real zero mean stationary time series with absolutely
summable autocovariance function
∑
h∈Z |γ(h)| < ∞. Under these assumptions the
spectral density of the time series exists and is given by the Fourier transform (FT) of
the autocovariance function
f(λ) =
1
2pi
∞∑
k=−∞
γ(k) exp−ikλ, 0 ≤ λ ≤ 2pi.
Consequently, there is a one-to-one-correspondence between the autocovariance function
and the spectral density, and estimation of the spectral density is amenable to smoothing
techniques. The idea behind these smoothing techniques is the following observation,
which also gives rise to the so-called Whittle approximation of the likelihood of a time
series: Consider the periodogram of Zn = (Z1, . . . , Zn)
T ,
In(λ) = In,λ(Zn) =
1
2pin
∣∣∣∣∣
n∑
t=1
Zt exp
−itλ
∣∣∣∣∣
2
.
The periodogram is given by the squared modulus of the discrete Fourier coefficients,
the Fourier transformed time series evaluated at Fourier frequencies λj =
2pij
n , for j =
0, . . . , N = b(n − 1)/2c. It can be obtained by the following transformation: Define for
j = 1, . . . , N
cj =
√
2<ej = 1√
2
(ej + en−j), sj =
√
2=ej = 1
i
√
2
(ej − en−j),
where
ej = n
−1/2(ej , e2j , . . . , e
n
j )
T , ej = exp(−2piij/n), j = 0, . . . , N
and for n even, en/2 is defined analogously. Then,
Fn =
{
(e0, c1, s1, . . . , cN , sN , en/2)
T , n even,
(e0, c1, s1, . . . , cN , sN )
T , n odd,
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is an orthonormal n × n matrix (cf. e.g. Brockwell and Davis [2009], paragraph 10.1).
Real- and imaginary parts of the discrete Fourier coefficients are collected in the vector
Z˜n := (Z˜n(0), . . . , Z˜n(n− 1))T = FnZn
and the periodogram can be written as
In(λj) =
1
4pi
(
Z˜2n(2j) + Z˜
2
n(2j − 1)
)
, j = 1, . . . , N,
In(λ0) =
1
2pi
Z˜2n(0), as well as for n even: In(λn/2) =
1
2pi
Z˜2n(n− 1). (1)
It is well known that the periodograms evaluated at two different Fourier frequencies
are asymptotically independent and have an asymptotic exponential distribution with
mean equal to the spectral density, a statement that remains true for non-Gaussian and
even non-linear time series Shao and Wu [2007]. Similarly, the Fourier coefficients Z˜n
are asymptotically independent and normally distributed with variances equal to 2pi
times the spectral density at the corresponding frequency. This result gives rise to the
following Whittle approximation in the frequency domain
pW
Z˜n
(z˜n|f) ∝ det(Dn)−1/2 exp
(
−1
2
z˜TnD
−1
n z˜n
)
(2)
by the likelihood of a Gaussian vector with diagonal covariance matrix
Dn := Dn(f) := 2pi
{
diag(f(0), f(λ1), f(λ1), . . . , f(λN ), f(λN ), f(λn/2)) n even,
diag(f(0), f(λ1), f(λ1), . . . , f(λN ), f(λN )) n odd.
(3)
As explicitly shown in Appendix A, this yields the famous Whittle likelihood in the time
domain via the transformation theorem
pW
Zn=FTn Z˜n
(zn|f) ∝ exp
−12
n−1∑
j=0
(
log f(λj) +
In,λj (zn)
f(λj)
) (4)
which provides an approximation of the true likelihood. It is exact only for Gaussian
white noise in which case f(λj) = σ
2/2pi. It has the advantage that it depends directly
on the spectral density in contrast to the true likelihood that depends on f indirectly
via Wiener-Khinchin’s theorem. Sometimes, the summands corresponding to j = 0 as
well as j = n/2 (the latter for n even) are omitted in the likelihood approximation. In
fact, the term corresponding to j = 0 contains the sample mean (squared) while the
term corresponding to j = n/2 gives the alternating sample mean (squared). Both have
somewhat different statistical properties and usually need to be considered separately.
Furthermore, the first term is exactly zero if the methods are applied to time series that
have been centered first, while the last one is approximately zero and asymptotically
negligible (refer also Remark 3.2).
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The density of F Tn D
1/2
n FnZn under the i.i.d. standard Gaussian working model is
the Whittle likelihood. It has two potential sources of approximation errors: The first
one is the assumption of independence between Fourier coefficients which holds only
asymptotically but not exactly for a finite time series, the second one is the Gaussianity
assumption. In this paper, we restrict our attention to the first problem, extending the
proposed methods to non-Gaussian situations will be a focus of future work. In fact, the
independence assumption leads to asymptotically consistent results for Gaussian data.
But even for Gaussian data with relatively small sample sizes and relatively strong cor-
relation the loss of efficiency of the nonparametric approach using the Whittle likelihood
can be substantial as shown in Contreras-Crista´n et al. [2006] or by the simulation results
of Kreiss and Paparoditis [2003].
2.2. Nonparametric likelihood correction
The central idea in this work is to extend the Whittle likelihood by proceeding from a
certain parametric working model (with mean 0) for Zn rather than an i.i.d. standard
Gaussian working model before making a correction analogous to the Whittle correction
in the frequency domain.
To this end, we start with some parametric likelihood in the time domain, such as e.g.
obtained from an ARMA-model, that is believed to be a reasonable approximation to
the true time series. We denote the spectral density that corresponds to this parametric
working model by fparam(·). If the model is misspecified, then this spectral density is
also wrong and needs to be corrected to obtain the correct second-order dependence
structure. To this end, we define a correction matrix
Cn = Cn(f, fparam) = Cn(c(λ))
(
c :=
f
fparam
)
=
diag
(
f(λ0)
fparam(λ0)
, f(λ1)fparam(λ1) ,
f(λ1)
fparam(λ1)
, . . . , f(λN )fparam(λN ) ,
f(λN )
fparam(λN )
,
f(λn/2)
fparam(λn/2)
)
n even,
diag
(
f(λ0)
fparam(λ0)
, f(λ1)fparam(λ1) ,
f(λ1)
fparam(λ1)
, . . . , f(λN )fparam(λN ) ,
f(λN )
fparam(λN )
)
n odd.
This is analogous to the Whittle correction in the previous section as, in particular,
Dn = Cn(f, f i.i.d.N(0,1)) with Dn as in (3). However, the corresponding periodogram
ordinates are no longer independent under this likelihood but instead inherit the depen-
dence structure from the original parametric model (see Proposition 2.1 c). Such an
approach in a bootstrap context has been proposed and successfully applied by Kreiss
and Paparoditis [2003] using an AR(p) approximation. This concept of a nonparametric
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correction of a parametric time domain likelihood is illustrated in the schematic diagram:
time domain frequency domain
Zn ∼ parametric working model
FT−−−−−−−−−−−→ FnZnyCn(f, fparam)
F Tn Cn(f, fparam)
1/2FnZn
FT−1←−−−−−−−−−−− Cn(f, fparam)1/2FnZn
As a result we obtain the following nonparametrically corrected likelihood function under
the parametric working model
pCparam(Zn|f) ∝ det(Cn)−1/2 pparam(F Tn C
− 1
2
n FnZn), (5)
where pparam denotes the parametric likelihood.
Remark 2.1 Parametric models with a multiplicative scale parameter σ 6= 1 yield the
same corrected likelihood as the one with σ = 1 , i.e. if σZn is used as working model this
leads to the same corrected likelihood for all σ > 0. For instance, if the parametric model
is given by i.i.d. N(0, σ2) random variables with σ2 > 0 arbitrary, then the correction
also results in the Whittle likelihood (for a proof we refer to Appendix A). Analogously,
for linear models Zt =
∑∞
l=−∞ dlet−l, et ∼ (0, σ2), which includes the class of ARMA-
models, the corrected likelihood is independent of σ2.
We can now prove the following proposition which shows two important things: First,
the corrected likelihood is the exact likelihood in case the parametric model is correct.
Second, the periodograms associated with this likelihood are asymptotically unbiased
for the true spectral density regardless of whether the parametric model is true.
Proposition 2.1 Let {Zt} be a real zero mean stationary time series with absolutely
summable autocovariance function
∑
h∈Z |γ(h)| < ∞ and let fparam(λ) ≥ β > 0 for
0 ≤ λ ≤ pi be the spectral density associated with the (mean zero) parametric model used
for the correction.
1. If f = fparam, then p
C
param = pparam.
2. The periodogram associated with the corrected likelihood is asymptotically unbiased
for the true spectral density, i.e.
EpCparam In,λj (Zn) =
∫
In,λj (z1, . . . , zn) dp
C
param(zn, . . . , zn)
=
f(λj)
fparam(λj)
Epparam In,λj (Zn) = f(λj) + o(1),
where the convergence is uniform in j = 0, . . . , b(n− 1)/2c. Furthermore,
CovpCparam(In,λl(Zn), In,λk(Zn)) =
f(λl)f(λk)
fparam(λl) fparam(λk)
Covpparam(In,λl(Zn), In,λk(Zn)).
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The proof shows that the vector of periodograms under the corrected likelihood has
exactly the same distributional properties as the vector of the periodograms under the
parametric likelihood multiplied with f(·)/fparam(·). Hence, asymptotic properties as
the ones derived in Theorem 10.3.2 in Brockwell and Davis [2009] carry over with the
appropriate multiplicative correction.
In the remainder of the paper we describe how to make use of this nonparametric
correction in a Bayesian set-up.
3. Bayesian semiparametric approach to time series analysis
To illustrate the Bayesian semiparametric approach and how to sample from the pseudo-
posterior distribution, in the following we restrict our attention to an AR(p) model as
our parametric working model for the time series, i.e. Zi =
∑p
l=1 alZi−l + i, where
{i} are i.i.d. N(0, 1) random variables with density denoted by ϕ(·). Note that without
loss of generality, σ2 = 1, cf. Remark 2.1. This yields the parametric likelihood of our
working model, depending on the order p ≥ 0 and on the coefficients a = (a1, ..., ap):
pparam(Zn|a) ∝ pparam(Zp|a)
n∏
i=p+1
ϕ
(
Zi −
p∑
l=1
alZi−l
)
(6)
with spectral density
fparam(λ;a) =
1
2pi
∣∣∣∣∣1−
p∑
l=1
ale
−ilλ
∣∣∣∣∣
−2
. (7)
We assume the time series to be stationary and causal a priori. Thus, a is restricted such
that φ(z) := 1 − a1z − ... − apzp has no zeros inside the closed unit disc, c.f. Theorem
3.1.1. in Brockwell and Davis [2009]. For now, we assume that the parameters (p,a) of
the parametric working model are fixed (and in practice set to Bayesian point estimates
obtained from a preceding parametric estimation step). An extension to combine the
estimation of the parametric model with the nonparametric correction will be detailed
later in Section 3.4.
3.1. Nonparametric prior for spectral density inference
For a Bayesian analysis using either the Whittle or nonparametrically corrected like-
lihood, we need to specify a nonparametric prior distribution for the spectral density.
Here we employ the approach by Choudhuri et al. [2004a] which is essentially based on
the Bernstein polynomial prior of Petrone [1999] as a nonparametric prior for a proba-
bility density on the unit interval. We briefly describe the prior specification and refer
to Choudhuri et al. [2004a] for further details.
In contrast to the approach in Choudhuri et al. [2004a], we do not specify a nonpara-
metric prior distribution for the spectral density f(·), but for a pre-whitened version
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thereof, incorporating the spectral density of the parametric working model into the
estimation. To elaborate, for 0 ≤ η ≤ 1, consider the eta-damped correction function
cη(λ) = cη(λ;a) := f(λ)/fparam(λ;a)
η. (8)
This corresponds to a reparametrization of the likelihood (5) by replacing Cn = Cn(c(λ))
with Cn = Cn(cη(λ;a)fparam(λ;a)
η−1).
Remark 3.1 The parameter η models the confidence in the parametric model: If η is
close to 1 and the model is well-specified, then cη(·) will be much smoother than the
original spectral density, since fparam(·) already captures the prominent spectral peaks
of the data very well. As a consequence, nonparametric estimation of cη(·) should in-
volve less effort than nonparametric estimation of f(·) itself. This remains true in the
misspecified case, as long as the parametric model does describe the essential features
of the data sufficiently well in the sense that it captures at least the more prominent
peaks. However, it is possible that the parametric model introduces erroneous spectral
peaks if the model is misspecified. In that case, η close to zero ensures a damping of the
model misspecification, such that nonparametric estimation of cη(·) should involve less
effort than nonparametric estimation of f(·)/fparam(·). The choice of η will be detailed
in Section 3.4, but for now, η is assumed fixed.
We reparametrise cη(·) to a density function q(·) on [0, 1] via cη(piω) = τq(ω), 0 ≤
ω ≤ 1 with normalization constant τ = ∫ 10 cη(piω)dω. Thus, a prior for cη(·) may
be specified by putting a Bernstein polynomial prior on q(·) and then an independent
Inverse-Gamma(ατ , βτ ) prior on τ , its density denoted by pτ . The Bernstein polynomial
prior of q is specified in a hierarchical way as follows:
1. q(ω|k,G) =
k∑
j=1
G
(
j − 1
k
,
j
k
]
β(ω|j, k − j + 1) where G(u, v] = G(v) −G(u) for a
distribution function G and β(ω|l,m) = Γ(l+m)Γ(l)Γ(m) ωl−1(1−ω)m−1 is the beta density
with parameters l and m.
2. G has a Dirichlet process distribution with base measure α = MG0, where M > 0
is a constant and G0 a distribution function with Lebesgue density g0.
3. k has a discrete distribution on the integers k = 1, 2, . . ., independent of G, with
probability function pk(k) ∝ exp(−θkk log(k)). Note that smaller values of k yield
smoother densities.
Furthermore, we achieve an approximate finite-dimensional characterization of this non-
parametric prior in terms of 2L + 3 parameters (V1, . . . , VL,W0,W1, . . . ,WL, k, τ) by
employing the truncated Sethuraman (1994) representation of the Dirichlet process
G =
L∑
l=1
plδWl + (1− p1 − . . .− pL)δW0
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with p1 = V1, pl =
(∏l−1
j=1(1− Vj)
)
Vl for l ≥ 2, Vl ∼ beta(1,M), and Wl ∼ G0,
all independent. This gives a prior finite mixture representation of the eta-damped
correction
cη(piω) = τ
k∑
j=1
w˜j,kβ(ω|j, k − j + 1), (9)
where w˜j,k =
∑L
l=0 plI{ j−1k < Wl ≤ jk} and p0 = 1−
∑L
l=1 pl.
The joint prior density of cη by means of this finite-dimensional approximation can
be written as
p(V1, . . . , VL,W0,W1, . . . ,WL, k, τ) ∝
(
L∏
l=1
M(1− Vl)M−1
)(
L∏
l=0
g0(Wl)
)
pk(k) pτ (τ).
(10)
Here, we specify a diffuse prior by choosing the uniform distribution for G0 and M = 1.
We set θk = 0.01, ατ = βτ = 0.001 and follow the recommendation by Choudhuri et al.
[2004a] for the truncation point L = max{20, n1/3}.
3.2. Posterior computation
The prior (9) on cη(·) induces a prior on f(·) by multiplication with fparam(·;a)η, see (8).
Accordingly, the pseudo-posterior distribution of f(·) can be computed as prior times
the corrected parametric likelihood:
pCpost(V1, . . . , VL,W0,W1, . . . ,WL, k, τ |Zn,a, η)
∝ p(V1, . . . , VL,W0,W1, . . . ,WL, k, τ) det(Cn)−1/2pparam(F Tn C−1/2n FnZn|a),
where Cn = Cn
(
cη(λ;a)fparam(λ;a)
η−1) and fparam(λ;a) as in (7). Samples from the
pseudo-posterior distribution can be obtained via Gibbs sampling following the steps
outlined in Choudhuri et al. [2004a]. The full conditional for k is discrete and readily
sampled, as is the conjugate full conditional of τ . We use the Metropolis algorithm to
sample from each of the full conditionals of Vl and Wl using the uniform proposal density
of Choudhuri et al. [2004a].
Remark 3.2 As in Choudhuri et al. [2004a], we omit the first and last terms in the
corrected likelihood that correspond to λ = 0 and λ = n/2 (and setting cη(0) = cη(n/2) =
0 as well as FnZn(0) = FnZn(n) = 0). This is due to the role that the corresponding
Fourier coefficients play (being equal to the sample mean respectively alternating sample
mean), which typically requires a special treatment (see Proposition 10.3.1 and (10.4.7)
in Brockwell and Davis [2009]). For the application to spectral density estimation in this
paper this leads to more stable statistical procedures irrespective of the true mean of the
time series. However, in situations, where the time series is merely used as a nuisance
parameter such as regression models, change point or unit-root testing, these coefficients
should be included and the likelihood used for the time series Zt−µ, where µ is the mean
(not the sample mean) of the time series.
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3.3. Posterior consistency
In this section, we will show consistency of the pseudo-posterior distribution based on
the Bernstein polynomial prior and the corrected likelihood for a given working model
under the same assumptions as Choudhuri et al. [2004a]. Throughout the section, we
will make the following assumption:
Assumption A.1 1. Denote by γparam(·) and fparam(·) the autocovariance function
respectively spectral density of the parametric working model. Assume that∑
h∈Z
hα|γparam(h)| <∞ for some α > 1,
fparam(λ) ≥ β > 0 for some β > 0 and all − pi ≤ λ ≤ pi.
2. Let {Zt} be a stationary mean zero Gaussian time series with autocovariance func-
tion γ0(·) and spectral density f0(·) fulfilling∑
h∈Z
hα|γ0(h)| <∞ for some α > 1,
f0(λ) ≥ β > 0 for some β > 0 and all − pi ≤ λ ≤ pi.
Denote by pn,f0(·) and Pn,f0 the density and the distribution of Zn = (Z1, . . . , Zn).
An important first observation is, that the corrected likelihood, the Whittle likelihood
as well as the true likelihood are all mutually contiguous in the Gaussian case. This fact
may also be of independent interest:
Theorem 3.1 Under Assumptions A.1 the true density pn,f0(·), the Whittle likelihood
pW (·|f) given in (4) as well as the corrected (Gaussian) parametric likelihood pCparam(·|f)
given in (5) are all mutually contiguous.
With the help of this theorem we are now able to prove posterior consistency under
certain assumptions on the time series and prior.
Theorem 3.2 Let 0 ≤ η ≤ 1 fixed. Let Assumptions A.1 hold in addition to the
following assumptions on the prior for cη(·):
(P1) for all k, 0 < pk(k) ≤ B exp−b k log k for some constants B, b > 0,
(P2) g0 is bounded, continuous and bounded away from 0,
(P3) the parameter τ is assumed fixed and known.
Let c0,η(λ) = f0(λ)/f
η
param(λ). Then the posterior distribution is consistent, i.e. for any
 > 0,
Πn(c : ||c− c0,η||1 > |Zn)→ 0
in Pn,f0-probability, where Πn(·|Zn) denotes the pseudoposterior distribution computed
using the corrected likelihood.
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3.4. Prior for the parameters of the working model
In the previous sections, the parameters of the working model were assumed to be
fixed, as e.g. obtained in an initial pre-estimation step. From a Bayesian perspective,
it is desirable to couple the inference about the parametric working model with the
nonparametric correction, allowing for the inclusion of prior knowledge about the model
and for uncertainty quantification about the interaction of model and correction. Thus,
for a fixed order p, we include both the autoregressive parameters a = (a1, . . . , ap) and
the spectral shape confidence η from (8) into the Bayesian inference. The introduction
of the parameter η effectively robustifies the procedure in the sense that it guarantees
our method will not be worse than a corresponding fully nonparametric one.
To ensure stationarity and causality (and hence identifiability) of the parametric
model, we put a prior on the partial autocorrelations ρ = (ρ1, . . . , ρp) with −1 < ρl < 1
for 1 ≤ l ≤ p. The autoregressive parameters a = a(ρ) can be readily obtained from
this parametrisation (see Appendix B).
We consider the following prior specification for the spectral density:
f(λ) = cη(λ)fparam(λ;ρ)
η,
with a Bernstein-Dirichlet prior on cη(·) as in Section 3.1, a uniform prior on η and
uniform priors on the ρl’s, all a priori independent. Of course, it is possible to em-
ploy different prior models (see Liseo and Macaro [2013], Sørbye and Rue [2016]). In
conjunction with the corrected parametric likelihood, we obtain samples from the joint
pseudo-posterior distribution
pCpost(v1, . . . , vL, w0, w1, . . . , wL, k, τ, ρ1, . . . , ρp, η|Zn)
analogously to Section 3.2 via Gibbs sampling. Note that, since the corrected parametric
likelihood is the Lebesgue density of a probability measure, it is sufficient that the prior
distributions are proper for the posterior distribution to be proper. We use random walk
Metropolis-within-Gibbs steps with normal proposal densities to sample from the full
conditionals of η and ρ1, ..., ρp respectively. The proposal variance for η is set to 0.01,
where proposals larger than 1 (smaller than 0) are truncated at 1 (at 0). To achieve
proper mixing of the parametric model parameters, the proposal variances σ2l for ρl are
determined adaptively as described in Roberts and Rosenthal [2009] during the burn-in
period, aiming for an acceptance rate of 0.44, where proposals with absolute value larger
or equal to one are discarded.
Remark 3.3 The autoregressive order p is assumed to be fixed. In our approach, it is
determined in a preliminary model selection step. However, it is also possible to include
the autoregressive order in the Bayesian inference by using a Reversible-jump Markov
Chain Monte Carlo scheme Green [1995] or stochastic search variables Barnett et al.
[1996].
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4. Numerical evaluation
In this section, we evaluate the finite sample behavior of our nonparametrically corrected
(NPC) approach to Bayesian spectral density estimation numerically. To demonstrate
the trade-off between the parametric working model and the nonparametric spectral
correction, we compare our approach to both fully parametric and fully nonparametric
approaches. We first present the results of a simulation study with ARMA data in
Section 4.1 before considering sunspot data in Section 4.2 and gravitational wave data
in Section 4.3. An implementation of all procedures presented below is provided in the
R package beyondWhittle, which is available on CRAN, see Meier et al. [2017].
4.1. Simulated ARMA data
We consider data generated from the ARMA model
Zt = aZt−1 + bet−1 + et, 1 ≤ t ≤ n (11)
with standard Gaussian white noise et and different values of a, b and n. The following
competing approaches are compared with NPC:
Nonparametric estimation (NP). The procedure from Choudhuri et al. [2004a], which
is based on the Whittle likelihood and a Bernstein-Dirichlet prior on the spectral density.
Note that this coincides with the NPC approach with a white noise parametric working
model (p = 0), c.f. Remark 2.1.
Autoregressive estimation (AR). For p = 0, 1, . . . , pmax, an autoregressive model of
order p is fitted to the data using a Bayesian approach with the same partial autocor-
relation parametrization and the same prior assumptions as for the parametric working
model within the nonparametrically corrected likelihood procedure, see Section 3.4 (for
details on the sampling scheme we refer to Appendix B). The order p∗ minimizing the
DIC is then chosen for model comparison.
The working model in the NPC approach is chosen to be the AR(p∗) model from the
AR procedure. The prior for the working model parameters is as described in Section 3.4
and the prior for the nonparametric correction is as described in Section 3.1. For the
NP approach, the same Bernstein-Dirichlet prior for f(·) is used as for cη(·) in the NPC
approach.
We compare the average Integrated Absolute Error (aIAE) of the posterior median
spectral density estimate and the empirical coverage probability of a Uniform Credible
Interval (cUCI). Note that pointwise posterior credible intervals are not suited for inves-
tigating coverage, since they do not take the multiple testing problem into account that
arises at different frequencies. Following Ha¨fner and Kirch [2016] (see also Neumann and
Polzehl [1998]), a Uniform Credible Interval for the spectral density can be constructed
as follows: Denote by f∗1 (·), . . . , f∗N (·) the posterior spectral density samples obtained by
one of the procedures. Then for 0 < α < 1 the Uniform α-Credible Interval is given by
[exp (log f∗(λ)− C∗ασ∗(λ)) , exp (log f∗(λ) + C∗ασ∗(λ))]
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Table 1: Average Integrated Absolute Error (aIAE), Uniform 0.9-Credible Interval cov-
erage (cUCI) and average posterior model confidence ηˆ for different realizations
of model (11).
AR(1): a = 0.95 MA(1): b = 0.8 ARMA(1, 1): a = 0.75, b = 0.8
n = 64 n = 128 n = 256 n = 64 n = 128 n = 256 n = 64 n = 128 n = 256
aIAE
AR 2.661 2.101 1.600 0.298 0.244 0.192 1.236 1.038 0.862
NP 3.543 2.946 2.370 0.197 0.153 0.119 1.022 0.806 0.625
NPC 2.992 2.240 1.612 0.206 0.157 0.121 1.083 0.907 0.727
cUCI
AR 0.948 0.963 0.984 0.876 0.860 0.867 0.866 0.846 0.891
NP 0.863 0.771 0.801 0.998 0.999 0.995 0.953 0.919 0.906
NPC 0.952 0.973 0.996 0.998 1.000 1.000 0.999 1.000 0.998
ηˆ 0.697 0.818 0.896 0.285 0.191 0.121 0.483 0.384 0.272
where f∗(λ) denotes the sample median at frequency 0 ≤ λ ≤ pi, σ∗(λ) the median
absolute deviation of log f∗1 (λ), . . . , log f∗N (λ) and C
∗
α is chosen such that
1
N
N∑
j=1
1
{
max
0≤λ≤pi
log f∗(λ)− log f∗j (λ)
σ∗(λ)
≤ C∗α
}
≥ 1− α.
The intervals are constructed on a logarithmic scale to ensure that their covered range
contains only positive values. Because small values of f∗ lead to very large absolute
values on a log scale, we do not employ the usual logarithm, but the Fuller-logarithm as
described in Fuller [1996], page 496, i.e.
logFuller(x) = log(x+ ξ)− ξ/(x+ ξ),
for some small ξ > 0. We use α = 0.9 and ξ = 0.001 in our simulations. The chains
were run for 12,000 iterations for AR (after a burn-in period of 8,000 iterations) and for
20,000 iterations for NP and NPC (after a burn-in period of 30,000 iterations), where
a thinning of 4 was employed for NP and NPC. We choose pmax = 15 and consider
lengths n = 64, 128, 256 from model (11) with N = 1024 replicates (N a power of 2 to
use the computational resources efficiently) respectively.
The results are shown in Table 1. For AR(1) data, the AR procedure yields the best
results (in terms of both aIAE and cUCI), whereas the NP performs worst. It can be
seen that AR and NPC benefit from the well-specified parametric model. For MA(1)
data, however, the AR approach yields the worst results, whereas NPC benefits from
the nonparametric correction, yielding only slighly worse integrated errors than NP,
although with superior uniform credible intervals for n ≥ 128. In case of ARMA(1,1)
data, the estimation does not benefit from the autoregressive fit, i.e. the moving average
misspecification dominates the estimation. Thus the results are similar to the MA(1)
case. Further results for data from the ARMA model can be found in Appendix C.
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Remark 4.1 Under relatively weak conditions (see e.g. Kreiss et al. [2011]) a linear
process can be written as an AR(∞)-process with white noise errors (similarly to the
famous Wold representation). Consequently, an AR(p)-model with sufficiently large or-
der captures the structure of a (Gaussian) linear process to any degree of accuracy. In
this sense, the use of an AR-model with a sufficiently large order can be viewed as a
nonparametric procedure, a fact, that has been exploited by AR-sieve-bootstrap methods
for quite some time. For a recent mathematical analysis of the validity and limitations
of this approach we refer to Kreiss et al. [2011].
Consequently, an AR-model can still be used for spectral density estimation under
misspecification as long as the order is sufficiently large. In this sense standard order
selection techniques such as DIC-minimization tend to choose large orders in this sit-
uation. However, looking at scree-like plots of the negative maximum log likelihood for
increasing orders one can often see a clear bend (elbow) in the curve (with a slow decay
from that point on that is not slow enough to be captured by standard penalization tech-
niques). Similar to the use of scree plots in the context of PCA, that point can be seen
as a reasonable truncation point (’elbow criterion’) where those features best explained
by the parametric model have been captured. While this small model does not yet fully
explain the data, adding more parameters is not helping the nonparametrically corrected
procedure that we propose. In other words, we are not interested in an elaborate AR(∞)
approximation but rather in a proxy model that captures the main parametric features of
the data.
In the context of an autoregressive working model, we approximate the negative maxi-
mum log-likelihood by the negative log-likelihood evaluated at the Yule-Walker estimate.
This is to ensure numerical stability and computational speed, especially for large or-
ders. The approximation is motivated by the asymptotic equivalence of both estimates,
see e.g. Chapter 8 in Brockwell and Davis [2009]. The estimate is referred to as negative
maximum log-likelihood in the text.
Figure 1 shows the scree-like plots for three exemplary ARMA(1,1) realizations from
the above model as well as the sunspot data set. In all three realizations the elbow is
clearly at p = 1 (which is consistent with the AR-part of the model), while the DIC-
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Figure 1: Negative maximum log likelihood for different AR(p) models applied to (a)-
(c): three realizations of the ARMA(1,1) model with a = 0.75, b = 0.8 of
length n = 128 and (d) the sunspot data. The respective DIC-minimizing
order is visualized by a black dashed line.
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Table 2: Average Integrated Absolute Error (aIAE), Uniform 0.9-Credible Interval cov-
erage (cUCI) and average posterior model confidence ηˆ for ARMA(1,1) data
and fixed order p = 1.
ARMA(1, 1): a = 0.75, b = 0.8
aIAE cUCI ηˆ
n = 64 n = 128 n = 256 n = 64 n = 128 n = 256 n = 64 n = 128 n = 256
AR(p=1) 1.179 1.243 1.289 0 0 0 - - -
NPC(p=1) 0.942 0.741 0.586 0.986 0.969 0.954 0.601 0.635 0.670
criterion choses orders between 4 and 6.
Table 2 shows the simulation results for the ARMA(1,1) model and a fixed order of
p = 1. While a parametric AR(1) model is clearly not able to explain the data (see e.g.
the zero coverage of the uniform credibility intervals), this choice of the order significantly
improves the results of the NPC procedure for the ARMA(1,1) data. In fact, the latter
is now better than both the AR procedure as well as the NP procedure while at the same
time the confidence in the model as indicated by ηˆ increases.
For the sunspot data that effect can also be seen clearly as the above procedure proposes
to use p = 2 in the nonparametric procedure while the DIC-criterion suggests p = 9. For
a detailed discussion of this data analysis we refer to Section 4.2, similar effects for the
LIGO data are discussed in Section 4.3.
4.2. Sunspot data
In this section, we analyse the yearly sunspot data from 1700 until 1987. We take the
mean-centered version of the square root of the 288 observations as input data. We
compare the AR and the NPC procedure for fixed values p = 1, 2, 3, 9. While p = 9
minimises the DIC, p = 2 captures the main AR-features of the data as indicated by
the elbow criterion (see Remark 4.1 and Figure 1 (d)). The results are shown in Figure 2.
While for p = 1 the Bernstein polynomials of the nonparametric correction cannot yet
capture the peaks sufficiently well, this is clearly the case for p = 2 (the choice obtained
from the elbow criterion): While the parametric model itself can clearly not yet explain
the data well, enough features are captured to improve the nonparametric correction.
For larger order choices, the estimate from the NPC method does not change much
anymore, so that the correction does indeed not profit from additional parameters in
the AR-model. In fact for p = 9 (as indicated by DIC), the Bayes estimator of AR and
NPC are very similar.
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Figure 2: Posterior median spectral density estimates NPC (solid black) and AR (dashed
black) for the transformed sunspot data on a logarithmic scale, for different
autoregressive orders p. The log-periodogram is visualised in grey.
4.3. Gravitational wave data
Gravitational waves, ripples in the fabric of spacetime caused by accelerating massive
objects, were predicted by Albert Einstein in 1916 as a consequence of his general theory
of relativity, see Einstein [1916]. Gravitational waves originate from non-spherical
acceleration of mass-energy distributions, such as binary inspiraling black holes, pulsars,
and core collapse supernovae, propagating outwards from the source at the speed of light.
However, they are very small (a thousand times smaller than the diameter of a proton)
so that their measurement has provided decades of enormous engineering challenges.
On Sept. 14, 2015, the Laser Interferometric Gravitational Wave Observatory (LIGO),
see Aasi et al. [2015], made the first direct detection of a gravitational wave signal,
GW150914, originating from a binary black hole merger [Abbott et al., 2016a]. The two
L-shaped LIGO instruments (in Hanford, Washington and Livingston, Louisiana) each
consist of two perpendicular arms, each 4 kilometers long. A passing gravitational wave
will alternately stretch one arm and squeeze the other, generating an interference pattern
which is measured by photo-detectors. The detector output is a time series that consists
of the time-varying dimensionless strain h(t), the relative change in spacing between two
test masses. The strain can be modelled as a deterministic gravitational wave signal
s(t,θ) depending on a vector θ of unknown waveform parameters plus additive noise
n(t), such that
h(t) = s(t,θ) + n(t), t = 1, . . . , T.
There are a variety of noise sources at the LIGO detectors. This includes seismic
noise, due to the motion of the mirrors from ground vibrations, earthquakes, wind,
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ocean waves, and vehicle traffic, thermal noise, from the microscopic fluctuations of
the individual atoms in the mirrors and their suspensions, and shot noise, due to the
discrete nature of light and the statistical uncertainty from the “photon counting” that
is performed by the photo-detectors. In particular, LIGO noise includes high power,
narrow band, spectral lines, visible as sharp peaks in the log-periodogram. As the LIGO
spectrum is time-varying and subject to short-duration large-amplitude transient noise
events, so-called “glitches”, a precise and realistic modelling and estimation of the noise
component jointly with the signal is important for an accurate inference of the signal
parameters θ. The current approach, which was also used for estimating the parameters
of GW150914 in Abbott et al. [2016b], is to first use the Welch method [Welch, 1967] to
estimate the spectral density from a separate stretch of data, close to but not including
the signal and then to assume stationary Gaussian noise with this known spectral density
in order to estimate the signal parameters.
Several approaches have been suggested in the recent gravitational wave literature
to simultaneously estimate the noise spectral density and signal parameters. These
include generalising the Whittle likelihood to a Student-t likelihood as in Ro¨ver et al.
[2011], similarly modifying the likelihood to include additional scale parameters and then
marginalising over the uncertainty in the PSD as in Littenberg et al. [2013], using cubic
splines for smoothly varying broad-band noise and Lorentzians for narrow-band line
features as in Littenberg and Cornish [2015], a Morlet-Gabor continuous wavelet basis
for both gravitational wave burst signals and glitches as in Cornish and Littenberg [2015],
the nonparametric approach of Choudhuri et al. [2004a] using a Dirichlet-Bernstein prior
[Edwards et al., 2015] and a generalisation of this using a B-spline prior, see Edwards
et al. [2017].
We consider 1 s of real LIGO data collected during the sixth science run (S6), re-
coloured to match the target noise sensitivity of Advanced LIGO [Christensen, 2010].
The data is differenced and then multiplied by a Hann window to mitigate spectral leak-
age. A low-pass Butterworth filter (of order 20 and attenuation 0.25) is then applied
before downsampling from a LIGO sampling rate of 16384 Hz to 4096 Hz, reducing the
volume of data.
We first run a pure nonparametric model, corresponding to a nonparametrically cor-
rected likelihood with an AR(0) working model (i.e. the Whittle likelihood) to estimate
the spectral density. We then compare this to a nonparametrically corrected model with
an order of p = 14, where a clear elbow can be seen in the negative log-likelihood plot
(see Figure 3 and Remark 4.1). We run these simulations for 100,000 MCMC iterations,
with a burn-in of 50,000, and thinning factor of 5. Results are illustrated in Figure 4 (a).
Even though k converged to k ≈ 900 mixture components, it is clear that the Bernstein-
Dirichlet prior together with the Whittle likelihood is not flexible enough to estimate
the sharp peaks of the LIGO spectral density. The parametric AR(14) model (estimated
using the Bayesian autoregressive sampler described in Appendix B) captures the four
main peaks but not their sharpness. Additionally, it does not capture the structure well
in the frequency bands 0 to 450 Hz as well as larger than 1100 Hz. When compared to
the AR(0) model, the nonparametrically corrected model based on p = 14 estimates the
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Figure 3: Negative maximum log likelihood for different AR(p) models applied to Ad-
vanced LIGO S6 data.
sharp peaks much better. Furthermore, it sharpens all four peaks of the AR(14)-model
(with a slight exception around 400 Hz, where seemingly two very sharp peaks overlap,
a feature that is not captured by the AR(14) model at all). In the frequency bands 0
to 450 Hz as well as larger than 1100 Hz, where the parametric model fails altogether,
the correction yields similar results to the nonparametric Whittle procedure. Similarly
to the nonparametric Whittle procedure k tends towards kmax = 800 indicating that the
Bernstein-Dirichlet prior together with an AR(14)-model is not yet flexible enough for
this data set.
Looking closer at Figure 3, the negative log-likelihood between the models AR(14)
and AR(35) decreases by 533, which is not as sharp as the elbow at p = 14, but still
significant – keeping in mind that the LIGO data is a very complex data set – much
more so than the ARMA(1,1) or the sunspot data. There is a moderately sized jump
before p = 35, while afterwards the descend slows down significantly. In fact the BIC
chooses an order of p = 118, where the log-likelihood reaches the level of 879, showing
that the difference between p = 14 and p = 35 (of 533) is comparable to the one between
p = 35 and p = 128 (of 512). This indicates that there is indeed another change of
gradient around p = 35. When looking at penalized likelihoods, this is also the point,
where different penalizations start to obviously diverge. The results for p = 35 can be
found in Figure 4 (b).
The parametric AR(35) model already provides a reasonable fit to the periodogram,
picking up the major peaks (with the exception around 100 Hz), but under- and overes-
timates some of the peaks. In particular there are still major problems in the frequency
bands 0 to 300 Hz and 400 to 700 Hz. The NPC procedure with p = 35 keeps the
peaks that have been capture well by the parametric model but corrects problems most
prominently in the above mentioned frequency bands. It is worth mentioning that the
correction works in several ways: Sharpening existing peaks (e.g. at 0 Hz), adding new
peaks (e.g. at 100 Hz) as well as smoothing out some erroneous peaks (e.g. at 600 Hz).
Overall, the resulting estimate seems to capture the structure quite well in all frequency
bands. This impression is complemented by the results of the NPC method with AR(35)
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Figure 4: Estimated log spectral density for a 1 s segment of LIGO S6 data. The pos-
terior median log spectral density estimate of NPC under an AR(p) working
model (solid black), AR(p) (dashed black), and NPC under an AR(0) working
model (dotted black) are overlaid with the log periodogram (grey), where (a)
depicts p = 14 and (b) depicts p = 35.
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Figure 5: Estimated log spectral density for a 1 s segment of LIGO S6 data. The pos-
terior median log spectral density estimate of NPC under an AR(35) working
model (solid black), pointwise 0.9-credible region (shaded red), and uniform
0.9-credible region (shaded violet) are overlaid with the log periodogram (grey).
working model together with the pointwise and uniform credible bounds obtained from
the procedure in Figure 5.
5. Conclusion
In this work we propose a nonparametric correction of a parametric likelihood to obtain
an approximation of the true (inaccessible) likelihood of a stationary time series. This
approach extends the famous approximation by Whittle. For Gaussian data, the Whittle
likelihood, the nonparametric correction as well as the true likelihood are asymptotically
equivalent. Secondly, we propose a Bayesian procedure for spectral density estimation,
where a parametric likelihood is used with a Bayesian nonparametric spectral correction.
We show consistency of the resulting pseudo-posterior distribution for a fixed parametric
likelihood. Furthermore, we present a Bayesian semiparametric procedure that combines
inference about the parametric working model with the nonparametric correction. The
extent of the contribution of the parametric spectral density to the spectral density
estimate is controlled by a shape confidence parameter. Simulation results have shown
that this procedure inherits the benefits from the parametric working model if the latter is
well-specified or describe a part of the features of the data well, while in the misspecified
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case the results are comparable to the usage of the Whittle likelihood.
Regarding future work, it is interesting to investigate whether in the non-Gaussian
case the class of time series for which asymptotically consistent inference holds can be
enlarged by choosing an appropriate model. It is important to understand the distri-
butional influence in the non-Gaussian case both in finite samples and asymptotically.
As an example, in a bootstrap context, it suffices to capture the fourth order structure
of a linear model to obtain asymptotically valid second-order frequentist properties of
the autocovariance structure Dahlhaus and Janas [1996], Kreiss and Paparoditis [2003].
As suggested by Kleijn et al. [2012] in a parametric setting, this property does not
simply carry over to a Bayesian context. Preliminary results for non-Gaussian autore-
gressive time series however have shown considerable benefits (with respect to first and
second order frequentist properties) when the innovation distribution is well-specified
in comparison to a Gaussian model. Since any parametric likelihood is susceptible to
misspecification, the ultimate goal is to consider a Bayesian nonparametric model for
the innovation distribution, such as Dirichlet mixtures of normals. Further directions
for future work are automation of the elbow criterion discussed in Remark 4.1. Instead
of choosing a fixed order in advance, an automation might as well serve as a guideline
for specifying a prior on the AR order parameter, which can be included in the inference
by means of RJMCMC (c.f. Remark 3.3).
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A. Appendix: Proofs
Proof of (4). Since Fn is orthonormal it holds |detFn| = 1 and hence by an application
of the transformation theorem
pW
Zn=FTn Z˜n
(zn|f) = | detFn| pWZ˜n(Fnzn|f) ∝ det(Dn)
−1/2 exp
(
−1
2
z˜TnD
−1
n z˜n
)
∝ exp
−1
2
n−1∑
j=0
log f(λj)− 1
2
z˜TnD
−1
n z˜n
 ,
where z˜n = Fnzn. Finally, by (1), In(λk) = In(λn−k) as well as f(λk) = f(λn−k) it
holds
z˜TnD
−1
n z˜n =
z˜2n(0)
2pif(0)
+
z˜2n(n/2)
2pif(pi)
1{n even} +
N∑
j=1
z˜2n(2j − 1) + z˜2n(2j)
2pif(λj)
=
In,λ0(z)
f(0)
+
In,λn/2(z)
f(pi)
1{n even} +
N∑
j=1
2In,λj (z)
f(λj)
=
n−1∑
j=0
In,λj (z)
f(λj)
,
yielding the assertion.
Proof of Remark 2.1. The spectral density corresponding to a Gaussian white
noise with variance σ2 is given by σ2/2pi, hence σ2Cn = Dn and
pCi.i.d. N(0,σ2)(Zn|f) ∝
detC
−1/2
n
σn
exp
(
− 1
2σ2
ZTnF
T
n C
−1/2
n FnF
T
n C
−1/2
n FnZn
)
∝ detD−1/2n exp
(
−1
2
(FnZn)
TD−1n (FnZn)
)
,
which can be shown to be the Whittle likelihood analogously to the proof of equation 4
since FnZn = Z˜n.
Proof of Proposition 2.1. If f = fparam then Cn = Id and F
T
n C
−1/2
n Fn = Id, hence
a) follows. For b), consider a time series distributed according to the corrected likelihood,
i.e. Xn = (X1, . . . , Xn) ∼ pCparam. An application of the transformation theorem shows
that Yn = F
T
n C
−1/2
n FnXn ∼ pparam on noting that (F Tn C−1/2n Fn)−1 = F Tn C1/2n Fn and
det((F Tn C
−1/2
n Fn)
−1) =
√
det(Cn). By (1) it holds
In,λj (Xn) = In,λj (F
T
n C
1/2
n FnYn) =
f(λj)
fparam(λj)
In,λj (Yn)
as Fn(F
T
n C
1/2
n FnYn) = C
1/2
n (FnYn). By Brockwell and Davis [2009], Proposition
10.3.1., it holds E In,λj (Yn) = fparam(λj) + o(1) where convergence is uniform in j
(recall that the time series is mean zero). From this the assertion follows because fparam
is bounded from below by assumption.
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Proof of Theorem 3.1. Choudhuri et al. [2004b] proved mutual contiguity of the
true Gaussian and the Whittle likelihood in the frequency domain which carries over to
the time domain by an application of the transformation theorem because Fn is bijective.
Hence, it is sufficient to show mutual contiguity of the corrected parametric likelihood
and the Whittle likelihood. Following the proof of Theorem 1 in Choudhuri et al. [2004b]
it is enough to show that their log-likelihood ratio is a tight sequence under both pC as
well as pW . To this end, note that it holds
pW ∝ detD−1/2n exp
(
−1
2
ZTnF
T
n D
−1
n FnZn
)
,
pC ∝ detC−1/2n det Σ−1/2n,param exp
(
−1
2
ZTnF
T
n C
−1/2
n FnΣ
−1
n,paramF
T
n C
−1/2
n FnZn
)
,
where Σn,param is the covariance matrix of the corresponding parametric time series,
e.g. for the AR(p)-case the covariance matrix associated with likelihood (6). Hence, the
log-likelihood ratio is given by
1
2
(log detDn − log detCn − log det Σn,param)
+
1
2
(
ZTnF
T
n D
−1
n FnZn − ZTnF Tn C−1/2n FnΣ−1n,paramF Tn C−1/2n FnZn
)
=:
1
2
An +
1
2
Bn(Zn).
Defining Dn,param analogously to Dn as in (3) with the nonparametric spectral density
f replaced by the parametric version fparam as e.g. for AR(p) given in (7), we get
An = log detDn,param − log det Σn,param = O(1),
where the boundedness follows from Lemma A.1 in Choudhuri et al. [2004b]. To obtain
stochastic boundedness of Bn(Zn) under p
W as well as pC we will show boundedness of
the expectation and variance. Following Choudhuri et al. [2004b] we get under pW (i.e.
FnZn ∼ N(0, Dn))
EBn(Zn) = tr
(
In − C−1/2n FnΣ−1n,paramF Tn C−1/2n Dn
)
.
Because tr(AB) = tr(BA), it holds by C
−1/2
n DnC
−1/2
n = Dn,param
tr(C−1/2n FnΣ
−1
n,paramF
T
n C
−1/2
n Dn) = tr(FnΣ
−1
n,paramF
T
n Dn,param), (12)
the assertion follows by Lemma A.2 in Choudhuri et al. [2004b] by the linearity of the
trace. Similar arguments yield the assertion under pC (i.e. Zn ∼ N(0, F Tn C1/2n FnΣn,paramF Tn C1/2n Fn))
noting that
EBn(Zn) = tr
(
F Tn D
−1
n C
1/2
n FnΣn,paramF
T
n C
1/2
n Fn − In
)
= tr
(
D−1n,paramFnΣn,paramF
T
n − In
)
.
Concerning the variance we get under pW
VarBn(Zn) = 2 tr
((
In − C−1/2n FnΣ−1n,paramF Tn C−1/2n Dn
)2)
.
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Similar arguments as above yield
tr
((
C−1/2n FnΣ
−1
n,paramF
T
n C
−1/2
n Dn
)2)
= tr
((
FnΣ
−1
n,paramF
T
n Dn,param
)2)
.
Together with (12) this yields
VarBn(Zn) = 2 tr
((
In − FnΣ−1n,paramF Tn Dn,param
)2)
by tr((In −A)2) = tr(I)− 2tr(A) + tr(A2). Hence, the assertion follows by Lemma A.2
in Choudhuri et al. [2004b]. Analogous assertions yield the result under pC .
Ghosal et al. [1999] give sufficient conditions for the consistency of the posterior distri-
bution when using Bernstein polynomial priors in terms of the existence of exponentially
powerful tests for testing H0 : θ = θ0 and prior positivity of a Kullback-Leibler neigh-
bourhood. But these require i.i.d. observations. To prove posterior consistency under
the Whittle likelihood, Choudhuri et al. [2004a] extend this result to independent but not
identically distributed observations and apply this to the periodogram ordinates which
are independent exponential random variables under the Whittle likelihood. However,
periodogram ordinates under the corrected likelihood are no longer independent, there-
fore this theorem is not applicable. We give an extension to non-independent random
variables in the following theorem, which is needed to prove Theorem 3.2:
Theorem A.1 Let Zn = (Z1,n, . . . , Zn,n) be random vectors with probability distribution
Pnθ and corresponding pdf pn(·|θ). Let θ0 ∈ Θ, Un ∈ T , where T denotes the Borel σ-
algebra on Θ, and Π a probability distribution on (Θ, T ). Define
Kn(θ0, θ) = Eθ0
[
log
pn(Zn|θ0)
pn(Zn|θ)
]
and
Vn(θ0, θ) = Varθ0
[
log
pn(Zn|θ0)
pn(Zn|θ)
]
.
Under the following assumptions of prior positivity of neighbourhoods and existence of
tests:
(C1) There exists a set B ∈ T with Π(B) > 0 such that
(a) 1
n2
Vn(θ0, θ)→ 0 for all θ ∈ B, and
(b) lim infn→∞Π({θ ∈ B : 1nKn(θ0, θ) < }) > 0 ∀ > 0.
(C2) There exists test functions {φn}, subsets Θn ⊂ Θ, and constants K1,K2, k1, k2 > 0
such that
(a) Eθ0 φn → 0.
(b) supθ∈Ucn∩Θn Eθ(1− φn) ≤ K1 exp−k1n, and
(c) Π(Θcn) ≤ K2 exp−k2n .
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Then
Π(θ ∈ U cn|Zn)→ 0 in Pnθ0-probability.
Proof. The proof is completely analogous to the proof of Theorem A.1 in Choudhuri
et al. [2004a].
The following lemma replaces Lemma B.3 in Choudhuri et al. [2004a].
Lemma A.2 Let Zn ∼ N(0, F Tn Dn(f)1/2SnDn(f)1/2Fn) where Sn is a symmetric posi-
tive definite matrix and Dn(f) = diag(f(λ1), . . . , f(λn)). With c(λi) = f(λi)/fparam(λi)
η
consider testing
H0 : c(λi) = c0(λi), where c0(λi) ≤ a for i = 1, . . . , n, against
H1 : c(λi) = c1(λi), where c1(λi) < c0(λi)−  for i = 1, . . . , n,
where a >  > 0 do not depend on n. Then there exists a test φn and constants β1, β2 > 0
depending only on a and  such that
EH0(φn) ≤ exp−β1n and EH1(1− φn) ≤ exp−β2n .
Proof. Consider a test φn that rejects H0 if
Tn = Z
T
nF
T
n Dn(f0)
−1/2S−1n Dn(f0)
−1/2FnZn < nx
with a critical value x > 0 with x 6= 1 and x 6= 1− /a.
Denote Yn ∼ N(0, In), then
Tn
D
=
H0
YTnYn
D
=
H0
χ2n.
Consequently, the moment generating function of Tn under H0 is given by E
[
exptTn
]
=
(1− 2t)−n/2 and exists for t < 1/2. By an application of the Markov inequality, we get
for all z > 0
Pc0 (Tn < nx) = Pc0
(
e−zTn > e−nzx
) ≤ expnzx Ec0 [exp−zTn] = e−n[−zx+ 12 log(1+2z)].
The function g1(z) = −zx+ 12 log(1 + 2z) attains its maximum at z1 = 1−x2x > 0 and
g1(z1) = −1− x
2
+
1
2
log
(
1 +
1− x
x
)
> −1− x
2
+
1− x
2
= 0
as log(1 + y) > y1+y for y 6= 0. Thus, setting β1 = g1(z1) > 0, we obtain
EH0(φn) = Pc0 (Tn < nx) ≤ e−nβ1 .
Similarly, under H1, we get
Tn
D
=
H1
YTnBB
TYn, with B = S
1/2
n Dn(f1/f0)
1/2S−1/2n .
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Since
det(B − λIn) = det(S1/2n [D1/2n (f1/f0)− λIn]S−1/2n ) = det(D1/2n (f1/f0)− λIn)
the matrix B has the eigenvalues (c1(λi)/c0(λi))
1/2 = (f1(λi)/f0(λi))
1/2, i = 1, . . . , n.
Since B is a normal matrix (recall that Sn is symmetric positive definite), we find that
BBT has the eigenvalues c1(λi)/c0(λi), i = 1, . . . , n. Consequently,
Tn
D
=
H1
YTnBB
TYn
D
=
H1
YTnDn(f1/f0)Yn ≤ YTnYn max
1≤i≤n
c1(λi)
c0(λi)
< YTnYn max
1≤i≤n
c0(λi)− 
c0(λi)
≤
(
1− 
a
)
YTnYn.
Consequently,
EH1(1− φn) = Pc1 (Tn ≥ nx) ≤ Pc1
(
YTnYn ≥
nx
1− /a
)
.
Analogously to the proof under the null hypothesis, we get for any z < 1/2
Pc1
(
YTnYn ≥
nx
1− /a
)
≤ e−n
(
zx
1−/a+
1
2
log(1−2z)
)
.
Now g2(z) = zy +
1
2 log(1− 2z), y = x/(1− /a), attains its maximum at z2 = y−12y < 12
with
g2(z2) =
y − 1
2
− 1
2
log y > 0
as log y < y− 1 for y 6= 1, i.e. x 6= 1− /a. Setting β2 = g2(z2) > 0 yields EH1(1−φn) ≤
e−β2n, completing the proof.
Proof of Theorem 3.2. We follow Choudhuri et al. [2004a], proof of Theorem
1, and show (C1) and (C2) of Theorem A.1 above. Let pn(Zn|c) denote the corrected
likelihood and define a = ||c0,η||∞ = supλ∈[0,pi] |c0,η(λ)| and b = infλ∈[0,pi] |c0,η(λ)|. An
analogous argument as in Appendix B.1. of Choudhuri et al. [2004a] shows that for all
 > 0 the set {c : ||c − c0,η||∞ < } has positive prior probability under the Bernstein
polynomial prior on Θ. We need to show (C1)(a) and (b). To this end, let c ∈ B where
B = {c : ||c− c0,η||∞ < b/2}.
For c ∈ B we have c > b/2. To prove (C1), first note that
log
pn(Zn|c0,η)
pn(Zn|c) =
1
2
n∑
i=1
log
f(λi)
f0(λi)
− 1
2
ZTnF
T
n D
−1/2
n (f0)S
−1
n D
−1/2
n (f0)FnZn
+
1
2
ZTnF
T
n D
−1/2
n (f)S
−1
n D
−1/2
n (f)FnZn
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where Sn = D
−1/2
n (fparam)FnΣn,paramF
T
n Dn(fparam)
−1/2. For Yn
D
= N(0,Σ) it holds
EYTnAYn = tr(AΣ) as well as Var(Y
T
nAYn) = 2tr(AΣAΣ). Furthermore, by analogous
argument as in the proof of Lemma A.2 we get that the eigenvalues of
F Tn Dn(f)
−1/2S−1n Dn(f0/f)
1/2SnDn(f0)
1/2Fn
are given by f0(λi)/f(λi) = c0,η(λi)/c(λi), i = 1, . . . , n, hence
tr(F Tn Dn(f)
−1/2S−1n Dn(f0/f)
1/2SnDn(f0)
1/2Fn) =
n∑
i=1
c0,η(λi)
c(λi)
.
As a consequence, we get
0 ≤ 1
n
Kn(c0, c) =
1
2n
n∑
i=1
log
f(λi)
f0(λi)
− 1
2
+
1
2n
tr(F Tn Dn(f)
−1/2S−1n Dn(f0/f)
1/2SnDn(f0)
1/2Fn)
=
1
2n
n∑
i=1
log
(
c(λi)− c0,η(λi)
c0,η(λi)
+ 1
)
+
1
2n
n∑
i=1
(
c0,η(λi)− c(λi)
c(λi)
+ 1
)
− 1
2
= O(1) ‖c− c0,η‖∞.
Similar arguments yield
0 ≤ 1
n2
Vn(c0,η, c) =
1
2n2
tr
[(
In − F Tn Dn(f)−1/2S−1n D1/2n (f0/f)SnDn(f0)1/2Fn)
)2]
=
1
2n2
n∑
i=1
(
c0,η(λi)− c(λi)
c(λi)
)2
= O(1/n) ‖c− c0,η‖2∞ → 0.
The proof can now be concluded as in Choudhuri et al. [2004a] by replacing Lemma B.3
by Lemma A.2 above.
B. Appendix: Bayesian autoregressive sampler
For fixed order p ≥ 0, the autoregressive model Zt =
∑p
l=1 alZt−l+et with i.i.d. N(0, σ
2)
random variables is parametrized by the the innovation variance σ2 and the partial auto-
correlation structure ρ = (ρ1, . . . , ρp), where ρk is the conditional correlation between Zt
and Zt+k given Zt+1, . . . , Zt+k−1. Note that ρ ∈ (−1, 1)p and that there is a one-to-
one relation between a = (a1, . . . , ap) and ρ. To elaborate, we follow Barndorff-Nielsen
and Schou [1973] and introduce the auxiliary variables φk,l as solutions of the following
Yule-Walker-type equation with the autocorrelations rk = E[ZtZt+k]/EZ
2
1 :
1 r1 . . . rk−1
r1 1 . . . rk−2
...
...
. . .
...
rk−1 rk−2 . . . 1


φk,1
φk,2
...
φk,k
 =

r1
r2
...
rk
 .
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As shown in Barndorff-Nielsen and Schou [1973], the well-known relationships
φp,l = al, l = 1, . . . , p,
φk,k = ρk, k = 1, . . . , p
readily imply ap = ρp and (recall that ρk = 0 for k > p) the recursive formula
al = ρl − ρl+1φl,1 − ρl+2φl+1,2 − . . .− ρpφp−1,p−l, l = 1, . . . , p− 1.
We specify the following prior assumptions for the model parameters:
ρl ∼ uniform((−1, 1)), 1 ≤ l ≤ p,
σ2 ∼ inverse-gamma(ασ, βσ),
all a priori independent. We use ασ = βσ = 0.001. Furthermore, we employ the Gaussian
likelihood
p(Zn|ρ, σ2) = det Σ−1/2p,a,σ2 exp
{
−1
2
ZTp Σ
−1
p,a,σ2
Zp
} n∏
i=p+1
φσ
(
Zi −
p∑
l=1
alZi−l
)
with the N(0, σ2) density φσ(·) and the p × p autocovariance matrix Σp,a(ρ) of the au-
toregressive model. To draw samples from the corresponding posterior distribution,
we use a Gibbs sampler, where the conjugate full conditional for σ2 is readily sampled.
For j = 1, . . . , p the full conditional for ρj is sampled with the Metropolis algorithm using
a normal random walk proposal density with proposal variance σ2l . As for the param-
eters of the working model within the corrected parametric approach (see Section 3.4),
the proposal variances are adjusted adaptively during the burn-in period, aiming for a
respective acceptance rate of 0.44.
C. Appendix: Further simulation results
Table 2 depicts further results of the AR, NP and NPC procedures for normal ARMA
data.
For white noise, all procedures yield good results, whereas NP is superior due to the
implicitly well-specified white noise working model (recall that the order p within AR
and NPC are estimated with the DIC). The results for MA(2) data are qualitatively
similar to the results for MA(1) data in Table 1. The spectral peaks of the AR(2)
model are not as strong as the spectral peak of the AR(1) model considered in Table 1.
Accordingly, it can be seen that the NP results are better in this case. The NPC benefits
again from the well-specified parametric model, yielding results that are comparable to
the AR procedure.
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Table 3: Average Integrated Absolute Error (aIAE), Uniform Credible Interval coverage
(cUCI) and average posterior model confidence ηˆ for different realizations of
model (11).
White Noise: a = b = 0 MA(2): b1 = 0.75, b2 = −0.5 AR(2): a1 = 0.75, a2 = −0.5
Methods n = 64 n = 128 n = 256 n = 64 n = 128 n = 256 n = 64 n = 128 n = 256
aIAE
AR 0.095 0.074 0.053 0.343 0.278 0.221 0.270 0.201 0.150
NP 0.102 0.066 0.042 0.233 0.177 0.128 0.314 0.257 0.207
NPC 0.104 0.070 0.047 0.236 0.180 0.137 0.276 0.211 0.163
cUCI
AR 1.000 0.999 0.999 0.771 0.757 0.786 0.996 1.000 1.000
NP 1.000 1.000 1.000 0.999 0.999 0.992 0.998 0.992 0.982
NPC 1.000 1.000 1.000 1.000 1.000 1.000 0.999 1.000 1.000
ηˆ 0.368 0.325 0.293 0.293 0.199 0.123 0.461 0.529 0.614
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