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1. Introduction, Definitions and Notations
LetA denote the class of all analytic functions f defined in the open unit diskU = {z ∈ C : |z| < 1}
and normalized by the condition f (0) = f ′(0) − 1 = 0. Thus each f ∈ A has a Taylor-Maclaurin
series expansion of the form:
f (z) = z +
∞∑
n=2
anz
n, (z ∈ U). (1.1)
Further, let S denote the class of all functions f ∈ A which are univalent in U (for details, see [9];
see also some of the recent investigations [1–4]).
Two of the important and well-investigated subclasses of the analytic and univalent function
classS are the classS∗(α) of starlike functions of orderα inU and the classK(α) of convex functions
of order α inU. By definition, we have
S∗(α) :=
{
f : f ∈ S and Re
{
z f ′(z)
f (z)
}
> α, (z ∈ U; 0 ≤ α < 1)
}
,
and
K(α) :=
{
f : f ∈ S and Re
{
1 +
z f ′′(z)
f ′(z)
}
> α, (z ∈ U; 0 ≤ α < 1)
}
.
It is clear thatK(α) ⊂ S∗(α). Also we have
f (z) ∈ K(α) iff z f ′(z) ∈ S∗(α),
1
and
f (z) ∈ S∗(α) iff
∫ z
0
f (t)
t
dt = F(z) ∈ K(α).
Given two functions f and h inA. The function f is said to be subordinate to h inU, written as
f (z) ≺ h(z), if there exists a Schwarz function ω(z), analytic inU, with
ω(0) = 0 and |ω(z)| < 1 for all z ∈ U,
such that f (z) = h (ω(z)) for all z ∈ U. Furthermore, if the function 1 is univalent in U, then we
have the following equivalence (see [18] and [22]):
f (z) ≺ h(z)⇔ f (0) = h(0) and f (U) ⊂ h(U).
Let ϕ be an analytic univalent function in U with positive real part and ϕ(U) be symmetric
with respect to the real axis, starlike with respect to ϕ(0) = 1 and ϕ
′
(0) > 0. Ma and Minda [16]
gave a unified presentation of various subclasses of starlike and convex functions by introducing
the classes S∗(ϕ) andK(ϕ) of functions f ∈ S satisfying (z f
′
(z)/ f (z)) ≺ ϕ(z) and 1+ (z f
′′
(z)/ f
′
(z)) ≺
ϕ(z) respectively, which includes several well-known classes as special case. For example, when
ϕ(z) = (1 + Az)/(1 + Bz) with a condition (1 ≤ B < A ≤ 1), the class S∗(ϕ) reduces to the class
S∗[A,B] introduced by Janowski [13]. For 0 ≤ β < 1, the classes S∗(β) = S∗((1 + (1 − 2β)z)/(1 − z))
and K(β) = K((1 + (1 − 2β)z)/(1 − z)) are starlike and convex functions of order β. Further let
S∗ := S∗(0) andK := K(0) are the classes of starlike and convex functions respectively. The class of
strongly starlike functions S∗α := S
∗(((1 + z)/(1 − z))α) of order α(0 ≤ α < 1). The Koebe one quarter
theorem [9] ensures that the image of U under every univalent function f ∈ S contains a disk of
radius 14 that every function f ∈ S has an inverse map f
−1 satisfies the following conditions:
f−1( f (z)) = z (z ∈U),
and
f
(
f−1(w)
)
= w
(
|w| < r0( f ); r0( f ) ≥
1
4
)
.
In fact, the inverse function is given by
1(w) = f−1(w)
= w +
∞∑
n=2
Anw
n
= w − a2w
2
+ (2a22 − a3)w
3 − (5a32 − 5a2a3 + a4)w
4
+ .... (1.2)
A function f ∈ A is said to be bi-univalent in U if both f (z) and f−1(z) are univalent in U.
Let Σ denote the class of bi-univalent functions in U given by (1.1). For a brief history and some
interesting examples of functions and characterization of the class Σ, see Srivastava et al. [20],
Frasin and Aouf [11], and Magesh and Yamini [17].
Examples of functions in the class Σ are
z
1 − z
, − lo1 (1 − z) and
1
2
lo1
(
1 + z
1 − z
)
.
and so on. However, the familiar Koebe function is not a member of Σ. Other common examples
of functions in S such as
z −
z2
2
and
z
1 − z2
2
are also not members of Σ.
One of the important tools in the theory of univalent functions are the Hankel determinants,
which are used, for example, in showing that a function of bounded characteristic in U , that is, a
function that is a ratio of two bounded analytic functions, with its Laurent series around the origin
having integral coefficients, is rational [8].
In 1976, Noonan and Thomas [19] defined the qth Hankel determinant for integers n ≥ 1 and
q ≥ 1 by
Hq(n) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an an+1 ... an+q−1
an+1 an+2 ... an+q
. . . .
. . . .
. . . .
an+q−1 an+q ... an+2q−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (a1 = 1).
Note that
H2(1) =
∣∣∣∣∣ a1 a2a2 a3
∣∣∣∣∣ and H2(2) =
∣∣∣∣∣ a2 a3a3 a4
∣∣∣∣∣ ,
where theHankel determinantsH2(1) = a3−a
2
2
andH2(2) = a2a4−a
2
3
arewell knownas Fekete-Szego˝
and second Hankel determinant functionals, respectively. Furthermore, Fekete and Szego˝ [10]
introduced the generalized functional a3 − µa
2
2
, where µ is real number.
Throughout this paper, we assume that ϕ(z) is an analytic function with positive real part inU
and ϕ(U) is symmetric with respect to the real axis. it may have the form
ϕ(z) = 1 + B1z + B2z
2
+ B3z
3
+ ... (1.3)
with B1 > 0 and B2,B3 is any real number.
Definition 1.1. Let λ ≥ 1, τ ∈ C∗ = C − {0}, 0 ≤ δ ≤ 1 and let f ∈ Σ given by (1.1), then f is said to
be in the classHΣ(τ, λ, δ;ϕ) if it satisfy the following condition
1 +
1
τ
(
(1 − λ)
f (z)
z
+ λ f
′
(z) + δz f
′′
(z) − 1
)
≺ ϕ(z) (1.4)
and
1 +
1
τ
(
(1 − λ)
1(w)
w
+ λ1
′
(w) + δw1
′′
(w) − 1
)
≺ ϕ(w). (1.5)
where z,w ∈ U and 1 = f−1 ∈ Σ given by (1.2).
Remark 1. For special choices of the parameters λ, τ, δ and the function ϕ(z), we can obtain the
following subclasses as a special case of our classHΣ(τ, λ, δ;ϕ):
1. HΣ
(
τ, 1, γ;ϕ
)
= Σ(τ, γ, ϕ) which introduced by Tudor [21] and Srivastava and Bansel [5].
2. HΣ
(
1, λ, 0;ϕ
)
= Rσ(λ, ϕ) which defined and studied by Kumar et al. [15].
3. HΣ
(
1, λ, 0;
(
1+z
1−z
)α)
= BΣ(α, λ) and HΣ
(
1 − β, λ, 0; 1+z1−z
)
= BΣ(β, λ) which is introduced by
Frasin and Aouf [11].
4. HΣ
(
1, 1, β;
(
1+z
1−z
)α)
= HΣ(α, β) andHΣ
(
1 − γ, 1, β; 1+z1−z
)
= HΣ(γ, β) which introduced by Frasin
[12].
3
5. HΣ
(
1, 1, 0;
(
1+z
1−z
)α)
= Hα
Σ
= Nασ andHΣ
(
1 − β, 1, 0; 1+z1−z
)
= HΣ(β) = Nσ(β) which introduced by
Srivastava et al. [20] and recently studied by C¸agler et al. [7].
6. HΣ
(
1 − α, λ, δ; 1+z1−z
)
= NΣ(α, λ, δ) which introduced by Bulut [6].
7. HΣ
(
τ, 1, γ; 1+Az1+Bz
)
= Rτγ,σ(A,B) which introduced by Tudor [21].
For proof of the main results we shall need the following lemma which proved by Kanas et
al. [14],
Lemma 1.2. If u(z) =
∑∞
n=1 cnz
n, z ∈ U, is a Schawrz function. Then,
c2 = (1 − c
2
1)x,
c3 = (1 − c
2
1)(1 − |x|
2)ξ − c1(1 − c
2
1)x
2,
for some complex values x, ξ with |x| ≤ 1 and |ξ| ≤ 1.
Lemma 1.3. Let u(z) be analytic function in the unit discU with u(0) = 0 and |u(z)| < 1 for all z ∈ U with
the power series expansion
u(z) =
∞∑
n=1
cnz
n ,z ∈ U
then |cn| ≤ 1 for all n = 1, 2, 3, ... . Furthermore, |cn| = 1 for some n(n = 1, 2, 3, ...) if and only if
u(z) = eiθzn, θ ∈ R.
In this present work, we determine the upper bound of the second order Hankel determinant
|H2(2)| = |a2a4 − a
2
3
| of subclass of the class of analytic bi-univalant functions Σ which defined by
subordination. Furthermore, we introduce some results as a special case of our main results and
correct some previous results.
2. Main results
Theorem 2.1. For λ ≥ 1, 0 ≤ δ ≤ 1 and τ ∈ C − {0}, let f (z) defined by (1.1) belonging to the class
HΣ(τ, λ, δ;ϕ), then
|a2a4 − a
2
3| ≤ B1|τ|
2(P +Q + R) (2.1)
where,
P =
∣∣∣∣∣∣ B3(1 + λ + 2δ)(1 + 3λ + 12δ) −
B3
1
τ2
(1 + λ + 2δ)4
∣∣∣∣∣∣ + B1(1 + 2λ + 6δ)2
+
B2
1
|τ|
2(1 + λ + 2δ)2(1 + 2λ + 6δ)
+
B1 + 2|B2|
(1 + λ + 2δ)(1 + 3λ + 12δ)
,
Q =
B1 + 2|B2|
(1 + λ + 2δ)(1 + 3λ + 12δ)
+
2B1
(1 + 2λ + 6δ)2
+ (2.2)
B2
1
|τ|
2(1 + λ + 2δ)2(1 + 2λ + 6δ)
,
R =
B1
(1 + 2λ + 6δ)2
.
4
Proof. Since f (z) ∈ HΣ(τ, λ, δ;ϕ), then we have
1 +
1
τ
(
(1 − λ)
f (z)
z
+ λ f
′
(z) + δz f
′′
(z) − 1
)
= 1 +
∞∑
n=2
(
1 + (n − 1)(λ + nδ)
τ
)
anz
n−1 (2.3)
and since the inverse function 1 = f−1 given by (1.2)also belonging to the same class, then
1 +
1
τ
(
(1 − λ)
1(w)
w
+ λ1
′
(w) + δw1
′′
(w) − 1
)
= 1 +
∞∑
n=2
(
1 + (n − 1)(λ + nδ)
τ
)
Anw
n−1 (2.4)
Now, Since f ∈ HΣ(τ, λ, δ;ϕ) and 1 = f
−1 ∈ HΣ(τ, λ, δ;ϕ), by the definition of subordination,
there exist two Schwarz functions u(z) =
∑∞
k=1 ckz
k and v(w) =
∑∞
k=1 dkw
k such that
1 +
1
τ
(
(1 − λ)
f (z)
z
+ λ f
′
(z) + δz f
′′
(z) − 1
)
= ϕ(u(z)), (2.5)
1 +
1
τ
(
(1 − λ)
1(w)
w
+ λ1
′
(w) + δw1
′′
(w) − 1
)
= ϕ(v(w)). (2.6)
By using simple calculations, we can obtain
ϕ(u(z)) = 1 + B1c1z + (B1c2 + B2c
2
1)z
2
+ (B1c3 + 2B2c1c2 + B3c
3
1)z
3
+ ..., (2.7)
and
ϕ(v(w)) = 1 + B1d1w + (B1d2 + B2d
2
1)w
2
+ (B1d3 + 2B2d1d2 + B3d
3
1)w
3
+ .... (2.8)
By compering the coefficients in both sides of equations (2.5) and (2.6), we conclude
1 + λ + 2δ
τ
a2 = B1c1, (2.9)
−
1 + λ + 2δ
τ
a2 = B1d1, (2.10)
1 + 2λ + 6δ
τ
a3 = B1c2 + B2c
2
1, (2.11)
1 + 2λ + 6δ
τ
(2a22 − a3) = B1d2 + B2d
2
1, (2.12)
1 + 3λ + 12δ
τ
a4 = (B1c3 + 2B2c1c2 + B3c
3
1), (2.13)
−
1 + λ + 2δ
τ
(5a32 − 5a2a3 + a4) = (B1d3 + 2B2d1d2 + B3d
3
1). (2.14)
From equation (2.9) and (2.10), we conclude
c1 = −d1, (2.15)
and
a2 =
B1c1τ
1 + λ + 2δ
. (2.16)
By subtracting equation (2.12) from (2.11), we have
a3 =
B2
1
c2
1
τ2
(1 + λ + 2δ)2
+
B1τ(c2 − d2)
2(1 + 2λ + 6δ)
, (2.17)
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Also, by subtracting equation (2.14) from (2.13), we deduce
2a4 + 5a
3
2 − 5a2a3 =
τ
1 + 3λ + 12δ
[
B1(c3 − d3) + 2B2(c1c2 − d1d2) + B3(c
3
1 − d
3
1)
]
. (2.18)
By substituting from equation (2.16) and (2.17) into (2.18), we obtain
a4 =
5B2
1
c1τ
2(c2 − d2)
4(1 + λ + 2δ)(1 + 2λ + 6δ)
+
B1τ(c3 − d3)
2(1 + 3λ + 12δ)
+
B3c
3
1
τ
1 + 3λ + 12δ
+
B2c1τ(c2 + d2)
1 + 3λ + 12δ
. (2.19)
Now,we establish theupper bounds ofmodules of the secondorderHankel determinant |H2(2)|.
By Using equations (2.16, 2.17, 2.20), we have
|H2(2)| = |a2a4 − a
2
3|
=
∣∣∣∣∣∣
B3
1
c2
1
τ2(c2 − d2)
4(1 + λ + 2δ)2(1 + 2λ + 6δ)
+
B2
1
c1τ
2(c3 − d3)
2(1 + λ + 2δ)(1 + 3λ + 12δ)
+
B1B2c
2
1
τ2(c2 + d2)
(1 + λ + 2δ)(1 + 3λ + 12δ)
−
B2
1
τ2(c2 − d2)
2
4(1 + 2λ + 6δ)2
+ (2.20)
 B1B3τ
2
(1 + λ + 2δ)(1 + 3λ + 12δ)
−
B4
1
τ4
(1 + λ + 2δ)4
 c41
∣∣∣∣∣∣ . (2.21)
According to Lemma (1.2) and using equation (2.15), we have
c2 − d2 = (1 − c
2
1)(x − y) , c2 + d2 = (1 − c
2
1)(x + y) (2.22)
c3 = (1 − c
2
1)(1 − |x|
2)ξ − c1(1 − c
2
1)x
2, d3 = (1 − d
2
1)(1 − |y|
2)η − d1(1 − d
2
1)y
2.
Therefore,
c3 − d3 = (1 − c
2
1)
[
(1 − |x|2)ξ − (1 − |y|2)η
]
− c1(1 − c
2
1)(x
2
+ y2), (2.23)
for some complex values x, y, ξ and ηwith |x| ≤ 1, |y| ≤ 1, |ξ| ≤ 1 and |η| ≤ 1.
By substituting from equations (2.22) and (2.23) into (2.20), we deduce
|H2(2)| ≤ B1|τ|
2
 B
2
1
|c1|
2|τ|(1 + |c1|
2)(|x| + |y|)
4(1 + λ + 2δ)2(1 + 2λ + 6δ)
+
B1|c1|(1 + |c1|
2)
(
(2 − |x|2 − |y|2) + |c1|(|x|
2 + |y|2)
)
2(1 + λ + 2δ)(1 + 3λ + 12δ)
+
|B2||c1|
2(1 + |c1|
2)(|x| + |y|)
(1 + λ + 2δ)(1 + 3λ + 12δ)
+
B1(1 + |c1|
2)2(|x| + |y|)2
4(1 + 2λ + 6δ)2
+
∣∣∣∣∣∣
B3
(1 + λ + 2δ)(1 + 3λ + 12δ)
−
B3
1
τ2
(1 + λ + 2δ)4
∣∣∣∣∣∣ |c1|4
 . (2.24)
For more simplification, let c = |c1| which satisfy c ≤ 1, then we can say c ∈ [0, 1]. So, we conclude
6
that
|H2(2)| ≤ B1|τ|
2

∣∣∣∣∣∣
B3
(1 + λ + 2δ)(1 + 3λ + 12δ)
−
B3
1
τ2
(1 + λ + 2δ)4
∣∣∣∣∣∣ c4
+
c2(1 + c2)(|x| + |y|)
1 + λ + 2δ
 B
2
1
|τ|
4(1 + λ + 2δ)(1 + 2λ + 6δ)
+
|B2|
1 + 3λ + 12δ

+
B1c(c − 1)(1 + c
2)(|x|2 + |y|2)
2(1 + λ + 2δ)(1 + 3λ + 12δ)
+
B1c(1 + c
2)
(1 + λ + 2δ)(1 + 3λ + 12δ)
+
B1(1 + c
2)2(|x| + |y|)2
4(1 + 2λ + 6δ)2
]
. (2.25)
Now, let ν = |x| ≤ 1 and µ = |y| ≤ 1, then we get
|H2(2)| ≤ B1|τ|
2F(ν, µ), F(ν, µ) = T1 + (ν + µ)T2 + (ν
2
+ µ2)T3 + (ν + µ)
2T4 (2.26)
where
T1 =
∣∣∣∣∣∣ B3(1 + λ + 2δ)(1 + 3λ + 12δ) −
B3
1
τ2
(1 + λ + 2δ)4
∣∣∣∣∣∣ c4 +
B1c(1 + c
2)
(1 + λ + 2δ)(1 + 3λ + 12δ)
≥ 0,
T2 =
c2(1 + c2)
1 + λ + 2δ
 B
2
1
|τ|
4(1 + λ + 2δ)(1 + 2λ + 6δ)
+
|B2|
1 + 3λ + 12δ
 ≥ 0,
T3 =
B1c(c − 1)(1 + c
2)
2(1 + λ + 2δ)(1 + 3λ + 12δ)
≤ 0,
T4 =
B1(1 + c
2)2
4(1 + 2λ + 6δ)2
≥ 0.
Now, We need to determine the maximum of the function F(ν, µ) on the closed square D =
[0, 1] × [0, 1] for c ∈ [0, 1]. For this work, we must investigate the maximum of F(ν, µ) according to
c ∈ (0, 1), c = 0 and c = 1, taking into the account the sign of FννFµµ − F
2
νµ.
First, if we put c = 0 , then we have
F(ν, µ) =
B1
4(1 + 2λ + 6δ)2
(ν + µ)2 (2.27)
So, it is easy to see that
max
{
F(ν, µ) : (ν, µ) ∈ D
}
= F(1, 1) =
B1
(1 + 2λ + 6δ)2
(2.28)
Second, if we put c = 1 , then we have
F(ν, µ) =
B1(ν + µ)
2
(1 + 2λ + 6δ)2
+
∣∣∣∣∣∣
B3
(1 + λ + 2δ)(1 + 3λ + 12δ)
−
B3
1
τ2
(1 + λ + 2δ)4
∣∣∣∣∣∣
+
(ν + µ)
1 + λ + 2δ
 B
2
1
|τ|
2(1 + λ + 2δ)(1 + 2λ + 6δ)
+
2|B2|
1 + 3λ + 12δ

+
2B1
(1 + λ + 2δ)(1 + 3λ + 12δ)
. (2.29)
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So, it is easy to see that
max
{
F(ν, µ) : (ν, µ) ∈ D
}
= F(1, 1) (2.30)
where
F(1, 1) =
4B1
(1 + 2λ + 6δ)2
+
∣∣∣∣∣∣
B3
(1 + λ + 2δ)(1 + 3λ + 12δ)
−
B3
1
τ2
(1 + λ + 2δ)4
∣∣∣∣∣∣
+
B2
1
|τ|
(1 + λ + 2δ)2(1 + 2λ + 6δ)
+
2(B1 + 2|B2|)
(1 + λ + 2δ)(1 + 3λ + 12δ)
Finally, let us consider c ∈ (0, 1). Since T3 < 0 and with some calculations we can ensure that
T3 + 2T4 ≥ 0, then we conclude that
FννFµµ − (Fνµ)
2
= 4T3(T3 + 2T4) < 0 (2.31)
Therefore, the function F(ν, µ) cannot have a local maximum in the interior of the square D. Thus,
we investigate the maximum on the boundary of the square D. For ν = 0, 0 ≤ µ ≤ 1 (similarly for
µ = 0 and 0 ≤ ν ≤ 1)
F(0, µ) = Φ(µ) (2.32)
= T1 + µT2 + µ
2(T3 + T4) (2.33)
To investigate the maximum of Φ(µ), we check the behavior of this function as increasing or
decreasing as follow
Φ
′
(µ) = T2 + 2µ(T3 + T4) (2.34)
i For T3 + T4 ≥ 0, we obtain Φ
′
(µ) > 0 which indicate that Φ(µ) is an increasing function. Then, the
maximum of function Φ(µ) occur at µ = 1, and so
max
{
Φ(µ) : µ ∈ [0, 1]
}
= Φ(1) = T1 + T2 + T3 + T4
ii For T3 + T4 < 0, we can easily compute the critical point of the function Φ(µ) which given by
T2
2θ
with θ = −(T3 + T4) > 0. Then, we have two cases
Case 1. If T22θ > 1, it follows that θ <
T2
2 ≤ T2, and so T2 + T3 + T4 > 0. Therefore,
Φ(0) = T1 ≤ T1 + T2 + T3 + T4 = Φ(1) ≤ T1 + T2
Case 2. If T22θ ≤ 1, it follows that
T2
2
4θ ≤
T2
2 ≤ T2 and so Φ(1) = T1 + T2 + T3 + T4 ≤ T1 + T2.
Therefore,
Φ(0) = T1 ≤ T1 +
T2
2
4θ
= Φ
(
T2
2θ
)
≤ T1 + T2,
which means that the maximum of the function Φ(µ) is not exceed T1 +T2. Thus, we observed that
the maximum occurs only at T3 + T4 ≥ 0 which means
max
{
Φ(µ) : µ ∈ [0, 1]
}
= Φ(1) = T1 + T2 + T3 + T4 (2.35)
for any fixed c ∈ (0, 1). For ν = 1, 0 ≤ µ ≤ 1 (similarly for µ = 1 and 0 ≤ ν ≤ 1)
F(1, µ) = Ψ(µ) (2.36)
= T1 + T2 + T3 + T4 + µ(T2 + 2T4) + µ
2(T3 + T4) (2.37)
To investigate the maximum of Ψ(µ), we check the behavior of this function as increasing or
decreasing as follow
Ψ
′
(µ) = T2 + 2T4 + 2µ(T3 + T4) (2.38)
i For T3 + T4 ≥ 0, we obtain Ψ
′
(µ) > 0 which indicate that Ψ(µ) is an increasing function. Hence,
the maximum of functionΨ(µ) occur at µ = 1, and so
max
{
Ψ(µ) : µ ∈ [0, 1]
}
= Ψ(1) = T1 + 2T2 + 2T3 + 4T4
ii For T3 + T4 < 0, we can easily compute the critical point of the function Ψ(µ) which given by
T2+2T4
2θ with θ = −(T3 + T4) > 0. Then, we have two cases
Case 1. If T2+2T42θ > 1, it follows that θ <
T2+2T4
2 ≤ T2 + 2T4, and so T2+T3 + 3T4 > 0. Therefore,
Ψ(0) = T1 + T2 + T3 + T4 ≤ T1 + T2 + T3 + T4 = Ψ(1)
Ψ(1) ≤ T1 + 2T2 + T3 + 3T4
Case 2. If T2+2T42θ ≤ 1, it follows that
(T2+2T4)
2
4θ ≤
T2+2T4
2 ≤ T2 + 2T4 and so Ψ(1) = T1 + 2T2 +
2T3 + 4T4 ≤ T1 + 2T2 + T3 + 3T4. Therefore,
Ψ(0) = T1 + T2 + T3 + T4
≤ T1 + T2 + T3 + T4 +
(T2 + 2T4)
2
4θ
= Ψ
(
T2 + 2T4
2θ
)
≤ T1 + 2T2 + T3 + 3T4,
which means that the maximum of the function Ψ(µ) is not exceed T1 + 2T2 + T3 + 3T4. Thus, we
observed that the maximum occurs only at T3 + T4 ≥ 0 which means
max
{
Ψ(µ) : µ ∈ [0, 1]
}
= Ψ(1) = T1 + 2T2 + 2T3 + 4T4 (2.39)
for any fixed c ∈ (0, 1). Since Φ(1) ≤ Ψ(1) for c ∈ [0, 1], then
max
{
F(ν, µ) : (ν, µ) ∈ D
}
= F(1, 1) = T1 + 2T2 + 2T3 + 4T4 (2.40)
Let the map Ω : [0, 1]→ R defined by
Ω(c) = B1|τ|
2max{F(ν, µ) : (ν, µ) ∈ D} = B1|τ|
2F(1, 1)
= B1|τ|
2(T1 + 2T2 + 2T3 + 4T4) (2.41)
By substituting the values of T1,T2,T3 and T4 in the equation (2.41), we have
Ω(c) = B1|τ|
2
c4

∣∣∣∣∣∣ B3(1 + λ + 2δ)(1 + 3λ + 12δ) −
B3
1
τ2
(1 + λ + 2δ)4
∣∣∣∣∣∣ + B1(1 + 2λ + 6δ)2
+
B2
1
|τ|
2(1 + λ + 2δ)2(1 + 2λ + 6δ)
+
B1 + 2|B2|
(1 + λ + 2δ)(1 + 3λ + 12δ)

+c2
 B1 + 2|B2|(1 + λ + 2δ)(1 + 3λ + 12δ) +
2B1
(1 + 2λ + 6δ)2
+
B2
1
|τ|
2(1 + λ + 2δ)2(1 + 2λ + 6δ)

+
B1
(1 + 2λ + 6δ)2
}
(2.42)
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By setting c2 = t in equation (2.42), it may have the form
Ω(t) = B1|τ|
2(Pt2 +Qt + R), t ∈ [0, 1] and R,Q,P ≥ 0,
where P,R,Q are given by equations (2.2). Then,
maxΩ(t) = max{B1|τ|
2(Pt2 +Qt + R), t ∈ [0, 1]}
= B1|τ|
2(P +Q + R) (2.43)
Consequently,
|H2(2)| = |a2a4 − a
2
3| ≤ B1|τ|
2(P +Q + R).
The proof is completed.
3. Special results
By specializing the parameters τ, λ, δ and the functionϕ(z), we can conclude the upper bound of the
second Hankel determinant corresponding to each subclass of our class HΣ(τ, λ, δ;ϕ) as a special
case of our main result.
Corollary 3.1. Let f ∈ Rσ(λ, ϕ), then
|a2a4 − a
2
3| ≤ B1

∣∣∣∣∣∣
B3
(1 + λ)(1 + 3λ)
−
B3
1
(1 + λ)4
∣∣∣∣∣∣ +
4B1
(1 + 2λ)2
+
B2
1
(1 + λ)2(1 + 2λ)
+
2B1 + 4|B2|
(1 + λ)(1 + 3λ)
 .
Corollary 3.2. Let f ∈ BΣ(α, λ), then
|a2a4 − a
2
3| ≤ 2α
[∣∣∣∣∣∣
4α3 + 2α
3(1 + λ)(1 + 3λ)
−
8α3
(1 + λ)4
∣∣∣∣∣∣ +
8α
(1 + 2λ)2
+
4α2
(1 + λ)2(1 + 2λ)
+
4α + 8α2
(1 + λ)(1 + 3λ)
]
.
Corollary 3.3. Let f ∈ HΣ(α, β), then
|a2a4 − a
2
3| ≤ 2α
[∣∣∣∣∣∣
2α3 + α
12(1 + β)(1 + 3β)
−
α3
4(1 + β)4
∣∣∣∣∣∣ +
8α
9(1 + 2β)2
+
α2
3(1 + β)2(1 + 2β)
+
α + 2α2
2(1 + β)(1 + 3β)
]
.
Corollary 3.4. Let f ∈ Nασ , then
|a2a4 − a
2
3| ≤ 2α
[∣∣∣∣∣∣
4α3 − α
12
∣∣∣∣∣∣ +
25α
18
+
4α2
3
]
.
Corollary 3.5. Let f ∈ NΣ(α, λ, δ), then
|a2a4 − a
2
3| ≤ 2(1 − α)
2
[
8
(1 + 2λ + 6δ)2
+
∣∣∣∣∣∣
2
(1 + λ + 2δ)(1 + 3λ + 12δ)
−
8(1 − α)2
(1 + λ + 2δ)4
∣∣∣∣∣∣
+
4(1 − α)
(1 + λ + 2δ)2(1 + 2λ + 6δ)
+
12
(1 + λ + 2δ)(1 + 3λ + 12δ)
]
.
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Corollary 3.6. Let f ∈ HΣ(α, δ), then
|a2a4 − a
2
3| ≤ 2(1 − α)
2
[
8
9(1 + 2δ)2
+
∣∣∣∣∣∣ 14(1 + δ)(1 + 3δ) −
(1 − α)2
2(1 + δ)2
∣∣∣∣∣∣
+
(1 − α)
3(1 + δ)2(1 + 2δ)
+
3
2(1 + δ)(1 + 3δ)
]
.
Corollary 3.7. Let f ∈ Nσ(β), then
|a2a4 − a
2
3| ≤ 2(1 − α)
2
[
49
18
−
1
3
α +
∣∣∣∣∣∣14 −
(1 − α)2
2
∣∣∣∣∣∣
]
.
Remark 2. Previous researchers got wrong results by miscalculation. We corrected their mistakes
and obtained the correct result.
1. Corollary (3.4) is a correction of the obtained estimates given in [7, Theorem 1].
2. Corollary (3.7) is a correction of the obtained estimates given in [7, Theorem 2].
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