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On the number of non-zero character values in
generalized blocks of symmetric groups
Lucia Morotti
Abstract
Given a generalized e-block B of a symmetric group and an e-
regular conjugacy class C, we study the number of irreducible charac-
ters in B which do not vanish on C and find lower bounds for it.
1 Introduction
Let n ≥ 1 and e ≥ 2. In [5] Ku¨lshammer, Olsson and Robinson defined
generalized e-blocks for symmetric groups, showing that the set of irreducible
characters indexed by partitions with the same e-core have certain similar
properties to the irreducible characters contained in the same p-block (for p
prime). For a prime p generalized p-blocks are equal to p-blocks coming from
modular representation theory (Nakayama conjecture).
Let λ be a partition. We say that λ is an e-class regular partition if none
of its parts is divisible by e. In this paper we study lower bounds for the
number of irreducible characters contained in the same generalized e-block
which do not vanish on a certain e-regular conjugacy class, that is a conjugacy
class indexed by an e-class regular partition. In Theorem 3 we give explicit
formulas for such lower bounds, which only depends on the e-weight of the
considered block.
The work presented here was started in connection to the following ques-
tion from A. Evseev:
“Let pi ∈ Sn. Does it always hold that the number of irreducible charac-
ters of Sn not vanishing on pi is at most equal to the number of irreducible
characters of CSn(pi)?”
The lower bounds presented here were found while studying the corre-
sponding lower bounds for partitions with no part larger than e − 1 (which
are e-class regular partitions), in order to possibly answer the above question
by induction on the largest part of the cycle partition of pi.
Studying the number of non-zero elements on (parts of) columns of char-
acter tables can also be seen to connect to work on non-vanishing conjugacy
classes, that is conjugacy classes on which no irreducible character vanishes
(see [1] and [2]). We say that a partition is a non-vanishing partition if it
labels a non-vanishing conjugacy class of a symmetric group. It can be eas-
ily seen that any non-vanishing partition is of the form (3a, 2b, 1c) for some
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a, b, c ≥ 0, with b even if n = 3a + 2b + c 6= 2. One can also bound b and c
using the distribution of 2- and 3-cores. However not much more is known
about such partitions, even if non-trivial examples, such as (22, 13), (3, 14)
and (3, 22), exist.
Before stating the main theorem of this paper we need some definitions.
In order to simplify notations, we will identify a generalized block with the
set of partitions labeling characters belonging to it.
Definition 1. For an e-core µ ⊢ n − we with w ≥ 0, define the generalized
e-block Be(µ, w) to be the set of the partitions of n with e-core µ.
For the definition and properties of e-cores, see [6]. For partitions ν, λ
with |ν| = |λ| = n let χν be the irreducible character of Sn labeled by ν and
χνλ the value χ
ν takes on the conjugacy class labeled by λ.
Definition 2. Let λ ⊢ n and an e-core µ ⊢ n − we with w ≥ 0. We define
cµ(λ) := |{ν ∈ Be(µ, w) : χνλ 6= 0}|.
Theorem 3. Let µ ⊢ n− we be an e-core with w ≥ 0. Then
min{cµ(λ) : λ ⊢ |µ|+ we is e-class regular and cµ(λ) 6= 0} = w + 1.
Notice that cµ(λ) could be equal to 0. This happens for example when
taking e = 3, µ = (6, 4, 2) and λ = (10, 2, 1, 1, 1) or when taking e = 4,
µ = (2, 1) and λ = (22w+1, 1).
The proof of Theorem 3 will be divided into Propositions 4 and 6, in
which it will be proved that such a minimum is at most and at least w + 1
respectively. Also in the proof of Proposition 4 an e-class regular partition λ
will be constructed for which cµ(λ) = w + 1.
2 Proof of Theorem 3
In the proof of the next theorem we will construct an explicit e-class regular
partition λ for which cµ(λ) = w+1. This will then prove that the minimum
in Theorem 3 is at most w + 1.
Proposition 4. For an e-core µ ⊢ n−we with w ≥ 0 there exists an e-class
regular partition λ ⊢ n for which cµ(λ) = w + 1.
Proof. Assume first that µ = (). Then w ≥ 1 as n ≥ 1. Let λ = (we− 1, 1).
This is an e-class regular partition as e ≥ 2. We will now show that
|Be((), w) ∩ {ν : χνλ 6= 0}| = w + 1
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which will prove the theorem in this case. Notice that
{ν : χνλ 6= 0} = {(we), (1we)} ∪ {(a, 2, 1we−a−2) : 2 ≤ a ≤ we− 2}
(this follows easily by applying the Murnaghan-Nakayama formula). Clearly
(we), (1we) ∈ Be((), w) and they are distinct, since we ≥ 2. We will now
count how many partitions of the form (a, 2, 1we−a−2) are in Be((), w). Let
2 ≤ b ≤ e + 1 and 0 ≤ c ≤ e − 1 with a ≡ b mod e and we − a − 2 ≡ c
mod e. Then (a, 2, 1we−a−2)(e) = (b, 2, 1
c)(e) are equal (where δ(e) is the e-core
of a partition δ). For any partition φ and any node (i, j) of φ let hφi,j be the
corresponding hook length. Then
h
(b,2,1c)
1,1 = b+ c+ 1 ≡ we− 1 mod e,
h
(b,2,1c)
1,2 = b,
h
(b,2,1c)
1,3 = b− 2 < e,
h
(b,2,1c)
2,1 = c+ 2,
h
(b,2,1c)
2,2 = 1 < e,
h
(b,2,1c)
3,1 = c < e
(formulas for h
(b,2,1c)
1,3 and h
(b,2,1c)
3,1 holding if respectively (1, 3) or (3, 1) are
nodes of (b, 2, 1c)). Also as b+c+2 ≡ we, either both or none of b and c+2 are
divisible by e. In particular if (a, 2, 1we−a−2) ∈ Be((), w) then b, and so also a,
is divisible by e. In this case it follows easily that (a, 2, 1we−a−2) ∈ Be((), w).
So, as e ≥ 2,
c()(λ) = 2 + |{a : 2 ≤ a ≤ we− 2 and e|a}|
= 2 + |{a : e ≤ a ≤ we− e and e|a}|
= 2 + |{e, 2e, . . . , (w − 1)e}|
= w + 1
and then the theorem holds in this case.
Assume now that µ 6= (). Let k be maximal with (k, k) ∈ [µ], the Young
diagram of µ, and define λ := (we + hµ1,1, h
µ
2,2, . . . , h
µ
k,k). From the definition
of k it follows that λ ⊢ |µ|+we = n. Also as k ≥ 1 and hµ1,1, . . . , hµk,k are not
divisible by e (as µ is an e-core) we have that λ is e-class regular. We will
now show that cµ(λ) = w + 1. Let
ψ ∈ Be(µ, w) ∩ {ν : χνλ 6= 0}.
Then [µ] ⊆ [ψ]. Let s be maximal with (s, s) ∈ [ψ]. Then s ≥ k and
h
ψ
i,i ≥ hµi,i = λi for 2 ≤ i ≤ k. Also from Corollary 2.4.9 of [4] we have that
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λ ≤ (hψ1,1, . . . , hψs,s). So λ = (hψ1,1, . . . , hψs,s). From [µ] ⊆ [ψ] and hψ1,1 − hµ1,1 =
we = |ψ| − |µ| it then follows that ψ is obtained from µ by adding nodes
only to the first row and the first column. So ψ = (µ1 + d, µ2, . . . , µr, 1
we−d)
where 0 ≤ d ≤ we and r is maximal with µr > 0. As χψλ 6= 0 for each such ψ
(Corollary 2.4.8 of [4]), we have that
cµ(λ) = |{(µ1 + d, µ2, . . . , µr, 1we−d) : 0 ≤ d ≤ we and
(µ1 + d, µ2, . . . , µr, 1
we−d)(e) = µ}|.
We will now check when (µ1 + d, µ2, . . . , µr, 1
we−d)(e) = µ holds. Let 0 ≤
f, g ≤ q − 1 with d ≡ f mod e and we− d ≡ g mod e. Then clearly
(µ1 + d, µ2, . . . , µr, 1
we−d)(e) = (µ1 + f, µ2, . . . , µr, 1
g)(e).
If f = 0 then g = 0 and (µ1 + d, µ2, . . . , µr, 1
we−d)(e) = µ(e) = µ.
So assume now that f > 0 and let ϕ := (µ1+f, µ2, . . . , µr, 1
g). If no hook
in the first row has length divisible by e then (ϕ(e))1 = ϕ1 = µ1+ f > µ1. In
particular in this case ϕ(e) 6= µ. Assume now that e|hϕ1,j. As hϕ1,µ1+1 = f < q
we have that j ≤ µ1. So
(ϕ(e))1 = ((ϕ \Hϕ1,j)(e))1 ≤ (ϕ \Hϕ1,j)1 =
{
j − 1, j > µ2
µ2 − 1, j ≤ µ2 < µ1
(where ϕ\Hϕ1,j is the partition obtained from ϕ by removing the (1, j)-hook)
and then also in this case ϕ(e) 6= µ.
In particular
cµ(λ) = |{(µ1 + d, µ2, . . . , µr, 1we−d) : 0 ≤ d ≤ we and
(µ1 + d, µ2, . . . , µr, 1
we−d)(e) = µ}|
= |{(µ1 + de, µ2, . . . , µr, 1we−de) : 0 ≤ d ≤ w}|
= w + 1
and so the theorem holds also in this case.
We will prove in Proposition 6 that, for any e-class regular partition λ,
either cµ(λ) = 0 or cµ(λ) ≥ w+1, which will conclude the proof of Theorem
3. We start with a lemma which will be used in the proof of the proposition.
Lemma 5. Assume that γ1, γ2, δ1 and δ2 are partitions such that γi can be
obtained from δj by removing a hook of leg length li,j for 1 ≤ i, j ≤ 2. Further
assume that γ1 6= γ2, δ1 6= δ2 and δ1 and δ2 cannot be obtained one from the
other by removing a hook. Then (−1)l1,1+l1,2+l2,1+l2,2 = −1.
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Proof. Choose β-sets Xγi and Xδj all with the same number of elements (for
definition and properties of β-sets see [6]). Then |Xγ1 \Xδ1 |, |Xγ1 \Xδ2 | = 1
by assumption that γ1 can be obtained from δ1 and δ2 by removing a hook.
So |Xδ1 \Xδ2| ≤ 2. The case |Xδ1 \Xδ2| = 0 is excluded, since by assumption
δ1 6= δ2. If |Xδ1 \ Xδ2| = 1, then one of δ1 and δ2 could be obtained from
the other by removing a hook, which is also excluded by assumption. So
|Xδ1 \Xδ2 | = 2 and we can write
Xδ1 = {a1, a2, c1, . . . , ck},
Xδ2 = {b1, b2, c1, . . . , ck}
for some k ≥ 0 and with a1, a2, b1, b2, c1, . . . , ck pairwise different. From
|Xγi \Xδj | = 1 for each i, j and γ1 6= γ2, it follows that, up to exchanging a1
and a2 or b1 and b2,
Xγ1 = {a1, b1, c1, . . . , ck},
Xγ2 = {ar, bs, c1, . . . , ck}
with (r, s) ∈ {(1, 2), (2, 1), (2, 2)}. Notice that a2 > b1 and b2 > a1 as γ1 is
obtained from δj by removing a hook for 1 ≤ j ≤ 2. If (r, s) = (2, 2) then
we would similarly obtain that a1 > b2 and b1 > a2, which would give a
contradiction. So (r, s) ∈ {(1, 2), (2, 1)}. Up to exchanging δ1 and δ2 we can
assume that
Xγ2 = {a1, b2, c1, . . . , ck}.
Then b1 > a1 and a2 > b2. So a2 > b1, b2 > a1. Up to exchanging γ1 and γ2
we can assume that a2 > b2 > b1 > a1. So
l1,1 = |{x ∈ Xδ1 : b1 < x < a2}| = |{ci : b1 < ci < a2}|,
l2,1 = |{x ∈ Xδ1 : b2 < x < a2}| = |{ci : b2 < ci < a2}|,
l1,2 = |{x ∈ Xδ2 : a1 < x < b2}| = |{ci : a1 < ci < b2} ∪ {b1}|,
l2,2 = |{x ∈ Xδ2 : a1 < x < b1}| = |{ci : a1 < ci < b1}|.
As a1, a2, b1, b2, c1, . . . , ck are pairwise different we have that
l2,1 + l1,2 = |{ci : b2 < ci < a2}|+ |{ci : a1 < ci < b2} ∪ {b1}|
= |{ci : a1 < ci < a2} ∪ {b1}|
= |{ci : a1 < ci < a2}|+ 1
= |{ci : b1 < ci < a2}|+ |{ci : a1 < ci < b1}|+ 1
= l1,1 + l2,2 + 1,
from which the lemma follows.
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Proposition 6. Let µ ⊢ n−we be an e-core with w ≥ 0 and λ ⊢ n be e-class
regular. Then cµ(λ) = 0 or cµ(λ) ≥ w + 1.
Proof. We can assume that cµ(λ) 6= 0 and let ψ ∈ Be(µ, w) with χψλ 6= 0.
Also let ϕ be obtained from ψ by removing a ke-hook for some k ≥ 1 and
define
χϕ :=
∑
β⊢n
dϕ,βχ
β ,
with dϕ,β = (−1)i if β is obtained from ϕ by adding a ke-hook of leg length
i and dϕ,β = 0 otherwise. Notice that dϕ,ψ 6= 0. Also if dϕ,β 6= 0 then
β ∈ Be(µ, w). By Theorem 21.7 of [3], χϕλ = 0 since λ is e-regular and then
in particular it does not have any part of length ke. As dϕ,ψχ
ψ
λ 6= 0, we
can find β(ϕ) ∈ Be(µ, w) with dϕ,β(ϕ)χβ(ϕ)λ 6= 0 and such that dϕ,ψχψλ and
dϕ,β(ϕ)χ
β(ϕ)
λ have different signs.
We will now show that if ϕ1 6= ϕ2 are obtained from ψ by removing a
k1e-hook and a k2e-hook respectively, then β(ϕ1) 6= β(ϕ2). To do this assume
that dϕ1,β, dϕ2,β 6= 0 and let γi = ϕi, δ1 = ψ and δ2 = β (notice that then δ1
and δ2 satisfy the assumptions of Lemma 5, since they are distinct partitions
of the same integer). In this case dϕi,β and dϕi,ψ are given by (−1)li and
(−1)ri respectively, where li and ri are the leg lengths of the hooks being
removed from β and ψ to obtain ϕi, so that it follows from Lemma 5 that
dϕ1,βdϕ1,ψdϕ2,βdϕ2,ψ = −1. So, if χβλ 6= 0, either dϕ1,ψχψλ and dϕ1,βχβλ or
dϕ2,ψχ
ψ
λ and dϕ2,βχ
β
λ have the same sign. In particular β(ϕ1) 6= β(ϕ2) for
ϕ1 6= ϕ2.
By definition ψ has w hooks of length divisible by e and for each partition
ϕ obtained by removing one such hook from ψ we can construct a partition
β(ϕ) ∈ Be(µ, w) with χβ(ϕ)λ 6= 0, with the property that the partitions β(ϕ)
are pairwise different. Also from their definition, the partitions β(ϕ) are
different from ψ. In particular
cµ(λ) = |{ν ∈ Be(µ, w) : χνλ 6= 0}| ≥ |{ψ} ∪ {β(ϕ)}| = w + 1
which finishes the proof of the theorem.
Until now we have only considered e-class regular partitions. The two
following remarks consider partitions which are not e-class regular and show
what seems to happens in that case. Also the case e = 1 is considered.
Remark 7. For e ≥ 2 and for partitions λ which are not e-class regular it
still looks as if either cµ(λ) = 0 or cµ(λ) ≥ w + 1. However, since we do not
always have χφλ = 0, the proof does not hold any more.
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Remark 8. For e = 1, let c(λ) = c()(λ) be the number of irreducible
characters of Sn which do not vanish on the conjugacy class labeled by λ. It
can be easily checked that c((n−1, 1)) = n−1, for n ≥ 3 (since χν(n−1,1) 6= 0 if
and only if ν ∈ {(n), (1n), (a, 2, 1n−a−2) : 2 ≤ a ≤ n− 2}). In particular since
here w = n, the previous remark does not hold any more. Here computations
seem to show that c(λ) ≥ n − 1 for each λ ⊢ n. Since any partition of n
has less than
√
2n different part lengths (as 1 + 2 + . . . + ⌈√2n⌉ > n) and
as χ(n) = 1, one can shows using the same reasoning as in the proof of
Proposition 6 that
c(λ) ≥ |{(n)} ∪ {β((n− a)) : a is not a part of λ}| > n−
√
2n+ 1.
Although we cannot obtain n − 1 as a lower bound through this argument
we can still find a lower bound which is not too far from n− 1.
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