We analyze the atmospheric processes that explain the large changes in radiative feedbacks between the two latest climate configurations of the Hadley Centre Global Environmental model. We use a large set of atmosphere-only climate change simulations (amip and amip-p4K) to separate the contributions to the differences in feedback parameter from all the atmospheric model developments between the two latest model configurations. We show that the differences are mostly driven by changes in the shortwave cloud radiative feedback in the midlatitudes, mainly over the Southern Ocean. Two new schemes explain most of the differences: the introduction of a new aerosol scheme and the development of a new mixed-phase cloud scheme. Both schemes reduce the strength of the preexisting shortwave negative cloud feedback in the midlatitudes. The new aerosol scheme dampens a strong aerosol-cloud interaction, and it also suppresses a negative clear-sky shortwave feedback. The mixed-phase scheme increases the amount of cloud liquid water path (LWP) in the present day and reduces the increase in LWP with warming. Both changes contribute to reducing the negative radiative feedback of the increase of LWP in the warmer climate. The mixed-phase scheme also enhances a strong, preexisting, positive cloud fraction feedback. We assess the realism of the changes by comparing present-day simulations against observations and discuss avenues that could help constrain the relevant processes.
Introduction
The Hadley Centre climate model is used for both understanding climate processes and climate change and to provide projections of future climate on seasonal to centennial timescales. Understanding the nature and magnitude of the atmospheric feedbacks operating in the model is central to these applications. The feedbacks also determine widely used metrics such as equilibrium climate sensitivity (ECS), which are often used to characterize a model's global response to radiative forcing.
Once the configuration of a new model has been finalized, it is therefore important to examine the feedbacks relative to its predecessor and to try and identify how changes made to the representation of physical processes may have influenced their evolution. This is especially true for cloud radiative effects as there is often no consensus on the representation of many cloud processes in models (e.g., aerosol-cloud interactions). This inevitably leads to a large spread in the cloud responses to warming, which in turn contributes to similarly large spread in the climate sensitivity (e.g., Andrews et al., 2012 ).
Here we examine the atmospheric feedbacks in the latest climate configuration of the Hadley Centre Global Environmental model (HadGEM3-GC3.1; Williams et al., 2018) , relative to our previous climate configuration (HadGEM3-GC2; Senior et al., 2016; Williams et al., 2015) . We find that the magnitude of the global feedback parameter is considerably reduced (i.e., the feedback is less stabilizing) in GC3.1 compared to GC2. This implies a larger equilibrium temperature for a CO 2 doubling, assuming that the linear assumption holds until the system reaches equilibrium. We describe and analyze the reasons for this change to the global feedback, focusing particularly on the cloud radiative feedbacks and their relationship to the many changes made to the cloud parameterizations in the new model. A complete documentation of the coupled feedbacks in GC2 and GC3.1 will be published elsewhere in this special issue, where the ECS of GC3.1 will also be fully documented.
We use a comprehensive set of present-day and idealized climate change experiments using the atmospheric configurations of the two models to address these issues. These atmosphere-only experiments are known to provide a reliable guide to the atmospheric feedbacks operating in their parent fully coupled model configurations (Gettelman et al., 2012; Ringer et al., 2014) . In addition, we also attempt to assess the physical realism of the feedbacks in the two models through comparisons with observed climatologies and variability of cloud processes.
The structure of the paper is as follows. Section 2 describes the model and the experimental set up, and section 3 describes the observational data sets and diagnostic tools used. Section 4 presents the results of the sensitivity experiments carried out to identify the model changes that led to the differences in the feedback parameter. Then, section 5 investigates the mechanisms by which the model changes identified in section 4 affect the feedbacks. A more detailed analysis of the mechanisms related to aerosol-cloud interactions is carried out in section 6. Section 7 discusses the implications of this work, and finally, section 8 summarizes the findings.
Model Description and Experimental Setup
The Global Coupled (GC) configurations of the Met Office model contain the following subcomponents: Global Atmosphere (GA), Global Land (GL), Global Ocean (GO), and Global Sea Ice. We use the GA/GL (i.e., atmosphere and land only) simulations to investigate the model changes that led to an increased sensitivity between the two GC configurations. The atmospheric model configurations of GC2 and GC3.1 are GA6.0 and GA7.1, respectively. GA6.0 is coupled to GL6.0, and GA7.1 to GL7.0. For the sake of simplicity, we will refer to the combinations GA/GL simply as GA, appending the corresponding version number. GA6.0 is documented in Walters et al. (2017) , and GA7.0 in Walters et al. (2019) , and Williams et al. (2018) . GA7.1 is an incremental evolution targeting a better representation of the aerosol radiative forcing (Mulcahy et al., 2018) .
More than 40 model changes were introduced between GA6.0 and GA7.1, ranging from simple bug fixes to the implementation of an entirely new aerosol scheme. During the testing phase of the development process, the changes were grouped into packages, according to the physical process or scheme to which they belong (Table 1) . A detailed description of the model changes that went into these packages is given in Walters et al. (2019) , except for the changes between GA7.0 and GA7.1 (Erf package), which are described in Mulcahy et al. (2018) .
Given the relevance for this study, we give more details of some of the changes here: the new aerosol and mixed-phase cloud schemes, and the Erf package. GA7 uses the Global Model of Aerosol Processes (GLOMAP-mode) aerosol scheme described in Mann et al. (2010) , which is part of the U.K. Chemistry and Aerosols code. GLOMAP-mode is a two-moment scheme that simulates speciated aerosol mass and num-10.1029/2019MS001688 ber in four soluble modes and an insoluble Aitken mode. GA6 uses a single-moment scheme, the Coupled Large-scale Aerosol Simulator for Studies in Climate (CLASSIC; Bellouin et al., 2011) . The ice phase does not interact with the either of the aerosol representations. Aerosol is not used in ice nucleation and it is not depleted via impaction scavenging by ice. The new mixed-phase scheme was introduced to reduce the Southern Ocean shortwave bias present in previous UM configurations, and common to many climate models (Bodas-Salcedo et al., 2014 , 2016a . The scheme parameterizes the role of subgrid-scale turbulence in the production and maintenance of supercooled liquid water (Furtado et al., 2016) . The Erf package refers to a set of model improvements that targeted the strong, negative aerosol Effective Radiative Forcing found in the GA7.0 configuration. The most relevant changes introduced by this package are new parameterization of the cloud droplet spectral dispersion effect (Liu et al., 2008) ; multiplicative scaling of the parameterized marine emission of dimethyl sulfide (DMS) by (1 + 0.7), where the factor 0.7 accounts for a missing source of primary marine organic aerosol in GLOMAP-mode; retuning of the Furtado et al. (2016) scheme.
We run all the experiments at N96 horizontal resolution, with an equal-angle grid of 1.875
• in longitude and 1.25
• in latitude. The atmosphere is divided into 85 layers in the vertical, with the model top at 85 km high. We use boundary conditions and forcings requested by the amip experiment of the Coupled Model Intercomparison Project phase 6 (CMIP6; Eyring et al., 2016) .
We take advantage of the affordability of atmosphere-only simulations to run a large suite of tests. We use two types of tests: Off experiments, where a single package or a combination of them is disabled from GA7.1; and On experiments, where a single package or a combination of them is enabled in GA6.0. For example Mic_On is a simulation with GA6.0 and the microphysics package from GA7.1 enabled. Since we have two control configurations (GA6.0 and GA7.1), we use the terminology baseline for the control configuration to which the changes are applied, and target for the other control configuration that defines the changes in the feedbacks to be explained. Therefore, GA6.0 is the baseline configuration for the On tests and the target configuration for the Off experiments, and vice versa for GA7.1. We use these experiments to decompose the impact of each package on the feedback differences between GA6.0 and GA7.1. The main motivation for using both types of experiments (On and Off ) is to make sure that the effect is qualitatively the same so that the interpretation is robust.
For each test, we run a present-day control (amip), and a climate change simulation (amip-p4K). The amip-p4K experiment is like the amip, but with the sea surface temperature increased by 4 K in ice-free ocean (Webb et al., 2017) . These types of experiments are relatively inexpensive to run and explain the intermodel spread of atmospheric feedbacks observed in the coupled CO 2 -forced counterpart simulations .
Since the code changes introduced by all packages are only available in the most recent versions of the UM's code base, it was technically more convenient to start with the tests that use the most recent configuration as baseline, the Off tests. The Off tests are used as a screening step, to select those model changes that explain most of the difference in . They are run for 11 years (January 1979 to December 1989 . Then, only a subset of packages is used in the On tests, which are run for a longer period of 36 years (January 1979 to December 2014).
Observations and Diagnostic Tools
We use a large suite of observational data sets and diagnostics tools to evaluate the realism of the model changes.
The Cloud Feedback Model Intercomparison Project Observation Simulator Package version 1.4 (COSP; Bodas-Salcedo et al., 2011) is run inline to produce model cloud diagnostics that are comparable to the satellite retrievals. We use two of the COSP simulators: the International Satellite Cloud Climatology Project (ISCCP) simulator (Klein & Jakob, 1999) , and Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) simulator (Chepfer et al., 2008) . By default, COSPv1.4 uses the Subgrid Cloud Overlap Profile Sampler (Webb et al., 2001) to generate a realistic subgrid cloud vertical overlap. GA6.0 and GA7.1 use different assumptions to produce subgrid variability of cloud condensate (Hill et al., 2011; Walters et al., 2019) , and the implementation of COSP has been adapted to account for this. We use the CALIPSO cloud fraction observations from the GCM Oriented Calipso Cloud Product (GOCCP; Chepfer et al., 2010) , and the CALIPSO cloud phase observations from Cesana and Chepfer (2013 King et al., 2003) . Level 3 data of the MODIS Collection 6.1 Terra retrievals (Platnick et al., 2015 (Platnick et al., , 2017 , from February 2000 to May 2018. Level 3 data of MODIS Collection 5.1 (July 2002 to April 2011) as postprocessed by Pincus et al. (2012) , which combines data from the Terra and Aqua satellites into a single product. The third product is the Clouds and the Earth's Radiant Energy System (CERES) Single-Satellite Footprint (SSF) Edition 4 monthly files from the Terra platform (CERES SSF1deg-Month Terra Ed4; Doelling et al., 2013) . The three data sets are monthly averages on a 1
The Multisensor Advanced Climatology (MAC; Elsaesser et al., 2017) algorithm ingests 14 latest version Remote Sensing Systems (gridded, 0.25 data sets for cloud liquid water path, column water vapor, surface wind, and surface rainfall and computes monthly CLWP and total (cloud + rainwater) liquid water path records. The algorithm is described in Elsaesser et al. (2017) and Greenwald et al. (2018) . We use monthly mean averages at 1 • resolution. For 1 • grid boxes, the MAC algorithm corrects for monthly diurnal cycle CLWP biases that arise from averaging over Sun-synchronous input data sets. It then applies a harmonic regression fit that solves for the monthly mean CLWP, total liquid water path, and climatological diurnal cycles (O'Dell et al., 2008) . The cloud LWP statistical uncertainty is estimated to be on the order of 10% over both the middle high latitudes and stratocumulus cloud regimes, and 25% over portions of the ITCZ (Elsaesser et al., 2017) . Cloud LWP biases are difficult to quantify; however, variations in assumed drop size distributions, larger-than-expected cloud inhomogeneity over the satellite fields of view and inaccurate partitioning of total liquid water path into cloud and precipitating components may result in biases as large as a factor of 2 over some portions of the tropical oceans (Lebsock & Su, 2014) . Such biases are expected to partially cancel during the generation of the monthly and longer-timescale climatologies used in this study.
The following cloud droplet number concentration (CDNC) data sets are used. Grosvenor and Wood (2014) use cloud optical depth and effective radius from Level 2 data of MODIS Collection 5.1 to estimate the liquid CDNC. They use the methodology by Boers et al. (2006) and produce a monthly climatology as described in Grosvenor et al. (2018) . The time series used here spans years 2003 to 2014. The second data set is the climatology by Bennartz and Rausch (2017) , which uses Level 2 data of MODIS Collection 6.1 from the Aqua satellite from 2003 to 2015. Both data sets are delivered as monthly averages on a 1
We use the approximate partial radiative perturbation method (APRP; Taylor et al., 2007) to estimate the contributions to shortwave feedback changes from changes in the following properties: surface albedo, clear-sky atmospheric absorption and scattering, and cloud fraction, scattering, and absorption. We apply it off-line to monthly mean model data.
Package Testing Results
We use the package testing to select those packages that are the main controls of the change in atmospheric feedbacks between GA6.0 and GA7.1, which we then analyze in detail in the following sections. Table 2 lists the tests that we have carried out: GA6.0, GA7.1, and all the Off and On experiments. The feedback parameter, , is usually defined as the slope of a linear model of the Earth's temperature response to radiative perturbations (Gregory et al., 2004) :
It relates the global-mean net radiation change ( N) with the global-mean surface temperature change ( T s ), after an initial external radiative forcing (F) is applied to the system. For a stable system, is negative. The operator is the difference between the perturbed and the control climates: amip-p4K minus amip. By construction F = 0 in these experiments, and therefore, the global-mean feedback parameter is calculated as = N∕ T s (Cess et al., 1990 ).
We first look at the change in global-mean feedback parameter in the Off tests ( Figure 1 ). For the Off tests, the blue dashed line shows the value of the target experiment (GA6.0). Of all the single-package tests, AerErf_Off by itself explains most of the change in global-mean feedback parameter. We treat AerErf as a single package in the Off tests because Aer cannot be disabled without disabling part of Erf . It is worth mentioning that aerosol emissions are unchanged in the amip-p4K experiments. There are three other packages that change the feedback parameter toward the target line: Cnv_Off , Mic_Off , and Dyn_Off . The remaining packages only introduce either small changes in the global-mean feedback parameter or they move it away from the target configuration.
The global-mean feedback parameters for the control experiments are (Table 2) : −1.37 W·m −2 ·K −1 for GA6.0, and −1.12 W·m −2 ·K −1 for GA7.1. Adding the effect of all the Off experiments (except Erf_Off , which is already included in AerErf_Off ) would give a global-mean value of −1.50 W·m −2 ·K −1 . The large residual with respect to GA6.0 implies that, unsurprisingly, the packages interact in a nonlinear fashion.
Zonal-mean averages of the feedback parameter offer greater insight into the packages that dominate the changes in the feedback parameter ( Figure 2) . Generally, GA7.1 shows a less strong negative feedback in the midlatitudes in both hemispheres, and at high latitudes in the Northern Hemisphere. AerErf_Off explains a substantial amount of the zonal pattern changes, consistent with the global-mean results. Cnv_Off and Dyn_Off generally show a slightly more negative feedback parameter than in the control experiment, but none of them seem to produce a zonal-mean pattern that is closer to the target experiment, apart from the Northern Hemisphere high latitudes, where Cnv_Off does get substantially closer to GA6.0. Mic_Off is a very interesting case: the zonal pattern gets substantially closer to GA6.0 nearly everywhere, but due to cancellation of positive (tropics) and negative (extratropics) differences with respect to GA7.1, the change in the global-mean value is similar to Cnv_Off and Dyn_Off (Figure 1 ). These results strongly suggest that the new aerosol scheme and changes in the microphysics explain most of the change in atmospheric radiative feedbacks between GA6.0 and GA7.1.
The area-averaged mean absolute difference (MAD) is a metric that does not suffer from the compensating effects that affect the global-mean differences in Figure 1 . For each Off test, we calculate this metric by taking the absolute value of the zonal-mean differences of the feedback parameter between the test and GA6.0. The MAD is then calculated as the area-weighted mean of these differences. We then normalize the results by the MAD value of GA7.1. Values smaller than 1 imply that the test produces zonal means closer to GA6.0. When we combine the effect of the AerErf and Mic packages (AerErfMic_Off ), the zonal-mean feedback parameter follows very closely that of GA6.0 (Figure 4 ). This shows that, zonally, these two packages interact in a relatively linear fashion. They explain most of the changes in the extratropics, perhaps making the feedback parameter too negative as compared to GA6.0. In the tropics, the differences between GA6.0 and GA7.1 are not big enough for the zonal means to be informative.
We confirm the results obtained by the Off experiments by running On experiments for the packages Aer, Mic, AerMic, and AerMicErf (green bars in Figure 1 ). The global-mean feedback parameter shows a big change toward the target control experiment (GA7.1) for Aer_On, and a much smaller change toward GA7.1 for Mic_On due to the compensating effects mentioned above. The combined package AerMicErf_On has a global feedback parameter very close to GA7.1, slightly less negative, confirming the nearly symmetric behavior of these packages in the global-mean sense in the Off and On tests. This nearly symmetric behavior is confirmed by the AerMicErf_On zonal mean in Figure 4 .
We investigate in more detail the impact of the microphysics package by splitting it into three independent changes. The first subpackage implements upgrades to the Monte Carlo Independent Column Approximation (McICA; Pincus et al., 2003) by introducing a new parametrization that links the characteristics of the subgrid cloud horizontal variability and vertical overlap to the model resolution and cloud fraction in the grid box (Walters et al., 2019) . The second subpackage makes significant changes to the representation of warm rain in the microphysics scheme (Boutle & Abel, 2012; Boutle et al., 2014) . The third subpackage implements a new scheme that accounts for turbulent production of liquid water in mixed-phase clouds (Furtado et al., 2016) . We have labeled these subpackages as Mic.McICA, Mic.WarmRain, and Mic.MixedPhase, respectively. Figure 3 , and analysis of zonal means of the feedback parameter (not shown), shows that the Mic.MixedPhase subpackage is the leading contributor to the Mic package, although the contribution of the Mic.WarmRain subpackage is nonnegligible. The Mic.MixedPhase subpackage was introduced to reduce the Southern Ocean shortwave bias present in previous UM configurations (Hyder et al., 2018; Walters et al., 2019) . Until recently, this bias has been common to many climate models, due to the lack of supercooled Note. The first row for each region shows the actual feedback contributions for GA6.0 (in italic), whereas all the other rows show the differences with respect to GA6.0. Only the dominant terms are shown: clear-sky scattering and cloud (split into cloud amount and cloud scattering). APRP = approximate partial radiative perturbation method.
liquid cloud (Bodas-Salcedo et al., 2014 , 2016a . The improvement in the simulation of supercooled liquid cloud is expected to reduce the strength of the negative optical depth feedback in the Southern Ocean , although the effect of the reduction of this bias may depend on the climatology of cloud vertical structure of each model (Bodas-Salcedo, 2018; Lohmann & Neubauer, 2018) . Figure 5 shows the zonal means of the net cloud feedback and its decomposition into SW and LW components for the two baseline experiments and for combinations of the Mic_On, Aer_On, and Erf_On packages. The net cloud feedback shows a similar pattern of changes to the feedback parameter between GA6.0 and GA7.1 (Figure 5a ), and this pattern is mainly dominated by the SW component (Figure 5b ). The LW component in GA7.1 shows a nearly constant shift towards more negative values nearly everywhere (Figure 5c ). It balances the more positive SW component in the tropics, especially in the Northern Hemisphere.
We can then conclude that the SW cloud feedback is the leading component that controls the net feedback differences between GA6.0 and GA7.1. Two main model developments are responsible for these changes: mixed-phase cloud and aerosol schemes. From now on, we focus on the analysis of the On experiments for a combination of a subset of packages: Aer, Mic, and Erf .
Controls of Feedback Differences
The analysis above has shown that the midlatitudes are responsible for most of the feedback differences between GA6 and GA7.1. We now focus on understanding which changes in cloud properties drive the differences in feedback in the Southern Ocean (30-70 • S). We restrict our analysis to the Southern Ocean for simplicity because of its zonally symmetric behavior, without losing too much generality: the Northern Hemisphere midlatitudes show changes that are qualitatively similar. In GA6.0, the Southern Ocean region transitions from a positive SW feedback between 30
• S and 50
• S, to a negative SW feedback between 50 • S and 70
• S. As we show below, the characteristics of the feedback differences in these subregions are different, so we present results for both regions independently. Table 3 shows the partition of the SW feedback into different contributions, as estimated by the APRP method (Taylor et al., 2007) . The residual terms are small (less than 0.05), giving confidence in this partition. Cloud optical depth drives the feedback changes between GA6.0 and GA7.1 in both regions, although the cloud fraction contribution is not negligible, and it is important in the region between 30
• S. Incidentally, this coincides with a dominant cloud fraction component in 30-50
• S and a dominant optical depth component in 50-70
• S in GA6.0. The region between 30
• S shows a stronger change in cloud feed-back between GA6.0 and GA7.1, with changes in optical depth contributing with two thirds of the total, and changes in cloud fraction the remaining third. The feedback differences in the 50-70
• S region are mostly attributed to changes in cloud optical depth.
The microphysics package is responsible for most of the cloud fraction feedback change between 30
• S (Table 3 ). The aerosol package dominates the optical depth changes, with the microphysics also contributing significantly, with 30% to 40% of the optical depth changes. It is interesting to note that the new aerosol scheme largely suppresses a strongly negative clear-sky feedback present in GA6.0 between 50 • S and 70
• S.
The Erf package cannot be applied independently, as it builds on top of the Aer and Mic packages. Although it does affect the feedback changes of both the microphysics and aerosols schemes, it seems that its main contribution is through the enhancement of the effects of the microphysics because it shows a significant cloud fraction and LWP effects (Table 3 ). The behavior of LWP and cloud effective droplet radius inform about the optical depth contributions to the change in feedback (Figures 6c-6f ). GA7.1 shows more LWP in the climatology in both regions, in closer agreement with the MAC LWP observations, although it is still biased low between 50
• S and 70
cloud LWP is possibly 5-10% biased high over these latitudes, largely due to an overestimation of the amount of liquid in the column that is partitioned as cloud versus the precipitation/drizzle category (Greenwald et al., 2018) . Removing this bias would bring GA7.1 closer to the observations, except during winter in the lower midlatitudes. Between 30
• S, GA7.1 shows a suppressed LWP response, with even a decrease in LWP between December and May. The microphysics package is the main contributor to the LWP changes.
In the region between 50
• S, the LWP response of GA7.1 is very similar to GA6.0 (Figure 6d ). The
Mic and Erf packages reduce the response, but this reduction must be compensated by other packages or interactions between them to give a very neutral change in GA7.1. The changes in the LWP climatology are mainly due to the tuning of the mixed-phase scheme included in the Erf package (Mulcahy et al., 2018; Walters et al., 2019) , which doubles the vertical length scale over which the turbulence is assumed to mix in the new mixed-phase scheme. It is worth noting that this tuning sets the vertical length scale back to the value originally recommended by Furtado et al. (2016) . Increasing it will increase the production of supercooled liquid water cloud by turbulence. Both the increase of climatological LWP and the suppressed or neutral response (with respect to GA6.0) contribute to the positive changes in SW feedback.
The behavior of the cloud droplet effective radius is qualitatively similar in both regions (Figures 6e and  6f ). GA7.1 has climatologically smaller cloud droplets, and it shows a small increase in droplet size with warming. GA6.0 shows strong seasonal cycles, both in the climatology and in the response, whereas GA7.1 shows virtually no seasonal dependency. The Aer package and the Erf packages explain all the differences between GA6.0 and GA7.1. The effect on the SW feedback is dominated by the summer months, where the insolation is stronger. In these months, GA6.0 shows a large reduction in droplet size with warming, which will produce a negative SW feedback. This negative feedback is completely suppressed or even positive in GA7.1, which shows a small increase in droplet size with warming. The MODIS observations show larger cloud droplet sizes than the models in the present-day climate during the summer months. We do not show the Pincus et al. (2012) climatology in these plots because it is virtually identical to the MODIS C6.1 climatology. The CERES climatology provides retrievals from different combination of channels. We have used the daytime product that uses the 1.2-μm channel because this product reports the largest droplet sizes, providing an estimate of the structural uncertainty in the retrievals. It seems evident that satellite retrievals in these latitudes are still very uncertain and can be subject to large biases. Liang et al. (2015) show that MODIS retrievals can be biased high by as much as 7 μm in the Southern Hemisphere midlatitudes, which makes the assessment of the realism of the model changes challenging. Despite these uncertainties, the results suggest that both configurations underestimate the droplet size in the present day, but GA7.1 does so more dramatically. It is worth highlighting the role of the LWP and droplet size climatologies on the feedback. In both cases, the changes in the climatologies between GA6.0 and GA7.1 contribute toward brighter clouds, which will enhance the strength of the existing cloud fraction feedback. That is, the radiative perturbation per change in unit cloud depends on the albedo of the control cloud climatology. Because of changes in the climatology of LWP and droplet size, the cloud fraction feedback between 30 • S and 50
• S (Figure 6a ) will be more positive in GA7.1. In addition to this, the strength of the albedo feedback also depends on the base state, with the change in cloud albedo being controlled by the fractional differences of LWP and droplet size, not their absolute changes. In this respect, the changes in LWP climatology tend to reduce the efficiency of the LWP-mediated negative feedback in GA7.1, whereas the changes in the droplet size climatology enhance the efficiency of the feedback. In both cases, the climatological changes contribute toward a positive differential change in SW feedback. Figure 6 shows that the qualitative interplay between the changes in cloud radiative properties and their effect on the SW feedback is complex. In order to understand these relationships in a more quantitative manner, we have estimated the contributions from LWP and droplet size to change in cloud albedo using the following simple approach: the cloud albedo, , is a function of the cloud optical depth ( ) and is calculated using the parametrization used in the ISCCP simulator (Klein & Jakob, 1999 ): = 0.895 ∕( 0.895 + 6.82). This equation is an analytical approximation to the lookup tables used by the ISCCP operational processing (Rossow & Schiffer, 1999) . The cloud optical depth is calculated as = (1.5∕ )LWP∕R eff (Stephens, 1978) , with being the density of liquid water. Then, four calculations are done for each grid box, using monthly averages as inputs:
• LWP: ).
These calculations estimate the contributions from changes in LWP, droplet size, linear combination of LWP plus droplet size, and total change, respectively. Although we do not expect these calculations to be an accurate estimate to the true model cloud albedo, they provide useful quantitative information for the interpretation of the differences in the SW cloud feedback. Figure 7 shows results for January, representative of a summer month with large insolation. It shows the contributions to the difference in cloud albedo as described above, and the mean albedo for the amip experiment is displayed in parentheses under axis labels. To facilitate the interpretation, the bars for GA7.1 and the package tests show the differences in cloud albedo with respect to GA6.0. For these, zero change means that its absolute change in cloud albedo is equal to that in GA6.0. The GA6.0 bars show the actual amip-p4K minus amip changes.
The first thing to note about the results in Figure 7 is that the linear decomposition is very accurate: the gray bars in the top plot are always nearly identical to the black bars. Second, the behavior of the total contribution (EXP-CTL) is consistent with the APRP results for cloud scattering, albeit with some differences
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in the details. Since these two methods are independent, this gives us confidence in the utility of Figure 7 to understand the mechanisms driving the changes.
GA7.1 and the package tests show very similar behavior in both regions. The microphysics package contributes to a positive change in feedback mainly through changes in LWP, whereas the aerosol scheme operates mainly through the droplet size. AerMic_On shows a combination of both effects. The Erf changes enhance the LWP changes of the microphysics and suppresses some of the droplet size effect of Aer. These two effects are consistent with two independent changes introduced by Erf : increase of the effect of the mixed-phase scheme by increasing of the vertical mixing length scale; weakening of the dependency of cloud droplet size with LWP and aerosol number concentration with the implementation of the Liu et al. (2008) spectral dispersion scheme. Although qualitatively both regions are very similar, the region between 50
• S shows larger changes in GA7.1 and in the package tests. In both regions, LWP and droplet size changes contribute equally to the change in feedbacks, but the LWP feedback is much stronger to start with in the region between 50
• S. (Table 3 ), GA6.0 shows a moderate negative feedback (increase in cloud albedo) between 30
• S, and a much stronger negative feedback between 50
• S. Previous studies have suggested that, as models improve the representation of supercooled liquid cloud in this region, the strength of this negative feedback should decrease (Bodas-Salcedo et al., 2016b; , consistent with the effects of the Mic package in Figure 7b : the reduction of the LWP radiative feedback is bigger when the climatological albedo is larger. Figure 8 shows the seasonal cycles for liquid cloud fraction from the COSP/CALIPSO simulator between 50
• and 70
• S. The results are for a layer centered at 720 m of altitude. GA7.1 shows a substantial increase in the climatology of liquid cloud fraction, bringing it closer to the observations, which supports the hypothesis that a better representation of supercooled liquid cloud should lead to a reduction in the negative SW feedback in this region. However, this response is not necessarily robust across models (Lohmann & Neubauer, 2018) .
Aerosol-Cloud Interactions
The analysis above shows that the microphysics changes are responsible for changes in the LWP feedback, and the new aerosol scheme is responsible for the droplet size feedbacks. In this subsection we are going to investigate in more detail the mechanisms that control the droplet size feedback. The Southern Ocean is one of the most pristine aerosol regions in the world (Hamilton et al., 2014) where aerosols are predominantly natural in origin, namely, coming from sea-spray and marine emissions of primary organic matter and gaseous dimethyl sulfide (DMS). Once in the atmosphere gaseous DMS is oxidized and eventually forms sulfate aerosol. We restrict the analysis to the region between 50
• S because the DMS seasonal cycle is stronger, which makes the analysis clearer, but the conclusions can be extended to the other region. The satellite retrievals of CDNC are less reliable between 50
• S, but nonetheless, the models show qualitatively similar biases in both regions.
Several aspects of the new aerosol scheme can potentially impact the number of particles activated into cloud droplets and therefore the cloud droplet size: primarily the dynamic evolution of the aerosol size distribution via the simulation of both aerosol number as well as mass, inclusion of aerosol microphysics processes, such as coagulation, nucleation, condensation, cloud processing (Mann et al., 2012) and a more sophisticated treatment of aerosol activation into cloud droplets (West et al., 2014) . Focusing on species predominant over the Southern Ocean there are updates to the seawater concentration of DMS, new emission parametrizations for both sea spray and DMS, a prognostic treatment of sea salt aerosol, and differences in the aqueous phase sulfur chemistry. We now assess the importance of some of these processes as controlling factors in the change in feedbacks between the two model configurations. Figure 9 shows that the climatological seasonal cycle in CDNC at cloud top peaks in January, with a minimum during the winter months. GA6.0 shows a larger amplitude than GA7.1. The climate change response in GA6.0 shows a large seasonal cycle and is nearly null in GA7.1. The new aerosol scheme is responsible for the change in behavior. Comparison with Figure 6f strongly suggests that CDNC controls the seasonal cycle of droplet size, with variations in LWP potentially playing a small role. Despite the increase in CDNC, GA7.1 is still biased low with respect to the satellite retrievals. The biases are smaller in the region between 30 • S and 50
• S (not shown), where the observations are more reliable, but both models still show a consistent low bias. To avoid large sampling biases in the observations due to lack of retrievals in the higher latitudes of the domain during the winter months, we show observational data only for months where the percentage of grid boxes with missing data is less than 60%. It is difficult to reconcile these results with the droplet size comparisons presented above (Figure 6f) . A low bias in both CDNC and droplet size of the magnitude that the models show should result in a low bias in LWP of at least an order of magnitude, assuming constant cloud properties in the vertical. This is not what the comparisons against independent microwave LWP observations show (Figure 6d ). This inconsistency suggests that the droplet size and CDNC retrievals, which are not independent, are subject to large uncertainties.
Over the Southern Ocean, sea salt and DMS are significant aerosol sources that contribute to CDNC in both model configurations. In GA7.1, the marine DMS emissions are scaled by 1.7 to represent the missing marine organic source (Mulcahy et al., 2018) . The seasonal cycle of the sea-salt contribution to CDNC is in opposite phase with respect to that of DMS (Mulcahy et al., 2018) , so it cannot explain the seasonal cycle of CDNC. We therefore conclude that DMS is the primary controller of the CDNC seasonal cycles observed in Figure 9 .
GA7.1 replaces not only the aerosol scheme but also the seawater concentration of DMS and the emission parametrization that calculates the sea-to-air flux of DMS. All these changes are included in the Aer package. We now look into the role of these different aspects of the DMS cycle and their impact on the CDNC response. If we follow the pathway from DMS concentration in sea water to its contribution to CDNC, the next aspect that has changed is the emission parametrization. GA6.0 uses the Wanninkhof (1992) parametrization, and GA7.1 uses the one proposed by Liss and Merlivat (1986) . Both parametrize the DMS mass transfer velocity over sea as a function of wind speed and the Schmidt number. The calculation of the Schmidt number as a function of surface temperature is shared by both schemes, so the differences are through their dependency on wind speed. Figure 11 shows the seasonal cycle of DMS emissions using the four possible combinations of DMS concentration in seawater and emission parametrization. The calculations have been done off-line, using monthly mean inputs from the GA6.0 amip and amip-p4K simulations. It is clear that the Kettle-Wanninkhof GA6.0 is the one that produces the stronger seasonal cycle, both for the control and for the climate change response, even after applying the 1.7 scaling factor to the Lana-Liss combination used in GA7.1.
The use of Liss and Merlivat (1986) is supported by recent direct measurements of DMS air-sea exchange, which reported lower gas transfer velocities across the air-sea interface for DMS (Yang et al., 2011) than previous works which were largely based on CO 2 measurements (Wanninkhof, 1992) . The higher solubility of DMS is likely the leading cause for the different transfer velocities, particularly at high wind speeds (Bell et al., 2013; Wanninkhof, 2014) .
The results from Figures 10 and 11 are consistent with the stronger seasonal cycle of CDNC observed on GA6.0. Other things being equal, this could explain the differences in cloud droplet size between the two model configurations. However, Figure 12 shows that the seasonal cycle of atmospheric concentration of DMS in a layer centered at 800 m high is stronger in GA7.1, both in the control and in the climate change response. This suggests that the sinks of atmospheric DMS operate in very different ways in CLASSIC and GLOMAP: DMS in CLASSIC is more readily oxidized to sulfur dioxide and subsequently sulfate aerosol because of differences in the DMS chemistry and the use of different oxidant fields to drive this chemistry. It also suggests that, although the DMS concentration in seawater and emission parametrizations play a significant role in setting the climatological seasonal cycle of atmospheric DMS concentrations, they are not the main drivers of the differences in the cloud droplet effective radius response under climate change.
The main control of the difference in cloud droplet effective radius climate change response between GA6.0 and GA7.1 can be explained by the different sensitivities of CDNC to changes in DMS atmospheric concentration. Figure 13 shows CDNC-DMS joint probability distributions for the two baseline model configurations for the amip and amip-p4K experiments. It is clear that CLASSIC is much more sensitive to changes in DMS atmospheric concentration. A large fraction of the time it produces unrealistically small CDNC values of less than 10 cm −3 (representing the numerical minimum value set in the code), switching to larger CDNC values when DMS concentration increases above 0.2 nmol/mol. The increase in DMS is driven by the increase in surface wind speed with warming as the jet moves poleward. The increase in surface wind speed is similar across all seasons (not shown), but since the climatological winds are weaker in summer, the relative increase is larger in that season, driving the strong seasonal cycle in the CDNC response with warming in GA6.0. Ultimately, this explains the larger increase in CDNC in GA6.0 (Figure 9 ), in spite of its weaker increase in atmospheric DMS absolute concentration with warming (and only 10% larger in relative terms).
As explained by Bellouin et al. (2013) , the different sensitivity is due to the fact that CLASSIC assumes a fixed modal size distribution for sulfate aerosol, and therefore can only respond to changes in DMS emissions by changing the cloud condensation nuclei (CCN) number concentration. However, GLOMAP-mode is able to increase the mean size of its soluble modes via condensation of sulfuric acid. The GLOMAP-mode response should be more realistic because aqueous-phase oxidation of DMS-derived sulfur dioxide (SO 2 ) does not create new CCN, it only grows existing CCN .
The fairly insensitive relation between DMS concentration and CDNC in GA7.1 explains the nearly null (albeit slightly positive) response of CDNC with warming ( Figure 9 ). For a constant LWP, the small increase in CDNC would decrease the cloud droplet size. Given that the cloud droplet size increases slightly with warming in GA7.1, we conclude that the increase in CDNC must be compensated by the increase in LWP (Figure 6f ), which will tend to increase the droplet size. Using the fact that the cloud droplet effective radius in GA7.1 is proportional to (LWC∕CDNC) −0.19 , we can estimate the fractional change in effective radius as approximately 0.2( LWP∕LWP − CDNC∕CDNC). Using the values for January in Figures 6d and 9 , we estimate an increase in droplet radius of about 0.6 μm. This is larger than the actual increase of around 0.3 μm but confirms that the LWP changes drive a cloud droplet size increase of the same order than the one observed in GA7.1.
Discussion
The model changes introduced between GC2.0 and GC3.1 have significantly reduced the magnitude of the feedback parameter. Within this context, it is worth looking at the model feedbacks in absolute terms, not only relative to previous model configurations. It is interesting to notice that many models seem to show a shortwave feedback dipole in the Southern Ocean, with a negative feedback in the high midlatitudes, and positive in the low midlatitudes (Ceppi et al., 2016) . The latitude at which the feedback switches from positive to negative ranges between 40
• S and 55 Gordon & Klein, 2014; Terai et al., 2016) . The study by Ceppi et al. (2016) does not support the existence of this dipole in the shortwave feedback. It shows a negative SW feedback across the entire region, with values up to −2 W·m −2 ·K −1 , although typically not below −1 W·m −2 ·K −1 , depending on the observational data set used in the analysis. Models tend to show a stronger negative SW feedback in the Southern Hemisphere high midlatitudes. Terai et al. (2016) shows a larger discrepancy between models and observations, with models having a too strong optical depth feedback in those regions. Although more work is needed to understand the differences and uncertainties in observational estimates, this suggests that the negative lobe in GA6.0 and GA7.1 is probably consistent with the observed estimates, with GA7.1 being perhaps closer to the observed estimates. However, the positive lobe in both models is not consistent with the observational proxies (less so in GA7.1), in common with many other models (Ceppi et al., 2016; McCoy et al., 2014) . This poses the interesting question of whether the strongly positive cloud fraction feedback that both GA6.0 and GA7.1 show in the region between 30
• S is realistic at all. It also suggests the possibility that this strong cloud fraction feedback was partially muted by two overly strong negative feedbacks in GA6.0: aerosol-cloud interaction and cloud phase-change feedback. Some studies indeed suggest that models have a too strong aerosol-cloud interaction (Chen et al., 2012; Sato et al., 2018; Stevens, 2015) , although there is no consensus yet on this topic (Malavelle et al., 2017; Rosenfeld et al., 2019) . McCoy et al. (2016) shows that the CMIP5 ensemble shows a negative correlation between the present-day cloud fraction and LWP for the midlatitudes, that is, models with more LWP have less cloud fraction. They attribute this correlation to tuning of the climate mean state cloud fraction to compensate for midlatitude cloud albedo changes produced by mixed-phase parameterizations. Our results do not seem to follow this correlation, since GA7.1 shows both an increase in liquid cloud fraction ( Figure 8 ) and in LWP (Figure 6d ) with respect to GA6.0. Whether this is a product of a more realistic representation of mixed-phase cloud processes in GA7.1 or a result of tuning is difficult to say.
Although these arguments are admittedly speculative, we think that any top-down tuning of a model's global-mean feedback (or ECS) to independent estimates may not necessarily improve the fidelity of the simulations. In other words, the fact that a model has an ECS within the range provided by independent estimates (e.g., Stevens et al., 2016) does not imply that the model is representing all the feedbacks correctly. From the model-development perspective, our efforts as a community should focus on improving understanding of the underlying processes and finding observational process-based metrics that are capable of constraining the processes that control the models' radiative feedbacks, expanding on the recent work on feedback proxies, both in the midlatitudes (e.g., Ceppi et al., 2016; Gordon & Klein, 2014) , and in the tropics (e.g., McCoy et al., 2018; Myers & Norris, 2015; Qu et al., 2015) . Of course, the assumption here is that the relationship between these processes and the long-term feedbacks holds in the real world. Our arguments are very similar in spirit to those made by other studies that focused on contrasting emergent constraints on climate sensitivity with those for individual feedback mechanisms (Caldwell et al., 2011; Hall et al., 2019; .
Conclusions
We analyze the model changes that control most of the increase in the feedback parameter between the latest two configurations of the Hadley Centre climate model, GC2.0 and GC3.1. We follow an experimental protocol similar to Gettelman et al. (2012) , and use atmosphere-only simulations to track down the main processes that drive the changes in feedbacks. We run a large suite of experiments that test the effect of individual developments that were implemented between GA6.0 and GA7.1, the atmospheric components of GC2.0 and GC3.1, respectively.
These experiments show that two developments are the leading contributors to the differences in feedbacks: the replacement of the CLASSIC aerosol scheme by the GLOMAP-mode scheme, and the introduction of a new mixed-phase cloud parameterization. Both schemes contribute to increasing the shortwave cloud feedback in the midlatitudes, either by reducing the strength of the existing negative feedback in the high midlatitudes (50-70 • S), or by enhancing the existing positive feedback in the lower midlatitudes (30-50
• S).
We show that, although both the new aerosol and mixed-phase schemes change the shortwave feedback in the same direction, they operate through fundamentally different mechanisms.
The mixed-phase scheme increases the climatological cloud LWP and reduces its increase with warming, with both effects contributing to the increase in the feedback parameter. The increase of LWP in the present-day reduces the radiative efficiency of the LWP increase with warming. The weakening of the response is consistent with the expected behavior of reduced influence of a phase-change negative radiative feedback with more supercooled liquid water in the present-day climate, more in line with the observations. The increase in LWP makes the model's climatology close to the microwave satellite retrievals, and the liquid cloud fraction is also better represented in the new model. This scheme also enhances a positive cloud fraction radiative feedback that is potentially unrealistic.
The new aerosol scheme, GLOMAP-mode, suppresses a strong negative feedback that operates through a reduction in cloud droplet size, which increases the cloud albedo with warming. GLOMAP-mode shows a much less sensitive relationship between the CDNC and changes in the concentration of DMS. Since sulfate aerosol produced from DMS is one of the main contributors to CDNC in the Southern Ocean, the change in the DMS-CDNC relationship suppresses the large cloud effective radius decrease with warming. A less sensitive DMS-CDNC relationship is considered a more realistic representation of the aerosol processes, allowing the aerosol mass to grow without increasing the number concentration . GLOMAP-mode also has a significant impact on the cloud climatology, reducing the climatological effective radius. This compares worse with the satellite retrievals, which report droplet sizes larger than those in GA6.0, although the retrievals are potentially subject to large positive biases. At the same time, the CDNC increases in GA7.1 taking it closer to the observational estimates, although both models still underestimate CDNC. The cloud droplet size and CDNC comparisons are difficult to reconcile, because they would imply a massive model underestimate in LWP, which is not supported by independent comparisons against microwave retrievals. This is probably pointing to the fact that the droplet size and CDNC satellite retrievals are subject to large errors in these latitudes. Further work in validating and improving the satellite retrievals should be a priority if we want to better constrain microphysical cloud properties in models.
Both the LWP and cloud droplet size climatological changes make the control clouds brighter, which are now probably too bright in the region between 30
• S (Williams & Bodas-Salcedo, 2017; Williams et al., 2018) . This has implications for the cloud feedback, as it enhances the strength of the strong positive cloud fraction shortwave feedback that GA6.0 shows in this region. It is therefore clear that the background climatology of cloud properties also plays an important role in modulating the strength of the cloud feedbacks.
