We present an algorithm for matrix inversion that combines the practical requirement of an optimal number of arithmetic operations and the theoretical goal of a polylogarithmic critical path length. The algorithm reduces inversion to matrix multiplication. It uses Strassen's recursion scheme but on the critical path, it breaks the recursion early switching to an asymptotically inefficient yet fast use of Newton's method. We also show that the algorithm is numerically stable. Overall, we get a candidate for a massively parallel algorithm that scales to exascale systems even on relatively small inputs. Preliminary experiments on multicore machines give the surprising result that even on such moderately parallel machines the algorithm outperforms Intel's Math Kernel Library and that Strassen's algorithm seems to be numerically more stable than one might expect.
INTRODUCTION
Besides matrix multiplication, matrix inversion is perhaps the most fundamental operation in linear algebra. Hence, there has been intensive research on parallel matrix inversion and related operations. Indeed, the most widely used benchmark for supercomputers -LINPACK, basically measures the performance of LU decomposition which is often used to replace inversion. We stick to inversion here since it is simpler and more fundamental. More generally speaking, some of the observations made here may also be relevant for making parallel computations more scalable for applications completely unrelated to linear algebra.
Our starting point was the puzzling observation that there is a significant gap between theoretical and practical research on parallel matrix inversion. Theoretical work beginning already in the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM or the author must be honored. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.
1970s has focused on the question whether matrix inversion can be done in polylogarithmic time on a PRAM. Although the answer is positive [8, [18] [19] [20] , this had no impact on practical implementations since all these algorithms are inefficient -they perform at least a logarithmic factor more work than the sequential algorithm. In contrast, practical algorithms perform the same amount of work up to a lower order term or at most invest a small constant factor more work. However, all these algorithms have a critical path length of Ω(n), i.e., even with an arbitrary number of processing elements we cannot get faster than this bound. In the past, this limitation seemed rather academic since parallel machines had a fairly small number of processors. However, with the advent of petascale machines and intensive research on exascale machines, this situation has changed. Since clock frequencies stagnate and since more and more parallelism is needed to hide memory access latencies, the amount of parallelism needed in the largest machines is exploding -we may be looking at 10 10 logical threads for the largest machines of the near future [13, page 198] . With Ω(n)-algorithms, such systems will only work efficiently for huge inputs -thus severely limiting the range of possible applications.
Already now, the fastest machine in the LINPACK benchmark needs petabytes of memory for achieving its maximum performance and needs more than 23 hours to complete the benchmark at n = Nmax.
1 Note that in November 1995 the same experiment took less than 5 min. 2 Since typically, a not much smaller input is required to achieve half the peak performance (n = N 1/2 ), this might indicate that it gets more and more difficult to use the largest supercomputers for applications that need user interactions.
Reconsidering the old virtue of polylogarithmic execution time might therefore become practically relevant. The subject of this paper is to show that this is at least true for matrix inversion. After introducing basic results and notation in Section 2, we introduce our algorithm NeSt (Newton-Strassen inversion) in Section 3. The algorithm uses Strassen's recursion scheme [24] which expresses inversion in terms of matrix multiplication and smaller matrix inversions. Using the scheme all the way down to constant size matrices would lead to yet another algorithm with critical path length of Ω(n). Therefore, we switch to Pan's adaptation of Newton's algorithm [18, 19] at a recursion depth of O(log log n). At this level of recursion, the work inherent in the inversions becomes a sufficiently small lower order term to allow for such a fast yet inefficient algorithm. Overall, NeSt has a polylogarithmic critical path length and requires at most a small constant factor times the work of any other inversion algorithm. Additionally, in section 3.5, we present a variant of NeSt for which we can prove numerical stability in a certain sense.
Section 4 reports on a multicore implementation whose original purpose was to demonstrate that the algorithm is practical both with respect to efficiency and numerical stability. Surprisingly, it turned out that even on such small scale machines NeSt outperforms Intel's Math Kernel Library, i.e., a library that is supposed to supply highly tuned implementations. The errors produced by NeSt compare with those of the MKL algorithm. The conclusion (Section 5) summarizes results and discusses future research direction.
More Related Work
This paper draws on the result of Raoul Steffen's diploma thesis [23] .
Practical work in parallel linear algebra including matrix inversion focuses on blocked versions 3 of sequential algorithms, e.g., Gaussian elimination and similar algorithms for inversion, LU decomposition and Cholesky decomposition (e.g. [3] ). By interpreting the block operations as tasks in a directed acyclic graph, flexible scheduling techniques can be applied to achieve good parallelization [14, 22] . These techniques are being used in widely used libraries such as ATLAS [16] , LAPACK [17] , and MKL [7] .
Bailey and Ferguson [1] propose to use Newton iteration to postprocess the result of Strassen's algorithm in order to improve numerical stability. Our main result uses Newton iterations very differently and for a different purpose -run Newton on small subinstances to increase parallelism. In Section 3.5 we also show that a variant of their algorithm is numerically stable under certain assumptions. The experiments in [1] show that Strassen's inversion with his multiplication algorithm may indeed be unstable on general matrices. However our experiments indicate that this problem may not apply to the inversion alone on symmetric positive definite matrices even when they have fairly large condition number.
PRELIMINARIES
When not otherwise mentioned, we deal with n × n matrices. While the algorithms work with arbitrary n without special handling, for the analysis we assume n to be a power of two. For an algorithm A, WA(n) denotes the work done by A measured as number of floating point operations performed and TA denotes its critical path length, i.e., the longest path through the computation DAG (the nodes are the arithmetical operations and the edges denote the data flow). Since the computations are very regular, this will be asymptotically the same as the execution time on sufficiently powerful models of parallel computation such as a PRAM. The subscript M stands for matrix multiplication, S for Strassen's matrix inversion algorithm, N for matrix inversion by Newton approximation, and O for our algorithm NeSt. We call cond M = M · M −1 the condition of M . All norms in this paper are 2-norms, i.e.:
We focus on inversion of symmetric positive definite inputs since these are directly relevant for many applications [12, p.260 ] and since we can reduce to this case as follows: For any non-singular matrixM , M =M TM is always symmetric positive definite and we can invertM [6] usinḡ
3 Blocked algorithms are often also called "tiled".
Figure 1: DAG of Strassen's matrix inversion algorithm. The operations I and T stand for recursive inversion and for transposition, respectively.
The two additional matrix multiplications increase the required work by a constant factor depending on the work-complexity of the multiplication. Our algorithm can also directly be applied to "wellconditioned" nonsymmetric matrices. However this may fail in cases where a traditional algorithm needs pivoting. Since we are not aware of pivoting algorithms leading to polylogarithmic time, the above symmetrization approach seems without an alternative here.
Matrix Multiplication
Matrix multiplication needs between 2n 3 operations for the naive approach and O(n β ) for more sophisticated algorithms with the best known result having β = 2.3727 [25] . Some of these algorithms can be expressed recursively using independent subproblems leading to a critical path length of TM = O(log n). 4 For the analysis we assume WM (n) ∼ n β and β ≥ 2. Often we use matrix multiplication and already know that the result will be symmetric. We call this case symmetric multiplication. Algorithms can take advantage of symmetric multiplication. For example, standard multiplication can simply calculate the lower triangle and then transpose the result to get the full matrix, saving almost half of the effort. W symm M (n) ≤ WM (n) shall denote the work necessary for symmetric multiplication and
(n)) the average of symmetric and full multiplication.
NeSt is based on two other algorithms for matrix inversion, Strassen's algorithm and Newton Approximation:
Strassen's Inversion Algorithm
Strassen's matrix inversion algorithm recursively breaks down the inversion into smaller inversions and matrix multiplications by the following formula that can be viewed as applying Gaussian elimination to a 2 × 2 matrix of matrices 5 [24] :
where A is an n × n matrix.
Usually, the size n of A is set to n 2
, but it can be chosen arbitrarily for the formula to work. This allows to process odd n without adaptations. Indeed, the special case with n = 1 is Gaussian elimination.
Strassen's inversion algorithm is not to be confused with his matrix multiplication algorithm, which appeared in the same paper. The variant for symmetric matrices requires four multiplications and two recursive inversions, all of size n 2 , see Fig. 1 . Since all the key operations of Strassen's algorithm have to be executed serially, we get the following recurrence for the critical path length:
Solving this recurrence yields
With respect to work, Strassen's algorithm and an observation that matrix inversion can also emulate matrix multiplication [6] show that
and that
for any work-optimal multiplication and inversion algorithms M and I. Refer to Section 3 for an analysis of a generalized algorithm that also yields constant factors.
Newton Approximation
Newton approximation can be used to invert matrices. Following the formula
Xi converges quadratically towards the inverse of M . Pan and Reif found and improved a suitable initial approximation that is easy to compute [18, 19] . For symmetric positive definite matrices they suggest:
They showed that, when the condition of the input matrix is polynomial in n, O(log n) iterations suffice to reach a fixed error bound. Therefore, with a multiplication subroutine with logarithmic critical path length, Newton approximation has critical path length
Since each of the iterations needs as much work as an inversion, by Equation (3), Newton approximation has an additional log n factor on the work-complexity compared to a work-optimal algorithm. 5 We use the variant for symmetric M .
THE ALGORITHM
In this section we define the combined algorithm NeSt. It takes a parameter h ∈ {0, .., log n} for the recursion depth. Afterwards, we present a theoretical analysis of NeSt's work-and timecomplexity. Finally, we present a way to bound the forward error in Strassen's inversion algorithm.
Algorithm NeSt
To invert a matrix M , perform h levels of Strassen's inversion algorithm. For the remaining recursive inversions use Newton approximation.
Work-Complexity
Newton approximation requires O(log n) iterations, each of which does two multiplications of which one is symmetric. We neglect the cheap initialization step and assume
where α will depend on the condition of the input.
Strassen's inversion algorithm requires two recursive inversions and four multiplications of which two are symmetric. We assume that transpositions and additions are done together with the multiplications at negligible cost. Using
using the geometric series. For g we get
Overall this is
Note that for not too small h, inequality (5) is rather sharp. Hence, for small h (6a) is overestimated, but then (6b) dominates the sum anyway.
Time-Complexity
All α log n multiplications done by Newton approximation have do be done one after another. We neglect the cheap initialization step that can be done in time O(log n). Thus
Strassen's inversion algorithm requires both recursive inversions and all four multiplications to be done one after another. Thus
For NeSt we get
Choosing Recursion Depth
Now we want to take a closer look at the complexities. The factor in Equation (6) multiplied withWM (n) has two summands. The first, (6a), does not depend on the recursion depth and accounts for the cost of Strassen's algorithm (or NeSt with h = log n). It ranges from (6a) = for standard multiplication to (6a) = 2 for the theoretical limit of β = 2. The second summand, (6b), is the additional work due to the use of Newton approximation. The deeper the recursion (i.e. the larger h), the smaller it gets. In contrast, the factor 2 h on the critical path (7) grows with the recursion depth. At full recursion depth, it becomes n. As we see, h allows us to trade parallelizability for additional work. The two extremes correspond to pure Newton approximation and Strassen's inversion algorithm, respectively.
We now look for a choice of h which at the same time makes the work associated with Newton's method a lower order term and minimizes the asymptotic critical path length. This is the case when Equation (6b) becomes o(1), i.e., log n/2 h(β−1) = o(1) or h = log log n β − 1 + ω(1).
For simplicity, we set h = (1+ ) log log n β−1 for some small constant . Plugging this into Equation 7 yields critical path length 2 (1+ ) log log n β−1
These arguments imply our main theoretical result:
is an inversion algorithm for symmetric positive definite matrices with
and
for any constant > 0.
Using standard multiplication or some blocked version thereof whereWM (n) ≈ 3 2 n 3 and TM (n) = O(log n) this yields
for any > 0. For reference, this is about the same amount of arithmetic operations as by conventional inversion codes for symmetric matrices such as the one used in Intel's MKL library. For an "ultimate" matrix multiplication algorithm with β = 2 and TM = O(log n) we get TO(n) = O(log 3+ n).
Numerical Stability
Numerical stability is a main concern when using alternative inversion methods, including Strassen's algorithm. In the following we present a first order error analysis for a variant of NeSt -NeStS which adapts an idea proposed by Bailey and Ferguson to NeSt [1] : On each level of recursion, the result returned by Strassen's formula is postprocessed by one Newton iteration. The two additional multiplications for each recursive call do asymptotically neither cost more nor take longer than the inversion, thus increasing the work and running time only by a constant factor.
For this analysis we adapt the approach of error analysis from [5, 10] to support Newton iterations. Consider a matrix A and a vectorx with defective representation x =x + δx and absolute error δ(x) = δx . Then the error of Ax is
We see, that the error is magnified at most by the norm of A. For matrices, the same holds for the operator norm (1):
Strassen's algorithm uses multiple subsequent matrix multiplications. The concern is, that the error of underlying recursive inversions is magnified by each level of recursion, resulting in useless data when the outermost recursion finally returns. However for NeStS we can show, that the single Newton iteration suffices to decrease the so magnified error in every recursion. Thereby, it returns below a fixed bound at the end of every (recursive) call including the initial outermost one. Still, this is a rather theoretical evaluation and the proven stability is far from what can be found in practical experiments. Unfortunately, no better technique that gives results close to practical observations seems to be known. 
EXPERIMENTS
The goal of our experiments was to verify the practical usability of NeSt concerning two criteria. First, the work should not exceed that of existing algorithms by too much. Experiments help to test for effects that are not covered by the theoretical analysis, e.g. caching. Also, we examine the runtime on different numbers of cores to test for scalability. Second, the numerical errors must be small enough for the results to be useful. We concentrate on a shared memory implementation that yields quite good and predictable results. In Appendix A we report on first results of a distributed memory implementation on a cluster.
Test Setup
For the main running time tests we used a 32-core NUMA machine with four Intel Xeon X7560 processors with eight cores each, running at 2.266 GHz. Each core can finish two FMAC-operations (i.e. multiplication and addition) in one step, so the theoretical limit 
We base our experiments on the Intel Math Kernel Library (MKL), a highly optimized vendor library advertised for use with our machines. We use version 10.3 Update 6 which came as part of Intel Composer XE 2011. The linked OpenMP library is also part of this package. We use MKL both for its matrix multiplication routine and to compare to its inversion code. We call the MKL routines that specifically invert symmetric positive definite matrices (dpotrf/dpotri) and refer to them as MKL inversion from here on.
Parallelization and low level tuning mainly comes from the MKL multiplication subroutines. Most of the additions and transpositions are done on-the-fly by these multiplication subroutines as defined in the BLAS standard. We did implement the possibility to parallelize addition, transposition, initialisation, and the evaluation of the error measure. However, later tuning showed that this was only beneficial for very large matrices and was not used for smaller calls for that reason. Since it is not supported by the BLAS interface of the MKL, we do not exploit symmetric multiplication. We use recursion depth h = log log n . Our implementation of Newton approximation does not use a precalculated number of iterations, but calculates the remaining error (according to Equation (8)) in each step. Normally the error should be squared in every iteration, i.e. enew = e old . In order to generate symmetric positive definite matrices M with tunable condition, we exploit that they can be written as
where Q is an orthogonal matrix and D is a diagonal matrix. D holds the eigenvalues of M which determine the condition. In order to generate "interesting" instances with a bound κ on the condition, we choose the eigenvalues as 2 X with X uniformly distributed in [− 1 2 log κ, 1 2 log κ]. This exponential distribution is chosen since the numerical difficulty is driven by the ratios between eigenvalues and not by their difference. We choose κ = 2 10 where not stated otherwise. The orthogonal matrix Q is selected in some sense uniformly by first filling it with n-dimensional vectors pointing in uniformly distributed directions. This is achieved by using the normal distribution for each coordinate value [15] . Q is then orthogonalized using MKL's LAPACK functions geqrf and orgqr.
Results
The first experiment (Fig. 2a) examines how the running time improves if we use MKL inversion or NeSt on one or multiple cores compared to MKL on a single core. The running times on a single core (MKL: 569.4sec., NeSt: 747.8sec., multiplication: 989.9sec.) show that the constant factor of NeSt in practice is only 1.31 times as high as that of the MKL implementation. MKL's performance breaks down, as soon as it is confronted with more than one processor socket (8 cores) . This indicates the high dependence of the algorithm on fast inter-core communication. NeSt, on the other hand, scales equally well on one socket but continues this trend on more cores.
The second experiment (Fig. 2b) examines how well the algorithms make use of the available floating point units. It is actually based on the same timings as the experiment before, but in- corporates the count of floating point instructions of the respective algorithm. The operation counts for NeSt and multiplication are computed with formulas that neglect at most linear terms. The operation count for the MKL inversion is taken from the MKL manual [7] , where it is given as "approximately" n 3 . Again, the performance of the MKL inversion breaks down at more than one socket, and even before it drops rather rapidly, while the performance of NeSt and multiplication degrades only slowly.
The next experiment (Fig. 3) investigates scalability as a function of input size. MKL's inversion routine starts to see some speedups from n = 2 9 to n = 2 10 but cannot really profit from larger inputs. This is an indication that it uses very fine grained parallelism which may be a good idea for few processors and small inputs but does not exploit the coarse grained parallelism available in large inputs. MKL's multiplication routine shows speedup from n = 2 8 on and then quickly gains for larger n. NeSt lags behind MKL's multiplication routine by a factor of two to four in the matrix dimension since it is based on matrix multiplications of size n/2 to n/8, but profits from the multiplications' continued gain. Now we want to take a look at the numerical errors (Fig. 4) for different matrix conditions. Surprisingly, Newtons method produces the largest errors. For matrices of not very high condition, NeSt and the MKL inversion produce about the same error, confirming that NeSt is indeed a suitable choice. Only for high conditions above 2 14 we get larger errors from NeSt. With the last experiment (Fig. 5) , we want to examine the effect of different recursion depths on the running time. For small input sizes (n ≤ 2 7 ) we can see a local minimum around a recursion depth of three, confirming that indeed it makes sense to break the recursion early and switch to an inefficient algorithm in order to use the available parallelism. We expect that on large scale machines the same applies for realistic input sizes.
CONCLUSION
With NeSt we created an algorithm for matrix inversion that retains the work-efficiency of Strassen's inversion algorithm while incorporating the polylog time-complexity of Newton approximation. Reducing the input size for Newton approximation not only compensates for its log n factor on the work complexity, it even makes it a lower order term. Our theoretical analysis proves low constant factors on the work-complexity of NeSt. Experiments confirm that NeSt has low overheads even for sequential execution and that it is easy to parallelize. Surprisingly it outperforms a vendor library even on multicore machines. Another surprise is that NeSt shows better numerical stability on symmetric positive definite matrices than expected from theory.
Future Work
The next step from the practical side are experiments with a massively parallel distributed memory implementation of NeSt, which we have recently started working on (see app. A). This should in principle be easy since we basically need a good implementation of matrix multiplication and there has been significant previous work on this, e.g. [2, 21] .
On the theoretical side, we could look for faster efficient inversion algorithms and for efficient polylogarithmic time algorithms for other linear algebra problems such as LU decomposition, Cholesky decomposition and solving linear systems. Reif gives recursive algorithms for LU and Cholesky decompositions [20] yet does not discuss work efficiency.
With respect to numerical stability it would be interesting to better understand why (or when) Strassen's algorithm is stable for symmetric positive definite matrices. One approach might be to build on the following observations: Partial pivoting does nothing on symmetric positive definite matrices [11] and it is considered to be stable in practice. Furthermore, blocked versions of Gaussian elimination have been shown to be not significantly more unstable than standard ones [12] and Strassen's inversion algorithm can be viewed as blocked Gaussian elimination with maximal block size. cast and reduction operations of this algorithm are prohibitive compared to the much simpler Cannon algorithm [4] . This algorithm is based on splitting the matrices into pieces of size n/ √ p × n/ √ p using only cyclic shift communication in √ p steps. Our implementation uses one MPI process per node and calls the MKL locally using all 16 cores. By using asynchronous send-receive operations our code should in principle be able to overlap calculation and communication. Figure 6 shows the resulting (relative) speedup for our inversion algorithm (for larger inputs not fitting into a single node, the underlying single node execution times are extrapolated). As to be expected, the results are very good for large inputs. However, for those inputs, also algorithms with critical path length n could work well. For smaller inputs, the scalability is quite limited. Closer consideration shows that the node-local matrix multiplications are (reproducibly) very slow for certain input sizes although they are fast for larger and smaller inputs. Hence, using a more robust library and further tuning there is hope that one can get good speedups also for siginificantly smaller inputs.
B. PROOF OF THEOREM 3.2
The basic inequalities are as follows. If X, Y and Z are matrices of which X and Y carry errors δ(X), δ(Y ), then upon multiplication the error is magnified at most by the norm of the other matrix:
Upon addition, the error is added, too:
The norm of a submatrix X of X is bounded by the norm of its supermatrix:
The error of a partitioned matrix U = ( 
