We study square matrices which are products of simpler factors with the property that any ordering of the factors yields a matrix cospectral with the given matrix. The results generalize those obtained previously by the authors.
Introduction
The complementary basic matrices originated in [2] as follows. Let 
Then for permutations ( 1 −1 ) of (1 − 1), products of the form
are called complementary basic matrices, CB-matrices for short. CB-matrices and the associated "complementary zig-zag shapes" were investigated in detail in [3] . In [4] connections between the 2 × 2 matrices C and the resulting CB-matrix G were explored. In particular,
properties that are inherited from the C to the G were enumerated. Two situations were considered. The first is for the ordinary real CB-matrices and the second is for the corresponding sign pattern matrices. In two more recent papers [5] and [6] , an extended version of (1) and (2) was given as follows. Let A 1 , A 2 , ..., A be matrices of respective orders 1 2 , ≥ 2 for all . Denote = Then, for any permutation ( 1 2 ) of (1 2 ), we can consider the product
We call products of this form generalized complementary basic matrices, GCB-matrices for short. We have continued to use the notation G for these more general products. The diagonal blocks A are called distinguished blocks and the G are called the generators of the G . The GCB-matrices form a rich class of matrices. Particularly, in [6] , [8] , and [9] , interesting spectral and permanental properties of GCB-matrices were exhibited, and in [7] , graph theoretic connections with the GCB-matrices were explored. Notice that for a GCB-matrix G , any two distinguished blocks A and A +1 over-lap in precisely one diagonal position. The purpose of this paper is to extend this idea to the situation where the blocks A and A +1 can over-lap in more than one position of the matrices. The diagonal positions in a distinguished block will be called essential, the remaining ones inessential. Let us assign to the corresponding generator matrix G an interval J (the support of G) in the ordered set of indices N = (1 2 ) consisting of the indices corresponding to the essential positions. Suppose now that we have 
Definition 1.
We consider products of the form ( 1 2 ) is a permutation of (1 2 ) and call them factorizable matrices, F-matrices for short.
We continue to use the notation G for the F-matrices. Observe that for the previously defined [2] CB-matrices J 1 was the interval (1 2), J 2 was the interval (2 3), ..., J −1 was the interval ( − 1 ). For the generalized CB-matrices (GCB-matrices for short) defined in [6] the sizes of J could be greater than two but the intersections J ∩ J +1 for all admissible had just one element. Let us note that even in our general case all indices 1 enter in the union J 1 ∪ J 2 ∪ · · · ∪ J ; in fact, each at most twice. From our construction of the numbering of the generators, we derive the following observation.
Observation 2.

The generators G and G commute if | − | > 1
Having this in mind, we introduce a simplification of the F-matrices. We move G in a given F-matrix Π = G to the left as far as possible without changing the product, ie., either to the first position, or until it meets G −1 In the latter case, move the pair G −1 G as far to the left as possible, and continue until such product is in front. Then take the largest remaining index and move the corresponding G to the left, etc. In this way, we arrive at the left normal form of the matrix G :
as given in [6] . We note here that the parentheses are only formally indicated. However, they separate the original product into so called terms -the expressions in the parentheses.
Example 3.
The left normal form of
it has four terms. The left normal form of the reverse product
with five terms.
In comparison, we could present the right normal form of the product G by moving G (and everything next) to the right. It leads to the same result as if we start moving the smallest, ie., G 1 to the left, etc. Thus in Example 3 the right normal form of the matrix (5) 
Remark 4.
A given F-matrix G can also be written as Π P , where P is a permutation ( 1 2 ) of (1 2 ) The dependence of Π P on P is the following: for P 1 and P 2 they are equal if P 1 and P 2 have the same precedence properties, ie., if ∈ {1 − 1}, then precedes + 1 in P 1 if and only if precedes + 1 in P 2 This is clearly an equivalence relation in the class of all permutations. It is immediate that two such products are equivalent if and only if they have the same left normal form, or if they have the same right normal form. We denote in the sequel by S the set of indices in {1 2 − 1} for which precedes + 1, and byS the set of the complementary indices. It is easily seen that S is the set of the first indices in the terms in the right normal form (of course, except ),S is the set of the last indices in terms in the left normal form (except ). So S = {2 4 6 7} in (5) of Example 3. The number of elements in S is thus by one less than the number of terms in the right normal form, the number of elements inS is by one less than the number of terms in the left normal form.
Observation 5.
The transpose matrix of an F-matrix is also an F-matrix. The precedence properties of the transpose are reversed.
Observation 6.
In the same notation as in Definition 1, for a given system of generators, there are at most 2 −1 F-matrices none of which can be identified with another product by exchange of commuting generators.
Remark 7.
By the definition, every square matrix itself can be considered as an F-matrix with one generator. More interesting cases are those with at least two generators. We note that every F-matrix has a "maximum" number of possible generators in a factorization, and in a given context, also an "explicit" number of generators.
Characteristic Properties of F-matrices
Theorem 8.
) of ( 1 2 ), the products
Proof. It suffices to show that every matrix Π P = G G } be such system with > 2 and suppose the assertion holds for all smaller 's. Since transposition (see Observation 5) changes the precedence properties, we can assume that − 1 precedes in the given permutation. Also, cyclic permutations of the factors do not change the spectrum so that we can assume that G is the last factor and G −1 is the next to the last factor. It is easy to see that the given product is then cospectral with Π = G and G , the product Π has − 1 factors. By the induction hypothesis, Π is cospectral with
Remark 9.
The natural ordering corresponding to the identity permutation, ie., G 1 G 2 · · · G is then in the generalized Hessenberg form in which the strict lower triangular part (ie., the block diagonal excluded) is the same as that of the sum G 1 + G 2 + · · · + G ; it thus contains many zero entries in contrast to the upper triangular part which can be completely filled by non-zeros. For the permutation G G −1 · · · G 2 G 1 we obtain a transpose shape to the previous generalized Hessenberg form. The approach using the left normal form allows to find the structure of the matrix G . Indeed, each term corresponds to one diagonal block having the generalized Hessenberg form (possibly with only one matrix G 1 ) whereas the product of the terms behaves like the transpose of a (big) generalized Hessenberg form whose generating matrices are the previous blocks.
We have thus the result about the shape (ie., the structure of the non-zero entries) of the matrix G .
Theorem 10.
The strict upper triangular part of G is the same as the strict upper triangular part of the sum of the terms in the left normal form of G , and the strict lower triangular part of G is the same as the strict lower triangular part of the sum of the terms in the right normal form of G .
Proof. The result about the strict upper triangular part follows from the argument in Remark 9. The second part follows from the preceding if we apply it to the transpose of the reverse product and transpose the result.
As we already noticed, every square matrix itself can be considered as an F-matrix with one generator. More interesting cases are those with at least two generators. We can thus ask the question of how we recognize if a square matrix is a product of two such generators. The result is described in the following.
Theorem 11.
Let , and be positive integers, where + < Let A, B be × partitioned matrices (we could call them overlapping)
A = A 0 0 0 I B = I 0 0 B 0 (6)
Then the product C = AB is a matrix the lower-left corner × submatrix of which is a zero matrix and the complementary ( − ) × ( − ) submatrix of which has rank at most − − Conversely, let an × matrix C have the property that its lower-left corner × submatrix is a zero matrix and the complementary ( − ) × ( − ) submatrix has rank at most − − Then C can be factorized as C = AB where A and B have the forms in (6).
Proof. The zero matrix has clearly dimension × and the complementary matrix rank at most − − . To prove the converse, write C in the partitioned form Let us note again that even in our general case of F-matrices all indices 1 enter in the union J 1 ∪ J 2 ∪ · · · ∪ J , in fact, each at most twice. To handle F-matrices with more than two factors, it is advisable to restrict oneself to the case of formally simple products, ie., products for which neither (1 1) nor ( ) belong to two generators but exactly to one generator. Explicitly, if J = ( + 1 ) = 1 2 then
Formally simple F-matrices with at least two factors have a certain structure and contain always some zero entries.
To better understand such structure, we now characterize the set of all possible formally simple products of Boolean (0 1) matrices with Boolean multiplication which arise if all the distinguished diagonal blocks are full matrices. It is immediate that such product is determined by the sizes and location of the blocks (or, supports) and by the permutation.
Example 13.
Suppose that G 1 G 2 G 3 and G 4 are the described full Boolean generators of an 10 × 10 matrix, G 1 with support (2 3 4 5 6 7), G 3 with J 3 = (6 7 8 9) and G 4 with J 4 = (9 10) Then the product 
it has the left normal form (G 3 G 4 )(G 1 G 2 ) and the right normal form
Observe that this product has a certain zig-zag shape. This means that if there is a zero entry in the upper triangular part of a square matrix, then all entries to the right and up are equal to zero, too, and if there is a zero in the lower triangular part, then all entries to the left and down are also equal to zero. Observe that the framed zero entries have the property that they generate the zero structure (the zero structure is the minimal zig-zag structure containing those zeros) and, in addition, the complements of the corresponding zero blocks have Boolean rank one. As claimed in Theorem 10, the strict upper triangular part of (9) is the same as that of the sum of
. There is just one framed entry (5 8); its first index is 5 as the last number before J 3 ∪ J 4 and the second is 8 as the first number after J 1 ∪ J 2 One framed entry is there in coincidence with Remark 4 since the number of terms in the left normal form being 2, the number of elements inS is 1. Similar facts follow in the strict lower triangular part of (9) . We now prove that these are characteristic properties of such Boolean matrices.
Theorem 14.
Suppose that G Proof. To prove the first part, we use induction with respect to . The case = 1 being trivial, suppose that > 1 and that the assertion is correct for smaller positive 's. Suppose first that − 1 precedes in P. We then can assume that is in P in the last position and the remaining indices form a permutation P 0 with − 1 factors. The product A = P 0 G satisfies the induction hypothesis, of course in the class of × matrices, where is the greatest index in J −1 ThusÃ has the zig-zag shape with − 2 framed zeros as described above. We can then apply Theorem 11 for In the proof, we could, of course, also use Theorem 10. The result implies the following corollary the second part of which is easily proved by induction and Theorem 11.
Corollary 15.
All products with fixed dimensions of the generators and fixed permutation have the same upper and lower bounds within which the non-zero entries can occur. In addition, a necessary and sufficient condition that a matrix within these bounds is such product is that for each framed zero, the rank of the complement of the zero block having this zero as its corner, is less than or equal to the number of the diagonal entries in the complement.
