We study the computational complexity of reciprocal sentences with quantified antecedents. We observe a computational dichotomy between different interpretations of reciprocity, and shed some light on the status of the so-called Strong Meaning Hypothesis.
Introduction
The English reciprocal expressions each other and one another are common elements of everyday English. Therefore, it is not surprising that they are extensively studied in the formal semantics of natural language (see e.g. [1] ). There are two main approaches to reciprocals in the literature. The long trend of analyzing reciprocals as anaphoric noun phrases with the addition of plural semantics culminates in [2] . A different trend -recently represented in [3] -is to analyze reciprocals as polyadic quantifiers.
In this paper we study the computational complexity of reciprocal sentences with quantified antecedents. We put ourselves in the second tradition and treat reciprocal sentences as examples of a natural language semantic construction that can be analyzed in terms of so-called polyadic lifts of simple generalized quantifiers. We propose new relevant lifts and focus on their computational complexity. From this perspective we also investigate the cognitive status of the so-called Strong Meaning Hypothesis proposed in [4].
Basic Examples
We start by recalling examples of reciprocal sentences, versions of which can be found in English corpora (see [4] ). Let us first consider the sentences (1)-(3). (1) At least 4 members of parliament refer to each other indirectly.
(2) Most Boston pitchers sat alongside each other.
(3) Some Pirates were staring at each other in surprise.
The possible interpretations of reciprocity exhibit a wide range of variations. For example, sentence (1) implies that there is a subset of parliament members of cardinality at least 4 such that each parliament member in that subset refers to some statement of each of the other parliament members in that subset. However, the reciprocals in the sentences (2) and (3) have different meanings. Sentence (2) entails that each pitcher from the set containing most of the pitchers is directly or indirectly in the relation of sitting alongside with each of the other pitchers from that set. Sentence (3) says that there was a group of pirates such that every pirate belonging to the group stared at some other pirate from the group. Typical models satisfying (1)-(3) are illustrated at Figure 1. Following [4] we will call the illustrated reciprocal meanings strong, intermediate, and weak, respectively. Fig. 1. On the left, a model satisfying sentence (1) . This is so-called strong reciprocity. Each element is related to each of the other elements. In the middle, a model satisfying sentence (2) in a context with at most 9 pitchers. This is intermediate reciprocity. Each element in the witness set of the quantifier Most is related to each other element in that set by a chain of relations. On the right, a model satisfying sentence (3), so-called weak reciprocity. For each element there exists a different related element.
In general according to [4] there are 2 parameters characterizing variations of reciprocity. The first one relates to how the scope relation R should cover the domain A (in our case restricted by a quantifier in antecedent). We have 3 possibilities:
FUL. Each pair of elements from A participates in R directly. LIN. Each pair of elements from A participates in R directly or indirectly. TOT. Each element in A participates in the relation R with at least one other element.
The second parameter determines whether the relation R between individuals in A is the extension of the reciprocal's scope (R), or is obtained from the extension by ignoring the direction in which the scope relation holds (R ∨ = R ∪ R −1 ). By combining these 2 parameters we got 6 possible meanings for reciprocals. We encountered already 3 of them: strong reciprocity (FUL(R)), intermediate reciprocity (LIN(R) ), and weak reciprocity (TOT(R)). There are 3 new logical possibilities: strong alternative reciprocity (FUL(R ∨ )), intermediate alternative
