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1 | Introducción
Este documento es la memoria del proyecto de final de carrera “Procesamiento
masivo de datos vía Hadoop”. Se ha desarrollado con la modalidad de Proyecto
de Final de Carrera en empresa con el soporte de la Universitat Internacional de
Catalunya (UIC).
Esta universidad privada sin ánimo de lucro fue fundada el 1 de octubre de 1997,
y dispone de dos campus, uno en Barcelona y otro en Sant Cugat del Vallés. Es un
hecho que las tecnologías cada vez evolucionan más rápidamente, es por ello que
la UIC dispone de dos departamentos de informática especializados para seguir el
ritmo de la evolución tecnológica. El Departament de Desenvolupament Tecnològic
(DDT), encargado de mantener y crear todo el software de la UIC para que todo
funcione correctamente. Su principal función es que los servicios de la UIC estén
siempre operativos. Por otro lado, tenemos al Departament d’Innovació Tecnològica
(DIT), este departamento es el encargado de estudiar las nuevas tecnologías y hacer
frente a las nuevas demandas o mejoras que se puedan incorporar en la UIC, este
proyecto se sitúa en este departamento.
Este proyecto es la primera parte de uno de mayor tamaño, esta segunda parte
es el proyecto de Daniel Ramírez Sánchez, Data Mining sobre logs procesados con
Hadoop.
1.1. Cómo nació el proyecto
En febrero de 2013, cursé la asignatura de la UPC Desenvolupament de sistemes
basats en web (DSBW). En dicha asignatura coincidí con Daniel Ramírez en el
mismo grupo. Después de ver que trabajábamos bien juntos me habló de un proyecto
sobre Big Data1.
Para entender mejor cómo llegó a mí esta propuesta, hay que remontarse a setiembre
del 2012. En esas fechas, Daniel Ramírez estaba trabajando en la UIC realizando
una aplicación para gestionar el registro de donantes de cuerpos del Hospital General
de Sant Cugat. Visto el buen trabajo que realizaba, los directores del DIT, Vicente
1BigData en el sector de las tecnologías de la información y la comunicación, es una referencia
a los sistemas que manipulan grandes conjuntos de datos.
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y Jordi Xavier, empezaron a plantear la idea que tenían sobre Hadoop2, Big Data,
paralelización de tareas...
Por aquel entonces, aún no había una idea clara de qué se iba a realizar, simplemente
se comenzó a ver el potencial que podría llegar a tener y cómo se podría aplicar a
la UIC.
A mediados del año siguiente se formalizó y finalmente fue una propuesta de proyec-
to. Aunque no se sabía hacia dónde podía ir el proyecto, qué podría proporcionar,
qué pasos se iban a seguir... y una de las cosas más importantes, ¿Quién dirigiría el
proyecto en caso de quedarse atascado?
Dado que el proyecto era demasiado complejo para una sola persona, se determinó
que debían realizarlo dos personas. Fue entonces cuando Daniel Ramírez se dirigió
a mí para ofrecerme esta posibilidad. Al haber trabajado con él y comprobar de
primera mano que era buen trabajador, responsable y fiable, decidí emprender este
desafío. Realizamos las reuniones con el DIT y concretamos hacia dónde dirigirnos,
procesamiento de logs y Data Mining con Hadoop.
Emprendimos la búsqueda de un ponente para el proyecto y fue cuando encontra-
mos una presentación de PFC publicada en la web de la FIB que trataba sobre
procesamiento masivo de datos con Hadoop ofrecida por Fatos Xhafa. Lo hablamos
con él y al tener ya experiencia sobre el tema nos dio la confianza que necesitábamos
para emprender un proyecto de esta envergadura.
1.2. Ámbito del proyecto
Como se puede ver en el apartado anterior, hay dos personas en el proyecto de la
UIC, por lo tanto, es conveniente definir bien el ámbito y el alcance de este proyecto.
Este proyecto abarca desde que se obtiene un fichero log, se procesa, se limpia y se
trata, hasta que se almacena, ya sea en otro fichero o bien en una Base de datos.
Por lo tanto no incluye el posterior tratado para Minería de datos.
Esto garantiza la independencia de ambos proyectos.
1.3. Motivación
Si analizamos el mundo que nos rodea, podemos ver cómo cada vez el mundo está
más informatizado. Esto hace que se generen al día millones de datos de información
y esto no deja de aumentar. Hoy en día es muy difícil encontrar a gente que no lleve
un móvil encima.
2Hadoop es un framework de software que soporta aplicaciones distribuidas, que pueden llegar
a trabajar con miles de nodos y petabytes de información.
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Estos son algunos ejemplos de que se realiza en un día3:
Se suben a Youtube 100 horas de vídeo.
Se envían más de 200 millones de correos.
Se realizan 2 millones de consultas a Google.
Se crean 571 páginas web.
No se puede negar que es muchísima información y todo ello genera registros de log.
El problema viene cuando esta información se tiene que tratar.
La posibilidad de trabajar en un tema como éste, me proporciona diferentes moti-
vaciones:
Trabajar en el desarrollo de aplicaciones para procesar grandes cantidades de
datos cuando se ve que el futuro irá hacia aquí.
Tratar con tecnologías novedosas.
Profundizar y fomentar mi aprendizaje con conocimientos diferentes a los ya
aprendidos en la Universidad.
Formar parte de un proyecto grande en un entorno real.
Superar dificultades que puedan surgir.
Todo ello hace que se coja este proyecto ambicioso con fuerza y ganas de llevarlo a
cabo.
1.4. Objetivos
El objetivo principal del proyecto es el estudio de herramientas distribuidas con la
finalidad de minimizar los tiempos de cómputo para el procesamiento masivo de
archivos de log extremadamente grandes que, mediante las técnicas convencionales,
no sería factible en tiempo. Concretamente, realizar el estudio sobre Hadoop y su
MapReduce.
Todo esto permitirá al Departament d’Innovació Tecnològica de la UIC prepararse
para el futuro y familiarizarse con el BigData, ya que actualmente los archivos de
logs que manejan comienzan a ser demasiado grandes y por lo tanto es necesaria
una solución a corto/medio plazo.
Los objetivos planteados para este proyecto son los siguientes:
Estudiar el sistema distribuido Hadoop como herramienta para el procesa-
miento masivo de logs.
3Datos proporcionados por la revista La Vaguardia Magazine, en su edición del 10 de noviembre
de 2013: Big Data, el tesoro oculto del siglo XXI.
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Aprender las técnicas MapReduce de Hadoop.
Desarrollar una herramienta que facilite la utilización de Hadoop para el pro-
cesamiento de logs, adaptada a las necesidades de la UIC.
Utilizar bases de datos en el sistema Hadoop para almacenar los logs proce-
sados.
La aplicación Hadoop debe permitir procesar diferentes tipos de logs sin mo-
dificar el núcleo de la aplicación.
Realizar un estudio sobre las diferencias de rendimiento entre hacer un pro-
cesamiento de Log almacenando los datos en base datos y sin almacenarlos.
Realizar un estudio sobre el procesamiento de logs en función del tamaño del
fichero y del número de nodos usados para procesarlo.
1.5. Planificación del proyecto
Para realizar la planificación del proyecto inicialmente se hizo una aproximación de
las tareas que se tenían que realizar con las horas de dedicación necesarias para un
PFC. A continuación detallamos como queda la distribución de horas en este caso.
Créditos Horas/Crédito Horas Horas/semana Semanas
37,5 20 750 20 37,5
Tabla 1.1: Planifiación inicial de horas
Con esta estimación de horas, se realizó la planificación del proyecto y quedó de la
siguiente forma:
Tarea Inicio Final
Fase inicial (preparatoria) 16/09/2013 03/10/2013
Estudio de bases de datos Hadoop 16/09/2013 19/10/2013
Estudio de herramientas para desa-
rrollar la memoria (LaTeX)
19/09/2013 02/10/2013
Lectura de proyectos previos 19/09/2013 02/10/2013
Pruebas de parsing de logs 27/09/2013 03/10/2013
Fase de requisitos 04/10/2013 24/10/2013
Estudio de las necesidades de la UIC 04/10/2013 17/10/2013
continua . . .
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. . . continua
Tarea Inicio Final
Redacción 07/10/2013 22/10/2013
Verificación y corrección 19/10/2013 24/10/2013
Fase de diseño/arquitectura 25/10/2013 25/11/2013
Estudio de la arquitectura Hadoop 25/10/2013 14/11/2013
Elaboración de casos de uso y arqui-
tectura
07/11/2013 25/11/2013
Análisis de las tecnologías 26/11/2013 23/12/2013
Versiones de Hadoop 26/11/2013 23/12/2013
Selección de base de datos 16/12/2013 23/12/2013
Implementación y primer testeo 07/01/2014 31/03/2014
Configuración del clúster Hadoop 07/01/2014 31/01/2014
Implementación y testeo 21/01/2014 31/03/2014
Fase de despliegue en infraestructura
real
01/04/2014 30/04/2014
Estudio del clúster del LSI 01/04/2014 14/04/2014
Despliegue de aplicaciones 07/04/2014 30/04/2014
Fase de estudio experimental 01/05/2014 02/06/2014
Obtención de datos 01/05/2014 30/05/2014
Estudio de los resultados 08/05/2014 02/06/2014
Documentación 20/11/2013 25/06/2014
Edición de la memoria 20/11/2013 02/06/2014
Elaboración de la presentación 02/06/2014 25/06/2014
Entrega y presentación 03/03/2014 25/06/2014
Informe previo 03/03/2014 14/03/2014
Memoria 09/06/2014 09/06/2014
Presentación 25/06/2014 25/06/2014
Tabla 1.2: Gantt del proyecto.
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Se ha avanzado la experimentación anticipando algunos problemas que puedan sur-
gir. Esto es debido a que se realizará en el RDlab y como es un entorno donde aún
no está funcionando Hadoop (está previsto que el RDlab añada esta funcionalidad)
serán necesarios algunos ajustes para compatibilizar el sistema.
1.6. Organización de la memoria
En este apartado se detallará la estructura básica de la memoria así como qué
contiene en cada una de los capítulos. De esta forma la memoria de este proyecto
ha sido estructurada en los siguientes 8 capítulos:
1. Introducción: Se describe el contexto del proyecto, el ámbito, la motivación,
cuáles son los objetivos así como la planificación.
2. Análisis: Se realiza un estudio sobre la problemática del proyecto así como
de sus requisitos.
3. Tecnologías: Explicación de las tecnologías usadas en el proyecto así como
las alternativas a ellas.
4. Especificación y diseño: Se muestran el diseño de la aplicación así como la
arquitectura del sistema.
5. Implementación: Se describen las implementaciones más importantes de la
aplicación.
6. Experimentación: Se exponen los resultados de la experimentación del pro-
yecto.
7. Recomendaciones para la UIC: Se describen las recomendaciones realiza-
das a la UIC.
8. Estudio económico del proyecto: Se evalúa un estudio de los costes eco-
nómicos reales del proyecto y se calcula el coste que supondría realizarlo en
un entorno real.




Para poder empezar el proyecto, tenemos que describir una serie de conceptos que
nos van a permitir entender mejor el proyecto. Veremos porqué es necesario usar
ciertas tecnologías y, sobretodo, si podemos usarlas en nuestro proyecto.
2.1.1. Qué es un log
Un log es un registro de los eventos que ocurren durante la ejecución de una apli-
cación o sistema operativo. Sirve para registrar datos respondiendo a las preguntas
¿Qué?, ¿Cómo?, ¿Cuándo?, ¿Quién? y ¿Dónde? ocurre un evento para un sistema
o aplicación en particular. De esta manera se puede saber el comportamiento rea-
lizado por cierta aplicación o incluso usuario en una aplicación. Los registros de
un log podrían existir en un único fichero que contuviese dichos registros de todas
las aplicaciones de un sistema, pero ésto los haría inmanejables y poco claros ya
que se mezclarían y se tendrían que separar para poder facilitar su entendimiento.
Es por ello que suelen estar en diferentes ficheros según la información que conten-
gan. La mayoría de veces incluso dentro de la misma aplicación. Normalmente cada
cierto tiempo se almacena el log actual de una aplicación con otro nombre, el cuál
es capaz de indicar orden, y se inicia un log vacío. Esto permite que su posterior
análisis no sea tan complicado y permite al sistema manejar archivos de log más
pequeños. Del mismo modo separar el archivo de log permite que el propio sistema
vaya comprimiendo los archivos antiguos para reducir su espacio en disco o bien
aplicar políticas de eliminación de logs cuando éstos ya son muy antiguos.
2.1.2. Cuáles son los diferentes tipos de logs
Como bien hemos dicho anteriormente, los ficheros de log están en divididos en
partes para su mejor entendimiento. Todos ellos se caracterizan en que los registros
que se añaden a cada uno de ellos se realizan siempre al final del fichero. Entre ellos
se suelen distinguir los siguientes grandes grupos.
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2.1.2.1. Logs de sistema
Los logs de sistema o syslog, son un tipo de log que permite la separación de registros
entre el software y el sistema. Suelen ser usados tanto para la gestión del sistema
como para auditorías de seguridad. Se clasifican por 23 códigos que diferencian qué
tipo de software está creando el log.
Código Clave Descripción
0 kern Mensajes del Kernel1
1 user Mensajes de nivel de usuario
2 mail Mail del sistema
3 daemon Demonios del sistema
4 auth Mensajes de seguridad y autorización
5 syslog Mensajes internos del syslogd
6 lpr Subsistema de impresión
7 news Subsistema de noticias de red
8 uucp Subsistema UUCP2
9 Demonio de reloj
10 authpriv Mensajes de seguridad y autorización
11 ftp Demonio FTP3
12 - Subsistema NTP4
13 - Logs de auditoría
14 - Log de alerta
15 cron Demonio de reloj




23 local7 uso local 7 (local1)
Tabla 2.1: Códigos de logs de sistema
Al mismo tiempo estos registros se clasifican según diferentes niveles de gravedad
que lo causan. Esto permite generar avisos automáticos que notificarán en función
de la gravedad a una persona u otra y poder actuar en consecuencia eficientemente.
A continuación los detallamos.
1Kernel o núcleo del sistema operativo
2UUCP es la abreviación de Unix-to-Unix Copy y es un conjunto de programas y protocolos
que permite la ejecución remota de comandos y transferencia de archivos, correo y noticias sobre
red entre ordenadores.
3FTP es la abreviación de File Transfer Protocol y es un sistema de transferencia de archivos
en red basado en una arquitectura cliente-servidor.
4NTP es la abreviación de Network Time Protocol y es un protocolo de Internet para la
sincronización de los relojes de los sistemas informáticos.
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Código Gravedad Clave Descripción
0 Emergencia emerg
(panic)
El sistema está inutilizable.
1 Alerta alert Se debe actuar inmediatamente, por
ejemplo, ha caído la conexión a Inter-
net.
2 Crítico crit Situación crítica, por ejemplo, ha caído
el backup de la conexión a Internet.
3 Error err (error) Condiciones de error, no son fallos ur-
gentes.
4 Advertencia warn Condiciones de advertencia, no son un
error, por ejemplo, el sistema esta usan-
do el 85% de la memoria.
5 Notificación notice Notificación de casos inusuales, no pre-
cisa corrección inmediata pero puede
acabar provocando un fallo.
6 Informativo info Mensajes de información, no son nin-
gún fallo, por ejemplo, mostrar el ancho
de banda usado.
7 Debug debug Mensajes para debugar aplicaciones,
útiles para desarrolladores.
Tabla 2.2: Gravedad de logs de sistema.
2.1.2.2. Logs de servidor
Los logs de servidor son archivos de registro creados y mantenidos por servidores
o actividades diseñadas para tal propósito y obviamente no contienen registros de
sistema. Un ejemplo típico es un archivo de log que contiene los registros de las
peticiones a un servidor web. Estos suelen contener información de cada una de las
peticiones como la IP del cliente, la fecha en la que se realizó la petición, la página
que se ha querido obtener, el código HTTP, los bytes obtenidos... Normalmente
estos archivos de log no suelen coger información específica del usuario.
Estos logs no son accesibles desde Internet y sólo son accesibles para los adminis-
tradores de sistemas o de la web. Todos estos registros pueden ser utilizados para
distintos objetivos, por ejemplo, para saber qué patrones utiliza la gente en la nave-
gación, qué días son los más visitados, qué recursos son los que más obtiene la gente,
etc. Esto puede ayudarnos a planificar mejor el sistema poniendo, por ejemplo, esos
recursos en caché.
Aquí podemos ver un ejemplo de un log de servidor.
127.0.0.1 - frank [10/Oct/2000:13:55:36 -0700] “GET /apache_pb.gif HTTP/1.0”
200 2326
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2.1.2.3. Logs de base de datos
Los logs de bases de datos registran todas las operaciones que se producen. Son de
vital importancia por varios motivos, entre ellos es que, por ejemplo, en caso de
fallo permiten recuperar la base de datos a un estado anterior. Ésto es gracias a que
se obtienen todas las transacciones realizadas anteriormente antes del fallo del log.
Otra de las razones por las que son importantes es porque gracias a ellos se puede
tener dos bases de datos sincronizadas. La segunda sólo tiene que leer ese archivo
de log e ir ejecutando las sentencias para obtener el mismo resultado que la primera
base de datos. Aquí podemos ver un ejemplo de un registro:
Feb 10 00:00:12 www-web2 php: /en/shipping-law?print=S&fitxa_basica=7
&item=35 nobody 180.76.5.176 cms SELECT * FROM itemestudienllas WHERE
id_itemestudi = 5195 ORDER BY ordre LIMIT 30
2.1.2.4. Logs de aplicaciones
Los logs de aplicaciones son ficheros que contienen eventos registrados por aplica-
ciones que están corriendo en un sistema. Los eventos los registra la aplicación en
cuestión, su formato, frecuencia o causas están determinadas por el desarrollador
de la aplicación, por lo tanto, el sistema operativo no tiene nada que ver en esta
creación de registros.
Normalmente incluyen registros informativos, errores o avisos. Parte de éstos están
destinados a ayudar al desarrollador a encontrar fallos en su aplicación así como
informar qué ocurre en dicha aplicación a los usuarios. Los errores suelen estar
acompañados de un código que facilita encontrar la causa del problema y, aunque
es una buena practica, no tienen porqué seguir un formato estándar.
2.1.2.5. Logs de comunicación
Los logs de comunicación o de mensajes, son un tipo de registros que almacenan
las comunicaciones o mensajes entre aplicaciones. Éstos son los registros de, por
ejemplo, redes sociales, programas de comunicación peer-to-peer (P2P) con funcio-
nalidades de chat, juegos multijugador, comunicaciones entre diferentes programas...
Existen dos tipos:
Internet Relay Chat (IRC)
IRC es un protocolo que facilita la transferencia de mensajes de texto. Son
usados por programas de chats. Normalmente se registra cambios que se pro-
ducen en los usuarios, como cambios de nombre, cambios de salas, baneos,
etc. Aunque si nos ceñimos a un IRC puro, sólo registra eventos visibles al
usuario.
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Mensajería instantánea (IM)
Este tipo de registros, tienen la particularidad que suelen tener conversacio-
nes entre clientes y, por lo tanto, suelen estar encriptados para mantener la
privacidad. Esto hace que estos logs necesiten de una contraseña para ser
desencriptados.





Members:[[2360723, ’jllambrichf’, ’gIaPLXAlZdQQs’], [693, ’atanasi’,
’H8GDPpTEKRRCE’], [2360107, ’xvaro’, ’CjH/D0LNig20Q’], [2361990, ’jver-
ge’, ’dmSMSNY/Xjurk’], [2359027, ’asanzy’, ’zIFCYUCRXDPA6’], [2656849,
’aramia’, ’Y8.SP49VeVNIQ’], [325518, ’fatos’, ’wiTtjRmjN766Y’]]







2.1.3. Estructura y propiedades de los logs
Una de las características principales de los logs es que cada evento o línea siempre
sigue el mismo formato. Así pues, es sencillo recoger la información de él ya que
siempre está en el mismo sitio. Los logs que analizaremos serán los de la UIC, y
como el programa debe ser capaz de procesar cualquier tipo de log, trabajaremos
con dos tipos distintos de registros. Estos son los logs del servidor web Apache5 y
del proxy6 Squid7. Hay que tener en cuenta que tanto el servidor web como Squid
permiten alterar la composición de estos logs permitiendo reordenar la información,
añadir más o bien eliminarla. Por lo tanto no todos tienen porqué seguir el mismo
formato.
Pero antes de avanzar más, debemos realizar un análisis sobre estos logs, ver qué
información contienen, donde está la respuesta a las preguntas ¿Qué?, ¿Cómo?,
¿Cuándo? ¿Dónde? y ¿Quién?, qué información es innecesaria y, finalmente, con
cuál nos queremos quedar. A continuación lo detallaremos para los dos tipos de
registros.
5Apache es un servidor web de software libre creado por la fundación Apache Software Fun-
dation.
6Un proxy es un servidor que actúa como intermediario entre un cliente y los recursos que
solicita.
7Squid es un tipo de servidor proxy que permite además cachear las peticiones que recibe.
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2.1.3.1. Logs Apache
Los logs de Apache que analizaremos son los de access logs, que son los registros
que recogen todas las peticiones recibidas por el servidor Apache. Podemos ver un
ejemplo del formato que siguen a continuación.
01/Apr /2014 : 01 : 16 : 39 +0200 1 200 3398 GET www. u i c . e s 1 89 . 1 00 . 4 . 4 4 ‘ ‘ / img/
esarq / twitter_20x20px . png ’ ’ ‘ ‘ Moz i l l a /5 .0 (Macintosh ; I n t e l Mac OS X 10
_6_8) AppleWebKit /534 .59 . 10 (KHTML, l i k e Gecko ) Vers ion / 5 . 1 . 9 S a f a r i
/ 534 . 59 . 10 ’ ’ ‘ ‘ ? id =134773 ’ ’ − joanp
Este registro contiene la siguiente información:
Fecha: (01/Apr/2014:01:16:39 +0200)
Tiempo en servir la respuesta: (1) segundos.







User Agent: (“Mozilla/5.0 (Macintosh; Intel Mac OS X 10_6_8) Apple-
WebKit/534.59.10 (KHTML, like Gecko) Version/5.1.9 Safari/534.59.10”)
Parámetros: (“?id=134773”)
Identd: (-) Identificador solo disponible para redes internas.
Usuario: (joanp)
Por lo tanto podemos responder a las preguntas anteriores. Para algunas de las
preguntas veremos que la respuesta pueden ser varios campos
¿Qué?: Recurso –>(“/img/esarq/twitter_20x20px.png”)
¿Cómo?: Método –>(GET)
¿Cuándo?: Fecha –>(01/Apr/2014:01:16:39 +0200)
¿Dónde?: URL+Parámetros –>(“http://www.uic.es/ca/esarq?id=134773”)
¿Quién?: IP+Usuario –>(189.100.4.44 - joanp)
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2.1.3.2. Logs Squid
Los logs que analizaremos de Squid son los de squid access, similar al anterior caso,
registran las peticiones que recibe el servidor proxy Squid. A continuación podemos
ver un ejemplo de un registro.
1399365823.949 253 172 . 2 0 . 2 42 . 9 TCP_MISS/304 433 GET http :// s2 . glbimg .
com/zC5x07nvZzjGi2Ltn1KUz1rp7−o=/155 xor i g / smart/ f i l t e r s : s t r i p_ i c c ( ) /
s2 . glbimg . com/HxQEsxNK4Us−4rERL22qckRdqcU=/0x0 :155 x100 /155x100/ s .
glbimg . com/en/ho/ f / o r i g i n a l /2014/05/05/ barre tos −3. jpg de085869
HIER_DIRECT/186 . 192 . 82 . 89 image/webp
Este registro contiene la siguiente información:
Fecha: (1399365823.949) timestamp8
Tiempo en servir la respuesta: (1) segundos.
Tiempo de caché: (253)
IP cliente: (172.20.242.9)
Código resultado Squid y código HTTP : (TCP_MISS/304)
Tamaño retorno: (433)
Método: (GET)
URL petición: (http:// s2.glbimg.com/ zC5x07nvZzjGi2Ltn1KUz1rp7-o=/155xorig/
smart/ filters:strip_icc( )/ s2.glbimg.com/HxQEsxNK4Us-4rERL22qckRdqcU=
/0x0:155x100/ 155x100/ s.glbimg.com/ en/ ho/ f/ original/ 2014/ 05/ 05/ barretos-
3.jpg)
Usuario: (de085869)
Jerarquía Squid e IP destino: (HIER_DIRECT/186.192.82.89)
MimeType9: (image/webp)
Como anteriormente, podemos responder a las mismas preguntas y ser varios cam-
pos:
¿Qué?:URL –> (http:// s2.glbimg.com/ zC5x07nvZzjGi2Ltn1KUz1rp7-o=/155xorig/
smart/ filters:strip_icc( )/ s2.glbimg.com/HxQEsxNK4Us-4rERL22qckRdqcU=




¿Dónde?: IP destino –>(186.192.82.89)
¿Quién?: IP+Usuario –>(172.20.242.9 - de085869)
8Tiempo en milisegundos desde el 1 de enero a las 00:00:00 de 1970
9Un MimeType informa del formato del contenido de la comunicación.
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2.1.4. ¿Porqué debemos utilizar Hadoop?
Como ya hemos dicho, los archivos de log contienen los registros de los eventos que
ocurren en un sistema o aplicación. Cuando este sistema es un ordenador normal o
un servidor con pocos usuarios, estos archivos pueden ser analizados con un simple
visor de texto. Del mismo modo, realizar una búsqueda dentro de ellos no es muy
costoso en tiempo y es perfectamente factible.
El problema surge cuando estos archivos son demasiado grandes para realizar este
proceso a mano, a veces incluso ni se pueden llegar a abrir por falta de memoria, y
realizar una búsqueda en ellos provoca largas esperas hasta obtener un resultado.
En el caso de la UIC, estamos hablando de un campus universitario, con miles
de usuarios entre dispositivos móviles, portátiles, sobremesas, etc. Todo ésto está
comenzando a generar archivos de log grandes. Por el momento, son del orden de
1 a 2 GB al día pero se espera que, a medio plazo, se estén generando muchos más
GB convirtiéndose así en un problema grave y de solución complicada.
Es por ello, que el DIT, se ha propuesto a investigar una herramienta de procesa-
miento distribuida como Hadoop.
Pero no siempre se pueden usar herramientas de este estilo. Para poder usar esta
herramienta, primero hay que tener en cuenta esta cuestión, ¿El trabajo que
deseamos realizar es particionable? ya que si, es un trabajo el cual no podemos
particionar, entonces no podremos utilizar un sistema como Hadoop.
En los ficheros de log, podemos observar cómo por cada evento que ocurre se es-
criben una o varias líneas en el fichero, pero entre esos eventos, puede haber otros
eventos, ya que no tienen porque estar consecutivos dada la naturaleza de los logs.
Así que, respetando estos eventos, podemos cogerlos y procesarlos por separado.
Por lo tanto, somos capaces de particionar el fichero según eventos y procesarlos
independientemente, y de aprovechar el procesamiento paralelo de Hadoop para
procesar los ficheros de log.
Gracias al uso de esta herramienta, se espera poder almacenar estos registros de
una manera óptima y facilitar la posterior recogida de información.
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2.2. Requisitos
En esta sección podremos ver los requisitos que debe tener el sistema. Nos centramos
en el procesamiento de un log o de ahora en adelante PL. Para realizarlo ha sido
necesario un análisis exhaustivo de qué debe proporcionar la aplicación priorizando
cuáles son los requisitos más importantes con tal de centrarnos en ellos y qué mejoras
debe tener respecto a un procesamiento de datos normal (no distribuido). Este
sistema debe mostrar una clara mejora, o sino no valdrá la pena el despliegue por
coste y tiempo.
Pero antes de comenzar con los requisitos, tenemos qué saber que entendemos por
procesamiento de un log (PL) y porqué tenemos que usar una herramienta como
Hadoop10. Primero de todo, hemos llegado a un punto en el que los logs no son
procesables mediante el método tradicional, es decir, observando el archivo por una
persona. Son logs de tamaños demasiado grandes, generados en un intervalo de
tiempo muy reducido, y por lo tanto, no es procesable para una persona. Entonces
entraría en juego el uso de una máquina encargada de limpiarlos y procesarlos para
que éstos sean entendibles y legibles para una persona. Esto es una solución siempre
y cuando el tiempo de cómputo11 sea razonable y sea más rápido que lo que tarda la
máquina en generar el log, ya que si no fuese así, generaríamos más logs de los que
podemos procesar. Esto es lo que el departamento de innovación de la UIC12 quiere
evitar. Los ficheros de logs de la universidad comienzan a ser demasiado grandes
y tiene que buscar soluciones para no encontrarse un día con que no son capaces
de procesar los logs que tienen. Aquí es donde entra Hadoop10 y este PFC13, cuyo
sistema distribuido de procesamiento, nos permitirá reducir los tiempos de proceso
de estos ficheros.
Quedarse aquí simplemente, no sería aprovechar todo el potencial, es entonces cuan-
do entra en juego el análisis de los datos mediante diferentes herramientas de minería
de datos14. Para poder llevar a cabo el análisis con estas herramientas, estos ficheros
de logs deben tener ciertas propiedades y deben estar de ciertas maneras. Lo prime-
ro que se debe realizar a estos ficheros de logs, es quitar la información redundante
y limpiar los datos innecesarios. De esta manera conseguimos aligerar los ficheros
para que su procesamiento sea factible y más rápido. Una vez ya tenemos los datos
únicamente con la información relevante y útil, lo que tenemos que hacer es adap-
tarnos a los diferentes tipos de ficheros de entrada que tienen las herramientas de
minería de datos14 o de estadística.
10Hadoop, Framework que permite el procesamiento distribuido de grandes conjuntos de datos
a través de clústers de ordenadores que utilizan modelos de programación simples.
11Tiempo de cómputo, tiempo que tarda la una máquina en realizar un trabajo
12UIC, Universitat Internacional de Catalunya
13PFC, Proyecto de Final de Carrera
14Minería de Datos, Proceso que intenta descubrir patrones en grandes volúmenes de conjuntos
de datos.
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2.2.1. Prioridad de los requisitos
Después de realizar este análisis se han obtenido los siguientes requisitos y los prio-
rizamos de la siguiente manera.
Requisito Prioridad
Crear un nuevo procesamiento de log Alta
Seleccionar un archivo de log Alta
Parametrización del procesamiento de un log Media/Alta
Selección del formato de salida de un procesamiento de log Media
Iniciar proceso log Alta
Monitorización de Hadoop Baja
Anular el procesamiento de un log Media
Obtención de resultados Alta
Exportación del fichero resultado en formato base de datos Baja
Tabla 2.3: Tabla de prioridad de los requisitos
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2.2.2. Descripción de los requisitos
2.2.2.1. Crear un nuevo procesamiento de log
Descripción:
Permite iniciar el proceso de un nuevo log. El sistema, mediante un botón,




El usuario ha iniciado un PL y es redirigido a una pantalla donde podrá iniciar
la parametrización del PL.
Flujo principal:
El usuario entra en el sistema y se dirige a la sección de procesamiento de
logs. Una vez allí selecciona el botón para iniciar un nuevo procesamiento y




El sistema determina que el usuario que quiere iniciar el procesamiento
no tiene los permisos necesarios para ejecutar el proceso y, por lo tanto,
es avisado y redirigido a la página de login.
2.2.2.2. Seleccionar un archivo de log
Descripción:
El sistema muestra al usuario una pantalla donde, mediante un botón, se puede
seleccionar un archivo para subir al sistema, o bien, podrá especificar una ruta
donde se encuentra dicho archivo. Este archivo es el que se quiere procesar
mediante el programa. Una vez terminada la subida, el sistema comprobará
que puede leer el archivo correctamente.
Precondición:
El archivo que se debe subir, es un archivo de log soportado por el sistema.
Postcondición:
El sistema mostrará al usuario que el proceso se ha realizado correctamente
y le permitirá continuar.
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Flujo principal:
El usuario, después de haber seleccionado la opción de crear un nuevo PL,
tendrá la opción de subir un archivo de log al sistema, o bien, se le permitirá
seleccionar la ruta del sistema en el cual se encuentra. Una vez realizado, el
sistema obtendrá dicho fichero y verificará que todo sea correcto. Finalmen-





El sistema mostrará un error en caso que el archivo no se haya subido
correctamente o no se encuentre la ruta especificada por el usuario.
2.2.2.3. Parametrización del procesamiento de un log
Descripción:
El sistema muestra al usuario una serie de parametrizaciones posibles referen-
tes al PL seleccionado con anterioridad. Permitirá establecer prioridad, tipo
de log a procesar, programación del inicio de la tarea y el método de aviso al
terminar la tarea permitiendo, por ejemplo, el envío de un correo electrónico.
Precondición:
El sistema dispone del fichero a procesar y es un fichero válido.
Postcondición:
El sistema verificará que todos los parámetros son correctos y mostrará un
mensaje si es así.
Flujo principal:
El usuario llega a la ventana de parametrización del proceso, en esta ventana
tendrá las opciones para poder seleccionar la prioridad de la tarea, el tipo de
log que se quiere tratar, la programación del inicio de la tarea (ej: el día 18
a las 10 de la mañana) y, finalmente, el método a través del cual quiere ser
avisado.
Flujo alternativo:
El usuario decide volver a un paso anterior para modificar alguno de los pa-
rámetros introducidos anteriormente.
Excepciones:
El sistema detecta que uno de los parámetros no es correcto y, por lo
tanto, muestra un mensaje de error no permitiendo al usuario continuar
hasta que el error esté corregido.
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2.2.2.4. Selección del formato de salida de un procesamiento de log
Descripción:
El sistema permite seleccionar el tipo de formato de salida que se quiere
obtener para un PL.
Precondición:
La tarea de PL es correcta y permite la exportación a los diferentes formatos.
Postcondición:
La tarea de PL después de la ejecución tiene el fichero de salida en el formato
especificado en la configuración de la tarea.
Flujo principal:
El usuario en la ventana de configuración de la tarea, antes de finalizar, es-
pecifica el formato del fichero resultado que quiere después de la ejecución





2.2.2.5. Iniciar proceso log
Descripción:
Permite iniciar el proceso de un log una vez configurado el parametrizado.
Muestra un botón que confirmará el inicio. Este inicio puede ser de tareas
guardadas anteriormente.
Precondición:
La tarea de PL está parametrizada correctamente.
Postcondición:
La tarea se introduce en el sistema para comenzar su ejecución.
Flujo principal:
El usuario, después de parametrizar el PL, pulsa el botón de inicio de la tarea.
El sistema informa al usuario que todo ha ido correctamente y finalmente
muestra cómo se ha enviado la configuración, así como toda la información
asociada: hora prevista de inicio, método de aviso cuando finalice, formato de
salida...
Flujo alternativo:
El usuario decide volver a un paso anterior para modificar alguno de los pa-
rámetros introducidos anteriormente.
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Flujo alternativo 2:
El usuario selecciona de una lista de procesamientos de logs guardados ante-
riormente y lo incia.
Excepciones:
El procesamiento no se ha podido llevar a cabo debido a falta de memoria,
caída de nodos o cualquier otra causa. El sistema muestra el mensaje de
error y permite una serie de opciones a realizar a consecuencia de ello.
Estas son:
• Relanzar el trabajo, es decir, se mantiene la configuración antes rea-
lizada y se vuelve a lanzar.
• Empezar de nuevo el trabajo, y por lo tanto, se vuelve al paso “Crear
un nuevo procesamiento de log”
2.2.2.6. Monitorización de Hadoop
Descripción:
Permite monitorizar el sistema Hadoop. Muestra el número de nodos, su carga
y toda la información que puede proporcionar Hadoop.
Precondición:
El sistema Hadoop es capaz de proporcionar la información.
Postcondición:
En una pantalla se muestra la monitorización del sistema Hadoop. La infor-
mación que se muestra es la proporcionada por la herramienta Hadoop así
como de todos sus componentes.
Flujo principal:
El usuario entra en el sistema y se va a la sección de monitorización del
sistema Hadoop. Si está autorizado para ver dicha sección se le muestra en




Si el usuario no está autorizado para ver la monitorización del sistema
Hadoop, éste es redirigido a la página de login y el sistema muestra
un mensaje de error para notificar al usuario porqué no se ha podido
procesar su petición.
Si el sistema tiene la monitorización del sistema Hadoop inactiva, éste
notificará al usuario de ello y le redirigirá hacia la página principal del
sistema.
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2.2.2.7. Anular el procesamiento de un log
Descripción:
El sistema que, mediante una ventana de tareas activas del usuario, permite
anular la ejecución de un PL. Una vez seleccionado el que se quiere detener, el
sistema pedirá confirmación para continuar con la anulación. En caso positivo
eliminará del sistema la tarea.
Precondición:
La tarea de PL no ha terminado o no ha comenzado la ejecución. La tarea per-
tenece al usuario que la quiere eliminar o bien tiene derechos administrativos
para hacerlo.
Postcondición:
La tarea de PL es eliminada del sistema.
Flujo principal:
El usuario va a la ventana de administración de tareas de PL pendientes. Allí
selecciona la que quiere eliminar de la cola pidiéndole confirmación para eli-
minarla. En caso de confirmar, la tarea será eliminada del sistema y mostrará
un mensaje informativo al usuario confirmando que la acción se ha realizado
correctamente.
Flujo alternativo:
El usuario en el momento de la confirmación de la anulación de la tarea puede
decidir no pararla y por lo tanto el sistema permanecerá inalterado.
Excepciones:
El sistema no es capaz de eliminar la tarea y muestra un error al usuario
informándole que no ha podido realizar la petición indicándole el motivo.
2.2.2.8. Obtención de resultados
Descripción:
El sistema mediante una ventana y una vez terminada la ejecución, permite
recoger los resultados de la ejecución. Bien puede hacerlo descargando un
fichero que contiene los datos del resultado, o bien, se le muestra la ruta
donde se han dejado los resultados. Adicionalmente se permite navegar por el
sistema de ficheros y descargarlo manualmente.
Precondición:
La ejecución de la tarea de PL de la cual se quieren recoger los resultados ha
terminado su ejecución.
Postcondición:
El usuario ha descargado o ha podido ver la ruta de los resultados de la tarea
de PL.
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Flujo principal:
El usuario entra en el sistema y va a la sección de sus tareas de PL, una vez
allí puede seleccionar una de las tareas que haya terminado para poder recoger
los resultados. El usuario selecciona el método para recoger los resultados, que
bien puede ser descargándolos directamente o obteniendo la ruta donde se han
dejado los resultados.
Flujo alternativo:
El usuario navega por el sistema de ficheros hasta la ruta que le especifica el
procesamiento de log y descarga o previsualiza el fichero.
Excepciones:
El usuario no está autorizado a recoger esos resultados y por lo tanto se
le avisa con un mensaje de error.
2.2.2.9. Exportación del fichero resultado en formato base de datos
Descripción:
El sistema permite seleccionar la opción de una exportación de los resultados
de un PL en formato base de datos. Concretamente en HBase15. Se detallará
HBase con más profundidad próximamente en la sección HBase.
Precondición:
El PL permite la exportación a HBase15
Postcondición:
El resultado después de realizar la tarea de PL está almacenado en una base
de datos HBase15
Flujo principal:
El usuario en la configuración de la tarea de PL selecciona la opción de base
de datos. Confirma la selección y seguidamente es avisado por el sistema
mediante un mensaje si todo está correcto. El usuario al finalizar la tarea de




El usuario no tiene permiso para seleccionar la exportación en HBase15
y es avisado mediante un mensaje de error.




Este capítulo contiene información compartida con el proyecto “Data Mining so-
bre logs procesados con Hadoop” del alumno “Daniel Ramírez Sánchez”
En este capítulo hablaremos sobre las tecnologías que han sido estudiadas a lo largo
de este proyecto ya sea para utilizarlas o a modo de alternativa. Debido a que la
naturaleza del proyecto requiere la utilización de Hadoop y HBase, éstas se han
detallado más profundamente.
3.1. Hadoop
Hadoop es un framework de software open-source
licenciado bajo la Apache License 2.0 para el al-
macenamiento y procesamiento a gran escala de
conjuntos de datos en un gran número de máquinas, pero para entender mejor qué
nos ofrece debemos comprender la naturaleza de los problemas que lo han hecho
necesario.
Vivimos en la era de la información. No es fácil medir el volumen total de datos
almacenados de forma electrónica, pero en 2006 se estimó que el tamaño del “uni-
verso digital” ascendía a 0,18 zettabytes1 y en 2011 ya eran 1,8 zettabytes. Estos son
unos ejemplos de la cantidad de datos que manejan algunos de los servicios más
conocidos:
Facebook almacena aproximadamente 10 billones2 de fotografias.
Ancestry.com almacena aproximadamente 2,5PB3 de datos.
New York Stock Exchange genera alrededor de 1TB al día.
El colisionador de hadrones de Suiza produce alrededor de 15PB de datos al
año.
1Un zettabyte equivale a 1021 bytes.
2Con el termino billón nos referimos a mil millones usando la terminología anglosajona de la
que proviene nuestra información.
3Un petabyte equivale a 1015 bytes.
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Para hacernos una idea más clara, estos son algunos de los datos que se llegan a
mover en Internet en un minuto4:
Los usuarios de Youtube suben 100 horas de vídeo.
Se envían 204.166.667 correos electrónicos.
1.400.000 llamadas entre usuarios de Skype.
2.000.000 consultas a Google.
Los consumidores gastan 197.403 ¤en compras online.
Casi 300.000 tweets.
1.800.000 ‘Me Gusta’ en Facebook.
Se crean 571 páginas web.
Se visitan 20 millones de fotos en Flikr.
Cuando la gente piensa en estas cantidades de datos suele asociarlos a grandes bus-
cadores web (como Google, Yahoo!, Bing...), a proyectos científicos o instituciones
gubernamentales. Pero si nos ponemos a pensar, el concepto de BigData también
es aplicable a menor escala.
Por ejemplo, hoy en día no es difícil generar varios Gb de fotografías en un solo
viaje y esta tendencia no hace sino ir en aumento. Hace 10 años era impensable
que un disco de 1TB pudiera llegar a quedarse pequeño. Pero esto no es nada
en comparación con la cantidad de información que generan los dispositivos que
nos rodean día a día. Logs de servidores, lectores RFID, sensores de redes, GPS,
transacciones mercantiles... todo ello contribuye a esta creciente montaña de datos.
La buena noticia es que BigData ya esta aquí. La mala noticia es que debemos
buscar soluciones para almacenar y analizar toda esa información.
El problema es simple, a pesar de que las capacidades de almacenamiento de los
discos duros han mejorado de forma masiva en lo últimos años, los tiempos de acceso
no han seguido esa proporción. En 1990 un disco duro podía almacenar 1.370MB y
su velocidad de transferencia era de 4,4MB/s5, por lo que se podría leer todo el disco
duro aproximadamente en cinco minutos. Veinte años mas tarde, lo usual es tener
discos de 1TB, pero la transferencia de estos se encuentra alrededor de los 100MB/s,
con lo cual hacen falta más de dos horas y media para leer toda la información que
contiene el disco. Los nuevos discos SSDs incrementan dicha velocidad de forma
considerable, prácticamente quintuplican la velocidad, aun lejos de la proporción
de 1990. Además conllevan otros factores negativos como las altas tasas de fallos
de disco para escrituras repetitivas, alto precio de mercado y su poca durabilidad,
dado que es una tecnología novedosa y aún por desarrollar totalmente.
4Datos proporcionados por la revista La Vaguardia Magazine, en su edición del 10 de noviembre
de 2013: Big Data, el tesoro oculto del siglo XXI.
5Especificaciones para el Seagate ST-41600n
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Una forma obvia de reducir esos tiempos sería poder leer de varios discos a la vez,
y esto conlleva una problemática adicional: fallos del hardware y la combinación de
los datos leídos.
La posibilidad de fallos de hardware incrementa cuanto más hardware mane-
jamos. La forma más simple de evitar la pérdida de información es mediante la
replicación de datos, tal y como funcionan las RAID. Sin embargo, el Hadoop Dis-
tributed File System (HDFS) tiene un enfoque ligeramente distinto que veremos
más adelante en la sección “HDFS: Hadoop Distributed File System”.
El segundo problema es que, al tener la información distribuida, la lectura nos
obliga a combinarla ya que proviene de diversas fuentes. MapReduce nos provee
de un modelo de programación que nos abstrae del problema de las escrituras y
lecturas de disco, como veremos también más adelante en la sección “MapReduce”.
En resumen, esto es lo que nos ofrece Hadoop, un sistema de almacenamiento y
análisis que resuelve dichas dificultades. [1]
3.1.1. Historia
Antes de empezar a hablar sobre el funcionamiento de Hadoop, vamos a destacar
algunos detalles sobre su historia.
Hadoop no es un acrónimo, es un nombre inventado. Es el nombre que el hijo del
creador, Doug Cutting6, le dio a un peluche de un elefante amarillo. Corto, relati-
vamente fácil de deletrear y pronunciar, sin significado y sin uso externo. Esto ha
provocado que las herramientas relacionadas con Hadoop tiendan a tener nombres
relacionados con elefantes o otras temáticas animales (Pig, Mahout7, Hive...).
Sus orígenes se remontan a Apache Nutch, que era un motor de búsqueda web
open-source dentro el proyecto Lucene. La construcción de este motor era una meta
ambiciosa y muy cara, estimaban sus creadores, pero el objetivo valía la pena.
Fue lanzado en 2002, y se propagó de forma rápida y eficaz. Sin embargo, al poco
tiempo, se dieron cuenta de que su arquitectura era incapaz de escalar a los billones
de páginas que había en la Web por aquel entonces, y no sabían como solucionarlo.
En 2003 Google publicó un artículo que describía la arquitectura del Google’s Dis-
tributed Filesystem, lo cual proporcionaba a Nutch la solución al problema que se
había encontrado. Esto también ayudaba a minimizar los tiempos gastados en tareas
administrativas como la gestión de los nodos de almacenamiento.
En 2004 se comenzó a escribir una implementación propia y open-source del sistema
de ficheros utilizado por Google, el Nutch Distributed FileSystem (NDFS).
6Douglass Read Cutting, abogado y creador de tecnología de búsqueda open-source. Él originó
Lucene y, junto con Mike Cafarella, Nutch. Además de ser el creador de Hadoop.
7Es aquella persona que maneja a un elefante. La palabra proviene del Hindi, mahaut y
mahavat, “montador de elefantes”.
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En ese mismo año Google publicó otro artículo en el que se presentaba MapReduce
al mundo. A principios de 2005 los desarrolladores de Nutch ya tenían su propia
implementación de MapReduce funcionando para el NDFS.
Figura 3.1: Procesamiento paralelo en MapReduce del artículo de Google
En 2006 las implementaciones del NDFS y MapReduce de Nutch se quedan grandes
para el proyecto al que pertenecen, por lo que se extraen para crear un subproyecto
de Lucene con el nombre de Hadoop, ya que eran aplicables más allá de los ámbitos
de la búsqueda en que se estaban utilizando. En ese mismo año Doug Cutting se
unió a Yahoo!, lo que le proporcionó un equipo y recursos dedicados para desarrollar
su proyecto.
En 2008, Yahoo! anunció que su índice de búsquedas era generado por un clúster
Hadoop de 10.000 cores. Por lo que, ese mismo año, Hadoop dejó de ser un sub-
proyecto y se convirtió en un proyecto de Apache de máxima importancia. Por esta
época, Hadoop ya era utilizado por otras compañías tales como Last.fm, Facebook
y el New York Times.
En abril de 2008, Hadoop rompía un récord mundial convirtiéndose en el sistema
más rápido en ordenar 1 Terabyte de datos. Ejecutándose en un clúster de 910
nodos8 lo consiguió en 209 segundos. En noviembre de ese mismo año, Google
anunció que su implementación de MapReduce, podía ordenar ese volumen de datos
8Aquí podemos encontrar las especificaciones concretas del clúster utilizado: https://developer.
yahoo.com/blogs/hadoop/apache-hadoop-wins-terabyte-sort-benchmark-408.html
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en tan solo 68 segundos. Y en mayo del año siguiente, un equipo de Yahoo! ya lo
consiguió en 62 segundos.
Desde entonces Hadoop y su ecosistema es un referente en muchos aspectos y sus
roles como plataforma de análisis y almacenamiento para grandes datos han sido
reconocidos por la industria del sector. Hay distribuciones Hadoop tanto en las gran-
des empresas incluyendo IBM, Microsoft y Oracle, así como compañías especialistas
en Hadoop tales como Cloudera, Hortonworks y MapR.
3.1.2. Funcionamiento de Hadoop
En esta sección detallaremos el funcionamiento de Hadoop comenzando por el
HDFS, que es la base de todo el sistema Hadoop. Después hablaremos sobre MapRe-
duce y YARN (MapReduce v2), este segundo publicó la versión estable en Octubre
de 2013 y por lo tanto no todos los servicios relacionados con Hadoop están per-
fectamente adaptados a él, pero como veremos, ofrece mejoras respecto a la versión
anterior.
3.1.2.1. HDFS: Hadoop Distributed File System
Como ya hemos comentado anteriormente, este es el sistema de ficheros sobre el
que trabaja Hadoop. Es un sistema de ficheros para almacenar grandes archivos de
datos y permitir accesos continuos a éstos.
Cuando hablamos de grandes archivos, nos estamos refiriendo a archivos de cien-
tos de Megabytes, Gigabytes o Terabytes. Hoy en día hay clústers de Hadoop que
almacenan Petabytes9 en su sistema.
HDFS está construido alrededor de la idea de que el patrón de procesamiento de
datos más eficiente es el write-once, read-many-times (escribir una vez, leer varias
veces). El funcionamiento que se suele hacer de un sistema así es que un conjunto
de información es generado o copiado desde un origen y luego, sobre esos datos, se
ejecutan varios procesos de análisis. Entonces este sistema da más importancia a
la lectura de grandes bloques de datos consecutivos antes que a la realización de la
primera escritura.
Ya que Hadoop no requiere grandes máquinas a nivel de componentes, está diseñado
para ser tolerante a una alta probabilidad de fallos de la máquina. HDFS es capaz
de continuar trabajando sin interrupciones perceptibles por el usuario en caso de
que se produzca dicho fallo.
Hay situaciones en las que HDFS no se siente cómodo. Estas son las siguientes:
Baja latencia de acceso a los datos: Como ya hemos dicho antes, está
optimizado para grandes bloques a la vez. Cosa que con HBase, no ocurre.
Más adelante detallaremos HBase en la sección 3.2.1.
9Un Petabyte equivale a 1015 bytes
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Muchos ficheros pequeños: Dado que se almacenan datos del sistema de
ficheros en memoria, es ésta la que limita el número de ficheros y, por lo tanto,
tener muchos ficheros hace que éste no trabaje correctamente.
Múltiples escritores y modificaciones arbitrarias del fichero: Los ar-
chivos en HDFS deben estar escritos por un único escritor a la vez ya que no
hay soporte para la escritura múltiple. Al mismo tiempo no puede modificar
secciones internas a un fichero.
Para entender un poco mejor cómo funciona, debemos conocer algunos conceptos
básicos de HDFS.
Bloque
Un Bloque es la mínima cantidad de datos que se puede leer o escribir. Por regla
general los sistemas de ficheros tienen bloques de pocos kilobytes mientras que los
bloques de disco son de 512 bytes, esto difiere del concepto que ha tomado HDFS
en el cual toman 64MB de valor por defecto del bloque. Por lo tanto, la información
que se almacena en el HDFS tiene como unidad mínima el bloque.
La razón de que esto sea así es para minimizar el coste de las búsquedas, ya que
manteniendo un tamaño de bloque grande, el tiempo de transferencia desde disco
mejora significativamente. Esto no supone un problema sino un beneficio dado el
enfoque del HDFS, almacenar ficheros muy grandes.
Namenode y Datanode
El funcionamiento de HDFS sigue el patrón master-workers. En este caso el master
es el Namenode y los workers son los datanodes.
El namenode es el encargado de gestionar el namespace del sistema de ficheros.
Mantiene el árbol del sistema de ficheros así como los metadatos de cada uno de los
ficheros y directorios del árbol. También es el encargado de conocer la localización
de los bloques que pertenecen a cada fichero dentro de los datanodes. Hay que tener
en cuenta que esta información no es persistente debido a que se reconstruye desde
los datanodes cada vez que el sistema inicia. De la misma forma en caso de pérdida
de un datanode, éste se encarga de mantener la replicación en otro datanode y por
lo tanto modifica esta información.
Por otro lado tenemos los datanodes, éstos son los encargados de almacenar y ob-
tener la información cuando se les solicita, ya sea por el cliente o por el namenode.
Con tal de mantener un correcto funcionamiento del sistema, periódicamente se
envía la información de los bloques que se están almacenando en ese datanode al
namenode.
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El namenode es una parte vital del sistema de ficheros, de hecho, si la máquina
que tiene el rol de namenode estuviera inoperativa, todos los ficheros se perderían
dado que no hay forma de saber cómo reconstruirlos a partir de los bloques de los
datanodes. Por esta razón es importante hacer que el namenode sea resistente a
fallos y Hadoop nos facilita dos métodos para ello:
1. La primera forma es realizar un Backup de los ficheros que contienen los
metadatos que guardan el estado del sistema de ficheros, Hadoop puede ser
configurado para que el namenode escriba su información persistente en múl-
tiples sistemas de ficheros. La opción habitual es escribir los datos tanto en el
fichero local como en un sistema externo conectado por ejemplo por un NFS10
remoto.
2. La segunda opción es tener un namenode secundario en el sistema que a
pesar de su nombre no actúa como namenode. Su rol principal es realizar
periódicamente una unión entre el namespace del namenode y el registro de
edición para evitar que éste se haga demasiado largo.
El namenode secundario normalmente se ejecuta en una máquina separada
físicamente y requiere plenitud de la CPU y tanta memoria como el namenode.
Debido a que estas sincronizaciones con el namenode no son instantáneas, la pér-
dida de parte de la información en caso de fallo del namenode es casi segura. Por
ésta razón, para garantizar la integridad completa del sistema, se suelen usar la
combinación de ambas soluciones.
Las versiones posteriores a la versión 0.23 de Hadoop, ya se puede incorporar un
namenode en espera que, en caso de perdida del primero, este segundo toma el
relevo en cuestión de decenas de segundos (normalmente en un minuto) y funciona
como namenode principal de forma transparente al usuario lo que garantiza la alta
disponibilidad. Esto hace necesario una configuración extra en los datanodes para
que los reportes se envíen a ambos namenodes, que los dos namenodes compartan
el acceso al registro de ediciones. Si se produjese el poco probable caso de que el
proceso en reposo no estuviese activo, el administrador del sistema podrá arrancarlo
manualmente. Por lo tanto mejora sustancialmente el caso anterior.
Como hemos comentado anteriormente, el namenode guarda en memoria metadatos
sobre el sistema de ficheros para mejorar el rendimiento. Esto puede ser un problema
cuando tenemos un clúster muy grande con muchos ficheros. No entraremos en
detalles sobre el tema pero sí saber que se pueden implementar soluciones con
varios namenodes donde cada uno de ellos se encarga de una parte del sistema de
ficheros y así distribuir la carga de estos.
10Network File System o sistema de ficheros en red
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3.1.2.2. MapReduce
Para entender mejor la arquitectura de Hadoop hace falta primero entender el con-
cepto de MapReduce. MapRedcue es un paradigma de programación que permite
procesar y generar grandes cantidades de datos con un algoritmo paralelo y dis-
tribuido en un clúster. Fue desarrollado por Google para el indexado de páginas
web. [2]
El funcionamiento de este paradigma está dividido en dos pasos:
Map: El nodo master obtiene la entrada, la divide en subproblemas más
pequeños y la distribuye a otros workers. Dicho worker procesa ese problema
más pequeño y produce una lista de pares {clave,valor} y pasa la respuesta a
su nodo master. Después de esto el framework de MapReduce junta los pares
con la misma clave y los agrupa creando un grupo por cada clave generada.
Reduce: El nodo master coge cada uno de estos grupos y los envía a un nodo
para ejecutar la tarea de Reduce, por lo que cada sub-tarea reduce trabaja
sobre una clave. El reducer trata estos datos y devuelve un output resultado
de ello.
Para ver más claro el funcionamiento de MapReduce vamos a mostrarlo con un










Se divide esta entrada en problemas más pequeños y se envían a las tareas de map,
las cuales procesan las líneas de una en una y emiten una pareja de pares <clave,
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Estos resultados son recogidos por el framework y ordena estos resultados quedando


















El framework crea una tarea reduce por cada clave. Y cada uno se encarga de
procesar esa clave con los valores y emitir las salidas necesarias. En nuestro caso se
sumarán los valores para generar una sola línea de salida. Quedando la salida una







Como se puede ver, todo este proceso se ejecuta de manera distribuida y es fácil-
mente escalable. También se podría ejecutar una ordenación posterior para saber,
por ejemplo, cuál es la palabra que más veces aparece. Hablando de millones de
datos esto se traduce en una reducción del tiempo de ejecución.
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Podemos ver otro ejemplo resumido graficamente en la siguiente imagen:
Figura 3.2: Representación gráfica del contador de palabras
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3.1.2.3. Hadoop1 (MapReduce)
Arquitectura
MapReduce está montado encima del HDFS y por lo tanto añade unos compo-
nentes a la ya comentada arquitectura del HDFS. En esta sección detallaremos los
componentes y explicaremos de qué se encarga cada uno de ellos.
Jobtracker y Tasktracker
Igual que para el HDFS, se sigue un patron master-worker donde el master es el
jobtracker y los workers son los tasktrackers.
El jobtracker es el encargado de recibir y gestionar el trabajo que un cliente le
envía. También se encarga de dividir y asignar los archivos de entrada así como las
tareas que posteriormente asignará a un tasktracker. Periódicamente recibe tanto
confirmaciones como latidos, que le confirman su actividad, de los tasktrackers para
poder actuar en consecuencia.
Los tasktrackers son los encargados de realizar las tareas asignadas por el job-
tracker. Todo ello lo realizan creando una JVM11 independiente para evitar que los
fallos de las tareas que ejecutan puedan afectarse a ellos mismos y, por lo tanto,
a la integridad del sistema. Además de realizar las tareas, los tasktrackers deben
informar mediante latidos periódicos al jobtracker tanto del progreso de las tareas
como de su estado.
En la siguiente imagen podemos ver como se distribuye el jobtracker y los tasktrac-
kers así como la gestión de sus tareas.
Figura 3.3: Arquitectura de MapReduce sobre Hadoop 1
11Java Virtual Machine
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En cuanto a la distribución de los tasktrackers, es una buena práctica alojarlos en el
mismo nodo que los datanodes ya que la asignación de tareas la realiza el jobtracker
y uno de los factores que más se tienen en cuenta al asignar tareas a un tasktracker
es la cercanía de este a los datos de entrada necesarios. En la siguiente imagen
podemos ver una distribución de la arquitectura completa de Hadoop con HDFS
y MapReduce. Donde el jobtracker y namenode (masters) también tienen el rol de
workers (tasktracker y datanode).
Figura 3.4: Arquitectura MapReduce y HDFS en Hadoop 1
Sin embargo es mejor que el namenode y el jobtracker estén en máquinas dedicadas
para su tarea. Existe otro servicio opcional que es el jobhistory, este guarda un
historial de todas las tareas ejecutadas en el clúster, permitiendo así reiniciar o ser
tolerante a caídas del jobtracker sin perder la información de dichas tareas.
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Funcionamiento de MapReduce1
A continuación veremos qué ocurre en Hadoop cuando mandamos un trabajo Ma-
pReduce. Como se puede ver en la imagen que detallaremos a continuación partiendo
de un programa Mapreduce que se manda desde un cliente.
Figura 3.5: Cómo Hadoop ejecuta un trabajo MapReduce
1. El cliente ejecuta el trabajo de su programa MapReduce.
2. El programa se comunica con el JobTracker para obtener su identificador de
trabajo.
3. Se copian los recursos necesarios en el HDFS, inlcuyendo el JAR del trabajo,
la configuración, etc.
4. Una vez la inicialización es correcta se envía el trabajo al JobTracker. En
caso de que la configuración no se correcta, por ejemplo el directorio de sa-
lida ya existe, no se envía el trabajo y se genera una excepción al programa
MapReduce.
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5. El JobTracker inicializa el trabajo. Creando tareas de configuración que se
ejecutan en los tasktrackers antes de los Mappers y otras de limpieza después
de los Reducers.
6. Coge los datos de entrada, los trocea y por cada uno de los trozos crea una
tarea de Map para enviar a los tasktrackers.
7. Los tasktrackers van enviando latidos al jobtracker, y en uno de estos latidos
les devuelve la información sobre la tarea que deben ejecutar. El jobtracker
procura que los tasktrackers que ejecutan la tarea esten lo más cerca posible
de la información que requieren. El caso óptimo es que ya dispongan de dicha
información en local.
8. Una vez los tasktrackers tienen la tarea que deben ejecutar obtienen los recur-
sos necesarios para poder ejecutarse. (Pueden ejecutar varios Maps y Reduces
a la vez dependiendo del número de slots para ello que tengan).
9. Los tasktrackers ejecutan una JVM para ejecutar la tarea, de forma que cual-
quier problema que pueda ocurrir con la tarea, no le afecta directamente sino
que únicamente a la JVM.
10. Se ejecuta el código de la tareaMap o Reduce. Los tasktrackers van enviando el
progreso de ejecución al jobtracker para que el usuario pueda estar informado
en todo momento de cómo va el trabajo.
Ejecución Especulativa
Dado que el modelo MapReduce se encarga de dividir un trabajo en varias tareas de
forma paralela, la ralentización de esas tareas influye negativamente al conjunto de
las demás tareas. Cuando un trabajo se subdivide en cientos o millones de tareas,
esta posibilidad es realmente preocupante.
Esto puede ser debido a muchas razones. Desde la degradación del hardware, fallos
de configuración o fallos en el software entre otros. Todas estas razones son difíciles
de diagnosticar ya que, aunque las tareas se ejecuten más lento de lo esperado, aun
así se siguen completando. Hadoop no intenta ni diagnosticarlas ni arreglarlas, en
su lugar intenta detectar cuando una tarea se ejecuta más lento de lo esperado y
en caso de detectarlo, lanza una copia de la tarea. Esto da la posibilidad a que
si la primera ha tenido algún problema minimice los daños. Esto se conoce con el
nombre de ejecución especulativa.
Podría darse el caso que la primera tarea terminase después de haber lanzado la
copia, en ese caso el jobtracker eliminaría la copia generada para evitar trabajo
innecesario. En caso contrario (que la copia termine antes que la original) sería la
original la que sería eliminada con la consecuente ganancia en tiempo.
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Estas tareas especulativas solamente se lanzan en el caso que todas las tareas de un
trabajo hayan sido lanzadas, es decir, en el momento que ya se pueden planificar
más tareas porque ya se han planificado todas y está a la espera de que todas
terminen.
Hay que tener en cuenta que sólo se lanza una tarea especulativa en caso de que
la original se hubiera estado ejecutando durante más de un minuto y su media de
progreso fuera significativamente inferior a la media del resto de tareas.
La ejecución especulativa sólo es útil en el caso que el clúster no este a su máximo
rendimiento con otros trabajos ya que sino los entorpecería.
Comportamiento en caso de fallo
En el mundo real el código de usuario tiene bugs, los procesos fallan y las máquinas
se caen. Uno de los mayores beneficios para usar Hadoop es su habilidad para
gestionar dichos fallos y permitir que nuestra tarea se complete. A continuación
describiremos como se comporta MapReduce v1 en los siguientes casos.
Fallo de la tarea: Hay tres formas de que se produzca un fallo de tarea.
La más común es un fallo de implementación, en este caso la tarea Map o
Reduce, envía la excepción al tasktracker que se encarga de liberar el recurso y
dejar constancia del fallo en los logs del usuario. Otro tipo de fallo es producido
por una salida inesperada de la JVM, el tasktracker se da cuenta que
la tarea ha fallado y marca la tarea como fallada. Finalmente, tenemos las
tareas colgadas que se gestionan de una forma diferente, Hadoop considera
un timeout de diez minutos según el cual considera que una tarea se ha
colgado, si esto se produce el tasktraker marca la tarea como fallada y se
cierra la JVM. Este timeout es configurable para evitar el cierre de tareas de
larga duración, si se configura a 0, este valor se ignora pero nos arriesgamos
a tener tareas colgadas indefinidamente.
Cuando se notifica al jobtracker que una tarea ha fallado, este la planifica su
ejecución de nuevo, a poder ser, en un tasktracker diferente. Si esta tarea falla
cuatro o más veces (configurable) ya no se reintentará más sino que el trabajo
completo se marcará como fallado.
Además, un intento de tarea también puede ser matado a causa de un “du-
plicado expeculativo” o a causa de que el tasktracker haya fallado. Las tareas
cerradas de esta forma no se contabilizan como intentos de ejecutar la tarea.
Fallo del tasktracker: Los tasktrackers van enviando latidos al jobtracker
que si éste no recibe ninguno en diez minutos, elimina al tasktracker de la lista
de ejecutar tareas. En ese caso, las tareas de Map que se hayan completado en
ese tasktracker se vuelven a ejecutar en otro tasktracker si pertenecen a un job
inacabado. Esto es debido a que el output intermedio del Map se encuentra en
el sistema de ficheros local del tasktracker fallido y, por lo tanto, inaccesible.
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El jobtracker tiene una lista negra de tasktrackers. Si más de cuatro tareas
del mismo trabajo fallan en un tasktracker en particular, entonces el jobtracker
le asigna una falta, cuatro faltas implica entrar en la lista negra. Obviamente
estos valores son configurables. Los fallos expiran a lo largo del tiempo (al
ritmo de uno por día) por lo que los tasktrackers de la lista negra, vuelven
a tener la oportunidad de ejecutar tareas. Otra manera de salir de esta lista
es reiniciando el tasktracker, considerando así que éste puede haber arreglado
sus problemas, por ejemplo reemplazo de hardware.
Fallo de jobtracker: Este fallo es el más crítico del entorno Hadoop, se
considera un SPOF12. Si esto ocurre todos los trabajos fallan, incluidos los
que aún no se estaban ejecutando. Sin embargo, hay pocas posibilidades de
que una máquina en particular falle. Después de reiniciar un jobtracker hay
que volver a enviar todos los trabajos. Hay una opción de configuración que
intenta recuperar esto en caso de fallo, pero es sabido que no es muy fiable y,
por lo tanto, no se recomienda su utilización.
La buena noticia es que esta situación ha sido mejorada en Yarn, dado que
uno de sus objetivos de diseño era eliminar los SPOFS de MapReduce.
3.1.2.4. Hadoop2 (YARN)
Cuando con MapReduce1 se comienza a trabajar con clusters de más de 4000 nodos,
el sistema MapReduce comienza a sufrir de cuellos de botella y por lo tanto dificulta
la escalabilidad. Por lo que, sobre 2010 un equipo de Yahoo! comenzó a diseñar una
nueva versión de MapReduce. El resultado fue YARN13
En esta sección sólo entraremos en detalle de las cosas que cambian en YARN. Una
de los principales objetivos de YARN fue eliminar los SPOF de MapReduce1. Para
ello modificaron la arquitectura y su funcionamiento como veremos a continuación.
Arquitectura
YARN resuelve la problemática de Hadoop1 separando la responsabilidad del job-
tracker resolviendo así el SPOF y el cuello de botella que se creaba en grandes
clústers. La separación de estos dos roles es de la siguiente forma:
Resource Manager que es el encargado de gestionar los recursos del clúster, y el
Aplication Master, el ciclo de vida de las aplicaciones en ejecución del clúster.
A diferencia de lo que realizaba el jobtracker, aquí cada trabajo tiene un aplication
Master dedicado.
Los tasktrackers ya no existen y ahora se han sustituido por los NodeManagers
pero con un funcionamiento un poco diferente. Ahora cuando se envía un trabajo
al nuevo resource manager, éste busca un nodo node manager para ejecutarla, en
12Single Point Of Faliure o punto único de fallo.
13Yet Another Resource Negotiator.
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este momento el node manager toma el rol de app master y libera de la carga de
gestión al resource manager. Es entonces cuando el app master busca otros node
managers para enviarles tareas y así poder realizar el trabajo.
Podría darse el caso que la tarea fuera muy grande y por lo tanto un node manager
necesitase escalarla más, entonces este repetiría el proceso anterior conviertiéndose
en un nuevo app master añadiendo otra capa de profundidad y buscando otros node
managers.
En la siguiente imagen podemos ver este nuevo funcionamiento.
Figura 3.6: Arquitectura de YARN
Como podemos ver, esta nueva arquitectura permite una escalabilidad mucho mayor
y en caso de fallo sólo se perdería una parte del progreso y no todos los trabajos
como pasaba con el jobtracker.
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Funcionamiento de YARN
A continuación veremos qué ocurre en Hadoop, con la nueva versión MapReduce v2,
cuando mandamos un trabajo. Como podemos ver en la imagen y que detallaremos
a continuación partiendo de un programa Mapreduce que se manda desde un cliente.
Figura 3.7: Cómo Hadoop ejecuta un trabajo MapReduce en YARN
1. El cliente ejecuta el trabajo de su programa MapReduce.
2. El programa debe pedir al ResourceManager una nueva aplicación.
3. El programa cliente copia los recursos necesarios en el HDFS.
4. Se envía la aplicación al ResourceManager.
5. El ResourceManager invoca un container que hará la función de MRAppMas-
ter14.
14Map Reduce Application Master
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6. El MRAppMaster inicializa el trabajo.
7. El MRAppMaster obtiene los datos de entrada y los divide en tareas de Map
y Reduce.
8. En función del número de tareas que haya obtenido, puede ejecutar las tareas
el mismo15 o solicitar al ResourceManager los recursos necesarios para asignar
estas tareas a otros nodos.
9. El MRAppMaster invoca tantos containers como haya pedido al ResourceMa-
nager, que ejecutarán la tarea bajo el rol de YarnChild.
10. Los YarnChilds obtienen los recursos necesarios para la ejecución de la tarea
del HDFS.
11. Finalmente Los YarnChilds ejecutan la tarea Map o Reduce asignada.
La obtención del progreso de los trabajos MapReduce, también es descentralizada.
Cada uno de los YarnChild envía su progreso a su MRAppMaster y es el cliente el
que se lo solicita a éste. De esta manera en caso de fallo de un MRAppMaster sólo
se pierde este trabajo y no todos los progresos y trabajos como ocurría en caso de
fallo de jobtracker.
Comportamiento en caso de fallo
Vamos a detallar lo que sucede en caso de fallo en esta nueva arquitectura.
Fallo de tarea: En este caso el comportamiento es el mismo que en MapRe-
duce1. Salvo que es el AppMaster el encargado de gestionarlo todo, en lugar
del jobtracker, disminuyendo así la carga de un único nodo.
Fallo de AplicationMaster: Si el ResourceManager detecta que un Apli-
cationMaster ha fallado a falta de latidos. El ResourceManager levanta una
nueva instancia del ApplicationMaster en un nuevo container y puede recu-
perar el estado de las tareas que ya han sido ejecutadas por el AppMaster
fallido. Esto sólo repercute en el cliente que sufre un pequeño retraso con los
progresos de su trabajo. Como podemos ver, esto es una ventaja muy grande
respecto MapReduce1 donde si éste fallaba se perdían todos los trabajos del
sistema y se tenían que volver a empezar.
Fallo de NodeManager: Si este falla va a dejar de enviar los latidos al
AppMaster y por lo tanto éste lo quitará de la lista de nodos disponibles. Y
esto implica un fallo de tarea o de AppMaster y, por lo tanto, se producirá la
recuperación descrita en las dos secciones anteriores. Un AppMaster también
tiene una lista negra de NodeManagers al igual que ocurría anteriormente con
el jobtracker de MapReduce1.
15Por defecto se considera que un trabajo es pequeño si consta de menos de 10 mappers, un
sólo reducer y con una entrada de menos tamaño que un bloque de HDFS.
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Fallo de ResourceManager: Éste es un fallo serio ya que sin él, ni los
trabajos ni los containers se pueden ejecutar. Aunque ha sido diseñado para
recuperarse de fallos gracias a que utiliza un mecanismo de guardado de su
estado de forma persistente. Después de un fallo de estas caracteristicas, un
administrador puede levantar otro ResourceManager recuperando el estado
anteriormente guardado. Aunque no es perfecto, sí que es muchísimo mejor
que la anterior arquitectura de MapReduce1.
3.1.3. Algunos ejemplos de empresas que usan Hadoop
Estas son algunas de las empresas más conocidas que utilizan Hadoop como herra-
mienta en su entorno de trabajo.
Adobe: Usan Hadoop y HBase en diferentes áreas, desde servicios sociales
hasta almacenamiento de información estructurada y procesamiento para uso
interno. Tienen alrededor de 30 nodos. Lo usan desde 2008.
Ebay: Usan Hadoop para optimización de las búsquedas así como investiga-
ción. Tienen un clúster de 532 nodos.
Facebook: Usan Hadoop para almacenar copias internas de logs y como
fuente para análisis y machine-learning. Su mayor clúster es de 1100 máquinas
con 8800 cores y sobre 12 PB de almacenamiento.
Fox Audience Network: Usan Hadoop para análisis de logs, datamining y
machine-learning. Tienen 3 clústers de 70, 40 y 30 nodos.
Last.fm: Usan Hadoop para análisis de audio a gran escala sobre millones de
canciones. Tienen un clúster de 100 nodos.
LinkedIn: Usan Hadoop para su sección People you may know. Tienen alre-
dedor de 4300 nodos.
Spotify: Utilizan Hadoop para generación de contenido, agregación de datos,
informes y análisis. Usan un clúster de 690 nodos con en total 8280 cores con
38TB de RAM y 28 PB de almacenamiento.
Telefónica Research: Usan Hadoop para data mining, multimedia y bús-
quedas en Internet. Tienen un clúster de 6 nodos con 96 cores.
Se pueden encontrar muchas más en http://wiki.apache.org/hadoop/PoweredBy
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3.2. Bases de datos Hadoop
La realización de este proyecto hace necesario un lugar de almacenamiento para
la información después de ser procesada para así asegurar su persistencia. Por lo
tanto, hemos hecho una selección, para su posterior análisis, de algunas de las
posibles bases de datos que trabajan con Hadoop. Esta primera selección ha sido
en función de si estaban relacionadas directamente con Hadoop y si trabajaban con
el sistema sin grandes modificaciones.
3.2.1. HBase
Dado que HBase ha sido la base de datos escogida para integrarla
en el proyecto, la detallaremos un poco más en profundidad que las
demás para entender mejor su funcionamiento interno. Posterior-
mente se comentarán las otras opciones y porqué éstas no han sido escogidas.
HBase es una base de datos distribuida, no relacional, open-source siguiendo el
modelo tras las BigTable de Google. El código de HBase está implementado en
Java y es parte de Hadoop, de la Apache Software Fundation y funciona encima del
HDFS proporcionando capacidades equiparables a las BigTable para el entorno de
Hadoop.
La necesidad de un sistema como HBase surge cuando se necesita acceder a BigDa-
ta aleatoriamente con lecturas/escrituras en tiempo real. El objetivo del proyecto
es el mantenimiento de tablas muy grandes (billones16 de líneas por millones de
columnas).
Algunas de las características que destacan de esta base de datos son:
Almacenamiento tolerante a fallos de grandes cantidades de datos.
Fácil interconexión mediante API’s REST a la base de datos tanto para
modificaciones como consultas.
Clases básicas para dar apoyo a tareas MapReduce y facilitar la interac-
ción con HBase, lo cual nos permite establecer fácilmente detalles como por
ejemplo cada cuántas líneas hacer una conexión a HBase.
Alta disponibilidad gracias a la tolerancia a fallos y automática recupera-
ción de estos.
Replicación a través del sistema de datos sobre el que está trabajando
(HDFS).
Fragmentación y balanceo de carga de las tablas de manera automática.
Búsquedas cercanas en tiempo real.
16Con el término billón nos referimos a mil millones (109) usando la terminología anglosajona
de la que proviene nuestra información.
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Exportación de la información, como la carga del sistema, uso de disco, satu-
ración de los nodos... a través del subsistema de metricas de Hadoop. Esto
se realiza vía Ganglia o por ficheros.
Hay que remarcar que HBase no es un sustituto directo de las bases relacionales,
ya que éste está pensado para grandes cantidades de datos y si no fuera el caso,
soluciones como una base de datos relacional SQL pueden ser mejores. Aún así, y
cada vez más, HBase ha mejorado sustancialmente su rendimiento en estos entornos.
Una prueba de la globalidad y utilidad de HBase es su uso en las grandes empresas
del sector, por ejemplo: Facebook lo usa en su plataforma de mensajería desde
2010, Yahoo! usa HBase para detectar duplicaciones de documentos en tiempo real,
Twitter utiliza HBase dentro de todo su clúster Hadoop, y entre otros usos, lo
utiliza para tener una copia de las tablas SQL para que sus ingenieros puedan
ejecutar tareas MapReduce sobre esos datos. Se pueden encontrar más detalles en
el siguiente enlace que nos muestra las empresas que hacen uso de HBase: http:
//wiki.apache.org/hadoop/Hbase/PoweredBy.
3.2.1.1. Arquitectura
Como ya hemos dicho, HBase trabaja encima del HDFS de Hadoop y por lo tanto
esta arquitectura está por encima de la ya comentada anteriormente para MapRe-
duce.
Para entender un poco mejor cómo es en HBase explicaremos primero los dos com-
ponentes principales:
HBase Master (HMaster): Es el encargado de monitorizar y gestionar
todas las instancias del clúster de RegionServers y es la interfaz para todos
cambios de los metadatos.
RegionServer: Es el responsable de servir y gestionar las regiones donde se
almacena la información, las cuales explicaremos más adelante.
Típicamente HBase se ejecuta con un HMaster y múltiples RegionServers. Normal-
mente el HMaster está situado donde está el NameNode así como los RegionServers
comparten los nodos de los Datanodes. En el caso de tener una configuración de
varios HMasters todos compiten para gestionar el clúster, y si surge cualquier pro-
blema y no puede continuar con sus funciones, el resto de HMasters compiten de
nuevo para recuperar el rol vacante y así restaurar la disponibilidad del clúster.
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A continuación podemos ver un diagrama de la arquitectura de HBase sobre Ha-
doop.
Figura 3.8: Arquitectura de HBase
Tablas en HBase
Las tablas en HBase están particionadas en múltiples regiones donde cada región
almacena un rango de las filas y éstas son asignadas por el HMaster a un Re-
gionServer. Debido a la naturaleza del sistema estas regiones no tienen porque ser
consecutivas, de esta manera se distribuye la carga.
HBase está orientado a columnas, lo cual significa que almacena la información por
columnas en lugar de por filas. Esto contribuye a que ciertos patrones de acceso a
los datos sean mucho menos costosos de lo que podrían ser con sistemas de bases
de datos relacionales orientados a filas. Por ejemplo, en HBase si no hay datos para
una column family dada, no almacena absolutamente nada, donde la mayoría de las
bases de datos relacionales almacenarían valores nulos de forma explícita.
Las column families, son agrupaciones de columnas que nos permiten un almace-
namiento inteligente de los datos para así facilitar la obtención de estos que estén
relacionados dentro de la misma familia, es decir, cuando obtienes datos en HBase,
puedes filtrar los resultados por las column families que necesites porque, como
hemos dicho, pueden haber millones de columnas en una sola fila. Esto HBase lo
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hace de manera eficiente ya que cuando distribuye las regiones, procura que los
cortes que realiza para distribución entre los RegionServers respete la agrupación
por familias y así favorecer este tipo de búsquedas.
HBase obtiene gran parte de su potencial a través de un buen diseño de la clave de
una fila. Por lo que es sumamente importante, al igual que con las column family,
que el diseño de nuestros datos esté orientado a un uso más eficiente de HBase.
HBase almacena las filas por orden alfabético de la key, por lo tanto si por ejemplo
queremos hacer consultas que obtienen grandes cantidades de datos consecutivos,
es interesante que esta key los mantenga de esta manera ordenados. Ya que, de esta
forma, podrá hacer uso de dicha distribución para obtener los datos en forma de
bloque y evitar así excesivas comunicaciones con HMaster. [3]
Figura 3.9: Consecuencias del diseño de la Key en HBase
Como podemos observar en este gráfico, una correcta distribución de la información
que contiene la key puede modificar notablemente el rendimiento de HBase. Vemos
cómo una clave con un diseño secuencial no proporciona gran rendimiento para
lecturas secuenciales a costa de perder rendimiento en las escrituras. Ya que estás
escriben secuencialmente los RegionsServers sin permitir la escritura paralela de los
datos.
En el caso opuesto, nos encontramos con una distribución aleatoria de la key, ya
sea mediante un Hash u otras herramientas. Esto nos permite que el rendimiento
de las escrituras sea óptimo ya que favorecemos la paralelización de los procesos
de escritura en las diferentes regiones y por consecuencia directa diferentes Region-
Servers. Por contra, perdemos la secuencialidad de los datos y en caso de querer
recuperarlos de forma secuencial, éstos están distribuidos de tal forma que hay que
buscarlos individualmente en lugar de poder obtener grandes bloques de datos.
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Esto nos demuestra que el diseño de la key condiciona mucho el rendimiento de
HBase, y que por lo tanto hay que realizar un diseño de esta adecuado, lo máximo
posible, a nuestras necesidades.
Una celda de una columna en Hbase, está compuesta por tres valores de una tupla,
{Row, Column, Version}. El campo versión, es representado por un valor tipo long
correspondiente a la fecha de inserción. Esto permite a HBase la funcionalidad
de soportar versiones. Estas se producen a nivel de celda, es decir, que podemos
tener una fila con uno de sus campos el cual ha sido modificado varias veces y nos
permite saber exactamente que hubo antes en esa celda así como en qué momento
se modificó.
Para ganar en eficiencia estas inserciones se producen de manera descendente, al
igual que con la key, de manera que el primer valor que se encuentra de una celda,
es el último valor de ésta. Obviamente se puede configurar cuantas versiones se
desea que almacene HBase y todo ello repercutirá directamente en el número de
campos almacenados. Aún así, como simplemente se guarda la versión de uno de
los campos, este sobrecoste es mínimo. De esta manera, en HBase no existen los
updates, simplemente hay inserts y dependiendo del nivel de versiones que se desea
mantener se parecerá más a un update o no. Esto permite gran eficiencia ya que no
se debe preocupar de encontrar el dato o no, y además gracias al funcionamiento de
HBase, como hemos dicho antes, no es necesario que todas las filas tengan el mismo
número de columnas ni valores.
Si juntamos la selección de la key apropiada, con el tema de las versiones, vemos que
tenemos que tener especial cuidado al seleccionar dicha key ya que, sino, estaremos
modificando un registro en lugar de estar haciendo una inserción de una nueva línea.
HBase utiliza además ZooKeeper, que es un servicio de para mantener la configu-
ración y la sincronización distribuida de servicios, para gestionar la asignación de
regiones. Gracias a esto, HBase es capaz de recuperarse de fallos de RegionServers
mediante la carga de las regiones que éste contenía en otros RegionsServers fun-
cionales manteniendo así la alta disponibilidad del sistema y la replicación definida
para los datos.
3.2.1.2. RegionServer
Vamos a entrar un poco más en detalle sobre el funcionamiento de los RegionServers,
detallaremos cómo se asignan éstos, dónde y cómo se guardan las regiones en cada
uno de los nodos.
Asignación
Para arrancar los RegionServers, se producen una serie de pasos para que todo
funcione correctamente.
1. El máster invoca al Manager de asignaciones para que arranque.
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2. El Manager de asignaciones mira los asignaciones de regiones en el fichero
META.
3. Si el RegionServer está operativo, la asignación se mantiene y no se produce
ningún cambio.
4. Si la asignación es inválida, se invoca al Balanceador que asigna esta región a
otro RegionServer que es seleccionado de manera aleatoria.
5. El fichero de META, si es necesario, es actualizado con la nueva asignación.
¿Pero qué ocurre si un RegionServer falla?
1. Las regiones inmediatamente se vuelven inaccesibles porque el RegionServer
ha caído.
2. El máster detecta este fallo.
3. La asignación de esas regiones se consideran inválidas y se vuelven a asignar
siguiendo el procedimiento descrito encima para arrancar.
Como podemos ver, no importa quién lleve qué regiones, el sistema es distribuido
y cualquiera de los RegionServers puede llevar cualquier región. Además, periódi-
camente, cuando el sistema no está moviendo regiones y está inactivo se ejecuta un
Balanceador encargado de mover regiones para repartir la carga del clúster.
Localidad
Hemos visto cómo somos tolerantes a caídas de los RegionServers, ahora veremos
cómo funciona el almacenamiento de regiones para ser tolerante a pérdidas de re-
giones.
Esta seguridad es gracias al funcionamiento de HDFS, y es éste el que se encarga
de mantenerlo. Por lo tanto, el nivel de replicación vendrá dado por la configura-
ción en el HDFS. Explicamos cómo y dónde se guardan las regiones explicando el
funcionamiento cuando se guarda una nueva:
1. La primera copia se guarda en el propio RegionServer.
2. La segunda copia se almacena aleatoriamente en otro rack.
3. La tercera copia se almacena en el mismo rack que el segundo pero en un nodo
diferente escogido aleatoriamente.
4. Todo el resto de copias se almacenan aleatoriamente en nodos del clúster.
Como podemos ver, la distribución de las diferentes copias intenta minimizar la
posibilidad de que dos regiones se corrompan a la vez.
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3.2.2. Otras Bases de datos
3.2.2.1. Cassandra
Cassandra es una de las bases de datos no-SQL que mejor rendi-
miento proporciona. Está escrita en Java, distribuida y basada en
un modelo de almacenamiento clave-valor. Está preparada, como
HBase, para trabajar con grandes volúmenes de datos de forma
distribuida y está perfectamente integrada con Hadoop, ya que ha sido desarrollada
por la Apache Software Fundation. Su objetivo principal es la escalabilidad y la
disponibilidad.
Cassandra comparte la arquitectura diseñada para HBase pero de forma adicional
usa un hashing uniforme, lo cual la prepara para AP (Availability & Partition tole-
rance) mientras que HBase tiende hacia CP (Consistency & Partition tolerance)17.
Uno de sus puntos fuertes respecto a HBase es que ésta está especialmente diseñada
para ofrecer grandes velocidades de escritura, así que, por ejemplo, uno de sus usos
más habituales es el almacenamiento en tiempo real de líneas de log.
Figura 3.10: Comparativa del throughput de las tres bases de datos
17El Teorema de CAP establece que es imposible para un sistema de computación distribuida
garantizar simultáneamente: consistencia, disponibilidad y tolerancia a fallos. Según el teorema
no se pueden tener más de dos de dichas propiedades
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La razón por la cual no ha sido la base de datos escogida es que, a pesar de su
rápida escritura, en las lecturas es mejor HBase y, dado que en nuestro sistema las
escrituras sólo se realizan de forma puntual, su uso principal van a ser las lecturas
de datos tanto para el posterior procesamiento con algoritmos de Data Mining como
para consultas puntuales.
Un ejemplo de uso de Cassandra, es Twitter, un sistema donde se generan millones
de datos por segundo y estos deben ser almacenados.
3.2.2.2. MongoDB
MongoDB es un sistema de Bases de datos no-
SQL, multiplataforma y orientado a documentos.
El nombre de MongoDB proviene de la palabra
inglesa humongous que significa enorme. Ésta es
de código abierto y está escrita en C++. Las estructura de datos consta de docu-
mentos BSON que son unos documentos tipo JSON con un esquema dinámico.
Fue desarrollada por la compañía de software 10gen y actualmente es utilizada por
empresas como Cisco, McAfee, foursquare...
Esta base de datos ha quedado descartada dado que aunque se muestre como al-
ternativa a las otras Bases de datos, no cumple las expectativas de rendimiento e
integración con el sistema Hadoop.
3.2.2.3. Hive
Hive nos provee de facilidades de data warehousing sobre un clús-
ter Hadoop existente. Además proporciona una interfaz similar a
SQL, cosa que facilita su uso a los que provengan de un entrono
SQL. Hive permite mapear las tablas existentes en HBase y ope-
rar con ellas. Por lo tanto sería una buena capa por encima para
trabajar con HBase dado que el lenguaje HiveQL (lenguaje usado por Hive) se
convierte implicitamente en tareas MapReduce.
Esta Base de Datos fue desarrollada inicialmente por Facebook, aunque actualmente
esta siendo usada y desarrollada por otras compañías como Netflix. Amazon man-
tiene una versión paralela que esta incluida en sus Amazon Web Services (AWS)
como EC2.
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3.3. Frameworks sobre Hadoop
3.3.1. Ambari
Ambari es un proyecto de Apache, cuya finalidad es fa-
cilitar la tareas que permiten al usuario gestionar, mo-
nitorizar e instalar clústers de Hadoop. Ambari proporciona una manera sencilla de
gestionar mediante una interfaz web y sus API’s RESTFULL un clúster Hadoop.
Las facilidades que proporciona a los administradores de sistemas son las siguientes:
Instalación paso a paso de los servicios de Hadoop en un número ilimitado de
máquinas.
Configuración distribuida para el clúster de todos los servicios de Hadoop.
Gestión centralizada para arrancar, detener o reconfigurar los servicios Ha-
doop en todo el clúster.
Panel de Control para monitorizar el estado así como la disponibilidad del
clúster Hadoop.
Métricas de monitorización con servicios Ganglia.
Alertas de sistema y envío de correos mediante el sistema Nagios cuando es
necesario, por ejemplo, cuando un nodo no responde, cuando la situación del
espacio en disco es crítica, cuando un de los nodos deja de ofrecer un servicio...
Gracias a las funcionalidades RESTFULL que proporciona, facilita la integración
con otras aplicaciones que quieran hacer uso del clúster.
La razón por la que no se ha seleccionado en favor de Cloudera Manager, es por-
que este último proporciona muchas más funcionalidades de las arriba comentadas,
integra con otros servicios directamente y además, da la posibilidad de contratar
suscripciones de pago para soporte técnico así como los otros servicios comentados
en el sección de Cloudera. Además, a pesar de proporcionar herramientas para la
integración de otros servicios, no siempre es un paso sencillo, en cambio Cloudera
cubre esa necesidad al incorporar dichos servicios en su paquete de instalación.
3.3.2. HUE
HUE es una interfaz Web que da soporte a Apa-
che Hadoop y su ecosistema, está licenciado bajo la
Apache License 2.0. Reconoce los componentes de
Hadoop más comunes y los agrega en una única interfaz para facilitar la experiencia
de usuario tanto a nivel de funcionalidad, como de usabilidad y de visualización.
Permite a un usuario utilizar Hadoop sin tener que preocuparse de la complejidad
interna ni de tener que usar la línea de comandos.
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Entre las aplicaciones que tiene destacan las siguientes:
Explorador de archivos de HDFS.
Job Browser para gestionar y visualizar tareas de MapReduce y Yarn.
Explorador de la base de datos HBase
Editores de consultas para Apache Hive, Apache Pig e Impala.
Editor y gestión de Apache Oozie.
Explorador Apache ZooKeeper.
Job Designer para crear tareas MapReduce.
Oozie App para enviar y monitorizar cadenas de trabajo.
DB Query editor para consultas PostGres, MySQL, SQlite y Oracle.
Figura 3.11: Interfaz HUE
A continuación detallamos un poco más las funcionalidades que consideramos más
beneficiosas para el proyecto:
Job Browser
Esta funcionalidad nos permite ver de manera gráfica los trabajos del clúster, tanto
los completados como los que se están ejecutando o pendientes. Nos proporciona la
información de cada trabajo, donde podemos ver su nombre, estado, porcentaje de
Map, porcentaje de Reduce, usuario, fecha de ejecución, etc. Además nos ofrece la
posibilidad de cancelar el trabajo, filtrar el listado por usuario, nombre o estado.
También permite acceder a una vista más detallada de la información de cada
trabajo en particular (logs, outputs, configuración, etc.).
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Podemos ver su interfaz a continuación:
Figura 3.12: Interfaz HUE - Job Browser
HBase Browser
Esta funcionalidad nos facilita el acceso y la interacción con la base de datos HBase.
Podemos filtrar la salida en función de las families, eliminar registros de cualquier
línea, modificar sus datos.
Su mayor punto fuerte es la incorporación de un campo de búsqueda avanzado que
nos permite realizar consultas a la base de datos de forma muy eficaz y sin necesidad
de acceso por línea de comandos.
Figura 3.13: Interfaz HUE - HBase Browser
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HDFS Browser
Esta funcionalidad nos permite interactuar con el sistema de ficheros HDFS de una
forma cómoda y sencilla. Las funcionalidades que permite son las siguientes:
Navegación por el sistema de ficheros.
Búsqueda de archivos por nombre.
Modificación de nombre y permisos de los ficheros.
Creación y eliminación de directorios y archivos.
Subir archivos a HDFS.
Copiar o mover los archivos.
Descarga de documentos.
Sistema de papeleras por usuarios.
Figura 3.14: Interfaz HUE - HDFS Browser
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Oozie App
Oozie es un planificador de flujos de trabajos de Apache que permite gestionar
trabajos para Hadoop. Esta App nos da la posibilidad de encadenar varios trabajos
de diferentes tipos (MapReduce, Java, Shell, Pig, Hive...), así como de programar
su ejecución, ya sea periódica o puntual. Los trabajos pueden ser parametrizados.
Esta funcionalidad nos permite tener configurados ciertos trabajos para Hadoop que
posteriormente pueden ser ejecutados por usuarios que no tienen porqué conocer su
implementación.
Figura 3.15: Interfaz HUE - Oozie App
3.3.3. Cloudera Distribution Incuding Apache Hadoop (CDH)
Coudera Inc. es una compañia americana que proporcio-
na software basado en Apache Hadoop, soporte y servicios
para usuarios empresariales. Las distribuciones de Apache
Hadoop que utiliza son open-source. Aseguran que más del 50% de los beneficios que
ganan están destinados a donativos para varios proyectos open-source con licencia
Apache como son Hive, HBase, Avro...
La compañía fue fundada por expertos en BigData: Jeff Hammerbacher (Facebook),
Christophe Bisciglia (Google) y Amr Awadallah (Yahoo!) junto con Mike Olson
(ejecutivo de Oracle), y su misión es la de proporcionar el potencial de Hadoop,
MapReduce y almacenamiento distribuido a toda clase de empresas.
Ofrece diferentes productos y servicios en tres soluciones diferentes:
Cloudera Enterprise Incluye CDH y una suscripción anual por nodo a
Cloudera Manager, además del soporte técnico.
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Cloudera Expres Incluye CDH y una versión de Cloudera Manager con
funcionalidades para las empresas como deshacer actualizaciones, copias de
seguridad y recuperación en caso de que el sistema falle por completo.
CDH y Cloudera Manager, ésta es una versión limitada y gratuita que
incluye el software básico de Cloudera sin soporte técnico.
Una de las grandes ventajas del CDH es la facilidad de configuración respecto a la
distribución oficial de Hadoop. Mediante una interfaz Web podemos ir seleccionan-
do los servicios que queremos incluir en nuestro clúster, así como la distribución de
ellos entre los diferentes nodos. CDH se encarga de mantener el clúster actualizado,
así como de replicar y mantener todas las configuraciones entre los nodos. Facili-
ta el redimensionamiento tanto del clúster como de la asignación de los servicios
asociados. Además dispone de Cloudera Manager que proporciona herramientas de
monitorización y configuración sobre el clúster siempre desde el entorno Web. Algu-
nos de los servicios Hadoop que integra son: Hive, Impala, Pig, HBase, MapReduce,
Yarn, HUE, Zookeeper...
Alternativas
El ecosistema de Hadoop es rico en aplicaciones y la integración de todas ellas
no siempre es sencilla. Por eso mismo, ciertas empresas han elaborado sus propias
soluciones que incorporan el ecosistema de Hadoop y permiten una sencilla y rápida
configuración de los servicios. Como alternativa a Cloudera existen otras soluciones
como Hortonworks y MapR.
Hortonworks fue fundada en 2011 gracias a una aportación de 23 millones de dólares
de Yahoo! y otras aportaciones. Para más información podemos consultar su web
oficial http://www.hortonworks.com.
MapR entró en el mercado en 2011 y, como aspecto destacable, resaltar que ha sido
seleccionada por Amazon como plataforma para su servicio Elastic MapReduce
(EMR). Toda la información se puede encontrar en su web oficial http://www.
mapr.com.
Estos entornos ofrecen funcionalidades muy similares a las otorgadas por Cloudera,
por lo que no entraremos en detalle sobre su contenido.
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3.4. Resumen
Como resultado del análisis realizado se han escogido las siguientes tecnologías,
paradigmas y frameworks para la implementación del proyecto:
1. MapReduce: debido a que la especificación del proyecto radica en el uso de
esta tecnología.
2. HDFS: incorporado en Hadoop y utilizado debido a la necesidad de un sis-
tema de ficheros compatible y distribuido.
3. HBase: debido a la facilidad de integración con Hadoop y su mayor rendi-
miento respecto a otras. Además, se ajusta mejor para nuestras necesidades
de pocas escrituras y repetidas lecturas sin modificaciones.
4. Cloudera: integra todos los servicios que necesitamos como HBase, Hue,
JobDesigner, etc. Y tiene un buen sistema de monitorización y gestión del
clúster.
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4 | Especificación y diseño
Este capítulo mira de responder a la pregunta “¿Qué tiene que hacer la aplicación?”.
Dado que este proyecto no pertenece a la rama de desarrollo sino que más bien es
un proyecto de investigación sobre las herramientas Hadoop para el procesamiento
de logs. Por esta razón en esta sección no se ha entrado en gran detalle. Todo y
con ello se describen los casos de uso, así como el modelo conceptual. En cuanto
a la arquitectura, dado que es una aplicación que funciona en Hadoop, sigue la
arquitectura anteriormente comentada en la sección Hadoop y HBase del capítulo
de Tecnologías, se mostrará cómo queda todo el conjunto integrado.
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4.1. Casos de uso
En esta sección se presentan el conjunto de soluciones que describen de qué manera
los usuarios interactuan con el sistema para cumplimentar todos los objetivos y
satisfacer las necesidades descritas en el análisis de requisitos.
4.1.1. Crear Procesamiento de log
Figura 4.1: Diagrama del caso de uso Crear un Procesamiento de log
Descripción
Permite al usuario crear una nueva tarea en Hadoop para iniciar un procesamiento
de log. El usuario podrá seleccionar la opción de crear una nueva tarea, una vez
seleccionada, tendrá que parametrizarla correctamente y posteriormente podrá ini-
ciarla. Al finalizar, el usuario habrá creado, parametrizado e iniciado un PL y estará
en una ventana de información de dicha tarea.
Precondición
El usuario tiene los permisos necesarios para crear un nuevo PL.
El sistema Hadoop así como todos sus componentes están operativos.
El usuario está en la sección de creación de tareas.
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Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario selecciona la opción para
crear una nueva tarea.
2 - El sistema muestra al usuario una
ventana donde parametrizar la tarea.
3 - Se incluye el caso de uso “Parametri-
zar el procesamiento del log”
4 - Se incluye el caso de uso “Iniciar el
procesamiento del log”
5 - El sistema redirige al usuario a una
ventana para observar el progreso de la
tarea.
8 - El usuario puede ver diferentes op-
ciones para su tarea.
Tabla 4.1: Caso de uso - Crear procesamiento de log
Flujo Alternativo
2, 3, 4 - El usuario cancela el proceso en cualquiera de estos momentos y, por lo
tanto, el sistema deshace todos los cambios. El sistema tiene el mismo estado que
antes de comenzar este caso de uso. El usuario es redirigido a la pantalla anterior,
justo antes de iniciar el procesamiento de log.
Postcondición
Hay una nueva tarea de PL en la cola de ejecución en el sistema con los parámetros
configurados por el usuario anteriormente. Y el usuario se encuentra en una ventana
con su tarea en ejecución con diferentes informaciones.
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4.1.1.1. Parametrizar el procesamiento del log
Descripción
Permite al usuario parametrizar el PL viniendo del caso de uso Crear Procesamiento
de log . Le permite seleccionar el archivo de log qué quiere procesar, cuál es el tipo
del log, establecer la prioridad, programación de cuándo querrá iniciar la tarea y
el método de aviso al terminar la tarea, además se permite configurar cualquier
parámetro de la tarea para Hadoop.
Precondición
El usuario tiene los permisos para crear un procesamiento de log.
El usuario está en la pantalla de parametrización.
Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario especifica el archivo de log
al sistema.
2 - El sistema verifica que la ruta del
archivo es correcta
3 - El usuario puede seleccionar la prio-
ridad que le quiere dar al procesamiento.
4 - El usuario puede especificar otras
configuraciones de Hadoop para este
procesamiento.
5 - El usuario indica al sistema cuándo
quiere comenzar su tarea.
6 - El usuario especifica como quiere ser
avisado cuando la tarea de PL termine.
7 - El sistema verifica que los datos in-
troducidos son correctos.
8 - El usuario confirma la tarea.
Tabla 4.2: Caso de uso - Parametrizar el procesamiento del log
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Flujo Alternativo
2 - El sistema detecta que la ruta es incorrecta y a continuación muestra un mensaje
del error al usuario no le permitiéndole continuar con la ejecución.
7 - El sistema detecta que los datos introducidos no son correctos y muestra un
error de ello. No permite continuar al usuario hasta que este haya sido solucionado.
1, 3, 4, 5, 6, 8 - El usuario cancela el proceso en cualquiera de estos momen-
tos y, por lo tanto, el sistema deshace todos los cambios. El sistema tiene el mismo
estado que antes de comenzar el caso de uso. El usuario es redirigido a la pantalla
anterior.
Postcondición
La tarea de PL está parametrizada y todos los valores son correctos.
4.1.1.2. Iniciar el procesamiento del log
Descripción
Se permite al usuario iniciar una tarea de PL correctamente parametrizada. Ya sea
seleccionando una de la lista de tareas anteriormente configuradas o bien la actual.
Precondición
La tarea de PL está correctamente parametrizada.
Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario selecciona la opción que
permite iniciar una tarea de PL ya con-
figurada. Esta puede ser la actual o una
de la lista.
2 - El sistema pone la tarea en el estado
de ejecución a la espera de poder proce-
sarla o bien esperando el inicio progra-
mado.
Tabla 4.3: Caso de uso - Iniciar el procesamiento del log
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Flujo Alternativo
1 - El usuario cancela el proceso en este momento y como consecuencia, el sistema
deshace todos los cambios. El sistema tiene el mismo estado que antes de comenzar
el caso de uso Crear Procesamiento de log .
2 - El sistema no es capaz de iniciar el PL e informa de ello al usuario.
Postcondición
La tarea de PL está en estado de ejecución a la espera de poder procesarla o bien
esperando el inicio programado.
4.1.2. Listar los procesamientos de log
Figura 4.2: Diagrama del caso de uso Listar los procesamientos de log
Descripción
Permite a un usuario listar todas las tareas de PL que están o han estado en el
sistema. También permite al usuario ver el estado e información adicional de cada
una de ellas.
Precondición
El usuario tiene permisos para listar las tareas.
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Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario selecciona del menú la op-
ción de listar las tareas de PL.
2 - El sistema muestra al usuario una
nueva pantalla con la lista de las tareas
de PL.
3 - El usuario puede ver el estado de cada
una de las tareas así como seleccionarla
para ver más información.
Tabla 4.4: Caso de uso - Listar los procesamientos de log
Flujo Alternativo
El usuario puede volver a la pantalla principal en cualquier momento.
Postcondición
El usuario puede ver el listado de las tareas de PL ejecutadas en Hadoop así como
ver información detallada sobre una de ellas.
4.1.2.1. Obtener los resultados de un procesamiento de log
Descripción
El usuario puede descargar los resultados de una tarea de PL que ya haya termi-
nado su ejecución. Para ello tiene que dirigirse al lugar donde se ha almacenado el
resultado (se especifica en la etapa de parametrización) mediante un visualizador
del sistema de ficheros.
Precondición
El usuario tiene permisos para entrar en el sistema.
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Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario, en la ventana del listado
de tareas, selecciona la que quiere ver los
resultados.
2 - El sistema redirige al usuario a la vis-
ta para ver la información de una tarea.
3 - El usuario, obtiene la ruta donde se
han almacenado los resultados.
4 - El usuario, se dirige a la ruta del fi-
chero a través del visor del sistema de
ficheros.
5 - El sistema muestra una parte de los
resultados, y permite la opción de des-
cargar dichos resultados.
6 - El usuario selecciona la opción para
descargar los datos.
7 - El sistema envía los resultados al
usuario.
Tabla 4.5: Caso de uso - Obtener los resultados de un procesamiento de log
Flujo Alternativo
1, 3, 4, 6 - El usuario cancela el proceso en cualquiera de estos momentos y, por lo
tanto, el sistema deshace todos los cambios. El sistema tiene el mismo estado que
antes de comenzar el caso de uso.
Postcondición
El usuario ha descargado los resultados de un procesamiento de log.
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4.1.2.2. Detener una tarea de procesamiento de log
Descripción
El usuario, cuando una tarea todavía no se ha completado, puede detenerla y,
entonces el sistema anulará el proceso en caso de que esté en ejecución o bien lo
sacará de la cola de ejecución en caso de que no se haya ejecutado. Para ello lo
seleccionará de la lista de tareas en cola y seleccionará la opción de eliminarla. Una
vez detenida, se mostrara en el sistema como tal.
Precondición
Este caso de uso sólo se puede ejecutar si provenimos del caso de uso Listar
los procesamientos de log .
La tarea que se quiere detener no ha terminado.
Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario, en la ventana del listado
de los procesamientos de log, selecciona
una tarea inacabada para detener su eje-
cución.
2 - El sistema advierte al usuario que
esta acción no es reversible y si quiere
continuar.
3 - El usuario confirma la detención de
la tarea de PL.
4 - El sistema detiene la tarea de PL y
la saca de la cola de ejecución.
5 - El sistema muestra la tarea en la lista
marcándola como ejecución cancelada.
6 - El usuario puede ver la su tarea can-
celada.
Tabla 4.6: Caso de uso - Detener una tarea de procesamiento de log
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Flujo Alternativo
2 - El sistema muestra un mensaje de error al usuario advirtiéndole que no es po-
sible detener esa tarea de PL y regresa al inicio del caso de uso.
3 - El usuario decide no detener la tarea. El sistema no detiene la tarea y re-
gresa al inicio del caso de uso.
4 - El sistema no ha podido detener la tarea de PL, notifica al usuario de tal
hecho y regresa al inicio del caso de uso.
1, 3 - El usuario cancela el proceso en cualquiera de estos momentos y, por lo
tanto, el sistema deshace todos los cambios. El sistema tiene el mismo estado que
antes de comenzar el caso de uso.
Postcondición
La tarea seleccionada por el usuario se ha detenido, ya no está en la lista de tareas
de PL en ejecución y aparece marcada como eliminada.
4.1.2.3. Exportar el resultado de un proceasamiento de log
Descripción
El usuario puede exportar el resultado de un PL a una Base de Datos para su pos-
terior uso con otras herramientas. Sólo se puede realizar esta acción en el momento
de la parametrización de la tarea PL, donde se configurará para que el resultado
quede en la base de datos.
Precondición
El usuario tiene permiso para poder exportar un PL.
El usuario se encuentra en el caso de uso Parametrizar el procesamiento del
log .
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Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario, estando en la ventana de
parametrización, configura la tarea pa-
ra que deje sus resultados en la base de
datos.
2 - El sistema comprueba que todos los
datos son correctos.
3 - El usuario puede ver la configuración.
Tabla 4.7: Caso de uso - Exportar el resultado de un proceasamiento de log
Flujo Alternativo
1 - El usuario decide que ya no quiere dejar los resultados en base de datos y por
lo tanto retorna al principio del caso de uso.
2 - El sistema detecta que los datos introducidos no son correctos, notifica al usua-
rio y lo retorna al punto 1.
3 - El usuario decide que ya no quiere dejar los resultados en base de datos y
deshace los cambios introducidos anteriormente volviendo al estado anterior.
Postcondición
Se ha realizado la exportación a la Base de Datos con los parámetros introducidos
por el usuario de la tarea de PL.
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4.1.3. Monitorizar Hadoop
Figura 4.3: Diagrama del caso de uso Monitorizar Hadoop
Descripción
El sistema permite al usuario ver en todo momento la monitorización de Hadoop.
Esta monitorización incluye datos de sistema como uso de CPU, uso de Memoria,
Entrada/salida de disco, etc. La monitorización se extiende a todos los componentes
de Hadoop.
Precondición
El usuario tiene permiso para poder visualizar la monitorización de Hadoop.
Flujo Principal
Acción del actor Respuesta del sistema
1 - El usuario, se dirige a la sección de
monitorización de Hadoop.
2 - El sistema carga toda la información
de la monitorización de Hadoop.
3 - El usuario puede ver toda la monito-
rización de Hadoop.
Tabla 4.8: Caso de uso - Monitorizar Hadoop
Flujo Alternativo
En cualquier momento el usuario puede volver a la pantalla anterior.
Postcondición
El usuario ve la monitorización del sistema Hadoop.
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4.2. Modelo conceptual
En esta sección detallaremos el modelo conceptual de la aplicación. Como bien he-
mos dicho al principio del capítulo, no entraremos en muchos detalles. Destacaremos
las funciones que nos van a permitir de manera sencilla poder leer cualquier tipo de





























Figura 4.4: Diagrama UML de la aplicación
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4.3. Desacoplamiento de las clases
El mundo que nos rodea está lleno de registros de logs y, obviamente, no todos
ellos son iguales. Como ya hemos ido comentando a lo largo de esta memoria, la
aplicación debe ser capaz de leer diferentes tipos de logs, pero ésto no se limita
únicamente a los implementados en el proyecto, sino que la aplicación debe ser
extensible para diferentes formatos. No sirve de nada si en un futuro se tiene que
procesar un nuevo formato de log, se deba rehacer toda la aplicación o tener que mo-
dificar funcionalidades del núcleo o realizar parches para poder soportar los nuevos
formatos.
Por estos motivos, se debe realizar una aplicación donde la funcionalidad o núcleo
de la aplicación permanezca inalterado y sean las clases dependientes del log las
que se modifiquen. Para realizar los mínimos cambios necesarios, se realizarán unas
clases abstractas que en caso de querer procesar un nuevo tipo de log, simplemente
se tenga que extender de ellas e implementar las funciones abstractas que contienen
para que la aplicación siga funcionando correctamente. Éstas son las clases Generic
que se pueden ver en el anterior diagrama UML. A continuación se explican estas
clases, qué funciones se deberán reimplementar y qué funcionalidad deben tener
para el funcionamiento correcto de la aplicación y, lo más importante, conseguir el
desacoplamiento necesario.
Éstas son las funciones que permitirán a la aplicación pueda incorporar fácilmente
diferentes tipos de logs.
LogLineDAOGeneric
Ésta es la clase necesaria si queremos escribir en base de datos, como es lógico,
sólo es necesaria en caso de querer escribir en base de datos y sólo tiene una
función obligatoria que explicamos a continuación.
getTableName()
Esto es debido a que HBase necesita saber antes de comenzar las tareas
MapReduce cuál va a ser el nombre de la tabla para configurar los tra-
bajos. Por lo tanto, esta funcionalidad abstracta permitirá obtener dicha
información cuando implementemos los DAOs de los diferentes tipos de
log.
LogLineGeneric
Ésta es la clase principal del log, deberá contener toda la lógica del log, así
como los atributos o funciones intermedias que se necesiten, por ejemplo,
transformar la fecha a otro formato o agrupar distinta información, etc. Las
únicas funciones necesarias para el correcto funcionamiento de la aplicación
son las siguientes.
isValidLine()
Esta función permitirá a la función de map saber si una línea es válida,
es decir, si debe ser mappeada o por el contrario eliminada. Con esto, se
permitirá hacer la limpieza de líneas.
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isSameGroup()
Esta función precede a la siguiente y sirve para saber si una línea perte-
nece al mismo grupo que otra. Por ejemplo, si tenemos una entrada del
registro de log y queremos saber si otra pertenece a la misma sesión.
addToSomeGroup()
Esta función permite añadir una línea a otro grupo. Como no todas las
inclusiones se realizan del mismo modo, esta función permite seleccionar
esta inclusión. Por ejemplo, para una misma petición de un cliente a una
web, muchas veces se obtienen varias peticiones que descargan varias
imágenes de la web. Esto permite añadir sólo las imágenes sin replicar el
resto de información casi idéntica.
getMapperKey()
Cuando queremos mapear la información para ya enviarla al reducer, ésta
necesita de una clave, como es obvio, esta clave es diferente según el log,
es decir, permite obtener la clave según el tipo de log.
LogLineGenericParser
Para facilitar la posibilidad de procesar diferentes tipos de log, esta clase tiene
diferentes atributos con los que parsear campos específicos, por ejemplo IPs,
URLs, números, etc.
La razón por la que no está incluida en la clase LogLineGeneric es porque de
esta forma se puede, por ejemplo, procesar diferentes tipos de log de un mismo
tipo (por ejemplo Apache) pero que vienen de dos servidores distintos y siguen
un formato diferente. Ésto hace que no se tenga que reimplementar toda la
clase LogLineGeneric ya que ésta se puede aprovechar, todos los campos serán
iguales pero la única diferencia es que están en un orden distinto del log.
getPattern()
Esta función permite obtener el patrón que servirá para parsear una línea
de log. Habrá que implementarla por cada log diferente que se quiera leer.
DomainController
setLogLineClass()
Debido a que Hadoop se ejecuta de manera distribuida, cuando se ejecuta
por ejemplo los Maps éstos no tienen porque compartir la JVM11, por
lo tanto, no siempre podemos beneficiarnos de una clase singleton. Esto
hace necesario esta función que permite configurar al controlador y saber
qué tipo de logs se están procesando. Esto es gracias a que en el momento
de planificación de las tareas, se puede pasar información a cada una de
ellas mediante una configuración.
getNewLogLineGeneric()
Esta función retorna una LineLogGeneric, que como el controlador ya
está configurado con la función anterior, sabe qué tipo tiene que devolver
permitiendo así la abstracción necesaria.
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getNewLogLineParserGeneric()
Esta función retorna una LineLogParserGeneric, que tal y como ocurre
en el caso anterior permite la abstracción necesaria.
createLineFromResult()
Esta función retorna una LineLogGeneric a partir de la clase Result, que
es el resultado de una registro obtenido de la base de datos. Como en el
caso anterior el controlador ya está configurado para tener la abstracción
necesaria.
getPutLogLine()
Esta función obtiene una clase Put que es el tipo de clase que necesita
HBase para insertar en su base de datos y como en todas estas funciones
sirve para mantener la abstracción necesaria.
En la sección de Implementación podremos ver como se han implementado y que
diferencias tienen entre los distintos tipos de logs.
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4.4. Arquitectura
En la siguiente imagen podemos ver de forma global los componentes de Hadoop
que se van a utilizar, cómo se comunican, tanto internamente como con nuestra
aplicación.
Figura 4.5: Arquitectura de Hadoop, HBase y HDFS con la Aplicación
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5 | Implementación
En este capítulo mostraremos las partes más relevantes del proceso de implemen-
tación intentando poner el mínimo código posible para no hacer muy pesada su
lectura. Antes dedicaremos un apartado a las diferentes herramientas utilizadas que
han ayudado al desarrollo del proyecto.
5.1. Herramientas utilizadas
Para desarrollar el proyecto, se han utilizado herramientas y servicios que faciliten
su elaboración desde cualquier estación de trabajo que tuviese el software.
5.1.1. Lenguajes
En esta sección hablaremos sobre los lenguajes utilizados para la realización del
proyecto.
Java1 es el lenguaje que se ha utilizado para la implementación de la aplicación
Hadoop. Inicialmente, se probó también Python2, pero después de hacer unas pe-
queñas pruebas, se observó que el rendimiento sobre Hadoop era muy superior en
Java. Por eso se tomó la decisión de descartar Python.
Para la realización de esta memoria, se optó por usar LaTeX, ya que está pensa-
do para la creación de libros, documentos científicos, técnicos... y da una calidad
superior. Tiene el inconveniente que la curva de aprendizaje es mayor que otras
herramientas de edición de documentos pero los beneficios obtenidos merecen el
esfuerzo.
Otro de los lenguajes necesarios, fue XML, que es un lenguaje de marcas utilizado
para almacenar información de forma legible. En este proyecto fue necesario porque
los archivos de configuración de Hadoop lo utilizan.
1Java es un lenguaje de programación orientado a objetos que fue diseñado específicamente
para tener tan pocas dependencias como fuera posible.
2Python es un lenguaje de programación interpretado cuya filosofía hace hincapié en una
sintaxis que favorezca un código legible.
83
Procesamiento masivo de datos vía Hadoop
Después de ejecutar los trabajos en el clúster, se realizó un programa, que deta-
llaremos más adelante, en Google Script, éste usa el lenguaje de Javascript. Se
utilizó para la recogida de los resultados de las ejecuciones gracias a que el clúster
envía un correo con la información necesaria para la experimentación. Como era un
número muy grande de datos, se optó por la creación de este programa que recogía
la información de los correos y la introducía en un Excel.
Finalmente, tenemos los scripts en Bash, que es un programa informático cuya
función consiste en interpretar órdenes. Fue utilizado en el proyecto para generar
scripts de tareas repetitivas que se tenían que realizar, por ejemplo, para reiniciar
todos los servicios de las máquinas del clúster, ya que éstos precisan de varios
comandos para dicha tarea.
5.1.2. Herramientas de desarrollo
Todos estos lenguajes hacen necesaria una herramienta para crear programas, aun-
que simplemente sea un editor de texto plano. A continuación explicaremos cuáles
han sido estas herramientas, un poco de información sobre qué son y qué aportan
y, finalmente, para qué las hemos usado.
5.1.2.1. NetBeans
NetBeans es un entorno de desarrollo libre hecho prin-
cipalmente para el lenguaje de programación Java1.
Tiene muchos módulos para poder extender sus funcionalidades y es completamen-
te gratuito. Su lanzamiento se produjo en diciembre del 2000.
Tiene muchas herramientas que facilitan el desarrollo de aplicaciones entre las que
destacamos las siguientes:
Editor de texto con resaltado de la sintaxis.
Errores en tiempo real.
Autocompletado de código.
Debugger.
Funcionalidades para análisis y pruebas unitarias.
Soporte para control de versiones.
Refactorización de código
Facilidad de navegación por el código.
Inserción de código automatizado.
Diversas ayudas a la creación de código.
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Para obtener más información se puede consultar la página web https://netbeans.
org. [4]
Por lo tanto, dadas las facilidades que aporta a la programación, así como la reali-
zación de pruebas o la facilidad de incorporación de librerías, ha sido la herramienta
usada para la aplicación de Hadoop.
5.1.2.2. Vi
Vi es un editor de texto simple y ligero que puede utilizarse cuando una máquina
no dispone de entorno gráfico. Está integrado en casi cualquier sistema Unix3. Fue
creado en 1976 por Bill Joy tomando como fuente ed y ex, dos editores de texto de
Unix.
Su uso ha sido necesario para la modificación de archivos de configuración de Hadoop
así como para la creación de scripts Bash ya que en los servidores donde se encuentra
Hadoop no hay entornos gráficos para usar editores de texto convencionales.
5.1.2.3. Sublime Text 3
Sublime Text es un editor de texto creado en Python2 desarrollado
originalmente como una extensión de Vim4. Aunque se puede uti-
lizar de manera gratuita, no es software libre o de código abierto.
Fue lanzado al mercado el 18 de enero de 2008.
A continuación destacamos algunas de sus funcionalidades:
Previsualización de la estructura del código. Útil para desplazarse de forma
rápida.
Selección múltiple de diferentes partes del documento.
Cursor múltiple, permite escribir con varios cursores a la vez.
Soporte nativo para 43 lenguajes de programación diferentes.
Sintaxis completamente configurable.
Búsqueda en el documento, carpeta o incluso proyecto por expresiones regu-
lares.
Autocompletado.
Soporte para creación de macros y plugins.
Configuración completa de atajos de teclado.
Soporte para pestañas y ventanas.
3Sistema operativo del que se basa por ejemplo Linux
4Versión mejorada del editor Vi
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Como se puede ver, es un editor de texto plano con muchas funcionalidades extra.
Se ha utilizado para la elaboración de la memoria en LaTex ya que permite, entre
otras funcionalidades, la creación de macros para crear tablas fácilmente o paquetes
que ayudan notablemente al desarrollo en LaTeX, como la búsqueda de imágenes
al insertar una figura sin necesidad de tener que conocer la ruta.
5.1.3. Soporte Online
Para ser capaces de trabajar en diferentes lugares, ya que no siempre se realiza
el proyecto en el mismo lugar, se han utilizado una serie de herramientas para la
sincronización de los archivos ya que, por ejemplo, la edición de la memoria se puede
realizar en cualquier sitio.
Entre estas herramientas destaca Git, que es un software de control de versiones.
Fue diseñado por Linus Torvalds y es una herramienta muy utilizada por los desa-
rrolladores. Destacan entre sus funcionalidades la posibilidad de tener varias ramas
o flujos de código permitiendo así tener siempre una versión estable del programa.
Otra de sus funcionalidades importantes es que permite volver atrás en el código
y recuperarse así de problemas que se hayan podido producir durante la imple-
mentación. Esta herramienta se ha utilizado tanto para la edición de la memoria
como para la implementación de la aplicación Hadoop por sus ventajas descritas
anteriormente.
Para la gestión de archivos y recursos también se ha usado Dropbox y Google
Drive, dos herramientas de sincronización de documentos y carpetas. Se diferencian
principalmente porque Google Drive está más enfocado a la edición online. Es por
ello que Dropbox se ha usado para la gestión de los recursos, mientras que Google
Drive, se ha usado para la obtención de los resultados de los experimentos gracias a
sus funcionalidades como Google Scripts que detallaremos más adelante o la creación
de documentos Excel online.
5.1.4. Otro software
En esta sección veremos otras herramientas que han colaborado con la elaboración
del proyecto pero de una manera mucho más puntual.
Entre ellas tenemos Dia, un software para el diseño y especificación con licencia
gratuita que se ha empleado para la elaboración de los casos de uso. Otra de las
herramientas usadas para el diseño y especificación ha sido Microsoft Visio que,
aunque de licencia de pago, gracias al acceso a software de la FIB se dispone de una
licencia. Esta herramienta se ha utilizado para la elaboración del modelo conceptual
del proyecto.
Finalmente, tenemos Gantter, una aplicación que se integra con Google Drive y
permite la creación de diagramas de Gantt online. Ésta está disponible de forma
gratuita.
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5.2. Implementación de la aplicación
En esta sección se podrán ver las partes más importantes de la aplicación, no se mos-
trará todo el código, solo la parte más importante o interesante. Para el desarrollo
de esta aplicación se han realizado varias iteraciones de refactoring5, permitiendo
así mejorar tanto la claridad del código como su futuro mantenimiento.
5.2.1. Ordenación y claves
La clave principal que usamos para nuestras tareas es el nombre de usuario que
ha realizado el registro, aunque el programa permite implementar cualquier otro
valor para que sea la clave. Hay que tener en cuenta que si nos quedáramos aquí,
tendríamos problemas con los reducers y con las diferentes separaciones que quisié-
ramos hacer como, por ejemplo, las sesiones. En nuestro diseño de la KeyLine se
han tenido cuatro elementos en cuenta para contemplar las posibles separaciones
en logs :
El nombre de usuario.
La fecha.
La IP de la que procede.
El UserAgent.
Un campo adicional para cubrir posibles necesidades futuras.
Aunque la clave principal sigue siendo el usuario, se han añadido estos campos
adicionales siguiendo los siguientes criterios:
No siempre se puede obtener el nombre de usuario indistinguible, a veces es
uno genérico.
Dos entradas que tengan diferente UserAgent (distintos dispositivos por ejem-
plo), claramente no son la misma sesión.
Dos IPs distintas, por la misma razón que la anterior, no son la misma persona
o sesión.
La fecha, porque dos sesiones en fechas de meses distintos no son la misma
sesión y adicionalmente para poder ordenar las claves para el reducer.
Un campo adicional para poder extender funcionalidades mediante un hash
por ejemplo.
5Refactoring es una técnica de Ingeniería del Software que consiste en reestructurar el código
fuente, alterando su estructura interna sin cambiar su comportamiento externo para facilitar la
comprensión del código y facilitar el mantenimiento.
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Todos estos elementos necesitan de unas clases preparadas por Hadoop las cuales
hay que implementar para que de esta forma Hadoop sepa cómo debe tratar las
claves. Éstas son las siguientes:
Sort Comparator :
Es el encargado de ordenar la salida de los mappers. Por ejemplo, nos interesa
que las ordenaciones sean en el mismo orden en el que se escriben en el log y
separadas por: clave(Usuario), IP, UserAgent, fecha y el parámetro adicional.
Esto es debido a que queremos mantener las sesiones juntas como hemos
comentado anteriormente. De esta forma, los usuarios con la misma IP y







Podemos ver como al cambiar el UserAgent separa las dos sesiones pero si-
guen ordenadas por fecha. Su implementación se basa en extender su función
“compare”, y eligiendo que valores tienen preferencia para que cumpla estos
requisitos.
Partitioner :
Es el encargado de hacer las particiones para los reducers y, por lo tanto, es
muy importante que no separe en dos tareas de reduce claves que debieran ir
a la misma tarea reduce. No es complicado de implementar pero debe cumplir
ese requisito o no funcionaría correctamente el programa. Esto es debido a que
en los reducers se asume que se tienen los valores para una clave completos.
En este caso, se usa un hash de la clave y la IP al que se le realiza el residuo del
número de reducers que se hayan configurado. No se usan los demás porque
dentro de los reducers ya se encargarán de decidir si se deben agrupar o no
dos eventos, lo importante es que vayan al mismo reducer.
Grouping Comparator :
Es el encargado, después de hacer la partición del Partitioner, de decidir qué
claves van a la misma llamada del método reduce. En nuestro caso, si contienen
la misma clave e IP van al mismo método. No se tiene en cuenta el UserAgent
ya que no siempre se va a querer separar. Como en el primer caso, se debe
implementar una función “compare” que hará esta funcionalidad.
Como hemos visto, no son funciones muy complicadas, pero se debe tener mucho cui-
dado en su implementación ya que un pequeño fallo puede hacer que nada funcione
correctamente. No se ha incluido el código dada la simplicidad de implementación.
Finalmente tenemos el diseño de la clave de HBase, como vimos en la sección de
estudio de tecnologías de HBase, es muy importante el diseño de ésta clave. Debido
al tipo de consultas que se van a realizar, normalmente consultas secuenciales en
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tiempo, la clave esta diseñada para que la ordenación en la base de datos quede
por fecha. De esta forma, cuando hacemos una consulta de, por ejemplo, obtener
todo el mes de abril, podemos obtener los resultados en bloques optimizando así la
velocidad de estas consultas.
5.2.2. Mappers
Es la clase de Map principal de Hadoop. Para hacer que nuestra aplicación funcione
en la etapa de Map, tenemos que heredar de ella e implementar obligatoriamente la
función “map”. Ésta función tiene una clave y valor de entrada, y un contexto que
nos servirá para abstraernos de la interacción directa con Hadoop y simplemente
mediante la función de escritura “write” enviaremos la clave y valor nueva amappear.
Para ésta aplicación, se han tenido que desarrollar dos Mappers. El primero para
leer logs de disco y el segundo para leer logs ya procesados de base de datos. Esto
es porque entre ellos hay algunas diferencias como por ejemplo, que el de HBase ya
tiene los logs procesados.
Además, estos dos mappers comparten la función setup, que es la función que se
llama una vez por cada Mapper y, que en nuestro caso, nos permite obtener el
Controlador y configurar el sistema para el tipo de log que estamos procesando.
Como se ya se comentó anteriormente, al ejecutarse en diferentes máquinas, no
comparten la JVM y, por lo tanto, debemos configurar estas JVM en este momento
para que la aplicación funcione correctamente. Ésto permite la abstracción necesaria
para no tener que cambiar estas funciones si en el futuro se quieren leer otro tipo
de logs. Ésta función es la siguiente:
@Override
protected void setup ( Context context ) throws IOException ,
Inter ruptedExcept ion {
super . setup ( context ) ;
CdD = DomainControl ler . In s tance ;
CdD. s e tL in iaLogCla s s ( context . g e tCon f i gura t i on ( ) . get ( DomainControl ler .
keyLogLineClass ) ) ;
}
Código 5.1: Función setup de los Mappers
5.2.2.1. LogMapper
Es el encargado de procesar el log y transformarlo en los objetos clave-valor para
enviarlo al reducer. Como veremos, esta función se encarga de parsear las líneas,
comprobar si éstas son correctas, convertirlas a la clase LogLineGeneric, que será del
tipo que le hayamos especificado a la aplicación, y pasárselas al reducer si procede.
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A continuación podemos ver su código:
public void map( Object key , Text logs , Context context ) throws IOException ,
Inter ruptedExcept ion {
//Obtenemos e l parseador con f i gurado en l a ap l i c a c i on y encontramos
// todas l a s l i n e a s que hagan match con l a expre s ion r e gu l a r
Matcher lM = CdD. getNewLiniaLogParserGeneric ( ) . getPattern ( ) . matcher ( l o g s
. t oS t r i ng ( ) ) ;
while ( lM . f i nd ( ) ) {
//Creamos l a c l a s e LogLine
l i n i a = CdD. getNewLiniaLogGeneric ( lM) ;
i f ( l i n i a . i sVa l i dL in e ( ) ) {
//Obtenemos l a c l a v e de l a l i n i a
KeyLine lk = l i n i a . getMapperKey ( ) ;
//Escrib imos l a l i n i a para e l reducer




Código 5.2: Función map de LogMapper
5.2.2.2. LogMapperHBase
Éste es el mapper de HBase, difiere con el anterior en que ahora sabemos que la
línea es correcta y, por lo tanto, no hace falta la comprobación de si es válida o no.
La convertimos a LogLineGeneric que, como en el otro mapper, será del tipo que le
hayamos especificado a la aplicación. Generamos la su clave y la enviamos para el
reducer.
A continuación podemos ver el código:
public void map( ImmutableBytesWritable rowkey , Result r e su l t , Context
context ) throws IOException , Inter ruptedExcept ion {
//Creamos l a LogLine d e l v a l o r ob ten ido de HBase
l = CdD. createLineFromResult ( r e s u l t ) ;
//Obtenemos l a key
l k = l . getMapperKey ( ) ;
//Escrib imos l a LogLine para e l reducer
context . wr i t e ( l k , l ) ;
}
Código 5.3: Función map de LogMapperHBase
Como podemos ver, se llama a la función “createLineFromResult”, esta función crea
una LogLine del Result de HBase. Esta LogLine será el controlador el encargado de
saber qué tipo de log estamos procesando y, por lo tanto, qué tipo de LogLine nos
tiene que devolver.
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A continuación vemos un ejemplo de la función “createLineFromResult”. Sólo mos-
traremos la función de la clase LogLineSquidDAO, ya que son muy similares y con
una se entiende su funcionamiento.
/∗∗
∗ Crea una LogLineSquid de l a c l a s e Resu l t de HBase
∗ @param r c l a s e Resu l t
∗ @return LogLineSquid creada con r
∗/
public stat ic LogLineGeneric createLineFromResult ( Result r ) {
//La fecha es l a primera par te de l a key de HBase
St r ing date = Bytes . t oS t r i ng ( r . getRow ( ) ) . s p l i t ( keySeparator ) [ 0 ] ;
//Generamos una l i n e a
LogLineSquid l = new LogLineSquid (
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, USER_COL) ) ,
date ,
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, CACHETIME_COL) ) ,
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, IPLOCAL_COL) ) ,
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, STATUSSQUIDCODE_COL) ) ,
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, RESPONSESIZE_COL) ) ,
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, METHOD_COL) ) ,
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, URL_COL) ) ,
Bytes . t oS t r i ng ( r . getValue (INFO_FAM, HIERARCHYSQUIDIP_COL) ) ,




Código 5.4: Función createLineFromResult de LogLineSquidDAO
5.2.3. Reducers
Es la clase de Reduce principal de Hadoop. Igual que en el caso Map, su función es
hacer que nuestra aplicación funcione en la etapa de Reduce, tenemos que heredar
de ella e implementar obligatoriamente la función “reduce”. Esta función ya tiene
nuestra clave que hemos implementado en el Map y todos los valores que corres-
ponden a esa clave y, como en el caso anterior, tenemos un contexto que nos servirá
para abstraernos de la interacción directa con Hadoop y simplemente mediante la
función de escritura “write” enviaremos las nuevas claves y valores ya reducidas.
Su funcionamiento es muy similar en los dos casos. En este momento se asume
que las claves están ordenadas tal y como lo hayamos configurado en la sección
Ordenación y claves, por lo tanto, podemos asumir ciertas premisas. Por ejemplo,
que las peticiones de un usuario estarán consecutivas y ordenadas. Sabiendo ésto y
haciendo uso de la abstracción creada, podremos agrupar las líneas según nuestra
conveniencia. Explicamos a grandes rasgos el funcionamiento:
1. Se coge la primera línea, se duplica y se selecciona como línea resultado para
escribir finalmente. De ahora en adelante lineaResult.
2. Se coge la siguiente línea y se le pregunta a lineaResult si ésta pertenece al
mismo grupo, ya puede ser misma sesión, porque sea el mismo día o lo que se
quiera gracias a ésta abstracción.
a) Si es afirmativo, se añade esta segunda línea mediante la función abs-
tracta “addToSameGroup”.
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b) Si es negativo, se escribe lineaResult y se coge esta línea como nueva
lineaResult.
3. Se repite el proceso hasta que ya no queden más líneas y finalmente se escribe
el último lineaResult.
Como se puede ver, se ha conseguido la abstracción necesaria para que el reducer
no sea dependiente del tipo de línea que se esté procesando.
5.2.3.1. LogReducer
Es el encargado de preparar las escrituras finales del fichero. Sigue el funcionamiento
anteriormente descrito y se diferencia del siguiente porque éste deja su resultado en
disco y tiene la clave como valor vacío, esto es para que al hacer la escritura final,
la clave no aparezca en el fichero resultado. A continuación podemos ver el código:
public void reduce (KeyLine key , I t e r ab l e <LogLineGeneric> values , Context
context ) throws IOException , Inter ruptedExcept ion {
I t e r a t o r <LogLineGeneric> i t = va lues . i t e r a t o r ( ) ;
i f ( i t . hasNext ( ) ) {
r e s u l t = ( LogLineGeneric ) i t . next ( ) . c l one ( ) ;
while ( i t . hasNext ( ) ) {
LogLineGeneric tmp = i t . next ( ) ;
i f ( r e s u l t . isSameGroup (tmp) ) {
r e s u l t . addToSameGroup(tmp) ;
} else {
context . wr i t e ( empty , r e s u l t ) ;
r e s u l t = ( LogLineGeneric ) tmp . c l one ( ) ;
}
}
context . wr i t e ( empty , r e s u l t ) ;
}
}
Código 5.5: Función reduce de LogReducer
5.2.3.2. LogReducerHBase
Es el reducer que escribe en HBase, su funcionamiento es igual que el descrito
anteriormente pero se diferencia porque necesita de la función “setup” comentada
en la sección Mappers, es necesaria para obtener el Put específico de HBase, y
que la escritura se realiza con un valor nulo de clave y con el Put. Otro de los
aspectos importantes es que es necesario que las claves en HBase sean únicas, ya
que sino lo que producirá serán inserciones que substituirán las anteriores. Ésto sólo
se puede producir con elementos dentro de esta función y no con otras llamadas. Es
perfectamente posible que lleguen dos peticiones en el mismo momento de la misma
persona y ésto generaría el conflicto. Para solucionar este problema, en la clave se
añade un número que corresponde a la fecha de la primera entrada y se incrementa
en cada inserción. Esto garantiza la exclusividad de dicha clave.
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A continuación podemos ver su código:
protected void reduce (KeyLine key , I t e r ab l e <LogLineGeneric> values , Context
context ) throws IOException , Inter ruptedExcept ion {
I t e r a t o r <LogLineGeneric> i t = va lues . i t e r a t o r ( ) ;
i f ( i t . hasNext ( ) ) {
r e s u l t = ( LogLineGeneric ) i t . next ( ) . c l one ( ) ;
while ( i t . hasNext ( ) ) {
LogLineGeneric tmp = i t . next ( ) ;
i f ( r e s u l t . isSameGroup (tmp) ) {
r e s u l t . addToSameGroup(tmp) ;
} else {
put = DomainControl ler . In s tance . getPutLogLine ( r e s u l t ,
date++) ;
context . wr i t e (null , put ) ;
r e s u l t = ( LogLineGeneric ) tmp . c l one ( ) ;
}
}
context . wr i t e (null , DomainControl ler . In s tance . getPutLogLine (
r e s u l t , date++)) ;
}
}
Código 5.6: Función reduce de LogReducerHBase
Como podemos ver, se llama a la función “getPutLogLine”, esta función crea un Put
de una LogLineGeneric para HBase. Como en el caso de “createLineFromResult”, es
necesario para mantener la independencia del reducer con los logs. Es, por lo tanto,
el controlador el encargado de saber qué tipo de log se está procesando y obtener el
Put correcto. A continuación vemos un ejemplo de la función que acaba llamando el
controlador pero sólo mostraremos una de los dos tipos dada su similitud conceptual.
public stat ic Put mkPut( LogLineApache l i n e , Long date ) throws ParseException
{
byte [ ] key = Bytes . toBytes (
l i n e . getDate ( ) + keySeparator +
l i n e . ge t Ip ( ) + keySeparator +
l i n e . getUser ( ) + keySeparator +
date
) ;
Put p = new Put ( key ) ;
p . add (INFO_FAM, USERNAME_COL, Bytes . toBytes ( l i n e . getUser ( ) ) ) ;
p . add (INFO_FAM, IP_COL , Bytes . toBytes ( l i n e . ge t Ip ( ) ) ) ;
p . add (INFO_FAM, METHOD_COL, Bytes . toBytes ( l i n e . getMethod ( ) ) ) ;
p . add (INFO_FAM, URL_COL, Bytes . toBytes ( l i n e . getUr l ( ) ) ) ;
p . add (INFO_FAM, PARAMS_COL, Bytes . toBytes ( l i n e . getParameters ( ) ) ) ;
p . add (INFO_FAM, SERVER_COL, Bytes . toBytes ( l i n e . g e tSe rve r ( ) ) ) ;
// func ion que s e r i a l i z a un ar rayL i s t para poder ser almacenado
p . add (INFO_FAM, RESOURCES_COL, U t i l s . s e r i a l i z e ( l i n e .
getResourceNavigat ion ( ) ) ) ;
p . add (INFO_FAM, STATUS_CODE_COL, Bytes . toBytes ( l i n e . getStatusCode ( ) )
) ;
p . add (INFO_FAM, SIZE_COL , Bytes . toBytes ( l i n e . getResponseS ize ( ) ) ) ;
p . add (INFO_FAM, USER_AGENT_COL, Bytes . toBytes ( l i n e . getUserAgent ( ) ) ) ;
return p ;
}
Código 5.7: Función getPutLogLine de LogLineApacheDAO
Destacar que se ha creado una clase Utils para serializar y des-serializar vectores o
arrayList ya que sólo se permiten inserciones de strings convertidos a bytes.
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5.2.3.3. CombinerClass
Para optimizar un poco el rendimiento de Hadoop existe la CombinerClass, es muy
similar a un reducer pero debe cumplir tener el tipo de clave y tipo de valor tanto
en la entrada como en la salida del mismo tipo. Esta función se ha implementado
para mejorar un poco el rendimiento.
Es un paso intermedio que se ejecuta entre el mapper y el reducer. Trata de mini-
mizar la transferencia de datos, para ello junta pequeños trozos que, de otro modo,
se deberían juntar en el reducer. Lo vemos mejor en el siguiente ejemplo:
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Como se puede ver, el combiner reduce mucho la transferencia de datos a costa
de hacer ese preproceso. Pero cuando se usa esta función hay que tener una cosa en
cuenta, Hadoop no tiene porqué llamar a la CombinerClass y, por lo tanto, no se
deben realizar implementaciones necesarias en esta clase.
5.2.4. Configuración de la aplicación
Para que nuestra aplicación funcione correctamente y además pueda usar la funcio-
nalidad de MapReduce, tenemos que realizar una serie de configuraciones a Hadoop
con nuestra aplicación. Hay dos maneras de realizar estas configuraciones, la pri-
mera, pasándole todas las configuraciones por parámetro a Hadoop (quién es la
clase map, quién es la reduce, la key del mapper, la del reducer, etc) y, la segunda,
es a través del main de la aplicación y su ejecución normal con los parámetros
que hemos configurado. Ésta es más sencilla ya que internamente cuando se selec-
ciona, por ejemplo, HBase y log de Apache, ya se realizan internamente todas las
configuraciones necesarias de reducers, mappers, keys, etc.
Para facilitar el entendimiento, las configuraciones se realizan en el DomainContro-
ller. Vamos a ver las tres configuraciones diferentes del sistema, procesar un log y
dejarlo en disco, procesar un log y guardarlo en HBase y obtener logs de HBase y
dejarlos en disco.
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La función de configuración genérica es la siguiente:
private Job con f igureJob ( Conf igurat ion conf , int numReduceTask , Class
reducer , Class mapper , Class combiner ) throws IOException {
Job job = Job . g e t In s tance ( conf , this . getJobName ( ) ) ;
job . setJarByClass (PFCUICLogExtractor . class ) ;
job . setMapperClass (mapper ) ;
job . setReducerClass ( reducer ) ;
job . setCombinerClass ( combiner ) ;
job . setMapOutputKeyClass (KeyLine . class ) ;
job . setMapOutputValueClass ( DomainControl ler . In s tance .
ge tL in iaLogClas s ( ) ) ;
job . setOutputKeyClass ( Nul lWritable . class ) ;
job . setOutputValueClass ( LogLineGeneric . class ) ;
job . setNumReduceTasks (numReduceTask ) ;
// ordenacion y pa r t i c i on de keys
job . s e tPa r t i t i o n e rC l a s s ( Natura lKeyPart i t ioner . class ) ;
job . setGroupingComparatorClass ( NaturalKeyGroupingComparator . class ) ;
job . setSortComparatorClass ( CompositeKeyComparator . class ) ;
return job ;
}
Código 5.8: Función de configuración de Hadoop
Como podemos ver, tenemos que configurar quién es la clase principal, el mapper,
el reducer, la combinerClass, la clave de salida del mapper, el valor de salida del
mapper, en número de reducers, y las clases para hacer los cortes y las ordenaciones
de los objetos clave-valor.
Las configuraciones de dichos procesos son las siguientes:
Procesamiento de log y guardado en disco:
Job job = con f igureJob ( conf , numReduceTask , LogReducer . class , LogMapper
. class , LogReducerCombiner . class ) ;
Código 5.9: Configuración procesado de disco a disco
Procesamiento de log y guardado en HBase:
Job job = con f igureJob ( conf , numReduceTask , LogReducerHBase . class ,
LogMapper . class , LogReducerCombiner . class ) ;
//Conf igurac ion necesar ia para e s c r i b i r en HBase
TableMapReduceUtil . in i tTableReducerJob ( this . getTableName ( ) ,
LogReducerHBase . class , job ) ;
Código 5.10: Configuración procesado de disco a HBase
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Obtener logs de HBase y guardado en disco:
Job job = con f igureJob ( conf , numReduceTask , LogReducer . class ,
LogMapperHBase . class , LogReducerCombiner . class ) ;
// con f i gu rac i on necesar ia para l e e r con Maps de HBase
TableMapReduceUtil . initTableMapperJob ( this . getTableName ( ) , scan ,
LogMapperHBase . class , KeyLine . class , this . L iniaLogClass , job ) ;
Código 5.11: Configuración procesado de HBase a disco
Podemos ver en las configuraciones que contienen HBase, que se debe añadir una
configuración adicional para que la lectura o escritura en HBase quede configurada.
Las dos son autoexplicativas. Esto permite abstraerse y no tener que programar
como si estuviésemos escribiendo en una base de datos o bien tener que pensar
en cuál es la manera óptima de hacerlo, ya se encargan las librerías de HBase y
Hadoop.
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5.3. Testing
Para verificar que la aplicación funciona correctamente se han realizado una serie
de pruebas básicas. Entre ellas destacan tres:
Comprobación del funcionamiento de las clases
Durante el desarrollo de la aplicación, se han realizado una serie de test unita-
rios para verificar el correcto funcionamiento de ciertas funcionalidades. Entre
ellos destacan los siguientes:
Test del correcto parseo de logs de Apache.
Test del correcto parseo de logs de Squid.
Test del funcionamiento correcto en la conversión de fechas.
Esto ha permitido verificar el buen funcionamiento de la aplicación después
de ejecutar cambios o al encontrar casos extremos para el parseo de logs.
Verificación de que la aplicación permite procesar diferentes tipos de log
Para verificar que la aplicación es capaz de procesar diferentes tipos de logs
se ha realizado la prueba con los de Apache y los de Squid. Tal y como he-
mos podido ver en la sección Problemática asociada, ambos tienen un formato
diferente.
Después de procesar los dos tipos de logs con la aplicación éstas son sus salidas
que verifican el correcto funcionamiento:
Apache
ncasa l sp ,02/Oct /2013 : 16 : 21 : 56 +0200 ,172 .20 .8 .34 ,GET,/ , / t e l e f o n s /
t i t o l . uic , / t e l e f o n s / blanca . uic , / t e l e f o n s /
ota r r ino ,02/Oct /2013 : 12 : 28 : 27 +0200 ,172 .20 .2 .8 ,GET,/ admin/ i n g r e s o s /
blanca . uic , / admin/ i n g r e s o s /busca . uic , / admin/ i n g r e s o s / t i t o l . u i c
o ta r r ino ,02/Oct /2013 : 11 : 11 : 47 +0200 ,172 .20 .2 .8 ,GET,/ , / c en t r e s /
primera . uic , / c en t r e s /menu . uic , / g l o ba l s / c s s / e s t i l o . css , / c en t r e s /
g l oba l / ce r ca . u i c
mmartino ,02/Oct /2013 : 13 : 14 : 58 +0200 ,172 .20 .6 .38 ,GET,/ , / g l o ba l s / j s /
fw300 . uic , / alumni/ c on t r o l s / ,/ g l o b a l s / c on t r o l s / fw300/alumnes/
ge s t o r . u i c
Squid
20140401115039924CEST, 8 5 7 , 1 7 2 . 2 0 . 1 0 . 4 ,TCP_MISS/200 ,22061 ,CONNECT,
c l i e n t s 3 . goog l e . com:443 ,− ,HIER_DIRECT/91.213 .30 .166 ,−
20140401115041277CEST, 7 3 5 , 1 7 2 . 2 0 . 1 0 . 4 ,TCP_MISS/200 ,17720 ,CONNECT,
goog l ed r i v e . com:443 ,− ,HIER_DIRECT/173.194 .34 .234 ,−
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6 | Experimentación
En este capítulo comprobaremos el rendimiento que tiene Hadoop y HBase en un
entorno real. Realizaremos la experimentación en el clúster del LSI con su nueva
incorporación del sistema de Hadoop.
El clúster dispone de más de 160 servidores físicos, más de 1000 núcleos de CPU,
más de 3 TB de memoria RAM y una red de alta velocidad a 10Gbit. De toda
esta capacidad de cómputo se nos ha dado acceso para el proyecto a 70 núcleos de
procesamiento simultáneo y hasta 300GB de RAM. Dicho clúster monta un sistema
de ficheros paralelo de alto rendimiento llamado Lustre. Además del sistema Ha-
doop, este clúster dispone de computación con GPUs, computación paralela SMP1
y MPI2. Para usar el sistema, se tiene que pasar por el sistema de colas Grid En-
gine3 que nos permitirá ejecutar trabajos siempre respetando los criterios de cuota
establecidos anteriormente y sin afectar a los demás usuarios del clúster. Podemos
ver la arquitectura completa del clúster es la siguiente:
Figura 6.1: Arquitectura del clúster del LSI
1SMP o Symmetric multiprocessing, es un tipo de arquitectura de computadores en la que dos
o más unidades de procesamiento comparten una única memoria central, tienen acceso a todos los
dispositivos del sistema y son controlados por un único sistema operativo.
2MPI o Message Passing interface, es un estándar que define la sintaxis y la semántica de las
funciones contenidas en una library de paso de mensajes diseñada para ser utilizada en programas
que exploten la existencia de múltiples procesadores.
3Grid Engine es típicamente usado en clústers de alto rendimiento y es el responsable de
aceptar, programar, despachar y gestionar la ejecución de tareas enviadas por distintos usuarios.
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Se puede conocer más información sobre el clúster en el siguiente enlace http://
rdlab.lsi.upc.edu/docu/html/cluster [5]
Finalmente la distribución de HBase no se ha podido incorporar en el clúster del
LSI dada la complejidad de adaptar las dos plataformas. Es por ello que puede ser
que HBase no de los resultados esperados. Aún y así, el sistema de ficheros donde se
almacenan los datos de HBase, si que es distribuido y las posibles variaciones en los
resultados de HBase, si se producen, serán por falta de capacidad de procesamiento
o bien falta de memoria para el nodo Master de HBase.
6.1. Planificación de la experimentación
Antes de comenzar con la experimentación, debemos planificar las variables que
usaremos para la realización de estos. Entre estas variables tendremos en cuenta el
número de nodos, el tamaño del fichero de log y el número de repeticiones.
6.1.1. Variables
Nodos
El número de nodos utilizado en los experimentos serán los siguientes: [1, 2, 4, 8,
16, 32, 48, 64] de forma que se puede estudiar el comportamiento del software en
función del número de máquinas disponibles en el entorno, suponiendo un límite de
64 nodos en el clúster del LSI. Al seleccionar un nodo también comprobaremos cuál
es la respuesta sin la ejecución en paralelo.
Tamaño del fichero de log de entrada
Para poder estudiar el sistema Hadoop utilizaremos diferentes tamaños de entrada
para los logs, esto nos permitirá verificar el rendimiento del sistema en función del
tamaño de la entrada. Los tamaños usados serán los siguientes [256mb, 1gb, 2gb,
4gb, 8gb, 16gb, 32gb] los tamaños seleccionados, a partir de los 2 GB, intentan
reflejar las peores situaciones donde una máquina normalmente se suele quedar sin
memoria RAM para poder trabajar correctamente.
Número de repeticiones por experimento
Debido a que las ejecuciones que realizaremos no dependen de factores externos para
el tiempo de ejecución. El número de repeticiones de cada uno de los experimentos
será de 3. Se realizará una media sobre ellos para representarlos gráficamente y
se comprobará su validez a través de la desviación estándar. En caso de que la
desviación estándar sea grande se realizarán más experimentos.
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6.2. Obtención de los resultados
Para comparar los resultados se utilizará el tiempo Hadoop, éste contabiliza el tiem-
po desde que el proceso Hadoop comienza ejecutarse, incluye el tiempo que se dedica
a configurar el trabajo, hasta que éste acaba por completo la ejecución.
Estos resultados los puede proporcionar el sistema del clúster mediante correos
electrónicos, además, añade otros valores como la memoria usada, el tiempo de
usuario, el tiempo de sistema... se añadirán al fichero de resultados final, pero no
se tendrán en cuenta en los experimentos ya que éstos, después de realizar unos
pequeños test, permanecen muy similares en todas las ejecuciones.
Debido al gran número de experimentos que se van a realizar, recoger toda esta
información manualmente es lento y costoso. Por eso, se ha realizado un programa
en Google Scripts, que obtiene dichos resultados y los coloca automáticamente en
un GoogleSheets (el Excel de Google). Gracias a la utilización de este programa
conseguiremos reducir los tiempos de obtención de los resultados. Después de hablar
con los responsables del RDlab sobre el programa, nos han pedido que lo cedamos y
estará disponible para su uso por otras personas y, aunque está pensado para estos
experimentos, es fácilmente exportable a otros. El código se encuentra en el anexo
C
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6.3. Experimento 1: Potencial de Hadoop
Descripción
En este experimento estudiaremos la potencia de Hadoop para el procesado de logs.
Evaluaremos los diferentes tiempos Hadoop respecto al tamaño del log y el número
de nodos disponibles para procesar.
Podremos ver a partir de qué tamaños de log Hadoop comienza a sacar ventaja del
uso del procesamiento en paralelo y cuál es el número de nodos óptimo en función
del tamaño del log.
Número de experimentos
El número de experimentos a realizar serán las diferentes permutaciones entre el
tamaño del fichero de log y los nodos disponibles para la ejecución y, finalmente, por
el número de repeticiones a realizar, que en principio serán 3 pero que en función
de la desviación estándar puede aumentar.
En este caso serán, 8 distribuciones diferentes de nodos x 7 tamaños de ficheros x 3
repeticiones, 7x8x3 = 168 experimentos.
Visualización de los resultados
Para visualizar los resultados de los diferentes tiempos de ejecución y poderlos
estudiar en detalle, los representaremos en 8 gráficas, 7 de las cuales mostrarán el
tiempo de ejecución en función del número de nodos donde habrá una gráfica por
cada uno de los 7 tamaños de log.
Finalmente, una gráfica final donde juntaremos todos los resultados con la finalidad
de analizar los resultados del experimento.
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6.3.1. Resultados del Experimento 1
Experimento log de 265MB
Nodos TamLog Media Desviación
1 256M 0:03:02 63,89 s
2 256M 0:02:15 67,02 s
4 256M 0:02:11 12,76 s
8 256M 0:01:56 6,53 s
16 256M 0:01:21 8,49 s
32 256M 0:01:28 19,10 s
48 256M 0:01:18 19,10 s
64 256M 0:01:26 28,08 s
Tabla 6.1: Resultados procesamiento de log 265MB
Figura 6.2: Gráfico experimento 1 - Procesamiento de log de 265MB
Aunque este tamaño no es para un caso real, sí nos sirve para ver qué ocurre con
Hadoop con ficheros pequeños. Podemos ver que se produce una mejora a partir
de 2 nodos y que se estabiliza a partir de los 16 nodos. Pero si nos fijamos en las
desviaciones, la mejora en los 2 y 4 nodos puede no ser real en algunos casos. Esto
es debido al tiempo que se tarda en planificar la tarea. En los 32 nodos podemos
ver como el tiempo incrementa y ocurre lo mismo en los 64, no es representativo
dado el tamaño del fichero, el tiempo que se tarda en la planificación de la tarea y
que el clúster es compartido.
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Experimento log de 1GB
Nodos TamLog Media Desviación
1 1G 0:07:59 57,33 s
2 1G 0:04:39 19,65 s
4 1G 0:04:12 39,54 s
8 1G 0:02:45 9,90 s
16 1G 0:02:38 20,61 s
32 1G 0:01:26 1,89 s
48 1G 0:01:32 10,66 s
64 1G 0:01:34 15,11 s
Tabla 6.2: Resultados procesamiento de log 1GB
Figura 6.3: Gráfico experimento 1 - Procesamiento de log de 1GB
En este caso ya podemos ver el salto en tiempo del procesamiento no distribuido
(1 Nodo) a los dos nodos. Vemos que a partir de los 8 nodos se mejora en casi un
cuarto el procesamiento no distribuido y que a partir de los 32 nodos ya no merece
la pena aumentar de nodos e incluso lo que hacen es empeorar los resultados debido
al coste adicional de particionar más el fichero.
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Experimento log de 2GB
Nodos TamLog Media Desviación
1 2G 0:16:22 107,72 s
2 2G 0:08:43 31,86 s
4 2G 0:06:46 38,00 s
8 2G 0:05:17 54,48 s
16 2G 0:03:18 34,32 s
32 2G 0:03:04 31,54 s
48 2G 0:02:44 51,34 s
64 2G 0:02:17 29,04 s
Tabla 6.3: Resultados procesamiento de log 2GB
Figura 6.4: Gráfico experimento 1 - Procesamiento de log de 2GB
Como en el caso anterior, la ganancia con dos nodos respecto al procesamiento no
distribuido es del doble. Después esta ganancia disminuye y se coloca en aproxima-
damente un 25-30% cada vez que se duplican los nodos. Hay que tener en cuenta
que puede verse casi anulada en algunos casos por la desviación. Vemos también
que a partir de los 16 nodos ya casi no hay ganancia y pueden producirse pérdidas
dependiendo de las ejecuciones.
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Experimento log de 4GB
Nodos TamLog Media Desviación
1 4G 0:31:31 192,72 s
2 4G 0:17:28 55,12 s
4 4G 0:10:47 79,09 s
8 4G 0:08:49 23,33 s
16 4G 0:04:45 16,31 s
32 4G 0:04:47 27,44 s
48 4G 0:02:56 21,75 s
64 4G 0:03:48 33,07 s
Tabla 6.4: Resultados procesamiento de log 4GB
Figura 6.5: Gráfico experimento 1 - Procesamiento de log de 4GB
En este caso, vuelve a producirse la mejora de aproximadamente el doble con dos
nodos respecto el procesamiento no distribuido. De nuevo, a partir de los 16 nodos,
el tiempo se estabiliza y apenas hay ganancia pudiendo llegar a casos donde se tarde
más.
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Experimento log de 8GB
Nodos TamLog Media Desviación
1 8G 1:07:57 290,19 s
2 8G 0:40:32 444,18 s
4 8G 0:19:53 99,97 s
8 8G 0:12:50 24,24 s
16 8G 0:08:19 54,74 s
32 8G 0:07:13 75,56 s
48 8G 0:08:12 200,16 s
64 8G 0:05:43 25,30 s
Tabla 6.5: Resultados procesamiento de log 8GB
Figura 6.6: Gráfico experimento 1 - Procesamiento de log de 8GB
En este caso, aunque vemos una mejora con dos nodos, ésta ya no es del doble.
Vemos desviaciones altas en las configuraciones de 1 y 2 nodos, esto puede estar
producido porque si se produce algún pequeño fallo en el sistema, al no tener más
nodos para procesar, esto afecta a la estabilidad de los tiempos. Vemos que con 8GB
la mejora real se produce con 4 nodos. Esto también puede ser porque las máquinas
estaban configuradas para tener 2GB y con dos nodos se les queda corta la RAM.
Vemos que a partir de los 16 nodos vuelven a estabilizarse los resultados.
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Experimento log de 16GB
Nodos TamLog Media Desviación
1 16G 3:25:29 839,17 s
2 16G 1:40:35 990,88 s
4 16G 0:48:11 230,81 s
8 16G 0:32:20 270,54 s
16 16G 0:17:43 152,32 s
32 16G 0:17:10 205,18 s
48 16G 0:14:00 51,32 s
64 16G 0:14:36 172,34 s
Tabla 6.6: Resultados procesamiento de log 16GB
Figura 6.7: Gráfico experimento 1 - Procesamiento de log de 16GB
Con 16GB vemos que el procesamiento no distribuido comienza a ser muy costoso
y aunque con 2 nodos mejora, éste sigue siendo bastante lento. La mejora real
llega nuevamente con 16 nodos, aquí el tiempo es muy inferior al procesamiento no
distribuido y, con este tamaño de fichero, demuestra que comienzan a ser necesarias
este tipo de tecnologías.
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Experimento log de 32GB
Nodos TamLog Media Desviación
1 32G 6:20:35 662,58 s
2 32G 3:34:03 812,94 s
4 32G 1:27:39 360,68 s
8 32G 0:48:46 122,67 s
16 32G 0:37:24 175,94 s
32 32G 0:32:53 157,85 s
48 32G 0:23:37 26,19 s
64 32G 0:20:25 74,62 s
Tabla 6.7: Resultados procesamiento de log 32GB
Figura 6.8: Gráfico experimento 1 - Procesamiento de log de 32G
Los resultados son parecidos al anterior, con un nodo el tiempo que tarda es muy
grande, mejoramos con dos a casi la mitad pero es a partir de ocho nodos cuando
la mejora comienza a ser muy evidente. La estabilización de tiempos en este caso
llega con los 48 nodos.
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Análisis de los resultados
Hemos podido ver cómo las mejoras respecto a la ejecución no distribuida son gran-
des. A continuación vemos un gráfico donde podremos comparar todos los resultados
a la vez.
Figura 6.9: Gráfico experimento 1 - Todos los resultados
Como es lógico, cuanto más grandes son los ficheros, más se incrementa la diferencia.
Podemos ver que la configuración más óptima intentando minimizar costes, es una
configuración de entre 8 y 16 nodos. Superar los 16 nodos, aunque en los casos
de ficheros grandes sí que mejoran, es una inversión que se tendría que estudiar si
vale la pena. Por ejemplo, en el caso de ficheros de log de 32GB, tener 16 nodos
de procesamiento más, simplemente produce una ganancia de 5 minutos y tener 32
nodos más, incrementa ésta en 14 minutos. El coste de 32 nodos de procesamiento
más para ganar 14 minutos podría ser cuestionable. También podemos ver que,
cuanto mayor es el tamaño del fichero, mayor es la mejora obtenida al aumentar
nodos.
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6.4. Experimento 2: Persistencia de logs
Descripción
Los archivos de log pueden contener información innecesaria, por lo tanto, los tene-
mos que procesar para limpiarlo. Esto provoca que tengamos que evaluar cuál es la
mejor solución para almacenar estos logs procesados. Evaluaremos las dos maneras
que tenemos de realizarlo, mediante Base de Datos (HBase en este caso) o mediante
ficheros. Por lo tanto, la experimentación consistirá en:
Procesamiento del log + un guardado en un fichero CVS.
Procesamiento del log + un guardado de los datos en HBase.
En esta experimentación tendremos en cuenta el tamaño de fichero para ver como
afecta al tiempo de Hadoop. Finalmente se realizará un estudio sobre el tamaño de
los logs después de procesarlos para ver la reducción obtenida.
Número de experimentos
El número de experimentos a realizar, serán las permutaciones entre los diferentes
tamaños de log, las dos diferentes formas de almacenaje de los logs procesados y,
finalmente, el número de repeticiones a realizar, que en principio serán 3 pero qué
en función de la desviación puede variar.
Por lo tanto, el número de experimentos irá en función de los 7 tamaños diferentes
de los logs x 2 diferentes formas de almacenaje de logs procesados x 3 repeticiones,
es decir, 7x2x3 = 42 experimentos.
Visualización de los resultados
Para visualizar los resultados de los diferentes tiempos de ejecución y poderlos
estudiar en detalle, los representaremos en una gráfica en la cual tendremos el
tiempo de ejecución en función del tamaño del log distribuido en 2 columnas, una
para el almacenamiento en fichero y otra para el almacenamiento en HBase.
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6.4.1. Resultados del Experimento 2
Con los resultados del experimento anterior, fijamos en número de nodos en 16 ya
que es el óptimo para los tamaños que estamos manejando.
16 Nodos normal 16 Nodos HBASE
TamLog Media Desviación Media Desviación
256M 0:01:21 8,49 s 0:06:14 30,69 s
1G 0:02:38 20,61 s 0:18:13 27,78 s
2G 0:03:18 34,32 s 0:31:28 123,26 s
4G 0:04:45 16,31 s 0:59:25 82,25 s
8G 0:08:19 54,74 s 1:51:54 34,91 s
16G 0:17:43 152,32 s 5:38:28 161,41 s
32G 0:37:24 175,94 s 12:41:25 790,75 s
Tabla 6.8: Resultados experimento 2 - 16 nodos
Figura 6.10: Comparativa almacenamiento en HBaso o en fichero 16 nodos
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Análisis de los resultados
Podemos ver en los resultados que a medida que aumenta el tamaño de log se
incrementa exponencialmente el tiempo que tardamos en almacenar en HBase.
Cuando al principio de la experimentación se tomó como condición dada por RDlab
que HBase no sería distribuible, se podía pensar que con el sistema de ficheros
distribuido esta diferencia no se haría tan evidente. No ha sido así y se comprueba
que es importante distribuir HBase por muy distribuido que se tenga el sistema de
ficheros.
Dadas las limitaciones de RDlab no se puede realizar experimentación al respecto
y, por lo tanto, no se puede medir el rendimiento de la escalabilidad de HBase.
Pero para poder ver una comparación respecto al procesamiento del caso uno, lo
analizamos con un nodo.
1 Nodo normal 16 Nodos HBASE
TamLog Media Desviación Media Desviación
256M 0:03:02 s 63,89 0:06:14 30,69 s
1G 0:07:59 s 57,33 0:18:13 27,78 s
2G 0:19:42 s 297,40 0:31:28 123,26 s
4G 0:31:31 s 192,72 0:59:25 82,25 s
8G 1:07:57 s 290,19 1:51:54 34,91 s
16G 3:25:29 s 839,17 5:38:28 161,41 s
32G 6:20:35 s 662,58 12:41:25 790,75 s
Tabla 6.9: Resultados experimento 2 - 1 nodo
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Figura 6.11: Comparativa almacenamiento en HBaso o en fichero 1 nodos
En estos resultados vemos como la comparación entre guardar en HBase y no ha-
cerlo tiene un incremento de aproximadamente un 100%. Por lo tanto, si deseamos
guardar en HBase, al menos con un nodo, se tardará el doble que si no lo hiciéramos.
Aún y así, es muy necesario que la información quede almacenada en una base de
datos para después facilitar su acceso. No es viable tener montones de ficheros de
log sin procesar, ya que en caso de necesitar realizar, por ejemplo, minería de datos,
es muy difícil seleccionar la información de ficheros de log sin procesar. Además las
bases de dato permiten seleccionar subconjuntos de la información que con ficheros
no sería posible.
Finalmente, aunque no se muestra, se han hecho pruebas puntuales con diferentes
números de nodos para almacenar en HBase y no hay diferencias significativas. De
hecho, el incrementar demasiado el número de nodos, produce aún más saturación.
Además, tal y como está montado ahora mismo, se producen muchos errores en las
tareas y no es viable tener HBase de esta manera.
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6.4.2. Reducción obtenida de los logs
Después de realizar los procesamientos de log, es importante ver cuál ha sido la
reducción obtenida en el proceso. En este caso, la reducción no tiene porque ser muy
grande, esto es debido a que se ha querido mantener la mayoría de la información
y solo la redundante o completamente innecesaria se ha eliminado. Los resultados













Tabla 6.10: Porcentajes y tamaño final de los logs procesados
Figura 6.12: Porcentaje reducido en los logs procesados
Podemos concluir que la reducción que hemos conseguido después de procesar estos
logs es de un 15% aproximadamente. Ya hemos dicho que al querer mantener toda
la información, ésta no ha sufrido grandes reducciones. Aún y así, hablando de
grandes cantidades de logs es una reducción nada despreciable. Cabe recordar, que
el objetivo, a parte de limpiar los logs, es dar estructura a la información para
que sea procesada posteriormente (en su formato original no es posible hacer tal
procesado).
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6.5. Experimento 3: Preparación minería de datos
Descripción
En este experimento estudiaremos los diferentes modos de obtener un fichero pro-
cesado preparado para realizar Data Mining a partir de un fichero de log como
entrada. Los diferentes métodos serán los siguientes:
Procesamiento de log + guardar en fichero CSV
Procesamiento de log + guardar fichero CSV + Procesamiento fichero CSV
+ Base de datos relacional.
Procesamiento de log + HBase + extraer fichero CSV
De estos métodos únicamente experimentaremos con el primero y el último, dado
que para la cantidad de datos previstos que se almacenarán, es inviable el uso de
una Base de Datos relacional. Además, usar una base de datos relacional tiene un
tiempo añadido, el tiempo de volver a procesar los datos para poder almacenarlos
en ésta. Es por ello que para el ámbito del proyecto una base de datos relacional no
es adecuada.
Número de experimentos
El número de experimentos a realizar serán las permutaciones entre el tamaño del
fichero de log, los dos métodos seleccionados para obtener un fichero preparado para
Data Mining y, finalmente, el número de repeticiones a realizar, que en principio
serán 3 dependiendo de la desviación. Por lo tanto, el número de experimentos será
7x2x3 = 42 experimentos.
Visualización de los resultados
Para visualizar los resultados de los diferentes tiempos de ejecución y poderlos
estudiar en detalle, los representaremos en una gráfica en la cual tendremos el
tiempo de ejecución en función del tamaño del log distribuido en 4 columnas, la
primera para el método uno, la segunda para el tiempo de guardado en HBase, la
tercera para el tiempo de sacar de HBase el fichero CSV y, finalmente, la cuarta
con todo el método tres.
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6.5.1. Resultados del Experimento 3
Como hemos podido ver en el anterior experimento, la imposibilidad de distribución
de HBase hace que las comparaciones no sean las que debieran. Por esta razón,
para que las comparativas sean equilibradas, usaremos los datos de un nodo para
el método uno.
Un nodo Guardar en HBase Extraer HBase Total HBase
TamLog Media Desviación Media Desviación Media Desviación Media Desviación
256M 0:03:02 63,89 s 0:06:14 30,69 s 0:08:32 38,31 s 0:14:46 69,00 s
1G 0:07:59 57,33 s 0:18:13 27,78 s 0:22:38 45,09 s 0:40:52 72,87 s
2G 0:19:42 297,40 s 0:31:28 123,26 s 0:50:10 30,24 s 1:21:38 153,50 s
4G 0:31:31 192,72 s 0:59:25 82,25 s 1:13:05 245,37 s 2:12:30 327,61 s
8G 1:07:57 290,19 s 1:51:54 34,91 s 1:44:23 171,36 s 3:36:17 206,26 s
16G 3:25:29 839,17 s 5:38:28 161,41 s 2:16:49 190,45 s 7:55:17 351,87 s
32G 6:20:35 662,58 s 12:41:25 790,75 s 3:51:42 155,74 s 16:33:08 946,49 s
Tabla 6.11: Resultados experimento 3 - Tiempos medios y desviaciones
Figura 6.13: Comparativa proceso completo HBase o fichero
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Análisis de los resultados
Después de ver los resultados anteriores, vemos como claramente el proceso del
método tres es mucho más lento, del orden de unas cuatro veces al principio y casi
dos al final. Si distinguimos entre los tiempos de lectura y de escritura de HBase,
podemos ver como en tamaños de log pequeños no hay mucha diferencia, siendo la
extracción de HBase más lenta. Pero podemos observar como a partir de los 8 GB
se invierte y, es entonces cuando la lectura de HBase saca ventaja. En los 16G y
32G llega incluso a ser un tercio más rápido que el procesamiento por el método
uno, y más del doble de rápido que la escritura a HBase. Por lo tanto, vemos el
verdadero potencial con tamaños grandes.
Estos resultados son debidos a la elección de la clave al almacenar en HBase, ésta
está pensada para operaciones donde se obtienen los registros consecutivos en fecha,
ya que lo normal al hacer consultas en un log, ya sea para minería de datos como
para otro tipo de consultas, es obtener bloques consecutivos. Por lo tanto, HBase
no debe seleccionar y descartar valores intermedios y ésto se traduce en que, con
tamaños lo suficientemente grandes, el tiempo de lectura se ve considerablemente
beneficiado. Además, no se tiene que realizar el proceso de limpiado de logs por lo
que también beneficia al cómputo.
Podemos concluir que, el proceso completo de escritura y lectura de base de datos
es más lento que realizar un procesado directo del fichero. Pero como los datos
sólo se introducen una vez en HBase, las posteriores ejecuciones sacan una ventaja
notable sobre el procesamiento directo del método 1. Así que, además de obtener
las ventajas de una base de datos, como son poder coger sólo una parte de los datos,
descartar ciertos campos, etc. Obtenemos un mejor rendimiento en las lecturas.
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7 | Estudio económico del proyecto
Este capítulo contiene información compartida con el proyecto “Data Mining so-
bre logs procesados con Hadoop” del alumno “Daniel Ramírez Sánchez”
En este capítulo se detallan los costes que ha supuesto el desarrollo de este proyecto.
Dada la naturaleza del proyecto, más próximo a la investigación que al desarrollo,
es difícil estimar su rentabilidad, es por ello que es complicado saber si el proyecto
saldrá rentable en primera instancia.
Las intenciones de la UIC es poder estar preparada para un futuro no muy lejano
donde conocer estas tecnologías y qué pueden aportar, puede marcar la diferencia.
Primeramente haremos un breve análisis sobre los detalles que se han tenido en
cuenta para realizar el estudio económico.
7.1. Costes
Para realizar la estimación de los costes hay ciertos aspectos que se han tenido en
cuenta, éstos son los siguientes:
El software que será necesario para el desarrollo, la implantación y la puesta
en producción. Queda detallado en la sección Costes de Software.
Los gastos de comunicación no suponen ningún gasto adicional ya que se
utilizará como método de comunicación el correo interno de la UIC.
Los gastos de instalación para el desarrollo no se contabilizan debido a que dis-
ponemos de una área para este tipo de proyectos así como personal encargado
de realizar estas tareas.
Coste del desarrollo del proyecto. Queda detallado en la sección Costes de
desarrollo
No se incluyen gastos de formación ya que estos se incluyen en las horas de
desarrollo del proyecto.
Los gastos de material de oficina se ignorarán ya que son insignificantes com-
parado con el coste de proyecto.
No habrá gastos de financiación y publicidad ya que el proyecto se realiza den-
tro del departamento de innovación sin ninguna intención de sacar beneficio
inmediato de ello.
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Los costes de material de desarrollo como equipos, cableado, switch, etc queda
detallado en la sección de Costes de Hardware.
Es por esto que se ha dividido en tres apartados: los costes de Software, de Hardware
y de desarrollo de la aplicación.
7.1.1. Costes de Software
En cuanto a los costes del Software, esto hace referencia a todas las herramientas
utilizadas para la realización del proyecto. En la siguiente tabla lo detallamos:
Software Licencia Unidades Coste
Latex LPPL1 1 0,00 ¤
Git GNU GPL2 1 0,00 ¤
Ubuntu (Desarrollo) GNU GPL2 1 0,00 ¤
CentOS (Cluster) GNU GPL2 1 0,00 ¤
Netbeans CDDL3, GPL24 1 0,00 ¤
Sublime Text 3 Software Propietario 1 0,00 ¤
Hadoop 1.2.1 Apache License 2.05 1 0,00 ¤
Hadoop 2.2.0 Apache License 2.05 1 0,00 ¤
HBase 0.94 Apache License 2.05 1 0,00 ¤
Hue Apache License 2.05 1 0,00 ¤
Cloudera Apache License 2.05 1 0,00 ¤
Gantter Software Propietario 1 0,00 ¤
Total: 0,00 ¤
Como podemos ver, gracias a utilizar herramientas de software libre o herramientas
gratuitas. El coste de software de este proyecto no ha supuesto nada.
1Latex Project Public Licence - Free Software.
2GNU General Public Licence - Software libre protegido de intentos de apropiación que res-
trinjan libertades a los usuarios.
3Common Development and Distibution Licence - Código abierto y libre, producida por SUN
y basada en la Mozilla Public Licence.
4GNU General Public Licence 2 - Software libre protegido de intentos de apropiación que
restrinjan libertades a los usuarios. Basada en la GPL pero menos restrictiva en algunas de sus
cláusulas.
5Apache Licence 2.0 - Software Libre que requiere la conservación del aviso de Copyright y
del Disclaimer.
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7.1.2. Costes de Hardware
El proyecto requería de la existencia de un clúster en la UIC que permitiera la
ejecución de pruebas a lo largo de todo el desarrollo del proyecto. Los costes que
ha supuesto el hardware así como lo componentes de la red quedan desglosados a
continuación.
Para el desarrollo del proyecto, la UIC proporcionó dos equipos portátiles HP
Laptop ProBook 65550b valorados en 1231,08¤cada uno. Estos costes no se
contabilizarán en la suma total debido a que es un recurso del que ya disponía la
universidad.
Inicialmente, a la espera de poder disponer del clúster, se trabajó sobre máqui-
nas virtuales entre ambos portátiles. Posteriormente la UIC nos proporcionó una
máquina que ejercería el rol de master con los componentes siguientes:
Unid. Concepto Precio/u. Subtotal
1 Placa base Supermicro Dual Xeon X8DTLI 316,00 ¤ 316,00 ¤
1 Procesador Intel Xeon 2400 2,4GHz Quad-core 332,00 ¤ 332,00 ¤
1 Disipador cobre Activo 10,00 ¤ 10,00 ¤
3 Memoria RAM DDR3 2G 1333MHz 18,00 ¤ 54,00 ¤
1 Fuente de alimentación 600W 20,00 ¤ 20,00 ¤
2 Disco duro Hitachi SATA3 500GB 49,17 ¤ 98,34 ¤
1 Estructura metálica de soporte6 0,00 ¤ 0,00 ¤
Total: 830,34 ¤
Tabla 7.2: Hardware empleado en las máquinas con rol de master. (Precios de 2012)
Se estuvo trabajando con dos máquinas de worker (portátiles) y dicho master hasta
que la UIC dispuso de 3 máquinas más con la siguiente configuración:
Unid. Concepto Precio/u. Subtotal
1 Placa base Supermicro Dual Xeon X9DRLIF 322,00¤ 322,00¤
1 Procesador Intel Xeon 2,1GHz 6-cores 320,00¤ 320,00¤
1 Disipador Activo CPU E5-2600 50,00¤ 50,00¤
4 Memoria RAM DDR3 4G 1600MHz 50,00¤ 200,00¤
continua . . .
6Estructura personalizada creada a medida, coste insignificante.
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. . . continua
Unid. Concepto Precio/u. Subtotal
1 Fuente de alimentación 600W 20,00¤ 20,00¤
1 Disco duro Hitachi SATA3 500GB 49,17¤ 49,17¤
1 Estructura metálica de soporte6 0,00¤ 0,00¤
Total: 961,17 ¤
Tabla 7.3: Hardware empleado en las máquinas con rol de worker
En este momento los portátiles quedaron liberados formando así el clúster de desa-
rrollo con tres nodos workers y un master. Además, se añade el coste de la infra-
estructura de red que consta de un Switch DLink Gigabit DGS 3120 - 24
puertos de 553¤y del cableado necesario (5 cables) valorado en 13,75¤. El precio
final del hardware de dicho clúster sería:
Unid. Concepto Precio/u. Subtotal
1 Equipo master 830,34 ¤ 830,34 ¤
3 Equipo worker 961,17 ¤ 2.883,51 ¤
5 Cableado Ethernet 2,75 ¤ 13,75 ¤
1 Switch DLink Gigabit DGS 3120 - 24 puertos 553,00 ¤ 553,00 ¤
1 Ordenador portátil HP ProBook 6550b 1017,42 ¤ 1017,42 ¤
Subtotal: 4.280,60 ¤
IVA (21%): 898,93 ¤
Total: 5.179,53 ¤
Tabla 7.4: Coste de hardware del proyecto
Por lo tanto, el coste final en hardware ha sido de 5.179,53 ¤. Teniendo en cuenta
que si una empresa deseara desarrollar un proyecto idéntico desde cero, debería
añadir el coste omitido del ordenador portátil y, en dicho caso, la suma ascendería
a 5.298,02 ¤ sin IVA o 6.410,60 ¤ teniendo en cuenta el IVA.
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7.1.2.1. Infraestructura real
La infraestructura de la UIC no es más que un soporte al desarrollo del proyecto
ya que, obviamente, no cumple los requisitos de un clúster de producción. Por ese
motivo la experimentación se ha realizado en un entorno real, concretamente en
el clúster del RDlab (Laboratori de Recerca i Desenvolupament) y es por ello que
detallamos a continuación la inversión necesaria para montar un sistema de estas
características:
Unid. Concepto Precio/u. Subtotal
12 Nodos del clúster anterior 2.070,00 ¤ 24.840,00 ¤
32 Nodos Dell 3.480,00 ¤ 11.360,00 ¤
6 Nodos servidores de disco 1.740,00 ¤ 10.440,00 ¤
1 Switch 3Com Gigabit 48 puertos 1.850,00 ¤ 1.850,00 ¤
1 Switch 3Com Gigabit 16 puertos 1.044,00 ¤ 1.044,00 ¤
2 Switch Cisco Gigabit Estacable a 36Gb/s 8.700,00 ¤ 17.400,00 ¤
3 Rack (Cableado + Alimentación eléctrica) 8.004,00 ¤ 24.012,00 ¤
50 Cable UTP Categoría 6 104,40 ¤ 5.220,00 ¤
2 Multiplexador de consolas Dell 1.972,00 ¤ 3.944,00 ¤
50 Cable para Multiplexador de consolas Dell 104,40 ¤ 5.220,00 ¤
Total: 205.330,00 ¤
Tabla 7.5: Coste de hardware de la infraestructura del RDlab
Esta información ha sido extraida del proyecto de Ivan Couto - Sistemas de compu-
tación masiva Sun Grid [5]
7.1.3. Costes de desarrollo
En cuanto a los costes del desarrollo, esto hace referencia a los costes del personal
involucrado para la realización del proyecto. Hay que destacar que, aunque la rea-
lización de este proyecto ha sido realizada por una persona ejerciendo varios roles,
en una situación real esto no sería así y se tendrían que tomar en consideración
diferentes roles con diferentes costes cada uno. Por lo tanto, en cuanto a los costes
de desarrollo, se detallarán de las dos formas, el coste real que ha supuesto con una
persona ejerciendo todos los roles y los costes que se hubiesen producido en el caso
de tener que contratar una persona diferente por cada perfil.
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En la siguiente tabla se pueden ver los costes teóricos de desarrollo:
Fase Rol P/Teórico Horas Total Teórico
Formación Ingeniero 51¤/h 120h 6.120,00¤
Análisis Analista 51¤/h 50h 2.550,00¤
Especificación Analista 51¤/h 50h 2.550,00¤
Diseño Diseñador 51¤/h 110h 5.610,00¤
Implementación Programador 37¤/h 320h 11.840,00¤
Pruebas Programador 37¤/h 120h 4.440,00¤
Documentación Ingeniero 51¤/h 85h 4.335,00¤
Total: 855h 37.445,00¤
Tabla 7.6: Costes teóricos de desarrollo
Para la elaboración de esta tabla se han tenido en cuenta los salarios facilitados por
el Instituto Nacional de Estadística:
Personal Euros/hora
Analista/Estadístico superior ...................................................... 51 ¤/h
Programador/Estadístico técnico/Documentalista ...................... 37 ¤/h
Operador ...................................................................................... 30 ¤/h
Tabla 7.7: Resolución de precios del BOE no52 de 2010
Pero la realidad del coste en personal de este proyecto ha sido muy distinta, se ha
estado trabajando en calidad de becario con un Convenio de Cooperación Educa-
tiva. Este salario dista mucho de supuesto real y como se ha comentado no hay
distinciones entre los diferentes roles. El número total de horas para la realización
de este proyecto han sido de 855, con un salario establecido por el convenio de
7,5¤la hora. A este coste, para la UIC hay que añadirle los gastos de contratación
que ascienden a 641,15¤.
Por lo tanto, el coste desarrollo real del el proyecto ha sido de:
855h ∗ 7, 5¤/h+ 641, 15¤ = 7,053,65¤
Para la realización de este proyecto, ha habido una desviación del número de horas
dedicadas respecto a la planificación inicial. En dicha planificación se habían esti-
mado 812 horas, pero ha habido factores que han alterado especialmente el tiempo
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que se ha dedicado a la ejecución de pruebas y tests en el clúster del RDlab. Al-
rededor de una semana y media no se pudo realizar ejecuciones debido a un fallo
en el sistema de ficheros, lo que obligó a los responsables a realizar un chequeo de
todos los discos del sistema (20TB), así como restaurar cada uno de los usuarios
del sistema con sus archivos. Una vez se restableció el sistema, se incrementaron el
número de horas diarias dedicadas para minimizar el desvío en tiempo sufrido.
7.1.4. Coste total del proyecto
Cogiendo los datos descritos en las secciones anteriores tenemos los siguientes costes:
Coste en Software: 0,00 ¤.
Coste en Hardware: 5.179,53 ¤.
Coste en Desarrollo: 7.053,65¤.
Por lo tanto, la realización de este proyecto suma un coste total de 12.570,68 ¤.
Pero hay que tener en cuenta que este proyecto es la primera parte de uno mayor
donde la segunda es el proyecto Data Mining sobre logs procesados con Hadoop del
alumno Daniel Ramírez Sánchez. Por lo que el coste de dicho proyecto global supone
contabilizar ambos costes de desarrollo pero manteniendo los demás costes ya que
son compartidos. Esto asciende a total de:
7,053, 65¤ ∗ 2 + 5,179, 53¤+ 0, 00¤ = 19.286,83 ¤
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8 | Recomendaciones para la UIC
En este capítulo ya se han realizado las experimentaciones necesarias. Por lo tanto,
es el momento de realizar las recomendaciones para que la UIC pueda hacer frente
a la problemática que inició este proyecto.
Primero de todo, hay que hablar de la infraestructura necesaria para llevar a pro-
ducción un proyecto con estos requisitos. Después de ver las experimentaciones y
de realizar pequeñas pruebas en el clúster de desarrollo de la UIC. Podemos decir
que aunque el clúster de la UIC se asemeja en cuanto a nodos de proceso a los
que hemos utilizado en la experimentación, carece de un sistema lo suficientemente
distribuido como lo es el sistema de ficheros Lustre del clúster del LSI. Debido a
la limitación de tres máquinas, la distribución del sistema de ficheros es de tres
y, teniendo en cuenta que si queremos mantener un mínimo de seguridad en los
ficheros es necesario una replicación, apenas tenemos un sistema distribuido. Este
hecho limita considerablemente el rendimiento del pequeño clúster de la UIC y, por
lo tanto, no es viable para producción.
Un clúster viable para la UIC, sería el usado para la experimentación. Hemos visto
como el rendimiento en procesar archivos de log grandes era realmente bueno. Ob-
viamente una de las opciones podría ser montar dicho clúster en la UIC, pero ya
hemos visto en la sección de Costes de Hardware los elevados precios de un sistema
así. Además, un sistema de estas características, necesita unos técnicos especializa-
dos y, por lo tanto, un coste adicional en personal.
Como este proyecto es una investigación en cuanto a si Hadoop podría ser una
solución a los logs generados en la UIC y todavía no ha llegado a ser un problema,
conviene observar el crecimiento de estos logs a lo largo del tiempo. La UIC tiene
unos 1000 usuarios, podríamos extrapolar lo datos que disponemos de la UOC y sus
50.000 usuarios, los cuales generan alrededor de 20GB de logs al día, pero esto no
es una proporción directa. La UOC, por ejemplo, no dispone de un servidor proxy
como Squid, ya que los usuarios de la UOC trabajan desde fuera de la universidad y
no es necesario este sistema. En cambio, en la UIC, se disponen de estos servicios y
otros, como por ejemplo Wifis o gestión de impresoras para alumnos, estos servicios
generan muchos logs y estamos hablando que los 1000 usuarios están generando
unos 2G diarios.
Por lo tanto, se recomienda tener controlada esta proporción y crecimiento para
poder actuar en el momento óptimo, además comenzar a evaluar alternativas como
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el clúster del LSI, el cuál ofrece su uso para empresas o bien migrar hacia alternativas
como Amazon EMR1, dónde el precio por máquina va desde los 0,$011/h hasta
los $2,70/h. Por lo tanto un presupuesto anual de 16 maquinas podría rondar los
1500$ sin necesidad de contratar todo el personal cualificado de tener un clúster
propio y pudiendo no utilizar las máquinas cuando no fuesen necesarias y reducir
así el coste. Se puede encontrar toda la información en http://aws.amazon.com/es/
elasticmapreduce/pricing
1Amazon EMR o Elastic Map Reduce es el servicio de Amazon para MapReduce en la nube.
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9 | Conclusiones
Llegados a este punto, todas tareas de este proyecto han sido completados y es
el momento de sacar conclusiones del trabajo elaborado, realizar una valoración
personal del proyecto y analizar qué mejoras se podrían hacer en el futuro. Por esta
razón, se han agrupado las conclusiones en estas secciones.
9.1. Resultados y objetivos
En este momento podemos decir que los objetivos iniciales del proyecto se han
cumplido. Seguiremos la misma estructura que en la sección 1.4 para facilitar su
lectura:
Se ha estudiado el sistema distribuido Hadoop como herramienta para el pro-
cesamiento masivo de Logs.
Se ha aprendido sobre las técnicas MapReduce de Hadoop.
Se ha desarrollado una herramienta que facilita el uso de Hadoop para el
procesamiento de logs, adaptándose también, a las necesidades de la UIC.
Se ha usado bases de datos en el sistema Hadoop, concretamente HBase, para
almacenar los logs procesados.
La aplicación permite procesar diferentes tipos de logs sin modificar el núcleo
de la aplicación.
Se ha realizado el estudio sobre las diferencias de rendimiento entre hacer un
procesamiento de log almacenando los datos en base datos y sin almacenarlos.
Así como la comparativa global.
Se ha realizado el estudio sobre el procesamiento de logs en función del tamaño
del fichero y del número de nodos usados para procesarlo y así ver el potencial
de Hadoop.
Finalmente, aunque alguno de ellos pueda parecer simple, decir que, detrás de cada
uno, hay mucha dedicación, trabajo e investigación.
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9.2. Valoración personal
Este proyecto me ha permitido entrar un mundo desconocido para mí como era
BigData y estoy muy satisfecho con las posibilidades que proporciona Hadoop. Me
ha aportado unos conocimientos y aptitudes que, de otra manera, hubiese sido muy
difícil conseguir. Además, en este proyecto, he podido poner en práctica muchos de
los conocimientos adquiridos durante la carrera y superar las adversidades que han
ido surgiendo. Personalmente, estoy muy satisfecho con los resultados obtenidos.
Para la realización de este proyecto se han tratado muchas tecnologías novedosas y
esto ha sido una de las mayores dificultades del proyecto. Muchas de las tecnologías
debían ser probadas y algunas simplemente no satisfacían las necesidades o gene-
raban incompatibilidades. Todo esto añadido a la falta de información en algunas
de estas tecnologías ha provocado muchas horas de investigación y pruebas. Aún y
así, este proceso, aunque arduo ha sido enriquecedor y me ha ayudado a desarrollar
más mis aptitudes.
Estoy muy satisfecho de haber trabajado en la UIC para el desarrollo de este proyec-
to y agradezco esta oportunidad que me han brindado. Me ha permitido ver cómo
se trabaja en un entorno real y cómo se sale de las dificultades surgidas día a día.
Es más, de otra forma, difícilmente hubiese investigado un tema tan prometedor
como éste.
Finalmente, decir que estoy muy contento de haber tenido la posibilidad de trabajar
con unas infraestructuras como son las del RDlab y de tratar con el personal tan
profesional del que disponen.
9.3. Mejoras y líneas de trabajo futuro
Como punto final destacar que, una posible continuación del proyecto sería elabo-
rar un estudio más exhaustivo sobre HBase. Debido a las limitaciones del clúster
del RDlab con HBase, no se han podido realizar experimentos para estudiar los
beneficios de HBase distribuido. Es por esta razón que un camino a seguir para la
continuación de este proyecto podría ser éste.
Por otro lado, hemos visto cómo el diseño de la clave en HBase puede influir en su
rendimiento, es decir, que otra línea de trabajo podría ser profundizar en el diseño
de tablas en HBase. Se podrían realizar estudios sobre los diferentes rendimientos
de HBase en función de diseños de claves, diferentes formas de agrupar algunas filas
en columnas, el uso de families, etc. Toda esta búsqueda del rendimiento óptimo




A | Entorno de desarrollo Hadoop
Este anexo contiene información compartida con el proyecto “Data Mining sobre
logs procesados con Hadoop” del alumno “Daniel Ramírez Sánchez”
Para poder ejecutar aplicaciones MapReduce se necesita de un entorno Hadoop.
En este proyecto se han instalado y configurado las herramientas Hadoop MapRe-
duce1, YARN y HBase. En esta sección detallaremos los aspectos de configuración
más importantes de cada uno de ellos para no hacer esta sección demasiado pe-
sada. Después de la implementación, cuando se hizo hincapié en la interfaz web,
se seleccionó Cloudera [6] con los servicios de HUE [7] y Oozie con tal de satisfa-
cer los requisitos. Estas configuraciones se pueden encontrar bien detalladas en
el siguiente enlace http://www.cloudera.com/content/cloudera-content/cloudera-
docs/CDH5/latest/CDH5-Installation-Guide/CDH5-Installation-Guide.html y por
lo tanto no consideramos necesario repetir lo que esta bien explicado allí.
Queremos destacar que, aunque al final se haya utilizado Cloudera, es necesario
conocer cómo configurar Hadoop ya que, para realizar cambios en el framework
Cloudera, se utilizan las mismas configuraciones aunque se realicen mediante un
entorno web.
Antes de comenzar a configurar Hadoop o cualquiera de sus servicios, es necesario
que la máquina que ejercerá de nodo master tenga acceso vía ssh sin contraseña a
cada uno de los nodos del clúster así como la versión 6 o 7 de Java de Oracle en todos
los nodos. Además, se recomienda el uso de herramientas de sincronización como
rsync que nos permita replicar la configuración de forma sencilla. Esta configuración
se realiza sobre máquinas Linux, concretamente CentOS 6.4.
A.1. Hadoop MapReduce1
Lo primero que debemos realizar, es descargarnos el paquete de Hadoop de su
página oficial http://hadoop.apache.org y lo descomprimimos en el directorio que
tengamos para aplicaciones. Detallamos los ficheros más importantes que debemos
tener en cuenta para una correcta configuración de Hadoop. Éstos se encuentran
dentro de la carpeta conf.
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A.1.1. Ficheros de configuración
hadoop-env.sh
Este fichero contiene la configuración de las variables de entorno que va a usar
Hadoop. [8] Las más importantes son las siguientes:
JAVA_HOME: Directorio donde se encuentra JAVA.
HADOOP_HEAPSIZE: Tamaño disponible de Heap para que Hadoop
cree la JVM11.
HADOOP_CLASSPATH: Es donde se le indica a Hadoop dónde están
las librerias necesarias para su ejecución.
Aquí tenemos un ejemplo de sus configuraciones:
r t JAVA_HOME=/usr / l o c a l / jdk1 . 7 . 0
r t HADOOP_CLASSPATH="/home/ s o f t /hbase −0.94.17/ hbase −0 .94 .17 . j a r : / home/
s o f t /hbase −0.94.17/ hbase−0.94.17− t e s t s . j a r : / home/ s o f t /hbase
−0.94.17/ l i b / zookeeper −3 . 4 . 5 . j a r : / home/ s o f t /hbase −0.94.17/ l i b /
snappy−java − 1 . 0 . 3 . 2 . j a r : / home/ s o f t /hbase −0.94.17/ l i b /guava −11 .0 . 2 .
j a r : / home/ s o f t /hbase −0.94.17/ l i b /weka . j a r : / home/ u sua r i s /hadoop/ l i b
/∗"
r t HADOOP_HEAPSIZE=4096
Código A.1: Fichero de configuración hadoop-env.sh
core-site.xml
Este fichero contiene la configuración de Hadoop genérica. Los campos más
importantes son:
fs.default.name: URI del sistema de ficheros a utilizar, idealmente HDFS.
hadoop.tmp.dir: Directorio raíz donde se almacenaran los datos tempora-
les.
Éste es un ejemplo del fichero:
r a t i on>
rty>
e>hadoop . tmp . d i r</name>
ue>/usr / l o c a l /hadoop−1.2.1/tmp</value>
erty>
rty>
e>f s . d e f au l t . name</name>
ue>hdfs : // master :54310</ value>
erty>
urat ion>
Código A.2: Fichero de configuración core-site.xml
mapred-site.xml
Este fichero contiene la configuración necesaria para MapReduce y su campo
más importante es el siguiente:
mapred.job.tracker: Nodo y puerto donde se ejecuta el jobtracker de Ma-
pReduce.
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Y ésta sería su configuración más básica:
r a t i on>
rty>




Código A.3: Fichero de configuración map-site.xml
hdfs-site.xml
Este fichero contiene la configuración necesaria para el HDFS y su campo más
importante es el siguiente:
dfs.replication: Éste es el factor de replicación de los archivos en el sistema
de ficheros HDFS.
Y ésta sería su configuración más básica:
r a t i on>
rty>




Código A.4: Fichero de configuración hdfs-site.xml
masters
Aunque su nombre sea confuso, este fichero no contiene el nombre del master,
sino que contiene el nombres DNS de las máquinas que harán de secondary
NameNode. El master será quien ejecute el script de arranque de Hadoop,
ésto permite que en caso de fallo cualquier otro nodo pueda ejercer el rol de
master.
Este fichero es simplemente una lista de nombres DNS o IPs (uno por línea).
slaves
Este fichero contiene el nombre de todos los trabajadores (workers o slaves)
del clúster. El fichero sigue la misma estructura que el fichero anterior de
masters.
Para más información sobre archivos de configuración en la página de configuración
de Hadoop http://hadoop.apache.org.
A.1.2. Comandos básicos
En esta sección detallamos los comandos más básicos para ser capaces de interactuar
con Hadoop. [9]
Formatear el sistema de ficheros:
bin/hadoop namenode -format
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Subir un fichero al HDFS:
bin/hadoop dfs -copyFromLocal <ruta-fichero-local>
<ruta-fichero-destino-hdfs>
Descargar un fichero del HDFS:
bin/hadoop dfs -copyToLocal <ruta-fichero-hdfs>
<ruta-fichero-destino-local>
Otras interacciones con el HDFS:
bin/hadoop dfs -cat <ruta-fichero-hdfs-a-mostrar>
bin/hadoop dfs -ls <ruta-directorio-hdfs-a-listar>
bin/hadoop dfs -rm <ruta-fichero-hdfs-a-eliminar>
bin/hadoop dfs -rmr <ruta-directorio-hdfs-a-eliminar>
bin/hadoop dfs -mkdir <nombre-directorio-hdfs-a-crear>
Para más opciones disponibles se puede encontrar en la página de comandos de shell
de HDFS http://hadoop.apache.org/docs/r0.18.3/hdfs_shell.html.
A.2. Hadoop YARN
La configuración de YARN es análoga a la configuración anterior, exceptuando al-
gunos cambios en los nombres de las variables. No se entrará en detalle debido a la
similitud entre ambas y porque este entorno se configuró para testear su funciona-
miento y no se ha seleccionado como entorno de desarrollo. Ésto es debido a que su
versión estable fue publicada en Octubre de 2013, y por lo tanto, la mayoría de apli-
caciones del entorno de Hadoop aún no se han adaptado a este nuevo paradigma. A
pesar de ello, dado que se ha estudiado, hemos hablado anteriormente de su arquitec-
tura para contemplar las mejoras respecto MapReduce1 y estar preparados para el
inminente cambio del framework. [10] Los detalles de dicha configuración, así como
los pasos a seguir para su instalación, se pueden encontrar en la página oficial de Ha-
doop en la sección de Hadoop 2.2.0 http://hadoop.apache.org/docs/r2.2.0/hadoop-
project-dist/hadoop-common/ClusterSetup.html.
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A.3. HBase
Lo primero que debemos realizar, es bajarnos el paquete de HBase de su página
oficial [11] y descomprimirlo en el directorio que tengamos para aplicaciones. Como
anteriormente sólo hablaremos de los ficheros más importantes y las configuraciones
necesarias. Estos ficheros se encuentran dentro de la carpeta conf.
A.3.1. Ficheros de configuración
hbase-env.sh
Este fichero contiene la configuración de las variables de entorno que va a utili-
zar HBase de la misma forma que Hadoop MapReduce1. Las más importantes
son las siguientes:
JAVA_HOME: Directorio donde se encuentra JAVA.
HBASE_HEAPSIZE: Tamaño disponible de Heap para que HBase cree
la JVM11.
HBASE_CLASSPATH: Es donde se le indica a HBase dónde están las
librerias necesarias para su ejecución. Una de las necesarias es la ruta a
los archivos de configuración de Hadoop.
Aquí tenemos un ejemplo de sus configuraciones:
AVA_HOME=/usr / l o c a l / jdk1 . 7 . 0
BASE_CLASSPATH="/usr / l o c a l /hadoop−1.2.1/ conf "
BASE_HEAPSIZE=4096
Código A.5: Fichero de configuración hbase-env.sh
hbase-site.xml
Este es el fichero de configuración principal de HBase y sus campos mínimos
necesarios son los siguientes:
hbase.rootdir: Ruta del directorio que compartirán los RegionServers en el
sistema de ficheros.
hbase.cluster.distributed: Modo de ejecución del clúster que define si el
clúster es distribuido o no.
hbase.zookeeper.property.clientPort: Puerto al que se conectan los clien-
tes de HBase.
hbase.zookeeper.quorum: Listado de servidores de Zookeeper.
hbase.zookeeper.property.dataDir: Directorio donde se guardan los snaps-
hots
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Y ésta sería su configuración más básica:
r a t i on>
perty>
<name>hbase . r o o t d i r</name>
<value>hdfs : // hadoop :54310/ hbase</ value>
operty>
perty>












<name>hbase . zookeeper . property . dataDir</name>
<value>/usr / l o c a l / zookeeper</ value>
operty>
urat ion>
Código A.6: Fichero de configuración hbase-site.xml
regionservers
Este fichero contiene el nombre de todos los nodos que harán de RegionServer.
Es análogo al fichero de slaves de Hadoop.
A.3.2. Comandos básicos
En esta sección hablaremos de los comandos más básicos de HBase. Hay que tener






Iniciar una shell HBase:
bin/hbase shell











put ‘NombreTabla’, ’idRow’, ’columnfamily:columna’, ’valor’
Ver datos de una tabla:
scan ‘NombreTabla’
Para más comandos de HBase shell, consultar la wiki oficial de HBase http:
//hbase.apache.org.
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B | Estructura del código
Figura B.1: Estructura de la implementación
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C | Programa para la obtención de
resultados de los experimentos
var arrayTransformExperiment1 = [
"Null" ,
"256M" ,"256M" ,"256M" ,
"1G" ,"1G" ,"1G" ,
"2G" ,"2G" ,"2G" ,
"4G" ,"4G" ,"4G" ,
"8G" ,"8G" ,"8G" ,
"16G" ,"16G" ,"16G" ,
"32G" ,"32G" ,"32G"
] ;
var arrayTransformExperiment2 = [
"Null" ,
"HB -256M" ,"HB -256M" ,"HB -256M" ,
"HB-1G" ,"HB-1G" ,"HB-1G" ,
"HB-2G" ,"HB-2G" ,"HB-2G" ,
"HB-4G" ,"HB-4G" ,"HB-4G" ,
"HB-8G" ,"HB-8G" ,"HB-8G" ,
"HB -16G" ,"HB -16G" ,"HB -16G" ,
"HB -32G" ,"HB -32G" ,"HB -32G"
] ;
var arrayTransformExperiment3 = [
"Null" ,
"DM -256M" ,"DM -256M" ,"DM -256M" ,
"DM-1G" ,"DM-1G" ,"DM-1G" ,
"DM-2G" ,"DM-2G" ,"DM-2G" ,
"DM-4G" ,"DM-4G" ,"DM-4G" ,
"DM-8G" ,"DM-8G" ,"DM-8G" ,
"DM -16G" ,"DM -16G" ,"DM -16G" ,
"DM -32G" ,"DM -32G" ,"DM -32G"
] ;
var idExcelExperiment1 = ’1-qvrALFBttzm42CnQd7WupkQtAzpxMiU -KThsI0IX9Q’ ;
var idExcelExperiment2 = ’1GKT7yoBGuoefm90 -uOiw0rbodDWsne67Ip5WV4xgSYo’ ;
var idExcelExperiment3 = ’1xjEiH9unmzA -8jiY0rvNd_o1GtFJgbizZHoyfPrZfCQ’ ;
var g loba l IdExce lExper iment = idExcelExperiment3 ;
var g loba lSe lectedArrayTrans form = arrayTransformExperiment3 ;
var global IdExper iment = ’3312072’ ;
var globalNumRepExperiment = 3 ;
var globalExper iment3 = fa l se ;
var globalCrearNuevoExcel = fa l se ;
var globalNombreNuevoExcel = ’1NodosExperiment2’ ;
var globalNumeroExper imentosDi ferentes = 7 ;
var globalLabelName = ’Asignaturas␣Uni/PFC/Cluster␣LSI’ ;
var globalWordToSearchSubject = ’Complete’ ;
function recogerDatos ( ) {
var l a b e l s = GmailApp . getUserLabe l s ( ) ;
var c o r r e o s = getThreadsCurrentExperiment ( globalLabelName ,
g lobal IdExper iment ) ;
var r e s u l tL i n e sExc e l = [ ] ;
f o r (var i = 0 ; i < co r r e o s . l ength ; ++i ) {
var body = co r r e o s [ i ] . getMessages ( ) [ 0 ] . getPlainBody ( ) ;
var l i n e sEx c e l = ge tUse fu l lVa lue s ( body ) ;
r e s u l tL i n e sExc e l . push ( l i n e sEx c e l ) ;
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}
var r e su l tL i n e sExc e l 2 = reo r gan i z e ( globalNumRepExperiment , r e s u l tL i n e sExc e l
) ;
i f ( g lobalExper iment3 ) {
r e su l tL i n e sExc e l 2 = reorgan izeResu l t sExper iment3 ( r e su l tL i n e sExc e l 2 ) ;
}
c r ea t eExce l ( r e su l tL i n e sExc e l 2 ) ;
}
function ge tUse fu l lVa lue s ( body ) {
var l i n e s = body . match (/ [^\ r \n]+/g ) ;
var r e s u l t = [ ] ;
var jobId = l i n e s [ 0 ] . r ep l a c e ( / [^\ . ]+\ . / , "" ) . r ep l a c e (/\ s .∗ $ / ,"" ) ;
r e s u l t . push ( transformNumberExperiment ( jobId ) ) ;
r e s u l t . push ( jobId ) ;
var startTime=getParsedValue ( l i n e s , 4 ) ;
r e s u l t . push ( startTime ) ;
var endTime=getParsedValue ( l i n e s , 5 ) ;
r e s u l t . push ( endTime ) ;
var userTime=getParsedValue ( l i n e s , 6 ) ;
r e s u l t . push ( userTime ) ;
var systemTime=getParsedValue ( l i n e s , 7 ) ;
r e s u l t . push ( systemTime ) ;
var Time=getParsedValue ( l i n e s , 8 ) ;
r e s u l t . push (Time) ;
var cpuTime=getParsedValue ( l i n e s , 9 ) ;
r e s u l t . push ( cpuTime ) ;
var vMem=getParsedValue ( l i n e s , 1 0 ) ;
r e s u l t . push (vMem) ;
var ex i t S t a tu s=getParsedValue ( l i n e s , 1 1 ) ;
r e s u l t . push ( ex i t S t a tu s ) ;
return r e s u l t ;
}
function transformNumberExperiment ( jobId ) {
return g loba lSe lectedArrayTrans form [ pa r s e In t ( jobId ) ] ;
}
function getParsedValue ( l i n e s , numLine ) {
return l i n e s [ numLine ] . r ep l a c e (/[^=]+=\ s /g , "" ) ;
}
function getThreadsCurrentExperiment ( labelName , currentExperiment ) {
var l a b e l = GmailApp . getUserLabelByName ( labelName ) ;
var c o r r e o s = l a b e l . getThreads ( ) ;
var r e s u l t = [ ] ;
f o r (var i = 0 ; i < co r r e o s . l ength ; ++i ) {
i f ( conta in s ( c o r r e o s [ i ] . g e tF i r s tMessageSubjec t ( ) , currentExperiment ) ) {
i f ( conta in s ( c o r r e o s [ i ] . g e tF i r s tMessageSubjec t ( ) ,
globalWordToSearchSubject ) ) {




return r e s u l t ;
}
function compare ( a1 , b1 ) {
var a = par s e In t ( a1 [ 1 ] ) ;
var b = par s e In t ( b1 [ 1 ] ) ;
i f ( a < b)
return −1;
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function l l e na rVac i o ( so r tedResu l t sExce l , t o t a l ) {
var r e s u l t = [ ] ;
var s i z e = so r t edResu l t sExce l . l ength ;
Logger . l og ( so r t edResu l t sExce l ) ;
Logger . l og ( s i z e ) ;
var j = 0 ;
f o r (var i = 0 ; i < t o t a l ; i++) {
var itmp = i +1.0 ;
i f ( ( j < s i z e ) && ( parseF loat ( so r t edResu l t sExce l [ j ] [ 1 ] ) == itmp ) ) {
r e s u l t . push ( so r t edResu l t sExce l [ j ] ) ;
j = j +1;




r e s u l t . push ( [ transformNumberExperiment ( itmp ) , itmp . t oS t r i ng ( ) ,"E" ,"E" ,"
E" ,"E" ,"E" ,"E" ,"E" ,"E" ] ) ;
}
}
return r e s u l t ;
}
function r e o r gan i z e ( numberForLine , r e s u l t sEx c e l ) {
var tmp = r e s u l t sEx c e l . s o r t ( compare ) ;
tmp = l l ena rVac i o (tmp , numberForLine∗ globalNumeroExper imentosDi ferentes ) ;
var j = 0 ;
var r e s u l t = [ ] ;
Logger . l og (tmp) ;
f o r (var i = 0 ; i < tmp . l ength ; i += numberForLine ) {
var miniResult = [ ] ;
miniResult = tmp [ i ] ;
f o r (var j = 1 ; j < numberForLine ; ++j ) {
miniResult = miniResult . concat (tmp [ i+j ] . s l i c e (1 ) ) ;
}
r e s u l t . push ( miniResult ) ;
}
return r e s u l t ;
}
function reorgan izeResu l t sExper iment3 ( r e s u l t sEx c e l ) {
var r e s u l t = [ ] ;
f o r (var i = 0 ; i < r e s u l t sEx c e l . l ength ; i +=2) {
r e s u l t . push ( r e s u l t sEx c e l [ i ] ) ;
}
f o r (var i = 1 ; i < r e s u l t sEx c e l . l ength ; i +=2) {
r e s u l t . push ( r e s u l t sEx c e l [ i ] ) ;
}
return r e s u l t ;
}
function conta in s ( s t r ing1 , s t r i n g 2 ) {
i f ( s t r i n g 1 . indexOf ( s t r i n g 2 ) > −1) {
return true ;
}
return fa l se ;
}
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function c r ea t eExce l ( l i n e sEx c e l ) {
var s s = ’’ ;
i f ( globalCrearNuevoExcel ) {
s s = SpreadsheetApp . c r e a t e ( globalNombreNuevoExcel ) ;
} else {
s s = SpreadsheetApp . openById ( g lobal IdExce lExper iment ) ;
}
var shee t = s s . ge tSheet s ( ) [ 0 ] ;
f o r (var i = 0 ; i < l i n e sEx c e l . l ength ;++ i ) {
//Logger.log(line)
var l i n e = l i n e sEx c e l [ i ] ;
shee t . appendRow( l i n e ) ;
}
}
Código C.1: Programa GoogleScripts
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