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Chapter 1
Introduction
The general topic of this thesis is the study of interaction effects in disordered
metals. Disorder in this case means impurities, lattice distortions and similiar
phenomena that appear in metals. The electronic behavior may be changed
profoundly in the presence of disorder: in the strongly disordered case a
localization transition may occur, where all eigenstates change from plane-
wave-like extended states to localized states that only exhibit appreciable
weight in some region of space characterized by a localization scale.
We are interested in the effects that interactions have on systems in the
localized and diffusive regimes. The description of interacting particles is
a very challenging endeavor. Exact analytical solutions are not known for
most disordered interacting system of appreciable system size. A major chal-
lenge for numerical approaches is the exponential growth of the Fock space
of interacting systems with their size. Mean-field theory, which we will em-
ploy throughout this thesis, is an important approximate approach to handle
interactions. Here the aggregated effect of the interactions of all involved
particles is described with mean-fields that enter an effective single-particle
Hamiltonian. As these mean-fields are functionals of observables, they have
to be determined self-consistently.
Many systems are well described within a mean-field approach. Beyond
their immediate usefulness mean-field theories bear importance because they
provide a tractable reference point for a perturbative analysis of interaction
effects, as they typically appear in analytical approaches. Thus, they are a
generic encounter in all theories of disordered fermions that try to incorporate
interactions.
A major focus of this thesis will be placed on phase transitions that these
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disordered interacting systems undergo. An example for such a transition
that has received considerable attention recently is many-body localization.
Many-body localized systems are not able to thermalize on any time-scale
that could be studied so far. This illustrates the fascinating novel physics
that disordered interacting systems exhibit.
Phase transitions can be characterized by the critical behavior in the
vicinity of the transition. There may be various microscopic realizations for
a specific kind of critical behavior. Systems that exhibit the same criticality
are categorized in the same universality class. A systematic description of
all universality classes of disordered systems remains unkown. We hope to
contribute to a more complete understanding of an exhaustive classification
of transitions in disordered metals by finding transitions that belong to as of
yet unknown universality classes.
A very important category to distinguish universality classes is the sym-
metry class of the underlying system. A complete symmetry classification of
disordered metals has been devised by Altland and Zirnbauer[1, 2, 3]. The
ten symmetry classes are distinguished by their combination of the four basic
symmetries: time-reversal, spin-rotation, chiral or sub-lattice and particle-
hole symmetry. In the past, symmetry classes were sometimes identified
with universality classes. Today it is widely appreciated that transitions
that belong to the same symmetry class can differ in universality class. As
an example where the symmetry classification does not give a good hint on
the universality class, we mention disordered superconductors with broken
time-reversal and spin-rotational symmetry (symmetry class D). In these sys-
tems different types of disorder can lead to different universality classes, even
if the type of disorder does not affect the symmetry class.[4].
In order to study novel universality classes, we will investigate special
kinds of random matrix ensembles. Random matrix theory is an important
formalism to describe disordered systems. With the help of suitable random
matrix ensembles many of the low-energy properties of disordered Hamiltoni-
ans can be described. A generic random matrix ensemble can be found for all
symmetry classes[1, 2, 3]. We are interested in sub-ensembles of these generic
random matrix ensembles. These ensembles can exhibit various kinds of crit-
ical behavior. A well studied example of such an ensemble is constituted by
the power-law random-banded matrices (PRBM).[5] Criticality in PRBM can
be studied relatively easily with numerical and analytical techniques. [5, 6]
It is a synthetic property that criticality appears in the PRBM-ensemble;
it is imposed by introducing long-range hoppings into a tight-binding Hamil-
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tonian. The criticality is tuned by a parameter, the hopping distance. Phys-
ical realizations have been suggested[7] but the systems it is applicable to
are limited.
It therefore is interesting to explore properties of other ensembles that
arise in a broader range of physical contexts. The ensembles that we have
in mind are those that naturally appear in the mean-field treatment of dis-
ordered interacting systems. As an illustration of their appearance in this
context and the novel critical behavior that they can exhibit, we give the
example of a disordered one-dimensional wire. Without interactions such a
system is in a localized phase, which impedes screening. For that reason
long-range Coulomb interaction has to be considered. Within a mean-field
description the long-range nature of the Coulomb interaction will lead to
long-range correlations in the effective mean-field potential. The disorder on
the other hand can be modelled by a random modulation of the potential.
Each realization of the disorder potential corresponds then to one Hamilto-
nian matrix of the matrix ensemble. It has been shown that a linear system
with a long-range correlated random potential can delocalize[8]. Thus in this
ensemble interactions may change the universality class even in the case of
symmetry-preserving effective potentials. Furthermore, the criticality may
be tuned by parameters associated to the interaction, e.g. an interaction
strength energy scale.
The self-consistent field (scf) ensemble of random Hamiltonians described
above is only one of many candidates for such a novel kind of ensembles. It
was chosen as an example, because the appearance of long-range correlations
is immediately obvious in it. As we show in this thesis, even short-range
interactions can lead to long-range correlations in the mean-fields. Thus,
the appearance of novel critical behavior can be expected in a very wide
range of physical contexts, in which these ensembles arise naturally within
a mean-field description. We believe that their study will contribute to a
more complete understanding of universality classes in disordered fermionic
systems.
1.1 Motivation for numerics and challenges
Parts of this introduction can already be found in an earlier publication
with copyright by the American Physical Society[9]. The investigation of
scf-ensembles is a very challenging endeavor. The difficulty is that each
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disorder configuration requires to find its own self-consistent fields. The
solution of the scf-cycle is very difficult to do with analytical techniques.
But also numerically it is demanding already at moderate system sizes of
a few thousand sites. The solution has to be found in an iterative fashion
with a large number of self-consistency cycles (∼ 103). Furthermore, to
compute disorder-averaged observables many disorder realizations have to
be considered (∼ 102). Presumably, this is the main reason why numerical
studies of scf-ensembles have been performed infrequently in the past, despite
of their obvious fundamental relevance.
Thus motivated, we have developed a state-of-the-art implementation of
the scf-problem. With it the system sizes that we can address at an affordable
numerical cost exceed the ones of prior studies by two orders of magnitude.
The interplay of disorder induced quantum-interference and mean-field in-
teractions can be studied on length scales that exceed the lattice constant by
two orders of magnitude.
In the following we give two interesting applications of our software pack-
age to the physical systems that we consider throughout this thesis.
1.2 Appetizer: superconductors with a single
impurity
As a first application of our code we have considered s-wave superconductors
with a single impurity. We are motivated by a collaboration with the experi-
mental group of Wulf Wulfhekel at the Karlsruhe Institute of Technology. In
this group scanning tunneling microscopy(STM) measurements of supercon-
ducting bulk Al(111) around a Fe impurity have been conducted. In Fig. 1.1
(b) the raw experimental data of the differential conductance is shown. By
a fit of the resulting local density of states to a temperature broadened BCS
density of states, the value of the superconducting gap has been obtained.
In Fig. 1.1 (c) this gap as a function of the distance from the impurity is
shown. It is clearly enhanced (∼ 9%) at the impurity position. The decay is
non-monotonic, as is evidenced by the local maximum at 3 nm distance. The
Wulfhekel group attributed this to a oscillatory contribution in the response
function.
The self-consistency requirement complicates the description of the re-
sponse to an impurity at the surface of a bulk superconductor. An analytical
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Figure 1.1: (a) Change of the STM tip elevation in constant current mode as
a function of distance from the impurity. (b) Color encoded dI/dV recorded
as function of distance from the impurity on the same lateral positions as a).
(c) Superconducting gap ∆ fitted to data of b) as function of position from
the impurity. The experiments were conducted by the Wulfhekel group of
the Karlsruhe Institute of Technology and are as of yet unpublished.[10]
formalism remains unknown. With our numerical simulations we could con-
firm the oscillatory nature of the response function. It shows a frequency
of twice the Fermi wave vector, 2kF. We find an increase of the gap at the
impurity of ∼ 6%. Thus the enhancement of superconductivity around the
impurity was reproduced semi-quantitatively as well. Furthermore we also
determine the exponent of the power-law decay of the gap response. An ex-
haustive and detailed comparison with the experimental data including the
decay is in progress[10].
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1.3 Appetizer: dirty superconductors
Parts of this introduction can already be found in an earlier publication
with copyright by the American Physical Society[9]. As the second applica-
tion of our code we choose disordered s-wave superconductors with screened
Coulomb interaction.
The interplay of disorder and superconductivity provides a fascinating
field of inquiry. Disorder may lead to localization and thus an insulating
phase with vanishing conductivity. Superconductivity on the other hand
leads to conduction with vanishing resistance. In that sense the two phases
are polar opposites. In systems exhibiting both phenomena a Superconductor-
Insulator-Transition (SIT) is possible. Despite considerable effort there is no
consensus on a critical theory describing the SIT. Multiple theories and mech-
anisms are being discussed and the relation between them remains unknown.
Since the seminal papers by Ghosal, Randeria, and Trivedi [11, 12] the
disordered attractive Hubbard model has been employed extensively to study
the SIT both with computational[13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]
and analytical[24, 25, 26] means.
Important insights have been gained within the mean-field description of
the disordered attractive Hubbard model. The most striking findings include
(i) the granularity of the pairing amplitude (”islands”) emergent on the scale
of the coherence length even for short-range disorder[12]. Since this theo-
retical prediction the effect has been observed experimentally[27, 28]; (ii)
the parametric decoupling of the spectral gap from the mean pairing ampli-
tude at large disorder: while the first remains relatively large, the second
decays to zero. [12] Only recently direct evidence of the existence of sepa-
rate pairing and spectral gap energy scales has become available[29]. (iii) A
parameter regime was predicted where the typical size of pairing amplitude
is increased as compared to the clean limit, so disorder has a pronounced
tendency to enhance superconductivity. The mechanism was explored in 3D
near the Anderson transition[24, 25] but also in 2D samples with short and
long-range interactions[30, 31, 32]. Several predictions are broadly consis-
tent with numerical results obtained on a honeycomb lattice [18] and have
been confirmed recently on a square lattice as well [23]. Recently this phe-
nomenon was observed experimentally as well[33]. (iv) At large interactions
the coherence length was reported to exhibit a non-monotonous behavior
with increasing disorder strength.[19]
Despite the progress, the current situation is not fully satisfying: On
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the one hand, computational mean-field studies of the Hubbard model have
been limited to system sizes L that do not allow to study the most interesting
regime of length scales where the coherence length exceeds the lattice spacing:
ξ  a. While analytical approaches, on the other hand, operate in this
regime, they rely on partial self-consistency in order to become tractable.
Motivated by this observation, we investigate the Bogoliubov-deGennes(BdG)
theory of disordered superconductors focussing on s-wave pairing in thin
films. The full parameter plane of disorder, W , and interaction, U , is consid-
ered in which we study the distribution function and autocorrelations of the
local gap function, ∆(r). Our computational machinery allows us to cover the
full parameter space from the extreme regimes, which have been addressed
computationally before, to the analytically tractable weak coupling limit. In
this effort we observe the formation of islands in large regions of the param-
eter space, for the first time on mesoscopic scales considerably exceeding the
lattice constant. Regimes are included with parameters relatively close to
the one where strong inhomogeneity has been observed experimentally.[28].
Our observation might indicate that islands play a crucial role for the
stability of the superconducting phase in actual experiments. Namely, is-
lands imply localized Cooper pairs and therefore a diminishing of the phase-
stiffness. In other words, islands go together with enhanced phase-fluctuations
that destabilise long-range superconducting order. This connection between
island-formation and stability has been emphasized before.[12, 13]
Calculating the autocorrelation function of the spectral gap, |∆(q)|2 we
can extract a characteristic inverse length scale ξ−1(W,U) with the physical
meaning of a correlation length. We study ξ within the full phase diagram.
Interestingly, concomitantly with island formation we find an enhanced corre-
lation length. A similar observation, if only at very large interaction strength,
U=5, has been made by Seibold et al. [19]. To what extent the enhancement
of ξ is an artefact of mean-field theory that is removed when adding phase
fluctuations remains to be seen.
A second focus we put on the investigation of the mesoscopic fluctuations
of the local and global density of states at different disorder and tempera-
ture regimes. Strong fluctuations in disordered superconductors have been
demonstrated experimentally[27, 28, 34]. Analytical treatments are available
in a field theoretical framework, where strong fluctuations have been found,
in particular close to the critical temperature[35]. The perturbative nature
of this non-linear-σ model approach does not allow for predictions beyond
the weakly disordered limit.
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We for the first time investigate the fluctuations in regimes from weak
to strong disorder, where the fluctuations are particularily pronounced. We
find that the fluctuations generically get enhanced as the critical temperature
is approached. Furthermore the energy range, where the enhancement is
appreciable, is broadened significantly with increasing disorder.
In addition we will address open questions concerning the enhancement
of superconductivity by disorder. While an increase of the gap has been
demonstrated within BdG-theory on a square lattice [23], it is not certain
that this translates to an increase in critical temperature. As the authors
state themselves, phase fluctuations have to be taken into account in critical
temperature predictions. The small increase (< 1%) of the zero temperature
gap might be outweighed by a decrease in the phase stiffness. We for the first
time identify a regime, where the gap is strongly enhanced (up to ∼ 20%).
We complement this zero temperature investigation with a determination
of the mean-field critical temperature. While such an investigation has been
conducted before [22], the small system sizes (∼ 103 sites) did not permit an
analyzation of the low coupling regime, where an enhancement of the gap
can be found.
To investigate the importance of phase fluctuations for the finite tem-
perature transition, we consider the evolution of the spatial distribution of
the gap with increasing temperature. In agreement with experimental find-
ings[33], we conclude that a regime with increased critical temperature is
plausible.
Finally, like earlier authors[12] we also pay a special attention to the sen-
sitivity of the behavior of computational observables to approximations made
in the self-consistency procedure. We identify key effects for which only full
self-consistency provides the correct description: (i) island formation when
observed in moderate parameter regions is a characteristic hallmark of full
self-consistency. It escapes partial (“energy-only”) self-consistent schemes;
(ii) The gap is monotonically enhanced in the partial (“energy-only”), while
with full self-consistency we find a maximum at a certain disorder strength.
It turns out that the inhomogeneous Hartree shift is key in this qualitative
feature. We conclude that the renormalization of wavefunctions associated
with full self-consistency will probably be an important ingredient of a qual-
itative theory of the superconductor-insulator transition.
At the same time we show that in the weakly disordered limit even ap-
proaches without any self-consistency can describe certain features of dis-
ordered superconductors quantitatively. We do this on the example of the
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fluctuations of the local density of states employing an unpublished analytical
approach developed by Igor Burmistrov of the Landau institute.
Overview
We will start in Chapter 2 with review on the description of inhomogeneous
superconductors. We will give theoretical background on phase transitions,
superconductivity and mean-field theories in general. Furthermore the at-
tractive Hubbard model will be discussed and a solution within mean-field
theory will be provided.
In Chapter 3 the details of our numerical implementation will be pre-
sented. We will discuss the iterative solution for the self-consistent fields.
In addition the Kernel Polynomial Method will be discussed both in general
and specifically applied to the Hubbard Hamiltonian within mean-field the-
ory. We will contrast different approaches and discuss the errors involved in
our numerical approximations.
We will follow in Chapter 4 with superconductivity in the presence of a
single impurity. The known results both for Friedel oscillations in the density
and the pairing amplitude will be discussed, followed by a presentation of our
results. We will close with a discussion.
Chapter 5 will be devoted to superconductivity in the presence of ho-
mogeneous on-site disorder. We will start with a review of both localization
and Superconductor-Insulator-Transitions (SIT). We will present our results
and conclude with a discussion.
In Chapter 6 we will summarize what has been achieved and close in
Chapter 7 with an outlook on physical questions that we would like to
address in the future.
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Chapter 2
Inhomogeneous
Superconductors
In this chapter we will discuss theoretical aspects of the description of inho-
mogeneous superconductors. We will review the theory of phase transitions,
superconductors and mean-field approximations. Furthermore we will in-
troduce and discuss the Hamiltonian that will be studied throughout this
thesis.
2.1 Phase Transitions
The concept of phase transitions is absolutely central to our understanding of
physics today. The nucleation of a crystal, the magnetization of a ferromag-
net and the formation of a superconducting condensate can all be understood
as a transition towards higher order.
The SIT, which we will study in this thesis, is believed to be a second-
order phase transition. The ordered phase can be described by an order
parameter. For instance the complex order parameter of a superconducting
phase is the pairing amplitude. Its modulus is associated with the pair en-
ergy with which electrons are bound together, while its phase corresponds
to the complex phase of the condensate. The free energy functional in the
superconducting state with respect to this order parameter has the famous
mexican hat form seen in Fig. 2.1. It is symmetric with respect to the phase
of the order parameter. At the transition this continuous U(1)−symmetry is
spontaneously broken and a specific phase is chosen.
11
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Figure 2.1: Free energy functional (z-axis) of a superconductor with respect
to its complex order parameter ∆.
We can characterize a second-order phase transition by a set of critical
exponents. Close to the transitions all relevant thermodynamic quantities
scale with these exponents. For instance the correlation length, which is
the length scale associated to fluctuations, of a thermal second-order phase
transition scales according to
ξ ∝ |T − Tc|−ν , (2.1)
with critical exponent ν > 0 and critical temperature Tc. As seen from the
equation, the correlation length diverges as the critical point is approached.
The resulting power-law correlation across all of space, even in the thermo-
dynamic limit, is another key property of these transitions.
It has been found that these exponents are not unique to every phase
transition. Many transitions that seem entirely unrelated microscopically
share the same exponents and thus the same critical behavior. This property
was attributed to the irrelevance of microscopic details at a phase transi-
tion. The sets of unique critical exponents are called universality classes.
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Important characteristics that distinguish these universality classes are the
symmetry class, the dimensionality and the range of interactions.
Another important aspect of the SIT is its quantum nature. Quantum
phase transitions are characterized by a discontinuous change in ground state
at T = 0. This change is controlled by a material parameter, say the particle
density or strength of disorder. The transition is driven by quantum fluctu-
ations in contrast to thermal fluctuations, as in thermal phase transitions.
2.2 Superconductivity
Superconducting phases are characterized by a condensation of electrons to
a degenerate ground state constituted of bosonic Cooper pairs. This leads to
extraordinary electromagnetic properties that superconductors can exhibit:
• A complete vanishing of the dc resistance. In that sense superconduc-
tors are perfect conductors.
• An exponential decay of the penetration depth of magnetic fields inside
a superconductor. In that sense they are perfect diamagnets.
Throughout this thesis we will be mainly concerned with thin superconduct-
ing films. The two-dimensional nature of theses systems has profound im-
plications on the resulting superconducting state. According to the Mermin-
Wagner theorem, there can be no continuous symmetry breaking in d ≤ 2 in
a system with short-range interactions at finite temperatures.
The existance of a superconducting state in 2d is still possible through
the BKT-transition. It is a topological phase transition towards a quasi-
ordered state. It is quasi-ordered in the sense that correlations decay by a
power-law in contrast to constant correlations in the infinite distance limit
in conventionally ordered systems.
The inclusion of phase fluctuations is key to arrive at such a transition.
In our mean-field description we neglect these fluctuations and arrive at a
conventional superconducting phase even for T > 0. Our zero temperature
results are not affected by this but we want to argue that our conclusions
bear relevance even in the finite temperature case. In particular, we do not
expect the modulus of the pairing amplitude to be strongly affected by phase
fluctuations. The critical temperature on the other hand we expect to depend
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on the strength of disorder. At low disorder the critical temperature of the
BKT transition TBKT takes the form[36]
TBKT = TBCS(1− 4Gi), (2.2)
with the BCS critical temperature TBCS and the Ginzburg-Levanyuk number
Gi 1. Thus in this regime we can expect our mean-field critical tempera-
ture Tc to be a reasonable estimate for the critical temperature even in the
presence of phase fluctuations. As we move towards the strong disorder case
TBKT  Tc holds. Physically, this corresponds to a loss of phase coherence of
the superconducting condensate before the modulus of the pairing amplitude
vanishes. This will be discussed in conjuction with our finite temperature
results.
2.3 Mean-field theories
Making interacting systems tractable is one of the major challenges in physics.
We will discuss this on the example of an attractive on-site interaction term,
as we will consider in the Hubbard model. It reads
HˆI = −U
Nbf∑
i=1
cˆ†i,↑cˆi,↑cˆ
†
i,↓cˆi,↓, (2.3)
with number of basis functions Nbf, and annihilation (creation) operator
cˆ
(†)
i,σ at site i with spin σ. Analytical solutions to interacting problems are
often unknown, especially for an inhomogeneous problem, as the one that
we will consider. To numerically diagonalize a Hamiltonian that contains
such an interaction term is challenging as well, as the Fock space size grows
exponentially with the size of the lattice Nbf. In most cases approximate
solutions have to be found.
Mean-field theory is based on the idea to find an effective single-particle
Hamiltonian with a much smaller Hilbert space that absorbs the mean in-
teraction effect of all particles in effective potentials, the mean-fields. For
instance in our mean-field decoupling we will choose
HˆI = −U
Nbf∑
i=1
cˆ†i,↑cˆi,↑cˆ
†
i,↓cˆi,↓ ≈ −
U
2
Nbf∑
i=1,σ
n(ri)c
†
i,σci,σ −
Nbf∑
i=1
∆(ri)cˆ
†
i,↑cˆ
†
i,↓ + h.c.,
(2.4)
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with particle density n(ri) and pairing amplitde ∆(ri), which will be our
mean-fields. In order to find an optimal representation of the many-body
Hamiltonian in terms of the effective Hamiltonian, the mean-fields then have
to be determined self-consistently. This self-consistency requirement will
ensure that the free energy of the many-body Hamiltonian with respect to the
eigenstates of the mean-field Hamiltonian will be minimal for the particular
choice of mean-fields that fulfill self-consistency.
Note that the mean-field Hamiltonian does not conserve particle number,
even though the many-body Hamiltonian does. The mean-field Hamiltonian
explicitly breaks the symmetry that is spontaneously broken in the many-
body Hamiltonian.
In mean-field theory we neglect fluctuations around this mean value of
the fields. Consequently, how well a mean-field Hamiltonian approximates
the many-body Hamiltonian depends on the importance of these fluctua-
tions. A very important factor that determines the size of these fluctuations
is the dimensionality of the problem. A higher dimensionality leads to lower
strength of fluctuations. At a certain upper critical dimension the mean-field
Hamiltonian can even reproduce the critical behavior, i.e. the critical expo-
nents of its respective universality class. Below this upper critical dimension
mean-field theory will yield different mean-field critical exponents, due to the
rise of fluctuations close to a phase transition. Additionally, there is a lower
critical dimension at which mean-field theory might predict a phase transi-
tion towards an ordered phase, even though, when fluctuations are taken into
account, no such transition can occur.
In the case of the superconducting phase transition the upper critical
dimension is 4, while the lower critical dimension is 2. As already discussed
in the two-dimensional case superconductivity is still possible in the form of
a BKT transition towards a quasi-ordered state.
Even though the critical exponents are not correctly reproduced in 2D
and 3D for a superconducting system in mean-field theory, BCS theory, many
aspects are described remarkably well, at least in the case of conventional
superconductivity. This is for instance true for the critical temperature, the
superconducting gap and the coherence length.
Beyond the relevance of mean-field theories in the direct description of in-
teracting systems, they are also the starting point for many other approaches
that go beyond it. In quantum field theoretical approaches the object of in-
16 CHAPTER 2. INHOMOGENEOUS SUPERCONDUCTORS
quiry is a path integral over some action∫
D∆e−S[∆], (2.5)
with action S that is a functional of some field ∆. The above functional
integral is typically solved by a perturbative approach. One starts with a
saddle point approximation∫
D∆e−S[∆] ∼ e−S[∆0], (2.6)
i.e. only taking the field configuration ∆0 that minimizes S. This field con-
figuration is equivalent to our mean-field and starting from that fluctuations
around that field can be then taken into account perturbatively.
Apart from mean-field theories, there are other self-consistent field theo-
ries. We here want to discuss the example of density functional theory (DFT)
and what its advantages and disadvantages are compared to mean-field the-
ories. In density functional theory an effective single particle system, the
Kohn-Sham system, is being studied.(
− ~
2m
∇2 + Veff[n(r)](r)
)
Ψ(r) = EΨ(r), (2.7)
with some effective potential Veff that is a functional of the particle density
of the Kohn-Sham states Ψ(r). There are important differences with respect
to mean-field theory:
• Only the density of the Kohn-Sham states bears a direct physical rele-
vance. In mean-field theory the single-particle states are optimized as
well to represent the underlying many-body system.
• In DFT in principle more correlation effects can be taken into account
than in mean-field theory. Theoretically all properties of the exact
many-body ground state can be encoded in a density functional. In
practice the density functional is not known and finding an approximate
functional is less easily controlled than a mean-field approximation. So
on the one hand in many cases the many-body ground state energy Eg
can be approximated more accurately than in mean-field theory. On
the other an advantage of mean-field theory is that its ground state
energy Emf ≥ Eg is always an upper bound, while that is not true for
DFT.
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2.4 The attractive Hubbard model
2.4.1 Free particles
The tight-binding Hamiltonian of free particles on a lattice with nearest
neighbor hopping reads
Hˆfree = −t
∑
〈i,j〉,σ
cˆ†i,σ cˆj,σ, (2.8)
with hopping parameter t and electron annihilation operator ci,σ = cσ(ri)
with spin σ at position ri. With 〈i, j〉 we denote a sum over the nearest-
neighbor sites on a rectangular lattice in d dimensions
∑
〈i,j〉
cˆ†i,σ cˆj,σ =
Ld∑
l=1,σ
d∑
D=1
cˆ†σ(rl + rˆD)cˆσ(rl) + h.c. (2.9)
with number of lattice sites along each axis L and unit vector along the D-th
axis rˆD with components
(rˆD)l = δl,Da, (2.10)
with lattice spacing a. We impose periodic boundary conditions, thus
cσ(rl + LrˆD) = cσ(rl) ∀ D, l. (2.11)
We define the discrete Fourier transform of spatial dimension (r)l as
cˆ†σ(r) = cˆ
†
σ((r)1, ..., (r)l, ..., (r)d) =
L∑
m=1
cˆ†σ((r)1, ..., km, ..., (r)d)e
−ikm(r)l ,
(2.12)
with momenta km taking values
km =
(m− 1)2pi
La
. (2.13)
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Employing Eq. (2.12) the Hamiltonian is readily diagonalized
Hˆfree = −t
Ld∑
l=1
∑
σ
d∑
D=1
cˆ†σ(rl + rˆD)cˆσ(rl) + h.c. =
= −t
∑
l,σ,D
Ld∑
m,p=1
cˆ†σ(k
′
m)cˆσ(kp)e
ik′p·(rl+rˆD)−ikm·rl + h.c. =
= −t
d∑
D=1
Ld∑
p,p=1
cˆ†σ(k
′
p)cˆσ(kp)e
ik′p·rˆDδ(k′p − kp) + h.c. =
= −2t
∑
m,σ
[
d∑
D=1
cos(km · rˆD)
]
cˆ†km,σ cˆkm,σ, (2.14)
where the components of the wave vector are quantized according to
(km)D ∈
[
0,
2pi
La
,
4pi
La
, ...,
2(L− 1)pi
La
]
∀ m, d. (2.15)
For the band width B of the system we thus get
B =
{−2t∑dD=1 [cos(pi)− cos(0)] = 4dt L even
−2t∑dD=1 [cos( (L−1)piL )− cos(0)] = 2dt(1− cos( (L−1)piL )) L odd.
(2.16)
We define the density of states (DoS) per spin
ρσ(E) =
1
Ld
∑
n
δ(E −Eσ,n) ≈ 1
Ld
∑
n
1√
2piγ2
exp
(
− [E − Eσ,n]2
2γ2
)
, (2.17)
with eigenenergies Eσ,n for states with spin σ. As all the systems that we will
discuss are time-reversal symmetric and spin-rotational symmetric, we will
omit the spin index from now on. In numerical computations we approximate
the delta distributions by a Gaussian of width γ, as defined in Eq. 2.17. We
define the filling factor as
n = 2
∫ EF
−∞
dEρ(E), (2.18)
with Fermi energy EF .
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Figure 2.2: The DoS of Hˆfree on a 2D lattice of linear size L = 256. The
delta distributions are approximated by a Gaussian of width γ = 0.025t as
described in Eq. 2.17. The vertical lines mark the Fermi energies at given
filling n, where the Fermi surfaces and Fermi velocities are plotted in Fig.
2.3
.
Notes
• In Fig. 2.2 the density of states (DoS) of Hˆfree on a 2D lattice is plotted.
Far away from E = 0 the DoS is only weakly dependent on energy
and the particles behave as though in free space with approximately
parabolic dispersion. Going towards E = 0 the dependence on energy
becomes strong, as the wave length of corresponding states becomes
comparable to the lattice spacing.
• In Fig. 2.3 the Fermi surfaces and Fermi velocities at different Fermi
energies for a 2D lattice are shown. Again the effect of the lattice
is apparent going from approximately isotropic behaviour close to the
band edges to a four-fold symmetric behaviour at E = 0.
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Figure 2.3: The Fermi surfaces and Fermi velocities of Hamiltonian Hˆfree in
the continuum limit L → ∞ at filling factors n = 0.05(left), 0.3,(center)
0.875(right). The corresponding energies are marked in the DoS in Fig. 2.2
• The Hamiltonian is time-reversal symmetric. For an even number of
sites or L→∞ it is also chiral and particle-hole symmetric.
2.4.2 Attractive interaction
In this section we will ad an attractive onsite interaction term and an in-
homogeneous onsite potential to the free particle Hamiltonian (Eq. (2.8)).
Thus we arrive at the inhomogeneous attractive−U Hubbard model [37]
HHubbard = Hˆfree + HˆI +
Nbf∑
i=1
Vinˆi (2.19)
HˆI = −U
Nbf∑
i=1
nˆi,↑nˆi,↓, (2.20)
with U > 0, nˆi,σ = cˆ
†
i,σ cˆi,σ, number of real space basis functions Nbf = L
d
and some inhomogeneous potential Vi.
Despite its seeming simplicity the Hubbard Hamiltonian has a rich phase
diagram and is employed to describe a wide range of physical systems. We
are interested in the superconducting s-wave ground state that it can sup-
port in its attractive form. It is important to note here that at half filling
the superconducting ground state is degenerate with a charge density wave
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ground state. For that reason we will choose filling factors smaller than 1
throughout this thesis.
The potential will either serve the role of a single impurity at some site or
homogeneous disorder. We will specify it further in the respective chapters.
2.4.3 BdG-treatment of the Hubbard model
In this section we want to move from the interacting many-body Hamilto-
nian HˆHubbard in Eq. (2.19), to an effective single-particle Hamiltonian, as
described in 2.3. We will only briefly outline the steps to arrive at a mean-
field description of the Hubbard Hamiltonian. A complete derivation can be
found in standard textbooks[38].
The effective mean-field Hamiltonian reads
HˆBdG = Hˆ0 + HˆI (2.21)
Hˆ0 = −t
∑
〈i,j〉,σ
cˆ†i,σ cˆj,σ + h.c. +
Nbf∑
i=1,σ
(Vi − µ) nˆi,σ
HˆI = −U
2
Nbf∑
i=1,σ
n(ri)nˆi,σ −
Nbf∑
i=1
∆(ri)cˆ
†
i,↑cˆ
†
i,↓ + h.c.,
with local occupation number n(ri) and pairing amplitude ∆(ri). The first
term of HˆI expresses the tendency of particles to bunch up, because of the
attractive interactions, while the second term models the Cooper pairing.
The pairing term is not particle number conserving, as it is responsible for
particles or holes hopping in or out of the superonducting condensate.
The Hamiltonian is diagonalized by a Bogoliubov transformation
cˆ†i,↑ =
Nbf∑
n=1
(
u∗n(ri)γ
†
n,↑ − vn(ri)γn,↓
)
(2.22)
cˆ†i,↓ =
Nbf∑
n=1
(
un(ri)γn,↓ + v∗n(ri)γ
†
n,↑
)
, (2.23)
with fermionic creation operators of Bogoliubov quasi-particles γ†n,σ, particle
wave functions un(ri) and hole wave functions vn(ri) that obey
Nbf∑
i=1
(|un(ri)|2 + |vn(ri)|2) = Nbf∑
n=1
(|un(ri)|2 + |vn(ri)|2) = 1, (2.24)
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so that the transformation is unitary.
The particle and hole wave functions are defined by the Bogoliubov-
deGennes(BdG) equations(
h ∆
∆∗ −h∗
)(
un(ri)
vn(ri)
)
= n
(
un(ri)
vn(ri)
)
. (2.25)
with
hun(ri) = −t
∑
δˆ
un(ri+δˆ) + (Vi−µ− U n(ri)
2
)un(ri) (2.26)
∆un(ri) = ∆(ri)un(ri). (2.27)
The BdG equations are particle-hole, time-reversal and chiral(sub-lattice)
symmetric. Particle-hole symmetry of the BdG equations amounts to an
eigenvector with positiv eigenenergy n
|n〉 =
(
un
vn
)
, (2.28)
being related to an eigenvector with negative energy n according to
| − n〉 =
( −vn
un
)
. (2.29)
The number of degrees of freedom in the BdG equations are doubled with
respect to the mean-field Hamiltonian (Eq. (2.21)). This is only a mathe-
matical trick that allows to diagonalize the Hamiltonian within a first quan-
tization formalism, even though the mean-field Hamiltonian is not particle
number conserving. In Fig. 2.4 (left) the dispersion is shown for the clean
case with ∆(r) = 0. Fig. 2.4 (right) shows the dispersion with finite pairing,
which opens up a gap around the Fermi energy. In both cases the complete
information is contained in the lower and upper half plane. We choose as the
physical sector n > 0 to discard the redundant degrees of freedom. Note that
in Fig. 2.4 (right) particle and hole states are mixed and the color coding
corresponds to the predominant character of the states.
The mean-fields ∆(ri) and n(ri) have to be determined such that the
mean-field Hamiltonians HˆBdG approximates the many-body Hamiltonian
HˆHubbard in an optimal way. This is achieved by requiring that the free
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Figure 2.4: The dispersion with homogeneous potential Vi = const, as calcu-
lated from Eq. (2.25) with ∆(r) = 0 (left) and ∆(r) = ∆ = 0.5 (right).
energy F = 〈HˆHubbard〉 − TS of HˆHubbard with respect to the eigenstates |Φ〉
of HˆBdG
〈HˆHubbard〉 =
∑
Φ〈Φ|HˆHubbard|Φ〉exp (−βEΦ)∑
Φ exp(−βEΦ)
, (2.30)
with eigenenergy EΦ of state Φ and β =
1
kBT
is stationary. The resulting
scf-conditions for the density n(r) and the gap-function ∆(r) read
∆(ri) = U [un(ri)v
∗
n(ri)(1− 2fn)] , (2.31)
n(ri) = 2
∑
n
[|vn(ri)|2(1− fn) + |un(ri)|2fn] , (2.32)
with Fermi function
fn =
1
exp(βn) + 1
. (2.33)
In addition the chemical potential µ has to be determined self-consistently
for a given filling factor n according to
n =
Nbf∑
i=1,σ
〈nˆi,σ〉
Nbf
. (2.34)
The self-consistency requirement leads to non-linearity in the BdG equations.
Such non-linearity is the origin of the richness but also difficulty that self-
consistent field theories exhibit. The local density of states (LDoS) within
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BdG theory reads
ρ(E, ri) = 2
∑
n
[|vn(ri)|2δ(E + n) + |un(ri)|2δ(E − n)] (2.35)
BCS theory
We will briefly discuss the BdG equations in the clean case. A full account
can be found in standard textbooks[39]. In the special case of a homogeneous
potential in Eq. (2.21)
Vi = const ∀i , (2.36)
HˆBdG reduces to the BCS Hamiltonian. With translational invariance the
pairing amplitude takes a constant value in space and the Hartree shift can
be absorbed in the chemical potential as it is homogeneous
∆(r) = ∆0 (2.37)
The resulting BCS Hamiltonian in real space reads
HˆBCS = − t
∑
〈i,j〉,σ
cˆ†i,σ cˆj,σ + h.c.− µ
Nbf∑
i=1,σ
nˆi,σ − (2.38)
−
Nbf∑
i=1
∆0cˆ
†
i,↑cˆ
†
i,↓ + h.c., (2.39)
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Applying a Fourier transform (Eq. (2.12)) we arrive at the standard momentum-
space representation of the BCS Hamiltonian
HˆBCS = Hˆfree −
Nbf∑
i=1,σ
µcˆ†i,σ cˆi,σ −
Nbf∑
i=1
∆0cˆ
†
i,↑cˆ
†
i,↓ + h.c. =
= Hˆfree − µ
Nbf∑
i,m,n=1,σ
cˆ†σ(km)cˆσ(kn)e
−i(km−kn)ri −
−
Nbf∑
i,m,n=1
∆0cˆ
†
↑(km)cˆ
†
↓(kn)e
−i(km+kn)ri + h.c. = (2.40)
=
∑
m,σ
[
D∑
d=1
−2tcos(km · rˆd)− µ
]
cˆ†km,σ cˆkm,σ
−∆0
Nbf∑
m=1
cˆ†km,↑cˆ
†
−km,↓ + h.c. =
=
∑
m,σ
ξkm cˆ
†
km,σ
cˆkm,σ −∆0
Nbf∑
m=1
cˆ†km,↑cˆ
†
−km,↓ + h.c.,
whereby we used the Fourier transform of Hˆfree as already derived in Eq.
(2.8). Note that in the standard formulation of BCS theory the pairing term
is restricted to states close to the Fermi energy
Nbf∑
m=1
∆kcˆ
†
km,↑cˆ
†
−km,↓ + h.c., (2.41)
with
∆k =
{
∆0 |ξkm| ≤ ~ωD
0 |ξkm| > ~ωD
,
with Debye frequency ωD. As a consequence states across the whole band-
width B will be paired. B/2 replaces ωD wherever it appears in BCS theory.
Particles will still only be strongly paired around the Fermi energy. The hole
character of the eigenstates in BCS theory follows
|vk|2 = 1
2
[
1− ξk
(∆20 + ξ
2
k)
1
2
]
. (2.42)
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It quickly falls off around the Fermi energy, whereas far from the Fermi energy
it retains power-law tails ∼ ξ−2k . The clean self-consistency equation reads
1 = −U
2
∑
k
tanh(β
√
ξ2k + ∆
2
0/2)√
ξ2k + ∆
2
0
(2.43)
In the continuum limit we get
1 = −U
2
∫ B/2
−B/2
dξ
tanh(β
√
ξ2k + ∆
2
0/2)ρ(ξ)√
ξ2 + ∆20
, (2.44)
with density of states ρ(ξ). Whenever we refer to the BCS gap, we will
calculate it employing this equation for T → 0. The critical temperature is
proportional to the zero temperature gap for BCS theory in the low-coupling
limit. The clean correlation length is defined as
ξ =
vF
pi∆0
, (2.45)
with the Fermi velocity vF.
Chapter 3
Numerical Implementation
In this chapter we will outline how self-consistency is established numerically.
We will first describe the self-consistency cycle. In the following chapters we
will introduce the Kernel Polynomial Method (KPM) and its application to
the BdG equations.
3.1 Self-consistency cycle
The Hamiltonian that we aim to establish self-consistency for (see Eq. 2.25
and 2.26) is defined as(
h ∆
∆∗ −h∗
)(
un(ri)
vn(ri)
)
= n
(
un(ri)
vn(ri)
)
. (3.1)
with
hun(ri) = −t
∑
δˆ
un(ri+δˆ) + (Vi−µ− U n(ri)
2
)un(ri) (3.2)
∆un(ri) = ∆(ri)un(ri). (3.3)
The pairing amplitude ∆(ri) and the density n(ri) do not only appear as
matrix elements in the Hamiltonian but also as observables defined by the
self-consistency equations (see (2.31) and (2.32))
∆(ri) = U [un(ri)v
∗
n(ri)(1− 2fn)] , (3.4)
n(ri) = 2
∑
n
[|vn(ri)|2(1− fn) + |un(ri)|2fn] , (3.5)
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with Fermi function
fn =
1
exp(βn) + 1
. (3.6)
The Hamiltonian is self-consistent, when the observables agree with the cor-
responding matrix elements. We establish self-consistency in an iterative
fashion. The Hamiltonian is constructed with an initial guess for the mean-
fields, followed by a computation of the mean-fields (Eq. (3.4) and (3.5)) from
this Hamiltonian. With these new mean-fields we construct the Hamiltonian
again and recompute the new mean-fields. We repeat this cycle until the
observables ∆(ri) and n(ri) agree with the corresponding matrix elements
up to some tolerance α
α < |1−∆(m)(ri)/∆(m−1)(ri)| ∀ ri, (3.7)
where ∆(m)(ri) is the mean-field of iterationm. At each iteration the chemical
potential µ in Eq. (3.2) is adjusted to keep the mean particle density constant
n =
∑
i
n(ri)
Nbf
, (3.8)
with number of sites Nbf. Typical values we take are α = 0.1%, 0.5%, 1%, 3%.
Note that the average change αavg per iteration cycle is much smaller than
α, e.g. for a typical sample at moderate disorder W = 2 we have αavg =
0.014%, 0.025%, 0.05%, 0.1%. The straight-forward approach to compute the
mean-fields is by full diagonalization of the Hamiltonian. The asymptotic
computational complexity of this operation is O(N3bf). This limits the system
sizes that are possible to be tackled within such an approach quite severly.
For this reason we have developed an implementation of the self-consistency
cycle based on an alternative approach to construct the mean-fields that
scales considerable better with system size, which will be outlined in the
following section.
3.2 The kernel polynomial method
For the general outline of the KPM we will for the most part follow the review
by Weiße et al. [40]. We will then apply the method to the system that we
study throughout this thesis. The idea of KPM is to expand observables in
Chebyshev polynomials. Through a recursion relation of the polynomials the
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next moment can be calculated from the previous one. The calculation of
one moment corresponds to the action of one sparse matrix on a vector. The
finite series of moments is then convoluted with a kernel to dampen Gibbs
oscillations. These oscillations occur, when an infinite series is cancelled after
a finite number of terms.
In principle every set of orthogonal polynomials could be used for such an
expansion. Chebyshev polynomials are the best choice for most cases for two
reasons: (i)They exhibit good convergence properties. (ii) They are closely
related to the Fourier transform. This relation to the Fourier transform allows
for the easy construction of an optimal kernel and for an efficient evaluation
of the observable, when the expansion coefficients have been determined.
We will start with some properties of Chebyshev polynomials. Chebyshev
polynomials of the first kind are defined by
T0(x) = 1, (3.9)
T−1(x) = T1(x) = x, (3.10)
Tm+1(x) = 2xTm(x)− Tm−1(x), (3.11)
with x ∈ [−1, 1]. The associated scalar product reads
〈f |g〉 =
∫ 1
−1
dx
f(x)g(x)
pi
√
1− x2 . (3.12)
With respect to this scalar product Chebyshev polynomials are orthogonal
to each other
〈Tn|Tn′〉 = 1 + δn,0
2
δn,n′ . (3.13)
We can now expand any function f that is defined on the interval [−1, 1]
according to
f(x) =
∞∑
n=0
〈f |Tn〉
〈Tn|Tn〉Tn(x) = α0 + 2
∞∑
n=1
αnTn(x), (3.14)
with coefficients
αn = 〈f |Tn〉 =
∫ 1
−1
dx
f(x)Tn(x)
pi
√
1− x2 . (3.15)
These are the standard definitions for Chebyshev polynomials. They are
however not well suited to iterative matrix problems. This is due to the
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factor 1√
1−x2 , which is integrated over, in Eq. (3.15). Each power of x will
correspond to one action with the Hamiltonian matrix H. A construction of
the matrix 1√
1−H2 is impractical compuationally.
There is however a simple solution to that. Instead of directly using
Chebyshev polynomials, we will use the orthogonal functions
Φn(x) =
Tn(x)
pi
√
1− x2 . (3.16)
They are orthogonal to each other according to another scaler product
〈Φn|Φn′〉 =
∫ 1
−1
dxpi
√
1− x2Φn(x)Φn′(x) = 1 + δn,0
2
δn,n′ . (3.17)
The expansion of a function f(x) then reads
f(x) =
∞∑
n=0
〈f |Φn〉
〈Φn|Φn〉Φn(x) =
1
pi
√
1− x2
[
µ0 + 2
∞∑
n=1
µnTn(x)
]
, (3.18)
with coefficients
µn = 〈f |Φn〉 =
∫ 1
−1
dxf(x)Tn(x). (3.19)
As we will cancel the series after a number of moments NC, Gibbs oscillations
will occur. These can be dampened by the convolution of the moments with
a kernel
f(x) =
1
pi
√
1− x2
[
g0µ0 + 2
NC∑
n=1
gnµnTn(x)
]
, (3.20)
with kernel gn and µn defined according to Eq. (3.19).
For most applications, including the expansion of our mean-fields, the
Jackson Kernel
gJn =
(N − n+ 1)cos pin
N+1
+ sin pin
N+1
cot pin
N+1
N + 1
, (3.21)
with total number of moments N is the optimal choice.
An expanded delta distribution convoluted with the kernel yields
δKPM(x− a) = 〈KN(x, y)|δ(y − a)〉 =
= gJ0 Φ0(x)T0(a) + 2
N−1∑
n=1
gJnΦn(x)Tn(a). (3.22)
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Resulting in the variance
σ2 =
∫ 1
−1
x2δKPM(x− a)dx−
(∫ 1
−1
xδKPM(x− a)dx
)2
=
=
gJ0 T0(a) + g
J
2 T2(a)
2
(
gJ1 T1(a)
)2
= (3.23)
=
N − a2(N − 1)
2(N + 1)
(
1− cos 2pi
N + 1
)
≈
( pi
N
)2(
1− a2 + 3a
2 − 2
N
)
,
where we used x = T1(x) and x
2 = [T2(x) + T0(x)] /2. The expansion of a
delta peak is approximated well by a Gaussian of width σ. The broadening
changes smoothly from σ = pi/N at x = 0 to σ = pi/N
3
2 at the boundaries.
3.3 Application to the BdG system
The general idea in applying the KPM to our Hamiltonian system is to ex-
pand some energy dependent observable O(E) in Chebyshev polynomials.
This expansion can then be formulated as a trace over powers of the Hamil-
tonian.
At first the Hamiltonian needs to be rescaled to the domain of the Cheby-
shev polynomials
H˜ = (Hˆ − b)/a, (3.24)
with resulting energies
E˜ = (E − b)/a. (3.25)
The factors a and b are chosen according to
a = (Emax − Emin)/(2− ), (3.26)
b = (Emax + Emin)/2, (3.27)
where Emax is the largest and Emin the lowest eigenvalue of Hˆ The parameter
 is introduced to avoid stability problems at the boundaries. We choose it
to be  = 0.01.
In the Chebyshev expansions of observables that we pursue in this thesis,
the building blocks will be expectation values of Chebyshev polynomials with
some vectors |α〉 and |β〉
µn = 〈α|Tn(H˜)|β〉. (3.28)
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We can simply calculate the resulting vector after n actions with the Hamil-
tonian
|αn〉 = Tn(Hˆ)|α〉, (3.29)
following the recursion relation of the Chebyshev polynomials (Eq. (3.9)-
(3.11))
|α0〉 = |α〉, (3.30)
|α1〉 = H˜|α〉, (3.31)
|αn〉 = 2H˜|αn〉 − |αn−1〉. (3.32)
The moments can then be calculated by
µn = 〈β|αn〉. (3.33)
We can simplify Eq. (3.33) further if |α〉 = |β〉. For this we use a product
relation of Chebyshev polynomials
2Tm(x)Tn(x) = Tm+n(x) + Tm−n(x). (3.34)
Using Eq. (3.34) we can calculate two moments with every action of the
Hamiltonian
µ2n = 〈α|α2n〉 = 〈α|T2n(H˜)|α〉 = (3.35)
= 2〈α|Tn(H˜)Tn(H˜)|α〉 − 〈α|T0(H˜)|α〉 = 2〈αn|αn〉 − µ0,
µ2n+1 = 〈α|α2n〉 = 〈α|T2n+1(H˜)|α〉 = (3.36)
= 2〈α|Tn+1(H˜)Tn(H˜)|α〉 − 〈α|T1(H˜)|α〉 = 2〈αn+1|αn〉 − µ1.
The observables that we expand in order to construct our mean-fields are the
LDoS and an equivalent object that carries the spectral information of the
pairing
∆(E, ri) = U
∑
n
[δ(E − n)un(ri)v∗n(ri)] (3.37)
ρ(E, ri) = 2
∑
n
[
δ(E − n)|vn(ri)|2
]
. (3.38)
An energy integral over Eq. (3.37) and (3.38) with the appropriate distribu-
tion functions directly yields the mean-fields defined in Eq. (3.4) and (3.5).
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Note that the sum over eigenenergies n is both over negative and positive
energies. In the expansion scheme that we follow an expansion over the whole
range of energies is unavoidable. In such an approach the complete informa-
tion of the system is present both in the particle and the hole part of the
wave function. This can be seen easily from the particle-hole symmetry in
Eq. (2.28) and (2.29). The moments of the resulting Chebyshev expansion
are
µ∆m(ri) =
∫ 1
−1
dEUTm(E)
∑
n
[δ(E − n)un(ri)v∗n(ri)]
= U
∑
n
[Tm(n)un(ri)v
∗
n(ri)] =
=
∑
n
〈n|Tm(Hˆ)|v(ri)〉〈u(ri)|n〉 =
= 〈u(ri)|Tm(Hˆ)|v(ri)〉, (3.39)
µρm(ri) =
∫ 1
−1
dE2Tm(E)
∑
n
[
δ(E − n)|vn(ri)|2
]
=
= 2
∑
n
〈n|Tm(Hˆ)|vn(ri)〉〈vn(ri)|n〉
= 2〈v(ri)|Tm(Hˆ)|v(ri)〉. (3.40)
These matrix elements can then be computed recursively according to Eq.
(3.33), (3.36) and (3.37).
After the coefficients have been determined, we can construct the energy-
dependent quantities according to
f(x) =
1
pi
√
1− x2
(
g0µ0 + 2
NC∑
n=1
gnµnTn(x)
)
. (3.41)
To arrive at the mean-fields we need to perform an integration over energy
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with the corresponding distribution functions
∆(ri) =
∫ 1
0
dE
(1− 2f(E))
pi
√
1− E2
(
g0µ
∆
0 (ri) + 2
NC∑
n=1
gnµ
∆
n (ri)Tn(E)
)
(3.42)
n(ri) =
∫ 1
0
dE
1− f(E)
pi
√
1− E2
(
g0µ
ρ
0(ri) + 2
NC∑
n=1
gnµ
ρ
n(ri)Tn(E)
)
+
+
∫ −1
0
dE
f(E)
pi
√
1− E2
(
g0µ
ρ
0(ri) + 2
NC∑
n=1
gnµ
ρ
n(ri)Tn(E)
)
(3.43)
Both the construction of the spectral quantities (Eq. (3.41)) and the energy
integration can be performed very efficiently. For this we use the close relation
of Chebyshev polynomials to trigonometric functions. It holds
Tn(x) = cos [narccos(x)] . (3.44)
Now the abscissas of Chebyshev numerical integration [41] are
xk = cos
(
pi(k + 1/2)
N˜
)
with k = 0, ..., (N˜ − 1). (3.45)
For a sufficient accuracy of the integral we can take for instance N˜ = 2NC.
The values f(xk) (Eq. (3.41)) we can now get through a discrete cosine
transform,
γk = pi
√
1− x2kf(xk) = µ0g0 + 2
NC∑
n=1
µngncos
(
pin(k + 1/2)
N˜
)
. (3.46)
This can be evaluated with an efficient divide-and-conquer algorithm of
asymptotic complexity N˜ lnN˜ . The computational effort to get these val-
ues is neglegible compared to the computation of the Chebyshev moments.
With these values, we can easily evaluate any integral∫ 1
−1
f(x)g(x)dx =
∫ 1
−1
√
1− x2f(x)g(x)√
1− x2 dx ≈
≈ pi
N˜
N˜−1∑
k=0
√
1− x2kf(xk)g(xk) =
1
N˜
N˜−1∑
k=0
γkg(xk). (3.47)
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3.3.1 Error discussion
There is an error involved in the expansion, as we cancel the infinite series
after the NC-th moment. This leads to a broadening of the δ peaks in Eq.
(3.37) and (3.38). As ∆(E, ri) in Eq. (3.37) is antisymmetric and further-
more has its largest contributions close to zero energy, this broadening can
lead to cancellation between positive and negative energy contributions. The
error at some position r becomes significant as the broadening of the delta
peaks (see Eq. (3.24)) becomes comparable to the spectral gap of the LDoS
at this position. Thus for a given accuracy the necessary number of Cheby-
shev moments NC increases with decreasing spectral gap. In practice the
self-consistency cycle can be performed with a low number of moments NC
quickly, after which we increase the number of moments successively until
full convergence is achieved.
3.3.2 Scaling and memory usage discussion
Parts of this discussion can already be found in an earlier publication with
copyright by the American Physical Society[9]. The computationally de-
manding step limiting the code-performance is the calculation of the self-
consistent fields that need to be evaluated in every iteration cycle of the
self-consistency process. In straight-forward implementations the Hamilto-
nian is diagonalized in each iteration cycle to construct the self-consistent
fields and restart the cycle with the updated Hamiltonian; the cost is O(N3bf)
operations, where Nbf is the dimension of the single-particle Hilbert space.
With our KPM implementation the expansion of one positional eigenstate
amounts to NC sparse-matrix multiplications that each exhibit an asymptotic
complexity of O(NbfNnz) with Nnz number of non-zero Hamiltonian matrix-
elements per row. As this has to be repeated for all of the Nbf sites, we have
achieved a reduction in scaling of one self-consistency cycle with respect to
a full diagonalization approach to O(NCN2bfNnz). For a dense matrix we
have Nnz=Nbf, while for a very sparse matrix Nnz ≈ N0bf. For example, for
the BdG equations, we have Nnz = 2d + 2, with 2d denoting the number
of nearest neighbors on a cubic lattice in d dimensions. Typically we can
choose NC  Nbf and furthermore NC does not scale with system size. Thus
we arrive at a scaling O(N2bf).
Memory usage is not a significant issue for the system sizes that we have
considered so far. As we use a sparse-matrix approach the memory usage does
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Figure 3.1: Benchmarking intra-node parallelization and code performance.
Left: Speedup with the number of cores per process for different system
sizes. The performance dips (green,blue: near 16; red: near 7,14,21,25) with
rising number of cores we assign to a hardware issue related to caching.
(Parameters: L = 96 (blue), L = 192 (green), L = 288 (red).) Right:
Performance check comparing the matrix-free implementation (orange) with
standard mkl sparse d mm of the MKL Sparse BLAS library (blue). One
iteration corresponds to one sparse matrix-vector product. The ratio of the
timings of the MKL and matrix-free algorithms is shown in red at L = 192
and L = 384. These figures can already be found in an earlier publication
with copyright by the American Physical Society[9].
only linearly increase with system size Nbf. For a lattice of size 192x192, we
have for instance used less than 10 GB of RAM.
3.3.3 Further optimization and design considerations
This discussion can already be found in an earlier publication with copyright
by the American Physical Society[9]. As almost all runtime is spent on the
recursive matrix vector products, the code lends itself very well to being split
in an efficient low-level (i.e. C) kernel embedded in a high-level (i.e. python)
code that implements the rest of the self-consistency cycle in a convenient
way with negligible loss of performance. The kernel has been optimized for
both threading and vectorization. In Fig. 3.1 we show benchmarks performed
on a compute node with two 14-core Haswell Xeon Processor E5-2697 v3; we
monitor the time spent for performing a single sparse matrix-vector product.
Fig. 3.1 (left) is illustrating the efficiency of our intra-node (OpenMP) par-
allelization. For the investigated system sizes L < 288 the memory-bound
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runtime limit is not yet reached as is evidenced by the high speedup through
parallelization. This makes it very advantageous to perform calculations in
this size regime, where parallelization can still be utilized effectively. Fig. 3.1
(right) compares our matrix-free implementation with the standard MKL.
As is seen from the data, our matrix-free implementation is advantageous
already at system sizes as small as Nbf ∼ 1000 sites. Note, that at such small
system sizes even full diagonalization routines can compete. As a technical
remark we mention that, in principle, the matrix-free code should always be
faster as compared to MKL implementations. The crossover size originates
from our decision to use python as a platform, which leaves an interface to a
C-based kernel. This interface is plagued with a small overhead that becomes
negligible beyond the cross-over size.
An additional level of parallelism is obtained by running the expansion of
different basis vectors independently on different nodes. The average over the
disorder ensemble is performed via farming. This inter-node parallelization
scales almost perfectly.
Matrix-free matrix-vector product
To speed up a single self-consistency iteration we optimize the Chebyshev
expansion. Its performance critical part is constituted of the recursive action
of the Hamiltonian on a basis vector, Eq. (3.29). An implementation of the
sparse-matrix vector product custom-tailored to our system is crucial for an
optimal performance. The sparse-martrix vector multiplication is memory-
bound, i.e. the performance is limited by the time it takes to fetch data from
memory. For this reason we devised a self-written ”matrix-free” matrix vec-
tor product that outperforms standard state of the art sparse-matrix vector
multiplication libraries.
The idea is the following: Conventional sparse matrix packages keep all
non-zero elements, i.e. value and index, in memory. Matrix-free implementa-
tions become efficient if many of the non-zero elements have identical values
storing only the different values that occur.
With matrix-free implementations the graph of the Hamiltonian has to be
hard-coded in the matrix-vector product routine. For our Hamiltonian the
amount of memory load operations of matrix data is reduced by a factor of 6
reflecting the number of non-zero elements per row of HˆBdG. In addition, the
integer indices corresponding to the matrix graph do not have to be loaded.
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Altogether, this leads to a reduction of data to be loaded by a factor of 9. i
We mention that recently a library has been made available that automatizes
the implementation of such a matrix-free matrix-vector product for a given
Hamiltonian [42].
Improved convergence of scf-cycle
We improve the code performance by reducing the number of iterations
needed until the convergence of the scf-cycle. The main idea applies, e.g.,
when scanning the parameter space at fixed U for increasing disorder strength
W . At strength W1 a converged solution Ψ1 is found for a given disorder
realization. Thereafter, a sample at larger strength W2>W1 is generated by
rescaling the disorder in the first sample by a factor of W2/W1. Then, Ψ1
will be used to initialize the scf-cycle for the second sample.
3.3.4 Similar implementations
Parts of this discussion can already be found in an earlier publication with
copyright by the American Physical Society[9]. The KPM-aspect of our im-
plementation is similar to other variants described in earlier work. They have
been proven useful in applications of the BdG-equation for nanostructures
with one or very few impurities, but have not been applied to disordered
samples. Implementation differences are in details: Covaci, Peeters, and
Berciu [43], Nagai, Ota, and Machida [44], and Nagai et al. [45] also use
KPM to perform traces. In addition, Covaci, Peeters, and Berciu [43] also
have employed a matrix-free implementation. While these authors expand
the Green’s function employing the Lorentz kernel, we expand the spectral
function where the Jackson Kernel typically has better convergence proper-
ties [40]. In addition we will present a stochastic approach for the evaluation
of the trace that has never been employed in the context of BdG theory. It
provides a promising route to achieve even larger system sizes in the future.
iThe datatype for values is double and for the indices is integer. Note, that the speed-
up to be expected from the matrix-free implementation is less than a factor of 9. This is
because not only the matrix but also the basis vectors have to be loaded from memory,
so the reduction of memory load operations also depends on how many basis vectors are
acted on in parallel.
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3.4 Alternative expansion approaches
In this section we will shortly introduce alternative approaches of the Cheby-
shev expansion that might prove useful for either large system sizes or large
tempertures in the future.
Random trace evaluation
The trace in Eq. (3.39) and (3.40) over energy eigenstates can be performed
directly in a stochastic way.
µn = Tr
[
ATn(H˜)
]
≈ 1
R
R−1∑
r=0
〈r|ATn(H˜)|r〉. (3.48)
The number of random states does not scale with the size of the system, or
can even be reduced sometimes for larger systems. Such kind of an expansion
is thus especially suited for very large systems.
We first define random vectors
|r〉 =
Nbf∑
i=0
ξr,i|i〉, (3.49)
in some arbitrary basis |i〉. That the random trace converges to the exact
trace in the limit R→∞ the numbers ξi,r need to fulfill
〈〈ξi,r〉〉 = 0, (3.50)
〈〈ξi,rξj,r′〉〉 = δr,r′δj,j′ , (3.51)
where the statistical average is defined as
〈〈g(x)〉〉 =
∫ ∞
−∞
P(x)g(x)dx, (3.52)
with probability distribution P(x). Thus we get on average〈〈
1
R
R−1∑
r=0
〈r|B|r〉
〉〉
=
1
R
R−1∑
r=0
D−1∑
i,j=0
〈〈ξ∗i,rξj,r〉〉Bij =
D−1∑
i=0
Bii = Tr(B). (3.53)
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The choice of random distribution can make a difference here, though it is
usually not a huge effect. An example for an appropriate distribution is a
box distribution of the form
P(x) =
√
12Θ(
1
2
√
12
− |x|), (3.54)
with Heaviside function Θ.
An optimal choice of random vectors would be random phase vectors. As
we can choose our Hamiltonian to be real, due to time reversal invariance,
this is numerically not favorable in our case.
We have developed a pilot implementation of a random trace evaluation
approach. There is an additional error caused by taking the trace over a
finite number of random vectors. For the system sizes considered here this
error is too large with a number of random vectors R < Nbf. For very large
systems this is no longer the case, as the necessary number of random vectors
for a given accuracy does not scale with system size. In the very large system
size limit one can achieve a scaling O(Nbf) with a random trace evaluation
approach. Tests of our pilot implementation for very large systems are in
progress.
Expansion of the Fermi function
Instead of expanding the LDoS or the spectrally resolved pairing, one can
epxand the Fermi function in the self-consistency equations (Eq. (2.31) and
(2.32)) and calculate the trace directly according to
∆(ri) = U
∑
n
[un(ri)v
∗
n(ri)(1− 2fn)] =,
= U
∑
n
〈n| |u(ri)〉〈v(ri)|(1− 2f(Hˆ)) |n〉 (3.55)
n(ri) = 2
∑
n
[|vn(ri)|2(1− fn) + |un(ri)|2fn] =
= 2
∑
n
〈n| |v(ri)〉〈v(ri)|(1− f(Hˆ)) + |u(ri)〉〈un(ri)|f(Hˆ) |n〉 (3.56)
The trace can either be evaluated by a random trace evaluation described
above or by a trace over the positional eigenstates outlined in Section 3.3. For
low temperatures a large number of moments NC will be necessary to expand
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the Fermi function, as it very sharply drops in the vicinity of the Fermi
energy. Consequently we have found that at low temperature the expansion
of ∆(E, ri) and ρ(E, ri), as described in Section 3.3, is the better choice.
As the number of necessary Chebyshev moments NC to expand the Fermi
function decreases with increasing temperature, such an approach becomes
interesting for large temperatures.
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Chapter 4
Single Impurity
In this chapter we will study superconductors in the presence of a single non-
magnetic Anderson impurity. In particular we are interested in the resulting
Friedel oscillations of the superconducting gap at the surface of a 3D and 2D
system.
The response of the superconducting gap to impurities has recently re-
ceived considerable attention both experimentally[46, 47, 48, 49] and the-
oretically[50, 51, 52, 53, 54]. The resulting Friedel oscillations provide a
promising tool in determining properties of the underlying supercondcting
state. For instance, they may reveal unconventional symmetry of the order
parameter or the presence of topological edge states[53, 54].
Friedel oscillations in the density are a consequence of the screening of a
potential impurity in a metal [55]. At low temperatures, due to the sharpness
of the Fermi surface, the wave vector of the electrons that participate in the
screening is the Fermi wave vector kF . For that reason the density response
is also modulated by a frequency determined by kF . The density response
δn(r) far from a potential impurity follows to leading order [56]
δn(r) ∼ cos (2kF |r|+ Φ)|r|D , (4.1)
with phase Φ and dimension D. Similarily, the response of the self-consistent
pairing amplitude δ∆(r) far from a potential impurity in the bulk of a 3D
s-wave superconductor [57] is described to leading order in r by
δ∆(r) ∼ cos (2kF |r|+ Φ)|r|2 exp(−a|r|/ξ), (4.2)
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with superconducting coherence length ξ and some constant factor a. Thus
in 3D the pairing amplitude decays with |r|−(D−1) in contrast to the |r|−D
behavior of the density. To arrive at this result the gap was calculated self-
consistently.
The functional form of the pairing amplitude response is known only for
the special case mentioned above. The reason that a more general description
has not been found so far lies in the complications that the self-consistency
requirement brings. At the same time self-consistency leads to unexpected
properties: The decay of the pairing amplitude response does not simply
follow the oscillations in the density. The response of the gap turns out to
be more long-ranged.
Self-consistent numerical calculations have been conducted before [50, 51,
58, 54] for other dimensionalities than the analytically tractable case but the
aforementioned exponents have never been determined. This is presumably
due to the limitations in system size in previous studies.
To describe the pairing amplitude response to an Anderson impurity in
2D and for an impurity on a 3D surface, we will study the model Hamiltonian
HˆFriedel = HˆBdG|Vi=0 + Hˆimp (4.3)
HˆBdG|Vi=0 = −t
∑
〈i,j〉,σ
cˆ†i,σ cˆj,σ −
Nbf∑
i=1,σ
(
U
2
n(ri) + µ
)
nˆi,σ −
−
Nbf∑
i=1
∆(ri)cˆi,↑cˆi,↓ + h.c.,
Hˆimp = −tcˆ†I,σ cˆ1,σ −
(
U
2
n(rI) + µ+ Vimp
)
nˆI,σ −
− ∆(rI)cˆI,↑cˆI,↓ + h.c.,
consisting of the BdG Hamiltonian HˆBdG|Vi=0, defined by equations (2.25) -
(2.32), without the inhomogeneous potential Vi and Hˆimp, which describes
an added Anderson impurity of potential Vimp at site rI . In the case of a 2D
system, HˆBdG|Vi=0 will be periodic in both spatial directions. In the 3D case,
we choose the x- and y-direction to be periodic and for the z-direction we
impose open boundary conditions. The Anderson impurity will be located on
one of the surfaces. The density n(r), pairing amplitude ∆(r) and chemical
potential µ are computed self-consistently on the whole system consisting of
the periodic lattice and the added impurity site.
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We define the response of an observable O(r) as
δO(r) = 〈Oˆ(r)〉imp − 〈Oˆ(r)〉0, (4.4)
where 〈.〉imp is the trace with respect to HˆFriedel and 〈.〉0 with respect to
HˆBdG|Vi=0. The site of the impurity rI is excluded from this response. Both
the pairing amplitude and density will be neglegible there.
4.1 Results: Pairing amplitude response
All the results in this chapter have been computed with a full diagonalization
solver as described in Chapter 3.
4.1.1 Thin film superconductors (2D)
In Fig. 4.1 a spatial map of the response as defined in Eq. (4.4) for the
pairing amplitude ∆(r) is shown. As is the case for Friedel oscillations in the
density, we assume an analogous form of the pairing amplitude response to
the 3D case (Eq. 4.2) with a different exponent of the power-law decay. The
interaction strength U is chosen such, that the superconducting correlation
length ξ = 54a ≈ aL/2. Through this we keep the contribution of the ex-
ponential small, while at the same time avoiding finite size effects. The red
circles represent distances of integer multiples of half the Fermi wave length
λF/2. The frequency of 2kF of the oscillations in analogy to Eq. (4.2) is
readily discernible. Note that at the impurity site the superconducting gap
is enhanced by more than 20%. This is in qualitative agreement with the
experimental data. As the experiments were conducted on a 3D supercon-
ductor, we refer to the next subsection for a quantitative analysis.
In Fig. 4.2 the oscillatory part of the pairing amplitude is shown in diag-
onal direction. We multiplied the pairing amplitude with the distance from
the impurity. This is done under the assumption that in 2D the exponent
will be reduced by one with respect to the 3D gap response (Eq. (4.2)), as is
the case for Friedel oscillations in the density. There is no discernible decay
and we conclude that an exponent of 1 of the power-law decay is consistent
with our data. There seems to be a slower oscillation superimposed to the
2kF oscillation. One might suspect a finite size effect but the analysis is on-
going. Similar simulations have been conducted before [50, 51, 54], although
the authors did not extract the decay of the exponent.
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Figure 4.1: Spatial map of the response of the pairing amplitude in a thin film
to an Anderson impurity (extra site) at δx = δy = 0. As a guide for the eye
the red dashed lines represent multiples of half the Fermi wave length λF/2
distance from the impurity. (Parameters: n = 0.2, U = 1.6, Vimp = −0.06t,
λF ≈ 1.42a, (converged α = 0.001%))
4.1.2 Bulk superconductors (3D)
In this subsection we will investigate the influence of an Anderson impurity
on the pairing amplitude and density response on the surface of a 3D bulk. In
an upcoming paper we will contrast these results with experiments conducted
by the Wulfhekel group at the Karlsruhe Institute of Technology [10].
In Fig. 4.3 the cross section of the system is shown in the xz plane. The
surface itself causes Friedel oscillations, as has been noted before [59, 50, 51].
We see an enhancement of the gap of close to 6% below the impurity site,
which is in qualitative agreement with the experimental findings. In Fig. 4.4
the logarithm of the pairing amplitude on the surface below the impurity is
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Figure 4.2: The pairing amplitude response along the diagonal of a surface
below an Anderson impurity (extra site) multiplied by x−1. (Parameters:
n = 0.2, U = 1.6, Vimp = −0.06t, (converged α = 0.001%))
shown. The disorder potential is chosen to represent the difference in work
function of Fe and Al on Al111 surface. The choice of interaction strength
U = 3.2 leads to a correlation length of ξ = 10.6 ≈ L/2, to minimize the
effect of the exponential decay. The red circles represent multiples of half
the Fermi wave length. Again a 2kF oscillation is clearly visible. Similar
simulations have been conducted before [50, 51], albeit on a very small 83
lattice. While the authors also observed an increase of the pairing amplitude
at the impurity site, the size of the system did not permit an analysis of the
decay.
In Fig. 4.5 map the absolute value of the pairing amplitude response
on the surface is projected to a linear plot, according to the distance from
the impurity. This is done to alleviate the finite size effects through a finer
distance discretization. We find in Fig. 4.5 (left) that the decay of the
pairing amplitde is compatible with a x−3 power law envelope, while in Fig.
4.5 (right) the density is in agreement with a x−4 decay. As seen before in the
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Figure 4.3: Left: Spatial map of a 2D slice of the response of the pairing
amplitude on a 3D lattice to an Anderson impurity (extra site) at δx = δz =
0. Translational invariance is broken in z-direction. ∆0 is the mean gap of the
system without impurity. (Parameters: n = 0.12, U = 3.2, Wimp = −0.06,
(converged α = 0.0001%))
2D case and 3D bulk case, the exponent of the decay of the pairing amplitude
is reduced by one with respect to the exponent of the density. The behavior
that does not seem to be in accordance with a simple 2kF oscillation in Fig.
4.5 we attribute to finite size effects. There are only states in a few directions
close to the Fermi surface, which leads to anisotropy. In addition, these states
can vary in their in-plane Fermi wave length. While we were already able to
show that an increase of the gap is to be expected, in the upcoming paper
we will also compare the power-law decay of the experimental and numerical
data [10].
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Figure 4.4: Spatial map of the response of the pairing amplitude on the
surface of a 3D lattice to an Anderson impurity (extra site) at δx = δy = 0.
The red lines represent the first three minima of a 2kF oscillation. ∆0 is the
mean gap of the system without impurity. (Parameters: n = 0.12, U = 3.2,
Wimp = −0.06t, (converged α = 0.0001%))
4.1.3 Discussion
We find that in all the considered cases the exponent of the power-law decay
of the pairing amplitude response to an Anderson impurity is reduced by 1
with respect to the corresponding exponent in the density response. This is
also true for the analytically tractable case of an impurity in a 3D bulk (see
Eq. (4.2)). It is possible that this is a generic property of Friedel oscillations
in the pairing amplitude.
While an analytical solution of the pairing amplitude response remains
unknown in the 2D case to the best of our knowledge, we can hint at a
technical explanation for the difference in exponent between density and
pairing amplitude. In 2D the anomalous Green’s function decays with x−1,
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Figure 4.5: Absolute value of the pairing amplitude (left) and density (right)
response on the surface below an Anderson impurity (extra site) multiplied
by power-laws with exponent a. The pairing amplitude response is given in
unites of the mean gap ∆0 of the system without impurity. The 2d data
has been mapped to a linear plot according to the distance of the respective
sites from the impurity. (Parameters: n = 0.12, U = 3.2, Wimp = −0.06,
(converged α = 0.0001%))
while the normal Green’s function decays with x−2. [60] It is tempting to
assume that this is related.
All the results and also the analytical treatment of the 3D bulk involve
the solution of the fully self-consistent gap equation. In the case of a peri-
odic 1D system with a potential impurity it has been found that the self-
consistency requirement can be relaxed, while still describing the response
semi-quantiatively [50]. In the partial self-consistency scheme considered by
the authors only the spectrum and not the eigenstates are renormalized in
the self-consistency cycle. This approximation is exact in the case of plane
waves. As the problem of a single impurity can be understood in terms of
scattered plane waves it is no wonder that this approximation works well.
One might expect a larger associated error in the case of a surface of a 3D
bulk, as the Hartree potential is neglected in this approach. We will con-
sider this partial energy-only self-consistency scheme further in the context
of disordered superconductors in Chapter 5.
In the experiment detailed in the introduction an enhancement of ∼ 9%
was found at the impurity position. We find an increase of ∼ 6% in the 3D
case. Thus the experiment has been reproduced semi-quantitatively.
Chapter 5
Dirty Superconductors
In this chapter disordered s-wave superconductors and the Superconductor-
Insulator-Transition will be discussed. We will start with a short overview of
non-interacting Anderson transitions. In the next chapter an overview will
be given of the literature on Superconductor-Insulator-Transitions, focussing
on the aspects that are most relevant to this thesis. Finally we will present
and discuss our results.
5.1 Anderson localization
We will give a brief overview of Anderson localization and the Anderson
model, while presenting their most relevant features to this thesis. For an
exhaustive review please refer to Evers and Mirlin [4].
As first described by Anderson [61], disorder may lead to a localization
transition. The original model that was found to exhibit such a transition,
the Anderson model, reads
Hˆ0 = Hˆfree +
Nbf∑
i=1,σ
(Vi − µ) nˆi,σ, (5.1)
with Hˆfree, as defined in Eq. (2.8) and random potential Vi ∈ [−W,W ] drawn
from a box distribution with disorder strength W . The choice of distribution
here is not unique. For instance a Gaussian or Lorentzian distribution will
lead to the same kind of transition.
There is a critical disorder strength Wc which separates the phase where
all states are localized from the phase where delocalized states remain in
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some region of energy. In the delocalized phase the wave functions exhibit
appreciable weights everywhere in space
|Ψ(r)|2 ∝ const. (5.2)
In the localized phase the envelope of the probability amplitude falls off
exponentially with distance r
|Ψ(r)|2 ∝ exp(−|r− r0|/ξloc), (5.3)
with a localization length ξloc around some localization center r0. At a given
disorder strength W < Wc a localization transition also happens, when shift-
ing the Fermi energy away from the band center beyond an energy Ec, the
mobility edge.
The effect of disorder on the system is strongly dependent on dimension-
ality. In this thesis we will focus on two- and three-dimensional systems. In
d = 3 an Anderson transition takes place in every symmetry class. In d = 2
all states are localized for arbitrarily low disorder strength in the orthogonal
symmetry class. It is important to note here that, while this is true in the
thermodynamic limit, the localization length can be macroscopically large
for experimentally relevant low disorder strengths[62]. Furthermore in all
the other symmetry classes, e.g. if spin-rotational symmetry is broken by
spin-orbit coupling, there is an Anderson transition also in 2D.
An aspect of the Anderson transition that is highly relevant for the SIT
is wave function multifractality. The critical wave functions, i.e. wave func-
tions at W = Wc or E = Ec, exhibit a multifractal spatial distribution.
Qualitatively we can imagine such a distribution as something that shows
an intermediate behavior between extended and localized states. The wave
function amplitudes can vary strongly from location to location and the lat-
tice is only partially covered with appreciable amplitudes. At the same time
the non-zero amplitudes of the wave function are not limited to a certain
region of space.
The higher moments of the wave functions
Pq =
∫
ddr|Ψ(r)|2q, (5.4)
are convenient objects to describe this behavior quantiatively.
To understand the significance of this object, let us first describe its
behavior in the case of localized or extended wave functions. For the localized
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wave function we will assume
Ψloc(r) = δ(r− r0). (5.5)
Thus in the localized case we arrive at the moments
Pq = 1. (5.6)
In the extended case we will assume the wave functions to follow
Ψext(r) =
1
Ld
, (5.7)
with volume Ld. This leads to the moments
Pq = L
−d(q−1). (5.8)
Thus extended and localized wave functions can be distinguished by the
scaling of their higher moments with system size.
As already described qualitatively before, multifractal wave functions
show a behavior in between localized and extended states. Their moments
scale as
Pq = L
−d(q−1)−∆q , (5.9)
with anomolous dimension ∆q. The behvaior of ∆q determines the critical
behavior of the Anderson transition. The presence of multifractality of the
single-particle wave functions is a key aspect of the type of inhomogeneous
superconductors that we will investigate throughout this thesis.
It is important to note that even in the orthogonal symmetry in two di-
mensions, where Anderson localization occurs even for infinitesimal disorder
strengths, there is a notion of multifractality. The wave functions exhibit
what is called weak multifractality on the scale of the localization length
[63]. In contrast to the multifractality at an Anderson transition the expo-
nents that characterize the moments of the wave functions are not universal,
i.e. they depend for instance on the disorder strength.
5.2 Superconductor-Insulator-Transitions
In this chapter we will review both the theoretical and experimental status
of the SIT. There are multiple possible theoretical approaches being dis-
cussed. The relation between them remains unclear. There are a number of
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comprehensive reviews that summarize the different approaches and related
experiments [64, 65, 66]
The SIT scenarios are classified broadly in:
• Fermionic scenarios, in which Cooper pairs are broken through a renor-
malization of the Coulomb repulsion by disorder. The electrons then
localize through conventional Anderson localization. Both an interme-
diate metallic phase or a direct SIT are being discussed.
• Bosonic scenarios, where Cooper pairs stay intact across a SIT driven
by phase fluctuations. The SIT can either be direct or an intermediate
Bose metal phase may develop. Theoretical descriptions vary and both
screened and long-range Coulomb repulsion are being considered. Fur-
thermore theories differ in their underlying fundamental objects: Either
they start from interacting electrons or interacting bosons. Through
the preformed Cooper pairs the insulating phase can exhibit consid-
erably different phenomenology compared to a conventional Anderson
insulator.
In addition to this classification one should distinguish between the SIT
in thin films and 3D bulk materials. Another important aspect is the type of
disorder: both granular and homogeneously disordered materials have been
considered. Finally there are disorder and magnetic field driven SITs.
This thesis is primarily concerned with the disorder-driven bosonic sce-
nario of the interplay of Anderson localization and superconductivity with
screened Coulomb interaction in thin homogeneously disordered films. In
terms of methodology our approach employs a microscopic mean-field theory
of interacting electrons. There are a number of reviews that are particularily
relevant to the scenario considered here. [67, 25, 32]
Theoretical status
We will start with a review of the theoretical status of this line of thought,
focussing on the aspects that are most relevant to us. The theoretical discus-
sion of the impact of disorder on superconductivity began shortly after BCS
theory was developed. [68, 69] This lead to the Anderson theorem, which
states that superconductivity is essentially unimpeded by non-magnetic dis-
order. For instance the mean-free path does not enter the expression for the
critical temperature in BCS theory.
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When localization is taken into account the situation becomes more in-
teresting. In the 80s BCS and Ginzburg-Landau theory were studied with
an underlying localized system. It was shown that a superconducting state
is possible in an Anderson insulator[70, 71]. The highly localized regime on
the other hand does not support a superconducting phase anymore.
It became apparent that these superconductors have properties quite dis-
similar from a BCS superconductor. Strong spatial fluctuations of the pairing
amplitude close to the critical temperature [72, 73] and also an increased sus-
ceptibility to phase fluctuations were found [74, 75].
Ma and Lee [76] devised a criterion, when this inhomogeneous super-
conducting state emerges and when it is destroyed by disorder. It is of
conventional BCS type as long as there is a sufficient number of states in a
localization volume
ρ∆ξdloc ≥ 1, (5.10)
with density of states ρ, superconducting gap ∆, dimensionality d and lo-
calization length ξloc. As the number of states get depleted and ρ∆ξ
d
loc < 1
the pairing amplitde acquires strong spatial inhomogenity and eventually
vanishes, which was found to be true even at zero temperature.
With the seminal papers by Ghosal, Randeria, and Trivedi [11, 12] full
self-consistency could for the first time be taken into account. This led
to a few remarkable findings: (i) With increasing disorder granularity of
the pairing amplitude on the scale of the superconducting coherence length
emerged even in the case of short-range disorder. The amplitudes of the
pairing amplitude were found to be distributed very broadly. (ii) The spectral
gap in the density of states became parametrically decoupled from the mean
value of the pairing amplitde. (iii) Finally a depletion of the phase stiffness
with increasing disorder was demonstrated.
The loss of phase coherence between superconducting islands in homoge-
neously disordered films has been demonstrated at finite temperature under
the inclusion of thermal phase fluctuations. [13]
Another important phenomenon displayed by disordered superconductors
with screened Coulomb repulsion is the enhancement of superconductivity by
wave function fractality. In a field-theoretical framework it has been shown
that fractality can lead to an increase in critical temperature [77, 78]. In a
partially self-consistent mean-field approach M. V. Feigel’man et al. [25] and
Kravtsov [79] showed that fractality can enhance the critical temperature. It
does even lead to a power-law dependance of the critical temperature on the
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interaction strength
Tc ∝ λ1/γ, (5.11)
where γ is determined by the fractality of the eigenstates and λ is the dimen-
sionless interaction strength. This result has been obtained for 3D system
close to the Anderson transition. Employing the same formalism an enhance-
ment of Tc has also been confirmed for weak multifractality [80]. Additionally
there are numerical fully self-consistent calculations confirming an increase
in the mean gap [18, 23].
Field-theoretically very strong mesoscopic fluctuations have been pre-
dicted in the density of states and local density of states[35].
There is also a number of works on the insulating phase. In the bosonic
scenario with screened Coulomb repulsion a direct SIT is expected [81]. Key
features are the persistence of a pseudogap across the transition [24, 25, 14],
a giant magnetoresistance [82, 32] and unusual thermally activated transport
[25, 83, 32]. These are all believed to be caused by incoherent Cooper pairs
in the insulating phase.
Relation to other scenarios
Granular superconductors For granular materials a percolative nature
of the SIT was considered [84, 85]. The finding of the emergent granularity in
homogeneously disordered systems might suggest a relation between SITs in
homogeneously disordered and granular system. This is still under dispute.
Fermionic scenarios The phenomenology of fermionic scenarios, as they
were pioneered by Finkel’stein [86] in a non-linear-σ-model approach, is quite
different from the bosonic scenario that we consider here. We want to men-
tion two striking differences: (i) The gap is monotonically decreased by dis-
order in the fermionic scenario, while it can be increased in bosonic scenarios.
(ii) The SIT is accompanied by a vanishing of the gap, whereas in the bosonic
scenario global phase coherence is lost, while locally superconducting corre-
lations stay intact.
If there is a relation between the two approaches it remains unknown.
Even though we want to point to one recent formal connection between the
two approaches: In the non-linear-σ-model treatment by Burmistrov, Gornyi,
and Mirlin [78] both short-range and long-range interactions can be treated
on the same footing. Thus in this field-theoretical model both approaches
can be described.
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Random Josephson junction arrays Another bosonic scenario pioneered
by Efetov [87] revolves around discarding all other degrees of freedom but
the phase of the order parameter. Originally it was applied to granular ma-
terials but later it was also considered for homgeneously disordered systems.
This approach shares a lot of the phenomenology with our approach, as for
instance the preformed Cooper pairs in the insulating phase. An assumed
duality between vortices in the insulating and electrons in the superconduct-
ing phase, allows for far-reaching analytical predictions: We want to mention
here the existence of a universal resistance at the SIT. This seems to be in
disagreement with the experimental data on thin films that exhibit a range
of critical resistances. This is perhaps not surprising. The charge-vortex du-
ality is well justified in a system of Josephson junctions. Charge and phase
are conjugated quantum mechanical variables in that case. In a continuous
superconducting system on the other hand, there is no such argument.
Additionally there is no notion of Anderson localization and wave function
fractality, when only the phase of the order parameter is taken into account.
These ingredients seem integral to our approach. Consequently a relation
remains unknown, although the discussion is still ongoing.
Self-consistency of related theories
Here we want to give an overview of the degree in which self-consistency is
kept in the theories related to the scenario of the SIT that we are interested
in.
BCS and Landau-Ginzburg BCS theory and Landau-Ginzburg theory
with an underlying Anderson localized system have been widely used, when
the effect of localization on superconductivity was first considered [70]. No
self-consistency whatsoever is kept in the superconducting order parameter.
In Section 5.7.1 we will compare the fluctuations of the LDoS in such an
approach with our fully self-consistent results.
Energy-only self-consistency in the Hubbard model This approach
was pioneered by Ghosal, Randeria, and Trivedi [11, 12] and considerably
extended by M. V. Feigel’man et al. [25]. The Hartree potential is com-
pletely neglected and only the pairing between exact eigenstates of the un-
derlying Anderson problem is considered. This simplification leads to a self-
consistency requirement that is only renormalizing single-particle energies,
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while the eigenstates are still those of the Anderson problem. The advantage
is that this allows for analytical predictions. We will discuss further to what
extent this approximation is justified in Sections 5.7.2-5.7.5.
Non-linear-σ-model In the non-linear-σ-model approach, self-consistency
is established for the mean gap only after the disorder average. It is in that
sense not fully self-consistent. As it is perturbative in disorder strength and
thus only justified in the low disorder limit, the effect of the partial self-
consistency approximation should not be very large. We plan to compare
this theory to our fully self-consistent approach in the future. An interesting
object for comparison would be the field-theoretical predictions made on the
mesoscopic fluctuations of the LDoS.
BdG Treatment of the Hubbard model This approach pioneered by
Ghosal, Randeria, and Trivedi [11, 12] is widely used in numerical treatments
of the Hubbard model. Full self-consistency can be kept, though an analytical
treatment remains to this day impossible.
Experimental status
There is a wide range of experiments that demonstrate the direct bosonic
SITs that we are interested in. An important prerequisite for a transition
corresponding to the theoretical mechanism discussed here is strong screen-
ing. A large number of experiments have been conducted with thin films
including InOx[88, 89, 90, 28, 91, 29, 92, 93, 94, 95, 93], TiN[27, 96, 97,
98, 99, 100], NbN[101, 102, 103], Be[104, 105] and Bi[106, 107, 108]. Espe-
cially in recent times novel materials have been investigated as well, many
of which exhibit an even larger dielectric constant than the mentioned thin
films [109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 33]. We mention here
also magnetic field tuned experiments, as they provide important insight on
the nature of the insulating phase.
A very sharp transition[119, 100, 97] by an increase in sheet resistance
has been reported. This points to a direct SIT. The critical resistance does
not seem to be universal.
The superconducting phase bears strong inhomogeneities in the local den-
sity of states and consequently in the superconducting gap[27, 89, 103]. This
effect increases with increasing disorder strength.
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A strong decrease of superfluid stiffness by disorder has been measured
[102, 108].
The insulating phase has been investigated extensively as well. There is
evidence of preformed Cooper pairs before the coherent condensate is formed.
Unusual activated transport[120, 100] and a giant magnetoresistance have
been detected [121, 88, 99, 107, 97, 94], a pseudo-gap,[104, 122, 96, 28,
102, 94] and the surpression of the coherence peaks[122, 28, 94] have been
reported. Recently also more direct evidence has become available. With
Andreev spectoscropy it has been demonstrated that a separate pair binding
energy exists in addition to the spectral gap in the insulating state beyond
the SIT [29].
An increase in the superconducting transition temperature by disorder
has been reported [33].
5.3 Mean-field SITs
Within BdG theory the self-consistent solution of the pairing amplitude will
always have a homogeneous phase. This can be easily understood in terms of
the Josephson effect. A phase difference in a superconducting sample gives
rise to a supercurrent. This would lead to a continuous supercurrent, if the
static mean-field would exhibit a phase difference. This can obviously not be
the case in equilibirum, as long as time-reversal symmetry is preserved.
As fluctuations such phase differences and the resulting supercurrents are
possible. In mean-field theory these fluctuations are neglected. For that
reason a SIT, where global phase coherence is lost, is not seen within BdG
theory. Important insights in the SIT can still be gained. One can expect the
absolute value of the pairing amplitude to be close to what one would expect
if phase fluctuations were taken into account. In addition many signatures of
the transition like a depletion of the phase stiffness are seen to a degree also
in mean-field theory. While it does never vanish completely it is decreased
by orders of magnitude in the parameter regime where the transition would
take place, if phase fluctuations were taken into account[12].
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5.4 Disordered attractive Hubbard model
From here on we will study the BdG Hamiltonian (see Eq. (2.21))
HˆBdG = Hˆ0 + HˆI (5.12)
Hˆ0 = −t
∑
〈i,j〉,σ
cˆ†i,σ cˆj,σ + h.c. +
Nbf∑
i=1,σ
(Vi − µ) nˆi,σ
HˆI = −U
2
Nbf∑
i=1,σ
n(ri)nˆi,σ −
Nbf∑
i=1
∆(ri)cˆ
†
i,↑cˆ
†
i,↓ + h.c.,
with homogeneous random potential Vi drawn from a box distribution Vi ∈
[−W,W ] with disorder strength W . The self-consistent potentials are deter-
mined according to Eq. (2.31) and (2.32).
5.5 Results: Mesoscopic fluctuations
This section can already be found in an earlier publication with copyright by
the American Physical Society[9]. As a first application of our technology,
we investigate statistical properties of ∆(r) and of the local density of states
(LDoS), ρ(r, E) (Eq. (2.35)), throughout the U−W -plane. To give a first
impression we display in Fig. 5.1 (left) the gap function averaged over a
suitable ensemble of disordered samples, ∆(U,W ); the overline indicates the
ensemble average with NE disorder configurations, typically NE ≈ 700− 800
samples. The data has been obtained on a square lattice and should be
compared with an analogous plot produced on the honeycomb lattice by
Potirniche et al. [18]. The gap increase has been interpreted in terms of
analytical results from quantum-field theory[32], which also should apply to
the square lattice. We do not reproduce the enhancement in Fig. 5.1. This
is because the low-coupling regime, where an increase of the mean gap can
be seen on a square lattice as well, is not reached due to finite size effects.
The gap vanishes at U ≈ 1, where the superconducting correlation length
exceeds the system size. In Section 5.6 we will show results at larger system
size and lower coupling, where the mean gap is increased by disorder.
Also displayed in Fig. 5.1 (right) is the density of states, ρ(E)=
∫
L2
drρ(E, r),
calculated for four samples in representative regions of the parameter plane.
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Figure 5.1: Left: Disorder averaged gap ∆(r) in the U−W parameter plane.
Parameters: L=64; NE = 500, (converged α = 1%). Right: Density of states
for typical samples shown at four characteristic parameter configurations.
The red lines indicate the energies at which the LDoS is investigated in Fig.
5.2. Note that the energy is measured from the Fermi energy. Parameters:
W=0.5 (bottom) , 1.5 (top) and U=1.5 (left) , 3.0 (right), L=192, n = 0.875,
T = 0; NC = 6144, (converged α = 3%). These figures can already be found
in an earlier publication with copyright by the American Physical Society[9].
At weak disorder the spectral gap and the coherence peaks are readily iden-
tified. Notice that only in the limit of weak disorder the spectral gap and ∆
scale with each other. [12]
To characterize the statistical properties of physical observables we focus
in the following on autocorrelation and distribution functions. The numerical
findings will be compared with predictions from analytical theories. This is
especially relevant in regimes that go beyond the applicability of the analyt-
ical predictions.
5.5.1 Distribution functions of LDoS and local gaps
Parts of this subsection can already be found in an earlier publication with
copyright by the American Physical Society[9].
LDoS. We begin the statistical analysis with the spatial fluctuations
of the LDoS, ρ(E, r). Fig.5.2 (left) displays an example showing how the
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LDoS is spatially distributed over a typical sample with moderate disorder
and interaction, W & U & 1. The logarithmically broad distribution of the
LDoS is readily identified. The corresponding distribution function, Pld, is
displayed in Fig. 5.2 (right).
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Figure 5.2: Distribution of the local density of states (LDoS), ρ(E, r). Left:
spatial distribution for a typical sample at peak energy of DoS (E=0.11,
c.f. Fig. 5.1) Right: Corresponding distribution function of LDoS, Pld, at
energies E=0.11, 1.0, 3.0 illustrating the flow of the distribution with E. In
Fig. 5.1 the corresponding DoS can be found. (Parameters: W=1.5, U=1.5,
n = 0.875, T = 0; energy resolution 0.013; NC = 6144, (converged α = 3%)).
These figures can already be found in an earlier publication with copyright
by the American Physical Society[9].
With increasing energy the distribution shifts to smaller values, which is
merely reflecting the decrease of the DoS ρ(E), also seen in Fig. 5.1 (right).
In contrast, the width of ρ(E, r) is seen to grow. We assign this growths
to the fact that the LDoS constitutes an average taken over a fixed-size
energy window η. The number of eigenfunctions in the averaging window is
estimated as ρ(E)ηL2 and therefore changes in energy if the DoS does. It is
larger for energies near the coherence peak as compared to the bulk and for
that reason the width of Pld should be expected to be reduced.
Local order parameter. The logarithmically broad distribution of the
LDoS is concomitant with a similarly broad distribution of the local gap
function Plg, Fig. 5.3. The evolution of the latter function with interaction
strength is very interesting. As long as disorder, W , and interaction, U , are
weak the distribution of the local order parameter is close to Gaussian and
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Figure 5.3: Distribution of the local gap function, Plg, with interaction
strength U for a typical sample with L=192 at weak disorder, W=0.5 (left
plot), and stronger disorder, W=2.0 (right plot). As reference energy the
pairing amplitude of the clean system, ∆BCS(U) has been chosen. (Param-
eters: U=0.8, 1.5, 3.0; n = 0.875, T = 0; NC = 8192, 3072, 1024, (converged
α = 0.1%)). These figures can already be found in an earlier publication
with copyright by the American Physical Society[9].
in this sense roughly following the statistics of the LDoS, see Fig. 5.3 (left).
The typical value is seen to be very close to the pairing amplitude of the
clean system, ∆BCS(U). However, with growing U the distribution becomes
more skewed towards low values of ∆.
For increasing disorder and weak U more and more sites develop a pairing
well below the clean limit, ∆(r) ∆BCS, consistent with observations made
in Ref. [12]. Eventually, the shoulder is seen to dominate. In Fig. 5.3 (right)
for strong disorder the distribution Plg becomes bimodal at stron interaction
strenghts. It features a peak near ∆BCS and a logarithmically distributed
background.
Discussion
The LDoS distribution in Fig. 5.2 (left) takes a log-normal form, already
familiar for non-interacting disordered films with size smaller than a localiza-
tion length, see e.g. Eq. (4.101) in Ref. Mirlin [123]. Analytical treatments
of the LDoS distribution with superconducting interactions that are limited
to the low disorder limit exist at temperatures above the critical temperature
Tc.[35] There a pronounced non-Gaussian character of the distribution was
reported. Our observations at zero temperature are broadly consistent with
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these results.
The order parameter distribution in Fig. 5.3 takes a log-normal form in
the low-coupling (U = 0.8) case as well. In a partial self-consistency approach
that is limited to low-disorder and low-coupling an analytical form could be
derived for the distribution[80]. Both the position of the maximum and the
width of the distribution are determined by the dimensionless conductance in
this approach. Our numerical results show that the log-normal form carries
over all the way in the strongly disordered limit.
The skewed form of the distribution for larger interaction strength in Fig.
5.3 has been observed in numerical calculations before in the very large inter-
action (U=5) limit[16]. The origin of such a distribution is not understood.
We hypothesize that it might be related to the BCS-BEC crossover. Such
a crossover takes place in the strongly interacting limit. There the picture
of a superconducting condensate breaks down, as the correlation length ap-
proaches the lattice spacing. It becomes more instructive to think of Cooper
pairs as separate hard-core bosons that comprise a Bose-Einstein conden-
sate(BEC). For a review we refer to Chen et al. [124].
We mention here also that the superconducting gap and the LDoS are
related. The low-lying excitations of the BdG system live in regions of high
superconducting gap and the values of the gap in these regions determine
the peak position of a BCS like LDoS[12]. At sites, where the supercon-
ducting gap has no appreciable weight on the other hand the LDoS does
not follow a simple BCS like form and there is no obvious relation between
superconducting gap and LDoS.
5.5.2 LDoS and DoS fluctuations
In this section we will analyze the mesoscopic fluctuations of the LDoS. A
publication of our results is in preparation [125].
In Fig. 5.4 we present the LDoS of a representative sample along a line cut
in real space around the Fermi energy for different values of disorder strength.
The disorder strength increases from left to right. To contrast the results
of one sample with disorder averaged quantities in Fig. 5.5 the disorder
averaged DoS and standard deviation are shown. From top to bottom the
disorder strength increases and from left to right the temperature is increased.
If the DoS shows a clear coherence peak we mark it with a dashed black line,
otherwise the line marks the delimination of the spectral gap.
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Figure 5.4: The LDoS along a line cut in real space around the Fermi energy
of a representative sample as calculated from Eq. (2.35) on a logarithmic
scale for different disorder values. From left to right: W = 0.5, 1.25, 2.0;
U = 2.2, n = 0.3, T = 0.0; L = 96, (converged α = 0.01%)
The low disorder case in Fig. 5.4 (left) shows a spatially rather homoge-
neous spectral gap close to the clean BCS gap. Correspondingly the disorder
averaged DoS in Fig 5.5 (top left, orange trace) exhibits a clear coherence
peak and low standard deviation with respect to the value of DoS. For inter-
mediate disorder stengths in Fig. 5.4 (center) the spectral gap is increased
with respect to the BCS value and both the coherence peak positons heights
can vary considerably. This translates in Fig. 5.5 to a disorder averaged DoS
(center left, orange trace) with a strongly broadened coherence peak that is
moved further away from the Fermi energy with respect to the BCS gap and
a standard deviation of the LDoS (center left, blue trace) that is comparable
to the DoS.
At high disorder strength in Fig. 5.4 (right) the line cut of the LDoS for a
single sample is dominated by fluctuations. At some sites no clear coherence
peak can be seen anymore and both position and height of the delimination
of the gap fluctuates strongly. The spectral gap is on average enhanced even
more strongly than in the intermediately disordered case. In correspondence
in Fig. 5.5 the coherence peak of the disorder averaged DoS (bottom left,
orange trace) has almost completely vanished, while the peak position has
moved even further away from the Fermi energy. The standard deviation of
LDoS (Fig. 5.5, bottom left, blue trace) exceeds the DoS by more than 50%.
An increase in temperature (from left to right) in Fig. 5.5 generically
leads to an increase in standard deviation of the LDoS. This is in accordance
with field theoretical results, where the critical temperature was approached
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Figure 5.5: Disorder averaged DoS and standard deviation of the LDoS√
δρ(E, r) for different values of disorder strength (W) and tempera-
ture (T) in units of the BCS critical temperature TBCSc . The dashed
lines mark the coherence peak position, if applicable. From top to
bottom (left to right): W=0.5(T = 0.0, 0.74TBCSc , 1.11T
BCS
c ), 1.25(T =
0.0, 0.89TBCSc , 1.78T
BCS
c ), 2.0(T = 0.0, 1.33T
BCS
c , 1.78T
BCS
c );U = 2.2, n = 0.3;
T = 0:NC = 2048, T 6= 0 : NC = 8192, (converged α = 0.01%)
from above and a substantial increase in the higher moments of the LDoS
has been reported[35].
Discussion
The LDoS fluctuations in disordered superconductors are not well under-
stood. Only field-theoretical calculations that are valid for weak disorder[35]
exist. The tendency to increase the fluctuations, when the critical tempera-
ture is approached, are reproduced in our numerical findings in all disorder
regimes.
The increase of the standard deviation of the LDoS with increasing tem-
perature can be understood by the respective development of the spatial
distribution of the pairing amplitude. The pairing amplitude develops a very
inhomogeneous distribution with increasing temperature. The local density
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of states at sites of low pairing amplitude is close to zero around the Fermi
energy. At sites of high pairing amplitude on the other hand the LDoS ex-
hibits a BCS-like form with peak position close to the pairing value at that
site. The evolution of the spatial distribution of the pairing amplitude with
temperature for a typical sample will be discussed in section5.6.
An analytical formalism that describes the LDoS fluctuations very well
at weak disorder will be discussed in section 5.7.1.
5.5.3 Autocorrelations of gap function and coherence
length
Parts of this subsection can already be found in an earlier publication with
copyright by the American Physical Society[9]. We consider the disorder
averaged spatial autocorrelator Φlg(q) = |∆(q)|2 of the pairing function ∆(r)
in Fourier space. At weaker disorder the correlation function displays a peak
0 2
qx [a 1]
0
2
q y
[a
1 ]
0 2
qx [a 1]
7.0
6.5
6.0
5.5
5.0
4.5
4.0
3.5
ln
(|
(q
)|2
)
Figure 5.6: The gap autocorrelation function Φlg(q)=|∆(q)|2 in logarithmic
representation for L=192 and U=1.5 at two values of disorder, W=0.5 (left)
and W=2.5 (right); n = 0.875, T = 0, NE ≈ 900 − 1000, NC = 1024,
(converged α = 0.1%). These figures can already be found in an earlier
publication with copyright by the American Physical Society[9].
at (pi/a, pi/a), Fig. 5.6. It originates from us choosing the filling fraction
0.875 which is close to the commensurate value unity and thus should be
seen as a signature of the square lattice; it disappears at stronger disorder,
68 CHAPTER 5. DIRTY SUPERCONDUCTORS
e.g., at W=2.5. The same signature manifests in Fig. 5.7 where we show
Φlg(q) along two directions in q-space, (pi/a, 0) and (pi/a, pi/a): As already
obvious from Fig. 5.6, at wavenumbers of order of the inverse lattice spacing,
a−1, and low W the correlator exhibits pronounced deviations from isotropy
reflected by the collapse of open and closed symbols.
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Figure 5.7: The non-trivial part of the inverted normalized gap autocor-
relation function Φ−1lg (q)=|∆(q)|2
−1
evolving with W at fixed U . Φlg is
shown averaged over equivalent directions (pi/a, 0), (0, pi/a) (full symbols)
and (pi/a, pi/a), (pi/a,−pi/a) (open). The inset shows a blowup of the small
wave number regime where open and closed symbols collapse, so all traces
are isotropic. (Parameters: U=1.5, W=1.5(orange), 2.5(blue), 3.5(green)
L=192; n = 0.875, T = 0; NC = 1024, NE ≈ 600 − 1000, (converged
α = 0.5%)). This figure can already be found in an earlier publication with
copyright by the American Physical Society[9].
Notwithstanding anisotropy at q≈a−1, in the limit of small wavenumbers
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qa−1 the correlator Φlg(q) is isotropic and with good accuracy we have
Φlg(0)
Φlg(q)
= 1 + (qξ)2 + . . . (5.13)
where Φlg(0) := Φlg(q → 0), given for different W in Fig. 5.8. Φlg(q)−1
behaves nearly quadratically over the whole momentum range where Φlg(q)
exhibits isotropic behavior. Both the increase of Φlg(0) (as approximated by
Φlg(pi/L, 0)) with disorder and the characteristic length ξ have been displayed
in Fig. 5.8. To attain ξ we have used a linear fit of Φlg(0)/Φlg(q
2) in the
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Figure 5.8: Variation of Φlg(pi/L, 0) and Φlg(0) (red) and the correlation
length, ξ (blue) with increasing disorder (left, U=1.5) and increasing inter-
action (right, W = 2.5). Φlg(0) coincides with Φlg(pi/L) within the symbol
size as portrayed here. The error bars depict the ensemble average error. The
uncertainty due to cutoff α for ξW is discussed in the appendix. (Parameters
(left): n = 0.875, T = 0, NC = 1024, NE ≈ 600−1000, (converged α = 0.1%).
Parameters (right):n = 0.875, T = 0, NC = 16384, NE ≈ 500, (converged
α = 3%).) These figures can already be found in an earlier publication with
copyright by the American Physical Society[9].
isotropic regime. As with the range of this regime also the number of data
points increases considerably with W , the uncertainty, i.e. the size of the
error bars, of ξ is seen to decrease with rising W in Fig 5.8 (left). ξU(W )
exhibits a local non-monotonicity on its way from the clean to the dirty
limit; the non-monotonic decay is readily seen also from the original data
Fig. 5.7. This peculiar behavior should be interpreted in connection with
the formation of superconducting islands. It occurs in the same parameter
range and may relate to a percolation transition. It is also in this parameter
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regime that the SIT has been found to take place in numerical simulations
that take phase fluctuations in account[12].
Discussion
The correlations in the self-consistent fields of disordered mean-field theories
so far remain only tractable in numerical simulations. Because of the com-
plication that the self-consistency requirement brings analytical theories had
to resort to partial self-consistency approaches in the past.
The non-monotonous shape of the correlation length in Fig. 5.8 has been
reported in Ref. [19] albeit at unrealistically strong interactions U=5. Our
results show that it carries over all the way into the physically more relevant
regime of intermediate parameter values. As a hint on the origin of the non-
monotonicity of the correlation length in Fig. 5.8 (left), we suggest that
it might be a mean-field signature of a percolation transition. In granular
materials a percolative nature of the SIT has long been suggested[84, 85].
The emergent granularity seen in the mean-field treatment of the Hubbard
model[12] makes a relation to granular materials plausible.
The correlations on the length scale of the correlation length can be ex-
pected to play a particularily important role close to a phase transition. As
a phase transition is approached this correlation length diverges and we ex-
pect long-range power-law correlations to emerge. In a linear system with
correlated random on-site potential, it has been shown that novel criticality
can be brought about by long-range correlations[8]. We expect an analogous
effect at a phase transition within BdG theory.
5.6 Results: Enhancement of superconduc-
tivity
In this section we will consider the dependance of the pairing amplitude on
temperature in a disordered superconductor.
In Fig. 5.9 the evolution of the mean gap with temperature is shown
for various values of disorder. An increase of the gap at T = 0 can be seen
for weak and intermediate disorder strength, with a pronounced maximum
at intermediate disorder. The mean-field critical temperature on the other
hand seems to be monotonically enhanced by disorder.
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Figure 5.9: Temperature dependance of the disorder-averaged mean super-
conducting gap for various values of disorder. The BCS result has been
obtained from the anayltical equation Eq. (2.44). (Parameters: n = 0.3,
U = 2.2, NC = 2048− 8192, NE ≈ 500, (converged α = 0.01%))
In BCS theory there is a linear dependance between critical temperature
the superconducting gap at zero temperature. This seems to be a reasonably
estimate for the critical temperature in the low disorder case (W = 0.5), too.
At larger disorder strength, the increase in critical temperature far exceeds
the increase in the gap at zero temperature. Tc is even enhanced, when the
gap at zero temperature is reduced by disorder, as can be seen from the green
trace.
In Fig. 5.10 the evolution of the spatial distribution of the pairing am-
plitude with temperature is shown. In the low disorder case (top row) the
pairing amplitude stays rather homogeneously distributed with increasing
temperature. Only at high temperatures above the clean critical tempera-
ture a moderate inhomogeneity on a scale larger than the lattice spacing is
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Figure 5.10: Temperature dependance of the spatial distribution of the gap
of a representative sample for various values of disorder. ∆BCS is the zero
temperature gap and TBCSc clean critical temperature as calculated from Eq.
2.44. (Parameters: W = 0.5(top),1.25(center),2.0(bottom); n = 0.3, U =
2.2, NC = 2048− 8192, (converged α = 0.01%))
developed. Still the lowest values of the gap are on the order 10% of the zero
temperature clean gap.
In the intermediate disorder (center row) case for temperature T < TBCSc ,
the gap is not affected very much by disorder as well close to the BCS critical
temperature. For high temperatures superconducting islands develop and
phase fluctuations would very likely destroy global phase coherence. Note
that the maxima of the gap on the superconducting islands are still com-
parable to the values at zero temperature, even though the clean critical
temperature is far exceeded.
In the highly disordered case the inhomogeneity does not increase sub-
stantially with increasing temperatures even across the clean critical temper-
ature. It should be noted here that at zero temperature the phase stiffness
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is already highly reduced by disorder, so even small changes might lead to a
SIT here. For high temperatures superconducting islands persist but phase
coherence would certainly be destroyed in this case with well seperated is-
lands.
Discussion
The enhancement of the mean gap is brought about by multifractality, as
has been demonstrated in partial self-consistency[25, 80] and field-theoretical
approaches[30]. In our case we see weak multifractality, as it appears in 2D
systems on the scale of the localization length[63].
An increase in the pairing amplitude through disorder has been seen
before in the Hubbard model on a honeycomb lattice [18] and also on a
square lattice [23]. On the square lattice it has so far only been found to be
a small effect at very low disorder strength. Here we present a parameter
regime, where the gap is strongly enhanced and complement our findings with
a qualitative investigation of the actual increase of the mean-field critical
temperature.
If the enhancement of the gap corresponds to an enhancement of the crit-
ical temperature is still under discussion. Some authors argue that through
the impact of phase fluctuations the critical temperature is always montoni-
cally decreased by disorder[126], while others[25, 30, 80] argue that there is a
parameter regime, where an increase of the critical temperature by disorder
exists. The latter seems to be supported by recent experiments[33].
Our results on the development of the spatial distribution of the gap also
seem to point to the possibility of an enhancement of the critical temperature.
Generally the phase stiffness is decreased by inhomogeneity in the order
parameter. In the low disorder case (Fig. 5.10, top right) the mean gap is still
close to 50% of the zero temperature gap, when the clean critical temperature
is already exceeded. Even the smallest values are still at ∼ 10% of the zero
temperature gap. It seems plausible that the phase stiffness is not reduced
sufficiently by such a moderate inhomogeneity to lead to a loss of phase
coherence. This is also consistent with field theoretical treatments of the
disordered BKT transition. In the low disorder limit the critical temperature
has been found to be very close to the BCS critical temperature[36]
TBKT = TBCS(1− 4Gi), (5.14)
with Ginzburg-Levanyuk number Gi  1. The field-theoretical results are
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for the case of a gap that is not enhanced at zero temperture. For a strong
enhancement of the gap, as the one we see, we expect the enhanced mean-
field critical temperature, which is at least ∼ 10% enhanced with respect to
the BCS critical temperature, to be close to TBKT as well. In an upcoming
paper we will complement the results shown here with a quantitative analysis
of the phase stiffness[127].
5.7 Results: Impact of self-consistency
We return to a central theme of our interest, which is the impact of self-
consistency on the calculation of physical observables.
5.7.1 LDoS fluctuations without self-consistency
We will first introduce an unpublished analytic formalism by Igor Burmistrov[125]
for the variance of the LDoS, to compare it with our numerical results. It is
based on introducing the non-interacting disordered eigenstates of the An-
derson problem into a standard BCS formalism. In that sense it is non-self-
consistent. The variance of the within this approach LDoS reads
〈[δρ(E, r)]2〉
〈ρ(E, r)〉2 =
4
pig
[
ln
L
l
+
1
82
ln min
{
1,
γ2
2 − 1
}]
, (5.15)
with dimensionless conductance g, linear system size L, mean-free path l,
 = E/∆ and γ = gδ/(4pi∆), with mean level-spacing δ and superconducting
gap ∆.
Comparison with full self-consistency
To compute the dimensionless conductance g and the mean-free path l, we
compare the normalized variance of the LDoS for two different system sizes
(see Fig. 5.11) for a given disorder strength at large energies. We choose
large energies as then only the first term in Eq. (5.15) is relevant. In the
derivation of the analytical formalism T = 0 is assumed. For T 6= 0 we
choose the dimensionless conductance g such that the analytical description
agrees with the numerical data at large energies, while keeping the mean-free
path l as calculated for T = 0. We arrive at the following values:
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Figure 5.11: Disorder averaged variance of the LDoS normalized with the
squared DoS for two different system sizes. The values encased by the dashed
lines are averaged over and then used to compute g and l from (Eq. 5.15). Pa-
rameters: L = 192(blue), 96(red); W = 0.5(left),1.25(middle),2.0(right);U =
2.2, n = 0.3, T = 0.0., NE = 100, (converged α = 0.001%)
T = 0.0 T = 0.74TBCSc T = 0.89T
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BCS
c
W = 0.5 g=8.5,l=6.9 g=3.8,l=6.9 g=3.0,l=6.9
W = 1.25 g=0.8,l=15.6 g=0.6,l=15.6
Note that the procedure yields a higher mean-free path l for intermediate
disorder W = 1.25 than for W = 0.5. The physical mean-free path is mono-
tonically decreased by disorder evidencing already that the procedure does
not work in the intermediate disorder regime.
We now want to turn to a comparison of our fully self-consistent numer-
ical results of the LDoS fluctuations with the analytical formalism without
self-consistency (see Eq. (5.15)). In Fig. 5.12 the normalized variance of
the LDoS as calculated numerically (red trace) is shown. The analytical pre-
diction (see Eq. (5.15)) is added as a dashed black line. When there is no
qualitative resemblence with the analytical prediction in the strong disorder
case, the analytical prediction is omitted. In the low disorder case the an-
alytical prediction fits very well to the numerical data. We want to stress
here that the parameters have been determined in a way that the analytical
formalism agrees with the data for large energies. The formalism still fits
quantitatively for low energies. While we only derived a formalism for zero
temperature, the simple rescaling of the prefactor of Eq. (5.15) such that it
fits the data in the high energy limit yields a close to perfect agreement also
for low energies.
For intermediate disorder there is still a minimum at low temperatures
at the position of the coherence peak. As it is diminished by increasing the
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disorder-averaged DoS using the same parameters as plot 5.5. Dashed line is
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temperature it vanishes. The same happens in the srongly disorderd case but
already at a lower temperature, as the coherence peak is very washed out to
begin with.
Discussion
We showed that in the low disorder case a simple approach based only on
BCS theory and non-interacting disordered eigenstates without any self-
consistency leads to a quantitative agreement with our data. In such an
approach the variance of the LDoS is proportional to the DoS and a simple
function that depends on the dimensionless conductance, the mean-free path,
the BCS gap and the mean level spacing. This is no longer true already at in-
termediate disorder strengths. There self-consistency becomes important and
an analytical description of the fluctuations of the LDoS remains unknown.
The low disorder case in Fig. 5.5 (top row) exhibits oscillations in the
normalized variance of the LDoS. This is a finite size effect, as can be seen
in Fig. 5.11 (left). For the blue trace (L = 192) the oscillations seen in the
red trace (L = 96) vanish.
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5.7.2 Partial (energy-only) self-consistency scheme
This subsection can already be found in an earlier publication with copyright
by the American Physical Society[9]. The full BdG-problem is specified by
the set of equations (2.25) - (2.32). It is highly complicated, e.g., because the
scf-conditions (2.31) and (2.32) are non-linear. As is frequently done in such
situations, the full scf-problem is replaced by a simplified variant exhibiting
partial self-consistency.
Various possibilities for such simplifications are conceivable. The scheme
we here describe is inspired by analytical calculations performed by Feigel-
man et al. [24, 25]. The overall procedure can be considered a generalization
of BCS theory that allows for an inhomogeneous order parameter. To bring
the self-consistency requirement into the familiar BCS form, additional ap-
proximations besides the mean-field decoupling are necessary.
We here derive equations for partial self-consistency starting from the
mean-field Hamiltonian Eq. (2.21). We express the field operators employing
as a basis the eigenstates ψl(ri) of the non-interacting part of HˆBdG, i.e. Hˆ0:
dˆl,σ =
Nbf∑
i=1
cˆi,σψ
∗
l (ri), dˆ
†
l,σ =
Nbf∑
i=1
cˆ†i,σψl(ri). (5.16)
The corresponding eigenvalues of ψl are denoted ξl and will be measured with
respect to the Fermi-energy EF. Expressing HˆBdG in dˆ, dˆ
† we obtain
HˆBdG =
Nbf∑
l=1,σ
ξldˆ
†
l,σdˆl,σ +
∑
l,m,n,o,σ
Mlmno〈dˆ†l,σdˆn,σ〉dˆ†m,σdˆo,σ (5.17)
− U
Nbf∑
l,m,n,o=1
Mlmno〈dˆn,↓dˆo,↑〉dˆ†l,↑dˆ†m,↓ + h.c.,
where an abbreviation
Mlmno =
∑
i
ψ∗l (ri)ψ
∗
m(ri)ψn(ri)ψo(ri), (5.18)
has been introduced.
The main approximate step in partial self-consistency is to neglect all
terms with more than two indices
Mlmno =
{
Mln, if l = m and n = o
0, otherwise
, (5.19)
78 CHAPTER 5. DIRTY SUPERCONDUCTORS
together with the Hartree term. The simplified mean-field Hamiltonian then
reads
HˆsBdG =
Nbf∑
l=1,σ
ξldˆ
†
l,σdˆl,σ +
Nbf∑
l=1
∆ldˆ
†
l,↑dˆ
†
l,↓ + h.c., (5.20)
with an s-wave pairing strength
∆l = −U
Nbf∑
m=1
Mlm〈dˆm,↑dˆm,↓〉. (5.21)
The Hamiltonian (5.20) is structurally equivalent to the BCS Hamiltonian in
the sense that the kinetic term and ∆l are diagonal in the same (real-space)
basis; Cooper pairs form within a Kramer’s doublet. The corresponding BCS
gap-equation at temperature T reads
∆l =
U
2
Nbf∑
m=1
Mlm
∆m√
∆2m + ξ
2
m
tanh
(√
∆2m + ξ
2
m
2T
)
. (5.22)
Converting back to real-space we have
∆(ri) =
U
2
Nbf∑
l=1
∆l√
∆2l + ξ
2
l
ψ2l (ri). (5.23)
The advantage of the partial (“energy-only”) scf-scheme is that the pairing-
amplitude can be calculated solely from the eigenstates and eigenvalues of
the non-interacting reference Hamiltonian Hˆ0. This comes at the expense of
ignoring changes in the wavefunctions related to pairing and the inhomoge-
neous Hartree shift.
5.7.3 Local-gap distribution
Parts of this subsection can already be found in an earlier publication with
copyright by the American Physical Society[9]. We compare the results of
full and energy-only self-consistency schemes for the local pairing amplitude
∆(r) for the Anderson Problem in 2D and 3D.
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Figure 5.13: Evolution of islands with disorder increasing from top to bot-
tom, W=0.5, 2.0, 3.5. Different self-consistency schemes are compared. Left
column: full self-consistency. Center column: energy-only self-consistency
with inhomogeneous Hartree shift. Calculation is done with the single-
particle (”screened”) potential as it results from the full scf-calculation, left.
Right column: energy-only scheme. The energy-only data has been calcu-
lated employing full diagonalization (Parameters: U=1.5, n = .0875, T = 0;
NC=1024, (converged α = 0.5%)). This figure can already be found in an
earlier publication with copyright by the American Physical Society[9].
Thin films (2D)
Fig. 5.13 shows a spatial distribution of ∆(r) as obtained for typical sample
at intermediate interaction and three disorder values. The calculation with
full self-consistency, Fig. 5.13 (left) column exhibits a clear tendency towards
the formation of superconducting islands. In contrast, with energy-only self-
consistency, right column, a rather homogeneous speckle pattern is found
missing any indications of island formation. Hence, already by inspecting
individual samples we expect that distribution functions of physical observ-
ables will depend in a qualitative way on the applied scf-scheme in broad
80 CHAPTER 5. DIRTY SUPERCONDUCTORS
parameter regions.
In order to highlight the effect of screening, we have displayed in Fig.
5.13 also the results of an intermediate scf-scheme. It operates in an energy-
only mode, but adopts for the disorder the effective single particle potential
(”screened” potential) as it is obtained as a result from the full scf-calculation.
As is seen from Fig. 5.13, center column first indications of islands emerge,
but the contrast is still largely underestimated. This result underlines the
importance of full consistency in the scf-procedure.
Bulk systems (3D)
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Figure 5.14: Corresponding plot to Fig. 5.13 in 3D. A representative 2D slice
of a sample is shown. The data has been calculated employing full diago-
nalization (Parameters: L = 24 W=4.0, U=2.5, n = 0.3, T = 0; (converged
α = 0.5%)). This figure can already be found in an earlier publication with
copyright by the American Physical Society[9].
In analogy to the 2D case, we compare the results of full and energy-only
self-consistency schemes for the local pairing amplitude ∆(r) in 3D. All 3D
results have been computed with a conventional full diagonalization solver.
In the non-interacting 3D Anderson problem there is a phase transition
at a critical disorder strength Wc, where all states become localized. For
a disorder strength below Wc there exists an energy Ec, the mobility edge,
which separates a fully localized band from a band of extended states. We
note that as the Anderson Hamiltonian is symmetric around E = 0 this is
also true for the mobility edge. We refer to B. Bulka [128] for the phase
diagram.
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Our interest is in the importance of self-consistency in the presence of at-
tractive on-site interactions close to the mobility edge in the insulating band.
For comparibility with authors that have considered an energy-only approach
in this context before[25], we choose a Gaussian disorder distribution
p(Vi) =
1√
2piW
exp
[
− V
2
i
2W 2
]
(5.24)
of the random onsite energies Vi in Eq. 2.26.
Fig. 5.14 shows the spatial distribution of ∆(r) of a typical sample as
obtained for moderate interaction and disorder strength and chemical poten-
tial in the localized band. The chosen filling factor n=0.3 corresponds to a
chemical potential of µ ≈ −6 in the fully self-consistent case. The mobility
edge without interactions is located at Ec ≈ −5.5 for the disorder strength
W=4 that is considered here[128]. As in the 2D case, the field obtained
within the fully self-consistent calculation shows a pronounced formation of
islands, Fig. 5.14 (left). The energy-only scheme in analogy to our 2D re-
sults exhibits a rather homogeneous spatial distribution, Fig. 5.14 (right).
The results of the energy-only scheme with ”screened” potential shown in
Fig. 5.14 (center) again show first indications of island development with
dramatically underestimated contrast. This highlights the importance of full
self-consistency also in 3D.
Discussion
In both reduced self-consistency schemes the inhomogeneity is greatly un-
derestimated with respect to the fully self-consistent result. To what extent
the conclusions of earlier theoretical works that consider this scenario [24,
25] are affected remains to be seen. In these works the authors identified the
neglection of the inhomogeneous Hartree shift as the biggest approximation
in their partial self-consistency approach. We also observe that the inclusion
of the inhomogeneous Hartree improves strongly upon the energy-only result
without screening.
The energy-only mean-field pairing amplitude at the 3D Anderson tran-
sition (see Fig. 5.14) has been used as a reference point for a disordered
Landau-Ginzburg theory [25]. As the phase stiffness is greatly diminished by
spatial inhomogeneity, we expect that the impact of phase fluctuations would
be underestimated in a theory based on the rather homogeneous mean-field
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of our energy-only results. It is important to note that the authors consid-
ered the low-coupling limit, which we are not able to reach due to system
size limitations in the 3D case.
5.7.4 Gap autocorrelator
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Figure 5.15: Gap autorcorrelation function Φlg(q)=|∆(q)|2 calculated em-
ploying two different energy-only self-consistency schemes. Φlg is shown
along directions (pi/a, 0) (full symbols) and (pi/a, pi/a) (open); traces for
four different disorder values are shown, W=0.05, 0.5, 1.5, 2.5, from bottom
to top. Left: energy-only self-consistency with screened potential. Right:
energy-only self-consistency. (Parameters: U=1.5, T = 0, n = 0.875, L=96;
NE = 1000, (converged α = 0.1%)). This figure can already be found in an
earlier publication with copyright by the American Physical Society[9].
Parts of this subsection can already be found in an earlier publication
with copyright by the American Physical Society[9]. Fig. 5.15 shows data
analogue to Fig. 5.7, now with energy-only self-consistencies. As is obvi-
ous already from individual sample, Fig. 5.13, the contrast parametrized
by Φlg(0) is much smaller as compared to the case of full self-consistency
given in Fig. 5.6. As one would expect from Fig. 5.13, the contrast with
screened potential, Fig. 5.13 (right) exceeds the bare scheme, Fig. 5.13 (left)
considerably.
The most striking and perhaps unexpected feature, however, is a qual-
itative difference. In the full scf-calculation, Φlg(q) follows Eq. (5.13) and
exhibits a well defined parabolic shape in the vicinity of small wavenumbers.
This feature is not reproduced within energy-only schemes. The bare scheme
does not exhibit an appreciable curvature up to q ≈ a−1, so the coherence
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length with energy-only self-consistency, ξeo, vanishes. In contrast, within the
screened scheme Φlg(q) does not show clear saturation at small wavenumbers
within the range of q-values accessible.
Discussion
We interpret these results as a strong indication that wavefunction renor-
malization as it occurs within the full scf-scheme is crucial for understanding
those aspects of qualitative physics that hinge on long-range spatial correla-
tions. In particular close to a phase transition, where the correlation length
diverges, we expect partial energy-only schemes to be insufficient in describ-
ing the relevant physics.
5.7.5 Gap enhancement by disorder
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Figure 5.16: Comparison of the disorder-averaged zero temperature mean gap
for different levels of self-consistency (eo: energy-only, screened eo: energy-
only with Hartree potential, full SC: full self-consistency). The BCS gap
has been obtained from Eq. 2.44. The data for the partial self-consistency
schemes was obtained by full diagonalization. (Parameters: n = 0.3, U = 2.2,
NC = 2048, NE = 20 (converged α = 0.01%))
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We now want to turn to the effect of self-consistency on the gap en-
hancement brought about by disorder. In Fig. 5.16 the evolution of the
zero temperature mean gap with disorder strength is shown for the differ-
ent self-consistency schemes. At intermediate disorder strengths the gap
enhancement is maximal for both the full and energy-only self-consistency
with screening schemes. The energy-only scheme without screening exhibits
a montonous increase of the mean gap on the other hand.
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Figure 5.17: The spatial distribution of the gap with different levels of
self-consistency (left: full self-consistency, center: energy-only with inho-
mogeneous Hartree potential, right: energy-only). The data for the partial
self-consistency schemes was obtained by full diagonalization. (Parameters:
n = 0.3, U = 2.2, W = 2.0, T = 1.33TBCSc , NC = 2048 − 8192, (converged
α = 0.01%))
In Fig. 5.17 the spatial distribution of the gap for the different self-
consistency schemes at temperatures above the clean transition temperature
is shown. The temperature is chosen such that it is close the energy-only
critical temperature. For full self-consistency (left) the spatial inhomogene-
ity on a scale larger than the lattice constant is visible. To a degree such
an inhomogeneity develops also in the screened energy-only self-consistency
scheme (center) but it is far less pronounced. The spatial distribution for
the energy-only self-consistency scheme (right) only displays a unstructered
speckle pattern.
Discussion
The montonous enhancement of the gap in the energy-only self-consistency
scheme is in disagreement with the evolution of the fully self-consistent gap
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that exhibits a local maximum at intermediate disorder strength. We expect
that this leads to an overestimation of the mean-field critical temperature
at large disorder strengths. Furthermore, as no significant spatial inhomo-
geneity is developed in the partial energy-only scheme, the impact of phase
fluctuations is strongly underestimated.
The energy-only self-consistency scheme with inhomogeneous Hartree shift
on the other hand gives the correct qualitative behavior of the mean zero
temperature gap. Such an approach might give a reasonable estimate for
the mean-field critical temperature with full self-consistency. Phase fluctua-
tions on the other hand would still be strongly underestimated, even in the
energy-only scheme with screening.
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Chapter 6
Conclusion
This thesis has been dedicated to the study of interactions in disordered
metals. The interactions have been treated within mean-field theory. An
interesting aspect of mean-field approaches to disordered systems is that they
give rise to special ensembles of random Hamiltonians, namely Hamiltonians
that satisfy self-consistency. They may exhibit interesting properties, as for
instance long-range correlations in their matrix elements. We expect these
ensembles to show novel kinds of criticality. The main focus of this thesis
was to study (i) such critical behavior; (ii) in what way full self-consistency
as opposed to partial self-consistency is necessary to faithfully describe the
special properties of these ensembles.
To investigate such ensembles we have developed a state-of-the-art solver
for self-consistent field equations based on the kernel polynomial method.
The computational complexity could be reduced significantly with respect to
full-diagonalization solvers that are conventionally used in this context. This
allowed us to reach system sizes two orders of magnitude larger than those
that have been reported in the literature. The computationally expensive
operation of the KPM is the sparse matrix-vector product. A matrix-free
implementation of this product allowed us to achieve a further speed-up of
more than a factor of 2 with respect to state-of-the-art sparse-matrix libraries.
Our software was designed for the solution of general self-consistent-field
theories and is not limited to the systems studied in this thesis.
As the first application of our technology we considered the effect of a
single impurity on thin film (2D) and bulk (3D) superconductors. We are
motivated by a collaboration with the experimental group of Wulf Wulfhekel
of the Karlsruhe Institute of Technology. In this group scanning tunneling
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microscopy measurements have been performed around an Fe impurity on
the surface of a Al(111) bulk superconductor. The experimentally observed
enhancement as well as the induced Friedel oscillations of the gap around
the impurity were reproduced semi-quantitatively in our simulations. An
exhaustive and detailed comparison with the experiment including the decay
of the response is in progress[10].
The main part of the thesis dealt with dirty thin film superconduc-
tors with screened Coulomb interaction. Experimentally these systems have
been found to exhibit a spatially highly inhomogeneous superconducting gap
that is correlated on a scale of the coherence length[27, 28]. Recently an
enhancement of the critical temperature by disorder has been measured[33].
The inhomogeneity[12, 80, 35], island formation[12] and critical tempera-
ture enhancement[25, 30, 79, 80] have theoretically been observed previ-
ously. However the available predictions either do not reach the experimen-
tally most relevant parameter regime(i) or require approximations in their
self-consistency property(ii) that have not been systematically investigated
so far. With our results we close this gap. In the following we will give
examples of our findings with respect to (i).
We have observed the local gap in the low-coupling limit to follow a log-
normal distribution for strong disorder. Previous results have been limited
to the low disorder case[80]. The perturbative field theoretical result of en-
hanced LDoS fluctuations close to the critical temperature[30] were shown
to carry over to the strong disorder limit as well.
The correlation length was demonstrated to exhibit a non-monotonous
evolution with disorder strength already for moderate interaction strength,
demonstrating that earlier results carry over from the strong coupling regime[16].
We attribute the non-monotonicity to island formation, which has not been
pointed out before. Close to a phase transition, when the correlation length
diverges, we expect the resulting long-range correlations to impact the critical
behavior exhibited by disordered superconductors.
We have identified a regime of strong gap enhancement (up to ∼ 20%),
where an increase of the critical temperature is plausible even in the pres-
ence of phase fluctuations. This is important, as there is no consensus if an
increase in the zero temperature gap can increase the critical temperature.
With respect to (ii) we gained multiple insights. At low disorder phenom-
ena like the LDoS fluctuations are represented semi-quantitatively even with-
out any self-consistency. Already at moderate disorder key features like island
formation are not represented by partial energy-only approaches. Based on
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the results presented under (i) we believe there should be qualitative changes
for analytical theories that rely on partial self-consistency[25].
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Chapter 7
Outlook
We have further improvements of our numerical implementation in mind.
The evaluation of the trace that is involved in the KPM can be performed
stochastically. In such an approach the number of necessary random vectors
to reach a given accuracy does not increase with system size. Consequently
such a solver is particularily suited for very large systems. We have already
developed a pilot implementation of the random trace evaluation. Prelimi-
nary tests look quite promising for an application in the very large system
size limit.
With a machine learning algorithm we aim to optimize the starting guesses
for the self-consistent fields with which the self-consistency cycle is initialized.
Such an algorithm could be trained to increase the accuracy of its predictions
with previously calculated converged self-consistent fields. This might reduce
the number of self-consistency cycle iterations until convergence.
With our established program package thus developed we have many open
physical questions in mind that we would like to address. In the following
we would like to give a few examples. Within non-self-consistent approaches
the critierion for superconductivity to be possible in an underlying localized
system has been proposed [76] as
∆ρ(EF)ξ
d
loc  1, (7.1)
with superconducting gap ∆, density of states at the Fermi energy ρ(EF)
and localization volume in d dimensions ξdloc. Thus if the number of states
in a localization volume within an energy window of the superconducting
gap is sufficiently small, a localization transition takes place. Later on it
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could be shown that the criterion is too restrictive, especially in a multifrac-
tal regime[25]. We are currently working on a paper, where we investigate
the localization criterion for the first time within a fully self-consistent ap-
proach[127].
It is very promising to investigate other symmetry classes than the one
considered in this thesis as well. Thin film superconductors with spin-orbit
coupling provide a particularily interesting example. With a p-wave order pa-
rameter these systems can support a topological phase. Very little is known
about the effect of self-consistency on topological edge states. Furthermore
in the symmetry class with broken spin-rotational symmetry an Anderson
transition is possible even in 2D. We expect interesting physics for a su-
perconductor close to this transition, as has already been seen in partial
self-consistency approaches at the 3D Anderson transition[25]. In addition
the existence of a diffusive phase allows for the calculation of conventional
random matrix theory properties like level spacing distributions. When only
symmetry is taken into account such a distribtuion takes a universal form. It
has never been investigated to what extent deviations from universality are
brought about by self-consistency.
Finally we also hope that the numerical insights gained with our tech-
nology will pave the way for analytical advances. The incorporation of self-
consistency in analytical theories of disordered metals would be a major
breakthrough. We expect this to be an important basis for a critical theory
of the SIT. Achieving this goal will be the focus of my postdoc period at the
Landau Institute from September 2020 till August 2021.
Chapter 8
Appendix
8.1 Self-consistency cutoff discussion
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Figure 8.1: Development of ξ with cutoff α for disorder strengths W = 0.5
(green), 1.5 (blue), 2.0 (purple), 2.5(red), 3.5 (black); error bars depict the
uncertainty stemming from the ensemble average. The dashed lines show a
linear fit accounting for the three smallest α values. (Parameters: U=1.5
L=192; NE ≈ 600− 1000)
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In Fig. 8.1 the dependence of ξ on α at fixed W is shown. The data
demonstrates good convergence behavior of ξ in terms of the cutoff-parameter
α; in particular, the α-dependency of ξ is seen to be small as compared to
the variation with W . Figure 8.2 re-plots the data shown in Fig. 8.1, so
the evolution of ξ with W is more clearly illustrated. In particular, it is
seen that the non-monotonic behavior is very well converged in the cutoff
α. The stronger change of ξ with α seen at low disorder strengths, e.g. at
W = 0.05, 0.5, is related to the fact that the distribution of local values, ∆(r)
is narrow at small W . In this case, the convergence requirement allowing for
a maximal percentage α of change from cycle to cycle has implications for
a substantial fraction of all sites; with broad distributions, convergence of
most sites will be much better than α.
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Figure 8.2: Re-plot of the data Fig. (8.1) to illustrate the (converged) vari-
ation of ξ with W .
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