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structed by using the Frobenius morphism.
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1. Introduction
It is well known that Ringel–Hall algebras of hereditary algebras provide a successful
model for the realization of quantum groups. One of the important features of Ringel–
Hall algebra approach is that it makes it possible to study quantum groups by using the
machinery of representation theory of algebras, in particular, homological techniques and
Auslander–Reiten theory.
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334 A. Obul, G. Zhang / Journal of Algebra 297 (2006) 333–360In [19], Ringel constructed a PBW-basis for the Ringel–Hall algebra of any represen-
tation-finite hereditary algebra. Note that in the case of finite type, the composition algebra
and the Ringel–Hall algebra are coincide.
In [14,26], the authors constructed integral PBW-basis for the (twisted) generic compo-
sition algebra of Kronecker quiver and affine quivers, respectively.
In both cases, the Auslander–Reiten quiver, AR-quiver for short, of the corresponding
graph plays very important role.
In [4], the authors built a direct bridge between the quiver and valued quiver by com-
bining the idea of folding graphs with the idea of Frobenius morphisms and consequently
gave an explicit construction of the AR-quiver of the valued quiver from the AR-quiver of
the corresponding quiver.
The aim of this paper is to construct a PBW-basis for the twisted generic composition
algebra of any affine valued quiver by using its AR-quiver given by the method in [4].
2. Preliminaries
In this section, we recall some definitions and basic results of Ringel–Hall algebras and
Frobenius morphisms and F -stable modules from [4,7,17]. We refer to [1,8,22] for the
unexplained terminology and results used in this paper.
Throughout, Fq denotes a finite field with q elements. For any r  1, let Fqr denotes
the unique extension field of Fq of degree r contained in the algebraic closure Fq of Fq .
All modules considered are left modules of finite dimension over the base field. If M is a
module, [M] denotes the class of modules isomorphic to M , called the isoclass of M .
2.1. Valued quiver and its representation
2.1.1. A valued graph (Γ, d) is a finite set Γ (of vertices) together with non-negative
integers dij for all i, j ∈ Γ such that dii = 0 and there exist positive integers {εi}i∈Γ satis-
fying
dij εj = djiεi for all i, j ∈ Γ.
Further, the valued quiver (Γ, d) defines a symmetrizable generalized Cartan matrix
CΓ = (aij )i,j∈Γ by aii = 2 and aij = −dji for i = j . In fact, all symmetrizable generalized
Cartan matrices can be obtained in this way.
An orientation Ω of a valued graph (Γ, d) is given by prescribing for each edge {i, j}
of (Γ, d) an order (indicated by an arrow i → j ). We call (Γ, d,Ω), or simply Ω , a valued
quiver. For i ∈ Γ , we can define a new orientation σiΩ of (Γ, d) by reversing the direction
of arrows along all edges containing i.
2.1.2. Let (Γ, d,Ω) be a valued quiver. We assume that (Γ, d,Ω) is connected and
without oriented cycles in an obvious sense. Let S = (Fi, iMj )i,j∈Γ be a reduced Fq -
species of type Ω , that is, for all i, j ∈ Γ , iMj is an Fi-Fj -bimodule, where Fi and Fj are
finite extensions of Fq and dim(iMj )F = dij , dimFq Fi = εi . A representation (Vi, jϕi)j
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any i → j . Such a representation is called finite-dimensional if ∑dimFq Vi < ∞. A mor-
phism α :V → W from a representation V = (Vi, jϕi) to W = (Wi, jψi) is defined as a
set α = (αi) of Fi -linear mappings αi :Vi → Wi , i ∈ Γ , satisfying
jψi(αi ⊗ 1) = αj jϕi for all edges i → j.
We denote by rep-S the category of finite-dimensional representations of S . Note that
the category rep-S is equivalent to the module category of finite-dimensional modules
over a finite-dimensional hereditary Fq -algebra A, where A is the tensor algebra of S .
Furthermore, any basic finite-dimensional hereditary Fq -algebra can be obtained in this
way.
2.1.3. Let S = (Fi, iMj )i,j∈Γ be an Fq -species, εi = dimFq Fi , and dij = dim(iMj )Fj .
For a representation V = (Vi, jϕi) ∈ rep-S , we define the dimension vector of V to be
dimV = (dimFi Vi)i∈Γ . If V,W ∈ rep-S , assume that
α = dimV = (a1, . . . , an) and β = dimW = (b1, . . . , bn),
and we define
〈α,β〉 =
∑
i∈Γ
εiaibi −
∑
i→j
dij εj aibj .
One sees that (cf. [20])
〈α,β〉 = dimFq HomA(V,W)− dimFq Ext1A(V,W).
Set
(α,β) = 〈α,β〉 + 〈β,α〉.
It is well known that both 〈–,–〉 and (–,–) are well defined on the Grothendieck group
G0(A) of rep-S . The bilinear form 〈–,–〉 and (–,–) are called the Euler form and symmetric
Euler form, respectively. In fact, the Grothendieck group with the symmetric Euler form is
a Cartan datum and any Cartan datum can be realized in this way (see [21]). Let ε(α) =
〈α,α〉. We see that ε(i) = εi .
2.1.4. Denote by QΓ the vector space of all x = (xi)i∈Γ over the rational numbers. In
particular, for each i ∈ Γ , ei denotes the vector with xi = 1 and xj = 0 for all j = i. Also,
for each i ∈ Γ , we define the linear transformation si :QΓ → QΓ by si(x) = y where
yj = xj for j = i and
yi = −xi +
∑
djixj .j∈Γ
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tions of QΓ generated by the fundamental reflections si , i ∈ Γ .
2.1.5. Let (Γ, d,Ω) be a valued quiver (connected and without oriented cycles) and
S = (Fi, iMj )i,j∈Γ be an Fq -species of type Ω . Let i ∈ Γ be a sink or source of (Γ,Ω).
We define σi(S) to be the Fq -species obtained from S by replacing rMs by its Fq -dual for
r = i or s = i; then σiS is a reduced Fq -species of type σi(Ω).
2.1.6. For each sink or source i ∈ Γ , one may define Bernstein–Gelfand–Ponomarev
reflection functors σ±i : rep-S → rep-σiS (see [2,5]).
If i is a vertex of Γ , let rep-S〈i〉 be the subcategory of rep-S of all representations which
do not have Si as a direct summand, where Si is the simple representation with dimSi = ei .
If i is a sink or source, then rep-S〈i〉 is closed under direct summands and extensions. We
point out that if i is a sink, then σ+i : rep-S〈i〉 → rep-σiS〈i〉 is an exact equivalence and
induces isomorphisms on both Hom and Ext. The assertion for σ−i : rep-S〈i〉 → rep-σiS〈i〉
is the same if i is a source.
2.1.7. Let A be a finite-dimensional hereditary Fq -algebra, P the set of isomorphism
classes of finite-dimensional A-modules, and I ⊂P the set of isomorphism classes of sim-
ple A-modules. We choose a representative Vα ∈ α for any α ∈ P . By abuse of notation,
we write
〈α,β〉 = 〈dimVα,dimVβ〉
and
(α,β) = (dimVα,dimVβ) for all α,β ∈ P .
So the Euler form 〈–,–〉 and its symmetrization (–,–) are defined on Z[I ].
2.1.8. For α,β,λ ∈ P , let gλαβ be the number of submodules B of Vα such that B  Vβ
and Vλ/B  Vα .
2.1.9. Let v = √q (hence q = v2), and Q(v) be the rational function field of v. The
Ringel–Hall algebra h(A) is by definition the free Q(v)-module with basis {uα | α ∈ P}
and the multiplication is given by
uαuβ =
∑
λ∈P
gλαβuλ
for all α,β ∈P .
The twisted Ringel–Hall algebra h∗(A) is defined by setting h∗(A) = h(A) as Q(v)-
vector space, but the multiplication is defined by
uα ∗ uβ = v〈α,β〉
∑
λ∈P
gλαβuλ
for all α,β ∈P .
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dim(dimVα).
For convenience of use, in twisted Ringel–Hall algebra h∗(A), we write 〈uα〉 =
v−dimα+ε(α)uα for each α ∈P (noting that 〈ui〉 = ui for all i ∈ I ). Then, it is easy to
see that the multiplication of h∗(A) can be replaced by
〈uα〉 ∗ 〈uβ〉 = v−〈α,β〉
∑
λ∈P
gλαβ〈uλ〉 for all α,β ∈ P .
Let A be the tensor algebra of an Fq -species S . We can identify the categories mod-A
and rep-S ; therefore, h(A) can be viewed as being defined for rep-S . Also, we denote
by σiA the tensor algebra of σiS . We define h(A)〈i〉 to be the Q(v)-subspace of h(A)
generated by uα with Vα ∈ rep-S〈i〉. If i is a sink or source, since rep-S〈i〉 is closed under
extensions and so h(A)〈i〉 is subalgebra of h(A). Because
σ+i : rep-S〈i〉 → rep-σiS〈i〉
is an exact equivalence and induces isomorphisms on both Hom- and Ext-spaces, it is not
difficult to see the following result of Ringel [19].
Proposition 2.1. Let i be a sink. The functor σ+i yields a Q(v)-algebra isomorphism
σi :h(A)〈i〉 → h(σiA)〈i〉
with σi(uα) = uσ+i α for any Vα ∈ rep-S〈i〉.
Of course, we have a dual statement for a source i.
2.1.10. In the study of quantum groups and the Ringel–Hall algebras, the following
notations and relations are often used:
[n] = v
n − v−n
v − v−1 = v
n−1 + vn−3 + · · · + v−n+1,
[n]! =
n∏
r=1
[r],
[
n
r
]
= [n]![r]![n− r]! ,
|n] = q
n − 1
q − 1
(
qn−1 + · · · + q + 1)= vn−1[n],
|n]! =
n∏
t=1
|t] = v(n2)[n]!,
∣∣∣∣nt
]
= |n]!|t]!|n− t]! = v
t(n−t)
[
n
t
]
.
The following equations are the basic ones.
338 A. Obul, G. Zhang / Journal of Algebra 297 (2006) 333–360Lemma 2.2. For n > 0, we have
n∑
t=0
(−1)t vt (t−1)
∣∣∣∣nt
]
= 0 and
n∑
t=0
(−1)t vt (n−1)
∣∣∣∣nt
]
= 0.
If f (v) is a rational function of v, then by f (v)α we mean f (vε(α)).
2.1.11. Let (Γ, d,Ω) be a valued quiver. We assume that (Γ, d,Ω) is connected
and without oriented cycles in an obvious sense. Let S = (Fi, iMj )i,j∈Γ be a reduced
Fq -species of type Ω and A be the tensor algebra of S , {Si | i ∈ I } is a complete set of
pairwise non-isomorphic simple A-modules. We denote by c(A) the Q(v)-subalgebra of
h(A) generated by ui , i ∈ I , which is called the composition algebra and whose twisted
generic version is denoted by c∗(A).
On the other hand, we have a symmetrizable Kac–Moody algebra g = g(CΓ ) associ-
ated with CΓ . Let U+q (g) be the positive part of the quantized enveloping algebra Uq(g)
of g. Then U+q (g) is a Q(v)-algebra generated by the standard basis Ei , i ∈ I . The fol-
lowing well-known result of Green and Ringel (see [9] or [17]) lays down a base for our
investigation.
Theorem 2.3. There exists an isomorphism η :U+q (g) → c∗(A) of Q(v)-algebras such that
η(Ei) = ui , i ∈ I .
2.2. Frobenius morphisms and F -stable modules
2.2.1. Let now k = Fq be the algebraic closure of Fq . A Frobenius map on a k-vector
space V is an Fq -linear isomorphism FV :V → V satisfying FV (λv) = λqFV (v) for all
v ∈ V and λ ∈ k.
Let A be a finite-dimensional k-algebra with identity 1. A map FA :A → A is called
a Frobenius morphism on A if it is a Frobenius map on the k-space A and it is also an
Fq -algebra isomorphism sending 1 to 1.
Given a Frobenius morphism FA on A, let
AF := AFA = {a ∈ A | FA(a) = a}
be the set of FA-fixed points. Then AF is an Fq -subalgebra of A, and A = AF ⊗ k. The
Frobenius morphism FA on AF is given by FA(a ⊗ λ) = a ⊗ λq for all a ∈ AF , λ ∈ k.
Let M be a finite-dimensional A-module. We call M an F -stable A-module if there is
a Frobenius map FM :M → M such that
FM(am) = FA(a)FM(m) for all a ∈ A, m ∈ M.
We denote by modF -A the category of finite-dimensional F -stable A-modules (M,FM).
The morphisms from (M,FM) to (N,FN) are A-module homomorphisms compatible with
Frobenius maps FM and FN . Note that modF -A is an abelian Fq -category. We have fol-
lowing result.
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finite-dimensional AF -modules.
2.2.2. Let Q = (Q0,Q1) be a quiver without loops, where Q0 and Q1 denote respec-
tively the set of vertices and the set of arrows of Q. For each arrow ρ in Q1, we denote by
s(ρ) and t (ρ) its initial and terminal points, respectively.
Let σ be an automorphism of Q, that is, σ is a permutation on the vertices of Q and on
the arrows of Q such that σ(s(ρ)) = s(σ (ρ)) and σ(t (ρ)) = t (σ (ρ)) for any ρ ∈ Q1. We
further assume that σ is admissible, that is, there are no arrows connected vertices in the
same orbit of σ in Q0. We call the pair (Q,σ) an admissible quiver, or simply an ad-quiver.
Let A := kQ be the path algebra of Q over k = Fq which has identity 1 =∑i∈Q0 ei ,
where ei is the idempotent (or the length 0 path) corresponding to the vertex i. Then σ
induces a Frobenius morphism
FQ,σ = FQ,σ ;q :A → A,
∑
s
xsps →
∑
s
x
q
s σ (ps), (1)
where
∑
s xsps is a k-linear combination of paths ps , and σ(ps) = σ(ρt ) · · ·σ(ρ1) if ps =
ρt · · ·ρ1 for arrows ρ1, . . . , ρt in Q1.
2.2.3. A representation V = (Vi, ϕρ) of ad-quiver (Q,σ) is called F -stable if there
is a Frobenius map FV :
⊕
i∈Q0 Vi →
⊕
i∈Q0 Vi satisfying FV (Vi) = Vσ(i) for all i ∈ Q0
such that FV ϕρ = ϕσ(ρ)FV for each arrow ρ ∈ Q1. An F -stable representation is called
indecomposable if it is not isomorphic to a direct sum of two non-zero F -stable represen-
tations. Clearly, for each i ∈ Γ0, Si :=⊕i∈i Si is a simple F -stable representation of Q,
whose dimension vector is ei. Let RepF (Q,σ) be the category of all finite-dimensional
F -stable representations of (Q,σ) together with morphisms in RepQ which are compat-
ible with Frobenius maps. Then RepF (Q,σ) is an abelian Fq -category. It is easy to see
that the equivalence between mod-A and RepQ induces an equivalence between modF -A,
where F = FQ,σ , and RepF (Q,σ). Hence, by Theorem 2.4, RepF (Q,σ) and mod-AF are
equivalent.
Given a representation V = (Vi, ϕρ) of Q together with a Frobenius map FV :⊕
i∈Q0 Vi →
⊕
i∈Q0 Vi satisfying FV (Vi) = Vσ(i) for all i ∈ Q0, we define the Frobenius
twist V [1] = (Wi,ψρ) by
Wσ(i) = Vi and ψσ(ρ) = ϕ[1]ρ for all i ∈ Q0 and ρ ∈ Q1.
Note that up to isomorphism, V [1] is independent of the choice of the Frobenius map FV .
Inductively, we define V [s] = (V [s−1])[1] for s > 1. A representation V of Q is called
F -periodic if V [s] ∼= V for some s  1. Such a minimal positive integer s is called F -period
of V . By [4], every finite-dimensional representation of Q is F -periodic.
Theorem 2.5. [4] Let V be an indecomposable representation of Q with F -period s. Then
V˜ := V ⊕ V [1] ⊕ · · · ⊕ V [s−1]
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F -stable representation of Q can be obtained in this way.
2.2.4. To an ad-quiver (Q,σ), we can associate a valued quiver Γ = Γ(Q,σ) as follows.
The vertex and arrow sets Γ0 and Γ1 of Γ are, respectively, the sets of σ -orbits in Q0
and Q1. For each k ∈ Q0 and ρ ∈ Q1 : i → j , we denote by k and a the σ -orbits of k
and ρ, respectively, and define
εk = #{vertices in σ -orbit k}, εa = #{arrows in σ -orbit a},
da = εa/εj, and d ′a = εa/εi, where a : i → j in Γ1.
The valuation of Γ is given by ({εi}i∈Γ0, {(da, d ′a)}a∈Γ1).
Using the Frobenius morphism F = FQ,σ on A defined by σ , we can attach naturally
to Γ an Fq -modulation to obtain an Fq -species as follows: for each vertex i ∈ I and each
arrow ρ in Γ , we fix i0 ∈ i, ρ0 ∈ ρ, and consider the FA-stable subspaces of A
Ai =
⊕
i∈i
kei =
εi−1⊕
s=0
keσ s(i0) and Aρ =
⊕
ρ∈ρ
kρ =
ερ−1⊕
t=0
kσ t (ρ0),
where ei denotes the idempotent corresponding to the vertex i. Then
AFi =
{
εi−1∑
s=0
xq
s
eσ s(i0)
∣∣∣∣ x ∈ k, xqεi = x
}
and
AFρ =
{ ερ−1∑
t=0
xq
t
σ t (ρ0)
∣∣∣∣ x ∈ k, xqερ = x
}
.
Further, the algebra structure of A induces an AFj -A
F
i -bimodule structure on A
F
ρ for
each arrow ρ : i → j in Γ . Thus, we obtain an Fq -modulation M = M(Q,σ) :=
({AFi }i, {AFρ }ρ) over the valued quiver Γ . We shall denote the Fq -species defined above
by
MQ,σ = MQ,σ ;q = (Γ,M). (2)
Let T (MQ,σ ) be the tensor algebra of the species MQ,σ . Thus, by definition,
T (MQ,σ ) =
⊕
n0
M⊗n,
where M =⊕ρ∈Γ1 AFρ is viewed as an R-R-bimodule with R =⊕i∈I AFi and ⊗ = ⊗R .
If, for each σ -orbit p of a path ρn · · ·ρ2ρ1 in Q, we set Ap =⊕p∈p kp, then
AFp
∼= AFρ ⊗F · · · ⊗F AFρ ⊗F AFρ ,n n−1 2 2 1 1
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⊕
p A
F
p , it follows that the fixed
point algebra AF is isomorphic to the tensor algebra T (MQ,σ ). Thus, AF -modules can
be identified with representations of the species MQ,σ (see [6]). The above observation
together with Theorem 2.4 implies the following.
Proposition 2.6. [4] Let (Q,σ) be an ad-quiver with path algebra A = kQ and induced
Frobenius morphism F = FQ,σ . Let MQ,σ be the associated Fq -species defined as above.
Then, we have an algebra isomorphism AF ∼= T (MQ,σ ). Hence the categories mod-AF
and mod-T (MQ,σ ) are equivalent.
3. AR-quivers for affine valued quivers
3.1. We are now going to recall from [4] that the Frobenius morphism F on a finite-
dimensional algebra A induces an automorphism s of the Auslander–Reiten quiver Q of
A and that the induced species MQ,s is isomorphic to the Auslander–Reiten quiver of the
fixed point algebra AF .
Let A be a finite-dimensional algebra over field k = Fq . For an A-module M , let DM
denote the k-algebra
DM := EndA(M)/Rad
(
EndA(M)
)
.
This is a division algebra if M is indecomposable. By definition, the Auslander–Reiten
quiver (or AR-quiver for short) of A is a (simple) k-speciesQA consisting of a valued graph
Γ = ΓA and a k-modulation M = MA defined on Γ . Here, the vertices of Γ are isoclasses
[M] of indecomposable A-modules and the arrows [M] → [N ] for indecomposable M and
N are defined by the condition IrrA(M,N) = 0, where
IrrA(M,N) := RadA(M,N)/Rad2A(M,N)
is the space of irreducible homomorphisms from M to N . Each arrow [M] → [N ] has the
valuation (dMN,d ′MN) with dMN and d ′MN being the dimensions of IrrA(M,N) consid-
ered as left DN -space and right DM -space, respectively. The k-modulation M is given by
division algebras DM for vertices [M] and (non-zero) DN -DM -bimodules IrrA(M,N) for
arrows [M] → [N ].
Since the algebra A is defined over the algebraically close field k = Fq , we may regard
the AR-quiver Q = QA of A as an ordinary quiver. We first observe that Q admits an
admissible automorphism s. For each vertex [M] ∈Q, s([M]) is defined to be [M [1]]. If
M and N are indecomposable A-modules, then there are nst arrows γ (m)s,t from [M [s]] to
[N [t]] in Q, where 0  s  p(M) − 1, 0  t  p(N) − 1, nst = dimk IrrA(M [s],N [t])
and 1m nst . Note that nst = ns+1,t+1 for all s, t , where subscripts are considered as
integers modulo p(M) and p(N), respectively. We now define
s
(
γ
(m)
s,t
)= γ (m)s+1,t+1 for all 0 s  p(M)− 1 and 0 t  p(N)− 1.
Clearly, s is an admissible quiver automorphism and (Q, s) is an ad-quiver.
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the path algebra of Q and F = FQ,s be the Frobenius morphism of A induced by the
automorphism s. For each vertex i(M) (i.e., the s-orbit of [M]) and each arrow ρ (i.e., an
s-orbit of arrows in Q) in Γ (Q, s), we define subspaces
Ai(M) =
p(M)−1⊕
s=0
ke[M [s]] and Aρ =
⊕
ρ∈ρ
kρ,
of A, which are obviously F -stable. By definition, the Fq -modulation M(Q, s) is given by
(Ai(M))F and (Aρ)F for all vertices i(M) and arrows ρ in Γ (Q, s).
Let τ = D Tr = D Ext1A(−,A) and τ−1 = Tr D = Ext1A(D(A),−), where D =
HomFq (D(A),−), be the Auslander–Reiten translates (cf. [1]). An indecomposable A-
module M is said to be preprojective (respectively preinjective) provided that there exists
a positive integer m such that τm(M) = 0 (respectively τ−m(M) = 0), and to be regu-
lar otherwise. An arbitrary A-module X is said to be preprojective (respectively regular,
preinjective) provided that every indecomposable direct summand of X is so.
If P,R and I are preprojective, regular and preinjective modules, respectively, then
there holds the nice properties
HomA(R,P ) = HomA(I,P ) = HomA(I,R) = 0
and
Ext1A(P,R) = Ext1A(P, I) = Ext1A(R, I) = 0.
By [7], the Auslander–Reiten quiver of A has one preprojective component, which con-
sists of all indecomposable preprojective modules and one preinjective component consists
of all indecomposable preinjective modules; all other components turn out to be “tubes”
which are of the form T = ZA∞/m, where m is called the rank of T . If m = 1, then T
is called a homogenous tube, and if otherwise, it is a non-homogenous tube. The ranks of
non-homogenous tubes of A is completely determined by the type of valued quiver (except
for type A˜n).
Theorem 3.1. [4] The species MQ,s associated to the AR-quiver (Q, s) of A defined above
is isomorphic to the AR-quiverQAF of AF . Moreover, the Auslander–Reiten translation of
A naturally induces that of the fixed-point algebra AF .
3.2. In this paper, we will consider the affine valued graphs A˜11, A˜12, B˜n, C˜n, B˜Cn,
C˜Dn, D˜Dn, F˜41, F˜42, G˜21 and G˜22.
In the following, we will construct the AR-quivers for these valued graphs with an
admissible orientation from the AR-quiver for corresponding ordinary quivers case by
case.
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(D˜4,Ω)
then ((D˜4,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4, we
get the valued quiver (A˜11, Ω˜), where Ω˜ is the following admissible orientation:
.
We know that the AR-quiver of (D˜4,Ω) has the following form:
.
The regular part is of the form:
where c1, c2 and c3 are non-homogeneous tubes and others are homogeneous tubes.
It is easy to see that the F -period of Pij is 4 and 1 for odd i and even i, respectively.
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construction in 3.1, we get that the AR-quiver of (A˜11, Ω˜) has the form:
.
For the regular part, because the F -period of the modules in c1 and c2 is 4 and that of the
modules in c3 is 2, so the regular part of the AR-quiver of (A˜11, Ω˜) consists of homoge-
neous tubes only.
(b) If we define σ(1) = 1, σ (2) = 2 and σ(α) = β,σ (β) = α for the quiver (A˜1,Ω)
then ((A˜1,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4, we
get the valued quiver (A˜12, Ω˜), where Ω˜ is the following admissible orientation:
.
The AR-quiver of ((A˜1,Ω),σ ) is of the form:
where the regular part consists of homogeneous tubes only. Because the automorphism s
fixes the points and permutes the two arrows, and the number of elements of s-orbit of
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construction in 3.1, we get the AR-quiver of (A˜12, Ω˜)
where the regular part consists of homogeneous tubes only.
Similarly, we can get the AR-quivers of all other tame valued quivers with the given
admissible orientation. In the remaining cases we omit the AR-quivers, but for later use we
express the non-homogeneous tubes in the regular part explicitly.
(c) If we define
σ(1) = 1, σ (2) = 2n, σ (3) = 2n− 1, . . . , σ (n) = n+ 2,
σ (n+ 1) = n+ 1, σ (2n) = 2, σ (2n− 1) = 3, . . . , σ (n+ 2) = n
for the quiver (A˜2n−1,Ω)
then ((A˜2n−1,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4,
we get the valued quiver (B˜n, Ω˜), where Ω˜ is the following admissible orientation:
.
The regular part contains one non-homogeneous tube c of rank n and only the even multi-
ples of δ, i.e., 2δ,4δ, . . . occur in c, where δ is the minimal positive imaginary root.
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n+ 1, σ(n+ 2) = n+ 3 and σ(n+ 3) = n+ 2 for the quiver (D˜n+2,Ω)
then ((D˜n+2,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4,
we get the valued quiver (C˜n, Ω˜), where Ω˜ is the following admissible orientation:
.
The regular part contains one non-homogeneous tube c of rank n and all positive imaginary
roots occur in c.
(e) If we define
σ(1) = 1, σ (2) = 2n+ 3, . . . , σ (n− 1) = n+ 6, σ (n) = n+ 5, σ (n+ 1) = n+ 3,
σ (2n+ 3) = 2, . . . , σ (n+ 6) = n− 1, σ (n+ 5) = n, σ (n+ 3) = n+ 2,
σ (n+ 2) = n+ 4,
σ (n+ 4) = n+ 1
for the quiver (D˜2n+2,Ω)
then ((D˜2n+2,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4,
we get the valued quiver (B˜Cn, Ω˜), where Ω˜ is the following admissible orientation:
B˜Cn : .
The regular part contains one non-homogeneous tube c of rank n and all positive imaginary
roots occur in c.
(f) If we define σ(1) = 1, σ (2) = 2n + 3, σ (2n + 3) = 2, σ (3) = 2n + 2, σ (2n + 2) =
3, σ (4) = 2n + 1, σ (2n + 1) = 4, . . . , σ (n − 1) = n + 6, σ (n + 6) = n − 1, σ (n) =
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n+ 2 for the quiver (D˜2n+2,Ω) in case (e), then ((D˜2n+2,Ω),σ ) is an ad-quiver with au-
tomorphism σ . By the construction in 2.2.4, we get the valued quiver (C˜Dn+1, Ω˜) where
Ω˜ is the following admissible orientation:
.
The regular part contains two non-homogeneous tubes c1 and c2 of rank n− 1 and 2,
respectively, and all positive imaginary roots occur in both c1 and c2.
(g) If we define σ(1) = 1, σ(2) = 2, σ(3) = 3, . . . , σ(n − 1) = n − 1, σ(n) = n,
σ(n+ 1) = n+ 2, σ(n+ 2) = n+ 1, for the quiver (D˜n+1,Ω)
then ((D˜n+1,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4,
we get the valued quiver (D˜Dn, Ω˜), where Ω˜ is the following admissible orientation:
.
The regular part contains two non-homogeneous tubes c1 and c2 of rank n and 2, respec-
tively. All positive imaginary roots occur in c1 but in c2 only positive even multiples of δ
occur.
(h) If we define σ(1) = 1, σ (2) = 2, σ (3) = 3, σ (4) = 6, σ (5) = 7, σ (6) = 4, σ (7) = 5
for the quiver (E˜6,Ω)
then ((E˜6,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4, we
get the valued quiver (F˜41, Ω˜), where Ω˜ is the following admissible orientation:
.
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spectively. In c1, only the positive even multiples of the minimal positive imaginary roots
occur and in c2, all positive imaginary roots occur.
(i) If we define σ(1) = 4, σ(2) = 5, σ(3) = 6, σ(4) = 1, σ(5) = 2, σ(6) = 3, σ(7) = 7,
σ(8) = 8 for the quiver (E˜7,Ω)
then ((E˜7,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4, we
get the valued quiver (F˜42, Ω˜), where Ω˜ is the following admissible orientation:
.
The regular part contains two non-homogeneous tubes c1 and c2 of rank 3 and 2, respec-
tively. All positive imaginary roots occur in both c1 and c2.
(j) If we define σ(1) = 1, σ(2) = 2, σ(3) = 4, σ(4) = 5, σ(5) = 3 for the quiver
(D˜4,Ω)
then ((D˜4,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4, we
get the valued quiver (G˜21, Ω˜), where Ω˜ is the following admissible orientation
.
The regular part contains one non-homogeneous tube c of rank 2 and in c only 3δ,6δ, . . .
occur.
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for the quiver (E˜6,Ω)
then ((E˜6,Ω),σ ) is an ad-quiver with automorphism σ . By the construction in 2.2.4, we
get the valued quiver (G˜22, Ω˜), where Ω˜ is the following admissible orientation:
.
The regular part contains one non-homogeneous tube c of rank 2 and all positive imaginary
roots occur in c.
4. PBW-bases of the twisted generic composition algebras of affine valued quivers
Let (Γ, d,Ω) be a valued quiver and S = (Fi, iMj )i,j∈Γ be the Fq -species of type Ω .
We denote by h(A) and c(A) the Ringel–Hall algebra and the generic composition algebra
of the tensor algebra A of S , respectively. We denote by P(A) and I(A) the subalgebra of
h(A) generated by the isomorphism classes of preprojective modules and the preinjective
modules, respectively. Because of Theorem 2.3, we will discuss the twisted Ringel–Hall
algebra h∗(A) and twisted generic composition algebra c∗(A) in the following.
In this section we will construct a PBW-basis of the twisted generic composition algebra
of affine valued quivers by using their AR-quivers we obtained in the previous section.
4.1. The cases A˜11 and A˜12
4.1.1. Given a positive integer n, a partition p of n is a finite sequence (n1, . . . , nt ) of
positive integers such that
n1  · · · nt  1 and n1 + · · · + nt = n.
We call t the length of p, which is denoted by l(p) = t . Denote by P(n) the set of all
partitions of n, and by p(n) the number of elements in P(n). Set p(0) = 1; and for p ∈ P(0)
set l(p) = 0. For partitions λ and μ, we define their cup product λ unionsqμ to be the partition
formed by arranging all the parts of λ and μ in descending order. Moreover, if λ and μ are
partitions of some n, then we set λ < μ if the first time that λi = μi implies that λi > μi
(i.e., the reverse lexicographic ordering).
350 A. Obul, G. Zhang / Journal of Algebra 297 (2006) 333–360Remark 4.1.2. We also know from [25] that for any homogeneous tube T , the Ringel–Hall
subalgebra h∗(T ) generated by the isomorphism classes of indecomposables in T is com-
mutative and it is well known that there is no Hom and Ext between two different tubes, so
the Ringel–Hall subalgebra generated by the isomorphism classes of regular indecompos-
ables is also commutative.
4.1.3. For a given d ∈ Zn, where n is the number of vertices of the affine valued quiver
(Γ, d,Ω), we define the following element in h∗(A) following [26]
rd =
∑
[M]
u[M] where M ranges over the regular modules with dimM = d.
Note that this is a finite sum since Fq is a finite field, and that M can be decomposable. If
there is no regular modules M with dimM = d, then we define rd = 0. Then rd ∈ c∗(A)
(see [26]).
For a positive integer n and a partition p = (n1, . . . , nt ), we define
rp = rn1δ ∗ rn2δ ∗ · · · ∗ rnt δ ∈ c∗(A),
where δ is the minimal positive imaginary root. From the above remark, we know that rp
does not depend on the ordering of the factors.
4.1.4. From the AR-quiver of A˜11 and A˜12, we can define a total ordering for the
isomorphism classes of preprojective part as follows
[Pi] [Pj ] if and only if Pi is on the left side of Pj .
Similarly, we can define a same total ordering for the preinjective part.
Now, we state our main theorem about A˜11 and A˜12.
Theorem 4.1. Let (Γ1, d,Ω1) be A˜11 or A˜12, where the orientation Ω1 as in 3.2. Then
the twisted generic composition algebra c∗(A1) has a PBW-basis consisting of elements
of the form u[P ] ∗ rp ∗ u[I ], where A1 is the tensor algebra of S1, S1 the corresponding
Fq -species of type Ω1, and
(1) u[P ] = u[P1] ∗ · · · ∗ u[Ps ] with 0 [P1] · · · [Ps] indecomposable preprojectives;
(2) p ∈ P(n), n ∈ N0;
(3) u[I ] = u[I1] ∗ · · · ∗ u[It ] with 0 [I1] · · · [It ] indecomposable preinjectives.
Proof. From [24] we know that the preprojectives, preinjectives and rmδ , for all m ∈ N0,
belong to c∗(A1). So the space V (A1), spanned by the elements u[P ] ∗ rp ∗ u[I ], is
a subspace of c∗(A1). Clearly V (A1) also inherits the gradation of c∗(A1). More pre-
cisely, V (A1) =⊕α V (A1)α where V (A1)α = c∗(A1)α ∩ V (A1). Moreover, the elements
u[P ] ∗ rp ∗ u[I ] in the theorem are linearly independent over Q(v). So it is enough to prove
that the dimension of each graded part is same.
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The positive roots of g are of two types [11]: the real roots (having multiplicity one) and
the imaginary roots (the multiples of δ).
We also recall that the dimension vectors of the indecomposable modules for A1 are
precisely the positive roots of g. (This is proved in [7] for the affine case; see also [11–13]
for the general result.)
It follows from the PBW-basis of U+(g) that the dimension of the graded part c∗(A1)α is
precisely the number of ways of expressing α as a sum of positive roots (with multiplicity).
For example, dim c∗(A1)δ is 1 plus the number of ways of expressing δ as a sum of positive
real roots.
For an arbitrary preprojective module P ∈P(A1), we can write
P = Pa11 ⊕ · · · ⊕ Patt ,
where P1, . . . ,Pt are indecomposable preprojective modules such that [P1]  · · ·  [Pt ],
then by [17]
u[P ] = 1|a1]! · · ·
1
|at ]!u
a1[P1] ∗ · · · ∗ u
at[Pt ].
It follows that the number of preprojective modules (up to isomorphism) with dimension
vector α is precisely the number of ways of expressing α as a sum of dimension vectors of
indecomposable preprojective modules (with multiplicity). An analogous result holds for
the preinjectives.
For any dimension vector α, we consider an arbitrary expression of α as a sum of posi-
tive roots
α = α1(pp)+ · · · + αs(pp)+ n1δ + · · · + ntδ + α1(pi)+ · · · + αr(pi),
where s, t, r  0, n1  · · ·  nt  0, and α1(pp), . . . , αs(pp) are the real positive roots
which are dimension vectors of indecomposable preprojective modules, n1δ, . . . , nt δ are
the positive imaginary roots which are the dimension vectors of indecomposable regular
modules and α1(pi), . . . , αr(pi) are the positive real roots which are dimension vectors of
indecomposable preinjective modules.
We take
P = P1 ⊕ · · · ⊕ Ps, [P1] · · · [Ps],
I = I1 ⊕ · · · ⊕ Ir , [I1] · · · [Ir ],
rp = rn1δ ∗ rn2δ ∗ · · · ∗ rnt δ,
where dimP1 = α1(pp), . . . ,dimPs = αs(pp) and dim I1 = α1(pi), . . . ,dim Ir = αr(pi).
Then the element u[P ] ∗ rp ∗ u[I ] is in V (A1)α . This implies that dimV (A1)α 
dim c∗(A1)α . So for each dimension vector α, the dimension of c∗(A1)α and the dimension
of V (A1)α are coincide. 
352 A. Obul, G. Zhang / Journal of Algebra 297 (2006) 333–3604.2. The preprojective and preinjective cases
4.2.1. Let (Γ, d,Ω) be a tame valued quiver and Δ = (I, (–,–)) be the corresponding
Cartan datum in the sense of Lusztig, g the corresponding symmetrizable Kac–Moody
algebra. We have the Drinfeld–Jimbo quantized enveloping algebra Uq(g) attached to the
Cartan datum Δ. Its Chevalley generators: Ei,Fi and Kα with α ∈ Z[I ]. Lusztig in [15]
has introduced the symmetries T ′′i,1 :Uq(g) → Uq(g) for i ∈ I , which are automorphisms
of Uq(g) and satisfy braid group relations:
T ′′i,1(Ei) = −FiKεii , T ′′i,1(Fi) = −Kεii Ei,
T ′′i,1(Ej ) =
∑
r+s=−aij
(−1)rv−rεiE(s)i EjE(r)i for j = i in I,
T ′′i,1(Fj ) =
∑
r+s=−aij
(−1)rvrεiF (r)i FjF (s)i for j = i in I,
T ′′i,1(Kβ) = Ksi(β),
where aij = (i, j) for i, j ∈ I,β ∈ ZI , E(r)i = Eri /[r]εi , (εi)i is the minimal symmetriza-
tion, and si(β) = β − (β, i)i.
For each i ∈ I , one may define
U+q (g)[i] =
{
x ∈ U+q (g) | T ′′i,1(x) ∈ U+q (g)
}
.
Then T ′′i,1 : U+q (g)[i] → U+q (g)[i] is an automorphism.
If i ∈ I is sink, then the Q(v)-algebra isomorphism σi in Proposition 2.1 induces ho-
momorphism
σi : c
∗(A)〈i〉 → c∗(σiA)〈i〉,
where c∗(A)〈i〉 = {x ∈ c∗(A) | σi(x) ∈ (σiA)}. It is well known that σi = T ′′i,1 under the
identification c∗(A) = U+q (g) (see [23]).
Dually, if i is a source, we have analogous results.
4.2.2. We call an indecomposable A-module M to be exceptional if it has no self
extension, i.e., Ext1(M,M) = 0. Then it has been proved (see [3]) that 〈u[sM]〉 ∈ c∗(A)
for any s  1 if M is exceptional.
4.2.3. We denote by Prep and Prei the set of isomorphism classes of indecomposable
representations in the preprojective and preinjective components of modA, respectively. In
particular, the set{〈u[sM]〉 | M is indecomposable in Prep or Prei and s  1}
lies in c∗(A).
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Let im, . . . , i1 be an admissible sink sequence of (Γ, d,Ω), that is, im is a sink of
(Γ, d,Ω) and for any 1 t m, the vertex it is a sink for the orientation σit+1 · · ·σimΩ .
Let M be an indecomposable module in Prep. Then there exists an admissible sink se-
quence of (Γ, d,Ω) such that
M = σ±i1 · · ·σ±im(Sim+1),
where Sim+1 is a simple module in modσim · · ·σi1A. We have following (see [19])
Lemma 4.2. Let M be indecomposable preinjective module. Then
〈uM 〉 = T ′′i1,1 · · ·T ′′im,1(Eim+1),
where M = σ+i1 · · ·σ+im(Sim+1), for an admissible sink sequence im, . . . , i1 of (Γ, d,Ω).
Since Prei is directed, we may give a total ordering of Prei as follows. Let
{. . . , β3, β2, β1}
be all positive real roots appearing in Prei, and{
. . . ,M(β3),M(β2),M(β1)
}
be all indecomposables in Prei with dimM(βi) = βi . We require that a total ordering  in
Prei satisfies the following
Hom
(
M(βi),M(βj )
) = 0 implies βi ≺ βj and i  j.
Then such an ordering has the property
〈βi,βj 〉 > 0 implies βi  βj and i  j,
〈βi,βj 〉 < 0 implies βj ≺ βi and i < j
and
Ext
(
M(βi),M(βj )
)= 0 for i  j.
There is no harm to denote by Prei = {. . . , β3, β2, β1}.
Similarly, Prep is directed, we may give a total ordering of Prep as follows. Let
{α1, α2, α3, . . .}
be all positive real roots appearing in Prep, and{
M(α1),M(α2),M(α3), . . .
}
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in Prep satisfies the following
Hom
(
M(αi),M(αj )
) = 0 implies αi ≺ αj and i  j.
Then such an ordering has the property
〈αi,αj 〉 > 0 implies αi  αj and i  j,
〈αi,αj 〉 < 0 implies αj ≺ αi and j < i
and
Ext
(
M(αi),M(αj )
)= 0 for i  j.
There is no harm to denote by Prep = {α1, α2, α3, . . .}.
Let b : Prei → N be a support finite function, we denote it by b ∈ NPrei. Then
M(b) =
⊕
βi∈Prei
b(βi)M(βi)
is a preinjective module and any preinjective module is of this form, up to isomorphism.
We set
〈u[M(b)]〉 = v−dimM(b)+dim End(M(b))u[M(b)].
By Ringel [19], we have
Lemma 4.3. For any b ∈ NPrei,
〈uM(b)〉 = 〈u[b(βim )M(βim )]〉 ∗ · · · ∗ 〈u[b(βi1 )M(βi1 )]〉,
where {βim ≺ βim−1 ≺ · · · ≺ βi1} are those β ∈ Prei such that b(β) = 0.
Because all indecomposable preinjectives are exceptional, 〈u[M(b)]〉 ∈ c∗(A) for all
b ∈ NPrei. Therefore, we are ready to define c∗(Prei) to be the Q(v)-submodule of c∗(A)
generated by {〈u[M(b)]〉 | b ∈ NPrei}.
We have
Lemma 4.4. The Q(v)-submodule c∗(Prei) is an subalgebra of c∗(A) and{〈u[M(b)]〉 | b ∈ NPrei}
is a Q(v)-basis of c∗(Prei).
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Lemma 4.5. For any a ∈ NPrep, we have
〈u[M(a)]〉 = 〈u[a(αi1 )M(αi1 )]〉 ∗ · · · ∗ 〈u[a(αim )M(αim)]〉,
where {αi1, . . . , αim with αi1 ≺ αi2 ≺ · · · ≺ αim} are those α ∈ Prep such that a(α) = 0.
Lemma 4.6. Let c∗(Prep) be the Q(v)-submodule of c∗(A) generated by{〈u[M(a)]〉 | a ∈ NPrep}.
Then c∗(Prep) is an subalgebra of c∗(A) and {〈u[M(a)]〉 | a ∈ NPrep} is a Q(v)-basis of
c∗(Prep).
4.3. The PBW-basis for affine valued quivers
4.3.1. From [7] we know that there is a full exact embedding T : mod-A1 ↪→ mod-A.
This gives rise to an injection of algebras, still denoted by T :h∗(A1) ↪→ h∗(A). The in-
jection T maps c∗(A1) into c∗(A). We have defined the elements rp (p ∈ P(n), n ∈ N0) in
h∗(A1) and we know that they are in c∗(A1), so
Epδ =: Ep1δ ∗ · · · ∗Eptδ =: T (rp) = T (rp1δ) ∗ · · · ∗ T (rpt δ) ∈ c∗(A)
for all p = (p1, . . . , pt ) ∈ P(n), n ∈ N0.
4.3.2. We may list all non-homogeneous tubes T1(r1),T2(r2), . . . ,Ts(rs) in mod-A
where ri is the length of Ti (ri) (in fact s  3). Let S1, . . . , Sri be all the simple objects
in T (ri) (called quasi-simple modules in mod-A) and Si[l] the (unique) indecomposable
module in T (ri) with top Si and length l.
Let Π denote the set of all n-tuples of partitions. Then for each element π =
(π(1),π(2), . . . , π(n)) ∈ Π , we define a module in the non-homogenous tube Tk(rk),
k ∈ {1,2, . . . , s},
M(π) =
⊕
i∈Δ0
j1
Si
[
π˜
(i)
j
]
,
where π˜ (i) = (π˜ (i)1 , π˜ (i)2 , . . .) is the partition dual to π(i) and Δ0 is the set of vertices on the
mouth of Tk(rk). In this way, we obtain a bijection between Π and the set of isomorphism
classes of nilpotent representations in Tk(rk).
An n-tuple π = (π(1), π(2), . . . , π(n)) of partition is called aperiodic (in the sense of
Lusztig [15]), or separated (in the sense of Ringel [18]), if for each l  1 there is some i =
i(l) ∈ Δ0 such that π˜ (i)j = l for all j  1. By Πa , we denote the set of aperiodic n-tuples
of partitions. A module in Tk(rk) is called aperiodic if M  M(π) for some π ∈ Πa .
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s∑
i=1
(ri − 1) = n− 1,
where n+ 1 is the number of vertices.
4.3.3. For each non-homogeneous tube Ti (ri), we have the generic composition al-
gebra c∗(Ti (ri)) and the set Πai of aperiodic ri -tuples of partitions such that for any
π ∈ Πai ,M(π) is a aperiodic module in Ti (ri). Note that in all cases in 3.1, the valua-
tions for each arrow in tubes are (1,1). So we can identify each non-homogeneous tube
Ti (ri) with the regular part of A˜ri with the cyclic orientation. Hence, from [14], for each
Ti (ri), we have a PBW-basis {Eπ | π ∈ Πai } of c∗(Ti (ri)), where
Eπ = 〈u[M(π)]〉 +
∑
λ∈Πai ,λ≺π
ηπλ 〈u[M(λ)]〉.
For later use, we recall a lemma from [14].
Lemma 4.7. Let {Sj | 1 j  ri} be a complete set of non-isomorphic quasi-simple mod-
ules of a non-homogeneous tube T such that Sj = τ (j−1)S1 and h∗(T ) is the twisted
Ringel–Hall algebra of T over Q(v), where τ is the AR-translation.
(1) If ri  l, 1 j  ri , then
uSj [l] ≡
∑
λπ,λ∈Πa
aλEλ
(
mod(v − 1)h∗(T )),
where aλ ∈ Q and Sj [l]  M(π).
(2) If ri | l, 1 j  ri − 1, then
uSj [l] − uSj+1[l] ≡
∑
λπ(or π ′), λ∈Πa
aλEλ
(
mod(v − 1)h∗(T )),
where aλ ∈ Q and Sj [l]  M(π), Sj+1[l]  M(π ′).
Note that there is natural imbedding c∗/(v − 1)c∗ into h∗/(v − 1)h∗, so we may re-
place h∗ in Lemma 4.7 by c∗.
Now we define a set M by the following rule. Any c ∈M is given by the data:
(1) a support-finite function ac : Prep → N,
(2) a support-finite function bc : Prei → N,
(3) an element πic ∈ Πai for each Ti , 1 i  s,
(4) a partition ωc = (ω1,ω2, . . . ,ωt ) for some t  1, where ω1  ω2  · · ·  ωt are in
N \ {0}.
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Ec = 〈u[M(ac)]〉 ∗Eπ1c ∗Eπ2c ∗ · · · ∗Eπsc ∗Eωcδ ∗ 〈u[M(bc)]〉,
where 〈u[M(ac)]〉 and 〈u[M(bc)]〉 are defined just before Lemma 4.3, Eπic for 1 i  s are
defined in 3.3.3 and Eωcδ is defined in 4.3.1. Obviously, {Ec | c ∈M} lies in c∗(A) and
linearly independent over Q(v).
Theorem 4.8. The set {Ec | c ∈M} is a PBW-basis of c∗(A).
Proof. Let V be the subspace of c∗(A) spanned by the basis elements Ec. Then V is
contained in c∗(A) and inherits the gradation of c∗(A). More precisely, V =⊕α Vα , where
Vα = V ∩ c∗(A)α . From the observation just before the theorem, it is enough to prove that
dim c∗(A)α and dimVα are equal for all dimension vectors α. For this, first we investigate
the corresponding dimensions at Lie algebra level.
For each tame valued quiver (Γ, d,Ω), we denote by g+(A) the positive part of cor-
responding symmetrizable Kac–Moody Lie algebra, where A is the tensor algebra of
Fq -species S of type Ω . Then we have the root space decomposition
g+(A) =
⊕
α
g(A)α,
where α ranges over all positive roots of g(A).
Let g1(A) be the Lie algebra arising from module category of A (see [16]). It is well
known from Ringel that the Lie subalgebra g+1 (A) ⊂ c∗(A)/(v − 1)c∗(A) generated by
u[Si ], i ∈ I over Q, is just the positive part of the corresponding symmetrizable affine
Kac–Moody Lie algebra g(A) over Q, and c∗(A)/(v − 1)c∗(A) is the universal envelop-
ing algebra of g+1 (A). So the dimensions of each corresponding root spaces of g+(A) and
g+1 (A) are coincide.
In the following we will construct a suitable basis for each root spaces of g+1 (A).
If α is positive real root, then dimg(A)α = 1 and there is unique indecomposable mod-
ule M with dimension vector α and we will take u[M] as a basis for g1(A)α .
If α is positive imaginary root, say α = mδ, m > 0, where δ is the minimal positive
imaginary root of g(A). Then we examine this case by case.
(i) Type B˜n. Then by [10]
dimg(A)α =
{
n, if m is even,
1, if m is odd.
By 3.2(c), for each even m = 2l, we can take n − 1 elements of the form u[Sj [ln]] −
u[Sj+1[ln]]. Together with the element T (rmδ), we have n linearly independent elements in
g1(A)mδ for even m and one element for odd m, respectively.
(ii) Type C˜n, B˜Cn or C˜Dn. Then by [10] dimg(A)α = n. By 3.2(d), (e) and (f) we can
take n − 1 elements of the form u[Sj [l]] − u[Sj+1[l]], (n | l) for each m. Together with the
element T (rmδ), we have n linearly independent elements in g1(A)mδ for each m.
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dimg(A)α =
{
n, if m is even,
n− 1, if m is odd.
By 3.2(g), for each even m = 2l, we can take n − 1 elements of the form u[Sj [2l]] −
u[Sj+1[2l]]. For each odd m = 2l − 1, we can take n − 1 elements of the form u[Sj [2l−1]] −
u[Sj+1[2l−1]]. So together with the element T (rmδ), we have n linearly independent ele-
ments for each even m and n− 1 linearly independent elements of the form u[Sj [2l]] −
u[Sj+1[2l]] for each odd m, in g1(A)mδ , respectively.
(iv) Type F˜41. Then by [10]
dimg(A)α =
{4, if m is even,
2, if m is odd.
By 3.2(h), for each even m = 2l, we can take two elements of the form u[Sj [3l]] −
u[Sj+1[3l]] and one element of the form u[Sj [4l]] − u[Sj+1[4l]]. For each odd m = 2l − 1,
we can take one element of the form u[Sj [4l−2]] − u[Sj+1[4l−2]]. Together with the element
T (rmδ), we have 4 and 2 linearly independent elements in g1(A)mδ for even m and odd m,
respectively.
(v) Type F˜42. Then by [10] dimg(A)α = 4.
By 3.2(i), for each m, we can take two elements of the form u[Sj [3l]] − u[Sj+1[3l]] and
one element of the form u[Sj [2l]] −u[Sj+1[2l]]. Together with the element T (rmδ), we have 4
linearly independent elements in g1(A)mδ for each m.
(vi) Type G˜21. Then by [10]
dimg(A)α =
{2, if 3 | m,
1, if 3  m.
By 3.2(j), for each m with 3 | m, we can take one element of the form u[Sj [3l]] −
u[Sj+1[3l]]. Together with the element T (rmδ), we have 2 and 1 linearly independent el-
ements in g1(A)mδ for m,3 | m and for m,3  m, respectively.
(vii) Type G˜22. Then by [10] dimg(A)α = 2.
By 3.2(k), for each m, we can take one element of the form u[Sj [2l]] − u[Sj+1[2l]]. To-
gether with the element T (rmδ), we have 2 linearly independent elements in g1(A)mδ for
each m.
It is well known from Lusztig that
dimQ(v) c∗(A)α = dimQ
(
c∗(A)/(v − 1)c∗(A))
α
for each dimension vector α.
It follows from the PBW-basis of U+q (g(A)) that the dimension of each graded
part c∗(A)α is precisely the number of ways of expressing α as a sum of positive roots
(with multiplicity).
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g1(A) =
⊕
α
g1(A)α
of g1(A), by
∑s
i=1(ri −1) = n−1, we could take a homogeneous basis v1, v2, . . . where vj
is the element of the form (i) uαj if αj is a positive real root corresponding to preprojective
or preinjective indecomposable module; (ii) u[Sj [l]] if αj is positive real root corresponding
to regular indecomposable module and l  the rank of corresponding tube; (iii) u[Sj [l]] −
u[Sj+1[l]] if αj is positive imaginary root corresponding to regular indecomposable module
in non-homogeneous tube and l | the rank of corresponding tube; (iv) Eωδ if αj = ωδ is the
positive imaginary root corresponding to regular indecomposable module in homogeneous
tube.
Let dimQ(c∗(A)/(v − 1)c∗(A))α = t , then we can take a basis for dimQ(c∗(A)/(v −
1)c∗(A))α consisting of the monomials xi = vi1 · · ·vis of the basis elements v1, v2, . . . of
g1(A), where i1  i2  · · · is and i = 1, . . . , t .
From Lemma 4.7, we know that each xi belong to Vα modulo (v−1)c∗(A). In this way,
we can find elements y1, . . . , yt in Vα such that yi = xi + (v − 1)zi , i = 1, . . . , t , where
each zi ∈ c∗(A). From Nakayama lemma we can see that the elements y1, . . . , yt are Q(v)-
linearly independent. Otherwise, x1, . . . , xt are Q(v)-linearly dependent, a contradiction.
So dimQ(v) Vα  dimQ(v) c∗(A)α . Hence the dimensions of Vα and c∗(A)α coincide. 
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