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ABSTRACT. In this paper transformations for matrix orthogonal polynomials in the real line are studied. The orthogonality
is understood in a broad sense, and is given in terms of a nondegenerate continuous sesquilinear form, which in turn is
determined by a quasidefinite matrix of bivariate generalized functions with a well defined support. The discussion
of the orthogonality for such a sesquilinear form includes, among others, matrix Hankel cases with linear functionals,
general matrix Sobolev orthogonality and discrete orthogonal polynomials with an infinite support. The results are mainly
concerned with the derivation of Christoffel type formulas, which allow to express the perturbed matrix biorthogonal
polynomials and its norms in terms of the original ones. The basic tool is the Gauss–Borel factorization of the Gram
matrix, and particular attention is paid to the non-associative character, in general, of the product of semi-infinite matrices.
The first transformation considered is that of Geronimus type, in where a right multiplication by the inverse of a ma-
trix polynomial and an addition of adequate masses is performed. The resolvent matrix and connection formulas are
given. Two different methods are developed. A spectral one, based on the spectral properties of the perturbing polyno-
mial, and constructed in terms of the second kind functions. This approach requires the perturbing matrix polynomial
to have a nonsingular leading term. Then, using spectral techniques and spectral jets, Christoffel-Geronimus formulas
for the transformed polynomials and norms are presented. For this type of transformations, the paper also proposes an
alternative method, which does not require of spectral techniques, that is valid also for singular leading coefficients. When
the leading term is nonsingular a comparative of both methods is presented. The nonspectral method is applied to uni-
modular Christoffel perturbations, and a simple example for a degree one massless Geronimus perturbation is given. A
discussion on Geronimus–Uvarov transformations is presented. These transformations are rational perturbations of the
matrix of bivariate generalized functions together with an addition of appropriate masses, determined these last ones by
the spectral properties of the polynomial denominator. As for the Geronimus case, two techniques are applied, spectral
and mixed spectral/nonspectral. Christoffel–Geronimus–Uvarov formulas are found with both approaches and some ap-
plications are given. For example, to transformations preserving the symmetric character of the sesquilinear form, where
the adjugate of the perturbing matrix polynomial is instrumental, and also to matrix hodographic perturbations, with
both polynomials of degree one. To complete the list of transformations, additive perturbations and in particular matrix
Uvarov transformations are considered. Christoffel–Uvarov formulas are given for the perturbed biorthogonal families
and its matrix norms, in terms of spectral jets of the Christoffel–Darboux kernels. Applications to discrete Sobolev matrix
orthogonal polynomials are provided.
Finally, the transformation theory is discussed in the context of the 2D non-Abelian Toda lattice and noncommutative
KP hierarchies, understood as the theory of continuous transformations of quasidefinite sesquilinear forms. The interplay
between transformations and integrable flows is discussed. Miwa shifts, τ-ratio matrix functions and Sato formulas are
given. Bilinear identities, involving either Geronimus–Uvarov or Uvarov transformations, first for the Baker functions,
second then for the biorthogonal polynomials and its second kind functions and finally for the τ-ratio matrix functions are
found.
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1. INTRODUCTION
Perturbations of a linear functional u in the linear space of polynomials with real coefficients have been exten-
sively studied in the theory of orthogonal polynomials on the real line (scalar OPRL). In particular, when you deal
with the positive definite case, i.e. linear functionals associated with probability measures supported in an infi-
nite subset of the real line is considered, such perturbations provide an interesting information in the framework
of Gaussian quadrature rules taking into account the perturbation yields new nodes and Christoffel numbers, see
[52, 53]. Three perturbations have attracted the interest of the researchers. Christoffel perturbations, that appear
when you consider a new functional uˆ = p(x)u, where p(x) is a polynomial, were studied in 1858 by the German
mathematician E. B. Christoffel in [31], in the framework of Gaussian quadrature rules. He found explicit formu-
las relating the corresponding sequences of orthogonal polynomials with respect to two measures, the Lebesgue
measure dµ supported in the interval (−1, 1) and dµˆ(x) = p(x)dµ(x), with p(x) = (x − q1) · · · (x − qN) a signed
polynomial in the support of dµ, as well as the distribution of their zeros as nodes in such quadrature rules.
Nowadays, these are called Christoffel formulas, and can be considered a classical result in the theory of orthog-
onal polynomials which can be found in a number of textbooks, see for example [30, 116, 53]. Explicit relations
between the corresponding sequences of orthogonal polynomials have been extensively studied, see [52], as well
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as the connection between the corresponding monic Jacobi matrices in the framework of the so-called Darboux
transformations based on the LU factorization of such matrices [23]. In the theory of orthogonal polynomials,
connection formulas between two families of orthogonal polynomials allow to express any polynomial of a given
degree n as a linear combination of all polynomials of degree less than or equal to n in the second family. A note-
worthy fact regarding the Christoffel finding is that in some cases the number of terms does not grow with the
degree n but remarkably, and on the contrary, remain constant, equal to the degree of the perturbing polynomial.
See [52, 53] for more on the Christoffel type formulas.
Geronimus transformation appears when you are dealing with perturbed functionals v defined by p(x)v =
u, where p(x) is a polynomial. Such a kind of transformations were used by the Russian mathematician J. L.
Geronimus, see [58], in order to have a nice proof of a result by W. Hahn [71] concerning the characterization of
classical orthogonal polynomials (Hermite, Laguerre, Jacobi, and Bessel) as those orthogonal polynomials whose
first derivatives are also orthogonal polynomials, for an English account of Geronimus’ paper [58] see [63]. Again,
as happened for the Christoffel transformation, within the Geronimus transformation one can find Christoffel
type formulas, now in terms of the second kind functions, relating the corresponding sequences of orthogonal
polynomials, see for example the work of P. Maroni [88] for a perturbation of the type p(x) = x− a. Despite that
in [58] no Christoffel type formula was derived, in the present paper, in order to distinguish these Christoffel
type formulas from those for Christoffel transformations, we refer to them as Christoffel–Geronimus formulas.
The relation between the monic Jacobi matrices has been studied by using the so-called Darboux transformation
with parameter [23]. The more general problem related to linear functionals u and v satisfying p(x)u = q(x)v,
where p(x),q(x) are polynomials has been analyzed in [126] when u, v are positive definite measures supported
on the real line and in [43] when linear functionals are considered, see also [128]. The Russian mathematician V. B.
Uvarov found [126] Christoffel type formulas, that allow for any pair of perturbing polynomials p(x) and q(x), to
find the new orthogonal polynomials in terms of determinantal expressions of the original unperturbed second
kind functions and orthogonal polynomials. On the other hand, the addition of a finite number of Dirac masses to
a linear functional appears in the framework of the spectral analysis of fourth order linear differential operators
with polynomial coefficients and with orthogonal polynomials as eigenfunctions. Therein you have the so called
Laguerre-type, Legendre-type and Jacobi-type orthogonal polynomials introduced by H. L. Krall, see [76], and
later on deeply studied in [75]. A more general analysis from the point of view of the algebraic properties of the
sequences of orthogonal polynomials associated to the linear functionals u and w = u +
∑N
n=0Mnδ(x − an),
the so-called general Uvarov transformation in [128], has been done for the positive definite case in [126], and in
more general cases in [83] and [29].
The case of Hermitian linear functionals in the linear space of Laurent polynomials with complex coefficients
is intimately related with the theory of orthogonal polynomials on the unit circle (in short OPUC). Indeed, if u is
a positive definite Hermitian linear functional, then there exists a probability measure supported on an infinite
subset of the unit circle that provides an integral representation for such a functional (the solution of the trigono-
metric moment problem). In analogy with the case of OPRL, perturbations of such linear functionals have been
analyzed in the literature. For the analogue of the Christoffel transformation, see [60], where extensions of the
Christoffel determinantal type formulas were found using the original Szego˝ polynomials and its Christoffel–
Darboux kernels. For the Geronimus transformation see [61] and for the Uvarov transformation, see [25]. Later,
in [72], alternative formulas á la Christoffel were presented in terms determinantal expressions of the Szego˝ poly-
nomials and its reverse polynomials, and these results were extended in [105] for biorthogonal polynomials.
The connection between the Hessenberg matrices —GGT (Gragg–Geronimus–Tepliaev) matrices according to
the terminology in [112]— associated to the multiplication operator has been explored in [28]. For the CMV
(Cantero–Moral–Velázquez) matrices, which constitute the representation of the multiplication operator in terms
of the basis of orthonormal Laurent polynomials, see [26] where the connection with Darboux transformations
and their applications to integrable systems has been analyzed. Regarding the CMV ordering, orthogonal Lau-
rent polynomials and Toda systems, see §4.4 of [8] where discrete Toda flows and its connection with Darboux
transformations were discussed. For a matrix version of this discussion see [15].
Was M. G. Krein in [74] the first to discuss matrix orthogonal polynomials, for a review on the subject see [33].
The great activity in this scientific field has produced a vast bibliography, treating among other things subjects
like inner products defined on the linear space of polynomials with matrix coefficients or aspects as the existence
of the corresponding sequences of matrix orthogonal polynomials in the real line, see [45, 46, 93, 102, 115]) and
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their applications in Gaussian quadrature for matrix-valued functions [114], scattering theory [14, 57] and system
theory [51]. The seminal paper [47] gave the key for further studies in this subject and, subsequently, some
relevant advances has been achieved in the study of families of matrix orthogonal polynomials associated to
second order linear differential operators as eigenfunctions and their structural properties [45, 66, 67, 48]. In
[27] sequences of orthogonal polynomials satisfying a first order linear matrix differential equation were found,
which is a remarkable difference with the scalar scenario, where such a situation does not appear. The spectral
problem for second order linear difference operators with polynomial coefficients has been considered in [13].
Therein four families of matrix orthogonal polynomials (as matrix relatives of Charlier, Meixner, Krawtchouk
scalar polynomials and another one that seems not have any scalar relative) are obtained as illustrative examples
of the method described therein.
The Japanese mathematician M. Sato and the Kyoto school [107, 108, 35, 36, 37] gave a Lie group theoretical
setting for integrable hierarchies of nonlinear partial differential/difference equations, and in [97] a mathemat-
ical description of factorization problems, dressing procedure, and linear systems can be found. For the 2D
lattice Toda lattice hierarchy see [122, 123, 124], and §3 in [124]. Multicomponent versions of the Kadomtsev–
Petvhiasvili (KP) hierarchy were analyzed in [107, 21, 22, 42, 79, 80]. Block Hankel/Toeplitz reductions, discrete
flows, additional symmetries and dispersionless limits for the multi-component 2D Toda lattice hierarchy were
discussed in [81, 82], and the connection with multiple orthogonal polynomials was considered in [7, 10]. The pa-
pers [2, 3, 4, 5, 6] showed that the Gauss–Borel factorization problem is a keystone for the connection between in-
tegrable system and orthogonal polynomials. These papers clearly established –from a group-theoretical setup–
why standard orthogonality of polynomials and integrability of nonlinear equations of Toda type where so close.
Non-Abelian versions of Toda equations and its relation with matrix orthogonal polynomials was studied, for
example, in [93, 10] (on the real line) and in [94, 17] (on the unit circle).
The transformations studied in this paper are also known in the Theory of Orthogonal Polynomials, as well
as in Integrable Systems Theory, as Darboux transformations, denomination that was coined in [89]. The moti-
vation, for that name, was the studies of the French mathematician G. Darboux that, when studying the Sturm–
Liouville theory in [34], explicitly found these transformations, which he obtained by a simplification of a geo-
metrical transformation founded previously by the French mathematician T. Moutard [96]. See [118] for a review
of these transformations, in the context of orthogonal polynomials, under the light of the factorization of the
Jacobi matrices. See also [64, 65] for the study of bispectrality. In the Differential Geometry, see [49], the Christof-
fel, Geronimus, Uvarov and linear spectral transformations are related to geometrical transformations like the
Laplace, Lévy, adjoint Lévy and the fundamental Jonas transformations. See [44] for a discrete version of these
geometrical transformations, and its connection with integrable systems. The interested reader may consult the
excellent monographs [90] and [103].
The scheme based on the Gauss–Borel factorization problem, used here for transformations for matrix orthog-
onal polynomials or non-Abelian 2D Toda lattices, has been applied also in the following situations
i) Matrix orthogonal polynomials, its Christoffel transformations and the relation with non-Abelian Toda
hierarchies were studied in [12], a paper that can be understood as the seed of the present one.
ii) Multiple orthogonal polynomials and multicomponent Toda [11].
iii) For matrix orthogonal Laurent polynomials on the unit circle, CMV orderings, and non-Abelian lattices
on the circle [15].
iv) Multivariate orthogonal polynomials in several real variables and corresponding multispectral integrable
Toda hierarchy [16, 17].
v) Finally, multivariate orthogonal polynomials on the multidimensional unit torus, the multivariate exten-
sion of the CMV ordering and integrable Toda hierarchies [19].
1.1. Objectives, methodology and results. The main objective of this paper is to study the theory of transforma-
tions of matrix orthogonal polynomials in the real line and to derive Christoffel type formulas for the perturbed
polynomials and norms in terms of the primitive ones. The framework for matrix orthogonality is that of con-
tinuous sesquilinear forms in the space of matrix polynomials. We will extend the idea of noyau-distribution (that
we call generalized kernel) introduced by the French mathematician L. Schwartz in [110] to this matrix context.
These general non Hankel scenarios have been discussed in the scalar case in different contexts, for an orthog-
onal polynomial approach see [24] while from an integrable systems point of view see [1, 2]. We will consider
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an arbitrary nondegenerate continuous sesquilinear form given by a matrix of generalized kernels ux,y with a
quasidefinite Gram matrix. This scheme contains the more usual choices of Gram matrices like those of Hankel
type, or those leading to matrix discrete orthogonality or matrix Sobolev orthogonality, but not only, as these
examples correspond to matrices of generalized kernels supported by the diagonal ux,y = ux,x, [69], and our
scheme is applicable to the general case, with support off the diagonal. The quasidefinite condition on the Gram
matrix ensures for a block Gauss–Borel factorization and, consequently, for the existence of two biorthogonal
families of matrix polynomials. The manipulation of semi-infinite matrices must be done with care. In particular,
attention must be paid to the fact that, in general, the product of three semi-infinite matrices, A,B and C is not
associative and, therefore, it could happen that (AB)C 6= A(BC), see [32]. Basic objects in the theory of matrix
orthogonal polynomials on the real line, like second kind functions and mixed Christoffel–Darboux kernels will
be instrumental in the finding of Christoffel type formulas.
The perturbations or transformations of our sesquilinear forms are of rational type, with an additive term vx,y.
For example, for the Geronimus-Uvarov transformation, also known as linear spectral transformation for the
scalar standard case [128], we will consider the right multiplication of the matrix of generalized kernels by the
inverse of a matrix polynomial and on its left by another matrix polynomial, ux,y 7→WC(x)ux,y(WG(y))−1+vx,y,
with a Geronimus reduction whenWC(x) = Ip is the identity matrix. As we deal with the inverse of matrix poly-
nomials we need the spectrum of the denominator not to lay in the support of the generalized kernels, i.e. we
will perturb matrices of generalized kernels with well defined support. The final objective is the finding of
Christoffel type formulas for matrix versions of the Geronimus, Geronimus–Uvarov and Uvarov transforma-
tions. In doing so, we will use for the two first mentioned transformations two different methods, which happen
to be equivalent when the leading coefficient of the perturbing polynomial in the denominator is nonsingular.
The first one is based on the spectral properties of the perturbing denominator matrix polynomial, and uses the
second kind functions, Christoffel–Darboux kernels and its mixed version. For quasideterminantal Christoffel
type expressions, see Theorems 2 and 6. The second method, which is based on the orthogonality relations, i.e.,
the Gauss–Borel factorization, allows to treat the singular leading term as well, and does not require of the sec-
ond kind functions. The Christoffel type formulas, expressed in terms of quasideterminants, derived within this
method are given in Theorems 4 and 8. These Geronimus and Geronimus–Uvarov allow for additive terms, the
masses, constructed in the y-variable in terms of the spectral elements, like eigenvalues and root polynomials,
of the denominator polynomial, while in the x variable do depend on linearly independent arbitrary vectorial
generalized functions. Matrix Uvarov transformations ux,y 7→ ux,y + vx,y are discussed in full generality by
considering the addition of a matrix of generalized kernels vx,y with arbitrary linearly independent matrices of
generalized functions in the x variable accomplished with finite support arbitrary order matrices of generalized
functions in the y-variable. The corresponding Christoffel type formulas are given in Theorem 10, and some
applications to discrete Sobolev matrix orthogonal polynomials are presented.
An important motivation for the research contained in this paper is the strong relation of the Gauss–Borel
factorization of general Gram matrices and integrable systems of Toda type, see [1, 2, 9]. In [12] we studied
how the matrix Christoffel transformation accomplishes with the continuous Toda flows. Similar argumentation
leads, in this paper, to the extension of matrix Geronimus, Geronimus–Uvarov and Uvarov transformations to
the non-Abelian 2D Toda lattice and noncommutative KP hierarchies. Using first order Christoffel and Geron-
imus perturbations we construct Miwa shifts and corresponding Sato type formula for the biorthogonal matrix
polynomials and its second kind functions, for that aim we introduce two τ-type matrix functions, see Theorem
11. We also discuss, in Theorem 12, three different sets of bilinear identities, the first one involving the Baker
functions, the second one giving an identity constructed in terms of the biorthogonal matrix polynomials and its
second kind functions, and finally, the third one, involving the mentioned τ-ratio matrices.
1.2. Layout of the paper. We continue this introduction with two introductory subsections. One is focused on
the spectral theory of matrix polynomials, we follow [62]. The other is a basic background on matrix orthogo-
nal polynomials, see [33]. In the second section we extend the Geronimus transformations to the matrix realm,
and find connection formulas for the biorthogonal polynomials and the Christoffel–Darboux kernels. These de-
velopments allow for the finding of the Christoffel–Geronimus formula for matrix perturbations of Geronimus
type. As we said we present two different schemes. In the first one, which can be applied when the perturbing
polynomial has a nonsingular leading coefficient, we express the perturbed objects in terms of spectral jets of
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the primitive second kind functions and Christoffel–Darboux kernels. We present a second approach, applicable
even when the leading coefficient is singular. For each method we consider two different situations, the less in-
teresting case of biorthogonal polynomials of degree less than the degree of the perturbing polynomial, and the
much more interesting situation whence the degrees of the families of biorthogonal polynomials are greater than
or equal to the degree of the perturbing polynomial. To end the section, we compare spectral versus nonspectral
methods and present a number of applications. In particular, we deal with unimodular polynomial matrix per-
turbations and degree one matrix Geronimus transformations. Matrix Geronimus–Uvarov transformations are
discussed in §3, where we extend the ideas developed for the Geronimus case in §2. Mixed spectral/nonspectral
Christoffel–Geronimus–Uvarov formulas are given and some applications to Christoffel transformations with
singular leading coefficients and spectral symmetric transformations are discussed. As a last example, we explic-
itly treat degree one Geronimus–Uvarov transformations. In §4, the matrix extension of Uvarov transformations
is given within the framework of additive perturbations of generalized kernels. Matrix Christoffel–Uvarov for-
mulas for finite discrete support additive perturbations are given and reductions to Uvarov perturbations sup-
ported by the diagonal y = x are discussed. Finally, in §5 applications to non-Abelian Toda and noncommutative
KP hierarchies are considered. In particular, Sato formulas are given and bilinear identities derived. For a table
containing all transformations charting the corresponding results see §A.
1.3. On spectral theory of matrix polynomials. Here we give some background material regarding the spectral
theory of matrix polynomials [62, 85].
Definition 1. Let A0,A1 · · · ,AN ∈ Cp×p be square matrices of size p× p with complex entries. Then
W(x) = ANx
N +AN−1x
N−1 + · · ·+A1x+A0(1)
is said to be a matrix polynomial of degreeN, deg(W(x)) = N. The matrix polynomial is said to be monic when AN = Ip,
where Ip ∈ Cp×p denotes the identity matrix. The linear space –a bimodule for the ring of matrices Cp×p– of matrix
polynomials with coefficients in Cp×p will be denoted by Cp×p[x].
Definition 2 (Eigenvalues). The spectrum, or the set of eigenvalues, σ(W(x)) of a matrix polynomial W is the zero set
of detW(x), i.e.
σ(W(x)) := {x ∈ C : detW(x) = 0}.
Proposition 1. A monic matrix polynomial W(x), deg(W(x)) = N, has Np (counting multiplicities) eigenvalues or
zeros, i.e., we can write
detW(x) =
q∏
a=1
(x− xa)
αa ,
with Np = α1 + · · ·+ αq.
Remark 1. Given the spectrum σ(W(x)) = {x1, . . . , xq}, when we need to discuss generic properties associated to an
eigenvalue, and there is no need to specify which, for the sake of simplicity will denote such an eigenvalue by x0. Thus, x0
could be any of the eigenvalues x1, x2, . . . , xq.
Remark 2. We use A> to denote the transpose of A, which constitutes an antiautomorphism of order two in the ring of
complex matrices. From det
((
W(x)
)>)
= det(W(x)) it follows that the spectrum, eigenvalues, and multiplicities of
W(x) and
(
W(x)
)> coincide. Consequently,
dim Ker
(
(W(x))>
)
= dim Ker(W(x)).
Remark 3. We will denote the dual space of Cp, or space of covectors, by
(
Cp
)∗. Given a linear subspace V ⊂ Cp we
define its orthogonal complement as V⊥ := {l ∈ (Cp)∗ : l(v) = 0juad∀v ∈ V}. Given a linear map A : Cp → Cp, which
we identify to its matrix A ∈ Cp×p, we have that the left null space Ker(A>) ∼= ( Im(A))⊥. Indeed, any vector v in the
cokernel satisfies v>A = 0, thus v> ∈ ( Im(A))⊥.
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Proposition 2. Any nonsingular matrix polynomialW(x) ∈ Cp×p[x], detW(x) 6= 0, can be represented
W(x) = Ex0(x)diag((x− x0)
κ1 , . . . , (x− x0)κm)Fx0(x)
at x = x0 ∈ C, where Ex0(x) and Fx0(x) are nonsingular matrices and κ1 6 · · · 6 κm are nonnegative integers. Moreover,
{κ1, . . . ,κm} are uniquely determined byW(x) and they are known as partial multiplicities ofW(x) at x0.
Definition 3. For an eigenvalue x0 of a monic matrix polynomialW(x) ∈ Cp×p[x], then:
i) A non-zero vector r0 ∈ Cp is said to be a right eigenvector, with eigenvalue x0 ∈ σ(W(x)), wheneverW(x0)r0 = 0,
i.e., r0 ∈ KerW(x0) 6= {0}.
ii) A non-zero covector l0 ∈
(
Cp
)∗ is said to be an left eigenvector, with eigenvalue x0 ∈ σ(W(x)), whenever
l0W(x0) = 0,
(
l0
)> ∈ (Ker(W(x0)))⊥ = Ker ((W(x0))>) 6= {0}.
iii) A sequence of vectors {r0, r1, . . . , rm−1} is said to be a right Jordan chain of lengthm corresponding to the eigenvalue
x0 ∈ σ(W(x)), if r0 is an right eigenvector ofW(x0) and
j∑
s=0
1
s!
dsW
d xs
∣∣∣
x=x0
rj−s = 0, j ∈ {0, . . . ,m− 1}.
iv) A sequence of covectors {l0, la,1 . . . , lm−1} is said to be a left Jordan chain of length m, corresponding to x0 ∈
σ(W>), if {(l0)>, (l1)>, . . . , (lm−1)>} is a right Jordan chain of lengthm for the matrix polynomial
(
W(x)
)>.
v) A right root polynomial at x0 is a non-zero vector polynomial r(x) ∈ Cp[x] such thatW(x)r(x) has a zero of certain
order at x = x0, the order of this zero is called the order of the root polynomial. Analogously, a left root polynomial
is a non-zero covector polynomial l(x) ∈ (Cp)∗[x] such that l(x0)W(x0) = 0.
vi) The maximal lengths, either of right or left Jordan chains corresponding to the eigenvalue x0, are called the multi-
plicity of the eigenvector r0 or l0 and are denoted bym(r0) orm(l0), respectively.
Proposition 3. Given an eigenvalue x0 ∈ σ(W(x)) of a monic matrix polynomial W(x), multiplicities of right and left
eigenvectors coincide and they are equal to the corresponding partial multiplicities κi.
The above definition generalizes the concept of Jordan chain for degree one matrix polynomials.
Proposition 4. The Taylor expansion of a right root polynomial r(x), respectively of a left root polynomial l(x), at a given
eigenvalue x0 ∈ σ(W(x)) of a monic matrix polynomialW(x),
r(x) =
κ−1∑
j=0
rj(x− x0)
j, respectively l(x) =
κ−1∑
j=0
lj(x− x0)
j,
provides us with right Jordan chain
{r0, r1, . . . , rκ−1}, respectively, left Jordan chain {l0, l1, . . . , lκ−1}.
Proposition 5. Given an eigenvalue x0 ∈ σ(W(x)) of a monic matrix polynomial W(x), with multiplicity s =
dim KerW(x0), we can construct s right root polynomials, respectively left root polynomials, for i ∈ {1, . . . , s},
ri(x) =
κi−1∑
j=0
ri,j(x− x0)
j, respectively li(x) =
κi−1∑
j=0
li,j(x− x0)
j,
where ri(x) are right root polynomials (respectively li(x) are left root polynomials) with the largest order κi among all right
root polynomials, whose right eigenvector does not belong to C{r0,1, . . . , r0,i−1} (respectively left root polynomials whose left
eigenvector does not belong to C{l0,1, . . . , l0,i−1}).
Definition 4 (Canonical Jordan chains). A canonical set of right Jordan chains (respectively left Jordan chains) of the
monic matrix polynomial W(x) corresponding to the eigenvalue x0 ∈ σ(W(x)) is, in terms of the right root polynomials
(respectively left root polynomials) described in Proposition 5, the following sets of vectors
{r1,0 . . . , r1,κ1−1, . . . , rs,0 . . . , rs,κr−1}, respectively, covectors {l1,0 . . . , l1,κ1−1, . . . , ls,0 . . . , ls,κr−1}.
Proposition 6. For a monic matrix polynomial W(x) the lengths {κ1, . . . ,κr} of the Jordan chains in a canonical set of
Jordan chains of W(x) corresponding to the eigenvalue x0, see Definition 4, are the nonzero partial multiplicities of W(x)
at x = x0 described in Proposition 2.
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Definition 5 (Canonical Jordan chains and root polynomials). For each eigenvalue xa ∈ σ(W(x)) of a monic matrix
polynomialW(x), with multiplicity αa and sa = dim KerW(xa), a ∈ {1, . . . ,q}, we choose a canonical set of right Jordan
chains, respectively left Jordan chains,{
r
(a)
j,0 , . . . , r
(a)
j,κ(a)j −1
}sa
j=1
, respectively
{
l
(a)
j,0 , . . . , l
(a)
j,κ(a)j −1
}sa
j=1
,
and, consequently, with partial multiplicities satisfying
∑sa
j=1 κ
(a)
j = αa. Thus, we can consider the following right root
polynomials
r
(a)
j (x) =
κ
(a)
j −1∑
l=0
r
(a)
j,l (x− xa)
l, respectively left root polynomials l(a)j (x) =
κ
(a)
j −1∑
l=0
l
(a)
j,l (x− xa)
l.(2)
Definition 6 (Canonical Jordan pairs). We also define the corresponding canonical Jordan pair (Xa, Ja) with Xa the
matrix
Xa :=
[
r
(a)
1,0 , . . . , r
(a)
1,κ(a)1 −1
, . . . , r(a)sa,0, . . . , r
(a)
sa,κ
(a)
sa −1
]
∈ Cp×αa ,
and Ja the matrix
Ja := diag(Ja,1, . . . , Ja,sa) ∈ Cαa×αa ,
where Ja,j ∈ Cκ
(a)
j ×κ(a)j are the Jordan blocks of the eigenvalue xa ∈ σ(W(x)). Then, we say that (X, J) with
X :=
[
X1, . . . ,Xq
] ∈ Cp×Np, J := diag(J1, . . . , Jq) ∈ CNp×Np,
is a canonical Jordan pair forW(x).
We have the important result, see [62],
Proposition 7. The Jordan pairs of a monic matrix polynomialW(x) satisfy
A0Xa +A1XaJa + · · ·+AN−1Xa(Ja)N−1 + Xa(Ja)N = 0p×αa ,
A0X+A1XJ+ · · ·+AN−1XJN−1 + XJN = 0p×Np.
A key property, see Theorem 1.20 of [62], is
Proposition 8. For any Jordan pair (X, J) of a monic matrix polynomial W(x) = IpxN + AN−1xN−1 + · · · + A0 the
matrix 
X
XJ
...
XJN−1
 ∈ CNp×Np
is nonsingular.
Definition 7 (Jordan triple). Given
Y =
Y1...
Yq
 ∈ CNp×p,
with Ya ∈ Cαa×p , we say that (X, J, Y) is a Jordan triple whenever
X
XJ
...
XJN−1
 Y =

0p
...
0p
Ip
 .
Moreover, Theorem 1.23 of [62], gives the following characterization
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Proposition 9. Two matrices X ∈ Cp×Np and J ∈ CNp×Np constitute a Jordan pair of a monic matrix polynomial
W(x) = Ipx
N +AN−1x
N−1 + · · ·+A0 if and only if the two following properties hold
i) The matrix 
X
XJ
...
XJN−1

is nonsingular.
ii)
A0X+A1XJ+ · · ·+AN−1XJN−1 + XJN = 0p×Np.
Proposition 10. Given a monic matrix polynomialW(x) the adapted root polynomials given in Definition 5 satisfy(
W(x)r
(a)
j (x)
)(m)
xa
= 0,
(
l
(a)
j (x)W(x)
)(m)
xa
= 0, m ∈ {0, . . . ,κ(a)j − 1}, j ∈ {1 . . . , sa}.(3)
Here, given a function f(x) we use the following notation for its derivatives evaluated at an eigenvalue xa ∈ σ(W(x))
(f)
(m)
xa := limx→xa
dm f
d xm
.
In this paper we assume that the partial multiplicities are ordered in an increasing way, i.e., κ(a)1 6 κ
(a)
2 6
· · · 6 κ(a)sa .
Proposition 11. If r(a)i and l
(a)
j are right and left root polynomials corresponding to the eigenvalue xa ∈ σ(W(x)), then
a polynomial
w
(a)
i,j (x) =
d
(a)
i,j∑
m=0
w
(a)
i,j;mx
m ∈ C[x], d(a)i,j := κ(a)min(i,j) +N− 2,
exists such that
l
(a)
i (x)W(x)r
(a)
j (x) = (x− xa)
κ
(a)
max(i,j)w
(a)
i,j (x).(4)
Proof. From Proposition 10 it follows that a covector polynomial T1(x) and a vector polynomial T2(x), both of
degree N, exist such that
l
(a)
i (x)W(x) = (x− xa)
κ
(a)
i T1(x), W(x)r
(a)
j (x) = (x− xa)
κ
(a)
j T2(x).(5)
Thus
l
(a)
i (x)W(x)r
(a)
j (x) = (x− xa)
κ
(a)
i T1(x)r
(a)
j (x), l
(a)
i (x)W(x)r
(a)
j (x) = (x− xa)
κ
(a)
j l
(a)
i (x)T2(x),
and the result is proved. 
Definition 8 (Spectral jets). Given a matrix function f(x) smooth in region Ω ⊂ C with xa ∈ Ω, a point in the closure
ofΩ we consider its matrix spectral jets
J
(i)
f (xa) := limx→xa
[
f(x), . . . ,
f(κ
(a)
i −1)(x)
(κ
(a)
i − 1)!
]
∈ Cp×pκ(a)i ,
Jf(xa) :=
[
J
(1)
f (xa), . . . , J
(sa)
f (xa)
]
∈ Cp×pαa ,
Jf :=
[
Jf(x1), . . . , Jf(xq)
] ∈ Cp×Np2 ,
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and given a Jordan pair the root spectral jet vectors
J
(i)
f (xa) := limx→xa
f(xa)r(a)i (xa), . . . , (f(x)r(a)i (x))(κ
(a)
i −1)
xa
(κ
(a)
i − 1)!
 ∈ Cp×κ(a)i
Jf(xa) :=
[
J
(1)
f (xa), . . . ,J
(sa)
f (xa)
]
∈ Cp×αa ,
Jf :=
[
Jf(x1), . . . ,Jf(xq)
] ∈ Cp×Np.
Definition 9. We consider the following jet matrices
Q
(a)
n;i := J
(i)
Ipxn
(xa) =
[
(xa)
nr
(a)
i (xa),
(
xnr
(a)
i (x)
)(1)
xa
, . . . ,
(
xnr
(a)
i (x)
)(κ(a)i −1)
xa
(κ
(a)
i − 1)!
]
∈ Cp×κ(a)i ,
Q
(a)
n := JIpxn(xa) =
[
Q
(a)
n;1 , . . . ,Q
(a)
n;sa
]
∈ Cp×αa ,
Qn := JIpxn =
[
Q
(1)
n , . . . ,Q
(q)
n
]
∈ Cp×Np,
Q := Jχ[N] =
 Q0...
QN−1
 ∈ CNp×Np,
where (χ[N](x))> :=
[
Ip, . . . , IpxN−1
] ∈ Cp×Np[x].
Lemma 1 (Root spectral jets and Jordan pairs). Given a canonical Jordan pair (X, J) for the monic matrix polynomial
W(x) we have that
Qn = XJ
n, n ∈ {0, 1, . . . }.
Thus, any polynomial Pn(x) =
∑n
j=0 Pjx
j has as its spectral jet vector corresponding toW(x) the following matrix
JP = P0X+ P1XJ+ · · ·+ PnXJn−1.
Proof. The computation
1
m!
(
xnr
(a)
i (x)
)(m)
xa
=
1
m!
m∑
k=0
(
m
k
)
(xn)
(m−k)
xa
(
r
(a)
i (x)
)(k)
xa
=
1
m!
m∑
k=0
m!
k!(m− k)!
n!
(n−m+ k)!
(xa)
n−m+kk!r(a)i,k
=
m∑
k=0
(
n
m− k
)
(xa)
n−m+kr
(a)
i,k
=
[
r
(a)
i,0 , . . . , r
(a)
i,m
](xa)
n−m
(
n
m
)
...
xna
(
n
n
)
 ,
leads to
Q
(a)
n;i =
[
r
(a)
i,0 , . . . , r
(a)
i,κ(a)i −1
]

xna x
n−1
a
(
n
1
) · · · xn−κ(a)i +1a ( nκ(a)i −1)
0 xna · · · xn−κ
(a)
i +2
a
( n
κ
(a)
i −2
)
...
. . . . . .
...
0 . . . xna

=
[
r
(a)
i,0 , . . . , r
(a)
i,κ(a)i −1
]
(Ja,i)
n .
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Consequently, in terms of the Jordan pairs associated with the right root polynomials, we have Xa (Ja)
n = Q
(a)
n
and
Qn = XJ
n,
which is a nonsingular matrix, see Propositions 8 and 9. 
Remark 4. From Proposition 8 we conclude that the root spectral jet ofW is a zero rectangular matrix.
Definition 10. IfW(x) =
N∑
k=0
Akx
k ∈ Cp×p[x] is a matrix polynomial of degree N, we introduce the matrix
B :=

A1 A2 A3 . . . AN−1 AN
A2 A3
... . .
.
AN 0p
A3 . . . AN−1 . .
.
0p 0p
... . .
. . . . . . .
...
AN−1 AN 0p
AN 0p 0p . . . 0p

∈ CNp×Np.
Lemma 2. Given a Jordan triple (X, J, Y) for the monic matrix polynomialW(x) we have
Q =

X
XJ
...
XJN−1
 , (BQ)−1 = [Y, JY, . . . , JN−1Y] =: R.
Proof. From Lemma 1 we deduce that
Q =

X
XJ
...
XJN−1

which is nonsingular, see Propositions 8 and 9. The biorthogonality condition (2.6) of [62] for R and Q is
RBQ = INp,
and if (X, J, Y) is a canonical Jordan triple, then
R =
[
Y, JY, . . . , JN−1Y
]
.(6)

Proposition 12. The matrix Rn :=
[
Y, JY, . . . , Jn−1Y
] ∈ CNp×np has full rank.
Regarding the matrix B,
Definition 11. Let us consider the bivariate matrix polynomial
V(x,y) :=
(
(χ(y))[N]
)>
B(χ(x))[N] ∈ Cp×p[x,y],
where Aj are the matrix coefficients ofW(x), see (1).
We consider the complete homogeneous symmetric polynomials in two variables
hn(x,y) =
n∑
j=0
xjyn−j.
For example, the first four polynomials are
h0(x,y) = 1, h1(x,y) = x+ y, h2(x,y) = x2 + xy+ y2, h3(x,y) = x3 + x2y+ xy2 + y3.
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Proposition 13. In terms of complete homogeneous symmetric polynomials in two variables we can write
V(x,y) =
N∑
j=1
Ajhj−1(x,y).
1.4. On orthogonal matrix polynomials. The polynomial ring Cp×p[x] is a free bimodule over the ring of
matrices Cp×p with a basis given by {Ip, Ipx, Ipx2, . . . }. Important free bisubmodules are the sets Cp×pm [x] of
matrix polynomials of degree less than or equal to m. A basis, which has cardinality m + 1, for Cp×pm [x] is
{Ip, Ipx, . . . , Ipxm}; as C has the invariant basis number (IBN) property so does Cp×p, see [104]. Therefore, being
Cp×p an IBN ring, the rank of the free module Cp×pm [x] is unique and equal to m+ 1, i.e. any other basis has the
same cardinality. Its algebraic dual
(
Cp×pm [x]
)∗ is the set of homomorphisms φ : Cp×pm [x]→ Cp×p which are, for
the right module, of the form
〈φ,P(x)〉 = φ0p0 + · · ·+ φmpm, P(x) = p0 + · · ·+ pmxm,
where φk ∈ Cp×p. Thus, we can identify the dual of the right module with the corresponding left submodule.
This dual is a free module with a unique rank, equal tom+ 1, and a dual basis {(Ipxk)∗}mk=0 given by
〈(Ipxk)∗, Ipxl〉 = δk,lIp.
We have similar statements for the left module Cp×pm [x], being its dual a right module
〈P(x),φ〉 = P0φ0 + · · ·+ Pmφm, 〈Ipxl, (Ipxk)∗〉 = δk,lIp.
Definition 12 (Sesquilinear form). A sesquilinear form 〈·, ·〉 on the bimodule Cp×p[x] is a continuous map
〈·, ·〉 : Cp×p[x]× Cp×p[x] −→ Cp×p,
(P(x),Q(x)) 7→ 〈P(x),Q(y)〉 ,
such that for any triple P(x),Q(x),R(x) ∈ Cp×p[x] the following properties are fulfilled
i) 〈AP(x) + BQ(x),R(y)〉 = A 〈P(x),R(y)〉+ B 〈Q(x),R(y)〉, ∀A,B ∈ Cp×p,
ii) 〈P(x),AQ(y) + BR(y)〉 = 〈P(x),Q(y)〉A> + 〈P(x),R(y)〉B>, ∀A,B ∈ Cp×p.
The reader probably noticed that, despite we deal with complex polynomials in a real variable, we have follow
[53] and chosen the transpose instead of the Hermitian conjugated. For any couple of matrix polynomials P(x) =
degP∑
k=0
pkx
k and Q(x) =
degQ∑
l=0
qlx
l the sesquilinear form is defined by
〈P(x),Q(y)〉 =
∑
k=1,...,degP
l=1,...,degQ
pkGk,l(ql)
>,
where the coefficients are the values of the sesquilinear form on the basis of the module
Gk,l =
〈
Ipx
k, Ipyl
〉
.
The corresponding semi-infinite matrix
G =
G0,0 G0,1 . . .G1,0 G1,1 . . .
...
...

is the named as the Gram matrix of the sesquilinear form.
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1.4.1. Hankel sesquilinear forms. Now, we present a family of examples of sesquilinear forms in Cp×p[x] that we
call Hankel sesquilinear forms. A first example is given by matrices with complex (or real) Borel measures in R
as entries
µ =
µ1,1 . . . µ1,p... ...
µp,1 . . . µp,p
 ,
i.e., a p×pmatrix of Borel measures supported in R. Given any pair of matrix polynomials P(x),Q(x) ∈ Cp×p[x]
we introduce the following sesquilinear form
〈P(x),Q(x)〉µ =
∫
R
P(x)dµ(x)(Q(x))>.
A more general sesquilinear form can be constructed in terms of generalized functions (or continuous linear
functionals). In [86, 87] a linear functional setting for orthogonal polynomials is given. We consider the space of
polynomials C[x], with an appropriate topology, as the space of fundamental functions, in the sense of [54, 55],
and take the space of generalized functions as the corresponding continuous linear functionals. It is remark-
able that the topological dual space coincides with the algebraic dual space. On the other hand, this space of
generalized functions is the space of formal series with complex coefficients (C[x]) ′ = C[[x]].
In this article we use generalized functions with a well defined support and, consequently, the previously
described setting requires of a suitable modification. Following [111, 54, 55], let us recall that the space of dis-
tributions is a space of generalized functions when the space of fundamental functions is constituted by the
complex valued smooth functions of compact support D := C∞0 (R), the so called space of test functions. In this
context, the set of zeros of a distribution u ∈ D ′is the region Ω ⊂ R if for any fundamental function f(x) with
support in Ω we have 〈u, f〉 = 0. Its complement, a closed set, is what is called support, suppu, of the distribu-
tion u. Distributions of compact support, u ∈ E ′, are generalized functions for which the space of fundamental
functions is the topological space of complex valued smooth functions E = C∞(R). As C[x] ( E we also know
that E ′ ( (C[x]) ′ ∩ D ′. The set of distributions of compact support is a first example of an appropriate frame-
work for the consideration of polynomials and supports simultaneously. More general settings appear within
the space of tempered distributions S ′, S ′ ( D ′. The space of fundamental functions is given by the Schwartz
space S of complex valued fast decreasing functions, see [111, 54, 55]. We consider the space of fundamental
functions constituted by smooth functions of slow growth OM ⊂ E, whose elements are smooth functions with
derivatives bounded by polynomials. As C[x], S ( OM, for the corresponding set of generalized functions we
find that O ′M ⊂ (C[x]) ′ ∩ S ′. Therefore, these distributions give a second appropriate framework. Finally, for
a third suitable framework, including the two previous ones, we need to introduce bounded distributions. Let
us consider as space of fundamental functions, the linear space B of bounded smooth functions, i.e., with all
its derivatives in L∞(R), being the corresponding space of generalized functions B ′ the bounded distributions.
From D ( B we conclude that bounded distributions are distributions B ′ ( D ′. Then, we consider the space
of fast decreasing distributions O ′c given by those distributions u ∈ D ′ such that for each positive integer k, we
have
(√
1 + x2
)k
u ∈ B ′ is a bounded distribution. Any polynomial P(x) ∈ C[x], with degP = k, can be written
as
P(x) =
(√
1 + x2
)k
F(x), F(x) =
P(x)(√
1 + x2)
)k ∈ B.
Therefore, given a fast decreasing distribution u ∈ O ′c we may consider
〈u,P(x)〉 =
〈(√
1 + x2
)k
u, F(x)
〉
which makes sense as
(√
1 + x2
)k
u ∈ B ′, F(x) ∈ B. Thus, O ′c ⊂ (C[x]) ′ ∩ D ′. Moreover it can be proven that
O ′M ( O ′c, see [86]. Summarizing this discussion, we have found three generalized function spaces suitable for
the discussion of polynomials and supports simultaneously:
E ′ ⊂ O ′M ⊂ O ′c ⊂
(
(C[x]) ′ ∩D ′).
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The linear functionals could have discrete and, as the corresponding Gram matrix is required to be quasidef-
inite, infinite support. Then, we are faced with discrete orthogonal polynomials, see for example [92]. Two
classical examples are those of Charlier and the Meixner. For µ > 0 we have the Charlier (or Poisson–Charlier)
linear functional
u =
∞∑
k=0
µk
k!
δ(x− k),
and β > 0 and 0 < c < 1, the Meixner linear functional is
u =
∞∑
k=0
β(β+ 1) . . . (β+ k− 1)
k!
ckδ(x− k).
See [13] for matrix extensions of these discrete linear functionals and corresponding matrix orthogonal polyno-
mials.
Definition 13 (Hankel sesquilinear forms). Given a matrix of generalized functions as entries
u =
u1,1 . . . u1,p... ...
up,1 . . . up,p
 ,
i.e., ui,j ∈ (C[x]) ′, then the associated sesquilinear form 〈P(x),Q(x)〉u is given by( 〈P(x),Q(x)〉u )i,j := p∑
k,l=1
〈
uk,l,Pi,k(x)Qj,l(x)
〉
.
When uk,l ∈ O ′c, we write u ∈
(
O ′c
)p×p and say that we have a matrix of fast decreasing distributions. In this case the
support is defined as supp(u) := ∪Nk,l=1 supp(uk,l).
Observe that in this Hankel case, we could also have continuous and discrete orthogonality.
Proposition 14. In terms of the moments
mn :=
 〈u1,1, x
n〉 . . . 〈u1,p, xn〉
...
...〈
up,1, xn
〉
. . . 〈up,p, xn〉

the Gram matrix of the sesquilinear form given in Definition 13 is the following moment matrix
G :=

m0 m1 m2 · · ·
m1 m2 m3 · · ·
m2 m3 m4 · · ·
...
...
...
 ,
of Hankel type.
1.4.2. Matrices of generalized kernels and sesquilinear forms. The previous examples all have in common the same
Hankel block symmetry for the corresponding matrices. However, there are sesquilinear forms which do not
have this particular Hankel type symmetry. Let us stop for a moment at this point, and elaborate on bilinear
and sesquilinear forms for polynomials. We first recall some facts regarding the scalar case with p = 1, and
bilinear forms instead of sesquilinear forms. Given ux,y ∈ (C[x,y]) ′ = (C[x,y])∗ ∼= C[[x,y]], we can consider the
continuous bilinear form B(P(x),Q(y)) = 〈ux,y,P(x) ⊗ Q(y)〉. This gives a continuous linear map Lu : C[y] →
(C[x]) ′ such that B(P(x),Q(y))) = 〈Lu(Q(y)),P(x)〉. The Gram matrix of this bilinear form has coefficientsGk,l =
B(xk,yl) = 〈ux,y, xk ⊗ yl〉 = 〈Lu(yl), xk〉. Here we follow Schwartz discussion on kernels and distributions
[110], see also [69]. A kernel u(x,y) is a complex valued locally integrable function, that defines an integral
operator f(x) 7→ g(x) = ∫ u(x,y)f(y)dy. Following [111] we denote (D)x and (D ′)x the test functions and
the corresponding distributions in the variable x, and similarly for the variable y. We extend this construction
considering a bivariate distribution in the variables x,y, ux,y ∈ (D ′)x,y, that Schwartz called noyau-distribution,
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and as we use a wider range of generalized functions we will call generalized kernel. This ux,y generates a
continuous bilinear form
Bu
(
φ(x),ψ(y)
)
= 〈ux,y,φ(x)⊗ψ(y)〉.
It also generates a continuous linear map Lu : (D)y → (D ′)x with
〈(Lu(ψ(y)))x,φ(x)〉 = 〈ux,y,φ(x)⊗ψ(y)〉.
The Schwartz kernel theorem states that every generalized kernel ux,y defines a continuous linear transformation
Lu from (D)y to (D ′)x, and to each of such continuous linear transformations we can associate one and only one
generalized kernel. According to the prolongation scheme developed in [110], the generalized kernel ux,y is such
that Lu : (E)y → (E ′)x if and only if the support of ux,y in R2 is compact.1
We can extended these ideas to the matrix scenario of this paper, where instead of bilinear forms we have
sesquilinear forms.
Definition 14. Given a matrix of generalized kernels
ux,y :=
(ux,y)1,1 . . . (ux,y)1,p... ...
(ux,y)p,1 . . . (ux,y)p,p

with (ux,y)k,l ∈ (C[x,y]) ′ or, if a notion of support is required, (ux,y)k,l ∈ (E ′)x,y, (O ′M)x,y, (O ′c)x,y, provides a contin-
uous sesquilinear form with entries given by
(〈P(x),Q(y〉u)i,j = p∑
k,l=1
〈
(ux,y)k,l,Pi,k(x)⊗Qj,l(y)
〉
=
p∑
k,l=1
〈
Luk,l(Qj,l(y)),Pi,k(x)
〉
,
where Luk,l : C[y] → (C[x]) ′ –or depending on the setting Luk,l : (E)y → (E ′)x, Luk,l : (OM)y → (O ′c)x, for example–
is a continuous linear operator. We can condensate it in a matrix form, for ux,y ∈ (Cp×p[x,y]) ′ = (Cp×p[x,y])∗ ∼=
Cp×p[[x,y]], a sesquilinear form is given
〈P(x),Q(y)〉u = 〈ux,y,P(x)⊗Q(y)〉
= 〈Lu(Q(y)),P(x)〉,
with Lu : Cp×p[y] → (Cp×p[x]) ′ a continuous linear map. Or, in other scenarios Lu : ((E)y)p×p → ((E ′)x)p×p or
Lu : ((OM)y)
p×p → ((O ′c)x)p×p.
Remark 5. All continuous sesquilinear forms are of this type. A matrix of generalized kernels ux,y supported by the
diagonal of the form ux,y = ux,xδ(x− y), gives the Hankel sesquilinear forms given in Definition 13.
If, instead of a matrix of bivariate distributions, we have a matrix of bivariate measures then we could write
for the sesquilinear form 〈P(x),Q(y)〉 = ∫∫ P(x)dµ(x,y)(Q(y))>, where µ(x,y) is a matrix of bivariate measures.
For the scalar case p = 1, Adler and van Moerbeke discussed in [2] different possibilities of non-Hankel Gram
matrices. Their Gram matrix has as coefficients Gk,l = 〈ul, xk〉, for a infinite sequence of generalized functions
ul, that recovers the Hankel scenario for ul = xlu. They studied in more detail the following cases
i) Banded case: ul+km = xkmul.
ii) Concatenated solitons: ul(x) = δ(x− pl+1) − (λl+1)2δ(x− qk+1).
iii) Nested Calogero–Moser systems: ul(x) = δ ′(x− pl+1) + λl+1δ(x− pl+1).
iv) Discrete KdV soliton type: ul(x) = (−1)kδ(l)(x− p) − δ(l)(x+ p).
1Understood as a prolongation problem, see §5 in [110], we have similar results if we require Lu : OM → O ′c or Lu : Oc → O ′c or any
other possibility that makes sense for polynomials and support.
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We see that the three last weights are generalized functions. To compare with the Schwartz’s approach we
observe that 〈ux,y, xk ⊗ yl〉 = 〈ul, xk〉 and, consequently, we deduce ul = Lu(yl) (and for continuous kernels
ul(x) =
∫
u(x,y)yl dy). The first case, has a banded structure and its Gram matrix fulfills ΛmG = G(Λ>)m.
In [9] different examples are discussed for the matrix orthogonal polynomials, like bigraded Hankel matrices
ΛnG = G
(
Λ>
)m, where n,m are positive integers, can be realized as Gk,l = 〈ul, Ipxk〉, in terms of matrices of
linear functionals ul which satisfy the following periodicity condition ul+m = ulxn. Therefore, given the linear
functionals u0, . . . ,um−1 we can recover all the others.
1.4.3. Sesquilinear forms supported by the diagonal and Sobolev sesquilinear forms. First we consider the scalar case
Definition 15. A generalized kernel ux,y is supported by the diagonal y = x if
〈ux,y,φ(x,y)〉 =
∑
n,m
〈
u
(n,m)
x ,
∂n+mφ(x,y)
∂xn∂ym
∣∣∣
y=x
〉
for a locally finite sum and generalized functions u(n,m)x ∈ (D ′)x.
Proposition 15 (Sobolev bilinear forms). The bilinear form corresponding to a generalized kernel supported by the
diagonal is
B(φ(x),ψ(x)) =
∑
n,m
〈
u
(n,m)
x ,φ(n)(x)ψ(m)(x)
〉
,
which is of Sobolev type,
For order zero u(n,m)x generalized functions, i.e. for a set of Borel measures µ(n,m), we have
B(φ(x),ψ(x)) =
∑
n,m
∫
φ(n)(x)ψ(m)(x)dµ(n,m)(x),
which is of Sobolev type. Thus, in the scalar case, generalized kernels supported by the diagonal are just Sobolev
bilinear forms. The extension of these ideas to the matrix case is immediate, we only need to require to all
generalized kernels to be supported by the diagonal.
Proposition 16 (Sobolev sesquilinear forms). A matrix of generalized kernels supported by the diagonal provides
Sobolev sesquilinear forms
(〈P(x),Q(x)〉u)i,j = p∑
k,l=1
∑
n,m
〈
u
(n,m)
k,l ,P
(n)
i,k (x)Q
(m)
j,l (x)
〉
.
for a locally finite sum, in the of derivatives order n,m, and of generalized functions u(n,m)x ∈ (C[x]) ′. All Sobolev
sesquilinear forms are obtained in this form.
For a recent review on scalar Sobolev orthogonal polynomials see [84]. Observe that with this general frame-
work we could consider matrix discrete Sobolev orthogonal polynomials, that will appear whenever the linear
functionals u(m,n) have infinite discrete support, as far as u is quasidefinite.
1.4.4. Biorthogonality, quasidefiniteness and Gauss–Borel factorization.
Definition 16 (Biorthogonal matrix polynomials). Given a sesquilinear form 〈·, ·〉, two sequences of matrix polynomials{
P
[1]
n (x)
}∞
n=0 and
{
P
[2]
n (x)
}∞
n=0 are said to be biorthogonal with respect to 〈·, ·〉 if
i) deg(P[1]n (x)) = deg(P
[2]
n (x)) = n for all n ∈ {0, 1, . . . },
ii)
〈
P
[1]
n (x),P
[2]
m (y)
〉
= δn,mHn for all n,m ∈ {0, 1, . . . },
where Hn are nonsingular matrices and δn,m is the Kronecker delta.
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Definition 17 (Quasidefiniteness). A Gram matrix of a sesquilinear form 〈·, ·〉u is said to be quasidefinite whenever
detG[k] 6= 0, k ∈ {0, 1, . . . }. Here G[k] denotes the truncation
G[k] :=
 G0,0 . . . G0,k−1... ...
Gk−1,0 . . . Gk−1,k−1
 .
We say that the bivariate generalized function ux,y is quasidefinite and the corresponding sesquilinear form is nondegenerate
whenever its Gram matrix is quasidefinite.
Proposition 17 (Gauss–Borel factorization, see [15]). If the Gram matrix of a sesquilinear form 〈·, ·〉u is quasidefinite,
then there exists a unique Gauss–Borel factorization given by
G = (S1)
−1H(S2)
−>,(7)
where S1,S2 are lower unitriangular block matrices and H is a diagonal block matrix
Si =

Ip 0p 0p . . .
(Si)1,0 Ip 0p · · ·
(Si)2,0 (Si)2,1 Ip
. . .
...
...
. . . . . .
 , i = 1, 2, H = diag(H0,H1,H2, . . . ),
with (Si)n,m and Hn ∈ Cp×p, ∀n,m ∈ {0, 1, . . . }.
Remark 6. Despite that (7) involve the product of three semi-infinite matrices, and therefore of series –infinite sums–
could appear, this is not the case, as, given the order of the factors, lower unitriangular, diagonal and upper unitriangular,
all the sums are finite; following [26] we could say that is an admissible product.
Remark 7. The product of semi-infinite matrices is not associative in general, see [32]. Hence, special care is required in
the manipulations of the Gauss–Borel factorization problem.
Remark 8 (See [32]). Lower unitriangular semi-infinite matrices have a unique inverse matrix, which is again lower
unitriangular. The product of lower triangular semi-infinite matrices or the product of upper triangular semi-infinite
matrices is associative.
Following [26] we have
Definition 18. Block of lower (upper) Hessenberg type matrices are semi-infinite matrices with finite number of nonzero
block superdiagonals (subdiagonals).
Also we have the block version of Proposition 2.3 [26]
Proposition 18 (See [26]). The associative property (AB)C = A(BC) of a product of three semi-infinite block matrices
A,B and C hold whenever
i) Both A and B are of block lower Hessenberg type.
ii) Both B and C are block upper Hessenberg type.
iii) If A is block lower Hessenberg type and C is block upper Hessenberg type.
For l > kwe will also use the following bordered truncated Gram matrix
G
[1]
[k,l] :=

G0,0 · · · G0,k−1
...
...
Gk−2,0 · · · Gk−2,k−1
Gl,0 . . . Gl,k−1
 ,
where we have replaced the last row of blocks of the truncated Gram matrixG[k] by the row of blocks [Gl,0,...,Gl,k−1 ].
We also need a similar matrix but replacing the last block column of G[k] by a column of blocks as indicated
G
[2]
[k,l] :=
 G0,0 · · · G0,k−2 G0,l... ... ...
Gk−1,0 · · · Gk−1,k−2 Gk−1,l
 .
18 C ÁLVAREZ-FERNÁNDEZ, G ARIZNABARRETA, JC GARCÍA-ARDILA, M MAÑAS, AND F MARCELLÁN
Using last quasideterminants, see [56, 99], we find
Proposition 19. If the last quasideterminants of the truncated moment matrices are nonsingular, i.e.,
detΘ∗(G[k]) 6=0, k = 1, 2, . . . ,
then, the Gauss–Borel factorization can be performed and the following expressions are fulfilled
Hk = Θ∗

G0,0 G0,1 . . . G0,k−1
G1,0 G1,1 . . . G1,k−1
...
...
...
Gk−1,0 Gk−1,1 . . . Gk−1,k−1
 ,
(S1)k,l = Θ∗

G0,0 G0,1 . . . G0,k−1 0p
G1,0 G1,1 . . . G1,k−1 0p
...
...
...
...
Gl−1,0 Gl,1 . . . Gl−1,k−1 0p
Gl,0 Gl,1 . . . Gl,k−1 Ip
Gl+1,0 Gl+1,1 . . . Gl+1,k−1 0p
...
...
...
...
Gk,0 Gk,1 . . . Gk,k−1 0p

,
(
(S2)
>)
k,l = Θ∗

G0,0 G0,1 . . . G0,l−1 G0,l G0,l+1 . . . G0,k
G1,0 G1,1 . . . G1,l−1 G1,l G1,l+1 . . . G1,k
...
...
...
...
...
...
Gk−1,0 Gk−1,1 . . . Gk−1,l−1 Gk−1,l Gk−1,l+1 . . . Gk−1,k
0p 0p . . . 0p Ip 0p . . . 0p
 ,
and for the inverse elements [99] the formulas
(S−11 )k,l = Θ∗(G
[1]
[k,l+1])Θ∗(G[l+1])
−1,
(S−12 )k,l =
(
Θ∗(G[l+1])−1Θ∗(G
[2]
[k,l+1])
)>,
hold true.
We see that the matrices Hk are quasideterminants, and following [16, 15] we refer to them as quasitau matri-
ces.
1.4.5. Biorthogonal polynomials, second kind functions and Christoffel–Darboux kernels.
Definition 19. We define χ(x) := [Ip, Ipx, Ipx2, . . . ]>, and for x 6= 0, χ∗(x) := [Ipx−1, Ipx−2, Ipx−3, . . . ]>.
Remark 9. Observe that the Gram matrix can be expressed as
G = 〈χ(x),χ(y)〉u(8)
= 〈ux,y,χ(x)⊗ χ(y)〉
and its block entries are
Gk,l =
〈
Ipx
k, Ipyl
〉
u
.
If the sesquilinear form derives from a matrix of bivariate measures µ(x,y) = [µi.j(x,y)] we have for the Gram matrix
blocks
Gk,l =
∫∫
xk dµ(x,y)yl.
which reduces for absolutely continuous measures with respect the Lebesgue measure d xdy to a matrix of weightsw(x,y) =
[wi,j(x,y)], and When the matrix of generalized kernels is Hankel we recover the classical Hankel structure, and the Gram
matrix is a moment matrix. For example, for a matrix of measures we will have Gk,l =
∫
xk+l dµ(x).
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Definition 20. Given a quasidefinite matrix of generalized kernels ux,y and the Gauss–Borel factorization (17) of its Gram
matrix, the corresponding first and second families of matrix polynomials are
P[1](x) =

P
[1]
0 (x)
P
[1]
1 (x)
...
 := S1χ(x), P[2](y) =

P
[2]
0 (y)
P
[2]
1 (y)
...
 := S2χ(y),(9)
respectively. The corresponding first and second families of second kind functions á la Gram are
C[1](x) =

C
[1]
0 (x)
C
[1]
1 (x)
...
 := H(S2)−>χ∗(x), C[2](y) =

C
[2]
0 (y)
C
[2]
1 (y)
...
 := H>(S1)−>χ∗(y),(10)
respectively, whenever the series involved converge.
Remark 10. The matrix polynomials P[i]n (x) are monic and degP
[i]
n (x) = n, i = 1, 2.
Remark 11. We see that the second kind functions á la Gram implies non admissible products, in the sense of [26], however
we will see that the series involved do converge, in some general situations, to certain Cauchy transformations of the
biorthogonal families of matrix polynomials.
Proposition 20 (Biorthogonality). Given a quasidefinite matrix of generalized kernels ux,y, the first and second families
of monic matrix polynomials
{
P
[1]
n (x)
}∞
n=0 and
{
P
[2]
n (x)
}∞
n=0 are biorthogonal〈
P
[1]
n (x),P
[2]
m (y)
〉
u
= δn,mHn, n,m ∈ {0, 1, . . . }.(11)
Remark 12. The biorthogonal relations yield the orthogonality relations〈
P
[1]
n (x),ymIp
〉
u
= 0p,
〈
xmIp,P
[2]
n (y)
〉
u
= 0p, m ∈ {1, . . .n− 1},(12) 〈
P
[1]
n (x),ynIp
〉
u
= Hn,
〈
xnIp,P
[2]
n (y)
〉
u
= Hn.(13)
Remark 13 (Symmetric generalized kernels). If ux,y = (uy,x)>, the Gram matrix is symmetric G = G> and we are
dealing with a Cholesky block factorization with S1 = S2 and H = H>. Now P
[1]
n (x) = P
[2]
n (x) =: Pn(x), and {Pn(x)}∞n=0
is a set of monic orthogonal matrix polynomials. In this case C[1]n (x) = C
[2]
n (x) =: Cn(x).
The shift matrix is the following semi-infinite block matrix
Λ :=

0p Ip 0p 0p . . .
0p 0p Ip 0p
. . .
0p 0p 0p Ip
. . .
0p 0p 0p 0p
. . .
...
. . . . . . . . . . . .

which satisfies the spectral property
Λχ(x) = xχ(x).
Next results are useful to ensure that the manipulations related with the Gauss–Borel factorization and semi-
infinite matrices do respect certain associativity properties.
Proposition 21. For the next first three properties we assume a quasidefinite Gram matrix G with Gauss–Borel factoriza-
tion G = (S1)−1H(S2)−>
i) For any matrix polynomialW(x) ∈ Cp×p[x]
GW(Λ>) = (S1)−1H
(
(S2)
−>W
(
Λ>
))
,
W(Λ)G =
(
W(Λ)(S1)
−1
)
H(S2)
−>.
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ii) Given a semi-infinite vector X =
[
X0,X1, . . .
]>, with Xn ∈ Cp×p and, whenever the series involved in the products
(S2)
−>X and X>(S1)−1 converge, we have
GX = (S1)
−1H
(
(S2)
−>X
)
, X>G =
(
X>(S1)−1
)
H(S2)
−>.
Consequently,
S1(GX) = H
(
(S2)
−>X
)
, (X>G)(S2)> =
(
X>(S1)−1
)
H.
iii) Let us now relax the quasidefinite condition and only assume that (GW(Λ>))X or G(W(Λ>)X) involves only
convergent series, then (GW(Λ>))X = G(W(Λ>)X). Similarly, if X>(W(Λ)G) or (X>W(Λ))G involves only
convergent series, then X>(W(Λ)G) = (X>W(Λ))G.
iv) As above, we relax the quasidefinite condition and only assume that GX, respectively X>G, involves solely conver-
gent series, thenW(Λ)(GX) = (W(Λ)G)X, respectively (X>G)W(Λ>) = X>(GW(Λ>)).
Proof. We will use the notation L := (S1)−1 = (li,j) and U := H(S2)−> = (ui,j). Then, we write
G =

Ip 0p 0p . . .
l1,0 Ip 0p . . .
l2,0 l2,1 Ip
...
...
. . .


u0,0 u0,1 u0,2 . . .
0p u1,1 u1,2 . . .
0p 0p u2,2 . . .
...
...
. . .

=

u0,0 u0,1 u0,2 . . .
l1,0u0,0 l1,0u0,1 + u1,1 l1,0u0,2 + u1,2 . . .
l2,0u0,0 l2,0u0,1 + l2,1u1,1 l2,,0u0,2 + l2,1u1,2 + u2,2 . . .
...
...
...
 .
i) It is enough to check it forW(Λ>) = Λ>. On the one hand
GΛ> =

u0,0 u0,1 u0,2 . . .
l1,0u0,0 l1,0u0,1 + u1,1 l1,0u0,2 + u1,2 . . .
l2,0u0,0 l2,0u0,1 + l2,1u1,1 l2,,0u0,2 + l2,1u1,2 + u2,2 . . .
...
...
...


0p 0p 0p . . .
Ip 0p 0p . . .
0p Ip 0p . . .
...
. . . . . . . . .

=

u0,1 u0,2 . . .
l1,0u0,1 + u1,1 l1,0u0,2 + u1,2 . . .
l2,0u0,1 + l2,1u1,1 l2,,0u0,2 + l2,1u1,2 + u2,2 . . .
...
...
 ;
i.e., we shift all columns one position to the left. On the other hand, we compute
L(UΛ>) =

Ip 0p 0p . . .
l1,0 Ip 0p . . .
l2,0 l2,1 Ip
...
...
. . .


u0,1 u0,2 . . .
u1,1 u1,2 . . .
0p u3,3 . . .
...
. . . . . .

=

u0,1 u0,2 . . .
l1,0u0,1 + u1,1 l1,0u0,2 + u1,2 . . .
l2,0u0,1 + l2,1u1,1 l2,,0u0,2 + l2,1u1,2 + u2,2 . . .
...
...
 ,
and we obtain the desired result.
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ii) We first computeUX =
u0,0X0+u0,1X1+···u1,1X1+u1,2X2+···u2,2X2+u2,3X3+···
...
, where we assumed that all the series involved,Un := ∞∑
m=0
un,mXm,
do converge. Then, we have
L(UX) =

Ip 0p 0p . . .
l1,0 Ip 0p . . .
l2,0 l2,1 Ip
...
...
. . .


U0
U1
U2
...
 =

U0
l1,0U0 +U1
l2,0U0 + l2,1U1 +U2
. . .

We compute
GX =

u0,0 u0,1 u0,2 . . .
l1,0u0,0 l1,0u0,1 + u1,1 l1,0u0,2 + u1,2 . . .
l2,0u0,0 l2,0u0,1 + l2,1u1,1 l2,,0u0,2 + l2,1u1,2 + u3,3 . . .
...
...
...


X0
X1
X2
...

=

u0,0X0 + u0,1X1 + u0,2X2 + · · ·
l1,0u0,0X0 + (l1,0u0,1 + u1,1)X1 + (l1,0u0,2 + u1,2)X2 + · · ·
l2,0u0,0X0 + (l2,0u0,1 + l2,1u1,1)X1 + (l2,,0u0,2 + l2,1u1,2 + u2,2)X3 + · · ·
...

=

U0
l1,0U0 +U1
l2,0U0 + l2,1U1 +U2
. . .

where in the last identity we have used the fact that the series involved do converge and, therefore,
a finite linear combination of convergent series gives the convergent series of the corresponding finite
linear combination of its coefficients.
iii) To illustrate the idea of the proof we just check the case W(x) = Ipx. Then, as we realized before, the
matrix GΛ> is obtained shifting left all columns in G
(GΛ>)X =
G0,1 G0,2 . . .G1,1 G1,2 . . .
...
...

X0X1
...
 =
G0,1X0 +G0,2X1 + · · ·G1,1X0 +G1,2X1 + · · ·
...
 ,
and we suppose that all series Gj,1X0 +Gj,2X1 + · · · converge for j ∈ {0, 1, . . . }. But,
G(Λ>X) =
G0,0 G0,1 . . .G1,0 G1,1 . . .
...
...


0p
X0
X1
...
 =
G0,1X0 +G0,2X1 + · · ·G1,1X0 +G1,2X1 + · · ·
...
 ,
and the statement follows.
iv) Again we just check one case, Λ(GX) = (ΛG)X:
GX =
G0,0 G0,1 . . .G0,1 G1,1 . . .
...
...

X0X1
...
 =
G0,0X0 +G0,1X1 + · · ·G1,0X0 +G1,1X1 + · · ·
...
 ,
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so that Λ(GX) =
[
G1,0X0+G1,1X1+···
G2,0X0+G2,1X1+···
...
]
. But,
(ΛG)X =
G1,0 G1,1 . . .G2,1 G2,1 . . .
...
...

X0X1
...
 =
G1,0X0 +G1,1X1 + · · ·G2,0X0 +G2,1X1 + · · ·
...
 ,
as claimed.

Proposition 22. The symmetry of the block Hankel moment matrix reads ΛG = GΛ>.
Notice that this symmetry completely characterizes Hankel block matrices.
Definition 21. The matrices J1 := S1Λ(S1)−1 and J2 := S2Λ(S2)−1 are the Jacobi matrices associated with the Gram
matrix G.
The reader must notice the abuse in the notation. But for the sake of simplicity we have used the same letter
for Jacobi and Jordan matrices. The type of matrix will be clear from the context.
Remark 14. Let us observe that there is no problem with the definition related with the associativity problems of semi-
infinite matrices, as one can readily check that for any couple of lower unitriangular matrices L1,L2 we have (L1Λ)L2 =
L1(ΛL2). Moreover, if L3 is a third lower unitriangular matrix, we have (L1ΛL2)L3 = (L1Λ)(L2L3).
Proposition 23. The biorthogonal polynomials are eigenvectors of the Jacobi matrices
J1P
[1](x) = xP[1](x), J2P[2](x) = xP[2](x).
and the second kind functions á la Gram satisfy
(
H(J2)
>H−1
)
C[1](x) = xC[1](x) −H0
Ip0p
...
 , (H>(J1)>H−>)C[2](x) = xC[2](x) −H>0
Ip0p
...
 .
Proof. Let us check the first relation
J1P
[1](x) = (S1Λ(S1)
−1)(S1χ(x)) =
(
(S1Λ)(S1)
−1)(S1χ(x))
= (S1Λ)((S1)
−1S1χ(x)) = (S1Λ)χ(x).
For the second kind functions we give a very detailed chain of relations, in where in every step we have carefully
checked associative aspects of the operations performed (otherwise, it will take a couple of lines) a make heavy
use of Propositions 18 and 21(
H(J2)
>H−1
)
C[1](x) =
(
H
(
(S2)
−>Λ>(S2)>
)
H−1
)(
H
(
S2
)−>
χ∗(x)
)
=
((
HS−>2 Λ
>)
(
(S2)
>H−1
)(
H
(
S2
)−>
χ∗(x)
)
= (HS−>2 Λ
>)
((
(S2)
>H−1
)(
H
(
S2
)−>
χ∗(x)
)
= (HS−>2 Λ
>)χ∗(x)
=
(
HS−>2
)
(Λ>χ∗(x))
= x
(
HS−>2
)
χ∗(x) − x
(
HS−>2
)Ip0p
...

= xC[1](x) − x
H00p
...
 .

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Remark 15. For the Hankel case we have
J1C
[1](x) = xC[1](x) −H0
Ip0p
...
 , J2C[2](x) = xC[2](x) −H>0
Ip0p
...
 .
Proposition 24. For Hankel type Gram matrices (i.e., associated with a matrix of univariate generalized functionals) the
two Jacobi matrices are related by
H−1J1 = J
>
2 H
−1,
being, therefore, a tridiagonal matrix. This yields the three term relation for biorthogonal polynomials and second kind
functions, respectively.
Proof. The relation between the two Jacobi matrices follows from the Gauss–Borel factorization in the symmetry
ΛG = GΛ>. A consequence of this relation is the three-block-diagonal shape of these matrices. The three term
relations follow from the definitions of the Jacobi matrices in terms of the factorization matrices. There are not
associative issues in this case and Propositions 18 and 21 ensure all the mentioned arguments. 
Proposition 25. We have the following last quasideterminantal expressions
P
[1]
n (x) = Θ∗

G0,0 G0,1 · · · G0,n−1 Ip
G1,0 G1,1 · · · G1,n − 1 Ipx
...
...
...
...
Gn−1,0 Gn−1,1 · · · Gn−1,n−1 Ipxn−1
Gn,0 Gn,1 · · · Gn,n−1 Ipxn
 ,
(P
[2]
n (y))
> = Θ∗

G0,0 G0,1 · · · G0,n−1 G0,n
G1,0 G1,1 · · · G1,n−1 G1,n
...
...
...
...
Gn−1,0 Gn−1,1 · · · Gn−1,n−1 Gn−1,n
Ip Ipy · · · Ipyn−1 Ipyn
 .
Definition 22 (Christoffel–Darboux kernel,[113, 33]). Given two sequences of matrix biorthogonal polynomials{
P
[1]
k (x)
}∞
k=0 and
{
P
[2]
k (y)
}∞
k=0,
with respect to the sesquilinear form 〈·, ·〉u, we define the n-th Christoffel–Darboux kernel matrix polynomial
Kn(x,y) :=
n∑
k=0
(P
[2]
k (y))
>(Hk)−1P
[1]
k (x),(14)
and the mixed Christoffel–Darboux kernel
K
(pc)
n (x,y) :=
n∑
k=0
(
P
[2]
k (y)
)>
(Hk)
−1C
[1]
k (x).
Proposition 26. i) For a quasidefinite matrix of generalized kernels ux,y, the corresponding Christoffel–Darboux
kernel gives the projection operator〈
Kn(x, z),
∑
06j∞CjP
[2]
j (y)
〉
u
=
( n∑
j=0
CjP
[2]
j (z)
)>
,
〈 ∑
06j∞CjP
[1]
j (x), (Kn(z,y))
>
〉
u
=
n∑
j=0
CjP
[1]
j (z).(15)
ii) In particular, we have〈
Kn(x, z), Ipyl
〉
u
= Ipz
l, l ∈{0, 1, . . . ,n}.(16)
Proof. It follows from the biorthogonality (11). 
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Proposition 27 (Christoffel–Darboux formula). When the sesquilinear form is Hankel (now u is a matrix of univariate
generalized functions with its Gram matrix of block Hankel type) the Christoffel–Darboux kernel satisfies
(x− y)Kn(x,y) = (P
[2]
n (y))
>(Hn)−1P
[1]
n+1(x) − (P
[2]
n+1(y))
>(Hn)−1P
[1]
n (x),
and the mixed Christoffel-Darboux kernel fulfills
(x− y)K
(pc)
n (x,y) = (P
[2]
n (y))
>H−1n C
[1]
n+1(x) − (P
[2]
n+1(y))
>H−1n C
[1]
n (x) + Ip.
Proof. We only prove the second formula, for the first one proceeds similarly. It is obviously a consequence of the
three term relation. Firstly, let us notice that
J>2 H
−1C[1](x) = xH−1C[1](x) −
Ip0p
...
 , (P[2](y))>J>2 H−1 = y(P[2](y))>H−1.
Secondly, we have
J>2 H
−1 =

[
J>2 H
−1
]
[n]
0 0 . . .
...
...
0 0 . . .
H−1n 0 . . .
0 . . . 0 H−1n
0 . . . 0 0
...
...
...
∗

.
Using this, we calculate the
(
P
[2]
[n](y)
)> [
J>2 H
−1
]
[n]
C
[1]
[n](x), first by computing the action of middle matrix on
its left and then on its right to get
xK
(pc)
n−1 (x,y) − (P
[2]
n−1(y))
>H−1n C
[1]
n (x) − P0 = yK
(pc)
n−1 (x,y) − (P
[2]
n (y))
>H−1n C
[1]
n−1(x),
and since P0 = Ip the Proposition is proven. 
Next, we deal with the fact that our definition of second kind functions implies non admissible products and
do involve series.
Definition 23. For the support of the matrix of generalized kernels supp(ux,y) ⊂ C2 we consider the action of the
component projections pi1,pi2 : C2 → C on its first and second variables, (x,y) pi17→ x, (x,y) pi27→ y, respectively, and
introduce the projected supports suppx(u) := pi1
(
supp(ux,y)
)
and suppy(u) := pi2
(
supp(ux,y)
)
, both subsets of C.
We will assume that rx := sup{|z| : z ∈ suppx u}) < ∞ and ry := sup{|z| : z ∈ suppy u}) < ∞ We also consider the
disks about infinity, or annulus around the origin, Dx := {z ∈ C : |z| > rx} and Dy := {z ∈ C : |z| > ry}.
Proposition 28. Whenever the matrix of generalized kernels is such that ux,y ∈
(
(O ′c)x,y
)p×p, the second kind functions
á la Gram can be expressed as
C
[1]
n (z) =
〈
P
[1]
n (x),
Ip
z− y
〉
u
, |z| > ry,
(
C
[2]
n (z)
)>
=
〈
Ip
z− x
,P[2]n (y)
〉
u
, |z| > rx.
Proof. From (10), the Gauss–Borel factorization (7) and Proposition 21 we get
C[1](z) = S1
(
Gχ∗(z)
)
,
(
C[2](z)
)>
=
((
χ∗(z)
)>
G
)(
S2
)>,
which recalling (8) can be written as
C[1](z) = S1〈χ(x),χ(y)〉uχ∗(z),
(
C[2](z)
)>
=
(
χ∗(z)
)>〈χ(x),χ(y)〉u(S2)>.
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Using the properties of a sesquilinear form and (9) we find
C[1](z) =
〈
P[1](x),χ(y)
〉
u
χ∗(z),
(
C[2](z)
)>
=
(
χ∗(z)
)>〈χ(x),P[2](y)〉u.
Finally, as z belongs to a disk about∞ with empty intersection with suppy(u), taking into account the uniform
convergence in any compact subset in this disk about infinity of the geometric series
(
χ∗(z)
)>
χ(y) =
Ip
z− y
, we
deduce the result. 
When the matrix of generalized kernels is a matrix of bivariate measures, for z outside a disk containing the
projected support, suppy µ(x,y), we get
C
[1]
n (z) =
∫
P
[1]
n (x)dµ(x,y)
1
z− y
,
(
C
[2]
n (z)
)>
=
∫
1
z− x
dµ(x,y)
(
P
[2]
n (y)
)>,
and when the sesquilinear form is Hankel it reduces to the following Hankel type second kind functions
C
[1]
n (z) =
∫
P
[1]
n (x)dµ(x)
1
z− x
,
(
C
[2]
n (z)
)>
=
∫
1
z− x
dµ(x)
(
P
[2]
n (x)
)>.
Definition 24 (Second kind functions á la Cauchy). For a generalized kernels is such that ux,y ∈
(
(O ′c)x,y
)p×p we
define two families of second kind functions á la Cauchy given by
C
[1]
n (z) =
〈
P
[1]
n (x),
Ip
z− y
〉
u
, z 6∈ suppy(u),(
C
[2]
n (z)
)>
=
〈
Ip
z− x
,P[2]n (y)
〉
u
, z 6∈ suppx(u).
Remark 16. The second kind functions á la Cauchy can be considered as an extension of their Gram version. Hereon we
will consider the second kind functions in its Cauchy version.
2. MATRIX GERONIMUS TRANSFORMATIONS
Geronimus transformations for scalar orthogonal polynomials were first discussed in [58], where some deter-
minantal formulas were found, see [128, 88]. Geronimus perturbations of degree two of scalar bilinear forms
have been very recently treated in [40] and in the general case in [41]. Here we discuss its matrix extension for
general sesquilinear forms.
Definition 25. Given a matrix of generalized kernels ux,y = ((ux,y)i,j) ∈
(
(O ′c)x,y
)p×p with a given support suppux,y,
and a matrix polynomial W(y) ∈ Cp×p[y] of degree N, such that σ(W(y)) ∩ suppy(u) = ∅, a matrix of bivariate
generalized functions uˇx,y is said to be a matrix Geronimus transformation of the matrix of generalized kernels ux,y if
uˇx,yW(y) = ux,y.(17)
Proposition 29. In terms of sesquilinear forms a Geronimus transformation fulfills〈
P(x),Q(y)(W(y))>
〉
uˇ
= 〈P(x),Q(y)〉u ,
while, in terms of the corresponding Gram matrices, satisfies
GˇW(Λ>) = G.
Remark 17. Given our non-Abelian scenario is, in principle, reasonable to propose the alternative following Geronimus
perturbation
〈
P(x), (W(y))>Q(y)
〉
uˇ
= 〈P(x),Q(y)〉u, but we immediately realize that this perturbation will not respect
the sesquilinearity and, consequently, has nonsense.
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We will assume that the perturbed moment matrix has a Gauss–Borel factorization Gˇ = Sˇ−11 Hˇ(Sˇ2)
−>, where
Sˇ1, Sˇ2 are lower unitriangular block matrices and Hˇ is a diagonal block matrix
Sˇi =

Ip 0p 0p . . .
(Sˇi)1,0 Ip 0p · · ·
(Sˇi)2,0 (Sˇi)2,1 Ip
. . .
. . . . . .
 , i = 1, 2, Hˇ = diag(Hˇ0, Hˇ1, Hˇ2, . . . ).
Hence, the Geronimus transformation provides the family of matrix biorthogonal polynomials
Pˇ[1](x) = Sˇ1χ(x), Pˇ[2](y) = Sˇ2χ(y),
with respect to the perturbed sesquilinear form 〈·, ·〉uˇ.
Observe that the matrix generalized kernels vx,y such that vx,yW(y) = 0p, can be added to a Geronimus
transformed matrix of generalized kernels uˇx,y 7→ uˇx,y + vx,y, to get a new Geronimus transformed matrix of
generalized kernels. We call masses these type of terms.
2.1. The resolvent and connection formulas.
Definition 26. The resolvent matrix is
ω := Sˇ1(S1)
−1.(18)
The key role of this resolvent matrix is determined by the following properties
Proposition 30. i) The resolvent matrix can be also expressed as
ω = Hˇ
(
Sˇ2
)−>
W(Λ>)
(
S2
)>
H−1,(19)
where the products in the RHS are associative.
ii) The resolvent matrix is a lower unitriangular block banded matrix —with only the first N block subdiagonals
possibly not zero, i.e.,
ω =

Ip 0p . . . 0p 0p . . .
ω1,0 Ip
. . . 0p 0p
. . .
...
. . . . . . . . . . . .
ωN,0 ωN,1 . . . Ip 0p
. . .
0p ωN+1,1 · · · ωN+1,N Ip . . .
...
. . . . . . . . . . . .

.
iii) The following connection formulas are satisfied
Pˇ[1](x) = ωP[1](x),(20) (
Hˇ−1ωH
)>
Pˇ[2](y) = P[2](y)W>(y).(21)
iv) For the last subdiagonal of the resolvent we have
ωN+k,k = HˇN+kAN(Hk)
−1.(22)
Proof. i) From Proposition 29 and the Gauss–Borel factorization of G and Gˇwe get(
S1
)−1
H
(
S2
)−>
=
((
Sˇ1
)−1
Hˇ
(
Sˇ2
)−>)
W(Λ>),
from Proposition 21 we deduce(
S1
)−1
H
(
S2
)−>
=
(
Sˇ1
)−1
Hˇ
((
Sˇ2
)−>
W(Λ>)
)
,
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and Proposition 18, as well as the associativity and invertibility properties of lower and upper unitrian-
gular matrices, we get
Sˇ1
(
S1
)−1
H = Hˇ
(
Sˇ2
)−>
W(Λ>)
(
S2
)>.
It is easily check that the RHS products are associative.
ii) The resolvent matrix, being a product of lower unitriangular matrices, is a lower unitriangular matrix.
However, from (19) we deduce that is a matrix with all its subdiagonals with zero coefficients but for the
first N. Thus, it must have the described band structure.
iii) From the definition we have (20). Let us notice that (19) can be written as
ω>Hˇ−> = H−>S2W>(Λ)
(
Sˇ2
)−1,
so that
ω>Hˇ−>Pˇ[2](y) = H−>S2W>(Λ)χ(y),
and (21) follows.
iv) It is a consequence of (19).

The connection formulas (20) and (21) can be written as
Pˇ
[1]
n (x) = P
[1]
n (x) +
n−1∑
k=n−N
ωn,kP
[1]
k (x),(23)
W(y)
(
P
[2]
n (y)
)>
(Hn)
−1 =
(
Pˇ
[2]
n (y)
)>
(Hˇn)
−1 +
n+N∑
k=n+1
(
Pˇ
[2]
k (y)
)>
(Hˇk)
−1ωk,n.(24)
Lemma 3. We have that
W(Λ>)χ∗(x) = χ∗(x)W(x) −
B(χ(x))[N]0p
...
 ,(25)
with B given in Definition 10.
Proof. It is a direct consequence of
(
Λ>
)n
χ(x) = xnχ∗(x) −

xnIp
...
Ip
0p
...
. 
Proposition 31. The Geronimus transformation of the second kind functions satisfies
Cˇ[1](x)W(x) −

(
Hˇ
(
Sˇ2
)−>)
[N]
B(χ(x))[N]
0p
...
 = ωC[1](x),(26)
(
Cˇ[2](x)
)>
Hˇ−1ω =
(
C[2](x)
)>
H−1.(27)
Proof. • á la Cauchy To get (26) we argue as follows
Cˇ[1](z)W(z) −ωC[1](z) =
〈
Pˇ1(x),
Ip
z− y
〉
uˇ
W(z) −
〈
Pˇ1(x),
Ip
z− y
〉
uˇW
use (20) and (17)
=
〈
Pˇ1(x),
W(z) −W(y)
z− y
〉
uˇ
.
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But, we have
W(z) −W(y)
z− y
= Ip
zN − yN
z− y
+AN−1
zN−1 − yN−1
z− y
+ · · ·+A1
= IphN−1(z,y) +AN−1hN−2(z,y) + · · ·+A1
= (χ(y))>
[
B(χ(z))N
0
]
so that
Cˇ[1](z)W(z) −ωC[1](z) = Sˇ1 〈χ(x),χ(y)〉uˇ
[
B(χ(z))N
0
]
= Sˇ1Gˇ
[
B(χ(x))N
0
]
.
and using the Gauss–Borel factorization the result follows. For (27) we have(
Cˇ[2](x)
)>
Hˇ−1ω−
(
C[2](x)
)>
H−1 =
〈
Ip
z− x
, Pˇ[2](y)
〉
uˇ
Hˇ−1ω−
〈
Ip
z− x
,P[2](y)
〉
u
H−1
=
〈
Ip
z− x
,
(
Hˇ−1ω
)>
Pˇ[2](y)
〉
uˇ
−
〈
Ip
z− x
,H−>P[2](y)
〉
u
=
〈
Ip
z− x
,H−>P[2](y)(W(y))>
〉
uˇ
−
〈
Ip
z− x
,H−>P[2](y)
〉
u
= 0.
• á la Gram This proof is included to show how the connection formulas can be derived directly from
the Gauss–Borel factorization. From (10), and taking care of the potential associative problems with
semi-infinite matrices, we find the chain of relations (recall that we assume that (S2)−>χ∗2 involve only
convergent series)
ωC[1](x) =
(
Sˇ1(S1)
−1
)(
H
(
S2
)−>
χ∗(x)
)
= Sˇ1
(
(S1)
−1(H(S2)−>χ∗(x)))
= Sˇ1
(
Gχ∗(x)
)
= Sˇ1
((
GˇW(Λ>)
)
χ∗(x)
)
.
But, taking into account (25) and the assumption that Gˇχ∗(x) do involve only convergent series, we con-
clude that Gˇ
(
W(Λ>)χ∗(x)
)
involve only convergent series and therefore
(
GˇW(Λ>)
)
χ∗(x) = Gˇ
(
W(Λ>)χ∗(x)
)
.
Consequently, we derive
ωC[1](x) = Sˇ1
(
Gˇ
(
W(Λ>)χ∗(x)
))
= Sˇ1
Gˇ
χ∗(x)W(x) −
B(χ(x))[N]0p
...



= Sˇ1
((Sˇ1)−1Hˇ(Sˇ2)−>)
χ∗(x)W(x) −
B(χ(x))[N]0p
...



= Hˇ
(
Sˇ2
)−>
χ∗(x)W(x) − Hˇ
(
Sˇ2
)−> B(χ(x))[N]0p
...

= Cˇ[1](x)W(x) − Hˇ
(
Sˇ2
)−> B(χ(x))[N]0p
...
 ,
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and (26) follows. Finally, (27) is a consequence of(
Cˇ[2](y)
)>
Hˇ−1ωH =
(
Cˇ[2](y)
)>
Hˇ−1Sˇ1
(
S1
)−1
H =
(
χ∗(y)
)>(
S1
)−1
H
=
(
C[2](y)
)>.

Observe that the corresponding entries are
(
C
[2]
n (y)
)>
(Hk)
−1 =
(
Cˇ
[2]
n (y)
)>
(Hˇn)
−1 +
n+N∑
k=n+1
(
Cˇ
[2]
k (y)
)>
(Hˇk)
−1ωn,k.(28)
2.2. Geronimus transformations and Christoffel–Darboux kernels.
Definition 27. The resolvent wing is the matrix
Ω[n] =


ωn,n−N . . . . . . ωn,n−1
0p
. . .
...
...
. . . . . .
...
0p . . . 0p ωn+N−1,n−1
 ∈ CNp×Np, n > N,

ωn,0 . . . . . . ωn,n−1
...
...
ωN,0 ωN,n−1
0p
. . .
...
. . . . . .
...
0p . . . 0p ωn+N−1,n−1

∈ CNp×np, n < N.
Theorem 1. For m = min(n,N), the perturbed and original Christoffel–Darboux kernels are related by the following
connection formula
Kˇn−1(x,y) =W(y)Kn−1(x,y) −
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]

P
[1]
n−m(x)
...
P
[1]
n−1(x)
 .(29)
For n > N, the connection formula for the mixed Christoffel–Darboux kernels is
Kˇ
(pc)
n−1 (x,y)W(x) =W(y)K
(pc)
n−1 (x,y) −
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]

C
[1]
n−N(x)
...
C
[1]
n−1(x)
+ V(x,y),
(30)
where V(x,y) was introduced in Definition 11.
Proof. For the first connection formula (29) we consider the pairing
Kn−1(x,y) :=
[(
Pˇ
[2]
0 (y)
)>
(Hˇ0)
−1, · · · , (Pˇ[2]n−1(y))>(Hˇn−1)−1]ω[n]

P
[1]
0 (x)
...
P
[1]
n−1(x)
 ,
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and compute it in two different ways. From (23) we get
ω[n]

P
[1]
0 (x)
...
P
[1]
n−1(x)
 =

Pˇ
[1]
0 (x)
...
Pˇ
[1]
n−1(x)
 ,
and, therefore, Kn−1(x,y) = Kˇn−1(x,y). Relation (24) leads to
Kn−1(x,y) =W(y)Kn−1(x,y) −
[(
Pˇ
[2]
n (y)
)>
(Hˇn)
−1, . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
(Hˇn+N−1)
−1
]
Ω[n]

P
[1]
n−m(x)
...
P
[1]
n−1(x)
 ,
and (29) is proven.
To derive (30) we consider the pairing
K
(pc)
n−1 (x,y) :=
[(
Pˇ
[2]
0 (y)
)>
(Hˇ0)
−1, . . . ,
(
Pˇ
[2]
n−1(y)
)>
(Hˇn−1)
−1
]
ω[n]

C
[1]
0 (x)
...
C
[1]
n−1(x)
 ,
which, as before, can be computed in two different forms. On the one hand, using (26) we get
K
(pc)
n−1 (x,y) =
[(
Pˇ
[2]
0 (y)
)>
(Hˇ0)
−1, . . . ,
(
Pˇ
[2]
n−1(y)
)>
(Hˇn−1)
−1
]

Cˇ
[1]
0 (x)W(x)
...
Cˇ
[1]
n−1(x)W(x)
− (Hˇ(Sˇ2)−>)[n,N]B(χ(x))[N]

= Kˇ
(pc)
n−1 (x,y)W(x) −
(
(χ(y))[n]
)> ((
Sˇ2
)>
Hˇ−1
)
[n]
(
Hˇ
(
Sˇ2
)−>)
[n,N]B(χ(x))[N],
where
(
Hˇ
(
Sˇ2
)−>)
[n,N] is the truncation to the n first block rows and first N block columns of Hˇ
(
Sˇ2
)−>. This
simplifies for n > N to
K
(pc)
n−1 (x,y) = Kˇ
(pc)
n−1 (x,y)W(x) −
(
(χ(y))[N]
)>
B(χ(x))[N].
On the other hand, from (24) we conclude
K
(pc)
n−1 (x,y) =W(y)K
(pc)
n−1 (x,y) −
[(
Pˇ
[2]
n (y)
)>
(Hˇn)
−1, . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
(Hˇn+N−1)
−1
]
Ω[n]

C
[1]
n−N(x)
...
C
[1]
n−1(x)
 ,
and, consequently, we obtain
Kˇ
(pc)
n−1 (x,y)W(x) =W(y)K
(pc)
n−1 (x,y) −
[(
Pˇ
[2]
n (y)
)>
(Hˇn)
−1, . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
(Hˇn+N−1)
−1
]
Ω[n]

C
[1]
n−N(x)
...
C
[1]
n−1(x)

+
(
(χ(y))[N]
)>
B(χ(x))[N].

2.3. Spectral jets and relations for the perturbed polynomials and its second kind functions. For the time
being we will assume that the perturbing polynomial is monic,W(x) = IpxN +
N−1∑
k=0
Akx
k ∈ Cp×p[x].
Definition 28. Given a perturbing monic matrix polynomialW(y) the most general mass term will have the form
vx,y :=
q∑
a=1
sa∑
j=1
κ
(a)
j −1∑
m=0
(−1)m
m!
(
ξ
[a]
j,m
)
x
⊗ δ(m)(y− xa)l(a)j (y),(31)
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expressed in terms of derivatives of Dirac linear functionals and adapted left root polynomials l(a)j (x) of W(x), and for
vectors of generalized functions
(
ξ
[a]
j,m
)
x
∈ ((C[x]) ′)p . Discrete Hankel masses appear when these terms are supported by
the diagonal with
vx,x :=
q∑
a=1
sa∑
j=1
κ
(a)
j −1∑
m=0
(−1)mδ(m)(x− xa)
ξ
[a]
j,m
m!
l
(a)
j (x),(32)
with ξ[a]j,m ∈ Cp.
Remark 18. Observe that the Hankel masses (32) are particular cases of (31) with
vx,y :=
q∑
a=1
sa∑
j=1
κ
(a)
j −1∑
m=0
(−1)m
ξ
[a]
j,m
m!
m∑
k=0
(
m
k
)
δ(m−k)(x− xa)⊗ δ(k)(y− xa)l(a)j (y),
so that, with the particular choice in (31)
(
ξ
[a]
j,k
)
x
=
κ
(a)
j −1−k∑
n=0
(−1)n
ξ
[a]
j,k+n
n!
δ(n)(x− xa),
we get the diagonal case.
Remark 19. For the sesquilinear forms we have
〈P(x),Q(y)〉uˇ =
〈
P(x),Q(y)(W(y))−>
〉
u
+
q∑
a=1
sa∑
j=1
κ
(a)
j −1∑
m=0
〈
P(x),
(
ξ
[a]
j,m
)
x
〉 1
m!
(
l
(a)
j (y)
(
Q(y)
)>)(m)
xa
.
Observe that the distribution vx,y is associated with the eigenvalues and left root vectors of the perturbing
polynomial W(x). Needless to say that, when W(x) has a singular leading coefficient, this spectral part could
even disappear, for example if W(x) is unimodular; i.e., with constant determinant, not depending on x. Notice
that, in general, we have Np >
∑q
a=1
∑sa
i=1 κ
(a)
j and we can not ensure the equality, up to for the nonsingular
leading coefficient case.
Definition 29. Given a set of generalized functions (ξ[a]i,m)x, we introduce the matrices〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
:=
[〈
Pˇ
[1]
n (x),
(
ξ
[a]
i,0
)
x
〉
,
〈
Pˇ
[1]
n (x),
(
ξ
[a]
i,1
)
x
〉
, . . . ,
〈
Pˇ
[1]
n (x),
(
ξ
[a]
i,κ(a)i −1
)
x
〉]
∈ Cp×κ(a)i ,〈
Pˇ
[1]
n (x), (ξ[a])x
〉
:=
[〈
Pˇ
[1]
n (x),
(
ξ
[a]
1
)
x
〉
,
〈
Pˇ
[1]
n (x),
(
ξ
[a]
2
)
x
〉
, . . . ,
〈
Pˇ
[1]
n (x),
(
ξ
[a]
sa
)
x
〉]
∈ Cp×αa ,〈
Pˇ
[1]
n (x), (ξ)x
〉
:=
[〈
Pˇ
[1]
n (x),
(
ξ[1]
)
x
〉
,
〈
Pˇ
[1]
n (x),
(
ξ[2]
)
x
〉
, . . . ,
〈
Pˇ
[1]
n (x),
(
ξ
[q]
sa
)
x
〉]
∈ Cp×Np.
Definition 30. The exchange matrix is
η
(a)
i =

0 0 . . . 0 1
0 0 . . . 1 0
... . .
. ...
0 1 . . . 0 0
1 0 . . . 0 0
 ∈ Cκ
(a)
i ×κ(a)i .
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Definition 31. The left Jordan chain matrix is given by
L
(a)
i :=

l
(a)
i,0 l
(a)
i,1 l
(a)
i,2 . . . l
(a)
i,κ(a)i −1
01×p l
(a)
i,0 l
(a)
i,1 . . . l
(a)
i,κ(a)i −2
01×p 01×p l
(a)
i,0 . . . l
(a)
i,κ(a)i −3
...
. . . . . . . . .
...
01×p 01×p l
(a)
i,0

∈ Cκ(a)i ×pκ(a)i .
For z 6= xa, we also introduce the p× p matrices
Cˇ
(a)
n;i (z) :=
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i L
(a)
i

Ip
(z−xa)
κ
(a)
i
...
Ip
z−xa
 ,(33)
where i = 1, . . . , sa.
Remark 20. Assume that the mass matrix is as in (32). Then, in terms of
X
(a)
i :=

ξ
[a]
i,κ(a)i −1
ξ
[a]
i,κ(a)i −2
ξ
[a]
i,κ(a)i −3
. . . ξ[a]i,0
0p×1 ξ
[a]
i,κ(a)i −1
ξ
[a]
i,κ(a)i −2
. . . ξ[a]i,1
0p×1 0p×1 ξ
[a]
i,κ(a)i −1
. . . ξ[a]i,2
...
. . . . . . . . .
...
0p×1 0p×1 ξ
[a]
i,κ(a)i −1

∈ Cpκ(a)i ×κ(a)i ,(34)
we can write 〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i = J
(i)
Pˇ
[1]
n
(xa)X
(a)
i .(35)
Consequently,
Cˇ
(a)
n;i (z) := J
(i)
Pˇ
[1]
n
(xa)X
(a)
i L
(a)
i

Ip
(z−xa)
κ
(a)
i
...
Ip
z−xa
 .
Observe that X(a)i L
(a)
i ∈ Cpκ
(a)
i ×pκ(a)i is a block upper triangular matrix, with blocks in Cp×p.
Proposition 32. Fo z 6∈ suppy(uˇ) = suppy(u) ∪ σ(W(y)), the following expression
Cˇ
[1]
n (z) =
〈
Pˇ
[1]
n (x),
Ip
z− y
〉
uW−1
+
q∑
a=0
sa∑
i=1
Cˇ
(a)
n;i (z)
holds.
Proof. From Proposition 28 we have
Cˇ
[1]
n (z) =
〈
Pˇ
[1]
n (x),
Ip
z− y
〉
uˇ
=
〈
Pˇ
[1]
n (x),
Ip
z− y
〉
uW−1
+
q∑
a=0
sa∑
i=1
κ
(a)
i −1∑
m=0
〈
Pˇ
[1]
n (x),
(
ξ
[a]
j,m
)
x
〉( 1
m!
l
(a)
i (x)
z− x
)(m)
xa
.
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Now, taking into account that(
1
m!
l
(a)
i (x)
z− x
)(m)
x=xa
=
m∑
k=0
(
l
(a)
i (x)
(m− k)!
)(m−k)
xa
1
(z− xa)k+1
,
we deduce the result. 
Lemma 4. Let r(a)j (x) be right root polynomials of the monic matrix polynomialW(x) given in (2), then
L
(a)
i

Ip
(x− xa)
κ
(a)
i
...
Ip
x− xa
W(x)r(a)j (x) =

1
(x− xa)
κ
(a)
i
...
1
x− xa
 l(a)i (x)W(x)r(a)j (x) + (x− xa)κ
(a)
j T(x), T(x) ∈ Cκ(a)j [x].
Proof. Notice that we can write
L
(a)
i

Ip
(x− xa)
κ
(a)
i
...
Ip
x− xa
W(x)r(a)j (x) =

l
(a)
i,0 l
(a)
i,1 l
(a)
i,2 · · · l(a)i,κ(a)i −1
01×p l
(a)
i,0 l
(a)
i,1 · · · l(a)i,κ(a)i −2
01×p 01×p l
(a)
i,0 l
(a)
i,κ(a)i −3
...
. . . . . . . . .
...
01×p 01×p l
(a)
i,0


Ip
(x− xa)
κ
(a)
i
...
Ip
x− xa
W(x)r(a)j (x)
=

l
(a)
i (x)
(x− xa)
κ
(a)
i
l
(a)
i (x)
(x− xa)
κ
(a)
i −1
− l
(a)
i,κ(a)i −1
...
l
(a)
i (x)
x− xa
− l
(a)
i,1 − · · ·− l(a)i,κ(a)i −1(x− xa)
κ
(a)
i −2

W(x)r
(a)
j (x).
Now, (5) yields the result. 
Lemma 5. The function Cˇ(a)n;i (x)W(x)r
(b)
j (x) ∈ Cp[x] satisfies
Cˇ
(a)
n;i (x)W(x)r
(b)
j (x) =

〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i

(x− xa)
κ
(a)
max(i,j)−κ
(a)
i
...
(x− xa)
κ
(a)
max(i,j)−1
w(a)i,j (x) + (x− xa)κ(a)j T (a,a)(x), if a = b,
(x− xb)
κ
(b)
j T (a,b)(x), if a 6= b,
(36)
where the Cp-valued function T (a,b)(x) is analytic at x = xb and, in particular, T (a,a)(x) ∈ Cp[x] .
Proof. First, for the function Cˇ(a)n;i (x)W(x)r
(b)
j (x) ∈ Cp[x], with a 6= b, and recalling (5), we have
Cˇ
(a)
n;i (x)W(x)r
(b)
j (x) =
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i L
(a)
i

Ip
(x− xa)
κ
(a)
i
...
Ip
x− xa
W(x)r(b)j (x)
= (x− xb)
κ
(b)
j T (a,b)(x),
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where the Cp-valued function T (a,b)(x) is analytic at x = xb. Secondly, from (33) and Lemma 4 we deduce that
Cˇ
(a)
n;i (x)W(x)r
(a)
j (x) =
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i L
(a)
i

Ip
(x− xa)
κ
(a)
i
...
Ip
x− xa
W(x)r(a)j (x)
=
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i

Ip
(x− xa)
κ
(a)
i
...
Ip
x− xa
 l(a)i (x)W(x)r(a)j (x)
+ (x− xa)
κ
(a)
j
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i T
(a,a)(x),
for some T (a,a)(x) ∈ Cp[x]. Therefore, from Proposition 11 we get
Cˇ
(a)
n;i (x)W(x)r
(a)
j (x) =
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i

(x− xa)
κ
(a)
max(i,j)−κ
(a)
i
...
(x− xa)
κ
(a)
max(i,j)−1

×
(
w
(a)
i,j;0 +w
(a)
i,j;1(x− xa) + · · ·+w(a)i,j;κ(a)min(i,j)+N−2
(x− xa)
κ
(a)
min(i,j)+N−2
)
.
+ (x− xa)
κ
(a)
j
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i T
(a,a)(x),
and the result follows. 
We evaluate now the spectral jets of the second kind functions Cˇ[1](z) á la Cauchy, thus we must take limits of
derivatives precisely in points of the spectrum of W(x), which do not lay in the region of definition but on the
border of it. Notice that these operations are not available for the second kind functions á la Gram.
Lemma 6. Form = 0, . . . ,κ(a)j − 1, the following relations hold(
Cˇ
[1]
n (z)W(z)r
(a)
j (z)
)(m)
xa
=
sa∑
i=1
(
Cˇ
(a)
n;i (z)W(z)r
(a)
j (z)
)(m)
xa
.(37)
Proof. For z 6∈ suppy(u) ∪ σ(W(y)), a consequence of Proposition 32 is that(
Cˇ
[1]
n (z)W(z)r
(a)
j (z)
)(m)
xa
=
(〈
Pˇ
[1]
n (x),
Ip
z− y
〉
uW−1
W(z)r
(a)
j (z)
)(m)
xa
+
q∑
b=0
sb∑
i=1
(
Cˇ
(b)
n;i (z)W(z)r
(a)
j (z)
)(m)
xa
.
But, as σ(W(y)) ∩ suppy(u) = ∅, the derivatives of the Cauchy kernel 1/(z− y) are analytic functions at z = xa.
Therefore,(〈
Pˇ
[1]
n (x),
Ip
z− y
〉
uW−1
W(z)r
(a)
j (z)
)(m)
xa
=
〈
Pˇ
[1]
n (x),
(
W(z)r
(a)
j (z)
z− y
)(m)
xa
〉
uW−1
=
〈
Pˇ
[1]
n (x),
m∑
k=0
(
m
k
)(
W(z)r
(a)
j (z)
)(k)
xa
(−1)m−k(m− k)!
(xa − y)m−k+1
〉
uW−1
= 0p×1,
form = 1, . . . ,κ(a)j −1, where in the last equation we have used (5). Equation (36) shows that Cˇ
(b)
n;i (x)W(x)r
(a)
j (x)
for b 6= a has a zero at z = xa of order κ(a)j and, consequently,(
Cˇ
(b)
n;i (x)W(x)r
(a)
j (x)
)(m)
xa
= 0, b 6= a,
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form = 0, . . . ,κ(a)j − 1. 
Definition 32. Given the functions w(a)i,j;k introduced in Proposition 11, let us introduce the matrix W
(a)
j,i ∈ Cκ
(a)
j ×κ(a)i
W
(a)
j,i :=

η
(a)
j
 0κ(a)j ×(κ(a)i −κ(a)j )
w
(a)
i,j;0 w
(a)
i,j;1 · · · w(a)i,j;κ(a)j −1
0p w
(a)
i,j:0 · · · w(a)i,j;κ(a)j −2
...
. . .
...
0p 0p w
(a)
i,j:0
 , i > j,
η
(a)
j

w
(a)
i,j;κ(a)j −κ
(i)
i
w
(a)
i,j;κ(a)j −κ
(i)
i +1
· · · w(a)
i,j,κ(a)j −1
...
...
w
(a)
i,j;0 w
(a)
i,j;1 · · · w(a)i,j;κ(a)i −1
0p w
(a)
i,j;0
...
...
. . .
0p 0p w
(a)
i,j;0

, i 6 j.
and the matrix W(a)j ∈ Cκ
(a)
j ×αa given by
W
(a)
j :=
[
W
(a)
j,1 , . . . ,W
(a)
j,sa
]
.
We also consider the matrices W(a) ∈ Cαa×αa and W ∈ CNp×Np
W(a) :=

W
(a)
1
...
W
(a)
sa
 , W := diag(W(1), . . . ,W(q)).(38)
Proposition 33. The following relations among the spectral jets, introduced in Definition 8, of the perturbed polynomials
and second kind functions
J
(j)
Cˇ
[1]
n W
(xa) =
sa∑
i=1
J
(j)
Cˇn;iW
(xa), JCˇ[1]n W(xa) =
sa∑
i=1
JCˇn;iW(xa),(39)
J
(j)
Cˇn;iW
(xa) =
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
W
(a)
i,j , JCˇn;iW(xa) =
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
W
(a)
i ,(40)
J
Cˇ
[1]
n W
(xa) =
〈
Pˇ
[1]
n (x), (ξ[a])x
〉
W(a), J
Cˇ
[1]
n W
=
〈
Pˇ
[1]
n (x), (ξ)x
〉
W,(41)
are satisfied.
Proof. Equation (39) is a direct consequence of (37). According to (36) form = 0, . . . ,κ(a)j − 1, we have
(
Cˇ
(a)
n;i (x)W(x)r
(a)
j (x)
)(m)
x=xa
=
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
η
(a)
i

(
(x− xa)
κ
(a)
max(i,j)−κ
(a)
i w
(a)
i,j (x)
)(m)
xa
...(
(x− xa)
κ
(a)
max(i,j)−1w
(a)
i,j (x)
)(m)
xa
 ,
and collecting all these equations in a matrix form we get (40). Finally, we notice that from (39) and (40) we
deduce
J
(j)
Cˇ
[1]
n W
(xa) =
sa∑
i=1
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
W
(a)
i,j , JCˇ[1]n W(xa) =
sa∑
i=1
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
W
(a)
i .
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Now, using (38) we can write the second equation as
J
Cˇ
[1]
n W
(xa) =
sa∑
i=1
〈
Pˇ
[1]
n (x), (ξ
[a]
i )x
〉
W
(a)
i
=
〈
Pˇ
[1]
n (x), (ξ[a])x
〉
W(a).
A similar argument leads to the second relation in (41). 
Definition 33. For the Hankel masses, we also consider the matrices T(a)i ∈ Cpκ
(a)
i ×αa , T(a) ∈ Cpαa×αa and T ∈
CNp2×Np given by
T
(a)
i := X
(a)
i η
(a)
i W
(a)
i , T
(a) :=

T
(a)
1
...
T
(a)
sa
 , T := diag(T(1), . . . ,T(q)).
Remark 21. For masses as in (32), relations (40) and (41) reduce to
J
(j)
Cˇn;iW
(xa) = J
(i)
Pˇ
[1]
n
(xa)X
(a)
i η
(a)
i W
(a)
i,j , JCˇn;iW(xa) = J
(i)
Pˇ
[1]
n
(xa)T
(a)
i ,
J
Cˇ
[1]
n W
(xa) = JPˇ[1]n
(xa)T
(a), J
Cˇ
[1]
n W
= J
Pˇ
[1]
n
T.
2.4. Spectral Christoffel–Geronimus formulas. We assume a mass term as in (31).
2.4.1. Discussion for n > N.
Remark 22. First, we perform a preliminary comment. Later on, see Corollary 1, with the aid of a nonspectral approach,
we will see that ∣∣∣∣∣∣∣∣∣
J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
∣∣∣∣∣∣∣∣∣ 6= 0, n > N.
Proposition 34. If n > N, the matrix coefficients of the connection matrix satisfy
[
ωn,n−N, . . . ,ωn,n−1
]
= −
(
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W
)

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

−1
.
Proof. From the connection formula (26), for n > N
Cˇ
[1]
n (x)W(x) =
n−1∑
k=n−N
ωn,kC
[1]
k (x) + C
[1]
n (x),
and we conclude that
J
Cˇ
[1]
n W
=
[
ωn,n−N, . . . ,ωn,n−1
] 
J
C
[1]
n−N
...
J
C
[1]
n−1
+ JC[1]n .
Similarly, using the equation (23), we get
〈
Pˇ
[1]
n (x), (ξ)x
〉
W =
[
ωn,n−N, . . . ,ωn,n−1
]

〈
P
[1]
n−N(x), (ξ)x
〉
W
...〈
P
[1]
n−1(x), (ξ)x
〉
W
+ 〈P[1]n (x), (ξ)x〉W.(42)
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Now, from (41) we deduce
[
ωn,n−N, . . . ,ωn,n−1
] 
J
C
[1]
n−N
...
J
C
[1]
n−1
+ JC[1]n = [ωn,n−N, . . . ,ωn,n−1]

〈
P
[1]
n−N(x), (ξ)x
〉
W
...〈
P
[1]
n−1(x), (ξ)x
〉
W
+ 〈P[1]n (x), (ξ)x〉W,
that is to say
[
ωn,n−N, . . . ,ωn,n−1
]

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
 = −(JC[1]n − 〈P[1]n (x), (ξ)x〉W).
Hence, using Remark 22 we get the result. 
Remark 23. In the next results, the jets of the Christoffel–Darboux kernels are considered with respect to the first variable
x, and we treat the y-variable as a parameter.
Theorem 2 (Spectral Christoffel–Geronimus formulas). When n > N, for monic Geronimus perturbations, with
masses as described in (31), we have the following last quasideterminantal expressions for the perturbed biorthogonal matrix
polynomials and its matrix norms
Pˇ
[1]
n (x) = Θ∗

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W P
[1]
n−N(x)
...
...
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W P
[1]
n (x)
 ,
Hˇn = Θ∗

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W Hn−N
J
C
[1]
n−N+1
−
〈
P
[1]
n−N+1(x), (ξ)x
〉
W 0p
...
...
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W 0p
 ,
(
Pˇ
[2]
n (y)
)>
= −Θ∗

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W Hn−N
J
C
[1]
n−N+1
−
〈
P
[1]
n−N+1(x), (ξ)x
〉
W 0p
...
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W 0p
W(y)
(
J
K
(pc)
n−1
(y) − 〈Kn−1(x,y), (ξ)x〉W
)
+ JV(y) 0p

.
Proof. First, we consider the expressions for Pˇ[1]n (x) and Hˇn. Using relation (23) we have
Pˇ
[1]
n (x) = P
[1]
n (x) +
[
ωn,n−N, . . . ,ωn,n−1
] 
P
[1]
n−N(x)
...
P
[1]
n−1(x)
 ,
from Proposition 34 we obtain
Pˇ
[1]
n (x) = P
[1]
n (x) −
(
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W
)

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

−1 
P
[1]
n−N(x)
...
P
[1]
n−1(x)
 ,
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and the result follows. To get the transformation for the H’s we proceed as follows. From (22) we deduce
Hˇn = ωn,n−NHn−N.(43)
But, according to Proposition 34, we have
ωn,n−N = −
(
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W
)

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

−1 
Ip
0p
...
0p
 .
Hence,
Hˇn = −
(
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W
)

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

−1 
Hn−N
0p
...
0p
 .
We now prove the result for
(
Pˇ
[2]
n (y)
)>
. On one hand, according to Definition 14 we rewrite (30) as
n−1∑
k=0
(
Pˇ
[2]
k (y)
)>
Hˇ−1k Cˇ
[1]
k (x)W(x) = W(y)K
(pc)
n−1 (x,y)
−
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]

C
[1]
n−N(x)
...
C
[1]
n−1(x)
+ V(x,y).
Therefore, the corresponding spectral jets do satisfy
n−1∑
k=0
(
Pˇ
[2]
k (y)
)>
Hˇ−1k JCˇ[1]k W
= W(y)J
K
(pc)
n−1
(y)
−
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]

J
C
[1]
n−N
...
J
C
[1]
n−1
+ JV(y),
and, recalling (41), we conclude that
(44)
n−1∑
k=0
(
Pˇ
[2]
k (y)
)>
Hˇ−1k
〈
Pˇ
[1]
k (x), (ξ)x
〉
W =W(y)J
K
(pc)
n−1
(y)
−
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]

J
C
[1]
n−N
...
J
C
[1]
n−1
+ JV(y).
On the other hand, from (29) we realize that
n−1∑
k=0
(
Pˇ
[2]
k (y)
)>
Hˇ−1k
〈
P
[1]
k (x), (ξ)x
〉
W
=W(y) 〈Kn−1(x,y), (ξ)x〉W−
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]

〈
P
[1]
n−N(x), (ξ)x
〉
W
...〈
P
[1]
n−1(x), (ξ)x
〉
W
 ,
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which can be subtracted to (44) to get
W(y)
(
J
K
(pc)
n−1
(y) − 〈Kn−1(x,y), (ξ)x〉W
)
+ JV(y)
=
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]

J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
 .
Hence, we obtain the formula
(45)
[(
Pˇ
[2]
n (y)
)>
Hˇ−1n , . . . ,
(
Pˇ
[2]
n+N−1(y)
)>
Hˇ−1n+N−1
]
Ω[n]
=
(
W(y)
(
J
K
(pc)
n−1
(y) − 〈Kn−1(x,y), (ξ)x〉W
)
+ JV(y)
)
J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

−1
.
Now, for n > N, from Definition 27 and the fact thatωn,n−N = Hˇn
(
Hn−N
)−1, we get
(
Pˇ
[2]
n (y)
)>
=
(
W(y)
(
J
K
(pc)
n−1
(y) − 〈Kn−1(x,y), (ξ)x〉W
)
+ JV(y)
)
J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

−1 
Hn−N
0p
...
0p
 ,
and the result follows. 
Remark 24 (Spectral Christoffel–Geronimus formulas with discrete masses supported by the diagonal). When
n > N, for monic Geronimus perturbations, with masses as described in (32), we have the following last quasideterminantal
expressions for the perturbed biorthogonal matrix polynomials and its matrix norms
Pˇ
[1]
n (x) = Θ∗

J
C
[1]
n−N
− J
P
[1]
n−N
T P
[1]
n−N(x)
...
...
J
C
[1]
n
− J
P
[1]
n
T P
[1]
n (x)
 ,
Hˇn = Θ∗

J
C
[1]
n−N
− J
P
[1]
n−N
T Hn−N
J
C
[1]
n−N+1
− J
P
[1]
n−N+1
T 0p
...
...
J
C
[1]
n
− J
P
[1]
n
T 0p
 ,
(
Pˇ
[2]
n (y)
)>
= −Θ∗

J
C
[1]
n−N
− J
P
[1]
n−N
T Hn−N
J
C
[1]
n−N+1
− J
P
[1]
n−N+1
T 0p
...
...
J
C
[1]
n−1
− J
P
[1]
n−1
T 0p
W(y)
(
J
K
(pc)
n−1
(y) − JKn−1(y)T
)
+ JV(y) 0p

.
2.4.2. Discussion for n < N. Later on, in the context of nonspectral methods, we will derive Corollary 2, which
is applicable in our monic polynomial perturbation scenario. Thus, we know that
 JC[1]0 −
〈
P
[1]
0 (x),(ξ)x
〉
W
...
J
C
[1]
n
−
〈
P
[1]
n (x),(ξ)x
〉
W
 is full
rank.
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Proposition 35. The truncationsω[N], Hˇ[N], and (Sˇ2)[N] yield the Gauss–Borel factorization
(
ω[N]
)−1
Hˇ[N]
(
(Sˇ2)[N]
)−>
= −

J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
...
J
C
[1]
N−1
−
〈
P
[1]
N−1(x), (ξ)x
〉
W
R,
where R is given in (6).
Proof. From (26) we deduce(
Cˇ[1](z)
)
[N]
W(z) −
(
Hˇ
(
Sˇ2
)−>)
[N]
B(χ(x))[N] = ω[N]
(
C[1](z)
)
[N]
,
so that 
J
Cˇ
[1]
0 W
...
J
Cˇ
[1]
N−1W
− (Hˇ(Sˇ2)−>)[N]BQ = ω[N]

J
C
[1]
0
...
J
C
[1]
N−1
 .
Recalling (41) we deduce 
〈
Pˇ
[1]
0 (x), (ξ)x
〉
W
...〈
Pˇ
[1]
N−1(x), (ξ)x
〉
W
− (Hˇ(Sˇ2)−>)[N]BQ = ω[N]

J
C
[1]
0
...
J
C
[1]
N−1
 .
Therefore, using (23), we conclude
−
(
Hˇ
(
Sˇ2
)−>)
[N]
= ω[N]

J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
...
J
C
[1]
N−1
−
〈
P
[1]
N−1(x), (ξ)x
〉
W
(BQ)−1,(46)
and the result is proven. 
From Proposition 35 and the corresponding explicit quasideterminantal expressions for its solution we get
Lemma 7. For n ∈ {0, 1, . . . ,N− 1} and 0 6 k < n,
Hˇn = −Θ∗

(
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
)
Rn
...(
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
)
Rn
 ,
ωn,k = Θ∗

(
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
)
Rn
...(
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W
)
Rn
ek
 ,
(
(Sˇ2)
>)
n,k = Θ∗

(
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
)
Rn+1
...(
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
)
Rn+1
(ek)
>
 .
Here we have used the matrices ek =
[
0p, . . . , 0p, Ip, 0p, . . . , 0p)
]> ∈ C(n+1)p×p with all its p× p blocks being the zero
matrix 0p, but for the k-th block which is the identity matrix Ip.
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Theorem 3 (Spectral Christoffel–Geronimus formulas). For n < N and monic Geronimus perturbations, with masses
as described in (31), we have the following last quasideterminant expressions for the perturbed biorthogonal matrix polyno-
mials
Pˇ
[1]
n (x) = Θ∗

(
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
)
Rn P
[1]
0 (x)
...
...(
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W
)
Rn P
[1]
n (x)
 ,(47)
(
Pˇ
[2]
n (y)
)>
= Θ∗

(
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
)
Rn+1
...(
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
)
Rn+1
(χ(y))>[n+1]
 .(48)
Proof. For n < N , (23) and (9) imply
Pˇ
[1]
n (x) = P
[1]
n (x) +
[
ωn,0, . . . ,ωn,n−1
] 
P
[1]
0 (x)
...
P
[1]
n−1(x)
 ,
(
Pˇ
[2]
n (y)
)>
= Ipy
n +
[
Ip, . . . , Ipyn−1
] 
(
(Sˇ2)
>)
0,n
...(
(Sˇ2)
>)
n−1,n
 .
Then, Lemma 7 gives the stated result. 
Remark 25 (Spectral Christoffel–Geronimus formulas). For masses as described in (32), we have
Pˇ
[1]
n (x) = Θ∗

(
J
C
[1]
0
− J
P
[1]
0
T
)
Rn P
[1]
0 (x)
...
...(
J
C
[1]
n
− J
P
[1]
n
T
)
Rn P
[1]
n (x)
 ,
(
Pˇ
[2]
n (y)
)>
= Θ∗

(
J
C
[1]
0
− J
P
[1]
0
T
)
Rn+1
...(
J
C
[1]
n−1
− J
P
[1]
n−1
T
)
Rn+1
(χ(y))>[n+1]
 .
2.5. Nonspectral Christoffel–Geronimus formulas. We now present an alternative orthogonality relations ap-
proach for the derivation of Christoffel type formulas, that avoids the use of the second kind functions and of
the spectral structure of the perturbing polynomial. A key feature of these results is that they hold even for
perturbing matrix polynomials with singular leading coefficient.
Definition 34. For a given perturbed matrix of generalized kernels uˇx,y = ux,y
(
W(y)
)−1
+ vx,y, with vx,yW(y) = 0p,
we define a semi-infinite block matrix
R :=
〈
P[1](x),χ(y)
〉
uˇ
=
〈
P[1](x),χ(y)
〉
uW−1
+
〈
P[1](x),χ(y)
〉
v
.
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Remark 26. Its blocks are Rn,l =
〈
P
[1]
n (x), Ipyl
〉
uˇ
∈ Cp×p. Observe that for a Geronimus perturbation of a Borel
measure dµ(x,y), with general masses as in (31) we have
Rn,l =
∫
P
[1]
n (x)dµ(x,y)(W(y))−1yl +
q∑
a=1
sa∑
i=1
κ
(a)
j −1∑
m=0
1
m!
〈P[1]n (x),
(
ξ
[a]
i,m
)
x
〉(l(a)j (y)yl)(m)xa ,
that, when the masses are discrete and supported by the diagonal y = x, reduces to
Rn,l =
∫
P
[1]
n (x)dµ(x,y)(W(y))−1yl +
q∑
a=1
sa∑
i=1
κ
(a)
j −1∑
m=0
1
m!
(
P
[1]
n (x)x
lξ
[a]
i,ml
(a)
j (x)
)(m)
xa
.
Proposition 36. The following relations hold true
R = S1Gˇ,(49)
ωR = Hˇ
(
Sˇ2
)−>,(50)
RW(Λ>) = H
(
S2
)−>.(51)
Proof. (49) follows from Definition 34. Indeed,
R =
〈
P[1](x),χ(y)
〉
uˇ
= S1 〈χ(x),χ(y)〉uˇ .
To deduce (50) we recall (18), (49), and the Gauss factorization of the perturbed matrix of moments
ωR =
(
Sˇ1(S1)
−1)(S1Gˇ)
= Sˇ1Gˇ
= Sˇ1
(
(Sˇ1)
−1Hˇ(Sˇ2)
−>
)
Finally, to get (51), we use (19) together with (50), which implies ω = ωRW(Λ>)
(
S2)
>H−1, and as the resolvent
is unitriangular with a unique inverse matrix [32], we obtain the result. 
From (50) it immediately follows that
Proposition 37. The matrix R fulfills
(ωR)n,l =
{
0p, l ∈ {0, . . . ,n− 1},
Hˇn, n = l.
Proposition 38. The matrix
[
R0,0 ... R0,n−1
...
...
Rn−1,0 ... Rn−1,n−1
]
is nonsingular.
Proof. From (49) we conclude for the corresponding truncations that R[n] = (S1)[n]Gˇ[n] is nonsingular, as we are
assuming, to ensure the orthogonality, that Gˇ[n] is nonsingular for all n ∈ {1, 2, . . . }. 
Definition 35. Let us introduce the polynomials rKn,l(z) ∈ Cp×p[z], l ∈ {0, . . . ,n− 1}, given by
rKn,l(z) : =
〈
W(z)Kn−1(x, z), Ipyl
〉
uˇ
− Ipz
l
=
〈
W(z)Kn−1(x, z), Ipyl
〉
uW−1
+
〈
W(z)Kn−1(x, z), Ipyl
〉
v
− Ipz
l.
Proposition 39. For l ∈ {0, 1, . . . ,n− 1} andm = min(n,N) we have
rKn,l(z) =
[
(Pˇ
[2]
n (z))
>(Hˇn)−1, . . . , (Pˇ
[2]
n−1+N(z))
>(Hˇn−1+N)−1
]
Ω[n]
Rn−m,l...
Rn−1,l
 .
Proof. It follows from (29), Definition 34, and (16). 
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Definition 36. For n > N, given the matrixRn−N,0 . . . Rn−N,n−1... ...
Rn−1,0 . . . Rn−1,n−1
 ∈ CNp×np,
we construct a submatrix of it by selecting Np columns among all the np columns. For that aim, we use indexes
(i,a) labeling the columns, where i runs through {0, . . . ,n − 1} and indicates the block, and a ∈ {1, . . . ,p} denotes
the corresponding column in that block; i.e., (i,a) is an index selecting the a-th column of the i-block. Given a set
of N different couples I = {(ir,ar)}Nr=1, with a lexicographic ordering, we define the corresponding square submatrix
Rn :=
[
c(i1,a1), . . . , c(iNp,aNp)
]
. Here c(ir,ar) denotes the ar-th column of the matrixRn−N,ir...
Rn−1,ir
 .
The set of indexes I is said poised if Rn is nonsingular. We also use the notation where rn :=
[
c˜(i1,a1), . . . , c˜(iNp,aNp)
]
.
Here c˜(ir,ar) denotes the ar-th column of the matrix Rn,ir . Given a poised set of indexes we define (r
K
n(y))
 as the matrix
built up by taking from the matrices rKn,ir(y) the columns ar.
Lemma 8. For n > N, there exists at least a poised set.
Proof. For n > N, we consider the rectangular block matrixRn−N,0 . . . Rn−N,n−1... ...
Rn−1,0 . . . Rn−1,n−1
 ∈ CNp×np.
As the truncation R[n] is nonsingular, this matrix is full rank, i.e., all itsNp rows are linearly independent. Thus,
there must be Np independent columns and the desired result follows. 
Lemma 9. Whenever the leading coefficient AN of the perturbing polynomialW(y) is nonsingular, we can decompose any
monomial Ipyl as
Ipy
l = αl(y)(W(y))
> + βl(y),
where αl(y),βl(y) = βl,0 + · · ·+ βl,N−1yN−1 ∈ Cp×p[y], with degαl(y) 6 l−N.
Proposition 40. Let us assume that the matrix polynomial W(y) = ANyN + · · · + A0 has a nonsingular leading
coefficient and n > N. Then, the set {0, 1, . . . ,N− 1} is poised.
Proof. From Proposition 37 we deduce
[
ωn,n−N, . . . ,ωn,n−1
] Rn−N,l...
Rn−1,l
 = −Rn,l,
for l ∈ {0, 1, . . . ,n− 1}. In particular, the resolvent vector [ωn,n−N, . . . ,ωn,n−1] is a solution of the linear system
[
ωn,n−N, . . . ,ωn,n−1
] Rn−N,0 . . . Rn−N,N−1... ...
Rn−1,0 . . . Rn−1,N−1
 = − [Rn,0, . . . ,Rn,N−1] .(52)
We will show now that this is the unique solution to this linear system. Let us proceed by contradiction and
assume that there is another solution, say
[
ω˜n,n−N, . . . , ω˜n,n−1
]
. Consider then the monic matrix polynomial
P˜n(x) = P
[1]
n (x) + ω˜n,n−1P
[1]
n−1(x) + · · ·+ ω˜n,n−NP[1]n−N(x).
Because
[
ω˜n,n−N, . . . , ω˜n,n−1
]
solves (52) we know that
〈P˜n(x), Ipyl〉uˇ = 0p, l ∈ {0, . . . ,N− 1}.
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Lemma 9 implies the following relations for degαl(y) < m,
〈P[1]m (x), Ipyl〉uˇ = 〈P[1]m (x),αl(y)〉uˇW + 〈P[1]m (x),βl(y)〉uˇ
= 〈P[1]m (x),αl(y)〉u + 〈P[1]m (x),βl(y)〉uˇ
= 〈P[1]m (x),βl(y)〉uˇ.
But degαl(y) 6 l−N, so that the previous equation will hold at least for l−N < m; i.e., l < m+N. Consequently,
for l ∈ {0, . . . ,n− 1}, we find
〈P˜n(x), Ipyl〉uˇ = 〈P[1]n (x), Ipyl〉uˇ + ω˜n,n−1〈P[1]n−1(x), Ipyl〉uˇ + · · ·+ ω˜n,n−N〈P[1]n−N(y), Ipyl〉uˇ
= 〈P[1]n (x),βl(y)〉uˇ + ω˜n,n−1〈P[1]n−1(x),βl(y)〉uˇ + · · ·+ ω˜n,n−N〈P[1]n−N(x),βl(y)〉uˇ
=
N−1∑
k=0
(
Rn,k + ω˜n,n−1Rn−1,k + · · ·+ ω˜n,n−NRn−N,k
)
(βl,k)
>
= 0p.
Therefore, from the uniqueness of the biorthogonal families, we deduce P˜n(x) = Pˇ
[1]
n (x), and, recalling (23), there
is a unique solution of (52). Thus, Rn−N,0 . . . Rn−N,n−1... ...
Rn−1,0 . . . Rn−1,n−1

is nonsingular, and I = {0, . . . ,N− 1} is a poised set. 
Proposition 41. For n < N, we can write
[
ωn,0, . . . ,ωn,n−1
]
= −
[
Rn,0, . . . ,Rn,n−1
]  R0,0 . . . R0,n−1... ...
Rn−1,0 . . . Rn−1,n−1

−1
.
For n > N, given poised set, which always exists, we have[
ωn,n−N, . . . ,ωn,n−1
]
= −rn(R

n)
−1.
Proof. It follows from Proposition 37. 
Theorem 4 (Non-spectral Christoffel–Geronimus formulas). Given a matrix Geronimus transformation the corre-
sponding perturbed polynomials, {Pˇ[1]n (x)}∞n=0 and {Pˇ[2]n (y)}∞n=0, and matrix norms {Hˇn}∞n=0 can be expressed as follows.
For n > N,
Pˇ
[1]
n (x) = Θ∗
R

n
P
[1]
n−N(x)
...
P
[1]
n−1(x)
rn P
[1]
n (x)
 , (Pˇ[2]n (y))>AN = −Θ∗

Rn
Hn−N
0p
...
0p
(rKn(y))
 0p
 ,
and two alternative expressions
Hˇn = Θ∗
 Rn
Rn−N,n
...
Rn−1,n
rn Rn,n
 = Θ∗

Rn
Hn−N
0p
...
0p
rn 0p

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For n < N, we have Hˇn = Θ∗
(
R[n+1]
)
and
Pˇ
[1]
n (x) = Θ∗

R0,0 . . . R0,n−1 P
[1]
0 (x)
...
...
...
Rn,0 . . . Rn,n−1 P
[1]
n (x)
 , (Pˇ[2]n (y))> = Θ∗

R0,0 . . . R0,n−1 R0,n
...
...
...
Rn−1,0 . . . Rn−1,n−1 Rn−1,n
Ip . . . Ipyn−1 Ipyn
 .
Proof. Form = min(n,N), from the connection formula (20) we have
Pˇ
[1]
n (x) = [ωn,n−m, . . . ,ωn,n−1]

P
[1]
n−m(x)
...
P
[1]
n−1(x)
+ P[1]n (x),
and from Proposition 37 we deduce
Hˇn = [ωn,n−m, . . . ,ωn,n−1]
Rn−m,n...
Rn−1,n
+ Rn,n,
and use (43). Then, recalling Proposition 41 we obtain the desired formulas for Pˇ[1]n (x) and Hˇn.
For n > N, we have
rKn,l(y) =
[
(Pˇ
[2]
n (y))
>(Hˇn)−1, . . . , (Pˇ
[2]
n−1+N(y))
>(Hˇn−1+N)−1
]
Ω[n]
Rn−N,l...
Rn−1,l
 ,
so that
(rKn(y))
(Rn)
−1 =
[
(Pˇ
[2]
n (y))
>(Hˇn)−1, . . . , (Pˇ
[2]
n−1+N(y))
>(Hˇn−1+N)−1
]
Ω[n].
In particular, recalling (22), we deduce that
(Pˇ
[2]
n (y))
>AN = (rKn(y))
(Rn)
−1

Hn−N
0p
...
0p
 .
For n < N, we can write (50) as R
(
Sˇ2
)>
= ω−1Hˇ, which implies
(
(S2)
>)
0,n
...(
(S2)
>)
n−1,n
 = −(R[n])−1
 R0,n...
Rn−1,n
 ,
giving in turn
(
P
[2]
n (y)
)>
= yn +
[
Ip, . . . , Ipyn−1
] 
(
(S2)
>)
0,n
...(
(S2)
>)
n−1,n

= yn −
[
Ip, . . . , Ipyn−1
] (
R[n]
)−1  R0,n...
Rn−1,n
 .

Observe that the Gauss–Borel factorization R[n] =
(
ω[n]
)−1
Hˇ[n]
(
(Sˇ2)[n]
)−>, gives the formulas in the previous
theorem, for n < N.
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2.6. Spectral versus nonspectral.
Definition 37. We introduce the truncation given by taking only the first N columns of a given semi-infinite matrix
R(N) :=
R0,0 R0,1 . . . R0,N−1R1,0 R0,1 . . . R1,N−1
...
...
...
 .
Then, we can connect the spectral methods and the nonspectral techniques as follows
Proposition 42. The following relation takes place
JC[1] −
〈
P[1](x), (ξ)x
〉
W = −R(N)BQ.
Proof. From (26) we deduce that
Cˇ[1](x)W(x) − Hˇ
(
Sˇ2
)−>  B(χ(x))[N]0p
...
 = ωC[1](x).
Taking the corresponding root spectral jets, we obtain
JCˇ[1]W − Hˇ
(
Sˇ2
)−>  BQ0p
...
 = ωJC[1] ,
that, together with (41), gives
ω
(
JC[1] −
〈
P[1](x), (ξ)x
〉
W
)
= −Hˇ
(
Sˇ2
)−>  BQ0p
...
 .
Now, relation (50) implies
ω
(
JC[1] −
〈
P[1](x), (ξ)x
〉
W+ R(N)BQ
)
= 0.
But, given that ω is a lower unitriangular matrix, and therefore with an inverse, see [32], the unique solution to
ωX = 0, where X is a semi-infinite matrix, is X = 0. 
We now discuss an important fact, which ensures that the spectral Christoffel–Geronimus formulas presented
in previous sections make sense
Corollary 1. If the leading coefficient AN is nonsingular and n > N, then
J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

is nonsingular.
Proof. From Proposition 42 one deduces the following formula
J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
 = −
Rn−N,0 . . . Rn−N,N−1... ...
Rn−1,0 . . . Rn−1,N−1
BQ.(53)
Now, Proposition 40 and Lemma 2 lead to the result. 
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We stress at this point that (53) connects the spectral and the nonspectral methods. Moreover, when we border
with a further block row we obtain
J
C
[1]
n−N
−
〈
P
[1]
n−N(x), (ξ)x
〉
W
...
J
C
[1]
n
−
〈
P
[1]
n (x), (ξ)x
〉
W
 = −
Rn−N,0 . . . Rn−N,N−1... ...
Rn,0 . . . Rn,N−1
BQ.
Corollary 2. If the leading coefficient AN is nonsingular and n < N, then
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W
Rn
is nonsingular, and 
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
W
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
W

is full rank.
Proof. From Proposition 42 we know that when the leading coefficient AN is nonsingular the following relation
holds (
JC[1] −
〈
P
[1]
n−1(x), (ξ)x
〉
W
)
R = −R(N),
where R = (Y, JY, . . . , JN−1Y) is a Jordan triple (X, Y, J) of the perturbing polynomial W(x). Thus, for n < N we
have in terms of the truncation Rn = (Y, JY, . . . , Jn−1Y) , which as we have proved is a full rank matrix,
J
C
[1]
0
−
〈
P
[1]
0 (x), (ξ)x
〉
...
J
C
[1]
n−1
−
〈
P
[1]
n−1(x), (ξ)x
〉
Rn = −
R0,0 . . . R0,n−1... ...
Rn,0 . . . Rn,n−1
 .
Thus, as
∣∣∣∣∣∣∣
R0,0 . . . R0,n−1
...
...
Rn,0 . . . Rn,n−1
∣∣∣∣∣∣∣ 6= 0, we deduce the result. 
2.7. Applications.
2.7.1. Unimodular Christoffel perturbations and nonspectral techniques. The spectral methods apply to those Geron-
imus transformations with a perturbing polynomialW(y) having a nonsingular leading coefficientAN. This was
also the case for the techniques developed in [12] for matrix Christoffel transformations, where the perturbing
polynomial had a nonsingular leading coefficient. However, we have shown that despite we can extend the use of
the spectral techniques to the study of matrix Geronimus transformations, we also have a nonspectral approach
applicable even for singular leading coefficients. For example, some cases that have appeared several times in
the literature –see [48]– are unimodular perturbations and, consequently, with W(y) having a singular leading
coefficient. In this case, we have that (W(y))−1 is a matrix polynomial, and we can consider the Geronimus
transformation associated with the matrix polynomial (W(y))−1 –as the spectrum is empty σ(W(y)) = ∅, no
masses appear– as a Christoffel transformation with perturbing matrix polynomial W(y) of the original matrix
of generalized kernels
uˇx,y = ux,y
(
(W(y))−1
)−1
= ux,yW(y).(54)
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We can apply Theorem 4 with
R =
〈
P[1](x),χ(y)
〉
uW
, Rn,l =
〈
P
[1]
n (x), Ipyl
〉
uW
∈ Cp×p.
For example, when the matrix of generalized kernels is a matrix of measures µ, we can write
Rn,l =
∫
P
[1]
n (x)dµ(x,y)W(y)yl.
HereW(x) is a Christoffel perturbation and deg((W(x))−1) gives you the number of original orthogonal polyno-
mials required for the Christoffel type formula. Theorem 4 can be nicely applied to get Pˇ[1]n (x) and Hˇn. However,
it only gives Christoffel–Geronimus formulas for
(
Pˇ
[2]
n (y)
)>
AN and given that AN is singular, we only partially
recover Pˇ[2]n (y). This problem disappears whenever we have symmetric generalized kernels ux,y = (uy,x)>, see
Remark 13, as then P[1]n (x) = P
[2]
n (x) =: Pn(x) and biorthogonality collapses to orthogonality of {Pn(x)}∞n=0. From
(54), we need to require
ux,yW(y) = (W(x))
>(uy,x)>,
that when the initial matrix of kernels is itself symmetric ux,y = (uy,x)> reads ux,yW(y) = (W(x))>ux,y. Now,
if we are dealing with Hankel matrices of generalized kernels ux,y = ux,x we find ux,x,W(x) = (W(x))>ux,x,
that for the scalar case reads ux,x = u0Ip with u0 a generalized function we needW(x) to be a symmetric matrix
polynomial. For this scenario, if {pn(x)}∞n=0 denotes the set of monic orthogonal polynomials associated with u0,
we have Rn,l =
〈
u0,pn(x)W(x)xl
〉
.
For example, if we take p = 2, with the unimodular perturbation given by
W(x) =
[
(A2)1,1x
2 + (A1)1,1x+ (A0)1,1 (A2)1,2x
2 + (A1)1,2x+ (A0)1,2
(A2)1,2x
2 + (A1)1,2x+ (A0)1,2 (A2)2,2x
2 + (A1)2,2x+ (A0)2,2
]
we have, that the inverse is the following matrix polynomial
(W(x))−1 =
1
detW(x)
[
(A2)2,2x
2 + (A1)2,2x+ (A0)2,2 −(A2)1,2x
2 − (A1)1,2x− (A0)1,2
−(A2)1,2x
2 − (A1)1,2x− (A0)1,2 (A2)1,1x
2 + (A1)1,1x+ (A0)1,1
]
,
where detW(x) is a constant, and the inverse has also degree 2. Therefore, for n ∈ {2, 3, . . . }, we have the
following expressions for the perturbed matrix orthogonal polynomials
Pˇn(x) = Θ∗
〈u0,pn−2(x)xk(A2x2 +A1x+A0)〉 〈u0,pn−2(x)xl(A2x2 +A1x+A0)〉 pn−2(x)Ip〈u0,pn−1(x)xk(A2x2 +A1x)〉 〈u0,pn−1(x)xl(A2x2 +A1x+A0)〉 pn−1(x)Ip〈
u0,pn(x)xkA2x2
〉 〈
u0,pn(x)xl(A2x2 +A1x)
〉
pn(x)Ip
 ,
and the corresponding matrix norms or quasitau matrices are
Hˇn = Θ∗
〈u0,pn−2(x)xk(A2x2 +A1x+A0)〉 〈u0,pn−2(x)xl(A2x2 +A1x+A0)〉 〈u0,pn−2(x)xn(A2x2 +A1x+A0)〉〈u0,pn−1(x)xk(A2x2 +A1x)〉 〈u0,pn−1(x)xl(A2x2 +A1x+A0)〉 〈u0,pn−1(x)xn(A2x2 +A1x+A0)〉〈
u0,pn(x)xkA2x2
〉 〈
u0,pn(x)xl(A2x2 +A1x)
〉 〈
u0,pn(x)xn(A2x2 +A1x+A0)
〉
 .
Here the natural numbers k and l satisfy 0 6 k < l 6 n − 1 and are among those (we know that they do exist)
that fulfil
det
[〈
u0,pn−2(x)xk(A2x2 +A1x+A0)
〉 〈
u0,pn−2(x)xl(A2x2 +A1x+A0)
〉〈
u0,pn−1(x)xk(A2x2 +A1x)
〉 〈
u0,pn−1(x)xl(A2x2 +A1x+A0)
〉] 6= 0.
Observe that the case of size p = 2 unimodular matrix polynomials is particularly simple, because the degree
of the perturbation and its inverse coincide. However, for bigger sizes this is not the case. For a better under-
standing, let us recall that unimodular matrices always factorize in terms of elementary matrix polynomials and
elementary matrices, which are of the following form
i) Elementary matrix polynomials: ei,j(x) = Ip + Ei,jp(x) with i 6= j and Ei,j the matrix with a 1 at the (i, j)
entry and zero elsewhere, and p(x) ∈ C[x].
ii) Elementary matrices:
(a) Ip + (c− 1)Ei,i with c ∈ C.
(b) η(i,j) = Ip − Ei,i − Ej,j + Ei,j + Ej,i: the identity matrix with the i-th and j-th rows interchanged.
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The inverses of these matrices are elementary again
(ei,j(x))
−1 = Ip − p(x)Ei,j,
(Ip + (c− 1)Ei,i)−1 = Ip + (c−1 − 1)Ei,i,
(η(i,j))−1 = η(i,j),
and the inverse of a general unimodular matrix polynomial can be computed immediately once its factorization
in terms of elementary matrices is given. However, the degree of the matrix polynomial and its inverse requires
a separate analysis.
If our perturbation W(x) = Ip + p(x)Ei,j is an elementary matrix polynomial, with degp(x) = N, then we
have that (W(x))−1 = Ip − p(x)Ei,j and degW(x) = deg((W(x))−1) = N. If we assume a departing matrix of
generalized kernels ux,y, for n > N, the first family of perturbed polynomials will be
Pˇ
[1]
n (x) = Θ∗

〈
P
[1]
n−N(x),y
k1(Ip + p(y)Ei,j)
〉
u
. . .
〈
P
[1]
n−N(x),y
kN(Ip + p(y)Ei,j)
〉
u
P
[1]
n−N(x)
...
...
...〈
P
[1]
n (x),yk1(Ip + p(y)Ei,j)
〉
u
. . .
〈
P
[1]
n (x),ykN(Ip + p(y)Ei,j)
〉
u
P
[1]
n (x)
 .
Here, the sequence of different integers {k1, . . . ,kN} ⊂ {1, . . . ,n− 1} is such that
det

〈
P
[1]
n−N(x),y
k1(Ip + p(y)Ei,j)
〉
u
. . .
〈
P
[1]
n−N(x),y
kN(Ip + p(y)Ei,j)
〉
u
...
...〈
P
[1]
n−1(x),y
k1(Ip + p(y)Ei,j)
〉
u
. . .
〈
P
[1]
n−1(x),y
kN(Ip + p(y)Ei,j)
〉
u
 6= 0.
A bit more complex situation appears when we have the product of different elementary matrix polynomials,
for example
W(x) =
(
Ip + p
(1)
i1,j1
(x)Ei1,j1
)(
Ip + p
(2)
i2,j2
(x)Ei2,j2
)
,
which has two possible forms depending on whether j1 6= i2 or j1 = i2
W(x) =
{
Ip + p
(1)
i1,j1
(x)Ei1,j1 + p
(2)
i2,j2
(x)Ei2,j2 , j1 6= i2,
Ip + p
(1)
i1,j1
(x)Ei1,j1 + p
(2)
j2,j2
(x)Ej2,j2 + p
(1)
i1,j1
(x)p
(2)
j1,j2
(x)Ei1,j2 , j1 = i2,
so that
deg(W(x)) =
{
(1 − δi1,i2δj1,j2)max
(
deg(p(1)i1,j1(x)), deg(p
(2)
i2,j2
(x))
)
+ δi1,i2δj1,j2 deg(p
(1)
i1,j1
(x) + p
(2)
i2,j2
), j1 6= i2,
deg(p(1)i1,j1(x)) + deg(p
(1)
j1,j2
(x)), j1 = i2.
For the inverse, we find
(W(x))−1 =
{
Ip − p
(1)
i1,j1
(x)Ei1,j1 − p
(2)
i2,j2
(x)Ei2,j2 , j2 6= i1,
Ip − p
(1)
i1,j1
(x)Ei1,j1 − p
(2)
i2,i1
(x)Ei2,i1 + p
(1)
i1,j1
(x)p
(2)
i2,i1
(x)Ei2,j1 , j2 = i1,
and
deg
(
(W(x))−1
)
=
{
(1 − δi1,i2δj1,j2)max(deg(p
(1)
i1,j1
(x)), deg(p(2)i2,j2(x)) + δi1,i2δj1,j2 deg(p
(1)
i1,j1
(x) + p
(2)
i2,j2
), j2 6= i1,
deg(p(1)i1,j1(x)) + deg(p
(2)
i2,i1
(x)), j2 = i1.
Thus, if either j1 6= i2 and j2 6= i1, or when j1 = i2 and j2 = i1, the degreesW(x) and (W(x))−1 coincide, for j1 = i2
and j2 6= i1 we find degW(x) > deg((W(x))−1) and when j1 6= i2 and j2 = i1 we have degW(x) < deg((W(x))−1).
Consequently, the degrees of unimodular matrix polynomials can be bigger than, equal to or smaller than the
degrees of its inverses.
We will be interested in unimodular perturbations W(x) that factorize in terms of K elementary polynomial
factors {eim,jm(x)}
K
m=1 and L exchange factors {η
(ln,qn)}Ln=1. We will use the following notation for elementary
polynomials and elementary matrices
(i, j)pi,j(x) := Ei,jpi,j(x) [l,q] := ηl,q,
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suited to take products among them, according to the product table
(i1, j1)pi1,j1 (i2, j2)pi2,j2 = δj1,i2(i1, j2)pi1,j1pi2,j2 ,
[l,q](i, j)pi,j = (1 − δl,i)(1 − δq,i)(i, j)pi,j + δl,i(q, j)pi,j + δq,i(l, j)pi,j ,
(i, j)pi,j [l,q] = (1 − δl,j)(1 − δq,j)(i, j)pi,j + δl,jj(i, )pi,j + δq,j(i, l)pi,j .
Bearing this in mind, we denote all the possible permutations of a vector with K entries, having i out of these
equal to 1 and the rest equal to zero, by σKi =
{
σKi,j
}|σKi |
j=1 with σ
K
i,j =
(
(σKi,j)1, . . . , (σ
K
i,j)K
) ∈ (Z2)K where (σKi,j)r ∈
Z2 := {1, 0} and |σKi | =
(
K
i
)
we can rewrite a given unimodular perturbation as a sum. Actually, any unimodular
polynomial that factorizes in terms of K elementary polynomials ei,j(x) and L elementary matrices η(l,q), in a
given order, can be expanded into a sum of 2K terms
W(x) = ei1,j1(x) · · · eir,jr(x)η(l1,q1) · · ·η(lt,qt)eir+1,jr+1(x) · · ·η(lL,qL) · · · eiK,jK(x)
=
K∑
i=0
|σKi |∑
j=1
(i1, j1)
(σKi,j)1
pi1,j1
· · · (ir, jr)(σ
K
i,j)r
pir ,jr
[l1,q1] · · · [lt,qt](ir+1, jr+1)(σ
K
i,j)r+1
pir+1,jr+1
. . . [lL,qL] . . . (iK, jK)
(σKi,j)K
piK ,jK
,
where (i, j)0pi,j = Ip. Notice that although in the factorization of W we have assumed that it starts and ends with
elementary polynomials, the result would still be valid if it started and/or ended with an interchange elementary
matrix η. We notationally simplify these type of expressions by considering the sequences of couples of natural
numbers {i1, j1} {(i2, j2}), . . . , {ik, jk}
}
, where {n,m} stands either for (n,m)pm,n or [m,n], and identifying paths.
We say that two couples of naturals {k, l} and {n,m} are linked if l = n. When we deal with a couple [n,m] the
order is not of the natural numbers is not relevant, for example (k, l) and [l,m] are linked as well as (k, l) and
[m, l] are linked. A path of length l is a subset of I of the form
{
{a1,a2}, {a2,a3}, {a3,a4}, . . . , {al−1,al}, {al,al+1}
}
l
.
The order of the sequence is respected for the construction of each path. Thus, the element (ai,ai+1), as an
element of the sequence I, is previous to the element (ai+1,ai+2) in the sequence. A path is proper if it does
not belong to a longer path. Out of the 2K terms that appear only paths remain. In order to know the degree of
the unimodular polynomial one must check the factors of the proper paths, and look for the maximum degree
involved in those factors . For a better understanding let us work out a couple of significant examples. These
examples deal with non symmetric matrices and, therefore, we have complete Christoffel type expressions for
Pˇ
[1]
n (x) and Hˇn, but also the mentioned penalty for P
[2]
n (x). Firstly, let us consider a polynomial with K = 5, L = 0
and p = 6,
W(x) = e1,2(x)e2,3(x)e3,6(x)e4,3(x)e3,5(x)
in terms of sequences of couples the paths for this unimodular polynomial has the following structure
{∅}i=5,
{∅}i=4,
{(1, 2), (2, 3), (3, 6)}i=3, {(1, 2), (2, 3), (3, 5)}i=3,
{(4, 3), (3, 5)}i=2, {(2, 3), (3, 5)}i=2, {(2, 3), (3, 6)}i=2, {(1, 2)(2, 3)}i=2,
{(1, 2)}i=1, {(2, 3)}i=1, {(3, 6)}i=1, {(4, 3)}i=1, {(3, 5)}i=1,
{I6}i=0,
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where {I6}i=0 indicates that the product not involving couples produces the identity matrix (in general will be a
product of interchanging matrices) and we have underlined the proper paths. Thus
W(x) = e1,2(x)e2,3(x)e3,6(x)e4,3(x)e3,5(x)
= (1, 6)p1,2p2,3p3,6 + (1, 5)p1,2p2,3p3,5 + (4, 5)p4,3p3,5 + (2, 5)p2,3p3,5 + (2, 6)p2,3p3,6 + (1, 3)p1,2p2,3
+ (1, 2)p1,2 + (2, 3)p2,3 + (3, 6)p3,6 + (4, 3)p4,3 + (3, 5)p3,5 + I5
=

1 p1,2(x) p1,2(x)p2,3(x) 0 p1,2(x)p2,3(x)p3,5(x) p1,2(x)p2,3(x)p3,6(x)
0 1 p2,3(x) 0 p2,3(x)p3,5(x) p2,3(x)p3,6(x)
0 0 1 0 p3,5(x) p3,6(x)
0 0 p4,3(x) 1 p4,3(x)p3,5(x) 0
0 0 0 0 1 0
0 0 0 0 0 1
 .
Its inverse is
(W(x))−1 = (e3,5(x))
−1(e4,3(x))
−1(e3,6(x))
−1(x)(e2,3(x))
−1(e1,2(x))
−1,
and the paths are
{∅}i=5,
{∅}i=4,
{∅}i=3,
{(4, 3), (3, 6)}i=2,
{(3, 5)}i=1, {(4, 3)}i=1, {(3, 6)}i=1, {(2, 3)}i=1, {(1, 2)}i=1,
{I6}i=0.
Thus,
(W(x))−1 = (4, 6)p4,3p3,6 + (3, 5)−p3,5 + (4, 3)−p4,3 + (3, 6)−p3,6 + (2, 3)−p2,3 + (1, 2)−p1,2 + I6
=

1 −p1,2(x) 0 0 0 0
0 1 −p2,3(x) 0 0 0
0 0 1 0 −p3,5(x) −p3,6(x)
0 0 −p4,3(x) 1 0 p4,3(x)p3,6(x)
0 0 0 0 1 0
0 0 0 0 0 1
 .
Then, looking at the proper paths, we find
degW(x) = max
(
degp1,2(x) + degp2,3(x) + degp3,6(x), degp1,2(x) + degp2,3(x) + degp3,5(x), degp4,3(x) + degp3,5(x)
)
,
deg((W(x))−1) = max
(
degp1,2(x), degp2,3(x), degp3,6(x) + degp4,3(x), degp3,5(x)
)
.
For example, if we assume that
degp1,2(x) = 2, degp2,3(x) = 1, degp3,6(x) = 2, degp4,3(x) = 1, degp3,5(x) = 3,
we get for the corresponding unimodular matrix polynomial and its inverse
deg(W(x)) = 6, deg
(
(W(x))−1
)
= 3,
so that, for example, the first family of perturbed biorthogonal polynomials, for n > 3 is
Pˇ
[1]
n (x) = Θ∗

〈
P
[1]
n−3(x),y
k1W(y)
〉
u
〈
P
[1]
n−3(x), x
k2W(y)
〉
u
〈
P
[1]
n−3(x),y
k3W(y)
〉
u
P
[1]
n−3(x)〈
P
[1]
n−2(x),y
k1W(y)
〉
u
〈
P
[1]
n−2(x),y
k2W(y)
〉
u
〈
P
[1]
n−2(x),y
k3W(y)
〉
u
P
[1]
n−2(x)〈
P
[1]
n−1(x),y
k1W(y)
〉
u
〈
P
[1]
n−1(x),y
k2W(y)
〉
u
〈
P
[1]
n−1(x),y
k3W(y)
〉
u
P
[1]
n−1(x)〈
P
[1]
n (x),yk1W(y)
〉
u
〈
P
[1]
n (x),yk2W(y)
〉
u
〈
P
[1]
n (x),yk3W(y)
〉
u
P
[1]
n (x)
 .(55)
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Here, the sequence of different integers {k1,k2,k3} ⊂ {1, . . . ,n− 1} is such that
det

〈
P
[1]
n−3(x),y
k1W(y)
〉
u
〈
P
[1]
n−3(x),y
k2W(y)
〉
u
〈
P
[1]
n−3(x),y
k3W(y)
〉
u〈
P
[1]
n−2(x),y
k1W(y)
〉
u
〈
P
[1]
n−2(x),y
k2W(y)
〉
u
〈
P
[1]
n−2(x),y
k3W(y)
〉
u〈
P
[1]
n−1(x),y
k1W(y)
〉
u
〈
P
[1]
n−1(x),y
k2W(y)
〉
u
〈
P
[1]
n−1(x),y
k3W(y)
〉
u
 6= 0.
Let us now work out a polynomial with K = L = 4 and p = 5. The unimodular matrix polynomial we consider
is
W(x) = e2,1(x)η
(1,4)η(5,4)e5,1(x)η
(3,2)e2,3(x)η
(3,1)e1,5(x).
The paths are
{∅}i=4,
{∅}i=3,
{(2, 1), [1, 4], [5, 4], (5, 1), [3, 2], [3, 1]}i=2, {[1, 4], [5, 4], [3, 2], (2, 3), [3, 1], (1, 5)}i=2,
{(2, 1), [1, 4], [5, 4], [3, 2], [3, 1]}i=1, {[1, 4], [5, 4], (5, 1), [3, 2], [3, 1]}i=1, {[1, 4], [5, 4], [3, 2], (2, 3), [3, 1]}i=1, {[1, 4], [5, 4], [3, 2], [3, 1], (1, 5)}i=1,
{[1, 4], [5, 4], [3, 2], [3, 1]}i=0,
so that
W(x) = (2, 3)p2,1p5,1 + (3, 5)p2,3p1,5 + (2, 5)p2,1 + (1, 3)p5,1 + (3, 1)p2,3 + (2, 5)p1,5 + [1, 4][5, 4][3, 2][3, 1](56)
=

0 0 p5,1(x) 0 1
1 0 p2,1(x)p5,1(x) 0 p2,1(x) + p1,5(x)
p2,3(x) 1 0 0 p2,3(x)p1,5(x)
0 0 1 0 0
0 0 0 1 0
 .(57)
The inverse matrix is
(W(x))−1 = (e1,5(x))
−1η(3,1)(e2,3(x))
−1η(3,2)(e5,1(x))
−1η(5,4)η(1,4)(e2,1(x))
−1,
with paths given by
{∅}i=4,
{∅}i=3,
{(1, 5), [3, 1], [3, 2], (5, 1), [5, 4], [1, 4]}i=2, {[3, 1], (2, 3), [3, 2], [5, 4], [1, 4], (2, 1)}i=2,
{[3, 1], [3, 2], [5, 4], [1, 4], (2, 1)}i=1, {[3, 1], [3, 2], (5, 1), [5, 4], [1, 4])}i=1, {[3, 1], (2, 3), [3, 2], [5, 4], [1, 4])}i=1, {(1, 5), [3, 1], [3, 2], [5, 4], [1, 4]}i=1,
{[3, 1], [3, 2], [5, 4], [1, 4]}i=0,
and, consequently,
(W(x))−1 = (1, 4)p1,5p5,1 + (2, 1)p2,3p2,1 + (1, 1)−p2,1 + (5, 4)−p5,1 + (2, 2)−p2,3 + (1, 1)−p1,5 + [3, 1][3, 2][5, 4][1, 4]
=

−p2,1(x) − p1,5(x) 1 0 p1,5(x)p5,1(x) 0
p2,3(x)p2,1(x) −p2,3(x) 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 −p5,1(x) 0
 .
Proper paths, which we have underlined, give the degrees of the polynomials
degW(x) = max
(
degp2,1(x) + degp5,1(x), degp1,5(x) + degp2,3(x)
)
,
deg((W(x))−1) = max
(
degp1,5(x) + degp5,1(x), degp2,3(x) + degp2,1(x)
)
.
For example, if we assume that
degp2,1(x) = 2, degp5,1(x) = 1, degp1,5(x) = 2, degp2,3(x) = 1,
we find degW(x) = deg((W(x))−1) = 3 and formula (55) is applicable forW(x) as given in (56).
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If we seek for symmetric unimodular polynomials of the form
W(x) = V(x)
(
V(x)
)>,
where V(x) is a unimodular matrix polynomial. For example, we put p = 4, and consider
V(x) =

1 p1,2(x)p3,2(x) p1,2(x) 0
0 p3,2(x) 1 0
0 1 0 0
0 0 p4,3(x) 1
 ,
in such a way the perturbing symmetric unimodular matrix polynomial is
W(x) =

1 + (p1,2(x))2(p3,2(x))2 p1,2(x)(p3,2(x))2 + p1,2(x) p1,2(x)p3,2(x) p1,2(x)p4,3(x)
p1,2(x)(p3,2(x))
2 + p1,2(x) 1 + (p3,2(x))2 p3,2(x) p4,3(x)
p1,2(x)p3,2(x) p3,2(x) 1 0
p1,2(x)p4,3(x) p4,3(x) 0 1 + (p4,3(x))2
 .
Let us assume that
degp1,2(x) = 3, degp3,2(x) = 1, degp4,3(x) = 1,
then
degW(x) = 8, deg
(
(W(x))−1
)
= 4.
Now, we take a scalar matrix of linear functionals u = u0Ip, with u0 ∈
(
R[x]
) ′ positive definite, and assume that
the polynomials p1,2(x),p2,3(x),p3,4(x) ∈ R[x]. Then, we obtain matrix orthogonal polynomials {Pn(x)}∞n=0 for the
matrix of linear functionalsW(x)u0, which in terms of the sequence of scalar orthogonal polynomials {pn(x)}∞n=0
of the linear functional u0 are, for n > 4
Pn(x) = Θ∗

〈
u0,pn−4(x)xk1W(x)
〉 〈
u0,pn−4(x)xk2W(x)
〉 〈
u0,pn−4(x)xk3W(x)
〉 〈
u0,pn−4(x)xk4W(x)
〉
pn−4(x)Ip〈
u0,pn−3(x)xk1W(x)
〉 〈
u0,pn−3(x)xk2W(x)
〉 〈
u0,pn−3(x)xk3W(x)
〉 〈
u0,pn−3(x)xk4W(x)
〉
pn−3(x)Ip〈
u0,pn−2(x)xk1W(x)
〉 〈
u0,pn−2(x)xk2W(x)
〉 〈
u0,pn−2(x)xk3W(x)
〉 〈
u0,pn−2(x)xk4W(x)
〉
pn−2(x)Ip〈
u0,pn−1(x)xk1W(x)
〉 〈
u0,pn−1(x)xk2W(x)
〉 〈
u0,pn−1(x)xk3W(x)
〉 〈
u0,pn−1(x)xk4W(x)
〉
pn−1(x)Ip〈
u0,pn(x)xk1W(x)
〉 〈
u0,pn(x)xk2W(x)
〉 〈
u0,pn(x)xk3W(x)
〉 〈
u0,pn(x)xk4W(x)
〉
pn(x)Ip
 .
The set {k1,k2,k3,k4} ⊂ {1, . . . ,n− 1} is such that
det

〈
u0,pn−4(x)xk1W(x)
〉 〈
u0,pn−4(x)xk2W(x)
〉 〈
u0,pn−4(x)xk3W(x)
〉 〈
u0,pn−4(x)xk4W(x)
〉〈
u0,pn−3(x)xk1W(x)
〉 〈
u0,pn−3(x)xk2W(x)
〉 〈
u0,pn−3(x)xk3W(x)
〉 〈
u0,pn−3(x)xk4W(x)
〉〈
u0,pn−2(x)xk1W(x)
〉 〈
u0,pn−2(x)xk2W(x)
〉 〈
u0,pn−2(x)xk3W(x)
〉 〈
u0,pn−2(x)xk4W(x)
〉〈
u0,pn−1(x)xk1W(x)
〉 〈
u0,pn−1(x)xk2W(x)
〉 〈
u0,pn−1(x)xk3W(x)
〉 〈
u0,pn−1(x)xk4W(x)
〉
 6= 0.
2.7.2. Degree one matrix Geronimus transformations. We consider a degree one perturbing polynomial of the form
W(x) = xIp −A,
and assume, for the sake of simplicity, that all ξ are taken zero, i.e., there are no masses. Observe that in this
case a Jordan pair (X, J) is such that A = XJX−1, and Lemma 1 implies that the root spectral jet of a polynomial
P(x) =
∑
k Pkx
k ∈ Cp×p[x] is JP = P(A)X, where we understand a right evaluation, i.e., P(A) :=
∑
k PkA
k. An
similar argument, for σ(A) ∩ suppy(u) = ∅, yields
J
C
[1]
n
=
〈
P[1](x), (A− Ipy)−1X
〉
u
,
expressed in terms of the resolvent (A− Ipy)−1 of A. Formally, it can be written
J
C
[1]
n
= C
[1]
n (A)X,
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where we again understand a right evaluation in the Taylor series of the Cauchy transform. Moreover, we also
need the root spectral jet of the mixed Christoffel–Darboux kernel
J
K
(pc)
n−1
(y) =
n−1∑
k=0
(
P
[2]
k (y)
)>(
Hk
)−1
C
[1]
k (A)X
=: K
(pc)
n−1 (A,y)X,
that for a Hankel generalized kernel ux,y, using the Christoffel–Darboux formula for mixed kernels, reads
J
K
(pc)
n−1
(y) =
((
P
[2]
n−1(y)
)>(
Hn−1
)−1
C
[1]
n (A) −
(
P
[2]
n (y)
)>(
Hn−1
)−1
C
[1]
n−1(A) + Ip
)
(A− Ipy)
−1X.
We also have V(x,y) = Ip so that JV = X.
Thus, for n > 1 we have
Pˇ
[1]
n (x) = Θ∗
[
C
[1]
n−1(A)X P
[1]
n−1(x)
C
[1]
n (A)X P
[1]
n (x)
]
= P
[1]
n (x) − C
[1]
n (A)
(
C
[1]
n−1(A)
)−1
P
[1]
n−1(x),
Hˇn = Θ∗
[
C
[1]
n−1(A)X Hn−1
C
[1]
n (A)X 0p
]
= −C
[1]
n (A)
(
C
[1]
n−1(A)
)−1
Hn−1,(
Pˇ
[2]
n (y)
)>
= Θ∗
[
C
[1]
n−1(A)X Hn−1
(Ipy−A)
(
K
(pc)
n−1 (A,y) + Ip
)
X 0p
]
=
(
(Ipy−A)K
(pc)
n−1 (A,y) + Ip
)(
C
[1]
n−1(A)
)−1
Hn−1.
For a Hankel matrix of bivariate generalized functionals, i.e., with a Hankel Gram matrix so that the Christoffel–
Darboux formula holds, we have(
Pˇ
[2]
n (y)
)>
= −(Ipy−A)
((
P
[2]
n−1(y)
)>(
Hn−1
)−1
C
[1]
n (A) −
(
P
[2]
n (y)
)>(
Hn−1
)−1
C
[1]
n−1(A)
)
(Ipy−A)
−1Hn−1.
3. MATRIX GERONIMUS–UVAROV TRANSFORMATIONS
In 1969, Uvarov in §1 of [126] considered for the first time a massless Geronimus–Uvarov transformation for
scalar orthogonal polynomials –called linear spectral transformations in [128]– finding (as Uvarov called them)
general Christoffel formulas for these transformations. The results in §1 of [126] are a detailed version of the
results presented in [125] in 1959 in Russian. See [128, 53] for more details. We now consider a transformation
generated by two matrix polynomials WC(x),WG(x) ∈ Cp×p[x], that we call Christoffel and Geronimus poly-
nomials, respectively. This can be understood as a composition of a Geronimus transformation as treated in the
previous section and a Christoffel transformation as discussed in [12].
Definition 38. Given two matrix polynomials WC(x),WG(y) of degrees NC,NG, and a matrix of generalized kernels
ux,y ∈ (O ′c)p×p such that σ(WG(y))) ∩ suppy(u) = ∅, a matrix Geronimus–Uvarov transformation uˆx,y of ux,y is a
matrix of generalized kernels such that
uˆx,yWG(y) =WC(x)ux,y.(58)
Proposition 43. The perturbed Gram matrix Gˆ := 〈χ(x),χ(y)〉uˆ and the original one G satisfy
GˆWG(Λ
>) =WC(Λ)G.
The sequilinear forms are related by〈
P(x),Q(y)
(
WG(y)
)>〉
uˆ
= 〈P(x)WC(x),Q(y)〉u .
TRANSFORMATION THEORY FOR MATRIX BIORTHOGONAL POLYNOMIALS ON THE REAL LINE 55
As we did for the Geronimus transformation, we assume that the perturbed moment matrix admits a Gauss–
Borel factorization Gˆ = Sˆ−11 Hˆ(Sˆ2)
−>, where Sˆ1, Sˆ2 are lower unitriangular block matrices and Hˆ is a diagonal
block matrix
Sˆi =

Ip 0p 0p . . .
(Sˆi)1,0 Ip 0p · · ·
(Sˆi)2,0 (Sˆi)2,1 Ip
. . .
. . . . . .
 , i = 1, 2, Hˆ = diag(Hˆ0, Hˆ1, Hˆ2, . . . ).
Consequently, the Geronimus–Uvarov transformation provides a new family of matrix biorthogonal polynomials
Pˆ[1](x) = Sˆ1χ(x), Pˆ[2](y) = Sˆ2χ(y),
with respect to the perturbed sesquilinear form 〈·, ·〉uˆ.
3.1. The resolvent and connection formulas for the matrix Geronimus–Uvarov transformation.
Definition 39. The resolvent matrix is given by
ω := Sˆ1WC(Λ)(S1)
−1.(59)
Proposition 44. i) The resolvent matrix can be also expressed as
ω = Hˆ
(
Sˆ2
)−>
WG(Λ
>)
(
S2
)>
H−1.(60)
ii) The resolvent matrix is a block banded matrix —with only the first NG block subdiagonals the main diagonal and
the NC block superdiagonals possibly not zero, i.e.,
ω =

ω0,0 ω0,1 . . . . . . ω0,NC−1 Ip 0p . . .
ω1,0 ω1,1 . . . . . . ω1,NC−1 ω1,NC Ip
. . .
...
...
. . . . . .
ωNG,0 ωNG,1 ωNG,NC+NG−1 Ip 0p
0p ωNG+1,1 ωNG+1,NG+NC−1 ωNG+1,NG+NC Ip
. . .
...
. . . . . . . . . . . . . . .

.
iii) The following connection formulas are satisfied
Pˆ[1](x)WC(x) = ωP
[1](x),(61) (
Pˆ[2](y)
)>
Hˆ−1ω =WG(y)
(
P[2](y)
)>
H−1.(62)
iv) For the last resolvent subdiagonal we have
ωNG+k,k = HˆNG+kAG,NG(Hk)
−1,(63)
where AG,NG is the leading coefficient of the perturbing matrix polynomialWG(x).
Proof. i) Proposition 43 and the Gauss–Borel factorizations of the Gram matrices G and Gˆ lead to
WC(Λ)
(
S1
)−1
H
(
S2
)−>
=
(
Sˆ1
)−1
Hˆ
(
Sˆ2
)−>
WG(Λ
>),
so that
Sˆ1WC(Λ)
(
S1
)−1
H = Hˆ
(
Sˆ2
)−>
WG(Λ
>)
(
S2
)>,
and the result follows. Propositions 18 and 21 ensure all the mentioned steps.2
2 A detailed version is
WC(Λ)
((
S1
)−1
H
(
S2
)−>)
=
((
Sˆ1
)−1
Hˆ
(
Sˆ2
)−>)
WG(Λ
>) P21⇒
(
WC(Λ)
(
S1
)−1)
H
(
S2
)−>
=
(
Sˆ1
)−1(
Hˆ
(
Sˆ2
)−>
WG(Λ
>)
)
⇒ Sˆ1
((
WC(Λ)
(
S1
)−1)
H
(
S2
)−>)
= Sˆ1
((
Sˆ1
)−1(
Hˆ
(
Sˆ2
)−>
WG(Λ
>)
))
P18⇒
(
Sˆ1
(
WC(Λ)
(
S1
)−1)
H
(
S2
)−>
=
(
Hˆ
(
Sˆ2
)−>
WG(Λ
>)
)
⇒
((
Sˆ1
(
WC(Λ)
(
S1
)−1)
H
(
S2
)−>)
(S2)
> =
(
Hˆ
(
Sˆ2
)−>
WG(Λ
>)
)
(S2)
> P18⇒
(
Sˆ1
(
WC(Λ)
(
S1
)−1)
H =
(
Hˆ
(
Sˆ2
)−>
WG(Λ
>)
)
(S2)
>.
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ii) From its definition, the resolvent matrix is a lower generalized Hessenberg block matrix, withNC nonzero
superdiagonals. However, from (60) we deduce that it is an upper generalized block Hessenberg matrix
with NG nonzero subdiagonals. As a conclusion, we get the band structure. Propositions 18 and 21
ensure all the mentioned steps.
iii) From the resolvent’s definition we deduce (61), and (60) gives (62).
iv) Direct observation from (60).

Proposition 45. The matrix Geronimus–Uvarov transformation of the second kind functions satisfy
Cˆ[1](x)WG(x) −

(
Hˆ
(
Sˆ2
)−>)
[NG]
BG(χ(x))[NG]
0p
...
 = ωC[1](x),(64)
(
Cˆ[2](x)
)>
Hˆ−1ω =WC(x)
(
C[2](x)
)>
H−1 −
[
(χ(x))>[NC](BC)
>(S1)−1[NC], 0p, . . .] .(65)
Proof. We proceed with the proof of (64)
Cˆ[1](z)WG(z) −ωC
[1](z) =
〈
P[1](x),
Ip
z− y
〉
uˆ
WG(z) −
〈
Pˆ[1](x)WC(x),
Ip
z− y
〉
u
=
〈
P[1](x),
WG(z) −WG(y)
z− y
〉
uˆ
and the results follows as in he Geronimus case.
For (65) we have(
Cˆ[2](z)
)>
Hˆ−1ω−WC(z)
(
C[2](z)
)>
H−1 =
〈
Ip
z− x
, Pˆ[2](y)
〉
uˆ
Hˆ−1ω−WC(z)
〈
Ip
z− x
,P[2](y)
〉
u
=
〈
Ip
z− x
,
(
Hˆ−1ω
)>
Pˆ[2](y)
〉
uˆ
−
〈
WC(z)
z− x
,P[2](y)
〉
u
=
〈
Ip
z− x
,H−>P[2](y)(WG(y))>
〉
uˆ
−
〈
WC(z)
z− x
,P[2](y)
〉
u
= −
〈
WC(x) −WC(z)
x− z
,P[2](y)
〉
u
.
Again we using the ideas of the proof for the Geronimus case the result follows. 
Remark 27. We can understand the matrix Geronimus–Uvarov transformation as a composition of a Geronimus trans-
formation and a Christoffel transformation, in this order. Indeed, we can write it in terms of the corresponding matrices of
generalized kernels ux,y 7→ uˇx,y 7→ uˆx,y where
uˇx,yWG(y) = ux,y, uˆx,y =WC(x)uˇx,y.
At the level of the Gram matrices we will have
GˇWG(Λ
>) = G, Gˆ =WC(Λ)Gˇ.
In this paper, the Geronimus–Uvarov transformation can be performed in two steps, i.e., Gˇ has a Gauss–Borel factorization.3
This leads to the following relations(
Sˇ1
)−1
Hˇ
(
Sˇ2
)−>
WG(Λ
>) =
(
S1
)−1
H
(
S2
)−>, (Sˆ1)−1Hˆ(Sˆ2)−> =WC(Λ)(Sˇ1)−1Hˇ(Sˇ2)−>,
and to the associated Geronimus and Christoffel resolvent matrices
ωG := Sˇ1
(
S1)
−1 = Hˇ
(
Sˇ2
)−>
WG(Λ
>)S2H−1,
ωC := Sˆ1WC(Λ)
(
Sˇ1
)−1
= Hˆ
(
Sˆ2
)−>(
Sˇ2
)>
Hˇ−1.
By P18 or P21 we indicated that is due to the corresponding Propositions.
3Recall that G and Gˆ do have such factorization by assumption.
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The Geronimus resolvent matrixωG is a lower unitriangular block semi-infinite matrix with only the firstNG subdiagonals
non-zero, and ωC is an upper triangular block semi-infinite matrix with only the NC first superdiagonals non-zero. The
resolventω results from the composition of both transformations, so that it factors asω = ωCωG.
3.2. Matrix Geronimus–Uvarov transformation and Christoffel–Darboux kernels.
Definition 40. We introduce the resolvent wings matrices
ΩG[n] :=


ωn,n−NG . . . . . . ωn,n−1
0p
. . .
...
...
. . . . . .
...
0p . . . 0p ωn+NG−1,n−1
 ∈ CNGp×NGp, n > NG,

ωn,0 . . . . . . ωn,n−1
...
...
ωNG,0 ωNG,n−1
0p
. . .
...
. . . . . .
...
0p . . . 0p ωn+NG−1,n−1

∈ CNGp×np, n < NG,
ΩC[n] :=


Ip 0p . . . 0p 0p
ωn−NC+1,n Ip
. . . 0p 0p
...
. . . . . .
...
...
. . . Ip 0p
ωn−1,n . . . ωn−1,n+NC−2 Ip

∈ CNCp×NCp, n > NC,

ω0,n . . . ω0,NC−1 Ip . . . 0
...
. . .
...
ω
[1]
n−1,n . . . . . . ωn−1,n+NC−2 Ip
 ∈ Cnp×NCp, n < NC.
Theorem 5 (Matrix Geronimus–Uvarov transformation and connection formulas for the Christoffel–Darboux
kernels). For mG = min(n,NG) and mC = min(n,NC), the perturbed and original Christoffel–Darboux kernels are
connected through
(66) Kˆn−1(x,y)WC(x) =WG(y)Kn−1(x,y)
−
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, · · · , (Pˆ[2]n+NG−1(y))>(Hˆn+NG−1)−1]
[
0mCp×mGp −Ω
C[n]
ΩG[n] 0NGp×NCp
]
P
[1]
n−mG
(x)
...
P
[1]
n+NC−1
(x)
 .
For n > NG, the mixed Christoffel–Darboux kernels satisfy
(67) Kˆ(pc)n−1 (x,y)WG(x) =WG(y)K
(pc)
n−1 (x,y) + VG(x,y)
−
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, · · · , (Pˆ[2]n+NG−1(y))>(Hˆn+NG−1)−1]
[
0mCp×NGp −Ω
C[n]
ΩG[n] 0NGp×NCp
]
C
[1]
n−NG
(x)
...
C
[1]
n+NC−1
(x)
 .
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Proof. For the first connection formulas (66) we consider the pairing
Kn−1(x,y) :=
[(
Pˆ
[2]
0 (y)
)>
(Hˆ0)
−1, · · · , (Pˆ[2]n−1(y))>(Hˆn−1)−1]ω[n]

P
[1]
0 (x)
...
P
[1]
n−1(x)
 ,
and compute it in two different ways. From (61) we get that
ω[n]

P
[1]
0 (x)
...
P
[1]
n−1(x)
 =

Pˆ
[1]
0 (x)
...
Pˆ
[1]
n−1(x)
WC(x) − Ω˜C[n]

P
[1]
n (x)
...
P
[1]
n+NC−1
(x)
 ,
where we have used the notation
Ω˜C[n] :=

[
0(n−Nc)p×Ncp
ΩC[n]
]
, n > NC,
ΩC[n], n < NC.
Therefore, formC = min(NC,n), we can write
Kn−1(x,y) = Kˆn−1(x,y)WC(x) −
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n−1(y)
)>
(Hˆn−1)
−1
]
ΩC[n]

P
[1]
n (x)
...
P
[1]
n+NC−1
(x)
 .
FormG = min(n,NG), relation (62) yields
Kn−1(x,y) =WG(y)Kn−1(x,y) −
[(
Pˆ
[2]
n (y)
)>
(Hˆn)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
]
ΩG[n]

P
[1]
n−mG
(x)
...
P
[1]
n−1(x)
 .
Hence, we obtain
WG(y)Kn−1(x,y) −
[(
Pˆ
[2]
n (y)
)>
(Hˆn)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
]
ΩG[n]

P
[1]
n−mG
(x)
...
P
[1]
n−1(x)

= Kˆn−1(x,y)WC(x) −
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n−1(y)
)>
(Hˆn−1)
−1
]
ΩC[n]

P
[1]
n (x)
...
P
[1]
n+NC−1
(x)
 ,
and (66) follows.
Next, we consider the pairing
K
(pc)
n−1 (x,y) :=
[(
Pˆ
[2]
0 (y)
)>
(Hˆ0)
−1, . . . ,
(
Pˆ
[2]
n−1(y)
)>
(Hˆn−1)
−1
]
ω[n]

C
[1]
0 (x)
...
C
[1]
n−1(x)
 ,
which, we calculate in two different ways. First, using (64) we get
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K
(pc)
n−1 (x,y) =
[(
Pˆ
[2]
0 (y)
)>
(Hˆ0)
−1, . . . ,
(
Pˆ
[2]
n−1(y)
)>
(Hˆn−1)
−1
]

Cˆ
[1]
0 (x)WG(x)
...
Cˆ
[1]
n−1(x)WG(x)
− (Hˆ(Sˆ2)−>)[n,NG]BG(χ(x))[NG]

= Kˆ
(pc)
n−1 (x,y)WG(x) −
(
(χ(y))[n]
)> ((
Sˆ2
)>
Hˆ−1
)
[n]
(
Hˆ
(
Sˆ2
)−>)
[n,NG]
BG(χ(x))[NG]
−
[(
Pˆ
[2]
0 (y)
)>
(Hˆ0)
−1, . . . ,
(
Pˆ
[2]
n−1(y)
)>
(Hˆn−1)
−1
]
Ω˜C[n]

C
[1]
n (x)
...
C
[1]
n+NC−1
(x)
 ,
where, again,
(
Hˆ
(
Sˆ2
)−>)
[n,NG]
denotes the truncation to the n first block rows and first NG block columns of
Hˆ
(
Sˆ2
)−>. This simplifies, for n > NG, to
K
(pc)
n−1 (x,y) = Kˆ
(pc)
n−1 (x,y)WG(x) −
(
(χ(y))[NG]
)>
BG(χ(x))[NG]
−
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n−1(y)
)>
(Hˆn−1)
−1
]
ΩC[n]

C
[1]
n (x)
...
C
[1]
n+NC−1
(x)
 .
Second, from (62)
K
(pc)
n−1 (x,y) =WG(y)K
(pc)
n−1 (x,y) −
[(
Pˆ
[2]
n (y)
)>
(Hˆn)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
]
ΩG[n]

C
[1]
n−mG
(x)
...
C
[1]
n−1(x)
 ,
and, consequently, we obtain
Kˆ
(pc)
n−1 (x,y)WG(x) − VG(x,y) −
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n−1(y)
)>
(Hˆn−1)
−1
]
ΩC[n]

C
[1]
n (x)
...
C
[1]
n+NC−1
(x)

=WG(y)K
(pc)
n−1 (x,y) −
[(
Pˆ
[2]
n (y)
)>
(Hˆn)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
]
ΩG[n]

C
[1]
n−NG
(x)
...
C
[1]
n−1(x)
 .

3.3. On the first family of linearly spectral transformed second kind functions. In the next sections we will
assume that the perturbing polynomials are monic,WG(x) = IpxN +
N−1∑
k=0
AG,kx
k,WC(x) = IpxN +
N−1∑
k=0
AC,kx
k.
The corresponding spectral data, eigenvalues, algebraic multiplicities, partial multiplicities, left and right root
polynomials and Jordan pairs and triples will have a subindex C or G to indicate to which polynomialWC(x) or
WG(x) they are linked to.
Proposition 46. The most general matrix Geronimus–Uvarov transformation is given by
uˆx,y :=WC(x)ux,y(WG(y))
−1 + vx,y, vx,y :=
qG∑
a=1
sG,a∑
j=1
κ
(a)
G,j−1∑
m=0
(−1)m
m!
WC(x)
(
ξ
[a]
j,m
)
x
⊗ δ(m)(y− xG,a)l(a)G,j(y),
(68)
expressed in terms of the spectrum σ(WG(y)) = {xG,a}
qG
a=1, number of Jordan blocks sG,a, partial multiplicities κ
(a)
G,j , and
corresponding adapted left root polynomials l(a)G,j(y) of the matrix polynomialWG(y) and
(
ξ
[a]
j,m
)
x
∈ (Cp[x]) ′.
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Remark 28. Observe that the functional vx,y is associated with the eigenvalues and left root vectors of the perturbing poly-
nomial WG(x). Also notice that we have introduced WC(x) in this term. In general, we have NGp >
∑q
a=1
∑sa
i=1 κ
(a)
j
and we can not ensure the equality, up to for the nonsingular leading coefficient case.
Remark 29. We could also consider diagonal supported masses, with
vx,x =
qG∑
a=1
sG,a∑
j=1
κ
(a)
G,j−1∑
m=0
(−1)m
m!
WC(x)ξ
[a]
j,mδ
(m)(x− xG,a)l
(a)
G,j(x),(69)
For these sesquilinear forms we have
〈P(x),Q(y)〉uˆ =
〈
P(x)WC(x),Q(y)(WG(y))−>
〉
u
+
qG∑
a=1
sG,a∑
j=1
κ
(a)
G,j−1∑
m=0
〈
P(x)WC(x),
(
ξ
[a]
j,m
)
x
〉 1
m!
(
l
(a)
G,j(y)
(
Q(y)
)>)(m)
xG,a
.
Definition 41. For z 6= xG,a, we introduce the p× p matrices
Cˆ
(a)
n;i (z) :=
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
G,iL
(a)
G,i

Ip
(z−xG,a)
κ
(a)
i
...
Ip
z−xG,a
 ,(70)
where i = 1, . . . , sG,a.
Proposition 47. For Hankel masses as in (69) we have〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
= J
(i)
Pˆ
[1]
n WC
(xG,a)X
(a)
i η
(a)
G,i ,
〈
P
[1]
n (x),
(
ξ
[a])
i
)
x
〉
= J
(i)
P
[1]
n
(xG,a)X
(a)
i η
(a)
G,i .
Proposition 48. For z 6∈ suppy(uˆ) = suppy(u) ∪ σ(WG(y)), the following expression
Cˆ
[1]
n (z) =
〈
Pˆ
[1]
n (x),
Ip
z− y
〉
WCuW
−1
G
+
qG∑
a=0
sG,a∑
i=1
Cˆ
(a)
n;i (z)
holds true.
Proof. From (28) we have
Cˆ
[1]
n (z) =
〈
Pˆ
[1]
n (x),
Ip
z− y
〉
uˆ
=
〈
Pˆ
[1]
n (x),
Ip
z− y
〉
WCuW
−1
G
+
qG∑
a=0
sG,a∑
i=1
κ
(a)
G,i−1∑
m=0
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a]
j,m
)
x
〉 1
m!
(
l
(a)
G,i(x)
(z− x)
)(m)
xG,a
,
and we deduce the result. 
Lemma 10. The function Cˆ(a)n;i (x)WG(x)r
(b)
G,j(x) ∈ Cp[x] satisfies
Cˆ
(a)
n;i (x)WG(x)r
(b)
G,j(x) =

〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
G,i

(x− xG,a)
κ
(a)
G,max(i,j)−κ
(a)
G,i
...
(x− xG,a)
κ
(a)
G,max(i,j)−1
w(a)G,i,j(x) + (x− xG,a)κ(a)G,j T (a,a)(x), a = b,
(x− xG,b)
κ
(b)
G,j T (a,b)(x), a 6= b,
(71)
where the Cp-valued function T (a,b)(x) is analytic at x = xG,b and, in particular, T (a,a)(x) ∈ Cp[x].
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Proof. The function Cˆ(a)n;i (x)WG(x)r
(b)
G,j(x) ∈ Cp[x], with a 6= b, as (5) inform us about, is such that
Cˆ
(a)
n;i (x)WG(x)r
(b)
G,j(x) =
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
i L
(a)
G,i

Ip
(x− xG,a)
κ
(a)
G.i
...
Ip
x− xG,a
WG(x)r(b)G,j(x)
= (x− xG,b)
κ
(b)
G,jT (a,b)(x),
where T (a,b)(x) is Cp-valued analytic function at x = xG,b. (70) and Lemma 4 yield
Cˆ
(a)
n;i (x)WG(x)r
(a)
G,j(x) =
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
G,iL
(a)
i

Ip
(x− xG,a)
κ
(a)
G,i
...
Ip
x− xG,a
WG(x)r(a)G,j(x)
=
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
G,i

1
(x− xG,a)
κ
(a)
G,i
...
1
x− xG,a
 l(a)i (x)WG(x)r(a)G,j(x)
+ (x− xG,a)
κ
(a)
G,j
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
G,iT
(a,a)(x),
for some T (a,a)(x) ∈ Cp[x]. Hence, using Proposition 11 we get
Cˆ
(a)
n;i (x)WG(x)r
(a)
G,j(x) =
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
G,i

(x− xG,a)
κ
(a)
G,max(i,j)−κ
(a)
G,i
...
(x− xG,a)
κ
(a)
G,max(i,j)−1

×
(
w
(a)
G,i,j;0 +w
(a)
G,i,j;1(x− xG,a) + · · ·+w(a)G,i,j;κ(a)
G,min(i,j)+NG−2
(x− xG,a)
κ
(a)
G,min(i,j)+NG−2
)
.
+ (x− xG,a)
κ
(a)
G,j
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
η
(a)
G,iT
(a,a)(x),
and the result follows. 
Lemma 11. The following relations hold
(
Cˆ
[1]
n (z)WG(z)r
(a)
G,j(z)
)(m)
xG,a
=
sG,a∑
i=1
(
Cˆ
(a)
n;i (z)WG(z)r
(a)
G,j(z)
)(m)
xG,a
,(72)
form = 0, . . . ,κ(a)G,j − 1.
Proof. For z 6∈ supp(u) ∪ σ(WG), Proposition 48 leads to
(
Cˆ
[1]
n (z)WG(z)r
(a)
G,j(z)
)(m)
xG,a
=
(〈
Pˆ
[1]
n (x),
Ip
z− y
〉
WCuW
−1
G
WG(z)r
(a)
G,j(z)
)(m)
xG,a
+
qG∑
b=0
sG,b∑
i=1
(
Cˆ
(b)
n;i (z)WG(z)r
(a)
G,j(z)
)(m)
xG,a
.
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Since σ(WG(y)))∩ suppy(u) = ∅, the derivatives of the Cauchy kernel 1/(z−y) are analytic at z = xG,a. Hence,(〈
Pˆ
[1]
n (x),
Ip
z− y
〉
WCuW
−1
G
WG(z)r
(a)
G,j(z)
)(m)
xG,a
=
〈
Pˆ
[1]
n (x),
(
WG(z)r
(a)
G,j(z)
z− y
)(m)
xG,a
〉
WCuW
−1
G
=
〈
Pˆ
[1]
n (x),
m∑
k=0
(
m
k
)(
WG(z)r
(a)
G,j(z)
)(k)
xG,a
(−1)m−k(m− k)!
(xG,a − y)m−k+1
〉
WCuW
−1
G
= 0p×1,
form = 1, . . . ,κ(a)G,j − 1. From (71) we know that Cˆ
(b)
n;i (x)WG(x)r
(a)
G,j(x), b 6= a, has a zero at z = xG,a of order κ(a)G,j ,
so that (
Cˆ
(b)
n;i (x)WG(x)r
(a)
G,j(x)
)(m)
xG,a
= 0, b 6= a,
form = 0, . . . ,κ(a)G,j − 1. 
Proposition 49. The following formulas
J
(j)
G,Cˆ[1]n WG
(xG,a) =
sG,a∑
i=1
J
(j)
Cˆn;iWG
(xG,a), JG,Cˆ[1]n WG(xG,a) =
sG,a∑
i=1
JG,Cˆn;iWG(xG,a),(73)
J
(j)
G,Cˆn;iWG
(xG,a) =
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
W
(a)
G,i,j, JG,Cˆn;iWG(xG,a) =
〈
Pˆ
[1]
n (x)WC(x),
(
ξ
[a])
i
)
x
〉
W
(a)
G,i ,(74)
J
G,Cˆ[1]n WG
(xG,a) =
〈
Pˆ
[1]
n (x)WC(x),
(
ξ[a])
)
x
〉
W
(a)
G , JG,Cˆ[1]n WG =
〈
Pˆ
[1]
n (x)WC(x), (ξ)x
〉
WG,(75)
hold true.
Proof. Formula (73) is deduced from (72). To show (74), let us notice that according to (71), form = 0, . . . ,κ(a)G,j−1,
we know that
(
Cˆ
(a)
n;i (x)WG(x)r
(a)
G,j(x)
)(m)
x=xG,a
=
〈
Pˆ
[1]
n (x)WC(x),
(
ξ[a])
)
x
〉
η
(a)
G,i

(
(x− xG,a)
κ
(a)
G,max(i,j)−κ
(a)
G,iw
(a)
G,i,j(x)
)(m)
xG,a
...(
(x− xG,a)
κ
(a)
G,max(i,j)−1w
(a)
G,i,j(x)
)(m)
xG,a
 .
For (75), from (74) and (73) we get
J
(j)
G,Cˆ[1]n WG
(xG,a) =
sG,a∑
i=1
〈
Pˆ
[1]
n (x)WC(x),
(
ξ[a])
)
x
〉
W
(a)
G,i,j, JG,Cˆ[1]n WG(xG,a) =
sG,a∑
i=1
〈
Pˆ
[1]
n (x)WC(x),
(
ξ[a])
)
x
〉
W
(a)
G,i .

3.4. Spectral Christoffel–Geronimus–Uvarov formulas. We assume that the leading terms of both perturbing
polynomials, AG,NG and AC,NC , are nonsingular.
3.4.1. Discussion for n > NG.
Remark 30. In Corollary 3, with the aid of a mixed spectral/nonspectral approach, we will check that forAG,N nonsingular
we have ∣∣∣∣∣∣∣∣∣∣
J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG
∣∣∣∣∣∣∣∣∣∣
6= 0.
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Proposition 50. For n > NG, the resolvent can be expressed as follows[
ωn,n−NG , . . . ,ωn,n+NC−1
]
=
−
[
J
C,P[1]n+NC
,J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG
]
J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG

−1
.
Proof. The connection formula (64) gives for n > NG
Cˆ
[1]
n (x)WG(x) =
n+NC∑
k=n−NG
ωn,kC
[1]
k (x).
Thus, we deduce that
J
G,Cˆ[1]n WG
=
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

J
G,C[1]n−NG
...
J
G,C[1]n+NC−1
+ JC[1]n+NC .
Now, from (61), we conclude
〈
Pˆ
[1]
n (x)WC(x), (ξ)x
〉
=
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

〈
P
[1]
n−NG
(x), (ξ)x
〉
...〈
P
[1]
n+NC−1
(x), (ξ)x
〉
+ 〈P[1]n+NC(x), (ξ)x〉 .(76)
Recalling (75) we obtain
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

J
G,C[1]n−NC
...
J
G,C[1]n+NC−1
+ JG,C[1]n+NC
=
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...〈
P
[1]
n+NC−1
(x),
(
ξ[a])
)
x
〉
WG
+ 〈P[1]n+NC(x), (ξ)x〉WG.
In other words
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG.
...
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG.
 = −
(
J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG
)
.
From (61) we also get
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

J
C,P[1]n−NG
...
J
C,P[1]n+NC−1
+ JC,P[1]n+NC = 0.(77)
64 C ÁLVAREZ-FERNÁNDEZ, G ARIZNABARRETA, JC GARCÍA-ARDILA, M MAÑAS, AND F MARCELLÁN
Therefore, we conclude that
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG.

= −
[
J
C,P[1]n+NC
, J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG.
]
.

Theorem 6 (Spectral Christoffel–Geronimus–Uvarov formulas). For monic Geronimus–Uvarov perturbations, with
masses as described in (68), when n > NG, we have the following last quasideterminant expressions for the perturbed
biorthogonal matrix polynomials and its matrix norms
Pˆ
[1]
n (x)WC(x) = Θ∗

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG P
[1]
n−NG
(x)
...
...
...
J
C,P[1]n+NC
J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG P
[1]
n+NC
(x)
 ,
Hˆn = Θ∗

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG Hn−NG
J
C,P[1]n−NG+1
J
G,C[1]n−NG+1
−
〈
P
[1]
n−NG+1
(x), (ξ)x
〉
WG 0p
...
...
...
J
C,P[1]n+NC
J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG 0p

,
(
Pˆ
[2]
n (y)
)>
= −Θ∗

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG Hn−NG
J
C,P[1]n−NG+1
J
G,C[1]n−NG+1
−
〈
P
[1]
n−NG+1
(x), (ξ)x
〉
WG 0p
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG 0p
WG(y)JC,Kn−1(y) WG(y)
(
J
G,K(pc)n−1
(y) − 〈Kn−1(x,y), (ξ)x〉WG
)
+ JG,V(y) 0p

.
Proof. Relation (61) gives
Pˆ
[1]
n (x)WC(x) = P
[1]
n+NC
(x) +
[
ωn,n−NG , . . . ,ωn,n+NC−1
] 
P
[1]
n−NG
(x)
...
P
[1]
n+NC−1
(x)
 ,(78)
and, applying Proposition 50, we get
Pˆ
[1]
n (x)WC(x) = P
[1]
n+NC
(x) −
[
J
C,P[1]n+NC
,J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG
]
×

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NG−1
(x), (ξ)x
〉
WG

−1 
P
[1]
n−NG
(x)
...
P
[1]
n+NC−1
(x)
 ,
and the result is proven. From (63) we deduce
Hˆn = ωn,n−NGHn−NG .
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According to Proposition 50 we conclude
ωn,n−NC = −
[
J
C,P[1]n+NC
,J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG
]
×

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NG−1
(x), (ξ)x
〉
WG

−1 
Ip
0p
...
0p
 .
For the second family of biorthogonal matrix polynomials we proceed as follows. First, recalling to Definition 14
we write (67) in the following way
(79)
n−1∑
k=0
(
Pˆ
[2]
k (y)
)>
Hˆ−1k Cˆ
[1]
k (x)WG(x) =WG(y)K
(pc)
n−1 (x,y) + VG(x,y)
−
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
C
[1]
n−NG
(x)
...
C
[1]
n+NC−1
(x)
 .
The corresponding spectral jets fulfill
n−1∑
k=0
(
Pˆ
[2]
k (y)
)>
Hˆ−1k JG,Cˆ[1]k WG
=WG(y)JG,K(pc)n−1
(y) + JG,V(y)
−
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
J
G,C[1]n−NG
...
J
G,C[1]n+NC−1
 .
From (75) we conclude
(80)
n−1∑
k=0
(
Pˆ
[2]
k (y)
)>
Hˆ−1k
〈
Pˆ
[1]
k (x), (ξ)x
〉
WG =WG(y)JG,K(pc)n−1
(y) + JG,V(y)
−
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
J
G,C[1]n−NG
...
J
G,C[1]n+NC−1
 ,
while, from (66), we realize that
n−1∑
k=0
(
Pˆ
[2]
k (y)
)>
Hˆ−1k
〈
Pˆ
[1]
k (x), (ξ)x
〉
WG =WG(y) 〈Kn−1(x,y), (ξ)x〉WG
−
[(
Pˆ
[2]
n−mC(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...〈
P
[1]
n+NC−1(x), (ξ)x
〉
WG
 ,
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which can be subtracted to (80) to get
WG(y)
(
J
G,K(pc)n−1
(y) − 〈Kn−1(x,y), (ξ)x〉WG
)
+ JG,V(y)
=
[(
Pˆ
[2]
n−mC(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
×

J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1(x), (ξ)x
〉
WG
 .
(66) also implies
(81) WG(y)JC,Kn−1(y)
=
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
J
C,P[1]n−NG
...
J
C,P[1]n+NC−1
 .
Hence, we obtain
(82)
[
WG(y)JC,Kn−1(y),WG(y)
(
J
G,K(pc)n−1
(y) − 〈Kn−1(x,y), (ξ)x〉WG
)
+ JG,V(y)
]
×

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG

−1
=
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1 · · · (Pˆ[2]n+NG−1(y))>(Hˆn+NG−1)−1]
[
0mCp×NGp −Ω
C[n]
ΩG[n] 0NGp×NCp
]
.
Now, from Definition 40 and the factωn,n−NG = Hˆn
(
Hn−NG
)−1, we get
(
Pˆ
[2]
n (y)
)>
=
[
WG(y)JC,Kn−1(y),WG(y)
(
J
G,K(pc)n−1
(y) − 〈Kn−1(x,y), (ξ)x〉WG
)
+ JG,V(y)
]
×

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG

−1 
Hn−NG
0p
...
0p
 ,
and the result follows. 
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Remark 31. For a mass term vx,y as in (69) the previous Christoffel–Geronimus–Uvarov formulas read
Pˆ
[1]
n (x)WC(x) = Θ∗

J
C,P[1]n−NG
J
G,C[1]n−NG
− J
G,P[1]n−NG
TG P
[1]
n−NG
(x)
...
...
...
J
C,P[1]n+NC
J
G,C[1]n+NC
− J
G,P[1]n+NC
TG P
[1]
n+NC
(x)
 ,
Hˆn = Θ∗

J
C,P[1]n−NG
J
G,C[1]n−NG
− J
G,P[1]n−NG
TG Hn−NG
J
C,P[1]n−NG+1
J
G,C[1]n−NG+1
− J
G,P[1]n−NG+1
TG 0p
...
...
...
J
C,P[1]n+NC
J
G,C[1]n+NC
− J
G,P[1]n+NC
TG 0p
 ,
(
Pˆ
[2]
n (y)
)>
= −Θ∗

J
C,P[1]n−NG
J
G,C[1]n−NG
− J
G,P[1]n−NG
TG Hn−NG
J
C,P[1]n−NG+1
J
G,C[1]n−NG+1
− J
G,P[1]n−NG+1
TG 0p
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
− J
G,P[1]n+NC−1
TG 0p
WG(y)JC,Kn−1(y) WG(y)
(
J
G,K(pc)n−1
(y) − JG,Kn−1(y)TG
)
+ JG,V(y) 0p

.
3.4.2. Discussion for n < NG.
Proposition 51. We have that
ω
[
JC,P[1] ,JG,C[1] −
〈
P[1](x), (ξ)x
〉
WG
]
= −Hˆ
(
Sˆ2
)−> 0NCp BGQG0NCp 0NGp
...
...
 .
Proof. From (64) we deduce
JG,Cˆ[1]WG − Hˆ
(
Sˆ2
)−>
BGJG,χ = ωJG,C[1] .
Recalling (75) we obtain 〈
Pˆ[1](x)WC(x), (ξ)x
〉
WG − Hˆ
(
Sˆ2
)−>
BGJG,χ = ωJG,C[1] .
Therefore, using (61) we conclude
ω
(
JG,C[1] −
〈
P[1](x), (ξ)x
〉
WG
)
= −Hˆ
(
Sˆ2
)−>
BGJG,χ.(83)
Observe that (61) also implies
ωJC,P[1] = 0.

Given a block matrix A we denote by A[N],[M] the truncation obtained by taking the first N block rows and
the firstM first block columns.
Lemma 12. The following relation
ω[NG],[NC+NG]
[
JC,P[1] ,JG,C[1] −
〈
P[1](x), (ξ)x
〉
WG
]
[NC+NG]
diag(INC ,RG) =
[
0NGp×NCp,−Hˆ[NG]
(
Sˆ2
)−>
[NG]
](84)
holds.
Lemma 13. The matrix
(
JC,P[1]
)
[NC]
is nonsingular.
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Proof. It follows immediately from
(
JC,P[1]
)
[NC]
=
(
S1
)
[NC]
RC,
and the fact that RC is nonsingular. 
Lemma 14. The equation
−
[
JC,P[1] ,JG,C[1] −
〈
P[1](x), (ξ)x
〉
WG
]
[NC+NG]
diag(INC ,RG)
=
[
I[NC] 0pNC×pNG
ω[NG],[NC+NG]
]−1 [(
JC,P[1]
)
[NC]
0pNC×pNG
0pNG×pNC Hˆ[NG]
]
×
[
I[NC]
((
JC,P[1]
)
[NC]
)−1(
JG,C[1] −
〈
P[1](x), (ξ)x
〉
WG
)
[NC],[NG]
RG
0NGp×NCp
(
Sˆ2
)−>
[NG]
]
is fulfilled.
Proof. (84) can be written as
−
[
I[NC] 0pNC×pNG
ω[NG],[NC+NG]
] [
JC,P[1] ,JG,C[1] −
〈
P[1](x), (ξ)x
〉
WG
]
[NC+NG]
diag(INC ,RG)
=
[(
JC,P[1]
)
[NC]
0pNC×pNG
0pNG×pNC Hˆ[NG]
][
I[NC]
((
JC,P[1]
)
[NC]
)−1(
JG,C[1] −
〈
P[1](x), (ξ)x
〉
WG
)
[NC],[NG]
RG
0NGp×NCp
((
Sˆ2
)
[NG]
)−>
]
,
and the result follows. 
Lemma 15. For n ∈ {1, . . . ,NG − 1} we find the following expressions
Hˆn = −Θ∗

J
C,P[1]0
(
J
G,C[1]0
−
〈
P
[1]
0 (x), (ξ)x
〉
WG
)
RG,n
...
...
J
C,P[1]NC+n−1
(
J
G,C[1]n−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG
)
RG,n
 ,
ωn,k = Θ∗

J
C,P[1]0
(
J
G,C[1]0
−
〈
P
[1]
0 (x), (ξ)x
〉
WG
)
RG,n
...
...
J
C,P[1]NC+n
(
J
G,C[1]NC+n
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG
)
RG,n
ek
 , 0 6 k < NC + n,
(
(Sˆ2)
>)
n,k = Θ∗

J
C,P[1]0
(
J
G,C[1]0
−
〈
P
[1]
0 (x), (ξ)x
〉
WG
)
RG,n+1
...
...
J
C,P[1]NC+n−1
(
J
G,C[1]n−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG
)
RG,n+1
(eNC+k)
>
 , 0 6 k < NG.
Theorem 7 (Spectral Christoffel–Geronimus–Uvarov formulas). For n < N and monic Geronimus–Uvarov per-
turbations, with masses as described in (68), we have the following last quasideterminant expressions for the perturbed
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biorthogonal matrix polynomials
Pˆ
[1]
n (x)WC(x) = Θ∗

J
C,P[1]0
(
J
G,C[1]0
−
〈
P
[1]
0 (x), (ξ)x
〉
WG
)
RG,n P
[1]
n (x)
...
...
...
J
C,P[1]NC+n
(
J
G,C[1]NC+n
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG
)
RG,n P
[1]
n+NC+n
(x)
 ,(85)
(
Pˆ
[2]
n (y)
)>
= Θ∗

J
C,P[1]0
(
J
G,C[1]0
−
〈
P
[1]
0 (x), (ξ)x
〉
WG
)
RG,n+1
...
...
J
C,P[1]NC+n−1
(
J
G,C[1]n−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG
)
RG,n+1
0p×pNC
(
χ[NG](y)
)>
 .(86)
Proof. From (61) and (9) for n < NG we have
Pˆ
[1]
n (x)WC(x) = P
[1]
NC+n
(x) +
[
ωn,0, . . . ,ωn,NC+n−1
] 
P
[1]
0 (x)
...
P
[1]
NC+n−1
(x)
 ,
(
Pˆ
[2]
n
)>
(y) = Ipy
n +
[
Ip, . . . , Ipyn−1
] 
(
(Sˆ2)
>)
0,n
...(
(Sˆ2)
>)
n−1,n
 .
Then, Lemma 7 proves the result. 
Remark 32. For masses as in (69) the previous formulas reduces to
Pˆ
[1]
n (x)WC(x) = Θ∗

J
C,P[1]0
(
J
G,C[1]0
− J
G,P[1]0
T
)
RG,n P
[1]
n (x)
...
...
...
J
C,P[1]NC+n
(
J
G,C[1]NC+n
− J
G,P[1]NC+n
T
)
RG,n P
[1]
n+NC
(x)
 ,
(
Pˆ
[2]
n (y)
)>
= Θ∗

J
C,P[1]0
(
J
G,C[1]0
− J
G,P[1]0
T
)
RG,n+1
...
...
J
C,P[1]NC+n−1
(
J
G,C[1]n−1
− J
G,P[1]NC+n−1
T
)
RG,n+1
0p×pNC
(
χ[NG](y)
)>
 .
3.5. Mixed spectral/nonspectral Christoffel–Geronimus–Uvarov formulas. We consider the Geronimus–Uvarov
transformation as a composition of a first Geronimus transformation, applying nonspectral techniques, and then
a Christoffel transformation, for which we can apply spectral techniques. In this situation, we still require the
leading coefficient AC,NC to be nonsingular, i.e. similar to monic, but we free WG(x) of such a condition. Thus,
we consider
uˇx,y := ux,y(WG(y))
−1 + vx,y,(87)
with vx,y a matrix of bivariate generalized functions such that vx,yWG(y) = 0p so that, after a Christoffel trans-
formation, the Geronimus–Uvarov transformation is achieved
uˆx,y =WC(x)uˇx,y.
As for the Geronimus case, we consider
Definition 42. For a given perturbed matrix of functionals uˇ we define a semi-infinite block matrix of the form
R :=
〈
P[1](x),χ(y)
〉
uˇ
=
〈
P[1](x),χ(y)
〉
uW−1G
+
〈
P[1](x),χ(y)
〉
vG
.
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Proposition 52. The equations
R = S1Gˇ,(88)
ωR = Hˆ
(
Sˆ2
)−>(89)
are fulfilled.
Proof. Relation (88) is a consequence of its definition. Let us show (89)
ωR = Sˆ1WC(Λ)
(
S1
)−1
S1Gˇ
= Sˆ1WC(Λ)Gˇ
= Sˆ1Gˆ
= Hˆ
(
Sˆ2
)−>.

Thus, we conclude
Proposition 53. The matrix R satisfies
(ωR)n,l =
{
0p, l ∈ {0, . . . ,n− 1},
Hˆn, n = l.
Moreover, the matrix
[
R0,0 ... R0,n−1
...
...
Rn−1,0 ... Rn−1,n−1
]
is nonsingular.
As for the pure Geronimus situation we consider
Definition 43. We introduce the matrix polynomials rKn,l(y) ∈ Cp×p[y], l ∈ {0, . . . ,n− 1}, given by
rKn,l(z) : =
〈
WG(z)Kn−1(x, z), Ipyl
〉
uˇ
− Ipz
l
=
〈
WG(z)Kn−1(x, z), Ipyl
〉
uW−1G
+
〈
W(z)Kn−1(x, z), Ipyl
〉
vG
− Ipz
l.
Proposition 54. For l ∈ {0, 1, . . . ,n− 1} and n > NG we have
rKn,l(z) =
[(
Pˆ
[2]
n−mC
(z)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(z)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
] Rn−NG,l...
Rn+NC−1,l
 .
(90)
Proof. It follows from (66), Definition 42 and (16). 
Definition 44. For n > NG, let us assume that the matrix
Φn :=

J
C,P[1]n−NG
Rn−NG,0 . . . Rn−NG,n−1
...
...
...
J
C,P[1]n+NC−1
Rn+NC−1,0 . . . Rn+NC−1,n−1
 ∈ C(NC+NG)p×(NC+n)p
is full rank, i.e., rank(Φn) = (NC+NG)p. Then, we know that nonsingular square submatricesΦn ∈ C(NC+NG)p×(NC+NG)p
ofΦn exist, and we will refer to them as poised submatrices. We also consider
ϕn :=
[
J
C,P[1]n+NC
,Rn+NC,0, . . . ,Rn+NC,n−1
]
∈ Cp×(NC+n)p
and the square submatrices ϕn ∈ Cp×(NC+NG)p corresponding to the selection of columns to built the poised submatrix
Φn . We also consider
ϕKn(y) =
[
WG(y)JC,Kn−1(y),R
K
n,0(y), . . . ,R
K
n,n−1(y)
] ∈ Cp×(NC+n)p[y]
and (ϕKn(y)).
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Proposition 55. If AG,N is nonsingular, then
J
C,P[1]n−NG
Rn−NG,0 . . . Rn−NG,NG−1
...
...
...
J
C,P[1]n+NC−1
Rn+NC−1,0 . . . Rn+NC−1,NG−1

is nonsingular.
Proof. From Proposition 53 we deduce the system
[
ωn,n−NG , . . . ,ωn,n+NC−1
]  Rn−NG,l...
Rn+NC−1,l
 = −Rn+NC,l,
for l ∈ {0, 1, . . . ,n− 1}. In particular, the resolvent vector [ωn,n−N, . . . ,ωn,n−1] is a solution of the linear system
(91)
[
ωn,n−NG , . . . ,ωn,n+NC−1
]

J
C,P[1]n−NG
Rn−NG,0 . . . Rn−NG,NG−1
...
...
...
J
C,P[1]n+NC−1
Rn+NC−1,0 . . . Rn+NC−1,NG−1

= −
[
J
C,P[1]n+NC
,Rn+NC,0, . . . ,Rn+NC,NG−1
]
.
Let us discuss the uniqueness of the solutions of this linear system. Assume that we have another solution[
ω˜n,n−NG , . . . , ω˜n,n+NC−1
]
.
Then, consider the monic matrix polynomial
Qn+NC(x) = P
[1]
n+NC
(x) + ω˜n,n+NC−1P
[1]
n+NC−1
(x) + · · ·+ ω˜n,n−NGP[1]n−NG(x).
Because
[
ω˜n,n−N, . . . , ω˜n,n−1
]
solves (91) we conclude the two important relations
JC,Qn+NC
= 0p,NCp,(92)
〈Qn+NC(x), Ipyl〉uˇ = 0p, l ∈ {0, . . . ,NG − 1}.(93)
Using Lemma 1, (92) can be expressed as follows
JC,Qn+NC
=
[(
Qn+NC
)
0, . . . ,
(
Qn+NC
)
n+NC
]
XC
XCJC
...
XC(JC)
n+NC
 = 0p,NCp,
where (XC, JC) is a Jordan pair for the perturbing polynomial WC(x). According to Corollary 3.8 in [62] this is a
necessary and sufficient condition for WC(x) to be a right divisor of the polynomial Qn+NC(x), so that we can
write
Qn+NC(x) = P˜n(x)WC(x),
where P˜n(x) is a degree nmonic polynomial. Then, (93) reads
〈P˜n(x), Ipyl〉uˆ = 0p, l ∈ {0, . . . ,NG − 1}.
Let us proceed as we did in Proposition 40. We first notice that Lemma 9 can be applied again to get
〈P[1]m (x), Ipyl〉uˇ = 〈P[1]m (x),βl(y)〉uˇ,
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for l < m+NG. Hence, when l ∈ {0, . . . ,n− 1} we have
〈P˜n(x), Ipyl〉uˆ = 〈P[1]NC+n(x), Ipyl〉uˇ + ω˜n,n+NC−1〈P
[1]
n+NC−1
(x), Ipyl〉uˇ + · · ·+ ω˜n,n−NG〈P[1]n−NG(x), Ipyl〉uˇ
= 〈P[1]NC+n(x),βl(y)〉uˇ + ω˜n,n+NC−1〈P
[1]
n+NC−1
(x),βl(y)〉uˇ + · · ·+ ω˜n,n−NG〈P[1]n−NG(x),βl(y)〉uˇ
=
NG−1∑
k=0
(
Rn+NC,k + ω˜n,n+NC−1Rn+NC−1,k + · · ·+ ω˜n,n−NGRn−NG,k
)
(βl,k)
>
= 0p.
Now, the uniqueness of the biorthogonal polynomial families implies
P˜n(x) = Pˆ
[1]
n (x),
and, considering (61), we infer that there is a unique solution of (91). Thus,
J
C,P[1]n−NG
Rn−NG,0 . . . Rn−NG,NG−1
...
...
...
J
C,P[1]n+NC−1
Rn+NC−1,0 . . . Rn+NC−1,NG−1

is nonsingular and, therefore, it is a poised submatrix. 
Proposition 56. For n > NG and a full rank matrixΦn, let us take a poised submatrixΦn . Then,[
ωn,n−NG , . . . ,ωn,n+NC−1
]
= −ϕn
(
Φn
)−1.
Proof. From Proposition 53 we get, for n > NG,
[
ωn,n−NG , . . . ,ωn,n+NC−1
]  Rn−NG,0 . . . Rn−NG,n−1... ...
Rn+NC−1,0 . . . Rn+NC−1,n−1
 = − [Rn+NC,0, . . . ,Rn+NC,n−1] .
Using (77) we can extend this equation to[
ωn,n−NG , . . . ,ωn,n+NC−1
]
Φn = −ϕn,
and the result follows. 
Theorem 8 (Mixed spectral/nonspectral matrix Christoffel–Geronimus–Uvarov formulas). Given a matrix Geronimus–
Uvarov transformation the corresponding perturbed polynomials can be expressed, for n > NG, as follows
Pˆ
[1]
n (x)WC(x) = Θ∗

Φn
P
[1]
n−NG
(x)
...
P
[1]
n+NC−1
(x)
ϕn P
[1]
n+NC
(x)
 ,
(
Pˆ
[2]
n (y)
)>
AN = −Θ∗

Φn
Hn−NG
0p
...
0p(
ϕKn(y)
) 0p
 .
The corresponding quasitau matrices are
Hˆn = Θ∗
 Φn
Rn−NG,n
...
Rn+NC−1,n
ϕn Rn+NC,n
 = Θ∗

Φn
Hn−NG
0p
...
0p
ϕn 0p
 .
Proof. From the connection formula (61) we find
Pˆ
[1]
n (x)WC(x) = [ωn,n−NG , . . . ,ωn,n+NC−1]

P
[1]
n−NG
(x)
...
P
[1]
n+NC−1
(x)
+ P[1]n+NC(x),
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and from Proposition 53 we deduce
Hˆn = [ωn,n−NG , . . . ,ωn,n+NC−1]
 Rn−NG,n...
Rn+NC−1,n
+ Rn+NC,n,
we will also use (79). Then, the result for Pˆ[1]n (x) and Hˆn follows from Proposition 56.
From (90) and formula (81) we get
ϕKn(y) =
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
Φn,
so that
(
ϕKn(y)
)(
Φn
)−1
=
[(
Pˆ
[2]
n−mC
(y)
)>
(Hˆn−mC)
−1, . . . ,
(
Pˆ
[2]
n+NG−1
(y)
)>
(Hˆn+NG−1)
−1
] [0mCp×NGp −ΩC[n]
ΩG[n] 0NGp×NCp
]
.
(94)
In particular, recalling (63) we deduce that
(Pˆ
[2]
n (y))
>AN =
(
ϕKn(y)
)(
Φn
)−1

Hn−N
0p
...
0p
 ,
and the expression for the perturbation of the second family of biorthogonal polynomials follows. 
3.5.1. Discussion for n < NG. We proceed similarly as we did in §3.4.2. Let us notice that from (61) and (88) we
get
ω
[
JC,P[1] ,R
]
= Hˆ
(
Sˆ2
)−> [0, I] .
Therefore, we conclude
ω[Ng],[NC+NG]
[
JC,P[1] ,R
]
[NC+NG]
=
[
0NGp×NCp,−Hˆ[NG]
(
Sˆ2
)−>
[NG]
]
.
Given a block matrix A, we denote by A[N],[M] the truncation obtained by taking the first N block rows and
the firstM block columns. Then, we easily conclude
Lemma 16. The following Gauss-Borel factorization is fulfilled[
JC,P[1] ,R
]
[NC+NG]
=
[
I[NC] 0pNC×pNG
ω[NG],[NC+NG]
]−1 [(
JC,P[1]
)
[NC]
0pNC×pNG
0pNG×pNC Hˆ[NG]
][
I[NC] R[NC],[NG]
0NGp×NCp
(
Sˆ2
)−>
[NG]
]
.
Therefore, for n ∈ {1, . . . ,NG − 1} we have
Hˆn = Θ∗

J
C,P[1]0
R0,0 . . . R0,n−1
...
...
...
J
C,P[1]NC+n−1
RNC+n−1,0 . . . RNC+n−1,n−1
 ,
ωn,k = Θ∗

J
C,P[1]0
R0,0 . . . R0,n−1
...
...
J
C,P[1]NC+n
RNC+n,0 . . . RNC+n,n−1
ek
 , 0 6 k < NC + n,
(
(Sˆ2)
>)
n,k = Θ∗

J
C,P[1]0
R0,0 . . . R0,n
...
...
J
C,P[1]NC+n−1
RNC+n,0 . . . RNC+n,n
(eNC+k)
>
 , 0 6 k < NG.
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Theorem 9 (Mixed spectral/nonspectral Christoffel–Geronimus–Uvarov formulas). For n < NG, the perturbed
biorthogonal matrix polynomials have the following quasideterminatal expressions
Pˆ
[1]
n (x)WC(x) = Θ∗

J
C,P[1]0
R0,0 . . . R0,n−1 P
[1]
n (x)
...
...
...
...
J
C,P[1]NC+n
RNC+n,0 . . . RNC+n,n−1 P
[1]
n+NC
(x)
 ,
(
Pˆ
[2]
n (y)
)>
= Θ∗

J
C,P[1]0
R0,0 . . . R0,n
...
...
J
C,P[1]NC+n−1
RNC+n−1,0 . . . RNC+n−1,n
0p×pNC
(
χ(y)[NG]
)>
 .
Corollary 3. If AN,G is nonsingular, then the matrix
J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG
(95)
is nonsingular.
Proof. Proposition 42 implies for the Geronimus part of the Geronimus–Uvarov transformation that
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG
 = −
 Rn−NG,0 Rn−NG,NG−1... ...
Rn+NC−1,0 . . . Rn+NC−1,NG−1
RG,(96)
which in turn gives
(97)

J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG

=

J
C,P[1]n−NG
Rn−NG,0 . . . Rn−NG,NG−1
...
...
...
J
C,P[1]n+NC−1
Rn+NC−1,0 . . . Rn+NC−1,NG−1
diag(INGp,−RG).
Finally, Proposition 55 and Lemma 2 give the result. 
3.6. Applications. We discuss in the next three subsections some extensions of the previous techniques by using
the adjugate matrix. For these we need the original matrix of generalized kernels to be Hankel and, therefore,
we are leading with Hankel block matrices.
3.6.1. Christoffel transformations with singular leading coefficients for Hankel generalized kernels. In §2.7.1, we consid-
ered unimodular Christoffel transformations, which have been broadly studied in the matrix orthogonal poly-
nomials community, under the light of Geronimus transformations. As shown there, despite the nonspectral
condition, the Geronimus transformation can be of help and provide Christoffel type formulas for the perturbed
orthogonal matrix polynomials. We extend now these considerations for a Christoffel transformation with sin-
gular leading coefficient and not necessarily unimodular. For the unimodular matrix polynomial perturbation
we got results for arbitrary matrix of generalized kernels ux,y. However, for the singular but not unimodular
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case there is a ticket to pay, namely the non perturbed matrix of generalized kernels must be of Hankel type, i.e.,
ux,y = ux,x.
The idea is to use the adjugate or classical adjoint of a matrix polynomialW(x), see [70], adj(W(x)) defined as
the transpose of the matrix of cofactors. From the Laplace formula we know that
W(x) adj(W(x)) = adj(W(x))W(x) = det(W(x))Ip.
If N = deg(W(x)), we have that deg
(
det(W(x))
)
6 Np and deg
(
adj(W(x))
)
6 N(p− 1). The relations(
W(x)
)−1
=
1
det(W(x))
adj(W(x)), W(x) = det(W(x))
(
adj(W(x))
)−1
will be instrumental in the sequel.
We study the Christoffel transformation4 of a Hankel matrix of generalized kernels
uˆx,x = ux,xW(x),
as the following massless Geronimus–Uvarov transformation
uˆx,x =WC(x)ux,x
(
WG(x)
)−1, WC(x) := Ip det(W(x)), WG(x) := adj(W(x)),
with NC = deg(WC(x)) 6 Np and NG = deg(WG(x)) 6 N(p − 1). Let us remark that is the presence of an
non constant determinant det(W(x)) that forces for Hankel matrices ux,x. Therefore, we could apply our results
for Geronimus–Uvarov transformations, and use the mixed spectral-nonspectral Christoffel–Geronimus–Uvarov
formula of Theorem 8. That is, the perturbed polynomials can be expressed, for n > NG, as follows
Pˆ
[1]
n (x)det(W(x)) = Θ∗

Φn
P
[1]
n−NG
(x)
...
P
[1]
n+NC−1
(x)
ϕn P
[1]
n+NC
(x)
 ,
(
Pˆ
[2]
n (y)
)>
AN = −Θ∗

Φn
Hn−NG
0p
...
0p(
ϕKn(y)
) 0p
 .
The corresponding perturbed quasitau matrices are
Hˆn = Θ∗
 Φn
Rn−NG,n
...
Rn+NC−1,n
ϕn Rn+NC,n
 .
Let us recall thatΦn ∈ C(NC+NG)p×(NC+NG)p, see Definition 44, is a nonsingular submatrix of
Φn :=

J
C,P[1]n−NG
Rn−NG,0 . . . Rn−NG,n−1
...
...
...
J
C,P[1]n+NC−1
Rn+NC,0 . . . Rn+NC,n−1
 ∈ C(NC+NG)p×(NC+n)p
and that ϕn , (ϕKn) ∈ Cp×(NC+NG)p corresponds to the same selection of columns of
ϕn =
[
J
C,P[1]n+NC
,Rn+NC,0, . . . ,Rn+NC,n−1
]
∈ Cp×(NC+n)p,
ϕKn =
[
WG(y)JC,Kn−1(y), r
K
n,0(y), . . . , r
K
n,n−1(y)
] ∈ Cp×(NC+n)p[y].
Now, the R’s are
Rn,m =
〈
P
[1]
n (x),ym
W(y)
det(W(y))
〉
u
,
while the root spectral jet JP is
JC,P =
[
P(x1),P ′(x1), . . . ,
P(α1−1)(x1)
α1!
, . . . ,P(xq),P ′(xq), . . . ,
P(αq−1)(xq)
αq!
]
,
4Notice that the matrix Christoffel transformation uˆ =W(x)u is a transposition of this one.
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where xa are the eigenvalues, with corresponding multiplicities αa , of W(x). Thus, we have the more explicit
expression
Φ =

P
[1]
n−NG
(x1) . . .
(P
[1]
n−NG
)(αq−1)(xq)
αq!
〈
P
[1]
n−NG
(x), W(y)det(W(y))
〉
u
. . .
〈
P
[1]
n−NG
(x), y
n−1W(y)
det(W(y))
〉
u
...
...
...
...
P
[1]
n+NC−1
(x1) . . .
(P
[1]
n+NC−1
)(αq−1)(xq)
αq!
〈
P
[1]
n+NC−1
(x), W(y)det(W(y))
〉
u
. . .
〈
P
[1]
n+NC−1
(x), y
n−1W(y)
det(W(y))
〉
u

from where a poised submatrix, which exists for an appropriate selection of columns, must be picked.
3.6.2. Symmetric perturbations of Hankel matrices of generalized kernels. For symmetric Hankel matrices of gener-
alized kernels u, u = u>, the biorthogonality becomes an orthogonality condition, and so we have orthogonal
matrix polynomials. The perturbations we have considered so far do not respect this condition. For the study of
transformations preserving this symmetric condition, we are lead to the study of transformations
uˆx,x =W(x)ux,x(W(x))
>,
which we call of the symmetric Christoffel type, or (we omit the masses for sake of simplicity) the massless
symmetric Geronimus perturbations
uˆx,x = (W(x))
−1ux,x(W(x))
−>.
These transformations, that deserve further study, can be understood using the adjugate technique at the light
of the Geronimus–Uvarov transformations techniques we have discussed previously in this paper. We need to
assume that the leading coefficient of W(x) is nonsingular, and hence, that spectral techniques could be applied.
For example, the symmetric Christoffel transformation can be written as the following Geronimus–Uvarov trans-
formation
uˆx,x =WC(x)ux,x(WG(x))
−1, WC(x) := (detW(x))W(x), WG(x) := (adj(W(x)))>,
with polynomial degreesNC = N(p+1) andNG = N(p−1). The massless symmetric Geronimus transformation
can be understood as the following Geronimus–Uvarov transformation
uˆx,x =WC(x)ux,x(WG(x))
−1, WC(x) := adj(W(x)), WG(x) := (detW(x))|(W(x))>.
Now, the degrees are NC = N(p − 1), NG = N(p + 1), respectively. Observe that for the symmetric Christoffel
transformation we have detWC(x) = (detW(x))p+1, so that eigenvalues coincide but multiplicities are multi-
plied by p. The same happens for the massless symmetric Geronimus transformations and WG(x). Notice also
that as det(adj(W(x))) = (detW(x))p−1, the eigenvalues of WG(x) (of WC(x)) in the symmetric Christoffel (in
the symmetric Geronimus) are those W(x) but with multiplicities multiplied by p+. Then, the massless spec-
tral Christoffel–Geronimus–Uvarov formulas of Theorem 6 can be applied with the corresponding perturbing
polynomialsWC(x) andWG(x).
3.6.3. Nonsymmetric perturbations of Hankel matrices of generalized kernels. We could consider a more general situ-
ation of the following nonsymmetric form, with the perturbing matrix polynomial W(x) having a nonsingular
leading coefficient,
uˆ =W(x)uV(x) =WC(x)u(WG(x))
−1, WC(x) = (detV(x))W(x), WG(x) = adj(V(x)),
or
uˆ = (W(x))−1u(V(x))−1 =WC(x)u(WG(x))
−1, WC(x) = adj(W(x)), WG(x) = (detW(x))V(x).
In this case the polynomial V(x) can have a singular leading coefficient, and when this happens we apply the
mixed spectral/nonspectral Christoffel–Geronimus–Uvarov formulas.
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3.6.4. Degree one Geronimus–Uvarov transformations. We consider degree one perturbing polynomials
WC(x) = xIp −AC, WG(x) = xIp −AG,
and no masses. For the Jordan pairs (XC, JC) and (XG, JG) we have AC = XCJC(XC)−1 and AG = XGJG(XG)−1.
Now, from Theorem 6 we deduce, for n > NG, the following last quasideterminant expressions
Pˆ
[1]
n (x)(xIp −AC) = Θ∗
P
[1]
n−1(AC)XC C
[1]
n−1(AG)XG P
[1]
n−1(x)
P
[1]
n (AC)XC C
[1]
n (AG)XG P
[1]
n (x)
P
[1]
n+1(AC)XC C
[1]
n+1(AG)XG P
[1]
n+1(x)
 ,
Hˆn = Θ∗
P
[1]
n−1(AC)XC C
[1]
n−1(AG)XG Hn−1
P
[1]
n (AC)XC C
[1]
n (AG)XG 0p
P
[1]
n+1(AC)XC C
[1]
n+1(AG)XG 0p
 ,
(
Pˆ
[2]
n (y)
)>
= −Θ∗
 P
[1]
n−1(AC)XC C
[1]
n−1(AG)XG Hn−1
P
[1]
n (AC)XC C
[1]
n (AG)XG 0p
(yIp −AG)Kn−1(AC,y)XC
(
yIp −AG)K
(pc)
n−1 (AG,y) + Ip
)
XG 0p
 .
If we expand the quasideterminant we get
Pˆ
[1]
n (x)(xIp −AC) =P
[1]
n+1(x) − C
[1]
n+1(AG)
(
C
[1]
n (AG) − P
[1]
n (AC)
(
P
[1]
n−1(AC)
)−1
C
[1]
n−1(AG)
)−1
P
[1]
n (x)
− C
[1]
n+1(AG)
(
C
[1]
n−1(AG) − P
[1]
n−1(AC)
(
P
[1]
n (AC)
)−1
C
[1]
n (AG)
)−1
P
[1]
n−1(x)
− P
[1]
n+1(AC)
(
P
[1]
n (AC) − C
[1]
n (AG)
(
C
[1]
n−1(AG)
)−1
P
[1]
n−1(AC)
)−1
P
[1]
n (x)
− P
[1]
n+1(AC)
(
P
[1]
n−1(AC) − C
[1]
n−1(AG)
(
C
[1]
n (AG)
)−1
P
[1]
n (AC)
)−1
P
[1]
n−1(x),
Hˆn =−
(
C
[1]
n+1(AG)
(
C
[1]
n−1(AG) − P
[1]
n−1(AC)
(
P
[1]
n (AC)
)−1
C
[1]
n (AG)
)−1
+ P
[1]
n+1(AC)
(
P
[1]
n−1(AC) − C
[1]
n−1(AG)
(
C
[1]
n (AG)
)−1
P
[1]
n (AC)
)−1)
Hn−1,(
Pˆ
[2]
n (y)
)>
=
(((
yIp −AG)K
(pc)
n−1 (AG,y) + Ip
)(
C
[1]
n−1(AG) − P
[1]
n−1(AC)
(
P
[1]
n (AC)
)−1
C
[1]
n (AG)
)−1
+ (yIp −AG)Kn−1(AC,y)
(
P
[1]
n−1(AC) − C
[1]
n−1(AG)
(
C
[1]
n (AG)
)−1
P
[1]
n (AC)
)−1)
Hn−1.
4. MATRIX UVAROV TRANSFORMATIONS
Uvarov perturbations for the scalar case and a number of Dirac deltas, has been considered first in §2 of
[126] in the context of orthogonal polynomials with respect to a Stieltjes integral scalar product. Then, for the
matrix case it was studied in a series of papers [119, 120, 121] where we can find the corresponding Christoffel–
Geronimus–Uvarov formula for the perturbed polynomials when a solely Dirac delta is added in a point to a
matrix of measures. Now we present the general case for an additive perturbation, that has a discrete finite
support in the y-variable, of a sesquilinear form. We allow, therefore, for additive perturbations having, in the
y-variable, an arbitrary finite number of derivatives of the Dirac delta at several different points, and arbitrary
linear independent generalized functions in the x-variable. Despite the result found largely extends the Christof-
fel formulas in the papers of Yakhlef and coworkers, we have three more reasons to discuss this material. Firstly
to show how some of the tools, like spectral jets, used in previous sections of the paper also apply in this con-
text, secondly, to achieve a more complete account of the family of transformations of Darboux type for matrix
orthogonal polynomials and thirdly to apply it to orthogonalities like that of matrix discrete Sobolev type, see
[84]. For the multivariate scenario these transformations have been discussed in [39] and [38, 18].
4.1. Additive perturbations. We discuss here an interesting formula for additive perturbations of matrix gener-
alized kernels. It will be instrumental when we discuss the matrix Uvarov transformation.
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Proposition 57 (Additive perturbation and reproducing kernels). Let us consider an additive perturbation of the
matrix of bivariate generalized functions ux,y of the form
uˆx,y = ux,y + vx,y,
and let us assume that ux,y and uˆx,y are quasidefinite. Then,
Pˆ
[1]
n (z) = P
[1]
n (z) −
〈
Pˆ
[1]
n (x),
(
Kn−1(z,y)
)>〉
v
, (Pˆ[2]n (z))> = (P
[2]
n (z))
> −
〈
Kn−1(x, z), Pˆ
[2]
n (y)
〉
v
,
and
Hˆn = Hn +
〈
Pˆ
[1]
n (x),P
[2]
n (y)
〉
v
= Hn +
〈
P
[1]
n (x), Pˆ
[2]
n (y)
〉
v
.
Proof. From (12) and (13) we deduce〈
Pˆ
[1]
n (x),P
[2]
m (y)
〉
uˆ
= 0p,
〈
P
[1]
m (x), Pˆ
[2]
n (y)
〉
uˆ
= 0p, m ∈ {1, . . .n− 1},(98) 〈
Pˆ
[1]
n (x),P
[2]
n (y)
〉
uˆ
= Hˆn =
〈
P
[1]
n (x), Pˆ
[2]
n (y)
〉
uˆ
.(99)
Equation (98) can be expressed as〈
Pˆ
[1]
n (x),P
[2]
m (y)
〉
u
= −
〈
Pˆ
[1]
n (x),P
[2]
m (y)
〉
v
,
〈
P
[1]
m (x), Pˆ
[2]
n (y)
〉
u
= −
〈
P
[1]
m (x), Pˆ
[2]
n (y)
〉
v
, m ∈ {1, . . .n− 1}.
Then, recalling (14) we get〈
Pˆ
[1]
n (x), (Kn−1(z,y))>
〉
u
= −
〈
Pˆ
[1]
n (x), (Kn−1(z,y))>
〉
v
,
〈
Kn−1(x, z), Pˆ
[2]
n (y)
〉
u
= −
〈
Kn−1(x, z), Pˆ
[2]
n (y)
〉
v
.
But, notice that Pˆ[1]n (x) − P
[1]
n (x) and Pˆ
[2]
n (y) − P
[2]
n (y) have degree n− 1 and, therefore, recalling (15) we deduce
Pˆ
[1]
n (z) − P
[1]
n (z) =
〈
Pˆ
[1]
n (x) − P
[1]
n (x), (Kn−1(z,y))>
〉
u
=
〈
Pˆ
[1]
n (x), (Kn−1(z,y))>
〉
u
= −
〈
Pˆ
[1]
n (x), (Kn−1(z,y))>
〉
v
,(
Pˆ
[2]
n (z) − P
[2]
n (z)
)>
=
〈
Kn−1(x, z), Pˆ
[2]
n (y) − P
[2]
n (y)
〉
u
=
〈
Kn−1(x, z), Pˆ
[2]
n (y)
〉
u
= −
〈
Kn−1(x, z), Pˆ
[2]
n (y)
〉
v
.
Finally, from (99) we get
Hˆn =
〈
Pˆ
[1]
n (x),P
[2]
n (y)
〉
uˆ
=
〈
Pˆ
[1]
n (x),P
[2]
n (y)
〉
u
+
〈
Pˆ
[1]
n (x),P
[2]
n (y)
〉
v
= Hn +
〈
Pˆ
[1]
n (x),P
[2]
n (y)
〉
v
,
as well as
Hˆn =
〈
P
[1]
n (x), Pˆ
[2]
n (y)
〉
uˆ
=
〈
P
[1]
n (x), Pˆ
[2]
n (y)
〉
u
+
〈
P
[1]
n (x), Pˆ
[2]
n (y)
〉
v
= Hn +
〈
P
[1]
n (x), Pˆ
[2]
n (y)
〉
v
.

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4.2. Matrix Christoffel–Uvarov formulas for Uvarov additive perturbations. We consider the following addi-
tive Uvarov perturbation
uˆx,y = ux,y + vx,y, vx,y =
q∑
a=1
κ(a)−1∑
m=0
(−1)m
m!
(
β
(a)
m
)
x
⊗ δ(m)(y− xa),
(
β
(a)
m
)
x
∈ (Cp×p[x]) ′,(100)
which has a finite support on the y variable at the set {xa}
q
a=1. The set of linear functionals
{(
β
(a)
m
)
x
}
a=1,...,q
m=0,...,κ(a)−1
is supposed to be linearly independent in the bimodule
(
Cp×p[x]
) ′, i.e., the unique solution to
q∑
a=1
κ(a)−1∑
m=0
(
β
(a)
m
)
x
X
(a)
m = 0, X
(a)
m ∈ Cp×p,
is X(a)m = 0p, and to
q∑
a=1
κ(a)−1∑
m=0
Y
(a)
m
(
β
(a)
m
)
x
= 0, Y(a)m ∈ Cp×p,
is Y(a)m = 0p.
We will assume along this subsection that both ux,y and ux,y + vx,y are quasidefinite matrices of bivariate
generalized functions.
Definition 45. We will say that the degree of the Uvarov perturbation isN = κ(1)+ · · ·+κ(q). The spectral jet associated
with the finite support matrix of linear functionals vx,y is, for any sufficiently smooth matrix function f(x) defined in an
open set in R containing the support {x1, . . . , xq}, the following matrix
Jf =
[
f(x1), . . . ,
(f(x))
(κ(1)−1)
x1
(κ(1) − 1)!
, . . . , f(xq), . . . ,
(f(x))
(κ(q)−1)
xq
(κ(q) − 1)!
]
∈ Cp×Np.
For a matrix of kernels K(x,y), we have
J
[0,1]
K (x) =

K(x, x1)
...
(K(x,y))(0,κ
(1)−1)
x,x1
(κ(1) − 1)!
...
K(x, xq)
...
(K(x,y))(0,κ
(q)−1)
x,xq
(κ(q) − 1)!

∈ CNp×p.
We also require the introduction of the following matrices
〈P(x), (β)x〉 :=
[〈
P(x),
(
β
(1)
0
)
x
〉
, . . . ,
〈
P(x),
(
β
(1)
κ(1)−1
)
x
〉
, . . . ,
〈
P(x),
(
β
(q)
0
)
x
〉
, . . . ,
〈
P(x),
(
β
(q)
κ(q)−1
)
x
〉]
∈ Cp×Np.
Proposition 58. The following relations〈
Pˆ
[1]
n (x), (Kn−1(z,y))>
〉
v
=
〈
Pˆ
[1]
n (x), (β)x
〉
J
[0,1]
Kn−1
(z),〈
Kn−1(x, z), Pˆ
[2]
n (y)
〉
v
= 〈Kn−1(x, z), (β)x〉
(
J
Pˆ
[2]
n
)>
are fulfilled.
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Proof. Direct substitution gives〈
Pˆ
[1]
n (x), (Kn−1(z,y))>
〉
v
=
q∑
a=1
κ(a)−1∑
m=0
1
m!
〈
Pˆ
[1]
n (x),
(
β
(a)
m
)
x
〉(
Kn−1(z, x)
)(m)
xa
,
〈
Kn−1(x, z), Pˆ
[2]
n (y)
〉
v
=
q∑
a=1
κ(a)−1∑
m=0
1
m!
〈
Kn−1(x, z),
(
β
(a)
m
)
x
〉((
Pˆ
[2]
n (y)
)>)(m)
xa
,
and the result follows. 
Definition 46. We define the left kernel subspace
KerRβ :=
{
P(x) ∈ Cp×p[x] :
〈(
β
(a)
m
)
x
,P(x)
〉
= 0p,a ∈ {1, . . . ,q},m ∈ {1, . . . ,κ(a) − 1}
}
,
and the bilateral ideal
I := (x− x1)κ
(1) · · · (x− xq)κ(q)Cp×p[x].
The corresponding right and left orthogonal complements with respect to the sesquilinear form are(
KerRβ
)⊥Ru := {Q(x) ∈ Cp×p[x] : 〈P(x),Q(y)〉u = 0p ∀P(x) ∈ KerRβ },
I⊥
R
u :=
{
Q(y) ∈ Cp×p[y] : 〈Q(x),P(y)〉u = 0p ∀P(x) ∈ I
}
.
Theorem 10 (Christoffel–Uvarov formulas). Whenever one of the two conditions
(
KerRβ
)⊥Ru = {0p} or I⊥Lu = {0p}
holds, the matrix INp +
〈
J
[0,1]
Kn
(x), (β)x
〉
is nonsingular and the Uvarov perturbed matrix orthogonal polynomials and
quasitau matrices can be expressed as follows
Pˆ
[1]
n (x) = Θ∗
INp + 〈J[0,1]Kn−1(x), (β)x〉 J[0,1]Kn−1(x)〈
P
[1]
n (x), (β)x
〉
P
[1]
n (x)
 ,
(Pˆ
[2]
n (y))
> = Θ∗
[
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉 (
J
P
[2]
n
)>
〈Kn−1(x,y), (β)x〉 (P[2]n (y))>
]
,
Hˆn = Θ∗
INp + 〈J[0,1]Kn−1(x), (β)x〉 −(JP[2]n )>〈
P
[1]
n (x), (β)x
〉
Hn
 .
Proof. From Propositions 57 and 58 we get
Pˆ
[1]
n (z) = P
[1]
n (z) −
〈
Pˆ
[1]
n (x), (β)x
〉
J
[0,1]
Kn−1
(z),(101)
(Pˆ
[2]
n (z))
> = (P[2]n (z))> − 〈Kn−1(x, z), (β)x〉
(
J
Pˆ
[2]
n
)>,(102)
which in turn imply 〈
Pˆ
[1]
n (x), (β)x
〉
=
〈
P
[1]
n (x), (β)x
〉
−
〈
Pˆ
[1]
n (x), (β)x
〉〈
J
[0,1]
Kn−1
(x), (β)x
〉
,(103) (
J
Pˆ
[2]
n
)>
=
(
J
P
[2]
n
)>
−
〈
J
[0,1]
Kn−1
, (β)x)
〉 (
J
Pˆ
[2]
n
)>,(104)
and, consequently, 〈
Pˆ
[1]
n (x), (β)x
〉(
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)
=
〈
P
[1]
n (x), (β)x
〉
,(105) (
INp +
〈
J
[0,1]
Kn−1
, (β)x
〉)(
J
Pˆ
[2]
n
)>
=
(
J
P
[2]
n
)>.(106)
Let us check the nonsingularity of the matrices INp+
〈
J
[0,1]
Kn−1
(x), (β)x
〉
. If we assume the contrary, we can find
a nonzero vector X ∈ CNp such that (
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)
X = 0,
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is the zero vector in CNp, and, equivalently, a covector Y ∈ (CNp)∗ with
Y
(
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)
= 0.
Thus, using (105) and (106) we conclude that
〈
P
[1]
n (x), (β)x
〉
X = 0 and Y
(
J
Pˆ
[2]
n
)>
= 0. The definition of the
Christoffel–Darboux kernels (14) implies
INp +
〈
J
[0,1]
Kn
(x), (β)x
〉
= INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉
+ (J
P
[2]
n
)>(Hn)−1
〈
P
[1]
n (x), (β)x
〉
,
and, consequently, we deduce that
(
INp +
〈
J
[0,1]
Kn
(x), (β)x
〉)
X = 0 and Y
(
INp +
〈
J
[0,1]
Kn
(x), (β)x
〉)
= 0, so that〈
P
[1]
n+1(x), (β)x
〉
X = 0 and Y(J
P
[2]
n+1
)> = 0, and so forth and so on. Thus, we deduce that
〈
P
[1]
k (x), (β)x
〉
X = 0
and Y(J
P
[2]
k
)> = 0 for k ∈ {n,n+ 1, . . . } . If we write
X =

X
(1)
0
...
X
(1)
κ(1)−1
...
X
(q)
0
...
X
(q)
κ(q)−1

,
Y =
[
Y
(1)
0 , . . . ,Y
(1)
κ(1)−1
, . . . Y(q)0 , . . . ,Y
(q)
κ(q)−1
]
,
the linear functionals
β · X :=
q∑
a=1
κ(a)−1∑
m=0
(
β
(a)
m
)
x
X
(a)
m , Y · δ :=
q∑
a=1
κ(a)−1∑
m=0
Y
(a)
m
(−1)m
m!
δ(m)(y− xa),
are such that
〈P[1]k (x),β · X〉 = 0,
〈
Y · δ, (P[2]k (x))>〉 = 0,
for k ∈ {n,n+ 1, . . . }. We can say that
β · X ∈ ({P[1]k (x)}∞k=n)⊥R := {u˜, a matrix of linear functionals such that 〈P[1]k (x), u˜〉 = 0p : k > n},
Y · δ ∈
({(
P
[2]
k (x)
)>}∞
k=n
)⊥L
:=
{
u˜, a matrix of linear functionals such that
〈
u˜, (P[2]k (x))
>
〉
= 0p : k > n
}
.
It is convenient at this point to recall that the topological and algebraic duals of the set of matrix polynomials
coincide, (Cp×p[x]) ′ = (Cp×p[x])∗ = Cp×p[[x]], where we understand the set of matrix polynomials or matrix
formal series as left or right modules over the ring of matrices. We also recall that the module of matrix polyno-
mials of degree less than or equal to m is a the free module of rank m + 1. Therefore, for each positive integer
m, we consider the linear basis given by the following set of matrices of linear functionals
{
(P
[1]
k )
∗}m
k=0, dual to{
P
[1]
k (x)
}m
k=0, such that
〈
P
[1]
k (x), (P
[1]
l )
∗
〉
= δk,lIp, and any linear functional can be written
m∑
k=0
(P
[1]
l )
∗Ck, where
Ck ∈ Cp×p. Then,
({
P
[1]
k (x)
}∞
k=n
)⊥R = {(P[1]k )∗}n−1k=0Cp×p ∼= (Cp×p)n and, therefore, is a free right module
of rank m + 1. But, according to (11) and Schwartz kernel theorem, for the set of matrices of linear functionals{
Lu
(
P
[2]
k (y)
)}n−1
k=0 ⊆
({
P
[1]
k (x)
}∞
k=n
)⊥R = {(P[1]k )∗}n−1k=0Cp×p, and we conclude{
Lu
(
P
[2]
k (x)
)}n−1
k=0C
p×p =
({
P
[1]
k (x)
}∞
k=n
)⊥R .
Thus, we can write β · X = Lu
(
QX(x)
)
, where QX(x) is a matrix polynomial with degree deg(QX(x)) 6 n − 1.
A similar argument leads us to write Y · δ = L ′u
(
Y
Q(x)
)
, with L ′u the transpose operator of Lu –see [110]– and
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QY(x) is a matrix polynomial with degree deg(QY(x)) 6 n− 1. We obviously have〈
Lu
(
QX(y)
)
,P(x)
〉
= 0, ∀P(x) ∈ KerR(β · X) := {P(x) ∈ Cp×p[x] : 〈βX,P(x)〉 = 0},〈
P(y),L ′u
(
QY(x)
)〉
= 0, ∀P(y) ∈ KerL(Y · δ) := {P(y) ∈ Cp×p[y] : 〈P(y), Y · δ〉 = 0},
and Schwartz kernel theorem gives
〈P(x),QX(y)〉u = 0, ∀P(x) ∈ KerR(β · X),
〈QY(x),P(y)〉u = 0, ∀P(y) ∈ KerL(Y · δ),
which in turn implies
QX(x) ∈
(
KerR(β · X)))⊥Ru , QY(x) ∈ (KerL(Y · δ)))⊥Lu .
Notice that, KerRβ ⊂ KerR(β · X) and, consequently, (KerRβ)⊥
R
u ⊃ (KerR(β · X))⊥Ru . But we have assumed that(
KerRβ
)⊥Ru = {0p}, so that QX(x) = 0p and β · X = 0p. Consequently, since the set {(β(a)m )x} a=1,...,q
m=0,...,κ(a)−1
is
linearly independent in the bimodule
(
Cp×p[x]
) ′, we deduce thatX = 0, which contradicts the initial assumption.
Observe that I ⊂ KerL(Y · δ) so that (KerL(Y · δ))⊥Lu ⊂ I⊥Lu . If we assume I⊥Lu = {0p} we get QY(x) = 0p and
Y = 0, in contradiction with the initial assumption and the matrix is INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉
. This also implies
that Y = 0
Hence, the matrix INp +
〈
J
[0,1]
Kn
(x), (β)x
〉
is nonsingular, allowing us to clean (105) and (106) and get〈
Pˆ
[1]
n (x), (β)x
〉
=
〈
P
[1]
n (x), (β)x
〉(
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)−1
,(
J
Pˆ
[2]
n
)>
=
(
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)−1(
J
P
[2]
n
)>.
These relations, when introduced in (101) and (102), give
Pˆ
[1]
n (x) = P
[1]
n (x) −
〈
P
[1]
n (x), (β)x
〉(
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)−1
J
[0,1]
Kn−1
(x),
(Pˆ
[2]
n (y))
> = (P[2]n (y))> − 〈Kn−1(x,y), (β)x〉
(
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)−1(
J
P
[2]
n
)>.
and the result follows. To complete the proof notice that, see Proposition 57,
Hˆn = Hn +
〈
Pˆ
[1]
n (x),β
〉 (
J
P
[2]
n
)>
= Hn +
〈
P
[1]
n (x), (β)x
〉(
INp +
〈
J
[0,1]
Kn−1
(x), (β)x
〉)−1(
J
P
[2]
n
)>.

4.3. Applications. We discuss two particular cases of the general additive Uvarov perturbation presented above.
4.3.1. Total derivatives. We take the perturbation, which is supported by the diagonal y = x, in the following way
vx,x =
q∑
a=1
κ(a)−1∑
m=0
(−1)m
m!
β
(a)
m δ
(m)(x− xa), β
(a)
m ∈ Cp×p.(107)
Proposition 59. The discrete Hankel mass terms (107) are particular cases of (100) with
(
β
(a)
k
)
x
=
κ(a)−1−k∑
n=0
(−1)n
β
(a)
k+n
(n)!
δ(n)(x− xa).
To discuss this reduction it is convenient to introduce some further notation.
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Definition 47. For the family of perturbation matrices β(a)m ∈ Cp×p, let consider
β(a) :=

β
(a)
0 β
(a)
1 β
(a)
2 β
(a)
κ(a)−1
β
(a)
1 β
(a)
2 .
. . β(a)
κ(a)−1 0p
β
(a)
2 .
. . β(a)
κ(a)−1 0p 0p
. . . . . .
β
(a)
κ(a)−1 0p 0p 0p 0p 0p

∈ Cκ(a)p×κ(a)p
and if N := κ(1) + · · ·+ κ(q), then we introduce
β = diag(β(1), . . . ,β(q)) ∈ CNp×Np.
We also introduce some additional jets. First a spectral jet with respect to the first variable
J
[1,0]
K (y) =
[
K(x1,y), . . . ,
(K(x,y))(κ
(1)−1,0)
x1,y
(κ(1) − 1)!
, . . . ,K(xq,y), . . . ,
(K(x,y))(κ
(q)−1,0)
xq,y
(κ(q) − 1)!
]
∈ Cp×Np,
and also a double spectral jet of a matrix kernel
JK =

K(x1, x1) . . .
(K(x,y))(κ
(1)−1,0)
x1,x1
(κ(1) − 1)!
. . . K(xq, x1) . . .
(K(x,y))(κ
(q)−1,0)
xq,x1
(κ(q) − 1)!
...
...
...
...
(K(x,y))(0,κ
(1)−1)
x1,x1
(κ(1) − 1)!
. . .
(K(x,y))(κ
(1)−1,κ(1)−1)
x1,x1
(κ(1) − 1)!(κ(1) − 1)!
. . .
(K(x,y))(0,κ
(1)−1)
xq,x1
(κ(1) − 1)!
. . .
(K(x,y))(κ
(q)−1,κ(1)−1)
x1,xq
(κ(q) − 1)!(κ(1) − 1)!
...
...
...
...
K(x1, xq) . . .
(K(x,y))(κ
(1)−1,0)
x1,xq
(κ(1) − 1)!
. . . K(xq, xq) . . .
(K(x,y))(κ
(q)−1,0)
xq,xq
(κ(q) − 1)!
...
...
...
...
(K(x,y))(0,κ
(q)−1)
x1,xq
(κ(q) − 1)!
. . .
(K(x,y))(κ
(1)−1,κ(q)−1)
x1,xq
(κ(1) − 1)!(κ(q) − 1)!
. . .
(K(x,y))(0,κ
(q)−1)
xq,xq
(κ(q) − 1)!
. . .
(K(x,y))(κ
(q)−1,κ(q)−1)
xq,xq
(κ(q) − 1)!(κ(q) − 1)!

,
which belongs to CNp×Np. We have employed the compact notation
(K(x,y))(n,m)a,b =
∂n+mK
∂xn∂ym
∣∣∣
x=a,y=b
.
Proposition 60. When the mass term vx,y is as (107) the triviality of kernel subspace KerRβ = {0p} is ensured whenever
I⊥Ru = {0p}. Thus, the quasideterminantal expressions of Theorem 10 hold whenever I⊥
L
u = I⊥Ru = {0p}. Moreover, if the
generalized kernel ux,y is of Hankel type, the quasidefiniteness of u ensures the trivially of the left and right orthogonal
complements of the bilateral ideal I.
Proof. For the diagonal case we choose the mass terms as in Proposition 59
(
β
(a)
k
)
x
=
κ(a)−1−k∑
n=0
(−1)n
β
(a)
k+n
(n)!
δ(n)(x− xa).
Then, I ⊂ KerRβ, and, consequently, I⊥
R
u ⊃ (KerRβ )⊥Ru . If ux,y is of Hankel type, we have that P(x) ∈ I⊥Ru if〈
P(x)(x− x1)
κ(1) · · · (x− xq)κ(q) , xnIp
〉
u
= 0,
for n ∈ {0, 1, . . . }, so that, since u is quasidefinite then P(x) = 0p, and we deduce that I⊥Ru = {0p}. A similar
argument leads to the triviality I⊥Lu = {0p}. 
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Proposition 61. When the mass term vx,y is as (107) the perturbed matrix orthogonal polynomials and quasitau matrices
are
Pˆ
[1]
n (x) = Θ∗
[
INp + βJK βJ
[0,1]
Kn−1
(x)
J
P
[1]
n
P
[1]
n (x)
]
,
(Pˆ
[2]
n (y))
> = Θ∗
[
INp + βJK β(JP[2]n
)>
J
[1,0]
Kn−1
(y) (P
[2]
n (y))
>
]
,
Hˆn = Θ∗
[
INp + βJK −β(JP[2]n
)>
J
P
[1]
n
Hn
]
.
4.3.2. Uvarov perturbations with finite discrete support. We will assume that the matrices of generalized functions
(β
(a)
m )x are supported on a discrete finite set, say {x˜b}
q˜
b=1, with multiplicities κ˜
(b) such that κ˜(1)+ · · ·+ κ˜(q˜) = N˜,
so that
(β
(a)
m )x =
q˜∑
b=1
κ˜(b)−1∑
l=0
β
(b,a)
l,m
(−1)l
l!
δ(l)(x− x˜b).(108)
The additive perturbation is
vx,y =
q˜∑
b=1
κ˜(b)−1∑
l=0
q∑
a=1
κ(a)−1∑
m=0
(−1)l+m
l!m!
β
(b,a)
l,m δ
(l)(x− x˜b)⊗ δ(m)(y− xa), β(b,a)l,m ∈ Cp×p.
This implies that there is a discrete support of the perturbing matrix of generalized functions, supp(vx,y) =
{x˜b}
q˜
b=1 × {xa}qa=1. The perturbed sesquilinear form is
〈P(x),Q(y)〉u+v = 〈P(x),Q(y)〉u +
q˜∑
b=1
κ˜(b)−1∑
l=0
q∑
a=1
κ(a)−1∑
m=0
1
l!m!
(
P(x)
)(l)
x˜b
β
(b,a)
l,m
(
(Q(y))>
)(m)
xa
.
Definition 48. We introduce the following block rectangular matrix of couplings
β :=

β
(0,0)
1,1 . . . β
(0,κ(1)−1)
1,1 . . . β
(0,0)
1,q . . . β
(0,κ(q)−1)
1,q
...
...
...
...
β
(κ˜(1)−1,0)
1,1 . . . β
(κ˜(1)−1,κ(1)−1)
1,1 . . . β
(κ˜(1)−1,0)
1,q . . . β
(κ˜(1)−1,κ(q)−1)
1,q
...
...
...
...
β
(0,0)
q˜,1 . . . β
(0,κ(1)−1)
q˜,1 . . . β
(κ˜(1)−1,0)
q˜,q . . . β
(κ˜(1)−1,κ(q)−1)
q˜,q
...
...
...
...
β
(κ˜(q˜)−1,0)
q˜,1 . . . β
(κ˜(q˜)−1,κ(1)−1)
q˜,1 . . . β
(κ˜(q˜)−1,0)
q˜,q . . . β
(κ˜(q˜)−1,κ(q)−1)
q˜,q

∈ CN˜p×Np
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and, given any matrix of kernels K(x,y), we introduce the mixed double jet J˜K ∈ CNp×N˜p
J˜K :=

K(x˜1, x1) . . .
(K(x,y))(κ˜
(1)−1,0)
x˜1,x1
(κ˜(1) − 1)!
. . . K(x˜q, x1) . . .
(K(x,y))(κ˜
(q˜)−1,0)
x˜q,x1
(κ˜(q˜) − 1)!
...
...
...
...
(K(x,y))(0,κ
(1)−1)
x˜1,x1
(κ(1) − 1)!
. . .
(K(x,y))(κ˜
(1)−1,κ(1)−1)
x˜1,x1
(κ˜(1) − 1)!(κ(1) − 1)!
. . .
(K(x,y))(0,κ
(1)−1)
x˜q,x1
(κ(1) − 1)!
. . .
(K(x,y))(κ˜
(q˜)−1,κ(1)−1)
x˜q,x1
(κ˜(q˜) − 1)!(κ(1) − 1)!
...
...
...
...
K(x˜1, xq) . . .
(K(x,y))(κ˜
(1)−1,0)
x˜1,xq
(κ˜(1) − 1)!
. . . K(x˜q, xq) . . .
(K(x,y))(κ˜
(q˜)−1,0)
x˜q,xq
(κ˜(q˜) − 1)!
...
...
...
...
(K(x,y))(0,κ
(q)−1)
x˜1,xq
(κ(q) − 1)!
. . .
(K(x,y))(κ˜
(1)−1,κ(q)−1)
x˜1,xq
(κ˜(1) − 1)!(κ(q) − 1)!
. . .
(K(x,y))(0,κ
(q)−1)
x˜q,xq
(κ(q) − 1)!
. . .
(K(x,y))(κ˜
(q˜)−1,κ(q)−1)
x˜q,xq
(κ˜(q˜) − 1)!(κ(q) − 1)!

.
With this election we get
Proposition 62. For β’s as in (108) we have 〈
P
[1]
n (x),
(
β
)
x
〉
= J˜
P
[1]
n
β,〈
J
[0,1]
Kn−1
(x), (β)x
〉
= J˜Kn−1β,
in terms of the spectral jet J˜ relative to the set {x˜b}
q˜
b=1.
Corollary 4. Whenever one of the two conditions I˜⊥Ru = {0p} or I⊥
L
u = {0p} hold, the matrix INp+ J˜Kn−1β is nonsingular
and the perturbed matrix orthogonal polynomials and quasitau matrices has the following quasideterminantal expressions
Pˆ
[1]
n (x) = Θ∗
[
INp + βJ˜Kn−1 βJ
[0,1]
Kn−1
(x)
J˜
P
[1]
n
, P[1]n (x)
]
,
(Pˆ
[2]
n (y))
> = Θ∗
[
INp + βJ˜Kn−1 β
(
J
P
[2]
n
)>
J˜
[1,0]
Kn−1
(y) (P
[2]
n (y))
>
]
,
Hˆn = Θ∗
[
INp + βJ˜Kn−1 −β(JP[2]n
)>
J˜
P
[1]
n
Hn
]
.
Remark 33 (Discrete Sobolev sesquilinear forms). If the support lays by the diagonal x˜a = xa and κ˜(a) = κ(a) we
have
〈P(x),Q(y)〉u+v = 〈P(x),Q(y)〉u +
q∑
a,b=1
κ(a)−1∑
m,l=0
(−1)l+m
l!m!
(
P(x)
)(l)
xb
β
(b,a)
l,m
(
(Q(y))>
)(m)
xa
.
This a prototype of discrete Sobolev sesquilinear form. In particular, when β(b,a)m.l = δa,bδl,mβ
(a)
m and β is a blok diagonal
matrix we have
〈P(x),Q(y)〉u+v = 〈P(x),Q(y)〉u +
q∑
a=1
κ(a)−1∑
m=0
1
l!m!
(
P(x)
)(m)
xa
β
(a)
m
(
(Q(y))>
)(m)
xa
.
When u is a Borel measure, we have the discrete Sobolev sesquilinear form
〈P(x),Q(y)〉u+v =
∫
P(x)dµ(x)(Q(x))> +
q∑
a=1
κ(a)−1∑
m=0
1
l!m!
(
P(x)
)(m)
xa
β
(a)
m
(
(Q(y))>
)(m)
xa
,
for which the Christoffel–Uvarov formulas in Corollary 4 provides biorthogonal families of matrix polynomials as well as its
matrix norms.
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For more on discrete Sobolev orthogonality see [84].
5. APPLICATIONS TO THE NON-ABELIAN 2D TODA LATTICE AND NONCOMMUTATIVE KP HIERARCHIES
The non-Abelian Toda hierarchy can be understood as the theory of continuous transformations of Gram ma-
trices, see for example [12]. We have chosen this simpler scenario, instead of the more general multicomponent
one [122, 123, 124, 21, 73, 81], as many of the essential facts regarding integrability are captured within it.
The perturbing parameters are the times of the integrable hierarchy. Given a semi-infinite covector of times
t =
[
t1, t2, . . .
]
, where we only have a finite number of entries different from zero, and we also consider the semi-
infinite matrix Vt0 := exp
( ∑
0<j∞ tjΛj
)
, and given two time covectors ti =
[
ti,1, ti,2, . . .
]
, i ∈ {1, 2}, the perturbed
Gram matrix is
Gt = Vt10 G
(
Vt20
)−>,
where we have used the notation t = (t1, t2) to denote the perturbation parameters. We also consider the poly-
nomials
t1(x) :=
∑
0<j∞ t1,jx
j, t2(y) :=
∑
0<j∞ t2,jy
j
Then, we can check that
Gt = Vt10 G
(
Vt20
)−>
= Vt10
〈
χ(x),χ(y)
〉
u
(
Vt20
)−>
=
〈
e
∞∑
j=1
t1,jx
j
χ(x), e
−
∞∑
j=1
t2,jy
j
χ(y)
〉
u
= 〈χ(x),χ(y)〉ut ,
where the deformed bivariate matrix of generalized functions is given by
utx,y := e
t1(x)−t2(y) ux,y.
Observe that if the initial Hankel matrix of generalized kernels ux,y, then so is utx,y. Thus, the Hankel symmetry
is preserved under these continuous transformations. In this case, the perturbation is
utx := e
∞∑
j=1
(t1,j−t2,j)x
j
ux,
and we can replace the two familiy of times t1 and t2 by just one family, leading to a reduction from the 2D
non-Abelian Toda lattice hierarchy to the 1D non-Abelian Toda lattice hierarchy.
We will assume that utx,y is quasidefinite; i.e., the Gauss–Borel factorization
Gt = (St1)
−1Ht(St2)
−>(109)
holds. Consequently, for the time-dependent matrix polynomials
P[1],t(x) = St1χ(x), P
[2],t(y) = St2χ(y),
the biorthogonality conditions hold 〈
P
[1],t
n (x),P
[2],t
m (y)
〉
ut
= δn,mH
t
n.
We also will need the second kind functions
C
[1],t
n (z) =
〈
P
[1],t
n (x),
Ip
z− y
〉
ut
,
(
C
[2],t
n (z)
)>
=
〈
Ip
z− x
,P[2],tn (y)
〉
ut
.
Finally, we will also require of the Christoffel–Darboux kernel and its mixed versions
Ktn(x,y) =
n∑
k=0
(P
[2],t
k (y))
>(Htk)
−1P
[1],t
k (x), K
(pc),t
n (x,y) =
n∑
k=0
(
P
[2],t
k (y)
)>
(Htk)
−1C
[1],t
k (x).
In the case of Hankel Gram matrices, they satisfy the Christoffel–Darboux formula.
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5.1. Non Abelian 2D-Toda hierarchy. Given a semi-infinite matrix A we have unique splitting A = A+ + A−
where A+ is an upper triangular block matrix while is A− a strictly lower triangular block matrix. The Gaussian
factorization of the deformed Gram matrix has the following differential consequences
Proposition 63 (Sato–Wilson equations). The following holds
∂S1
∂t1,j
(S1)
−1 = −
(
S1Λ
j(S1)
−1
)
−
,
∂S1
∂t2,j
(S1)
−1 =
(
S˜2
(
Λ>
)j
(S˜2)
−1
)
−
,
∂S˜2
∂t1,j
(S˜2)
−1 =
(
S1Λ
j(S1)
−1
)
+
,
∂S˜2
∂t2,j
(S˜2)
−1 = −
(
S˜2
(
Λ>
)j
(S˜2)
−1
)
+
.
Proof. Taking into account convergence and no associative issues, we look for the derivatives along the deforma-
tion parameters in (109)
−(St1)
−1 ∂S
t
1
∂t1,j
(St1)
−1S˜t2 + (S
t
1)
−1 ∂S˜
t
2
∂t1,j
= ΛjGt
= Λj(St1)
−1S˜t2,(110)
−(St1)
−1 ∂S
t
1
∂t2,j
(St1)
−1S˜t2 + (S
t
1)
−1 ∂S˜
t
2
∂t2,j
= −Gt(Λj)>
= (St1)
−1S˜t2(Λ
j)>,(111)
so that
−
∂St1
∂t1,j
(St1)
−1 +
∂S˜t2
∂t1,j
(
S˜t2
)−1
= St1Λ
j(St1)
−1,
−
∂St1
∂t2,j
(St1)
−1 +
∂S˜t2
∂t2,j
(
S˜t2
)−1
= −S˜t2(Λ
j)>
(
S˜t2
)−1,
and the result follows. 
Proposition 64 (Non-Abelian 2D Toda lattice equations). Using the notation t1,1 = η and t2,1 = ζ,
∂
∂ζ
(∂Hk
∂η
(Hk)
−1
)
+Hk+1(Hk)
−1 −Hk(Hk−1)
−1 = 0,(112)
For the Hankel case we find a reduction the non-Abelian 1D Toda lattice equation, where η = ζ,
∂
∂η
(∂Hk
∂η
(Hk)
−1
)
+Hk+1(Hk)
−1 −Hk(Hk−1)
−1 = 0.
Proof. From Proposition 63 we get
∂Hk
∂η
(Hk)
−1 = Uk −Uk+1, k ∈ {0, 1, . . . },
∂Uk
∂ζ
= Hk(Hk−1)
−1, k ∈ {1, 2, . . . }
where U0 = 0p and Uk := (St1)k,k−1 ∈ Cp×p, k ∈ {1, 2, . . . }. 
The non-Abelian Toda lattice was introduced in the context of string theory by Polyakov, [100, 101], and then
studied under the inverse spectral transform by Mikhailov [91] and Riemann surface theory by Krichever [77].
The Darboux transformations were considered in [106] and later in [98]. We refer the reader to [12] for a deeper
treatment on these issues.
These equations are just the first members of an infinite set of nonlinear partial differential equations, an
integrable hierarchy. Its elements are given by
Definition 49. The Lax and Zakharov–Shabat matrices are given by
L1 := S1Λ(S1)
−1, L2 := S˜2(Λ)>(S˜2)−1,
B1,j :=
(
(L1)
j
)
+
, B2,j :=
(
(L2)
j
)
−
.
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Proposition 65 (The zero-curvature formulation of the integrable hierarchy). The Lax matrices are subject to the
following Lax equations
∂Li
∂tj,k
=
[
Bj,k,Li
]
,
and Zakharov–Shabat matrices fulfill the following Zakharov–Shabat equations
∂Bi ′,k ′
∂ti,k
−
∂Bi,k
∂ti ′,k ′
+
[
Bi,k,Bi ′,k ′
]
= 0.
Using the notation
ak := Hk(Hk−1)
−1, bk := Uk −Uk+1,
for k ∈ {1, 2, . . . } and a0 = 0 and b0 = −(S1)1,0. The Gauss–Borel factorization problem implies
∂bk
∂ζ
= ak − ak+1,
∂Hk
∂η
= bkHk,
from where (112) follows. This system is equivalent to the following nonlinear system of first order PDE
∂bk
∂ζ
= ak − ak+1,
∂ak
∂η
= bkak − akbk−1.
(113)
5.2. Baker functions.
Definition 50. We consider the wave matrices
Wt1 :=S
t
1V
t1
0 , W˜
t
2 :=
(
S˜t2
)−>
V−t20 = (H
t)−>St2V
−t2
0(114)
where S˜t2 := H
t
(
St2
)−>.
Proposition 66 (Zakharov–Shabat equations). The wave matrices satisfy the linear systems
∂Wt1
∂t1,j
=B1,jW
t
1 ,
∂Wt1
∂t2,j
=B2,jW
t
1 ,
∂W˜t2
∂t1,j
=− (B1,j)
>W˜t2 ,
∂W˜t2
∂t2,j
=− (B2,j)
>W˜t2 .
Proof. It is deduced as follows
∂Wt1
∂t1,j
=
∂St1
∂t1,j
Vt10 + S
t
1Λ
jVt10 =
( ∂St1
∂t1,j
(St1)
−1 + (L1)
j
)
Wt11
=B1,jW
t
1 ,
∂Wt1
∂t2,j
=
∂St1
∂t2,j
Vt10 =
( ∂St1
∂t2,j
(St1)
−1
)
Wt11
=B2,jW
t
1 ,
∂W˜t2
∂t1,j
=
∂
(
S˜t2
)−>
∂t1,j
V−t20 = −
(
S˜t2
)−>∂(S˜t2)>
∂t1,j
(
S˜t2
)−>
V−t20 = −
( ∂S˜t2
∂t1,j
(
S˜t2
)−1)>
W˜t2
=− (B1,j)
>W˜t2 ,
∂W˜t2
∂t2,j
=
∂
(
S˜t2
)−>
∂t2,j
V−t20 −
(
S˜t2
)−>
ΛjV−t20 = −
(
S˜t2
)−>∂(S˜t2)>
∂t2,j
(
S˜t2
)−>
V−t20 −
(
S˜t2
)−>
ΛjV−t20
= −
( ∂S˜t2
∂t2,j
(
S˜t2
)−1
+ (L2)
j
)>
W˜t2
=− (B2,j)
>W˜t2 .

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The wave matrices satisfy I = Wt1G(W˜
t
2 )
>. Notice that we can formally write Wt2 := (W˜
t
2 )
−> = S˜t2
(
Vt20
)−>,
which could happen to not exist as a product.
Definition 51. The Baker functions are given by
Ψ1(t, z) :=Wt1χ(z), Ψ
∗
2(t, z) := W˜
t
2χ(z),(
Ψ∗1(t, z)
)>
:=
(
χ∗(z)
)>
G(W˜t2 )
>, Ψ2(t, z) :=Wt1Gχ
∗(z),
We will promptly show that the second pair of Baker functions do have a proper meaning as Cauchy trans-
forms.
Remark 34. Normally, in the literature on integrable systems they are formally written as follows
Ψ1(t, z) :=Wt1χ(z), Ψ
∗
2(t, z) := (W
t
2 )
−>χ(z),
Ψ∗1(t, z) := (W
t
1 )
−>χ∗(z), Ψ2(t, z) :=Wt2χ
∗(z).
Extending from a Gram type definition to a Cauchy type, as we did with the second kind functions.
Proposition 67. The Baker functions and the biorthogonal polynomials are connected as follows
Ψ1(t, z) = et1(z) P[1],t(z),
Ψ∗2(t, z) := e
−t2(z)(Ht)−>P[2],t(z),(
Ψ∗1(t, z)
)>
:=
〈
Ip
z− x
, e−t2(y) P[2],t(y)
〉
u
(Ht)−1 z 6∈ suppx(u),
Ψ2(t, z) =
〈
et1(x) P[1],t(x),
Ip
z− y
〉
u
, z 6∈ suppy(u),
where rx and ry where introduced in Definition 23.
Proof. The first two relations follow immediately, while for the second two we proceed as follows(
Ψ∗1(t, z)
)>
:=
(
χ∗(z)
)> 〈χ(x),χ(y)〉u (W˜t2 )>
=
〈(
χ∗(z)
)>
χ(x), W˜t2χ(y)
〉
u
=
〈
Ip
z− x
,Ψ∗2(t, z)
〉
u
, z 6∈ suppx(u),
Ψ2(t, z) :=Wt1 〈χ(x),χ(y)〉u χ∗(z)
=
〈
Wt1χ(x),
(
χ∗(z)
)>
χ(y)
〉
u
=
〈
Ψ1(x, t),
Ip
z− y
〉
u
, z 6∈ suppy(u).

Proposition 68 (Zakharov–Shabat equations). The Baker functions satisfy the linear systems
∂Ψ1
∂t1,j
=B1,jΨ1,
∂Ψ1
∂t2,j
=B2,jΨ1,
∂Ψ∗2
∂t1,j
=− (B1,j)
>Ψ∗2 ,
∂Ψ∗2
∂t2,j
=− (B2,j)
>Ψ∗2 ,
∂
(
Ψ∗1
)>
∂t1,j
=−
(
Ψ∗1
)>
B1,j,
∂
(
Ψ∗1
)>
∂t2,j
=−
(
Ψ∗1
)>
B2,j,
∂Ψ2
∂t1,j
=(B1,j)
>Ψ2,
∂Ψ2
∂t2,j
=(B2,j)
>Ψ2.
Proof. From Definition 51 we get
∂Ψ1
∂ti,j
:=
∂Wt1
∂ti,j
χ(z),
∂Ψ∗2
∂ti,j
:=
∂W˜t2
∂ti,j
χ(z),
∂
(
Ψ∗1(t, z)
)>
∂ti,j
:=
(
χ∗(z)
)>
G
(∂W˜t2
∂ti,j
)>
,
∂Ψ2
∂ti,j
:=
∂Wt1
∂ti,j
Gχ∗(z),
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and using Proposition 66 we obtain the stated result. 
For the first flows and the corresponding matrices Bη := B1,1 = (L1)+ and Bζ := B2,1 = (L2)− we have the
following expressions
Bη =

b0 Ip 0p 0p 0p . . .
0p b1 Ip 0p 0p . . .
0p 0p b2 Ip 0p
0p 0p 0p b3 Ip
. . .
...
...
...
. . . . . .
 , Bζ =

0p 0p 0p 0p . . .
a1 0p 0p 0p . . .
0p a2 0p 0p
0p 0p a3 0p
...
...
. . .
 .
Then, we have the Zakharov–Shabat linear system
∂Ψ1,k
∂ζ
= akΨ1,k−1,
∂Ψ1,k
∂η
= bkΨ1,k + Ψ1,k+1,
whose compatibility is (113).
The reader must be aware that despite the Baker functions Ψ1(t, z) and Ψ∗2(t, z) are, as Proposition 67 tell us,
essentially the biorthogonal polynomials P[1],t(z) and P[2],t(z), it is just not the same for the other two Baker func-
tions, (Ψ∗)>(t, z) and Ψ2(z, t), as they are not the second kind functions, see (10). Indeed, these Baker functions
are
Ψ2(t, z) =
〈
P[1],t(x) et1(x),
Ip
z− y
〉
u
, z 6∈ suppy(u),(
Ψ∗1(t, z)
)>
:=
〈
Ip
z− x
, e−t2(y) P[2],t(y)
〉
u
(Ht)−1, z 6∈ suppx(u),
while, according to Proposition 28, for a matrix of generalized kernels utx,y ∈
(
(O ′c)x,y
)p×p, the second kind
functions are
C
[1],t
n (z) =
〈
P
[1],t
n (x) et1(x),
Ip e−t2(y)
z− y
〉
u
, z 6∈ suppy(u),
(
C
[2],t
n (z)
)>
=
〈
Ip et1(x)
z− x
, e−t2(y) P[2],tn (y)
〉t
u
, z 6∈ suppx(u).
We see that only for particular situations they can be identified. For example, whenever t2 = 0 we find C
[1],t
n (z) =
Ψ2(t, z). Notice that, as we immediately will explain, this corresponds to the noncommutative KP flows. This
issue will reappear with the bilinear identities discussed below.
5.3. Noncommutative KP hierarchy. We will show how the noncommutative KP hierarchy appears within the
non-Abelian 2D Toda lattce hierarchy. For that aim we put all the times t2,j = 0 and consider only continuous de-
formations given by the times t1,j, j ∈ {1, 2, . . . }, and the first three times will be denoted by η := t1,1, ρ := t1,2 and
θ := t1,3, Uk := (S1)k,k−1, k ∈ {1, 2 . . . }, will denote the blocks on the first subdiagonal of St1, the corresponding
matrix will be denoted by U.
Definition 52. Given two semi-infinite matrices Z1(t) and Z2(t) we say that
• Z1(t) ∈ lVt10 if Z1(t)
(
Vt10
)−1 is a block strictly lower triangular matrix.
• Z2(t) ∈ u if Z2(t) is a block upper triangular matrix.
Then, we can state the following
Proposition 69. Given two semi-infinite matrices Z1(t) and Z2(t) such that
• Z1(t) ∈ lVt10 ,
• Z2(t) ∈ u,
• Z1(t)G = Z2(t),
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then Z1(t) = Z2(t) = 0.
Proof. Observe that
Z1(t)
(
Vt10
)−1(
S1(t)
)−1
= Z2(t)
(
S˜2(t)
)−1,
and, as in the LHS we have a strictly lower triangular block semi-infinite matrix while in the RHS we have an
upper triangular block semi-infinite matrix, both sides must vanish and the result follows. 
Definition 53. When A− B ∈ lVt10 we write A = B+ lVt10 and if A− B ∈ u we write A = B+ u.
Proposition 70 (Second and third order linear ODE). Among others the Baker function Ψ1 satisfies the following
linear differential equations
∂(Ψ1)k
∂ρ
=
∂2(Ψ1)k
∂η2
− 2
∂Uk
∂η
(Ψ1)k,(115)
∂(Ψ1)k
∂θ
=
∂3(Ψ1)k
∂η3
− 3
∂Uk
∂η
∂(Ψ1)k
∂η
−
3
2
(∂2Uk
∂η2
+
∂Uk
∂ρ
)
(Ψ1)k,(116)
Proof. We only check the first relation, the second despite being more complicated it follows from the same
principles. In the one hand,
∂W1
∂ρ
=
(∂S1
∂ρ
+ S1Λ
2
)
Vt10
∂2W1
∂η2
=
(∂2S1
∂η2
+ 2
∂S1
∂η
Λ+ S1Λ
2
)
Vt10
so that (
∂
∂ρ
−
∂2
∂η2
)
(W1) = −2
(
∂U
∂η
Λ
)
Vt10 + lV
t1
0
and, consequently,
Z1 :=
(
∂
∂ρ
−
∂2
∂η2
+ 2
∂U
∂η
Λ
)
(W1) ∈ lVt10 .
On the other hand,
Z2 :=
∂S˜2
∂ρ
−
∂2S˜2
∂η2
+ 2
∂U
∂η
ΛS˜2 ∈ u.
Now, we apply Proposition 69 to get the result. 
Remark 35 (Noncommutative KP equation). The compatibility of both equations leads to
∂
∂η
(
4
∂Uk
∂θ
+ 6
(∂Uk
∂η
)2
−
∂Uk
∂η3
)
−
∂2Uk
∂ρ2
+ 6
[
∂Uk
∂η
,
∂Uk
∂ρ
]
= 0.(117)
This matrix noncommutative KP equations has been considered for the first time in [20] and its relation with
the matrix heat hierarchy, the Hopf–Cole transformation and the construction of solutions was discussed in [68].
In [78] we can find an excellent treatment on the subject, see also [127]. Recently, in [59] a discussion of solutions
derived from the Darboux transformation technique is given, for further studies on its solutions see [109, 117].
Notice, that the standard notation in the literature for the independent variables is x,y and t, as we have already
used x,ywe decided to introduce the alternative notation η, ρ and θ for the independent variables.
Remark 36. Notice that the linear systems for the Baker function as well as the noncommutative KP equation involve a
single position in the lattice as the equations are for Uk, with k fixed.
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5.4. Transformation theory. We now proceed to the study of how the previous Geronimus–Uvarov transforma-
tions (we recover Geronimus for WC(x) = Ip) affect the solutions of the non-Abelian 2D Toda lattice and the
noncommutative KP hierarchies. That is, the interplay between the continuous Toda type perturbations and
the discrete rational deformations dictated by the Geronimus–Uvarov transformations. It is important to notice
that [Λ,Vt0 ] = 0, to realize that both transformations, continuous flows of Toda type and Geronimus–Uvarov
transformations, commute. That is, given a Geronimus–Uvarov transformation
uˆx,yWG(y) =WC(x)ux,y, GˆWG(Λ>) =WC(Λ)G,
we will have the corresponding t-evolved equations
uˆtx,yWG(y) =WC(x)u
t
x,y, Gˆ
tWG(Λ
>) =WC(Λ)Gt,
where
uˆtx,y = e
t1(x)−t2(y) uˆx,y, Gˆt = V
t1
0 Gˆ
(
Vt20
)−>.
Therefore, all previous results hold true. For example, Theorem 6 gives , when n > NG, with Hankel spectral
massses as described in (68), the following Christoffel–Geronimus–Uvarov type formulas,
Pˆ
[1],t
n (x) = Θ∗

J
C,P[1],tn−NG
J
G,C[1],tn−NG
−
〈
P
[1],t
n−NG
(x), (ξ)x
〉
WG P
[1],t
n−NG
(x)
...
...
...
J
C,P[1]n+NC
J
G,C[1],tn+NC
−
〈
P
[1],t
n+NC
(x), (ξ)x
〉
WG P
[1],t
n+NC
(x)
 ,
Hˆtn = Θ∗

J
C,P[1],tn−NG
J
G,C[1],tn−NG
−
〈
P
[1],t
n−NG
(x), (ξ)x
〉
WG H
t
n−NG
J
C,P[1],tn−NG+1
J
G,C[1],tn−NG+1
−
〈
P
[1],t
n−NG+1
(x), (ξ)x
〉
WG 0p
...
...
...
J
C,P[1],tn+NC
J
G,C[1],tn+NC
−
〈
P
[1],t
n+NC
(x), (ξ)x
〉
WG 0p

,
(
Pˆ
[2],t
n (y)
)>
= −Θ∗

J
C,P[1],tn−NG
J
G,C[1],tn−NG
−
〈
P
[1],t
n−NG
(x), (ξ)x
〉
WG H
t
n−NG
J
C,P[1],tn−NG+1
J
G,C[1],tn−NG+1
−
〈
P
[1],t
n−NG+1
(x), (ξ)x
〉
WG 0p
...
...
J
C,P[1],tn+NC−1
J
G,C[1],tn+NC−1
−
〈
P
[1],t
n+NC−1
(x), (ξ)x
〉
WG 0p
WG(y)JC,Ktn−1(y) WG(y)
(
J
G,K(pc),tn−1
(y) −
〈
Ktn−1(x,y), (ξ)x
〉
WG
)
+ JG,V(y) 0p

.
In particular, Hˆtn is a new solution of the non-Abelian 2D Toda lattice equation (112) constructed in terms of the
original solutionHtn and the time dependent spectral jets, corresponding to both perturbing matrix polynomials,
of P[1],t(x) and C[1],t(x).
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Uvarov transformations can be applied similarly. In particular, Theorem 10 yields, whenever
(
KerRβ
)⊥utR =(
KerLβ
)⊥utL = {0p}, the perturbed matrix orthogonal polynomials and quasitau matrices
Pˆ
[1],t
n (x) = Θ∗
INp + 〈J[0,1]Ktn−1(x), (β)x〉 J[0,1]Ktn−1(x)〈
P
[1],t
n (x), (β)x
〉
P
[1],t
n (x)
 ,
(Pˆ
[2],t
n (y))
> = Θ∗
[
INp +
〈
J
[0,1]
Ktn−1
(x), (β)x
〉 (
J
P
[2],t
n
)>〈
Ktn−1(x, z), (β)x
〉
(P
[2],t
n (y))
>
]
,
Hˆtn = Θ∗
INp + 〈J[0,1]Ktn−1(x), (β)x〉 −β(JP[2],tn )>〈
P
[1],t
n (x), (β)x
〉
Htn
 .
5.4.1. Application to the noncommutative KP hierarchy. We have seen is §5.3 how the noncommutative KP flows
appear once we put t2(y) = 0. For the noncommutative KP flows the first subdiagonal coefficients Uk of S1 play
a key role, as the hierarchy and the equations, see the noncommutative KP equation (117), are expressed in terms
of them. Let us recall that the Uk’s is the coefficient multiplying the term xn−1 in the polynomial P
[1],t
k (z). Thus,
it is of interest to have quasideterminantal expressions for the transformations of the U. From (78) we get
Uˆn = Un+NC −AC,NC−1 +ωn,n+NC−1.(118)
Now, we recall Proposition 50, so that for n > NG, we have
ωn,n+NC−1 =
−
[
J
C,P[1]n+NC
,J
G,C[1]n+NC
−
〈
P
[1]
n+NC
(x), (ξ)x
〉
WG
]
J
C,P[1]n−NG
J
G,C[1]n−NG
−
〈
P
[1]
n−NG
(x), (ξ)x
〉
WG
...
...
J
C,P[1]n+NC−1
J
G,C[1]n+NC−1
−
〈
P
[1]
n+NC−1
(x), (ξ)x
〉
WG

−1 
0p
...
0p
Ip
 .
and we find the quasideterminantal expression
Uˆtn = Θ∗

J
C,P[1],tn−NG
J
G,C[1],tn−NG
−
〈
P
[1],t
n−NG
(x), (ξ)x
〉
WG 0p
...
...
J
C,P[1],tn+NC−2
J
G,C[1],tn+NC−2
−
〈
P
[1],t
n+NC−2
(x), (ξ)x
〉
WG 0p
J
C,P[1],tn+NC−2
J
G,C[1],tn+NC−1
−
〈
P
[1],t
n+NC−1
(x), (ξ)x
〉
WG Ip
J
C,P[1],tn+NC
J
G,C[1],tn+NC
−
〈
P
[1],t
n+NC
(x), (ξ)x
〉
WG U
t
n −AC,NC−1

.
For the Uvarov transformations we can also find quasideterminantal expressions for the transformedU’s. Just
looking at the corresponding power in xn−1, from Theorem 10, whenever
(
KerRβ
)⊥utR = (KerLβ )⊥utL = {0p}, we
get
Uˆtn = Θ∗
INp + 〈J[0,1]Ktn−1(x), (β)x〉 (JP[2],tn−1)>(Htn−1)−1〈
P
[1],t
n (x), (β)x
〉
Utn
 .
5.5. Christoffel and Geronimus transformations, Miwa shifts, τ-type matrix functions and Sato formulas. We
consider some interesting expressions of the biorthogonal polynomials and its second kind functions in terms
of the matrix norms and its Christoffel and Geronimus transformations for monic matrix polynomials of degree
one.
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Remark 37. We will use the following ordered products
x
n∏
m=0
Am := AnAn−1 · · ·A0 and
y
n∏
m=0
Am := A0A1 · · ·An, for
its use in integrable systems theory see, for example, [50].
Proposition 71. For a Christoffel transformations withWC(x) = Ipx−A we have
P
[1]
n+1(A) = (−1)
n+1
x
n∏
m=0
Hˆm(Hm)
−1, Cˆ[2]n (A>) = (−1)n−1(Hn)>
x
n−1∏
m=0
(Hˆm)
−>(Hm)>.
Proof. Degree one Christoffel transformation [12], fit in the discussion of §3 when WG(x) = Ip and WC(x) =
Ipx−A. From the connection formula
Pˆ
[1]
n (x)(Ipx−A) = P
[1]
n+1(x) +ωn,nP
[1]
n (x), ωn,n = Hˆn(Hn)−1,
recalling (77) for NG = 0 and NC = 1, and also the form of the spectral jets, see the discussion in §3 we get
P
[1]
n+1(A) = −Hˆn(Hn)
−1P
[1]
n (A),
from where the first relation follows.
For the second relation, we first observe that (65) gives(
Cˆ
[2]
0 (x)
)>
(H0)
−1 = (Ipx−A)
(
C
[2]
0 (x)
)>
(H0)
−1 − Ip,(
Cˆ
[2]
n−1(x)
)>
(Hˆn−1)
−1 +
(
Cˆ
[2]
n (x)
)>
(Hn)
−1 = (Ipx−A)
(
C
[2]
n (x)
)>
(Hn)
−1, n ∈ {1, 2, . . . }.
Therefore,
Cˆ
[2]
0 (x) = C
[2]
0 (x)(Ipx−A
>) − (H0)>,
(Hˆk−1)
−>Cˆ[2]k−1(x) + (Hk)
−>Cˆ[2]k (x) = (Hk)
−>C[2]k (x)(Ipx−A
>), k ∈ {1, 2, . . . },
which implies
Cˆ
[2]
0 (A
>) = −(H0)>,
Cˆ
[2]
n (A
>) = −(Hn)>(Hˆn−1)−>Cˆ
[2]
n−1(A
>), n ∈ {1, 2, . . . }.

Similarly,
Proposition 72. Given a Geronimus transformation withWG(x) = Ipx−A we have
C
[1]
n (A) = (−1)n−1Hˇn
x
n−1∏
m=0
(Hm)
−1Hˇm, Pˇ
[2]
n+1(A
>) = (−1)n+1
x
n∏
m=0
(Hm)
>(Hˇm)−>.
Proof. For a Geronimus transformation withWG(x) = Ipx−A andWC(x) = Ip we deduce, see (26) and (43),
Cˇ
[1]
0 (x)(Ipx−A) = C
[1]
0 (x) + Hˇ0,
Cˇ
[1]
n (x)(Ipx−A) = C
[1]
n (x) +ωn,n−1C
[1]
n−1(x), ωn,n−1 = Hˇn(Hn−1)
−1.
Now, discussion in §3 implies
C
[1]
0 (A) = −Hˇ0,
C
[1]
n (A) = −Hˇn(Hn−1)
−1C
[1]
n−1(A), n ∈ {1, 2, . . . }.
From (24) we conclude
(Ipx−A)
(
P
[2]
n (x)
)>
(Hn)
−1 =
(
Pˇ
[2]
n (x)
)>
(Hˇn)
−1 +
(
Pˇ
[2]
n+1(x)
)>
(Hˇn+1)
−1ωn+1,n
=
(
Pˇ
[2]
n (x)
)>
(Hˇn)
−1 +
(
Pˇ
[2]
n+1(x)
)>
(Hn)
−1.
TRANSFORMATION THEORY FOR MATRIX BIORTHOGONAL POLYNOMIALS ON THE REAL LINE 95
Consequently, we get
(Hn)
−>P[2]n (x)(Ipx−A>) = (Hˇn)−>Pˇ
[2]
n (x) + (Hn)
−>Pˇ[2]n+1(x),
and again we are lead, see §3, to
Pˇ
[2]
n+1(A
>) = −(Hn)>(Hˇn)−>Pˇ
[2]
n (A
>).

Definition 54 (Miwa shifts). We consider the following coherent time shift
[z] :=
[
1
z
,
1
2z2
,
1
3z3
, . . .
]
.(119)
Remark 38. The relevance of this Miwa shift comes from the Taylor expansion of the logarithm
[z](x) =
x
z
+
x2
2z2
+
x3
3z3
+ · · ·
= − log
(
1 −
x
z
)
, |x| < |z|,
so that et1(x)−[z]1(x) =
(
1 −
x
z
)
et1(x), |x| < |z|, and e−(t2(y)−[z]2(y)) =
(
1 −
y
z
)−1
e−t2(y), |y| < |z|. The shifts are
going to be taken inside the sesquilinear form. Consequently, for the Miwa shift [z]1 we request |z| > rx and for [z]2 that
|z| > ry, ensuring in this way the convergence of the series of the logarithm.
We see that for the scalar case the composition of these Miwa shifts can generate any massless Geronimus–
Uvarov transformation. However, for the matrix case, the Miwa shifts just introduced are more limited, as
they are scalar shifts, the matrix A is a multiple of the identity Ip. This is due, in part, to the simplification of
considering the non-Abelian Toda flows instead of the multicomponent flows. However, in that more general
scenario, the times are not any more scalar, but diagonal matrices in Cp×p and, consequently, the corresponding
composition of partial Miwa shifts will achieve utmost diagonal massless Geronimus–Uvarov transformations.
Definition 55 (τ-ratio matrices). We introduce the matrices
τ
(1)
n (t, s) :=
x
n∏
m=0
Htm(H
s
m)
−1, τ(2)n (t, s) :=
x
n∏
m=0
(Htm)
−1Hsm.
Remark 39. Observe that
(τ
(1)
n (s, t))−1 =
y
n∏
m=0
Htm(H
s
m)
−1, (τ(2)n (s, t))−1 =
y
n∏
m=0
(Htm)
−1Hsm.
Remark 40 (Why τ-ratio?). Notice that in the scalar case, p = 1, we have, in terms of the the τ-function τn(t) =
n∏
m=0
Htm,
τ
(1)
n (t, s) =
τn(t)
τn(s)
, τ(2)n (t, s) =
τn(s)
τn(t)
.
Thus, in the scalar case the τ-ratio matrices are just the ratio of τ functions.
Theorem 11 (Sato formulas). In terms of τ-ratio matrices and Miwa shifts we have the following expressions for the
biorthogonal matrix polynomials and its second kind functions
P
[1],t
n (z) = z
−nτ
(1)
n−1(t− [z]1, t),
(
C
[2],t
n (z)
)>
(Htn)
−1 = zn−1
(
τ
(1)
n (t, t+ [z]1)
)−1, |z| > rx
(Htn)
−1C
[1],t
n (z) = z
n+1τ
(2)
n (t, t− [z]2),
(
P
[2],t
n (z)
)>
= z−n
(
τ
(2)
n−1(t+ [z]2, t)
)−1, |z| > ry.
Proof. If we write 1 −
x
z
= −
1
z
(
x − z
)
, we can understand the Miwa shifts t − [z]1 (t − [z]2) as a degree one
Christoffel (Geronimus) transformations of the generalized kernel utx,y. For the Gram matrices we haveGt−[z]1 =
−z−1Gˆ and Gt−[z]2 = −zGˇ, where Gˆ and Gˇ denote the corresponding scalar Christoffel and massless Geronimus
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transformations with monic perturbing polynomials Ip(x − z) and Ip(y − z)−1 and uˆtx,y = (x − z)utx,y and
uˇx,y = ux,y(y− z)
−1, respectively. Thus, the uniqueness of the Gauss–Borel factorization gives
S
t−[z]1
1 = Sˆ
t
1, H
t−[z]1 = −z−1Hˆt, St−[z]12 = Sˆ
t
2,
S
t−[z]2
1 = Sˇ
t
1, H
t−[z]2 = −zHˇt, St−[z]22 = Sˇ
t
2.
Therefore, according to Definition 20 we get for |z| > rx
P[1],t−[z]1(x) = Pˆ[1],t(x), P[2],t−[z]1(y) = Pˆ[2],t(y), C[1],t−[z]1(x) = −z−1Cˆ[1],t(x), C[2],t−[z]1(y) = −z−1Cˆ[2],t(y),
and for |z| > ry we obtain that
P[1],t−[z]2(x) = Pˇ[1],t(x), P[2],t−[z]2(y) = Pˇ[2],t(y), C[1],t−[z]2(x) = −zCˇ[1],t(x), C[2],t−[z]2(y) = −zCˇ[2],t(y).
Then, Propositions 71 and 72, with A = Ipz, give
P
[1],t
n+1(z) = z
−n−1
x
n∏
m=0
H
t−[z]1
m (H
t
m)
−1, C[2],t−[z]1n (z) = zn−1(Htn)
>
x
n−1∏
m=0
(H
t−[z]1
m )
−>(Htm)
>,
C
[1],t
n (z) = z
n+1H
t−[z]2
n
x
n−1∏
m=0
(Htm)
−1H
t−[z]2
m , P
[2],t−[z]2
n+1 (z) = z
−n−1
x
n∏
m=0
(Htm)
>(Ht−[z]2m )−>,
so that, Miwa shifting some times we have
P
[1],t
n+1(z) = z
−n−1
x
n∏
m=0
H
t−[z]1
m (H
t
m)
−1, C[2],tn (z) = zn−1(H
t+[z]1
n )
>
x
n−1∏
m=0
(Htm)
−>(Ht+[z]1m )>, |z| > rx,
C
[1],t
n (z) = z
n+1H
t−[z]2
n
x
n−1∏
m=0
(Htm)
−1H
t−[z]2
m , P
[2],t
n+1(z) = z
−n−1
x
n∏
m=0
(H
t+[z]2
m )
>(Htm)
−>, |z| > ry.
and a transposition gives
P
[1],t
n+1(z) = z
−n−1
x
n∏
m=0
H
t−[z]1
m (H
t
m)
−1,
(
C
[2],t
n (z)
)>
(Htn)
−1 = zn−1
y
n∏
m=0
H
t+[z]1
m (H
t
m)
−1, |z| > rx,
(Htn)
−1C
[1],t
n (z) = z
n+1
x
n∏
m=0
(Htm)
−1H
t−[z]2
m ,
(
P
[2],t
n+1(z)
)>
= z−n−1
y
n∏
m=0
(Htm)
−1H
t+[z]2
m , |z| > ry.

Remark 41. In the scalar case, p = 1, recalling that Htn =
τn(t)
τn−1(t)
, we have the following standard Sato formulas,
P
[1],t
n (z) = z
−n τn(t− [z]1)
τn(t)
, C[2],tn (z) = zn−1
τn(t+ [z]1)
τn−1(t)
, |z| > rx
C
[1],t
n (z) = z
n+1 τn(t− [z]2)
τn−1(t)
, P[2],tn (z) = z−n
τn(t+ [z]2)
τn(t)
, |z| > ry.
5.6. Bilinear identity and Geronimus–Uvarov and Uvarov transformations. Bilinear identities [35, 36, 37, 95]
are normally formulated for τ-functions, but can be also written down for Baker functions [124, 122, 123]. They
are useful when deriving the Hirota bilinear equations as well as a number of Fay identities. We have lengthy
discussed about Geronimus–Uvarov transformations, and a question naturally arises. Does it hold a bilinear
identity for the Baker functions in where Geronimus–Uvarov transformations plays a role? and further: Do we
have a similar bilinear identity for the biorthogonal matrix polynomials and its second kind functions? and for
the τ-matrices? The answer to these questions follows.
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Theorem 12 (Geronimus–Uvarov bilinear identities). Let us consider two matrix polynomials WC(x) and WG(x),
withWC(x) monic, and the corresponding Gerominus–Uvarov transformation as given in Definition 38. Then, for r1 > rx
and r2 > ry, the following bilinear identities holds∮
|z|=r1
Ψˆ1,k(t
′, z)WC(z)
(
Ψ∗1,l(t, z)
)> d z = ∮
|z|=r2
Ψˆ2,k(t
′, z)WG(z)
(
Ψ∗2,l(t, z)
)> d z,(120) ∮
|z|=r1
et
′
1(z)−t1(z) Pˆ
[1],t ′
k (z)WC(z)
(
C
[2],t
l (z)
)> d z = ∮
|z|=r2
Cˆ
[1],t ′
k (z)WG(z)
(
P
[2],t
l (z)
)> et ′2(z)−t2(z) d z,(121)
and in terms of the matrix functions τ(1)(t, s) and τ(2)(t, s) introduced in Definition 55
(122)
( ∮
|z|=r1
et
′
1(z)−t1(z) zl−k−1τˆ
(1)
k−1(t
′ − [z]1, t ′)WC(z)
(
τ
(1)
l (t, t+ [z]1)
)−1 d z)Htl
= Hˆt
′
n
( ∮
|z|=r2
zk−l+1τˆ
(2)
k (t
′, t ′ − [z]2)WG(z)
(
τ
(2)
l−1(t+ [z]2, t)
)−1 et ′2(z)−t2(z) d z).
Proof. Let us first prove (120). If in Proposition 43 we put
P(x) = et
′
1(x) Pˆ
[1],t ′
k (x), Q(y) = e
−t2(y) P
[2],t
l (y),
we find 〈
et
′
1(x) Pˆ
[1],t ′
k (x)WC(x), e
−t2(y) P
[2],t
l (y)
〉
u
=
〈
et
′
1(x) Pˆ
[1],t ′
k (x), e
−t2(y) P
[2],t
l (y)
(
WG(y)
)>〉
uˆ
.(123)
Now, given the entire character in the complex plane of all the functions involved, the Cauchy formula allows us
to write
et
′
1(x) Pˆ
[1],t ′
k (x)WC(x) =
1
2pi i
∮
|z|=r1
et
′
1(z) Pˆ
[1],t ′
k (z)WC(z)
z− x
d z,
e−t2(y) P[2],tl (y)
(
WG(y)
)>
=
1
2pi i
∮
|z|=r2
e−t2(z) P[2],tl (z)
(
WG(z)
)>
z− y
d z,
for |x| < r1 and |y| < r2. Thus, in order to apply it to (123) we need r1 > rx and r2 > ry, in this manner the circles
contain all the x and y projected supports, respectively. Consequently, we have〈∮
|z|=r1
et
′
1(z) Pˆ
[1],t ′
k (z)WC(z)
z− x
d z, e−t2(y) P[2],tl (y)
〉
u
=
〈
et
′
1(x) Pˆ
[1],t ′
k (x),
∮
|z|=r2
e−t2(z) P[2],tl (z)
(
WG(z)
)>
z− y
d z
〉
uˆ
,
and, recalling that the sesquilinear form is continuous in each of two entries, we get∮
|z|=r1
〈
et
′
1(z) Pˆ
[1],t ′
k (z)WC(z)
z− x
d z, e−t2(y) P[2],tl (y)
〉
u
=
∮
|z|=r2
〈
et
′
1(x) Pˆ
[1],t ′
k (x),
e−t2(z) P[2],tl (z)
(
WG(z)
)>
z− y
d z
〉
uˆ
.
Now, from Definition 12 we deduce∮
|z|=r1
et
′
1(z) Pˆ
[1],t ′
k (z)WC(z)
〈
Ip
z− x
, e−t2(y) P[2],tl (y)
〉
u
d z
=
∮
|z|=r2
〈
et
′
1(x) Pˆ
[1],t ′
k (x),
Ip
z− y
〉
uˆ
WG(z) e−t2(z)
(
P
[2],t
l (z)
)> d z,
and Proposition 67 implies the result.
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We proceed with the proof of (121). In this case, we use the Cauchy formulas
et
′
1(x)−t1(x) Pˆ
[1],t ′
k (x)WC(x) =
1
2pi i
∮
|z|=r1
et
′
1(z)−t1(z) Pˆ
[1],t ′
k (z)WC(z)
z− x
d z,
et
′
2(y)−t2(y) P
[2],t
l (y)
(
WG(y)
)>
=
1
2pi i
∮
|z|=r2
et
′
2(z)−t2(z) P
[2],t
l (z)
(
WG(z)
)>
z− y
d z,
so that we get〈
et1(x)
∮
|z|=r1
et
′
1(z)−t1(z)
Pˆ
[1],t ′
k (z)WC(z)
z− x
d z, e−t2(y) P[2],tl (y)
〉
u
=
〈
et
′
1(x) Pˆ
[1],t ′
k (x), e
−t ′2(y)
∮
|z|=r2
et
′
2(z)−t2(z)
P
[2],t
l (z)
(
WG(z)
)>
z− y
d z
〉
uˆ
.
Then, we obtain∮
|z|=r1
et
′
1(z)−t1(z) Pˆ
[1],t ′
k (z)WC(z)
〈
Ip et1(x)
z− x
, e−t2(y) P[2],tl (y)
〉
u
d z
=
∮
|z|=r2
〈
et
′
1(x) Pˆ
[1],t ′
k (x),
Ip e−t
′
2(y)
z− y
〉
uˆ
WG(z)
(
P
[2],t
l (z)
)> et ′2(z)−t2(z) d z,
which can be simplified to∮
|z|=r1
et
′
1(z)−t1(z) Pˆ
[1],t ′
k (z)WC(z)
〈
Ip
z− x
,P[2],tl (y)
〉
ut
d z
=
∮
|z|=r2
〈
Pˆ
[1],t ′
k (x),
Ip
z− y
〉
uˆt
′
WG(z)
(
P
[2],t
l (z)
)> et ′2(z)−t2(z) d z.
Now, Proposition 28 gives the result. Finally, the τ-version (122) follows from Definition 55 and (121). 
A similar technique leads to a corresponding result when we replace Geronimus–Uvarov by Uvarov trans-
formations. We give no proof and consider only the relation between biorthogonal matrix polynomials and its
second kind functions
Proposition 73 (Uvarov bilinear identities). Let us consider the Uvarov transformation described in (100). Then, the
following bilinear identities holds∮
|z|=r1
et
′
1(z)−t1(z) Pˆ
[1],t ′
k (z)
((
C
[2],t
l (z)
)>
+
〈
et1(x) Ip
z− x
, (β)x
〉(
J
e−t2 P[2],t2
)>)
d z
=
∮
|z|=r2
Cˆ
[1],t ′
k (z)
(
P
[2],t
l (z)
)> et ′2(z)−t2(z) d z,
for r1 > rx and r2 > ry.
*APPENDIX A. TABLE WITH TRANSFORMATIONS: CHART OF RESULTS
GERONIMUS TRANSFORMATIONS
uˇx,y = ux,y(W(y))
−1 +
q∑
a=1
sa∑
j=1
κ
(a)
j −1∑
m=0
(−1)m
m!
(
ξ
[a]
j,m
)
x
⊗ δ(m)(y− xa)l(a)j (y) Theorem 2 (spectral) & Theorem 4 (nonspectral)
UNIMODULAR CHRISTOFFEL TRANSFORMATIONS
uˇx,y = ux,yW(y) with det(W(x)) = constant §2.7.1
GERONIMUS–UVAROV TRANSFORMATIONS
uˆx,y =WC(x)ux,y(WG(y))
−1 +
qG∑
a=1
sG,a∑
j=1
κ
(a)
G,j−1∑
m=0
(−1)m
m!
WC(x)
(
ξ
[a]
j,m
)
x
⊗ δ(m)(y− xa)l(a)G,j(y) Theorem 6 (spectral) & Theorem 8 (mixed)
CHRISTOFFEL TRANSFORMATIONS WITH SINGULAR LEADING COEFFICIENT AND HANKEL ORTHOGONALITY
uˆx,x = ux,xW(x) with detAN = 0 §3.6.1
CHRISTOFFEL AND GERONIMUS SYMMETRIC TRANSFORMATIONS WITH NONSINGULAR LEADING COEFFICIENT AND HANKEL ORTHOGONALITY
uˆx,x =W(x)ux,x(W(x))
> with detAN 6= 0 §3.6.2
uˆx,x = (W(x))
−1ux,x(W(x))
−> with detAN 6= 0
CHRISTOFFEL AND GERONIMUS NONSYMMETRIC TRANSFORMATIONS WITH NONSINGULAR LEADING COEFFICIENT AND HANKEL ORTHOGONALITY
uˆx,x =W(x)ux,x(V(x))
> with detAN(W) 6= 0 §3.6.3
uˆx,x = (W(x))
−1ux,x(V(x))
−> with detAN(W) 6= 0
UVAROV TRANSFORMATIONS
uˆx,y = ux,y +
q∑
a=1
κ(a)−1∑
m=0
(−1)m
m!
(
β
(a)
m
)
x
⊗ δ(m)(y− xa) Theorem 10
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