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Abstract
We study the problem of detecting change points
(CPs) that are characterized by a subset of di-
mensions in a multi-dimensional sequence. A
method for detecting those CPs can be formu-
lated as a two-stage method: one for selecting
relevant dimensions, and another for selecting
CPs. It has been difficult to properly control
the false detection probability of these CP de-
tection methods because selection bias in each
stage must be properly corrected. Our main con-
tribution in this paper is to formulate a CP de-
tection problem as a selective inference prob-
lem, and show that exact (non-asymptotic) infer-
ence is possible for a class of CP detection meth-
ods. We demonstrate the performances of the
proposed selective inference framework through
numerical simulations and its application to our
motivating medical data analysis problem.
1. Introduction
In this paper, we study change point (CP) detection in
multi-dimensional sequences. This problem arises in many
areas. Figure 1 shows a motivating example in which copy
number variations of four malignant lymphoma patients are
plotted. The purpose of this study is to detect common
CPs among patients. The difficulty of this problem lies in
the fact that the copy number variations are heterogeneous
among patients, i.e., they are commonly observed only in a
subset of patients as illustrated in the figure.
The goal of this paper is to develop a method for detecting
CPs that are characterized by a subset of dimensions in a
multi-dimensional sequence. A CP detection method for
solving such a problem can be formulated as a two-stage
method: one for selecting dimensions, and another for se-
lecting time points1. We call the former the aggregation
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<takeuchi.ichiro@nitech.ac.jp>.
1Although our target is not restricted to time sequences, we
stage, and the latter the scanning stage. In the aggregation
stage, a subset of dimensions is selected and the scores for
the selected dimensions are aggregated into a scalar score
that represents the plausibility of a common change at the
time point. Various forms of aggregation can be consid-
ered. In the scanning stage, a time-point that maximizes
the aggregated score is selected as a CP by scanning the
one-dimensional aggregated score sequence.
In this paper, we our goal is not only to detect CPs but also
to properly control the false detection probability at the de-
sired significance level, e.g., α = 0.05. To this end, we
must take into account the fact that the CPs are obtained
by selecting the dimensions and the time points in the ag-
gregation and scanning stages, respectively. This means
that two types of selection bias must be properly corrected
in order to make inferences on the detected CPs. For a
one-dimensional sequence, various statistical CP detection
methods have been studied (Page, 1954; Yao, 1988; Lee
et al., 2003; Yau & Zhao, 2016). In contrast, for multi-
dimensional sequences, there are only a few asymptotic
results and these were developed under rather restrictive
assumptions. Deriving the sampling distributions of CP
statistics is generally difficult even in asymptotic scenar-
ios because stochastic singularity of CPs must be properly
handled.
In this paper, we introduce a class of CP detection meth-
ods that can exactly control the false detection probability.
Our key contribution is to interpret a CP detection problem
as a selective inference problem. For the class of CP de-
tection methods, this interpretation allows us to derive the
exact (non-asymptotic) sampling distribution of the test CP
statistic conditional on the fact that the CP is selected based
on a particular method. Using a recent result on selective
inference (Taylor & Tibshirani, 2015; Lee et al., 2016), we
show that inferences based on the derived sampling dis-
tribution can correct the two types of selection bias in the
aggregation and scanning stages, and the overall false de-
tection probability can be properly controlled.
The rest of the paper is organized as follows. In §2, we for-
mulate our problem setup and review related work. Here,
we focus on a problem of detecting a single mean structure
change in an off-line manner. In §3, we introduce a selec-
use the term “time” to refer to a point in a sequence.
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Figure 1. A motivating example taken from a biomedical study (Takeuchi et al., 2009). The four-dimensional sequence indicates
the results of copy number variations of four malignant lymphoma patients in Chromosome 1. The positive/negative values in each
dimension indicate the copy number gain/loss at the corresponding genome position. The purpose of this biomedical study is to detect
common change points (CPs) in a subset of dimensions which indicates that the copy number variations are relevant to the malignant
lymphoma disease. The difficulty lies in the fact that copy number variations are heterogeneous among patients. For example, patients
B and D have a common CP at position a, while patients A and B share a CP at position b. In this paper, we propose a class of methods
that can detect common CPs shared by a subset of dimensions in a multi-variate sequence. In §5, we analyze this malignant lymphoma
dataset in order to demonstrate the effectiveness of the proposed methods.
tive inference interpretation of a CP detection problem, and
present the main results. Here, we first introduce a class of
CP detection methods which includes many existing ones.
We then show that the selective type I error of the detected
CPs can be exactly (non-asymptotically) controlled. We
also show that our hypothesis testing procedure is an ap-
proximately unbiased test and derive a lower bound of the
power in the sense of selective inference. In §4, the results
in the previous section are extended to multiple CP detec-
tion problems via a local hypothesis testing framework. §5
is devoted to numerical experiments. Here, we first confirm
that the proposed CP detection methods can properly con-
trol the false detection probabilities in a simulation study.
We then apply these CP detection methods to copy number
variation analysis of 46 malignant lymphoma patients.
Notations We define R+ = {x ∈ R | x ≥ 0}, [n,m] :=
{n, . . . ,m} for n,m ∈ N and, as a special case, [n] :=
[1, n]. For two matrices P and Q,⊗ denotes the Kronecker
product, i.e., P ⊗Q = (PijQ)ij . We use notation ‖v‖2P =
v>Pv for an appropriate matrix P and vector v. For a non-
negative integer N , an N -by-N identity matrix is denoted
by IN , while a zero matrix is denoted asO, omitting its size
as long as no confusion is expected. The sign function, the
indicator function and the vectorize operator are denoted
by sgn(·), I{·} and vec(·), respectively.
2. Problem Setup and Related Work
In this section, we present the problem setup and discuss
related works. We first consider the problem of detecting
a single CP. Its extensions to multiple CP detection is dis-
cussed in §4.
2.1. Problem Setup
Let us write an N -dimensional sequence with length T as
an N -by-K matrix Y = (y1, . . . ,yT ) ∈ RN×K . Then, a
single CP detection problem for mean shift is formulated
as the following hypothesis testing problem
H0 : E[yt] = E[yt+1], ∀t ∈ [T − 1] vs.
H1 : E[yt] 6= E[yt+1], ∃!t ∈ [T − 1], (1)
where the null hypothesis H0 states that the mean vector
does not change within the entire sequence, whereas the
alternative hypothesis H1 states that there is one CP.
CUSUM score In order to discuss the test statistic and
its sampling distribution for the hypothesis testing problem
in (1), let us simply consider a single CP detection from a
one-dimensional sequence denoted as y = (y1, . . . , yT )>.
Let Yt and Zt be generic random variables corresponding
to {y1, . . . , yt} and {yt+1, . . . , yT }, respectively. Then, we
expect the time point t to be a CP when the value |E[Yt]−
E[Zt]| is large. Hence, we define a natural estimator of
discrepancy between random variables Yt and Zt as∣∣∣∣∣1t
t∑
u=1
yu − 1
T − t
T∑
u=t+1
yu
∣∣∣∣∣ ,
and, its scaled measure
S(t) =
{
t(T − t)
T
}1/2(
1
t
t∑
u=1
yu − 1
T − t
T∑
u=t+1
yu
)
is known as the CUSUM (cumulative sum) score (Page,
1954). Note that the CUSUM score can be interpreted as a
realization of the logarithm of a Gaussian likelihood when
we assume that the sequence y is mutually independent. A
point that maximizes |S(t)| is detected as a CP.
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Multi-variate CUSUM score and its aggregation In the
case of a multi-dimensional sequence, it is natural to con-
sider a multi-variate version of the CUSUM score:
S(t) := (S1(t), . . . , SN (t))
> ∈ RN (2)
for t ∈ [T − 1], where each Si(t) is a CUSUM score cor-
responding to the i-th dimension. Since each element of a
multi-variate CUSUM score cannot be maximized simul-
taneously, we need to first aggregate the N -dimensional
vector S(t) into a scalar value. We denote an aggregation
function as F : RN → R+, i.e., S(t) 7→ F(S(t)) for each
t ∈ [T − 1]. The aggregated score F(S(t)) represents the
plausibility of a CP at time point t.
Choices of aggregation function For multi-dimensional
CP detection, various choices of aggregation function F
can be considered.
`∞-AGGREGATION
Jirak (2015) proposed `∞-aggregation as maxi∈[N ] |Si(t)|.
This aggregation function simply selects the dimension
whose absolute CUSUM score is greatest among the N di-
mensions. This choice is not appropriate when there are
changes in multiple dimensions.
`1-AGGREGATION
Another simple aggregation function is `1-aggregation de-
fined as
∑
i∈[N ] |Si(t)|. This aggregation function just
sums up the individual CUSUM scores. This choice is not
appropriate if changes are observed only in a subset of di-
mensions.
TOP K-AGGREGATION
If changes are observed in a subset of dimen-
sions and the size of the subset is known to be
K, then the top K-aggregation function defined as
maxI⊆[N ]:|I|=K
∑
i∈I |Si(t)| is appropriate. This aggre-
gation function can be interpreted as a generalization of
`∞- and `1-aggregation functions since it reduces to `∞-
and `1-aggregation when K = 1 and K = N , respectively.
DOUBLE CUSUM AGGREGATION
If K is unknown, then it would be nice to be able select the
appropriate K from the data. Let ρj(t), j ∈ [N ] be the j-th
largest value in {|Si(t)|}i∈[N ], i.e., ρ1(t) ≥ · · · ≥ ρN (t) is
satisfied for t ∈ [T − 1]. Cho (2016) proposed the double
CUSUM aggregation function defined as
max
k∈[N−1]
γϕk
(
1
k
k∑
i=1
ρi(t)− 1
2N − k
N∑
i=k+1
ρi(t)
)
, (3)
where γk = k(2N − k)/(2N) and ϕ is a pre-determined
positive constant. This aggregation function returns
the CUSUM score of the sequence ρ1(t), . . . , ρN (t) for
each t ∈ [T − 1]. The rationale for this choice is
that, if there are changes in k dimensions, then the top
k absolute CUSUM values {ρ1(t), . . . , ρk(t)} tend to
have larger values than the remaining CUSUM values
{ρk+1(t), . . . , ρN (t)}, meaning that the CUSUM score for
this sequence would be maximized at k. As suggested in
Cho (2016), ϕ = 0.5 would be optimal in the sense of
asymptotic theory.
Test statistic for the problem in (1) Based on the above
discussion, a natural test statistic for the hypothesis testing
in (1) is
θ = max
t∈[T−1]
F(S(t)). (4)
Here, θ can be interpreted as a realization of the corre-
sponding random variable θˆ, and thus we could consider
θˆ as a test statistic. Then, the p-value is defined as the false
detection probability under H0, that is, P(θˆ ≥ θ). If the p-
value is smaller than the significance level α, then we can
conclude that there is a single CP in the multi-dimensional
sequence.
As we briefly discuss in the following subsection, it is dif-
ficult (even asymptotically) to derive the sampling distri-
bution of θˆ in (4) for most practical choices of the aggre-
gation function F unless rather restrictive assumptions are
imposed.
2.2. Related Work
Here, we briefly review existing work on controlling the
false detection probabilities in CP detection problems.
Inference for one-dimensional sequences First, we
review statistical inferences on CP detection in one-
dimensional sequences. As described above, one can re-
gard that the point t at which the CUSUM score |S(t)|
maximized is the most plausible as a CP. Hence, the test
statistic of the target hypothesis is naturally defined as
maxt∈[T−1] |S(t)|, and corresponds to the log-likelihood
ratio test statistic. Then, as is well known, test statis-
tic maxt∈[T−1] |S(t)|/σ converges weakly to a Brown-
ian bridge under appropriate moment and weak depen-
dence assumptions on the sequence (Phillips, 1987; Cso¨rgo¨
& Horva´th, 1997; Shao & Zhang, 2010), where σ2 =
limT→∞ TVar[
∑
t∈[T ] yt/T ] is the so-called long-run vari-
ance. In this asymptotic theory, the weak dependence as-
sumption is essential because, otherwise, the long-run vari-
ance does not exist or becomes zero.
Another closely related existing inference procedure is pro-
posed in Hyun et al. (2016). They used fused LASSO (Tib-
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Table 1. Example WRAG functions.
METHOD WEIGHT: ck,i
`1-AGGREGATION 1
`∞-AGGREGATION I{i = 1}
TOP K-AGGREGATION I{i ≤ K}
DOUBLE CUSUM
αϕk /kI{i ≤ k}
−αϕk /(2N − k)I{i ≥ k + 1}
shirani et al., 2005) for CP detection, and interpret the infer-
ences on the detected CPs as the inferences on the regres-
sion model coefficients for the selected features by fused
LASSO. Inferences on the regression model coefficients for
selected features can be done using a recently popularized
framework on selective inference (Lee et al., 2016).
Although inference problems on CP detection in one-
dimensional sequences have been intensively studied in the
literature, they cannot be easily generalized to the case of
multi-dimensional sequences.
Inference for multi-dimensional sequences Unlike the
one-dimensional sequence case, the literature of inference
on multi-dimensional sequences is very scarce2. To the best
of our knowledge, existing work on this topic can be de-
fined into two types.
The first type studies likelihood-based methods such as
`∞-aggregation reported by Jirak (2015). They de-
rived an asymptotic distribution of `∞-aggregation score
maxt∈[T−1] maxi∈[N ] |Si(t)| as an extreme value distribu-
tion. To establish the asymptotic distribution, the relation
between the length of the sequence T and the size of the di-
mension N must satisfy T = O(Nδ) for some δ ∈ (0, 1).
This condition indicates that if N is relatively large com-
pared to T , then one can no longer control the false de-
tection probability even when the underlying distribution is
independent for each time point.
The second type uses a kernel-based method. The basic
idea of kernel-based CP detection is to consider the prob-
lem as a two-sample test where the two multi-dimensional
subsequences before and after the CP are regarded as the
two samples. In this approach, some discrepancy mea-
sure between the two samples such as the kernel Fisher
discriminant ratio or maximum mean discrepancy (MMD)
measures is defined, and then the test statistic is the maxi-
mum value of the discrepancy measure scanned along the
sequence. Harchaoui et al. (2009) first studied kernel CP
detection by using the kernel Fisher discriminant ratio,
while Li et al. (2015) employed MMD as the discrepancy
measure. They derived an asymptotic distribution of the
2Several methods for assuring estimation were developed
(Fryzlewicz et al., 2014; Cho & Fryzlewicz, 2015; Cho, 2016;
Wang & Samworth, 2016), but they cannot be used for inference
on the detected CPs.
test statistic (i.e., the maximum discrepancy along the se-
quence) under the assumption that values at different time
points are independently distributed.
3. Selective Inference for Multi-dimensional
CP Detection
In this section, we present our main results. As discussed
in the previous section, it is difficult to derive the sampling
distribution of the test statistic θ in the form of (4). Our
basic idea to overcome this difficulty is to interpret the CP
detection problem as a selective inference problem, i.e., the
problem of making an inference on the detected CP condi-
tional on the fact that the CP is selected by a particular
choice of aggregation function. This interpretation enables
us to derive the exact (non-asymptotic) selective sampling
distribution of the test statistic for a wide class of practical
aggregation functions F .
3.1. Proposed Class of Aggregation Functions
Let us first propose a class of aggregation functions for
which we can derive the exact selective sampling distribu-
tion of the test statistic. Recall that Si(t) is the CUSUM
score in the i-th dimension at the t-th time point for i ∈
[N ], t ∈ [T−1]. As in the definition of the double CUSUM
aggregation function, ρj(t), j ∈ [N ] is defined as the j-th
largest value in {|Sj(t)|}i∈[N ], i.e., ρ1(t) ≥ · · · ≥ ρN (t) is
satisfied for t ∈ [T − 1]. We define a class of aggregation
functions as
F(S(t)) = max
k∈[N−1]
N∑
j=1
ck,jρj(t), (5)
where ck,j , k ∈ [N − 1], j ∈ [N ] are constants. We refer to
this class of aggregation functions as weighted rank aggre-
gation (WRAG) functions. Table 1 shows several choices
of the constants ck,j corresponding to the choices of the
aggregation functions discussed in §2. With the use of a
WRAG function, we can detect a CP tˆ as
tˆ = arg max
t∈[T−1]
max
k∈[N−1]
N∑
j=1
ck,jρj(t). (6)
We refer to a CP detection method via (6) as a WRAG
method.
3.2. Selective Inference on the CPs by WRAG methods
An inference on the CP detected by a WRAG method can
be interpreted as a selective inference, which has been ac-
tively studied in the past few years for inferences on feature
selection problems (Fithian et al., 2014; Yang et al., 2016;
Tian & Taylor, 2017; Suzumura et al., 2017). In order to
formulate our problem as a selective inference problem, let
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us define the selection event and the selected test statistic.
The selection event in a WRAG method is written as
{(tˆ, kˆ) = (t, k)},
where t and k are interpreted as realizations of the corre-
sponding random variables tˆ and kˆ defined as
(tˆ, kˆ) = arg max
(t,k)∈[T−1]×[N−1]
N∑
j=1
ck,jρj(t).
On the other hand, the selected test statistic is given as
θk(t) =
N∑
j=1
ck,jρj(t). (7)
In the context of selective inference, based on the selection
event and the selected test statistic, the so-called selective
p-value is defined as
P
(
θˆk(t) > θk(t) | (tˆ, kˆ) = (t, k)
)
where θk(t) is interpreted as a realization of the corre-
sponding statistic θˆk(t).
For the purpose of inference, we make an assumption on
the normality of multi-dimensional sequence Y , namely,
vec(Y ) ∼ NNT (vec(M),Ξ⊗ Σ),
whereM ∈ RN×T is the mean matrix, whereas Ξ ∈ RT×T
and Σ ∈ RN×N are covariance matrices representing the
time correlation and the variable correlation structures, re-
spectively. In practical CP detection tasks, it is often pos-
sible to obtain sequences without CPs, i.e., samples from
the null hypothesis. The covariance matrices Ξ and Σ
can be estimated from such samples or manually specified
based on prior knowledge. Denoting the mean matrix as
M = (m1, . . . ,mT ), the null hypothesis in our selective
inference is written as
H0 : mtˆ = mtˆ+1, (8)
where, remember, tˆ is the detected CP via a WRAG
method, meaning that it is a random variable.
In order to derive the sampling distribution of the selected
test statistic, we use a recent seminal result in Lee et al.
(2016). We first slightly generalize the key lemma in their
work for handling a random matrix Y .
Lemma 1 (Polyhedral Lemma for A Random Matrix).
Suppose that vec(Y ) ∼ NNT (vec(M),Ξ ⊗ Σ) with mean
vec(M) and covariance Ξ ⊗ Σ. Let γ = (Ξη ⊗
Σδ)(‖η‖2Ξ‖δ‖2Σ)−1 for any δ ∈ RN and η ∈ RT , and
let z = (INT − γ(η ⊗ δ)>)vec(Y ). Then, any event rep-
resented in the form of {Avec(Y ) ≤ b} for a fixed matrix
A and a fixed vector b can be written as
{Avec(Y ) ≤ b} = {L(z) ≤ δ>Y η ≤ U(z), N(z) ≥ 0},
where
L(z) = max
l:(Aγ)l<0
bl − (Az)l
(Ac)l
, U(z) = min
l:(Aγ)l>0
bl − (Az)l
(Ac)l
(9)
and N(z) = maxl:(Ac)l=0 bl − (Az)l. In addition, δ>Y η
is independent of (L(z), U(z), N(z)).
The proof of the lemma is presented in Appendix B.1. This
lemma states that if the test statistic is expressed as a bi-
linear function with the matrix Y in the form of δ>Y η,
and the selection event can be expressed as an affine con-
straint in the form of {Avec(Y ) ≤ b}, then the selected test
statistic θˆk(t) is restricted to a certain interval. This lemma
is a simple extension of Lemma 5.1 in Lee et al. (2016).
The selection event {(tˆ, kˆ) = (t, k)} cannot be written in
the form of {Avec(Y ) ≤ b}. Here, we consider the signs
and the permutations of {Si(t)}i∈[N ] for each t ∈ [T − 1]
as additional selection events. Let Pt = diag(sgn(Si(t)))
be an N -by-N diagonal matrix whose diagonal elements
are the signs of {Si(t)}i∈[N ] for each t, and Gt be an
N -by-N permutation matrix which maps (|Si(t)|)i∈[N ] to
(ρj(t))j∈[N ]. The selection event is then formulated as
E := {(tˆ, kˆ) = (t, k)} ⋂
u∈[T−1]
{
(Gˆu, Pˆu) = (Gu, Pu)
}
,
where Gu, Pu are interpreted as realizations of the corre-
sponding statistics Gˆu, Pˆu for u ∈ [T − 1].
The following theorem is the core of the selective p-value
computation in our selective inference.
Theorem 2. Assume that the conditions of Lemma 1 hold.
Then, there exist L,U ∈ R+ and v2 ∈ R+ such that[
F
[L,U ]
0,v2 (θˆk(t)) | E
]
∼ Unif(0, 1) (10)
under the null hypothesis (8), where F [l,u]µ,σ2(·) is the cumu-
lative distribution function (c.d.f.) of normal distribution
N(µ, σ2) truncated to the interval [l, u].
The complete proof of Theorem 2 is presented in Ap-
pendix B.2, where we show that, for any choice of aggre-
gation function F from the class in (5),
• the selection event E can be written as an affine con-
straint event in the form of {Avec(Y ) ≤ b},
• the selected test static θˆk(t) can be written as a bi-
linear function with a matrix Y in the form of δ>Y η.
Then, by applying Lemma 1 and Theorem 5.2 in Lee et al.
(2016), Theorem 2 can be proved.
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As described in Appendix A, for any choice of the aggre-
gation function F from the class in (5), the values of L,
U , and v2 in Theorem 2 can be computed. By using these
values, the selective p-value can be computed as
1− F [L,U ]0,v2 (θk(t)) =
Φ(U/v)− Φ(θk(t)/v)
Φ(U/v)− Φ(L/v) ,
where Φ(·) is the c.d.f. of the standard normal distribution.
Remark 3. When we do not need to select k from the data,
e.g., `1-, `∞- and top K-aggregations, we do not need to
consider the event {kˆ = k} since the event is redundant
for inference. For the same reason, we also do not need
to consider the some of the signs or/and the permutations
depending on the choice of the aggregation function. Con-
crete examples of truncation points for each choice are de-
scribed in Appendix A.
Remark 4. We can establish the same result as Theorem 2
even if all the signs and the permutations are considered.
In this case, instead of a single interval, multiple intervals
must be considered for all possible choices of the permu-
tations and the signs. However, since the number of all
possible combinations of the signs and the permutations is
large, this is computationally intractable.
3.3. Power Analysis
Since δ>Y η ∼ N(δ>Mη, ‖η‖2Ξ‖δ‖2Σ) for any δ and η,
hypothesis (8) can be viewed as
H0 : δ>Mη = 0.
In practice, since δ and η are determined by a WRAG
method, the hypothesis is also random. Therefore, we con-
sider an alternative hypothesis
H1 : δ>Mη = µ > 0, (11)
which is a negation of the null since our aggregated score
takes only positive values. Under the alternative, the same
argument as in Theorem 2 indicates that[
F
[L,U ]
µ,v2 (θˆk(t)) | E
]
∼ Unif(0, 1).
We now consider the power of the test in the situation that
µ → 0. Note that this asymptotic scenario corresponds to
the power analysis under the local alternative.
Theorem 5. Let zα be the upper α-quantile of the null dis-
tribution. Then, under the alternative (11), the power of the
test is approximated as follows:
P
(
θˆk(t) ≥ zα | E
)
= α+
κ
v
µ+
κ
v2
φ(U/v)− φ(L/v)
Φ(U/v)− Φ(L/v)µ
2 +O(µ3)
≥ 3
4
α+
1
4
φ(zα/v)− φ(U/v)
φ(L/v)− φ(U/v) +O(µ
3),
almost surely, where
κ =
φ(zα/v)− {φ(U/v)− α(φ(U/v)− φ(L/v))}
Φ(U/v)− Φ(L/v) ≤ 0
and φ(·) is the probability density function of the standard
normal distribution.
The proof of Theorem 5 is presented in Appendix B.3. The
theorem states that our selective inference procedure is an
approximately unbiased test. Here, an unbiased test refers
to a test in which the power becomes α at the boundary of
the hypothesis, i.e., µ = 0. In addition, the test has a power
of at least 3α/4 since the second term in the last inequality
is always positive. Theorem 5 suggests that there may exist
better tests in terms of power.
4. Extension to Multiple CP Detection
In this section, we extend the selective inference frame-
work for WRAG methods to be able to detect multiple CPs.
To this end, we introduce a sliding window approach. Let
Wh(t) = [t − h + 1, t + h] be a sliding window centered
at t with length 2h for each t ∈ [h, T − h]. If we simply
conducted single CP detection within each sliding window,
too many CPs would be detected due to overlaps of multi-
ple windows. To circumvent this issue, Hao et al. (2013)
considered the so-called local hypothesis testing problem.
For each window Wh(t), t ∈ [h, T − h], a local hypothesis
test is defined as
H0,t : mu = mu+1, ∀u ∈Wh(t) vs.
H1,t : mt 6= mt+1.
In this hypothesis test, even when the null hypothesis is
rejected, unless there is a CP at the center of the window,
the hypothesis itself is considered to be out of our interest.
A natural estimate of the set of CPs by this approach would
be
T =
{
t ∈ [h, T − h] | t = arg max
u∈[t−h+1,t+h−1]
F(S(u))
}
In the context of one-dimensional CP detection problems,
Yau & Zhao (2016) referred to this type of multiple CP
estimates as local change point estimates. In this approach,
we can only consider |T | hypotheses, which is usually a
much smaller number than that of windows T−2h+1. Yau
& Zhao (2016) also discussed the choice of the window size
h, and claimed that the choice of h = Ω(log T ) would be
appropriate in an asymptotic sense.
5. Numerical Experiments
Here, we confirm the performances of the proposed selec-
tive inference framework for WRAG methods through nu-
merical experiments with both synthetic and real data.
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5.1. Experiments on Synthetic Data
5.1.1. FPRS OF SELECTIVE AND NAIVE INFERENCES
First, we confirmed whether the false positive rates (FPRs)
are properly controlled in the selective inference frame-
work for WRAG methods with double CUSUM (DC) and
topK-aggregation withK = 1, 5, 10, 15, 20, whereK = 1
and K = 20 correspond to `∞- and `1-aggregations, re-
spectively. The synthetic data with N = 20 and T = 100
were generated from normal distribution NNT (vec(O),Ξ⊗
Σ) where Ξ = (ξ|i−j|)i,j∈[T ] and Σ = (σ|i−j|)i,j∈[N ]. We
considered σ ∈ {0.0, 0.5} for simulating the cases without
and with correlation among different dimensions, while ξ
was changed from 0.0 to 1.0 to simulate the cases with var-
ious degrees of correlation among different time points. In
addition, we also computed the FPRs of naive inference for
WRAG methods without any selection bias correction pro-
cedure as in Theorem 2. The significance level was set as
α = 0.05. In all cases, 1,000 runs with different random
seeds were simulated.
Figure 2 shows the FPRs of selective inference (solid lines)
and naive inference (dashed lines), where the horizontal
and vertical axes indicate the value of ξ and the estimated
FPRs, respectively. We see that selective inference could
control FPRs appropriately in all cases. On the other hand,
in almost all cases, naive inference failed to control the
FPRs especially when ξ is small3. Although the results
in Figure 2 might be interpreted that naive inference with
K = 15 and 20 could also control the FPRs properly, this
was actually not the case. Under the null hypothesis, the
p-value should be uniformly distributed between 0 and 1
(see, e.g., Section 3 in Lehmann & Romano (2006)). Fig-
ure 3 shows the distributions of (a) the selective p-values
and (b) the naive p-values, where we see that the former
are uniformly distributed, while the latter are not uniformly
distributed. Indeed, the Kolmogorov-Smirnov test for uni-
formity resulted in p = 0.314 for selective p-values, but
p = 10−6 for naive p-values.
5.1.2. FPRS OF EXISTING METHODS
As mentioned in §2, there are two existing CP detection
methods for multi-dimensional sequences. In both meth-
ods, the asymptotic sampling distribution of the test statis-
tic in the form of (4) is derived under certain assumptions.
Here, we see how these existing methods behave when the
assumptions are violated.
First, to see the performances of the method proposed in Ji-
rak (2015), we generated Y from NNT (vec(O), IT × IN )
3The bias of naive inference is large when the “effective”
length of the sequence is large. Since effective length decreases
as the degree of correlation increases, the bias is large when ξ is
small.
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Figure 2. False positive rates (FPRs) of selective inference (solid)
and naive inference (dashed). The left and the right plots show
the results without and with correlation among different dimen-
sions. In all cases, selective inference could properly control
FPRs, while naive inference failed.
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Figure 3. Histograms of (a) selective p-values and (b) naive p-
values when ξ = 0.05 and σ = 0.0. Noting that the p-values
should be uniformly distributed between 0 and 1 under the null
hypothesis, the left plot indicates that selective inference behaves
as desired, while the right plot suggests that naive inference be-
haves incorrectly.
with T = 100, and investigated the performances as N
varies from 1 to 100 (see Figure 4(a)). We observe that the
FPRs increase as N becomes large when the assumption in
Jirak (2015) is violated. In contrast, the proposed selective
inference (with double CUSUM aggregation) could appro-
priately control FPRs to the desired significant level of 0.05
in the same setting (red solid line).
Next, to see the performances of the method proposed in Li
et al. (2015), we generated Y from NNT (vec(O),Ξ× IN ),
where Ξ = (ξ|i−j|)i,j∈[T ] with N = 10 and T = 100,
and investigated the performances as ξ varies from 0.0 to
0.3 (see Figure 4(b)). We observe that the FPRs increase
as ξ increases when the assumption in Li et al. (2015) is
violated. Again, the proposed selective inference could ap-
propriately control FPRs to the desired significant level of
0.05 in the same setting.
5.2. Application to CNV Detection
We applied the proposed selective inference framework for
WRAG methods to a copy number variation (CNV) study
on malignant lymphoma (Takeuchi et al., 2009). In this
study, CNVs of 46 patients diagnosed with diffuse large
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Figure 4. FPRs of two existing CP detection methods for a multi-
dimensional sequence. In (a), the FPRs of the method by Jirak
(2015) are plotted versus the number of dimensions. In (b), the
FPRs of the method by Li et al. (2015) are plotted versus the de-
gree of correlation among different time points. In both plots, the
existing methods failed to control FPRs to the desired level when
the underlying assumptions are violated. On the other hand, the
proposed selective inference framework successfully controlled
the FPRs in all settings.
B-cell lymphoma (DLBCL) were investigated by an array
comparative genomic hybridization (array CGH) technique
(Hodgson et al., 2001). The dataset that we analyze here
is represented as a real-valued multi-dimensional sequence
with N = 46 and T = 2167. Each dimension indicates a
patient, while each time point indicates a local genomic re-
gion. It is well known that CNVs in DLBCL are heteroge-
neous because DLBCL has several subtypes4. The goal of
this medical study is to detect CNVs commonly observed
in a subset of patients. Various one-dimensional CP detec-
tion methods have been used for analyzing array CGH data
for a single patient (Wang et al., 2005; Tibshirani & Wang,
2008; Rapaport et al., 2008). However, there is no existing
method for detecting common CPs by analyzing CNVs of
multiple patients altogether, or for providing the statistical
significance of the detected CNVs.
Due to space limitations, we only present the results for
Chromosome 1, in which there are T = 177 local ge-
nomic regions. We applied a WRAG method with a double
CUSUM aggregation function to this dataset. For detect-
ing multiple CPs, we used a local hypothesis testing frame-
work described in §4, in which we set h = 5 because this
is the closest integer to log(T ). The covariance structure
Σ was set to be IN because each dimension in this multi-
dimensional sequence was obtained from an individual pa-
tients. On the other hand, the covariance structure Ξ was
estimated from a different control dataset with N = 185.
The parameter ϕ in double CUSUM was set to be 0.5 as
4Identifying and characterizing the genetic properties of dis-
ease subtypes are crucially important for precision medicine.
5CNV data in array CGH analysis is obtained by compar-
ing the CNs between the patient and a healthy reference person.
Therefore, a control dataset (without any CNVs) can be easily
obtained by comparing the CNs between two healthy reference
persons.
Table 2. Detected copy number variations in Chromosome 1. The
list of genomic region IDs for the array CGH analysis in (Takeuchi
et al., 2009), known genes in the genomic region, # of selected
patients (i.e., k in double CUSUM aggregation), and selective p-
values of each detected CPs are shown.
GENOMIC
REGION ID GENE NAME
# OF SELECTED
PATIENTS
SELECTIVE
p-VALUE
7 Q8N7E4 5 0.010
15 NM018125 5 0.028
18 CDA/KIF17 1 0.000
22 PAFAH2 4 0.000
31 EIF2C1 2 0.001
36 NA 1 0.000
106 SH2D2A/INSRR/NTRK1 13 0.038
120 C1ORF9/TNFSF6 21 0.040
151 RPS6KC1 1 0.010
162 PSEN2 1 0.000
165 DISC1 23 0.044
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(a) Changes are observed in patients 3, 4, 21 and 40 at
the 22nd genomic region with selective p-value 0.000.
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(b) Changes are observed in patients 2 and 21 at the 31st
genomic region with selective p-value 0.001.
Figure 5. Examples of the detected CPs.
suggested in Cho (2016).
We detected 54 CPs and 11 of them are statistically sig-
nificant in the sense that the selective p-value is less than
0.05. Table 2 shows the list of detected CPs. Two exam-
ples of the detected CPs are illustrated in Figure 5(b). Note
that the numbers of the selected dimensions (patients) are
different among the detected CPs, which is an advantage
of the double CUSUM aggregation function. Our selective
inference interpretation of CP detection problems allows us
to properly correct the selection bias even if the selection
procedure is fairly complicated as in double CUSUM ag-
gregation.
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A. Example of Truncation Points
In this section, we evaluate truncation points L and U in Theorem 2 for several aggregation functions described in §3, i.e.,
general WRAG, `∞-aggregation, `1-aggregation and top K-aggregation functions.
A.1. General WRAG
To derive the truncation points L and U in Theorem 2, we first show that θk(t) can be expressed as a bi-linear form of Y .
By the definition of multi-variate CUSUM score, we have S(t) = Y ηt, where
ηt =
{
T
t(T − t)
}1/2(
1
t
1>t ,−
1
T − t1
>
T−t
)>
∈ RT .
Let Pt = diag(sgn(Si(t))) be an N -by-N diagonal matrix whose diagonal elements are the sign of {Si(t)}i∈[N ] for each
t. Then, by the definition of ρ1(t), . . . , ρN (t), there exists N -by-N permutation matrix Gt such that ρ(t) = GtPtS(t).
Combining all the above, (7) can be reduced to
θk(t) = c
>
k ρ(t) = c
>
k GtPtY ηt,
where ck = (cj,1, . . . , ck,N )>. Let δk,t = PtG>t ck. Then, the selection event would be expressed as an affine constraint
with respect to vec(Y ) (see, Section B.2). Precisely, let D be a first order difference matrix, that is,
D =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 −1
 ∈ R(N−1)×N .
Then, the event
E = {(tˆ, kˆ) = (t, k)} ⋂
u∈[T−1]
{
(Gˆu, Pˆu) = (Gu, Pu)
}
would be reduced to the intersection of affine constraints {Ai,uvec(Y ) ≤ 0} (i = 1, 2, 3) for all u ∈ [T − 1], where
A1,u = (ηu ⊗ δl,u − ηt ⊗ δk,t)>l∈[N−1],
A2,u = −η>u ⊗GuPu
and
A3,u = −η>u ⊗DGuPu.
To derive truncation points, let γ = (Ξηt ⊗Σδk,t)/(‖ηt‖2Ξ‖δk,t‖2Σ) and z = (INT − γ(ηt ⊗ δk,t)>)vec(Y ). Since θk(t)
itself is non-negative, Lemma 1 implies
L = max
[
0, max
l:(Aγ)l<0
bv − (Az)l
(Aγ)l
]
= max
[
0, max
u∈[T−1]
max
i=2,3,4
max
l:(Ai,uγ)l<0
−(Ai,uz)l
(Ai,uγ)l
]
= max
[
0, max
u∈[T−1]
max
{
L1,u, L2,u, L3,u
}
+ θk(t)
]
,
by simple calculations, where
L1,u = max
l:(A1,uγ)l<0
−(A1,uvec(Y ))l
(A1,uγ)l
, (12a)
L2,u = max
l:(A2,uγ)l<0
−(A2,uvec(Y ))l
(A2,uγ)l
(12b)
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and
L3,u = max
l:(A3,uγ)l<0
−(A3,uvec(Y ))l
(A3,uγ)l
. (12c)
First, it hold that
(ηu ⊗ δl,u − ηt ⊗ δk,t)>vec(Y ) = −θk(t) + θl(u) and (ηu ⊗ δl,u − ηt ⊗ δk,t)>γ = τu,l − 1,
where τu,l = (η>u Ξηt · δ>l,uΣδk,t)/(‖ηt‖2Ξ‖δ‖2Σ). Thus we see that (12a) implies
L1,u = max
l:τu,l<1
θk(t)− θl(u)
τu,l − 1 .
In addition, we have
(−η>u ⊗GuPu)vec(Y ) = −ρ(u) and (−η>u ⊗GuPu)γ = −
η>u Ξηt
‖ηt‖2Ξ‖δt‖2Σ
GuPuΣδt =: ωu.
Then, (12b) can be reduced to
L2,u = max
l:ωu,l<0
ρl(u)
ωu,l
.
Finally,
(−η>u ⊗DGuPu)vec(Y ) = (−ρl(u) + ρl+1(u))l∈[N−1] and (−η>u ⊗DGuPu)γ = Dωu
imply
L3,u = max
l:(Dωu)l<0
ρl(u)− ρl+1(u)
(Dωu)l
= max
l:ωu,l<ωu,l+1
ρl(u)− ρl+1(u)
ωu,l − ωu,l+1 .
Combining all the above, lower truncation point L can be obtained by
L = max
[
0, max
u∈[T−1]
{
max
l:τu,l<1
θk(t)− θl(u)
τu,l − 1 , maxl:ωu,l<0
ρl(u)
ωu,l
, max
l:ωu,l<ωu,l+1
ρl(u)− ρl+1(u)
ωu,l − ωu,l+1
}
+ θk(t)
]
.
Similarly, by using the fact that the constraint {θk(t) ≥ 0} does not affect to an upper truncation point, U can be obtained
by
U = max
u∈[T−1]
{
min
l:τu,l>1
θk(t)− θl(u)
τu,l − 1 , minl:ωu,l>0
ρi(u)
ωu,l
, min
l:ωu,l>ωu,l+1
ρl(u)− ρl+1(u)
ωu,l − ωu,l+1
}
+ θk(t).
A.2. `∞-aggregation
Recall that the aggregation function of `∞-aggregation score is expressed by
F(S(t)) = max
i∈[N ]
|Si(t)|.
Let δi,t = si,tei, where si,t is the sign of Si(t) and ei is an N -dimensional unit vector whose i-th element is one. Then we
see that |Si(t)| = δ>i,tY ηt, where ηt is anN -dimensional vector defined in Appendix A.1. In `∞-aggregation, we consider
the event {(tˆ, iˆ, sˆi,t) = (t, i, si,t)} as a selection event, where (tˆ, iˆ) is a maximizer of |Si(t)|. In this case, the constraint on
the sign of Si(t) is equivalent to that on the non-negativity of test statistic. Hence the event {(tˆ, iˆ, sˆi,t) = (t, i, si,t)} can
be expressed as {
|Si(t)| ≥ |Sj(u)|, ∀u ∈ [T − 1], and ∀j ∈ [N ]
}
∩
{
|Si(t)| ≥ 0
}
.
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Note that the former event in the above expression can be rewritten by
{|Si(t)| ≥ |Sj(u)|, ∀u ∈ [T − 1], and ∀j ∈ [N ]} =
⋂
u∈[T−1]
⋂
j∈[N ]
{
|Si(t)| ≥ |Sj(u)|
}
=
⋂
u∈[T−1]
⋂
j∈[N ]
{
−si,tSi(t) ≤ Sj(u) ≤ si,tSi(t)
}
=
⋂
u∈[T−1]
⋂
j∈[N ]
{
−δ>i,tY ηt ≤ e>j Y ηu ≤ δ>i,tY ηt
}
=
⋂
u∈[T−1]
⋂
j∈[N ]
{ −δ>i,tY ηt − e>j Y ηu ≤ 0,
−δ>i,tY ηt + e>j Y ηu ≤ 0
}
.
To apply Lemma 1, define
γ =
1
‖ηt‖2Ξ‖δi,t‖2Σ
(Ξηt ⊗ Σδi,t) = si,t‖ηt‖2ΞΣii
(Ξηt ⊗ Σei).
Then, we can see that
−δ>i,tY ηt − e>j Y ηu ≤ 0⇔ (−ηt ⊗ δi,t − ηu ⊗ ej)>vec(Y ) ≤ 0.
Therefore, we have
(−ηt ⊗ δi,t − ηu ⊗ ej)>vec(Y ) = −|Si(t)| − Sj(u) and (−ηt ⊗ δi,t − ηu ⊗ ej)>γ = −1− τu,j ,
where
τu,j =
si,t
‖ηt‖2ΞΣii
η>u Ξηt · e>j Σei =
si,tΣji
‖ηt‖2ΞΣii
η>u Ξηt.
Similarly,
−δ>i,tY ηt + e>j Y ηu ≤ 0⇔ (−ηt ⊗ δi,t + ηu ⊗ ej)>vec(Y ) ≤ 0,
and thus, we have
(−ηt ⊗ δi,t + ηu ⊗ ej)>vec(Y ) = −|Si(t)|+ Sj(u) and (−ηt ⊗ δi,t + ηu ⊗ ej)>γ = −1 + τu,j .
Hence, we obtain, from Lemma 1, that
L = max
[
0, max
u∈[T−1]
{
max
i:τu,j>−1
|Si(t)|+ Sj(u)
−1− τu,j , maxi:τu,j<1
|Si(t)| − Sj(u)
−1 + τu,j
}
+ |Si(t)|
]
= max
[
0, max
u∈[T−1]
{
max
j:τu,j>−1
τu,j |Si(t)| − Sj(u)
τu,j + 1
, max
j:τu,j<1
τu,j |Si(t)|+ Sj(u)
τu,j − 1
}]
and, since |Si(t)| = δ>i,tY ηt itself is non-negative and this does not affect to upper truncation point, we obtain
U = min
u∈[T−1]
{
min
j:τu,j<−1
τu,j |Si(t)| − Sj(u)
τu,j + 1
, min
j:τu,j>1
τu,j |Si(t)|+ Sj(u)
τu,j − 1
}
.
A.3. `1-aggregation
Recall that the aggregation function of `1-aggregation score is expressed by
F(S(t)) =
∑
i∈[N ]
|Si(t)|.
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Let 1N be an N -dimensional one-vector, and let δt = 1>NPt, where Pt is an N -by-N diagonal matrix defined in Appendix
A.1. Then we see that
∑
i∈[N ] |Si(t)| = δ>t Y ηt. In the following, we consider the event
⋂
u∈[T−1]{(tˆ, Pˆu) = (t, Pu)} as
a selection event. Similar to Appendix A.1 and A.2, the selection event can be expressed as⋂
u∈[T−1]
[{∑
i∈[N ]
|Si(t)| ≥
∑
i∈[N ]
|Si(u)|
}
∩
{
|Si(u)| ≥ 0, ∀i ∈ [N ]
}]
.
Here, the last constraint corresponds to the conditions on Pu.
First, it hold that {∑
i∈[N ]
|Si(t)| ≥
∑
i∈[N ]
|Si(u)|
}
=
{∑
i∈[N ]
|Si(t)| ≥
∑
i∈[N ]
|Si(u)|
}
=
{
−δ>t Y ηt + δ>u Y ηu ≤ 0
}
,
and {
|Si(u)| ≥ 0, ∀i ∈ [N ]
}
=
{
−PuY ηu ≤ 0
}
.
To apply Lemma 1, define γ = (Ξηt ⊗ Σδt)/(‖ηt‖2Ξ‖δt‖2Σ). Then, we see that
−δ>t Y ηt + δ>u Y ηu ≤ 0⇔ (−ηt ⊗ δt + ηu ⊗ δu)>vec(Y ) ≤ 0.
Therefore, we have
(−ηt ⊗ δt + ηu ⊗ δu)>vec(Y ) = −
N∑
i=1
|Si(t)|+
N∑
i=1
|Si(u)|
= −
N∑
i=1
(|Si(t)| − |Si(u)|)
and
(−ηt ⊗ δt + ηu ⊗ δu)>γ = −1 + τu,
where τu = η>u Ξηt · δ>u Σδt/(‖ηt‖2Ξ‖δt‖2Σ). Similarly,
−PuY ηu ≤ 0⇔ (−ηu ⊗ Pu)>vec(Y ) ≤ 0,
and hence we have
(−ηu ⊗ Pu)>vec(Y ) = −PtS(u) = −(|Sl(u)|)l∈[N ]
and
(−ηu ⊗ Pu)>γ = − η
>
u Ξηt
‖ηt‖2Ξ‖δt‖2Σ
PuΣδt =: ωu.
Finally, since
∑
i∈[N ] |Si(t)| = δ>t Y ηt is non-negative and thus lower truncation point is non-negative, we obtain, from
Lemma 1, that
L = max
[
0,max
{
max
u:τu>−1
∑
i∈[N ](|Si(t)| − |Si(u)|)
−1 + τu , maxu∈[T−1] maxl:ωu,l<0
|Sl(u)|
ωu,l
}
+
∑
i∈[N ]
|Si(t)|
]
= max
[
0,
∑
i∈[N ]
max
{
max
u:τu>−1
τu|Si(t)| − |Si(u)|
τu − 1 , maxu∈[T−1] maxl:ωu,l<0
|Sl(u)|
Nωu,l
+ |Si(t)|
}]
and
U =
∑
i∈[N ]
min
{
min
u:τu<−1
τu|Si(t)| − |Si(u)|
τu − 1 , minu∈[T−1] minl:ωu,l>0
|Sl(u)|
Nωu,l
+ |Si(t)|
}
.
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A.4. TopK-aggregation
To derive truncation points of top K-aggregation, we first introduce following lemma.
Lemma 6. Let x = (x1, . . . , xN )> ∈ RN+ and I = {i1, . . . , iK} ⊂ [N ] with |I| = K. Define
A =
{
x ∈ RN+ | xi1 + · · ·+ xiK ≥ xj1 + · · ·+ xjK , ∀(j1, . . . , jK) ⊂ [N ]
}
and
B =
{
x ∈ RN+ | xi ≥ xj , ∀(i, j) ∈ I × Ic
}
.
Then, A = B.
Recall that the aggregation function of top K-aggregated score is expressed by
F(S(t)) = max
I⊂[N ]:|I|=K
∑
i∈I
|Si(t)|.
Let δI,t = e>I PI,t, where eI = (I{i ∈ I})i∈[N ] is an N -dimensional vector corresponding to I ⊂ [N ]. For simplicity of
the notation, we require the signs of Si(t) for i ∈ [N ] although we can also justify the following statement for i ∈ I . First,
we see that
∑
i∈I |Si(t)| = δ>I,tY ηt. In the following, we consider the event {(tˆ, Iˆ , PˆI,t) = (t, I, PI,t)} as a selection
event, where Iˆ is a maximizer of the above maximization problem. Then, the event can be expressed by{∑
i∈I
|Si(t)| ≥
∑
i∈J
|Si(u)|, ∀u ∈ [T − 1] and ∀J ∈ [N ]
}
∩
{
|Si(t)| ≥ 0, ∀i ∈ I
}
.
First, from Lemma 6 and the same argument as in Section A.2, we see that{∑
i∈I
|Si(t)| ≥
∑
i∈J
|Si(u)|, ∀u ∈ [T − 1] and ∀J ∈ [N ]
}
=
⋂
u∈[T−1]
{∑
i∈I
|Si(t)| ≥
∑
i∈J
|Si(u)|, ∀J ∈ [N ]
}
=
⋂
u∈[T−1]
{
|Si(t)| ≥ |Sj(u)|, (i, j) ∈ I × Ic
}
=
⋂
u∈[T−1]
⋂
(i,j)∈I×Ic
{
|Si(t)| ≥ |Sj(u)|
}
=
⋂
u∈[T−1]
⋂
(i,j)∈I×Ic
{ −si,te>i Y ηt − e>j Y ηu ≤ 0,
−si,te>i Y ηt + e>j Y ηu ≤ 0
}
.
In addition, we have {|Si(t)| ≥ 0} = {−δ>I,tY ηt ≤ 0}. To apply Lemma 1, define γ = (Ξηt ⊗ ΣδI,t)/(‖ηt‖2Ξ‖δI,t‖2Σ).
Then, we can see that
−si,te>i Y ηt − e>j Y ηu ≤ 0⇔ (−si,tηt ⊗ ei − ηu ⊗ ej)>vec(Y ) ≤ 0,
and we have
(−si,tηt ⊗ ei − ηu ⊗ ej)>vec(Y ) = −|Si(t)| − Sj(u) and (−si,tηt ⊗ ei − ηu ⊗ ej)>γ = −τi,t − τj,u,
where τj,u = η>u Ξηt · e>j ΣδI,t/(‖ηt‖2Ξ‖δI,t‖2Σ), for each j ∈ [N ] and u ∈ [T − 1]. Similarly,
−si,te>i Y ηt + e>j Y ηu ≤ 0⇔ (−si,tηt ⊗ ei + ηu ⊗ ej)>vec(Y ) ≤ 0,
and thus, we have
(−si,tηt ⊗ ei + ηu ⊗ ej)>vec(Y ) = −|Si(t)|+ Sj(u) and (−si,tηt ⊗ ei + ηu ⊗ ej)>γ = −τi,t + τj,u.
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Moreover, it hold that {
|Si(t)| ≥ 0, ∀i ∈ I
}
=
⋂
i∈I
{
−si,te>i Y ηt ≤ 0
}
=
⋂
i∈I
{
(−si,tηt ⊗ ei)>vec(Y ) ≤ 0
}
,
and thus we have
(−si,tηt ⊗ ei)>vec(Y ) = −|Si(t)| and (−si,tηt ⊗ ei)>γ = −τi,t.
Therefore, from Lemma 1, we obtain
L = max
[
0, max
u∈[T−1]
{
max
(i,j)∈I×Ic:τj,u>−τi,t
|Si(t)|+ Sj(u)
−τi,t − τj,u , max(i,j)∈I×Ic:τj,u<τi,t
|Si(t)| − Sj(u)
−τi,t + τj,u
}
+
∑
i∈I
|Si(t)|,
max
i∈I:τi,t>0
|Si(t)|
−τi,t +
∑
i∈I
|Si(t)|,
]
and
U = min
[
min
u∈[T−1]
{
min
(i,j)∈I×Ic:τj,u<−τi,t
|Si(t)|+ Sj(u)
−τi,t − τj,u , min(i,j)∈I×Ic:τj,u>τi,t
|Si(t)| − Sj(u)
−τi,t + τj,u
}
,
min
i∈I:τi,t><0
|Si(t)|
−τi,t
]
+
∑
i∈I
|Si(t)|.
B. Proofs of Main Result
Here, we provide proofs of the main result in the paper. We first show the proof of Lemma 1, and those of Theorem 2 and
5.
B.1. Proof of Lemma 1
The proof is similar to that in Lee et al. (2016). Because vec(Y ) = z + γ(η ⊗ δ)>vec(Y ), we see that
Avec(Y ) ≤ b⇔ Aγ(η ⊗ δ)>vec(Y ) ≤ b−Az.
Hence, we have
(η ⊗ δ)>vec(Y ) ≥ (b−Az)j
(Aγ)j
if (Aγ)j < 0,
(η ⊗ δ)>vec(Y ) ≤ (b−Az)j
(Aγ)j
if (Aγ)j > 0
and
0 ≤ (b−Az)j if (Aγ)j = 0.
From the above inequalities, we can conclude that (η ⊗ δ)>vec(Y ) can be bounded below (resp. above) by L(z) (resp.
U(z)). In addition, (η ⊗ δ)>vec(Y ) = δ>Y η yields last equality. Moreover, since z is independent of δ>Y η under the
normality of Y , that is, Cov(z, δ>Y η) = 0, (L(z), U(z), N(z)) is also independent of δ>Y η.
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B.2. Proof of Theorem 2
Note that under the null hypothesis, θˆk(t) is a random variable with mean zero, conditional on the selection event
E = {(tˆ, kˆ) = (t, k)} ⋂
u∈[T−1]
{
(Gˆu, Pˆu) = (Gu, Pu)
}
.
To apply Lemma 1, we need to show that
• test statistic θˆk(t) can be rewritten as a bi-linear form with respect to some two vectors, and
• selection event E can be reduced to an affine constraint with respect to vec(Y ).
If the above two claims are true, we can say that
[θˆk(t) | E , z = z0] ∼ TN(0, v2, L(z0), U(z0)),
where TN(µ, σ2, l, u) denotes a normal distribution N(µ, σ2) restricted to the interval [l, u] and v2 is a variance of θk(t)
conditional on the selection event. Moreover, by applying the probability integral transformation and then integrating out
z0, the theorem hold. See Theorem 5.2 in Lee et al. (2016) for more details.
As shown in Appendix A.1, the former claim is true. We now show the latter one. Let δk,t = PtG>t ck and ηt be T -
dimensional vector and N -dimensional vector defined in Section A.1. Since tˆ and kˆ are defined as the maximizer of (7),
the event E is equivalent to
θˆk(t) ≥ θˆl(u), ∀l ∈ [N − 1], (13a)
ρ(u) ≥ 0 (13b)
and
ρ1(u) ≥ · · · ≥ ρN (u). (13c)
for all u ∈ [T − 1]. Intuitively, (13a), (13b) and (13c), respectively represents “the test statistics is the maximizer of
a optimization problem”, “signs of multi-variate CUSUM statistic” and “the information about the permutation of the
multi-variate CUSUM statistic”. First, (13a) implies
δ>k,tY ηt ≥ δ>l,uY ηu ⇔ (ηu ⊗ δl,u − ηt ⊗ δk,t)>vec(Y ) ≤ 0
⇔ a>l,uvec(Y ) ≤ 0,
for all l ∈ [N − 1], where al,u = ηu ⊗ δl,u − ηt ⊗ δk,t. Thus, by letting A1,u = (a1,u, . . . ,aN−1,u)>, we have
δ>k,tY ηt ≥ δ>l,uY ηu, ∀l ∈ [N − 1]⇔ A1,uvec(Y ) ≤ 0.
Moreover, (13b) implies
GuPuY ηu ≥ 0⇔ −(ηu ⊗ PuG>u )>vec(Y ) ≤ 0
⇔ A2,uvec(Y ) ≤ 0
for each u ∈ [T − 1], where A2,u = −(ηu ⊗ PuG>u )>. By letting D be a first order difference matrix, (13c) implies
Dρ(u) ≥ 0⇔ −DGuPuY ηu ≤ 0
⇔ −(ηu ⊗ PuG>uD>)>vec(Y ) ≤ 0
⇔ A3,uvec(Y ) ≤ 0
for each u ∈ [T − 1], where A3,u = −(ηu ⊗ PuG>uD>)>. Combining all the above, we have⋂
u∈[T−1]
{
A1,uvec(Y ) ≤ 0, A2,uvec(Y ) ≤ 0, A3,uvec(Y ) ≤ 0
}
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which is an affine constraint.
Finally, by the definition of aggregated score, we have
θˆk(t) = δ
>
k,tY ηt = (ηt ⊗ δk,t)>vec(Y ) ≥ 0,
and this states that the lower truncation point in (9) is always non-negative.
B.3. Proof of Theorem 5
To state the proof, we require following lemmas.
Lemma 7. Let x, y and σ (> 0) be known constants and define f(µ) = Φ((x − µ)/σ)/Φ((y − µ)/σ), where Φ(·) is
a cumulative distribution function of the standard normal distribution. Let φ(·) is a probability density function of the
standard normal distribution. Then, we have
f(µ) = f1 + f2µ+ f3µ
3 +O(µ3),
where
f1 =
Φ(x/σ)
Φ(y/σ)
, f2 = − 1
σ
φ(x/σ)
Φ(y/σ)
+
1
σ
Φ(x/σ)φ(y/σ)
Φ(y/σ)2
and
f3 = − 1
σ2
φ(x/σ)
Φ(y/σ)
(
x
σ
+ 2
φ(y/σ)
Φ(y/σ)
)
+
1
σ2
Φ(x/σ)φ(y/σ)
Φ(y/σ)
(
y
σ
+ 2
φ(y/σ)
Φ(y/σ)
)
.
Lemma 8. Let |x| < 1, then
∞∑
n=0
xn =
1
1− x,
∞∑
n=0
nxn−1 =
1
(1− x)2 and
∞∑
n=0
n(n− 1)xn−2 = 2
(1− x)3 .
Lemma 9. Let wα be a positive value such that
φ(wα/v) = φ(U/v)− α(φ(U/v)− φ(L/v)).
Then, wα ≤ zα for all α ∈ [0, 1].
Let us prove the theorem. By noting that the definition of the power, we have
P
(
θˆk(t) > zα | E
)
=
Φ((U − µ)/v)− Φ((zα − µ)/v)
Φ((U − µ)/v)− Φ((L− µ)/v)
=
{
1− Φ((zα − µ)/v)
Φ((U − µ)/v)
} ∞∑
i=0
{
Φ((L− µ)/v)
Φ((U − µ)/v)
}i
, (14)
almost surely, since 0 ≤ Φ((L− µ)/v) < Φ((U − µ)/v) ≤ 1.
By using Theorem 2, zα can be evaluated by
zα = vΦ
−1(Φ(U/v)− α(Φ(U/v)− Φ(L/v))),
and we have
Φ(zα/v) = Φ(U/v)− α(Φ(U/v)− Φ(L/v)).
In addition, by differentiating both side as a function of v, we also have
zαφ(zα/v) = Uφ(U/v)− α(Uφ(U/v)− Lφ(L/v)). (15)
Selective Inference for Change Point Detection in Multi-dimensional Sequences
Lemma 7 implies that
1− Φ((zα − µ)/v)
Φ((U − µ)/v) = 1− f1 − f2µ−
f3
2
µ2 +O(µ3),
where
f1 =
Φ(zα/v)
Φ(U/v)
= 1− αΦ(U/v)− Φ(L/v)
Φ(U/v)
,
f2 = −1
v
φ(zα/v)
Φ(U/v)
+
1
v
Φ(zα/v)φ(U/v)
Φ(U/v)2
= −1
v
φ(zα/v)
Φ(U/v)
+
1
v
φ(U/v)
Φ(U/v)
(
1− αΦ(U/v)− Φ(L/v)
Φ(U/v)
)
=
1
v
φ(U/v)− φ(zα/v)
Φ(U/v)
− α
v
φ(U/v)
Φ(U/v)
Φ(U/v)− Φ(L/v)
Φ(U/v)
and
f3 = − 1
v2
φ(zα/v)
Φ(U/v)
(
zα
v
+ 2
φ(U/v)
Φ(U/v)
)
+
1
v2
Φ(zα/v)φ(U/v)
Φ(U/v)2
(
U
v
+ 2
φ(U/v)
Φ(U/v)
)
= − 1
v2
φ(zα/v)
Φ(U/v)
(
zα
v
+ 2
φ(U/v)
Φ(U/v)
)
+
1
v2
φ(U/v)
Φ(U/v)
(
U
v
+ 2
φ(U/v)
Φ(U/v)
)(
1− αΦ(U/v)− Φ(L/v)
Φ(U/v)
)
.
On the other hand, we have
Φ((L− µ)/v)
Φ((U − µ)/v) = g1 + g2µ+
g3
2
µ2 +O(µ3),
where
g1 =
Φ(L/v)
Φ(U/v)
,
g2 = −1
v
φ(L/v)
Φ(U/v)
+
1
v
Φ(L/v)φ(U/v)
Φ(U/v)2
and
g3 = − 1
v2
φ(L/v)
Φ(U/v)
(
L
v
+ 2
φ(U/v)
Φ(U/v)
)
+
1
v2
Φ(L/v)φ(U/v)
Φ(U/v)2
(
U
v
+ 2
φ(U/v)
Φ(U/v)
)
.
Hence, by applying Lemma 8, the infinite series in (14) can be reduced to
∞∑
i=0
{
Φ((L− µ)/v)
Φ((U − µ)/v)
}i
=
∞∑
i=0
(
g1 + g2µ+
g3
2
µ2
)i
+O(µ3)
=
∞∑
i=0
gi1 +
(
g2µ+
g3
2
µ2
) ∞∑
i=1
igi−11 +
1
2
(
g2µ+
g3
2
µ2
)2 ∞∑
i=1
i(i− 1)gi−21 +O(µ3)
=
1
1− g1 +
g2
(1− g1)2µ+
{
g3
2(1− g1)2 +
g22
(1− g1)3
}
µ2 +O(µ3).
Denoting h1 = 1/(1− g1), h2 = g2/(1− g2)2 and h3 = g3/{2(1− g1)2}+ g22/(1− g1)3, we see that
h1 =
Φ(U/v)
Φ(U/v)− Φ(L/v) ,
h2 =
1
v
Φ(L/v)φ(U/v)− φ(L/v)Φ(L/v)
(Φ(U/v)− Φ(L/v))2 ,
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and
h3 = − 1
2v3
Lφ(L/v)Φ(U/v)− UΦ(L/v)φ(U/v)
(Φ(U/v)− Φ(L/v))2
− 1
v2
φ(L/v)Φ(U/v)− Φ(L/v)φ(U/v)
(Φ(U/v)− Φ(L/v))2
φ(U/v)− φ(L/v)
Φ(U/v)− Φ(L/v)
Therefore, we have
P
(
θk(t) > zα | (tˆ, kˆ) = (t, k)
)
= (1− f1 − f2µ+ f3µ2)(h1 + h2µ+ h3µ2) +O(µ3)
= (1− f1)h1 + {(1− f1)h2 − f2h1}µ
+ {(1− f1)h3 − f2h2 + f3h1}µ2 +O(µ3). (16)
Moreover, intercept and coefficients in (16) can be directly calculated by
(1− f1)h1 = α, (1− f1)h2 − f2h1 = κ
v
,
and
(1− f1)h3 − f2h2 + f3h1 = κ
v2
φ(U/v)− φ(L/v)
Φ(U/v)− Φ(L/v) .
For the last equality, we just use (15).
Note that φ(x) is decreasing when x > 0. Lemma 9 implies
φ(zα/v) ≤ φ(wα/v)
= φ(U/v)− α(φ(U/v)− φ(L/v)),
and it follows that κ ≤ 0. Finally, by optimizing the leading term in (16) with respect to µ, we obtain
P
(
θk(t) > zα | (tˆ, kˆ) = (t, k)
)
= α+
κ
v
µ+
κ
v2
φ(U/v)− φ(L/v)
Φ(U/v)− Φ(L/v)µ
2 +O(µ3)
≥ α− κ
4
Φ(U/v)− Φ(L/v)
φ(U/v)− φ(L/v) +O(µ
3)
=
3
4
α+
1
4
φ(zα/v)− φ(U/v)
φ(L/v)− φ(U/v) +O(µ
3),
and this complete the proof.
C. Proof of Lemmas
In this section, we give the proofs of additional lemmas.
C.1. Proof of Lemma 6
Assume that xi < xj for some (i, j) ∈ I × Ic. It is enough to show that
xi1 + · · ·+ xiK < xj1 + · · ·+ xjK (17)
for some (j1, . . . , jK) such that j1 < · · · < jK . Without loss of generality, let i = i1 and j = j1. Then, (17) holds by
taking jk = ik for k = 2, . . . ,K, and thus Bc ⊂ Ac is true. A ⊂ B is trivial.
C.2. Proof of Lemma 7
By using Taylor expansion, we know that
f(x) = f(0) + f ′(0)x+ f ′′(0)x2 +O(x3),
since f is differentiable with respect to µ. Direct calculations show the result.
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C.3. Proof of Lemma 8
Because |x| < 1, partial sum ∑Mn=1 xn converges to 1/(1 − x) as M goes to infinity. Thus by applying term-by-term
differentiation, we have the result.
C.4. Proof of Lemma 9
Define
g(α) = Φ(zα/v)− Φ(wα/v)
= αΦ(L/v) + (1− α)Φ(U/v)− Φ(wα/v).
To prove the lemma, we show g(α) ≥ 0, because this implies the desired result from the monotonicity of Φ(·). By the
definition of wα, we see that
dwα
dα
= − v
2
wα
(φ(L/v)− φ(U/v)).
In addition, since φ is continuous and φ(wα/v)→ φ(U/v) as α→ 0, it must be satisfied that wα → U as α→ 0. Since
g′(α) = Φ(L/v)− Φ(U/v)− φ(wα/v)dwαdα
= Φ(L/v)− Φ(U/v) + v2(φ(L/v)− φ(U/v))φ(wα/v)
wα
is non-decreasing on α ∈ [0, 1], we have
g′(α) ≥ lim
α→0
g′(α)
= Φ(L/v)− Φ(U/v) + v
2
U
φ(U/v)(φ(L/v)− φ(U/v)).
Here, the monotonicity of g′(α) can be easily verified by considering g′′(α). By noting that the right-hand side in the
above inequality is also non-decreasing as a function with respect to L, we see that g′(α) can be bounded below as
g′(α) ≥ lim
L→∞
{
Φ(L/v)− Φ(U/v) + v
2
U
φ(U/v)(φ(L/v)− φ(U/v))
}
= 0,
where we use U → ∞ as L → ∞ in the last equality. Therefore, g(α) is non-decreasing with respect to α. Finally, by
taking limit as α→ 0 in g(α), we obtain the result.
