Abstract. We prove that the p-Quillen complex of a finite solvable group with cyclic derived group is Cohen-Macaulay, if p is an odd prime. If p = 2 we prove a similar conclusion, but there is a discussion to be made.
Introduction
For a finite group G and a prime number p, following [8] , we denote by S p (G) the partially ordered set (in short: poset) of all non-trivial proper p-subgroups of G and by A p (G) the poset of all non-trivial pelementary abelian subgroups of G, both ordered by inclusion. We denote by ∆(S p (G)) and ∆(A p (G)) the associated chain complexes (or rather their geometric realizations); these are called, respectively, the p-Brown complex and the p-Quillen complex of G, and, as Quillen noticed in [8] , they are homotopically equivalent.
One of the motivations for studying the Quillen complex is a famous conjecture of Quillen himself which says that ∆(A p (G)) is contractible if and only if G possesses a non-trivial normal p-subgroup. This conjecture has been proved by Quillen himself in various cases (in particular for solvable groups); the most general known result on this conjecture is due to M. Aschbacher and S. Smith (see [2] ).
Quillen's conjecture is just one aspect of the more general question of describing the homotopy type of the Quillen complex of a group G and its connections with the algebraic structure of G. In the same seminal paper ( [8] ), Quillen proved the following result. Theorem 1.1 (Quillen) . Let p be a prime number and G = NP be a solvable group such that N G is a p ′ -group and P is a p-elementary abelian group. Then ∆(A p (G)) is Cohen-Macaulay.
Before continuing, let us explain some of the terminology we adopt, as it might not be fully standard. Let Γ be a simplicial complex, and r ≥ 0 an integer. We say that Γ is weakly r-spherical, if H q (Γ) = 0, for all q = r; while we say that Γ is r-spherical if it has the same homotopy type of a wedge of r-spheres or it is contractible.
Let σ be an r-dimensional simplex of Γ. The link of σ in Γ is the subcomplex L Γ (σ) = {τ ∈ Γ | τ ∪ σ ∈ Γ, τ ∩ σ = ∅}. Let d be the dimension of Γ: we finally say that Γ is Cohen-Macaulay provided Γ is d-spherical and the link of each r-simplex of Γ is (d −r −1)-spherical.
From Theroem 1.1 it follws easily that the p-Quillen complex of a solvable group whose Sylow p-subgroups are abelian is spherical (and indeed Cohen-Macaulay). In this paper our aim is to give a description of the p-Quillen complex in the more general case of solvable groups whose Sylowp-subgroups have cyclic derived group. Our main result is the following: Theorem 1.2. Let G be a finite group and p a prime number dividing the order of G. Let P ∈ Syl p (G)and suppose that P ′ is cyclic. We have the following cases:
(ii) p = 2. Then Ω 1 (P ) = T D, T, D Ω 1 (P ), |T ∩ D| ≤ 2, D = Z(D)E, with E = 1 or E extra-special, and T = 1 or T dihedral or T
semi-dihedral. If T = 1 or T it is dihedral then ∆(A p (G)) is CohenMacaulay. If T is semi-dihedral then there exist two distinct reduced homology groups of ∆(A p (G)) which are non-trivial.
We remark that recently Fumagalli [3] has shown that, for p odd, the p-Quillen complex of a solvable groups has always the homotopy type of a wedge of spheres (of possibly different dimensions). Also, we observe that, to our knowledge, it is not known whether Quillen's result 1.1 holds without the assumption of solvability of N.
Let us now fix some notations. If r is an element of a poset P we denote with P >r the poset {q ∈ P | q > r} and say the P >r is an upper interval. Analougsly way we define P <r , P ≥r and P ≤r . Moreover if r < s are elements of a poset P , we denote with (r, s) the poset {q ∈ P | r < q < s}. If Γ 1 and Γ 2 are two complexes, we write Γ 1 ∨ Γ 2 , for the wedge of them. We warn the reader that, as in [7] , in our wedge decompositions of ∆(A p (G)) the wedge of spaces is not formed using just a single wedge point, instead we have always to specify for each space where it is wedged in. With the simbol Γ 1 * Γ 2 , we mean the join of the simplicial complexes Γ 1 and Γ 2 . For both the definitions "∨" and " * " we refer the reader to [6] , but, unlike there, we define the join of a simplicial complex Γ and the empty set to be the complex Γ. We call a p-torus every p-elementary abelian group, and we call the rank of a p-group P (denoted by rk(P )), the maximal dimension of a p-torus of P as a Z p -vector space. Finally, if P is a p-group we call Ω 1 (P ) the subgroup of P generated by the elements of P of order p. For the rest we follow the notation of [4] .
Topological tools and first reductions
We start by collecting a few topological results which we will use later.
Proof. By induction on k. If k = 1 there is nothing to prove. Let k > 1 and
by applying the Mayer-Vietoris sequences we get
and so H q (X) = 0 by the exactness of the sequence.
Lemma 2.2 (gluing lemma
Proof. If r = d − 1, then we use lemma 10.3 at page 1848 of [5] to conclude. Otherwise, let r = d. If d = 0 it is obvious. If d = 1, then the 1-dimensional complex X 1 ∪X 2 is a graph and therefore it is known to be contractible or 1-spherical, for it is a union of segments and of circuits, since it is connected. So we can suppose that d ≥ 2.
The previuos Lemma tells us that X 1 ∪ X 2 is weakly d-spherical; so, by the Hurewicz-Whitehead theorem (see [10] ), it remains to prove that π 1 (X 1 ∪ X 2 ) = 1. Now we embed X 1 ∪ X 2 in R k , for some k through its geometrical realization. For the sake of simplicity we still call the geometrical realization as X 1 ∪ X 2 and use X 1 , X 2 , X 1 ∩ X 2 as their geometrical realizations. From now on we work in R k , use greek letters to denote the affine simplexes of X 1 ∪ X 2 , roman letters to denote the points of X 1 ∪ X 2 ⊆ R k , and let {v 1 , . . . , v n } be the vertex set of X 1 ∪ X 2 . If E(·, ·) is the euclidean distance function we take m = inf{E(v i , v j ) | i, j = 1, . . . , n, i = j}. If σ ⊆ X 1 ∪ X 2 is a n-simplex, then we define b σ as its barycenter and let
For F ⊆ R k we denote by ∂F its border in the smallest affine subspace containing F ; then, we put
is the set of the points of (X 1 ∪ X 2 ) s \Z which belong to affine simplexes
there were two such simplexes σ 1 , σ 2 , then p ∈ σ 1 ∩ σ 2 that has a strictly smaller dimension than (d − i + 1)) and we take r(p, b σ ) as the line of R k , passing through p and b σ . Then it is well defined
and define G :
We now prove that X 1 is a retraction by deformation of Y 1 . We define a continuos function R :
the parametrization of a segment between two points of a simplex, that is convex. Finally we define, if t ∈ [
By an easy calculation one sees that R(p, t) is a retraction by deformation of Y 1 into X 1 . The same argument can be used to prove that Y 2 retracts into X 2 . Thus,
by the Van Kampen theorem we have that π 1 (X 1 ∪X 2 ) = (π 1 (X 1 ) * π 1 (X 2 ))/J = 1. So X 1 ∪X 2 is simply connected and we conclude.
Let us now turn to groups. A key tool in our proofs is the following result due to Pulkus and Welker.
Theorem 2.3 (Pulkus-Welker). Let G be a finite group with a solvable normal
We recall that, by standard topology methods, one proves that the wedge of many r-spherical complexes is again an r-spherical complex, and that the join of an r-spherical complex with an s-spherical complex is an (r + s + 1)-spherical complex.
The proof of our main result proceeds by first dealing with a split case as in Theorem 1.1. Thus, fix a prime p and consider a semidirect product G = N ⋊ P , where P = 1 is a p-group and N = 1 a solvable p ′ -group. Then, the Pulkus-Welker formula can be written as follows:
Hence, if we want to prove that (for our G = N ⋊ P ) ∆(A p (G)) is (rk(P ) − 1)-spherical, we need to show that, whenever H * (A p (NX)) = 0 (by Quillen's theorem this implies that it is (rk(X) − 1)-spherical), we have that A p (P ) >X is (rk(P ) − rk(X) − 1)-spherical. This reduces us to study the behaviour of all the upper intervals A p (P ) >X , for a non trivial p-group P (in our case P will have cyclic derived group), and X ∈ A p (P )
Notations. In the following we will often drop the notation of ∆(P ) for a poset P , and we will refer to P both in the case of a poset than in the case of a simplicial complex; the context will describe by itself which is the meaning that we use.
Reductions on P
Let P be a p-group, and X ∈ A p (P ). Observe that
so we may well assume that Ω 1 (P ) = P .
We need to describe the p-groups P such that P = Ω 1 (P ) and P ′ is cyclic. The results are certainly known, but we include proofs for completeness. If p > 2 such group are "essentially" extra-special groups.
Theorem 3.1. Let p be an odd prime number and P a p-group such that P ′ is cyclic and Ω 1 (P ) = P . If P ′ = 1, then |P ′ | = p, and P is the direct product of an elemantary ableian group and an exstraspecial group of exponent p.
Proof. Since P ′ is cyclic, P is regular, by theorem 4.3.13 in [11] . Now we use theorem 4.3.14 in [11] to obtain that exp(Ω 1 (P )) = p. But Ω 1 (P ) = P and so |P ′ | ≤ p. The last assertion follows easily.
For p = 2 the situation is more complicated. For instance, dihedral and semidihedral 2-groups have cyclic derived subgroups and are generated by involutions.
Proof. Since P , and all of its images, are generated by involutions, we have P ′ = φ(P ) = P 2 , where P 2 = x 2 | x ∈ P . As P ′ is cyclic, we have in particular P ′ = x 2 for some x ∈ P . By one of our assumptions, |x| = 2 n , for some n ≥ 3. We write: X = x , Z = Ω 1 (X) = x 2 n−1 , and C = C P (P ′ ); note that all these subgroups are normal in P , Z is central, and Z < P ′ . Now, C ≥ C P (X) ≥ φ(P ), and P/C P (X) thus embeds in Ω 1 (Aut(X)), which is elementary abelian of order 4. If |P/C P (X)| = 4, there exists a g ∈ P such that
, and so g ∈ C \ C P (X). Thus, in any case, |P/C| ≤ 2. Now let r, s ∈ C; then [r, s, s] = 1, and so [r, s] 2 = [r 2 , s] = 1, since r 2 ∈ P ′ . This means that C ′ is generated by involuitions; as C ′ ≤ P ′ is cyclic, we conclude that |C ′ | ≤ 2 (and C ′ ≤ Z). Since, by assumption, |P ′ | ≥ 4, we also have C < P (and |P/C| = 2). Now, from C < P and P = Ω 1 (P ), we conclude that there exists an involution z ∈ P \ C. Let T = X, z = X z , and note that P ′ ≤ T and so T P . As z does not centralize and T is dihedral, or
This shows that X/C ′ is a cyclic subgroup of maximal order in C/C ′ ; so there exists a complement R/C ′ of X/C ′ in C/C ′ . Then XR = C and X ∩ R = C ′ . Let r ∈ R, and suppose r 2 = 1. Then
2 n−1 , and so r 2 = x 2 n−1 . Recalling that (as n ≥ 3), x 2 n−2 ∈ P ′ is centralized by r, we have |rx 2 n−2 | = 2, and thus r ∈ XΩ 1 (C). Therefore, C = XΩ 1 (C) and, consequently,
. Now, let g ∈ P , and y ∈ C with |y| = 2. Then [g, y, y] = 1 and so
To finish, note that
Upper intervals in p-groups
An element a of a poset Q is named a conjunctive element if for all x ∈ Q there exists sup{a, x} in Q. Quillen proved in [8] that if Q has a conjunctive element then ∆(Q) is contractible. Now, let P be a p-group and X ∈ A p (P ). If X ≥ Ω 1 (Z(P )), it is easily seen that XΩ 1 (Z(P )) is a conjunctive element for A p (P ) >X , and so we have that ∆(A p (P ) >X ) is contractible and therefore it is (rk(P ) − rk(X) − 1)-spherical. Thus the only upper intervals A p (P ) >X that we actually need to study are for X ≥ Ω 1 (Z(P )).
Summarizing, we only have to consider A p (P ) >X , for P a p-group such that Ω 1 (P ) = P , P ′ is cyclic and X ≥ Ω 1 (Z(P )).
Upper intervals in extraspecial groups. In this section, we assume that P is an extra-special p-group with center Z = z (= Ω 1 (Z)). It is then well known that the commutator [·, ·] induces a bilinear form f :
We will also tacitly assume that P = Ω 1 (P ) (thus, for odd p, exp(P ) = p). We then recall that if P is such an esxtraspecial group, and Z < P 1 < P is a subgroup of P which is also extraspecial, then, by letting P 2 /Z be the orthogonal space of P 1 /Z (with respect to the f abiove defined), P 1 / is also extraspecial, and P decomposes as the central product P = P 1 • P 2 ("•" is our notation for the central product).
We denote by D 8 and Q 8 , respectively, the dihedral and the quaternion group of order 8.
Proposition 4.1. Let p be a prime and P an extra-special p-group with center Z = Z(P ), and let X ∈ A p (P ) ≥Z such that X is not a maximal torus in P . Then
Proof. Clearly, A p (P ) >X = A p (C P (X)) >X and C P (X) < P .
With respect to the bilinear form f described above, C P (X)/Z is the orthogonal space of X/Z, and since X is not a maximal torus C P (X) > X. Let P 2 /Z be a complement of X/Z in C P (X)/Z. Clearly, P 2 = P , and, since f is not singular on P/Z, f is not singular on P 2 /Z. Thus, P 2 is extraspecial, and we may decompose P as the central product P 1 • P 2 , where P 1 /Z is the orthogonal space of P 2 /Z, and P 1 ∩ P 2 = Z. We now define the map:
By the Dedekind modular law it is easy to check that ϕ is a poset isomorphism and so A p (P ) >X ∼ = A p (P 2 ) >Z . Now we must discriminate the cases p > 2 and p = 2.
(1) p > 2. This case can be dealt with as in example 10.4 of [8] , which guarantees that A p (P 2 ) >Z is (rk(P 2 ) − 2)-spherical, by studying the poset of non-zero isotropic subspaces U (they are such that f | U = 0) of V (otherwise look at remark 4.5). Since rk(P 2 ) = rk(P ) − rk(X) + 1 we are done.
(2) p = 2. In this case we have
) . Now observe that A 2 (P 2 ) >Z is the set of the inverse images of the isotropic and totally singular subspaces of V . It is known that the associated complex is homotopically equivalent to a building, and by the Solomon-Tits theorem, it is spherical of a dimension that depends on the quadratic form (otherwise look at remark 4.5). If P is isomorphic to a central product of dihedral groups, the complex is (rk(P )−rk(X)− 1)-spherical. In the other case, the complex is (rk(P ) − rk(X) − 2)-spherical and we are done.
Next, an easy extension of the previous result. 
Z(T )). Then we have that
Proof. By assumption, T ′ ≤ Z(T ), and, since Ω 1 (T ) = T , V = T /Z(T ) is a p-torus. If p > 2, T has exponent p, since it has class 2 (see e.g. Lemma 3.9 in [4] ); so |T ′ | = p. If p = 2 we have by hypothesis that
We define a bilinear form f : V × V → Z p , in the same way as for extraspecial groups, and obtain again that T = Z(T )E with E = 1 or E extra-special. Thus T behave as C P (X) in Proposition 4.2, and so
By the cases (1) and (2) . This is an order preserving map and it has got an inverse map λ : Ab(D) >Z → A 2 (CD) >Z which is defined by the rule
and is also an order preserving map. Thus A 2 (CD) >Z ∼ = Ab(D) >Z and we are lead to study the homotopy type of Ab(D) >Z .
Lemma 4.3. Let D be a extra-special 2-group of order 2
2n+1 , and cen-
Proof. Let C = C D (x) be the centralizer of a non-central element x of D. We define Ab(C) >Z to be an Ab-poset. Note that Ab(C) >Z is contractible since x Z is a conjunctive element of it. We prove the following claim:
( * ) The union of the any number m of Ab-posets in an extra-special 2-group of order 2 2n+1 is (n − 1)-spherical.
We work by induction on k = (m, n).
We write C D (x j ) = C j . We observed above that each A j is contractible, so the claim is true for m = 1. We may then suppose m > 1.
Observe that 
We observe the structure of
B j which is either empty or (n − 2)-spherical.
Otherwise, for all j ≥ 3, we have that x j / ∈ x 1 , x 2 , then x j = r j s j , with r j ∈ x 1 , x 2 and s j ∈ D ω \Z. Then C 1 ∩ C 2 ∩ C j ) = C Dω (s j ), which has the same structure of C D (x), for some x ∈ D. Now we see that A 1 ∩ A 2 ∩ U has the same structure of the union Remark 4.5. By following many of the steps of the preceding discussion, we may directly prove that: if P = Ω 1 (P ) is an extra-special p-group, with p any prime number, then
Proof. We work by induction on n = rk(P ). If H ∈ A p (P ) >Z(P ) , then H ≤ C P (h), for some h ∈ H\Z. So A p (P ) >Z(P ) = A p (C P (h)) >Z(P ) . But then we see that C P (h) = h P ω , with P ω = 1 or P ω extra-special and rk(P ω ) < rk(P ). And so, by the proof of (b) of Lemma 4.3 (which we can use with our inductive hypothesis), we conclude.
The general case. Now we describe upper intervals A p (P ) >X for those p-groups P we are interested in. The results in section 3, at least for p odd, reduce immediately to the extraspecial case. Proposition 4.6. Let p be an odd prime number and P a p-group such that Ω 1 (P ) = P , P ′ = 1 is cyclic and X = Ω 1 (Z(P )).
Proof. By Theorem 3.1, we have that |P ′ | ≤ p. Qbserve that P ′ char P and so P ′ ∩ Z(P ) = 1. Then P ′ ≤ Ω 1 (Z(P )) = X, and P/X is abelian. Now we use Proposition 4.2 to conclude.
In the case p = 2 the situation is more complicated. Proposition 4.7. Let P be a 2-group such that Ω 1 (P ) = P , P ′ = 1 is cyclic and X = Ω 1 (Z(P )). If one of the following is satisfied:
Otherwise, if |P ′ | > 2, and P = T D with T semidihedral, A 2 (P ) is not weakly spherical.
Proof. If |P ′ | = 2, then the conclusion follows via Proposition 4.2 as in the odd case.
Thus, let |P ′ | > 2. Let F = Ω 1 (Z(P )) and C = C P (P ′ ). We can apply Theorem 3.2 and its decompositions; thus P = T D, F ≤ Z(D) and T is dihedral or semi-dihedral. Let x = X be a cyclic maximal subgroup of T , with X P ; if |x| = 2 n , let Z = Z(T ) = x 2 n−1 . In both cases (see e.g. theorem 4.3 in [4] ) T /Z is a dihedral group.
Let A be a torus of P , then (AD ∩ T )/Z is a torus of T /Z. Thus AD ∩T is contained in an opportune R = x 2 n−2 , t of order 8, for some t ∈ T \X. Then we can say that if A ∈ A 2 (P ) then A ∈ A 2 (RD) for an opportune R ≤ T with
Otherwise, there is an element λ ∈ D that does not commute with t.
We can define now a quadratic form Q : V → Z 2 , by the rule
This shows that, if the product
Suppose now that T is dihedral. Then (see [1] ) no subgroup of T is isomorphic to Q 8 . We take
Σ j and, by inductive hypothesis, we know that Σ 0 is
contains an element y of order 4, we have that y x 2 n−2 is a conjunctive element of Σ 0 ∩Σ k , that is therefore contractible. Otherwise, by corollary 3.4, it is (rk(R 1 D) − rk(F ) − 2)-spherical. Then by the gluing lemma we have that Σ = ∆(
Suppose now that T is semidihedral, we then know (see [1] ) that there exist T 1 , T 2 ≤ T , such that T 1 ∼ = D 8 and T 2 ∼ = Q 8 . It can happen that rk(T 1 D) = rk(P ) or rk(T 2 D) = rk(P ). We will work out the case rk(T 1 D) = rk(P ) := r + 1 and rk(T 2 D) = r, the other being similar. Let A 1 be a maximal torus of T 1 D, and A 2 a maximal torus of T 2 D (so that rk(A 2 ) = rk(P ) − 1). Then, by theorem 12.1 in [8] , applied on A 1 and A 2 , we have that H r (A 2 (S)) = 0 = H r−1 (A 2 (S)), and so A 2 (S) is not even weakly spherical. If T is semidihedral, then ∆(A 2 (P )) is not weakly spherical.
Homotopy type of the Quillen complex
In this section, we discuss the sphericity of the whole Quillen complex A p (G), for solveble groups G whose Sylow p-subgroups have cyclic derived group. Before, we need to get some informations about the way the Sylow p-subgroups are placed in such groups.
For a solvable group G and a prime p, we denote by ℓ p (G) the plength of G. We now need to bound ℓ p (G) when the Sylow p-subgroups of G have cyclic derived groups (if the Sylow p-subgroups P of G are abelian, then the ℓ p (G) is easily seen to be 1). The propositions we state are well known (for instance as applications of the Hall-Higman theorem). Anyway, for sake of completeness, we give a direct proof of them.
Lemma 5.1. Let p be a prime number, p ≥ 5. Let G be a finite psolvable group. Let P ∈ Syl p (G) and suppose that P ′ is cyclic. Then ℓ p (G) = 1.
Proof. We can assume P ′ = 1, and we may clearly suppose O p ′ (G) = 1 and so
2.15 of [9] ), we may also suppose Φ(G) = 1 (so that K is a p-torus and K = C G (K)).
We assume by contradiction K < P (i.e. P is not normal in G), and take g / ∈ N G (P ).
and M is abelian of rank at most 2. Also M contains both [K, P ] and [K, P g ] whence M is normalized by S = P, P g . Let C = C S (M), and H ≤ C a Hall p ′ -subgroup of C. Then we
which is a p-group. Thus, H = 1 and C is a p-group, and so C ≤ P ∩ P g . If |M| = p, then S/C embeds in Aut(M) which is cyclic of order (p − 1). Since S is generated by Sylow p-subgroups, this forces S = C, and so the contradiction P = C = P g . Hence, |M| = p 2 , and S/C embeds in Aut(M) = GL(2, p). Arguing as in the previuos case, we have that p divides |S/C|. So |P/C| = p and O p (S/C) = 1 (otherwise P = P g ). Since it is generated by Sylow p-subgroups, S/C embeds in SL(2, p): checking the list of subgroups of SL(2, p) (see e.g. 6.25 and 6.26 in [12] ) we find that O p (S/C) = 1. A contradiction.
This shows that P G and so ℓ p (G) = 1.
The previous Lemma does not hold for p < 5. In fact, S 4 has 2-length 2 and Sylow 2-subgroups isomorphic to D 8 ; (C 3 × C 3 ) ⋊ SL(2, 3) has 3-length 2 and Sylow 3-subgroups extra-special of order 27 and exponent 3. In a sense, these are the only cases that can occur. A direct proof of the Lemma that deals with these cases, following part of the proof of Lemma 5.1 and using only standerd finite group tools, is not difficult, and so we omit it.
Lemma 5.2. Let p be a prime, p < 5. Let G be a finite solvable group such that p divides its order. Let P ∈ Syl p (G) and suppose that P ′ is cyclic. Then ℓ p (G) ≤ 2. If ℓ p (G) = 2, assume O p ′ (G) = 1 and let N = O p (G) and g ∈ G a fixed element such that g / ∈ N G (P ); then:
(ii)
A few more easy remarks are needed before we return to the Quillen complex.. Lemma 5.3. Let p < 5 be a prime number and G a finite solvable group such that ℓ p (G) = 2. Let P ∈ Syl p (G) and suppose that P ′ is cyclic. If
Proof. Let g as in the statemente; then gH / ∈ N G/H (P H/H). Thus Lemma 5.2 holds for P, P g N/N. This means that [P H : N] = [P g H : N] = p and, recalling that N ≤ (P H ∩ P g H) < P H, the lemma is proved.
Lemma 5.4. Let p be a prime number, P a p-group and Q ≤ P such that [P : Q] = p. Then (rk(P ) − 1) ≤ rk(Q) ≤ rk(P ).
Proof. Obvious.
In the following we will put S = O p ′ (G). Since S contains every Sylow p-subgroup of G, we have A p (G) = A p (S).
In the case p = 2 of the following theorem, by using Theorem 3.2 on the Sylow 2-subgroup P , we can write Ω 1 (P ) = T D, with T = 1 or T dihedral or T semidihedral. In the stetement, we intend T to be of one of these types.
Theorem 5.5. Let p be a prime number and let G be a finite solvable group such that p divides its order. Let P ∈ Syl p (G) and suppose that P ′ is cyclic. Suppose that p > 2 or that p = 2 and
Proof. Suppose first that ℓ p (S) = 1. Then, since O p ′ (S) = S, we have S = O p ′ ,p (S), so S can be written as S = N ⋊ P , where N = O p ′ (S). We refer to the discussion made at the end of section 2 and then apply Propositions 4.6 and 4.7 to conclude that A 2 (S) is (rk(P )−1)-spherical.
Suppose now that ℓ p (S) > 1. Then , by Lemmas 5.1 and 5.2, we have ℓ p (S) = 2 and p < 5. Let P 1 , . . . , P k be all the distinct Sylow p-subgroups of G, and put T i = O p ′ (S)P i . It may happen that T i = T j , for some 1 ≤ i, j ≤ k, i = j; thus, let us select a set T j 1 , . . . , T jr of distinct representatives of the T i 's. For the sake of simplicity we rename
. Moreover, since each T i has p-length equal to 1, A p (T i ) is (rk(P )−1)-spherical and, by Lemmas 5.3 and 5.4, we have that
is (rk(P ) − 1)-spherical or (rk(P ) − 2)-spherical. By applying the gluing lemma 2.2 on this covering of A p (S) we conclude the proof.
Homotopy type of the links of A p (G)
In this last section we deal with the topological structure in the links of the Quillen complex, and prove that, in the cases stated in Theorem 1.2 the Quillen complex is Cohen-Macaulay. Again, in the case p = 2, we use Theorem 3.2 on the Sylow 2-swubgroup P , and write Ω 1 (P ) = T D, with T = 1 or T dihedral or T semidihedral. We will consider only the case p odd or T dihedral, while we do not discuss in detail the semidihedral case.
Recall, that if Γ is a complex and σ ∈ Γ then the link of σ is defined by L Γ (σ) = {τ ∈ Γ | τ ∩ σ = ∅, τ ∪ σ ∈ Γ}.
If Γ = A p (G), σ = {H 1 < H 2 < . . . < H k } ∈ Γ, and we put H 0 = 1, then L Γ (σ) = (H 0 , H 1 ) * (H 1 , H 2 ) * . . . * A p (G) >H k . It is obvious that (H 0 , H 1 ) = A p (G) <H 1 and that every (H i , H i+1 ) is (rk(H i+1 )−rk(H i )− 1)-spherical, since (H i , H i+1 ) = A p (H i+1 ) >H i \{H i+1 } ∼ = A p (H i+1 /H i )\ {H i+1 /H i } which is spherical (see the discussion at the end of page 118 in [8] and theorem 10.6 of [5] ). Thus, in order to prove that L Γ (σ) is spherical, we need to prove that every A p (G) >X is (rk(G)−rk(X)−1)-spherical.
Let X ∈ A p (G). We observe that A p (G) >X = A p (C G (X)) >X , and so we may suppose that X ≤ Z(G). As we have seen before, we can suppose X = Ω 1 (Z(G)). Moreover since A p (G) >X = A p (O p ′ (G)) >X , we can also assume that G = O p ′ (G).
Proposition 6.1. Let p be a prime number dividing the order of G solvable group. Suppose X = Ω 1 (Z(G)). Then A p (G) >X is (rk(G) − rk(X) − 1)-spherical.
Proof.
We proceed by induction on |G|. We need to prove a formula similar to that of Pulkus and Welker. If N = O p ′ (G) = 1 we set G = G/N,Ā = AN/N for A ∈ A p (G), P = A p (G) >X ,0 =X, and Q = A p (Ḡ) >X ∪ {0}. We then define an order preserving map f : P → Q by setting f (a) =Ā for all A ∈ P. Now we see that, since X = Ω 1 (Z(G)), we have f −1 (Q ≤Ā ) = A p (AN) >X ∼ = A p (AN/X), which is (rk(A) − rk(X) − 1)-spherical, by Quillen's Theorem 1.1. Moreover, f −1 (Q <Ā ) is (rk(A) − rk(X) − 1)-dimensional and so, by standard topology methods as in the discussion before lemma 3.2 in [7] , we have that f is homotopic to a constant map.
We can now apply corollary 2.4 in [7] to obtain the formula:
Then, by inductive hypothesis on |G| and the results of the section on upper intervals, we have that A p (Ḡ) >X is (rk(Ḡ)−rk(X)−1)-spherical. Hence, by the above formula, we conclude the case N = 1. If N = 1, we recall that ℓ p (G) ≤ 2. If ℓ p (G) = 1, this means that G itself is a p-group and so we are done by the results in section 4.
Finally, assume O p ′ (G) = 1 and ℓ p (G) = 2. As in the proof of Theorem 5.5, we see that A p (G) >X = A p (P 1 ) >X ∪ . . . ∪ A p (P r ) >X , with P 1 , . . . , P r suitably choosen Sylow p-subgroups of G, and A p (P i ) >X ∩ A p (P j ) >X = A p (O p (G)) >X . Also, [P i : O p (G)] = p. Then, by agian applyng section 3 and the gluing lemma as in the proof of 5.5, we conclude.
To save space, we have not treated in full detail the case p = 2 and T semidihedral, but the remarks in the last part of the proof of Proposition 4.7, and the methods used for the more regular cases, should indicate that the final assertion in the statement of Theorem 1.2 is also obtainable along similar lines. Thus Theorem 1.2 is fully proved.
