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Abstract
Low-precision representation of deep neural networks
(DNNs) is critical for efficient deployment of deep learn-
ing application on embedded platforms, however, convert-
ing the network to low precision degrades its performance.
Crucially, networks that are designed for embedded appli-
cations usually suffer from increased degradation since they
have less redundancy. This is most evident for the ubiq-
uitous MobileNet architecture [10, 20] which requires a
costly quantization-aware training cycle to achieve accept-
able performance when quantized to 8-bits. In this paper,
we trace the source of the degradation in MobileNets to a
shift in the mean activation value. This shift is caused by an
inherent bias in the quantization process which builds up
across layers, shifting all network statistics away from the
learned distribution. We show that this phenomenon hap-
pens in other architectures as well. We propose a simple
remedy - compensating for the quantization induced shift by
adding a constant to the additive bias term of each channel.
We develop two simple methods for estimating the correc-
tion constants - one using iterative evaluation of the quan-
tized network and one where the constants are set using a
short training phase. Both methods are fast and require only
a small amount of unlabeled data, making them appealing
for rapid deployment of neural networks. Using the above
methods we are able to match the performance of training-
based quantization of MobileNets at a fraction of the cost.
1. Introduction
In the last years, an increasing amount of effort is in-
vested into executing DNN inference in low-precision arith-
metic. While very effective in cutting down on memory,
compute and power usage, this comes at a price of degraded
network performance caused by weight- and activation-
rounding errors. Quantization, the conversion of a net
to its low-precision version, is performed according to a
”scheme”, a conceptual model of the hardware execution
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environment. In this paper we follow the 8-bit integer quan-
tization scheme used in [12] which is widely employed
across both cloud- and edge-devices due to its easy and
efficient implementation on hardware. For most network
architectures, 8-bit quantization carries a minimal degrada-
tion penalty [7] leading recent research to double-down on
more aggressive schemes, using 4 bits or less for activa-
tions, weights or both [14, 1, 4, 13]. Nonetheless, some ar-
chitectures, such as Mobilenet [10, 20], Inception-V1 [23]
and Densenet [11] still exhibit significant degradation when
quantized to 8 bits. Mobilenets are of particular interest as
they were designed specifically for embedded applications
and as such are often deployed in their quantized form. In
order to successfully deploy these networks a quantization-
aware training phase [22, 7, 12] is usually introduced to
regain the network accuracy. This phase is costly in time
and requires access to the original dataset on which the net-
work was trained. Moreover, while effective, the training
offers little insight into why there was significant degrada-
tion in the first place. Recently, there has been more focus
on methods that do not rely on an additional training phase
[15, 1, 27, 16] but an exhaustive 8-bit quantization scheme
that excludes training remains an open challenge.
In this paper, we begin by showing that some networks
exhibit a significant shift in the mean activation value fol-
lowing quantization, which we henceforth denote as MAS
(mean activation shift). We note that in order for such a shift
to have an impact on the performance of the network it must
be of significant magnitude with respect to the mean activa-
tion itself. The shift is the result of quantization rounding
errors being highly unbalanced - a ’small numbers effect’
that is statistically implausible for layers with many param-
eters, but can become the main error source for layers with
a small amount of parameters (e.g. depthwise convolution
with 9 parameters per channel). Note that the frugal use of
parameters is especially prevalent in network architectures
aimed at embedded applications [10, 20, 26] making them
more susceptible to quantization induced shifts. We then
show that the shift introduced by the quantization can be
canceled by using the bias parameter of the channels. Since
the bias term is additive, any constant added to it will shift
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the activation distribution of the channel. Once the task is
defined as fixing the shifts, the problem then becomes how
to estimate them. To this end, we develop two procedures -
one based on direct estimation over a set of test images and
the other performing a fine-tuning phase involving only the
bias terms of the network. The main contributions of this
paper are:
• Mean activation shift (MAS): We explore both the
statistical origins and the impact of MAS on layer-
level quantization errors. We show that MAS can arise
and be responsible for a large component of the error
when quantizing network architectures relying on lay-
ers with a very small number of parameters (e.g. Mo-
bileNet’s depthwise layers).
• Shift compensation using bias terms: We show MAS
can be compensated by using the bias terms of the
network layers, and this alone can drastically reduce
degradation, further establishing the previous claim.
We propose two algorithms to that effect - Iterative
Bias Correction (IBC) and Bias Fine Tune (BFT) - and
we analyze their performance on a variety of Imagenet
trained classifiers.
While our experiments use convolutional neural networks
(CNNs) for classification, we expect both the techniques
and the analysis to extend into other tasks (e.g. Object-
Detection) building on these classifiers as their feature ex-
tractors.
2. Previous Work
2.1. Quantization Procedures
A slew of ideas on DNN quantization were published
in recent years, with widely and subtly diverging assump-
tions about the capabilities of the underlying deployment
hardware . For instance, support for non-uniform quanti-
zation [21, 2, 8], fine-grained mixed precision [18] or per-
channel (”channelwise”) quantization [7, 1, 5, 6]. Leaving
the batch-normalization layer unfolded [14] is another nu-
ance since, similarly to channelwise quantization, it enables
per-channel scaling at the cost of additional computations.
In this work, we restrict ourselves to the simplest setting
folded-batch normalization, layerwise, UINT8-activations,
INT8-weights that was introduced by [12]. The attractive-
ness of this simple setting is that it is supported efficiently
by most existing hardware on which deep-learning appli-
cations are deployed. The literature can also be dissected
by the cost and complexity of the quantization procedures,
falling into two main categories:
Post-training quantization: these methods work directly
on a pre-trained network without an additional training
phase to compensate for the effects of quantization. Gen-
erally lean, these methods have minimal requirements in
terms of data, expertise and effort (of both man and ma-
chine). Most works are focused on how to best estimate
the dynamic range of a layer given its activation distribu-
tion. These range from simple heuristics for outlier re-
moval [7, 14], to more advanced methods employing sta-
tistical analysis [16, 19, 4, 1, 5, 6]. In this work we use
naive min/max statistics (without clipping) to determine
dynamic range in order to keep the comparative experi-
ments on IBC/BFT as clean as possible, however, it can be
combined with more advanced methods. Other approaches
try to lower the dynamic range of the layer by reducing
the intra-layer channel range. In [27] it was proposed to
improve layerwise quantization by splitting channels with
outliers, improving quantization at the cost of additional
computations. Finally, in [15] it was proposed to employ
inversely-proportional factorization to equalize the dynamic
ranges of channels within a layer.
Quantization-aware training involves optimizing the
quantized weights using a large training set, with net-
specific hyperparameters [14] usually taking the pre-trained
net as a starting point. The optimization target may use the
ground-truth labels [12] as in the normal training, and/or
an adaptation of knowledge distillation [9] loss, namely us-
ing the full-precision net as the target (”Teacher”), with
the quantized (”Student”) net punished for distance of its
output to the Teacher’s [19, 17]. Rendering the training
”quantization-aware” is non-trivial since the rounding and
clipping operations are non-differentiable. The simplest and
standard approach is that of a Straight-Through-Estimator
(STE) [3, 19] which essentially consists of using the quan-
tized version of the net on forward-pass while using the
full-precision network on the backward-pass. One of the
methods developed in this work (BFT) employs knowledge-
distillation and a STE within a very short training proce-
dure (micro-training) restricted to the network biases only.
Concurrently to our work, in [5] a micro-training of scal-
ing factors (multiplicative rather than additive as in ours)
was proposed. Like us, they categorize this as post-training
quantization since very little data and training time is used.
2.2. MobileNets Quantization
Mobilenets [10, 20] are CNNs based on ”separable”
convolutions - intermittent depthwise and pointwise con-
volution layers. Their compact and low-redundancy de-
sign makes quantization challenging as they have less re-
silience to noise. The basic layerwise 8-bit quantization of
Mobilenet-v1 leads to complete loss of accuracy [22, 7]. A
major source of the degradation is due to issues caused by
the folding of batch-normalization to degenerate channels
(i.e. channel with constant zero output) [22]. Zeroing out
these channels reduces degradation to 10% and we employ
this technique as well. Quantization-aware training meth-
ods [12, 7] are able to reduce degradation to 1% for both
Mobilenet-v1 and v2. Current post-training quantization
methods can achieve similarly good results (i.e. < 1%)
only by using channelwise quantization [7] which is not
supported on all hardware. Authors of [22] achieve 2.5%
degradation in a layerwise post-training quantization set-
ting but resort to remodeling the network architecture into a
”quantization-friendly” version by changing the activation
function and modifying the separable-convolution building
block. In [15] a 3% degradation is achieved without either
remodelling or retraining by using inversely-proportional
factorization to equalize the dynamic range of channels; this
further reduces to 0.6% when the BFT method described in
this paper is applied on top, setting the new state-of-the-art
for Mobilenet-v1 and v2 ”basic-gemmlowp” quantization
while being easy and fast to run.
3. Problem Statement and Analysis
A general sentiment underlying quantization of neural
networks is that [24]:
”...as long as the errors generally cancel each
other out, they’ll just appear as the kind of ran-
dom noise that the network is trained to cope with
and so not destroy the overall accuracy by intro-
ducing a bias...”
Contrary to the above assumption, in this work we show that
when comparing the activations of a feature map in a full-
precision and quantized net (QNN), a significant ”DC” shift
between the distributions can be observed (Fig. 1). This
conceptual gap could arise from thinking on the level of a
single tensor, whose rounding error distribution is assumed
to be uniform and symmetric; then assuming this property
to propagate through the net. However, the law of large
numbers doesn’t always hold, and small asymmetries might
get amplified and accumulate across layers.
In the rest of this section, we first (3.1) define the quan-
tization error and it’s ”DC” component (denoted as MAS).
Then in 3.2 we quantify in precise terms the MAS contribu-
tion to the error, empirically demonstrating its significance.
Finally, in 3.3 we explore further the statistical mechanism
of MAS generation and its dependence on layer structure.
3.1. Quantization Error Measures
For a given layer l and feature ch we define the quan-
tization error as the element-wise difference between acti-
vations in the original DNN (x) and those in the quantized
DNN (QNN) (x(q)) :
el,ch = (x
(q)
l,ch − xl,ch). (1)
Where el,ch, x
(q)
l,ch, xl,ch are vectors (for brevity we some-
times drop the subscripts where they are understood from
context). Some works make a distinction between round-
ing ”noise” and clipping ”distortion”; in this work both are
treated indivisibly and we use the terms ”noise” and ”error”
interchangeably. For every channel we define the signal en-
ergy, E(x2), as:
E(x2) =
1
N
∑
x2l,ch (2)
The expectations E() here and below are to be understood
as taken across all pixels of the testing set. We use the
mean rather than sum (as in standard L2 norm definition)
so that our analysis will be invariant to the number of el-
ements within a layer. Similarly, we define E(e2) as the
energy of the quantization error. Next, we define the Mean
Activation Shift (MAS) as:
∆l,ch = E(x
(q)
l,ch)−E(xl,ch) = E(x(q)l,ch−xl,ch) = E(el,ch)
(3)
For convenience of exposition we also define we also de-
fine the following two quantites: inverse root quantization
to noise ratio (rQNSR) and Mean activation Shift to Signal
Ratio (MSSR) as:
rQNSRl,ch =
√
E(e2)
E(x2)
(4)
MSSRl,ch =
E(el,ch)√
E(x2l,ch)
(5)
MSSR measures how significant the MAS is compared to
the average activation. The rQSNR is a measure of the over-
all noise level in a channel. Note that MSSR and rQNSR
scale similarly, allowing for easy comparison.
All definitions above being random variables’ expecta-
tions, in practice we use estimates generated by sampling
the activations of the network across inferences on a batch
of images.
3.2. The Effect of Mean Activation Shifts
One view of MAS as defined in eq. (3) is as the activa-
tions’ distribution shift - between the original and the quan-
tized net (see fig. 1). Another analysis avenue relates it to
the MSE decomposition:
MSE = E(error2) = Mean2(error) + V ar(error)
(6)
In this framework, the question of the MAS’s significance
can be formulated as gauging the relative contribution of
the error mean to error magnitude, which in our notation
can be written as: E
2(el,ch)
E(e2l,ch)
. To answer this question we es-
timate these quantities on data samples obtained by running
Figure 1: Mean activation shift in two different layers of
Mobilenet 1 1.0 224: Left: weight rounding errors (verti-
cal axis) vs. full precision (FP) weights (horizontal axis).
An ideal transformation would place all the dots on the null
horizontal line. Black indicates a weight whose quantized
value is greater than the FP, and magenta indicates weights
whose quantized value is smaller or equal to the FP value.
Right: 32-image activation histograms for the channel cor-
responding to the weights on the left. Top row is for the
conv1/channel1 kernel slice, with 27 weight elements (1.a)
and a small (0.029) relative mean kernel shift, producing
a small MAS (1.b). Bottom row is for the are for depth-
wise1 layer (channel12), with 9 weight elements (1.c). The
relative mean kernel error is large, (0.239), resulting in a
large MAS. (1.d). The vertical blue and red lines mark the
mean activation values for FP and quantized networks, with
a clear shift in 1.d and an indiscernible shift in 1.b
the full precision and the quantized nets over batches of few
tens of images each to obtain signal and error vectors; see
figs. 2, 3 (curves for different choices of batch are very
similar; we drop all but one from plot for visual brevity).
We can see that for many layers the contribution is signif-
icant, sometimes dominating the error energy. Fortunately,
the degradation-complicit ∆l,ch lends itself to a convenient
correction, one that doesn’t entail changing the NN’s com-
putational graph but only adjusting its parameters - namely,
subtracting MAS from the (per-channel) biases Bl,ch to be
added pre-activation 1 . For a single linear (Fact = I) layer,
this bias-fixing operation can indeed be proven as the opti-
mal error reduction by changing biases alone - effectively
removing the Mean contribution in eq. (6). Note also that
in contrast to the weights (and their potential adjustments),
the bias is quantized at high precision in most implementa-
tions (the cost for this being rather low), so the above cor-
1 Referring to a generic convolutional layer with kernel of size K:
Xl,ch = Fact
(∑K
ch′,dx,dy Xl−1,ch′W
ch′,dx,dy
l,ch +Bl,ch
)
rection can be done relatively precisely. The natural mitiga-
tion taken together with the significance of the MAS con-
tribution strikes a great cost-benefit balance, compared to
e.g. quantization-aware training methods (and actually per-
forming on-par with those in some cases as we shall see in
section 5).
Note that for a deep networks the situation is more com-
plex since MAS for different channels in the first layers are
mixed in deeper layers, causing input errors that may be
comparable with (or larger than) the MAS of the deeper lay-
ers.
We will see how these issues are tackled by our optimiza-
tion methods in section 4.
Figure 2: 32-image estimates of (a) E(el,ch) (the MAS)
and (b),(c)
√
E(x2l,ch),
√
E(e2l,ch) (L2 norms of activa-
tion signal, and its quantization error), per channel, for typ-
ical layers of two nets strongly differing in quantization-
friendliness. When quantization error is large, the mean-
shift tends to be larger even in relative terms, becoming the
major contribution to q-error.
3.3. MAS Generation Mechanism in MobileNets
We now wish to connect the number of weight elements
in a layer and the typical magnitude of MSSR in that layer
and show that small kernels tend to increase MAS. Let us
consider layer l in which the calculation of an output chan-
nel activation involves k kernel elements and k input activa-
tions. We define a weight rounding error as δWi where i
denotes the weight elements in the set of size k. The weight
rounding errors are i.i.d and follow the distribution:
f(δWi) = U [−
max(|W |)
2N−1
,
max(|W |)
2N−1
] (7)
The mean and standard-deviation of the sum of rounding
errors is given by:
E(
k∑
(δWi)) = 0 (8)
Figure 3: 32-image estimates of the MSSR, QNSR, and
their ratio ((a)/(b), (c)/(b), (a)/(c) ratios in terms of fig. (2))
L2-aggregated (RMS) over channels, for all layers of same
2 nets. Comparing top and center we can see again, now
at the whole net level, that for mobilenet the overall error is
greater and it’s driven in large part by the MAS. Some typ-
ical behaviors can be spotted - e.g. average-pooling layer
reduces QNSR but the mean-shift contribution increases.
Comparing center and bottom plots, the great error reduc-
tion following the BFT procedure is evident (IBC gives a
similar result); being driven by reducing MAS, it’s not sur-
prising that the relative contribution of MAS (black line)
goes down as well
σ(
k∑
δWi) = C
√
(k/12) (9)
with C depending only on max(|W |) and N where
max(|W |) is the maximum element magnitude in the
weight kernel and N is the number of bits used for quan-
tized representation. It is worth noting that the assumption
of a given max(|W |) means that quantization grid is con-
stant. The rounding error is the results of decimating the
kernel values to this grid and so the expectation in the above
equations is taken with respect to possible kernel values.
The activation shift for an input image, defined in 1 can
be expressed as:
el,ch =
k∑
i=1
(xiin+ δ
i
xin)× (wi+ δwi)−
k∑
i=1
xiin×wi (10)
or,
el,ch =
k∑
i=1
δixin × wi +
k∑
i=1
xiin × δwi (11)
In the first layer of the network, the first term in the right-
hand side is negligible since when the input rounding errors
are small such as in the first layer. We consider only the
second term in the following analysis. Averaging over input
data set and the spatial dimensions of layer l to achieve the
numerator in 5, we get:
E(el,ch) = E(
k∑
i=1
xiin × δwi) = E(xin)×
k∑
i=1
δwi (12)
where we made the assumption that the input data xi are
i.i.d. The separation of terms in the mean is possible since
for a given channel the δwi are constant and independent of
the data.
Let us rewrite MSSRl,ch as:
MSSRl,ch =
E(xin)√
E(x2out)
×
k∑
i=1
δwi (13)
We regard the first term of the product as the ’data term’.
If we treat the convolution as a matched filter it can be ap-
proximated as:
E(xin)√
E(x2out)
≈ 1/k (14)
Using the above approximation we express the mean and
variance of MSSRl,ch with regards to possible kernel val-
ues in layer l as:
E(MSSRl,ch) = C1 × 1/k × E(
k∑
i=1
δwi) = 0 (15)
σ(MSSRl,ch) = C21× 1/k × σ(
k∑
i=1
δwi)
≈
√
k/k = 1/
√
k
(16)
Equation 16 tells us that layers with small kernels will
tend to have larger MAS energy to activation energy ra-
tio. This conclusion is in agreement with our observation
that Mobilenet architecture exhibits strong mean activation
shifts, since it incorporates many depthwise (dw) convolu-
tions, involving small (9 elements) kernel slices. In contrast,
conventional 2D convolutions typically involve hundreds of
elements for the calculation of each output channel.
This is only one possible source of MAS and the occur-
rence of significant mean activation shift in Inception v1 de-
spite the absence of depthwise layers suggests other possi-
ble sources for MAS. One such source can be the neglected
term in 11 which becomes significant once the input of the
layer exhibits large noise.
4. Optimization Methods
We now present two methods that compensate for the
QNN MAS (sec. 3) by updating the bias terms. While the
first (IBC) is very fast and requires a very small dataset,
the second (BFT) is more general and utilizes a stronger
optimizer.
4.1. Iterative Bias Correction (IBC)
Estimating the MAS of all the layers and channels and
updating the bias terms of the network in one pass cannot
be done, since correcting the bias terms of layer l changes
the input to layer l + 1, which, in turn, gives a different
MAS than the one calculated before. Therefore, the correc-
tion process has to be performed iteratively according to
algorithm 1, where actorigl,ch and act
quant
l,ch are the activation
values of layer l, channel ch in the original and quantized
networks, respectively. The inner ’for’ loop in the algorithm
can be vectorized and done on all of the channels of a layer
l simultaneously. The set of input images used for the Itera-
tive Bias Correction (short-named IBC-batch), has a typical
size of 8-64 images, and can be drawn from the same set
used for the QNN calibration. We find that the Iterative Bias
Correction effectiveness can vary with IBC-batch size, and
larger batches do not necessarily produce better results. The
strength of IBC lies in its simplicity and high speed. With
as little as 8 unlabeled images (that can be just the quanti-
zation batch) and just a few minutes computation we were
able to achieve the results in table 1.
4.2. Bias Fine Tuning (BFT)
The observations discussed in section 3.2 and in fig. 2
suggest that modifications of the QNN’s biases, reducing
or otherwise modulating the MAS, have the potential to re-
duce noise energy, impact downstream QSNR and eventu-
ally the final layer’s output accuracy. This line of thought
suggests attempting a generic optimization of the biases
alone, with the eventual objective of reducing the overall
QNN’s loss and accuracy degradation. To this end, we use
a quantization-aware training procedure, which starts from
the pre-trained weights and biases, but restricts the train-
able variables to be the biases only. This restriction enables
fast training on a minuscule part of the training set, as small
Result: Corrected QNN checkpoint
evaluate actorigl,ch for all l, ch in original net;
l← 0;
while not end of original net do
evaluate actquantl,ch ;
for ch ∈ l do
∆l,ch ←< actorigl,ch > − < actquantl,ch >;
biasquantl,ch ← biasquantl,ch + ∆l,ch;
end
l← l + 1;
end
Algorithm 1: Iterative Bias Correction (IBC). The inputs
to the IBC algorithm are the original and quantized net-
works, a topologically sorted list of layers, where 0 is the
input layer and the last layer is the output layer. In each
iteration the output of the current layer for both the origi-
nal and quantized networks is evaluated and averaged over
n images the spatial dimensions to give a single value per
output channel ch. The MAS is computed and added to
the layer bias.
as 1K images, without significant overfit, since the num-
ber of trainable variables is several orders of magnitude less
than with a full training. Our procedure uses global opt-
mization in contrast to the local estimation procedure used
in IBC. Drawing inspiration from [17, 19], we use pure
teacher-student distillation loss, namely the cross-entropy
between the logits of the full-precision and the quantized
net. This enables a label-free training. To make the training
quantization-aware, we use quantized weights for the train-
able net, and addFakeQuant operations of the TensorFlow
framework on the activations’ path, implementing the stan-
dard Straight-Through Estimator (STE) approach [3, 25].
Since the weights are fixed for the procedure, our method be
also viewed as a miniature variant of Incremental Training
[28, 29], in the sense that biases are optimized to compen-
sate for the error generated by quantization of the weights.
Finalizing our procedure, the fine-tuned full precision bi-
ases are re-quantized to 16 bits which is precise enough for
this final step to have no accuracy impact.
5. Experiments
For our tests we used the following setup and procedure
(all experiments were done with the TensorFlow frame-
work):
1. Publicly available pre-trained full-precision models
from tf-slim collection is ingested; any BatchNorm ops
are folded onto preceding layer’s weights.
2. For mobilenets: dead channels (channels with constant
output / zero variance) are dropped.
Table 1: Top-1 accuracy of original nets and accuracy
degradation with basic 8-bit quantization, Iterative Bias
Correction (IBC), and Bias Fine Tune (BFT). All numbers
are in units of absolute percentage (%). Best IBC results for
were achieved with IBC batch size of 8.
Network
Name
Original
Top-1
accuracy
Basic
Quant. IBC BFT
Mobilenet-v1-1.0 71.02 7.90 0.92 1.03
Mobilenet-v2-1.0 71.8 16.44 1.42 1.2
Mobilenet-v2-1.4 74.95 6.42 1.1 0.85
Inception-v1 69.76 2.26 0.44 0.47
Resnet-50-v1 75.2 0.27 > 10 0.30
3. Weights are quantized onto a uniform, symmetric 8-bit
(INT8), per-layer grid. Biases are quantized to 16-bit
representation.
4. Activations are quantized (at run-time) onto a fixed,
uniform, asymmetric 8-bit (UINT8), per-layer grid
over a range defined by simple min,max statistics on
a 64-image calibration batch.
5. QNN accuracy is evaluated on the standard 50K Ima-
geNet validation set.
Table 1 summarizes the results of simple-case tests over
several neural nets. The second column gives the Top-1 ac-
curacy of the original, floating-point representation net. The
third column gives the top-1 accuracy degradation using the
basic quantization described in [12]. The last 2 columns
give the top-1 accuracy degradation of the quantized nets
after applying the IBC and BFT optimization tools.
5.1. Experiments With IBC
Testing IBC with different sizes of IBC batches between
8 to 64 images shows a variance of a few 0.1% in results.
Out of the cases we tested, the best results were achieved
using an IBC batch of 8 images from the calibration batch.
While MobileNet and Inception architectures benefit from
employing IBC, Resnets show large degradation by approx-
imately 10% when utilizing IBC. We were unable to under-
stand the source of this degradation.
The IBC algorithm discussed throughout this paper com-
pares post-activation means in the original and quantized
nets. In Mobilenet v1 the activation function isRelu6, clip-
ping the output at 0 and 6, which results in a loss of in-
formation regarding the convolution output distribution. It
would be reasonable to assume that updating the bias terms
according to pre-activation distribution would utilize the
full information available and produce even better results
than those shown in table 1. Indeed, testing a variant of
algorithm 1 in which ∆l,ch is calculated pre-activation on
Mobilenet v1, yields a degradation of 0.76% - 0.16% better
than the post-activation degradation given in table 1).
5.2. Experiments With BFT
We trained using the standard Adam optimizer, with
a learning rate schedule scanning a wide range as rec-
ommended in [14]: in our default schedule we use
10−3, 10−4, 10−5, 10−6 rates for 16 mini-epochs each, for
a total of 64 mini-epochs using the same 1K images. This
schedule is used across all nets presented here (see ta-
ble 1), proving a high degree of robustness. That stands
in contrast to the normally high appetite of training-based
methods for expertise and data. Given the above, and es-
pecially the relaxed input requirement of only 1K label-
less images, (similar in size to calibration sets typically
used [16, 7]), we claim that the procedure should be
seen as a post-training quantization method despite sharing
the ”backprop+STE+SGD” approach with of quantization-
aware training methods.
The results (table 1) are quite similar to IBC (suggest-
ing that both utilize well a common ”resource” discussed
above) - with the exception of ResNet which isn’t degraded
with BFT. On both Mobilenet-v1 and v2, we perform on
par with the state-of-the-art of 1% degradation reached with
full quantization-aware training [7]. The restriction to bi-
ases apparently enables harvesting the low-hanging fruits
of quantization-aware training - which happen to include
the lion’s share of the degradation to be reduced - using a
fraction of the cost. When combining ChannelEqualiza-
tion [15] with BFT on the Mobilenet-v2 nets, we achieve
state-of-the-art quantized net accuracy of 71.1% (v2-1.0)
and 74.3% (v2-1.4).
6. Discussion
Mean activation shift (MAS) occurs in several neural
net architectures after quantization. One progenitor for this
shift was demonstrated to be a non-symmetrical distribution
of the rounding error of weights, more pronounced when
the weight kernels involved are small, such as in depthwise
convolutions. The phenomenon was observed in Mobilenet
v1 and v2 which incorporate depthwise convolutions. It was
also observed in Inception v1 which incorporates 2D convo-
lutions and concatenation layers, and no depthwise layers,
leading to the conclusion that there are more sources for
MAS.
We presented two methods that compensate for mean ac-
tivation shift of nets by modifying biases - Iterative Bias
Correction (IBC), and Bias Fine Tuning (BFT). Employ-
ing either one significantly improves the accuracy of Mo-
bilenet v1, v2 and Inception v1, bringing their degrada-
tion down by an order of magnitudes relative to the base-
line quantization. For Mobilenet-v1/v2, post-BFT degrada-
tion is on par with the 1% state-of-the-art [7] achieved by
resource-intensive quantization-aware training, tested with
the same 8-bit quantization scheme. Both tools require very
little in terms of tuning effort, run-time and data. BFT per-
forms a robust micro-training procedure, incorporating a
strong optimizer (gradient descent) and requiring ˜1000 un-
labeled images; typically taking ˜20min on a single GPU.
IBC uses a simpler direct-estimation, runs even faster (2-
3min is typical) and requires as little as 8 unlabeled images.
We expect these methods to readily extend to mobilenet-
based nets used as a base for other tasks (detection, segmen-
tation, etc.) and at other quantization schemes (e.g. 4-bit
weights). Both may permit further improvement by using
more data and tuning their parameters in a scheme- and net-
specific way; however, we refrain from it here, emphasiz-
ing instead the ”without-bells-and-whistles” effectiveness
of the methods, which highlights our basic insight (sec. 3.2)
about the underlying issue. The default setting seems to be
enough for sub-1% degradation on most presented nets (ta-
ble 1). On the other hand, in yet more challenging cases
(e.g. quantization to n < 8 bits) the prospect for the meth-
ods described is to be used as a part of a wider post-training
quantization toolset. We leave that to future work.
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