A common measure of Internet search engine effectiveness is its ability to find documents that a user perceives as 'relevant'. This study sought to test whether user provided relevance ratings for documents retrieved by an Internet search engine correlate with the decision outcome after use of a search engine.
Introduction
Internet search technologies have rapidly become essential tools both in support of scientific research, as well in everyday life. While search engines are unquestionably powerful, there remain substantial challenges in engineering tools that reliably identify scientific material most likely to answer a specific question.
For developers of search engines, finding a reliable method to evaluate system performance remains a challenge. In general there are two broad approaches to search engine evaluation. First, once can extrapolate a system's performance on the Web by testing its ability to retrieve known documents from a finite and curated test set. 1 Second, in the common circumstance of absence of a such a set, one can estimate a search engine's performance by measuring whether documents retrieved from the Web are perceived to be relevant by a group of users. 2 These relevance ratings are used to generate precision and recall curves, which can then be used to benchmark the performance of a search engine. Indeed, it has been said that "relevance" is one of the central concepts for the information retrieval sciences. 3 The true meaning of relevance remains the subject of some controversy, and others have noted that judgments of relevance are inherently subjective, varying between individuals, professional groups, and tasks. Consequently researchers have focused on identifying how much concordance there can be between relevance estimates of different groups, under varying circumstances. 4, 5 While it is recognized that measuring the number of relevant documents does not directly measure whether relevant articles retrieved actually satisfied a user's information needs, 6 it is surprising that no one appears to have examined how effective such proxy relevance measures are in predicting the outcome after conducting a search. In other words, how likely are individuals whose search results contain 'relevant' documents to perform better on a decision task than those whose searches return more 'irrelevant' material? In our work, we report an experiment that tests whether user provided relevance ratings actually correlate with a successful decision outcome after search (Figure 1 ). If we are to develop computational systems that can actively support decision-making, then we need to develop models not just of the process of seeking and reviewing documents, but also of the consequent impact on decision-making. 
Methods
To test the hypothesis that user assigned relevance judgments are a good predictor of the performance of a search engine in supporting a user to identify and apply information, we performed an online experiment. To control for the potential impact of search engine performance, user knowledge, and task, we asked subjects to answer four randomly sequenced questions about the diagnosis or treatment of conditions, while using one of two search engines, which were also randomly assigned at each question.
We recruited 227 undergraduate and postgraduate participants from across three separate university campuses, over an eight-week period, by advertising on notice boards and distributing hand flyers. As an incentive, we offered each participant A$20 upon completion of the experiment. Users enrolled and completed the experiment using a web browser, from a computer and location of their own choosing. Each participant had their own unique user identification. For each question they were asked to answer, they were assigned randomly to one of two versions of a specialist search engine. 8 These search engines had identical user interfaces, but different performance characteristics. One version of the system (the 'clinical search engine') was optimized to find health information that could support diagnosis or treatment decisions, and had undergone previous trials to evaluate its effectiveness in supporting such searches. 9 The second version of the search engine (the 'general search engine') was designed to only find general educational materials, and was expected to perform significantly less effectively in identifying documents that could specifically answer diagnosis or treatment questions.
The experiment asked participants to answers four questions (Table 1) , which were delivered to them in random order. Questions were designed so that there was variation in prior knowledge and difficulty across the decision tasks. Participants were asked to provide an answer for each question before and after using the assigned search engine. The search engines retrieved a maximum of 10 documents in response to keywords provided by participants, and subjects were asked to provide a relevance score for each document retrieved on a scale of 0 -3 (zero indicated an irrelevant document, and 3 was a completely relevant document). A page of 10 results could, therefore, receive a maximum relevance score of 30.
Participants produced a data set of 808 search sessions comprising before and after search answers and confidence and relevance rankings. Receiver operating characteristic (ROC) curves, which plot sensitivity (true positive rate) versus 1-specificity (true negative rate), 2 were calculated to test the ability of relevance rankings to predict the answers provided by participants, and controlling for search engine used, question, and prior knowledge of participants. Prior F i g u r e 1. Traditionally relevance studies have estimated relevance scores but not looked at whether relevance is predictive of performance on decision tasks once a search is done.
F i g u r e 2. Distribution of relevance scores assigned by participants to the total pool of documents retrieved for all questions (minimum zero and maximum relevance 30). 
Results
There was significant variation in the relevance scores assigned by participants to the document sets they retrieved to support their decisions ( Figure 2 ). Participants answered 49.5% questions correctly before search and there was a statistically significant improvement of 10.8% in their answers to 60.4 % after using a search engine (CI ϭ 6.08 -15.72, p ϭ 0.0001). No correlation was found between user provided relevance rankings and their final answer (n ϭ 808, AUC ϭ 0.580, p ϭ 0.0001).
As anticipated, participants using the clinical search engine improved answers significantly more after search (17.6 %) than those using the general search engine (3.8 %), a difference of 13.8% (CI ϭ 9.68 -17.92, p ϭ 0.0001 (Table 2) .
Relevance rankings did not predict decision outcomes for users of either the clinical search engine (n ϭ 415, AUC ϭ 0.552, p ϭ 0.0767) or the general search engine (n ϭ 393, AUC ϭ 0.557, p ϭ 0.0501). Further, relevance rankings could not differentiate between the performance of users of either search engine. The difference in AUC for both engines was 0.005 and is not statistically significant (z-statistic ϭ 0.1198 at p ϭ 0.9046).
Participants did not perform equally well across all four questions, as expected (Table 3) Comparison of the AUC generated by relevance rankings for each question showed that AUC was unable to differentiate between questions 1 to 3, but did distinguish Question 4 from the remainder (Table 4) .
Limitations
Questions in this experiment were simulated, and only four in number. While there was a clear distribution of prior knowledge across questions, as measured by pre-search answers, a larger or more representative sample of questions may provide different results to those reported here. However, the sample size of our experiment was sufficiently large to generate clear differences of strong statistical significance.
Subjects in this study were university students and may not be representative of other populations. However, it is unclear why this population would assign relevance ratings in a way that is different to other populations. We measured our study population's prior knowledge, as measured by ability to answers questions before searching, which should allow other studies to be directly compared to ours.
Discussion
Despite their widespread use as a metric of search engine performance, user generated relevance rankings had little to no predictive power in our experiments. Relevance rankings were unable to predict whether the user of a search engine could correctly answer a question after having completed a search. They were not able to differentiate between two search engines with statistically different performance characteristics in the hands of users, which one would anticipate to be of major importance to the designer of a search engine.
We asked our study participants to answer four questions of varying difficulty, and for which the participants had varying prior knowledge, as judged by the accuracy of their pre-search answers. In three out of four of these questions, relevance rankings showed no ability to predict how well participants could answer a question after search, nor could the relevance rankings distinguish between how well participants might perform on the different questions.
Relevance rankings did distinguish one question from the remaining three, and it is interesting to speculate about what it was about the question that may have made relevance rankings useful. In Table 5 , the four questions are classified based upon participants prior knowledge of the correct answer (where low is Ͻ50% correct pre-search and high is Ͼ50% correct pre-search), and a subjective assessment by the authors of decision task complexity. Complexity relates to the number of information processing sub tasks needed to answer a question. 10 For example, question four (Can mosquitoes pass on AIDS?) was ranked as low complexity as it requires a simple yes/no answer that could be found in a text. In contrast, question one (Does the Atkins diet work?) is ranked as high complexity as there are conflicting views and evidence, and arriving at an answer will require synthesis and analysis of several documents.
Question four seems to be a low complexity decision task where participants also had high prior knowledge. This suggests that relevance rankings may have a place in situations in which the rankings are provided by experts in the domain, and where the decision tasks are of complexity commensurate with the abilities of those providing the ranking. This observation suggests that further research into the interaction between prior knowledge and task complexity will be of great interest.
However, based upon our experimental data, there is now evidence that user provided relevance rankings taken in isolation may be of limited-to-no value when evaluating a search engine that will be used in a general purpose setting, by a variety of users, and on a variety of tasks. Community relevance ratings are also used as a measure of the value of documents by web sites that adopt a social computing model to assist searchers find information that may help answer questions. Our results draw doubts over the value of such an approach. An alternate method, where a community provides direct feedback on the best answer to different questions, rather than providing proxy relevance ratings for documents, does seem to improve decision-making. 11 We believe that a more accurate and natural metric for search engine performance is a users' ability to accurately complete a task, such as identifying a piece of information, or answering a question. These measures remove the inherent subjectivity of relevance rankings, and provide a direct and repeatable outcome measure that directly correlates with the performance of the search technology in the hands of users. In situations in which direct measures are not feasible, it may be that composite proxy measures, which include relevance along with a number of other factors, such as task complexity or prior knowledge, may have some predictive power, and this is an important area for future research.
Finally, relevance ratings are just one example of a proxy or surrogate marker. Our results reiterate the caution that should be taken when using surrogate markers to show differences, especially if, as in the case with relevance, the assumed correlation with the final outcome may never have been formally validated. 
