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1. Introduction   
 
Although 30 years have passed since the discovery of high-𝑇𝑐 superconductivity, 
there is still no consensus on its physical origin. This is in large part due to a lack of 
understanding of pseudogap phase. Nowadays, the elucidation of the pseudogap has 
been a major challenge in condensed matter physics [1-9]. To describe pseudogap 
phase, one of the most popular models is based on the existence of pre-formed pairs 
[10-12]. In such a picture, the pairs form at the characteristic temperature 𝑇𝑝𝑎𝑖𝑟, and 
would condense at the transition temperature 𝑇𝑐. It indicates that the pseudogap phase 
is a precursor to the superconducting state; that is, pairing without long range 
coherence. However, because there are some scholars who argue [4, 9] that 
𝑇𝑐 ≤ 𝑇𝑝𝑎𝑖𝑟 < 𝑇
∗ (where 𝑇∗ denotes the temperature that pseudogap opens), from 
here on we will use the notion “pre-formed pairs regime” rather than “pseudogap 
regime” to describe the temperature interval [𝑇𝑐,  𝑇𝑝𝑎𝑖𝑟] . If we denote the 
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superconducting order parameter by 𝜓(𝑥) = |𝜓(𝑥)|𝑒𝑖𝜃(𝑥) , the phase 𝜃(𝑥)  may 
fluctuate as a function of the spatial coordinate 𝑥, for example driven by thermal 
fluctuations and quantum fluctuations enhanced in low-dimensional systems. Here the 
amplitude |𝜓(𝑥)| is closely related to the energy gap in the excitation spectrum. For 
temperature below the Berezinskii-Kosterlitz-Thouless (BKT) transition temperature 
𝑇𝐵𝐾𝑇 = 𝑇𝑐 , the order parameter 𝜓(𝑥) ≠ 0. For higher temperature 𝑇 > 𝑇𝑐  phase 
fluctuations destroy long range order, that is, 〈𝑒𝑖𝜃(𝑥)〉 = 0; while the amplitude (or 
modulus) |𝜓(𝑥)| remains finite up to the pairing crossover temperature 𝑇𝑝𝑎𝑖𝑟. The 
regime between 𝑇𝑐 and 𝑇𝑝𝑎𝑖𝑟 is referred to as the “pre-formed pairs” regime. The 
powerful support for “pre-formed pairs” picture comes from the finding of “Nernst 
effect” [1]. In the cuprates, the Nernst effect persists far above 𝑇𝑐 for underdoped 
compounds [13-14], indicating the presence of vortex-like excitations in the 
“pre-formed pairs” regime. This means that Landau-Ginzburg action would apply to 
“pre-formed pairs” regime, and further gives Abrikosov’s vortex picture. 
   Although the “pre-formed pairs” regime with |𝜓(𝑥)| > 0 is quite fascinating, it 
may lead to Meissner effect, which is often thought of as a fundamental proof that 
superconductivity occurs [15]. To realize this point, let us recall that the super-current 
equation in Landau-Ginzburg picture reads [15]: 𝑱𝒔 ∝ |𝜓|
2 ⋅ (𝜵𝜃(𝑥) +
2𝑒
ℏ
𝑨), where 
𝑱𝒔  denotes current density vector, 𝑒  denotes electric charge, ℏ  denotes Planck 
constant, and 𝑨 denotes magnetic vector potential. In “pre-formed pairs” picture, 
although 〈𝜓(𝑥)〉 = |𝜓|〈𝑒𝑖𝜃(𝑥)〉 = 0 , we still have |𝜓| ≠ 0 . Therefore, the 
super-current equation 𝑱𝒔 ∝ |𝜓|
2 ⋅ (𝜵𝜃(𝑥) +
2𝑒
ℏ
𝑨) holds. Unfortunately, combining 
Maxwell equation 𝜵 × 𝑩 ∝ 𝑱𝒔  and super-current equation yields 𝛻
2𝑩 ∝ |𝜓|2𝑩 , 
which leads to Meissner effect with the penetration depth 𝑙𝑝 ∝ |𝜓|
−1 , where 
𝑩 = 𝜵 × 𝑨. Here we have used the fact that 𝜵 × 𝜵𝜃(𝑥) = 0 holds except at vortex 
cores. Thus, we have to question why one cannot observe Meissner effect in 
“pre-formed pairs” regime. The main purpose of this paper is to show that if 
3-dimensional Chern-Simons (CS) term emerges in “pre-formed pairs” regime, the 
Meissner effect will not take place. Furthermore, we predict that if 3-dimensional CS 
term indeed exists in the “pre-formed pairs” regime, the Hall conductivity will obey a 
scaling law around the transition temperature 𝑇𝑐. At the end of this paper, we also 
point out the physical meaning of 3-dimensional CS term. In this paper, we set 𝑐 = 1 
and ℏ = 1, where 𝑐 denotes light velocity.  
The presentation is organized as follows: In Section 2 we point out the difference 
between (2+1)-dimensional and 3-dimensional CS terms. In Section 3 we show that 
Landau-Ginzburg action combined with a 3-dimensional CS term does not produce 
Meissner effect. In Section 4 we propose that Landau-Ginzburg action combined with 
a 3-dimensional CS term can be considered as an alternative model of describing 
high-𝑇𝑐 superconductivity. In Section 5 we show that our model can reproduce the 
results that have been universally accepted. In Section 6 our conclusion follows. 
 
2. Difference between 3D and (2+1)D Chern-Simons terms 
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It is well known that (2+1)-dimensional CS term may lead to topological Meissner 
effect [16-20]; therefore, many scholars attempt to use it to describe the mechanism of 
superconductivity [16, 18, 19, 21-22]. Nevertheless, nobody checks the physical 
difference between (2+1)-dimensional and 3-dimensional CS terms. We will 
immediately show that 3-dimensional CS term, which is different from 
(2+1)-dimensional CS term, does not lead to Meissner effect. To see this, let us 
consider the following Maxwell-Chern-Simons action: 
   ℒ𝑀𝐶𝑆 =
1
4
𝐹𝜇𝜈𝐹
𝜇𝜈 +
𝜍
2
𝜀𝜇𝜈𝜌𝐴𝜇𝜕𝜈𝐴𝜌,                                 (1) 
where 𝐴𝜇  denotes the electromagnetic potential, 𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇  and 
𝜀𝜇𝜈𝜌 = √𝑔𝑒𝜇𝜈𝜌. 
Here 𝑒𝜇𝜈𝜌 denotes the totally anti-symmetric pseudo-tensor (𝑒012 = 1), and 𝑔 
denotes the determinant of metric tensor 𝑔𝜇𝜈. If we denote the contravariant tensor of 
𝑔𝜇𝜈  by 𝑔
𝜇𝜈 , then one has 𝐹𝜇𝜈 = 𝑔𝜇𝛼𝑔𝜈𝛽𝐹𝛼𝛽  and 𝜀
𝜇𝜈𝜌 = 𝑔𝜇𝛼𝑔𝜈𝛽𝑔𝜌𝛾𝜀𝛼𝛽𝛾 . 
Moreover, the coefficient 𝜎 has the physical meaning of Hall conductivity [23-25]. 
For (2+1)-dimensional space-time, one has the Minkowskian metric: 
𝑔𝜇𝜈 = 𝑀𝜇𝜈 = 𝑑𝑖𝑎𝑔(1, −1, −1).                                   (2) 
For 3-dimensional space, one has the Euclidean metric: 
𝑔𝜇𝜈 = 𝐸𝜇𝜈 = 𝑑𝑖𝑎𝑔(1,1,1).                                       (3) 
The resulting field equations of the Lagrangian function (1) are 
𝜕𝜇𝐹
𝜇𝜈 −
𝜍
2
𝜀𝜈𝛼𝛽𝐹𝛼𝛽 = 0.                                         (4) 
There is an important difference between the solutions of the field equations (4) in 
Minkowskian metric and Euclidean metric. To see the difference, let us introduce the 
dual tensor: 
𝐵𝜇 =
1
2
𝜀𝜇𝜈𝜌𝐹𝜈𝜌.                                               (5) 
Substituting equation (5) into equation (4) yields: 
𝜕𝜇𝜕
𝜇𝐵𝜌 + 𝜎2𝐵𝜌 = 0.                                           (6) 
The equation (6) has been obtained by other scholars [26]. The detailed derivation 
of obtaining equation (6) can be found in Appendix A. 
For (2+1)-dimensional space-time, substituting metric (2) into equation (6) yields: 
𝜕2
𝜕𝑡2
𝐵𝜌 − ∇2𝐵𝜌 + 𝜎2𝐵𝜌 = 0.                                     (7) 
Using polar coordinates (𝑟, 𝜑), the solution of equation (7) yields: 
𝐵0 ∝ 𝑒𝑖𝜘𝑡𝑟−
1
2𝑒
−
𝑟
𝜆𝑝,                                             (8) 
where 𝜆𝑝 = √
1
𝜍2−𝜘2
 denotes the penetration depth, 𝐵0 denotes the magnetic field 
4 
 
perpendicular to 2-dimensional plane, and ϰ denotes a constant. 
   The equation (8) clearly indicates a Meissner effect. In fact, many scholars have 
pointed out that (2+1)-dimensional CS term would lead to Meissner effect [16-20]. 
However, we immediately show that 3-dimensional CS term, which is different from 
(2+1)-dimensional CS term, does not lead to Meissner effect. 
   For 3-dimensional space, substituting metric (3) into equation (6) yields: 
   ∇2𝐵𝜌 + 𝜎2𝐵𝜌 = 0.                                            (9) 
Using cylindrical polar coordinates (𝑟, 𝜑, 𝑧), the solution of equation (9) yields: 
𝐵0 ∝ 𝑒±𝑖𝜍𝑟,                                                 (10) 
which indicates a magnetic wave with the wave length 
2𝜋
𝜍
 rather than a Meissner 
effect. 
 
3. Breaking Meissner effect 
 
The results (8) and (10) demonstrate that 3-dimensional CS term, which is 
different from (2+1)-dimensional CS term, does not produce Meissner effect. Next we 
further show that 3-dimensional CS term will destroy traditional Meissner effect. To 
this end, let us consider the following Lagrangian function [25]: 
ℒ = [(𝜕𝜇 + 𝑖𝑞𝐴𝜇)𝜙]
∗
[(𝜕𝜇 + 𝑖𝑞𝐴𝜇)𝜙] + 𝜆2|𝜙|
2 + 𝜆4|𝜙|
4 +
1
4
𝐹𝜇𝜈𝐹
𝜇𝜈 +
𝜍
2
𝜀𝜇𝜈𝜌𝐴𝜇𝜕𝜈𝐴𝜌,                                                   (11) 
where 𝜙 =
1
√2𝑚
𝜓, 𝑚 denotes the effective mass of the paired electrons, 𝑞 denotes 
the effective charge of the paired electrons, and 𝜓 denotes the order parameter. 
   Applying Euler-Lagrange variational procedure into Lagrangian function (11) one 
obtains: 
   𝜕𝜇𝐹
𝜇𝜈 −
𝜍
2
𝜀𝜈𝛼𝛽𝐹𝛼𝛽 = 𝐽
𝜈,                                        (12) 
   𝐽𝜈 = −
𝑖𝑞
2𝑚
(𝜓∗𝜕𝜈𝜓 − 𝜓𝜕𝜈𝜓∗) +
𝑞2
𝑚
|𝜓|2𝐴𝜈.                         (13) 
   Because the Lagrangian function (11) only holds around the transition temperature 
𝑇𝑐, we assume that the order parameter has a constant magnitude, |𝜓|, and a phase 
𝜃(𝑥), which varies only slowly with position 𝑥. 
   Substituting 𝜓(𝑥) = |𝜓|𝑒𝑖𝜃(𝑥) into equation (13) yields: 
   𝐽𝜈 = 𝜔0𝜕
𝜈𝜃 + 𝜔𝐴𝜈,                                            (14) 
where 𝜔0 =
𝑞
𝑚
|𝜓|2 and 𝜔 =
𝑞2
𝑚
|𝜓|2. 
   Combining equations (12) and (14) one obtains: 
   𝜕𝜇𝐹
𝜇𝜈 −
𝜍
2
𝜀𝜈𝛼𝛽𝐹𝛼𝛽 − 𝜔𝐴
𝜈 − 𝜔0𝜕
𝜈𝜃 = 0.                           (15) 
   Substituting equation (5) into equation (15) yields: 
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   𝜕𝜇𝜕
𝜇𝜕𝜈𝜕
𝜈𝐵𝜌 + (𝜎2 − 2𝜔)𝜕𝜈𝜕
𝜈𝐵𝜌 + 𝜔2𝐵𝜌 = 0.                     (16) 
   This paper has two main results. The equation (16) is the first one. The detailed 
derivation of obtaining equation (16) can be found in Appendix B. 
   To obtain the solution of equation (16), we adopt the method developed by Swain 
and Andelman [27]. Thus, let us write equation (16) in the form: 
   (𝜕𝜇𝜕
𝜇 − 𝜂+
2 )(𝜕𝜈𝜕
𝜈 − 𝜂−
2 )𝐵𝜌 = 0,                                 (17) 
where 
𝜂±
2 =
−(𝜍2−2𝜔)±√𝜍4−4𝜔𝜍2
2
.                                        (18) 
   If we write the equation (17) in the form: 
   (𝜕𝜈𝜕
𝜈 − 𝜂−
2 )𝐵𝜌 = 𝐵+
𝜌
                                           (19) 
   (𝜕𝜇𝜕
𝜇 − 𝜂+
2 )𝐵+
𝜌
= 0,                                            (20) 
then the solution of equation (17) can be written as: 
𝐵𝜌 = 𝑐+𝐵+
𝜌
+ 𝑐−𝐵−
𝜌,                                            (21) 
where 𝑐+ and 𝑐− are constants, and  
   (𝜕𝜇𝜕
𝜇 − 𝜂−
2 )𝐵−
𝜌 = 0.                                           (22) 
   The equations (20) and (22) are known as second-order Helmholtz equations. 
Therefore, using cylindrical polar coordinates (𝑟, 𝜑, 𝑧), the solution (21) of equation 
(16) can be rewritten in the form: 
𝐵0 ∝ 𝑐0𝑒
𝜂+𝑟 + 𝑐1𝑒
−𝜂+𝑟 + 𝑐2𝑒
𝜂−𝑟 + 𝑐3𝑒
−𝜂−𝑟,                        (23) 
where 𝑐0, 𝑐1, 𝑐2, 𝑐3 are undermined parameters. 
   Using equation (18), it is easy to check that: 
   𝜂+ = 𝑖
√𝜍2−4𝜔
2
+ 𝑖
𝜍
2
,                                            (24) 
   𝜂− = −𝑖
√𝜍2−4𝜔
2
+ 𝑖
𝜍
2
,                                           (25) 
where 𝑖2 = −1. 
Obviously, 𝜂+ and 𝜂− are both pure imaginary numbers if 𝜎
2 − 4𝜔 ≥ 0. This 
means that Meissner effect will not occur when 𝜎2 − 4𝜔 ≥ 0. If 0 < 𝜎2 < 4𝜔, then 
𝜂+ and 𝜂− are both complex numbers. This means that 0 < 𝜎
2 < 4𝜔 will lead to 
“skin effect” in traditional conductor. Furthermore, it is easy to verify that  𝜂+ and 
𝜂− are both real numbers if and only if 𝜎 = 0. In fact, when 𝜎 = 0, the equation (16) 
becomes the famous London equation. Therefore, we conclude that Meissner effect 
occurs at 𝜎 = 0. Because 𝜎 = 0 implies that 3-dimensional CS term must vanish, 
we verify that such a term indeed destroys Meissner effect. Thus, if 3-dimensional CS 
term emerges in “pre-formed pairs” regime, we can naturally explain why Meissner 
effect does not occur in such a regime.  
In contrast, (2+1)-dimensional CS term will induce Meissner effect. To see this, 
let us replace 
1
4
𝐹𝜇𝜈𝐹
𝜇𝜈 in Lagrangian (11) by −
1
4
𝐹𝜇𝜈𝐹
𝜇𝜈; otherwise, Meissner effect 
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will not occur at 𝜎 = 0 (This contradicts Landau-Ginzburg picture). Then by using 
Minkowskian metric (2) it is easy to check that 𝜂+ =
−√𝜍2+4𝜔+𝜍
2
 and 𝜂− =
√𝜍2+4𝜔+𝜍
2
, which are both real numbers. Therefore, Meissner effect occurs at 𝜎 > 0. 
 
4. Model 
 
The main hypothesis of this paper is to assume that the Lagrangian function (11) 
holds in the “pre-formed pairs” temperature interval [𝑇𝑐,  𝑇𝑝𝑎𝑖𝑟]. Following such a 
hypothesis, the Lagrangian function describing high- 𝑇𝑐  superconducting picture 
should have the form as below: 
   ℒ = {
ℒ0 𝑇 ∈ (𝑇𝑐 − 0
+, 𝑇𝑐]
ℒ0 +
𝜍
2
𝜀𝜇𝜈𝜌𝐴𝜇𝜕𝜈𝐴𝜌 𝑇 ∈ (𝑇𝑐,  𝑇𝑐 + 0
+)
,                        (26) 
where ℒ0 = [(𝜕𝜇 + 𝑖𝑞𝐴𝜇)𝜙]
∗
[(𝜕𝜇 + 𝑖𝑞𝐴𝜇)𝜙] + 𝜆2|𝜙|
2 + 𝜆4|𝜙|
4 +
1
4
𝐹𝜇𝜈𝐹
𝜇𝜈 , 𝑇 
denotes temperature, and 0+ denotes a tiny-positive number. 
   Clearly, to guarantee that high-𝑇𝑐 superconducting picture (26) holds, one must 
have 𝜎 → 0 if 𝑇 → 𝑇𝑐. Next we verify this fact. 
   Let us consider the path integral: 
   𝑍 = ∫ 𝐷𝜙 ∫ 𝐷𝜙∗ ∫ 𝐷𝐴𝜇 𝑒
− ∫ 𝑑𝐷𝑥√𝑔∙ℒ                                 (27) 
   for 𝑇 ∈ (𝑇𝑐,  𝑇𝑐 + 0
+) , where 𝐷  denotes the dimension of superconducting 
material. 
   Applying the standard procedure of renormalization group into path integral (27) 
Tao obtained [25]: 
   𝑞′ = (𝑞 + ∆𝑞)(1 + ∆𝐹)−
1
2𝑏
𝐷−2
2 ,                                    (28) 
   𝜆2
′ = (𝜆2 + ∆𝜆2)(1 + ∆𝐸)
−1𝑏−2,                                  (29) 
   𝜆4
′ = (𝜆4 + ∆𝜆4)(1 + ∆𝐸)
−2𝑏𝐷−4,                                 (30) 
   𝜎′ = (𝜎 + ∆𝜎)(1 + ∆𝐹)−1𝑏−1,                                    (31) 
where ∆𝜆2, ∆𝜆4, ∆𝐸, ∆𝑞, ∆𝜎, and ∆𝐹 stand for perturbative terms.  
If one only considers the simplest case where perturbative terms are ignored, Tao 
obtained [25]: 
   𝜎 = 𝜎0 (
48𝑚2𝜋2𝑇𝑐
2
7𝜁(3)𝑁𝜀𝐹𝜆0
)
1
4−𝐷
,                                         (32) 
where 𝜁(𝑥) denotes Riemann’s zeta function, 𝜀𝐹  denotes Fermi energy, and 𝑁 
denotes number density of the electrons at the normal state. Moreover, 𝜎0 and 𝜆0 
are undermined parameters. 
   Therefore, the equation (32) indicates a scaling law: 
𝜎 ∝ (𝑇𝑐𝑚)
2
4−𝐷.                                                 (33) 
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   On the other hand, the first-order perturbation of equations (29) and (30) yields 
the renormalization group equations: 
𝑙
𝑑𝜆2
𝑑𝑙
= −2𝜆2,                                                  (34) 
𝑙
𝑑𝜆4
𝑑𝑙
= (𝐷 − 4)𝜆4,                                              (35) 
where 𝑙 is a length somewhat larger than atomic dimensions, and 𝑏 = 1 +
𝛿𝑙
𝑙
. 
   Combining equations (34) and (35) one obtains: 
𝜆2 ∝ 𝜆4
−2
4−𝐷.                                                   (36) 
   By Bardeen-Cooper-Schrieffer (BCS) Hamiltonian of superconductivity Gorkov 
has shown [25, 28]: 
𝜆2 =
2𝑚⋅(𝑇−𝑇𝑐)
𝜆𝑇𝑐
,                                                (37) 
𝜆4 =
4𝑚2
𝜆𝑁
,                                                    (38) 
where λ =
7𝜁(3)𝜀𝐹
12𝜋2𝑇𝑐
2. 
   Substituting equations (37) and (38) into equation (36) yields: 
   𝑇𝑐𝑚 ∝ (𝑇 − 𝑇𝑐)
4−𝐷
𝐷 .                                            (39) 
   Combining equations (33) and (39) one obtains: 
   𝜎 ∝ (𝑇 − 𝑇𝑐)
2
𝐷.                                                (40) 
   The scaling law (40) is the second one of two main results in this paper. It verifies 
that 𝜎 → 0 if 𝑇 → 𝑇𝑐. This means that Lagrangian function (11) will naturally lead 
to the high-𝑇𝑐 superconducting picture (26). The scaling law (40) can be regarded as 
a main prediction of the Lagrangian function (11). Using high-𝑇𝑐 superconducting 
materials one can test if there exists such a scaling law around the transition 
temperature 𝑇𝑐. 
   Although here we only consider the first order perturbation of equations (29) and 
(30), the result (40) should be accurate enough. This is because combining equations 
(34), (35), (37) and (38) will produce the famous scaling laws: 𝜙 ∝ (𝑇𝑐 − 𝑇)
𝛽 and 
𝜉 ∝ (𝑇𝑐 − 𝑇)
−𝜈 with 𝛽 =
𝐷−2
𝐷
 and 𝜈 =
2
𝐷
, where 𝜉 denotes the correlation length. 
The detailed calculation refers to Appendix C. From Table 1, we note that theoretical 
values of 𝛽 and 𝜈 agree well with experimental results. The deviation is about an 
accuracy of 10−2. Therefore, we believe that the critical exponent 
2
𝐷
 in the scaling 
law (40) is also accurate enough. 
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Critical exponent Theoretical value Experimental value 
𝛽 1 3⁄  0.327 ± 0.002 
𝜈 2 3⁄  0.64 ± 0.01 
Table 1. The critical exponent for 3-dimensional material (𝑫 = 𝟑) [39] 
 
5. The validity of model 
 
Next, we further show that Lagrangian function (11) can reproduce the results that 
have been universally accepted. If we consider the temperature interval [0, 𝑇𝑐], then 
by equations (26) and (40) one can note that Lagrangian function (11) returns to 
Landau-Ginzburg action. So here we only check the case that 𝑇 > 𝑇𝑐 . It is 
well-known that there exists a universal scaling law (i.e., Homes law) above 𝑇𝑐 
[29-34]: 
   𝜆𝑝
−2 ∝ 𝜎𝑑𝑐𝑇𝑐,                                                   (41) 
where 𝜎𝑑𝑐  denotes the dc conductivity measured at approximately 𝑇𝑐 , and 𝜆𝑝 
denotes the penetration depth. 
The scaling law (41) applies equally well to conventional and high- 𝑇𝑐 
superconductors [35]. Now we show that the Lagrangian function (11) will produce it. 
   Let us define the Green function: 
   G(𝑥, 𝑥′) = −𝑖〈𝑇(𝜓(𝑥)𝜓+(𝑥′))〉.                                   (42) 
   Using the technique developed by Abrikosov, Gor’kov and Dzyaloshinskii [36], 
substituting equation (42) into equation (13) yields: 
   𝐽𝜇(𝑘) = 𝑄(𝑘)𝐴𝜇(𝑘),                                             (43) 
where  
   𝑄(𝑘) =
𝑁(𝑞 2⁄ )2
𝑚
2𝜋𝑇𝛥(0)2 ∑
1
[(2𝑛+1)2𝜋2𝑇2+𝛥(0)2](√(2𝑛+1)2𝜋2𝑇2+𝛥(0)2+
1
2𝜏
)
∞
𝑛=1 ,  (44) 
   Here 𝛥(0) ∝ 𝑇𝑐  denotes energy gap at zero temperature and 𝜏  denotes the 
scattering relaxation time. To obtain equation (43), we have used 𝜎 ≈ 0 around the 
transition temperature 𝑇𝑐 (refer to equation (40)). 
   If one orders 𝑢 = (2𝑛 + 1)𝜋𝑇, then by transforming the sum into an integral 
according to 2𝜋𝑇 ∑ →∞𝑛=1 ∫ 𝑑𝑢
∞
0
 one can rewrite equation (44) as: 
   𝑄(𝑘) =
𝑁(𝑞 2⁄ )2
𝑚
𝛥(0)2 ∫
1
(𝑢2+𝛥(0)2)(√𝑢2+𝛥(0)2+
1
2𝜏
)
𝑑𝑢
∞
0
.                   (45) 
   Thus, solving (45) we obtain: 
   𝑄(𝑘) =
𝑁𝜋𝛥(0)𝜏(𝑞 2⁄ )2
𝑚
(1 −
4
𝜋√1−𝜖2
𝑡𝑎𝑛−1√
1−𝜖
1+𝜖
),                        (46) 
where 𝜖 =
1
2𝜏𝛥(0)
 and we have used the formula [37]: 
∫
𝑑𝑥
(1+𝑥2)(√1+𝑥2+𝑦)
∞
0
=
𝜋
2𝑦
−
2
𝑦(1−𝑦2)
𝑡𝑎𝑛−1√
1−𝑦
1+𝑦
.                        (47) 
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   On the other hand, we have [36]: 
   𝜆𝑝 =
1
√4𝜋𝑄(𝑘)
,                                                   (48) 
   𝜎𝑑𝑐 =
𝑁𝜏(𝑞 2⁄ )2
𝑚
.                                                  (49)   
   Substituting equations (46) and (49) into equation (48) yields: 
   𝜆𝑝
−2 ∝ 𝜎𝑑𝑐𝑇𝑐 (1 −
4
𝜋√1−𝜖2
𝑡𝑎𝑛−1√
1−𝜖
1+𝜖
),                               (50) 
which successfully reproduces the scaling law (41).  
 
6. Discussion and conclusion 
 
   Finally, we attempt to explain why 3-dimensional CS term may exist in the 
“pre-formed pairs” regime. To realize this point, let us recall that vortices emerge in 
the “pre-formed pairs” regime [13, 14]. Because each vortex carries one unit of 
magnetic flux, we can regard the “flux” as the “charge” of vortex. In this sense, the 
vortex, looks like an electron which carries one unit of electric charge, may be 
thought of as a “particle” which carries one unit of flux “charge”. In fact, a vortex can 
be regarded as the dual particle of a “Cooper pair”. If we introduce a complex scalar 
field Φ to describe the vortices, the duality representation of Landau-Ginzburg 
Lagrangian ℒ0 (see equation (26)) can be written in the form (see page 312 in [38]): 
ℒ𝑣𝑜𝑟𝑡𝑒𝑥 ∝ [(𝜕𝜇 + 𝑖ℓ𝐴𝜇)Φ]
∗
[(𝜕𝜇 + 𝑖ℓ𝐴𝜇)Φ] + 𝑊(Φ∗Φ) + 𝜅𝜀𝜇𝜈𝜌𝐴𝜇𝜕𝜈𝐴𝜌.  (51) 
where, ℓ denotes one unit of magnetic flux, 𝜅 denotes a constant, and 𝑊(Φ∗Φ) is 
a polynomial function of Φ∗Φ. 
   The Lagrangian function (51) indicates that CS term will emerge if vortices exist. 
A single vortex cannot exist below the BKT transition temperature 𝑇𝑐, since vortices 
Φ  and anti-vortices Φ∗  are tightly bound below 𝑇𝑐 . However, vortices and 
anti-vortices are liberated above 𝑇𝑐. Therefore, we conclude that 3-dimensional CS 
term may emerge in the temperature interval [𝑇𝑐,  𝑇𝑝𝑎𝑖𝑟]. 
In conclusion, we have proved that 3-dimensional CS term, which is different 
from (2+1)-dimensional CS term, does not lead to Meissner effect. Instead, we further 
show that 3-dimensional CS term will destroy traditional Meissner effect. This means 
that if 3-dimensional CS term emerges, we can naturally explain why Meissner effect 
does not occur in “pre-formed pairs” regime. As a result, the presence of a 
3-dimensional CS term may guarantee the validity of “pre-formed pairs” picture 
explaining high-𝑇𝑐 superconductivity. In particular, if 3-dimensional CS term indeed 
emerges in the “pre-formed pairs” regime, our theory predicts that around the 
transition temperature 𝑇𝑐  the Hall conductivity 𝜎  should exhibit a scaling law 
𝜎 ∝ (𝑇 − 𝑇𝑐)
2
𝐷 with 𝐷 being the dimension of the superconducting material. 
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Appendix A 
 
   In this appendix we derive equation (6). To obtain the equation (6), we need to 
introduce a formula: 
   𝜀𝜈𝛼𝛽𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝛼𝐴𝛽 = 𝜕𝑘𝜕
𝜆𝐴𝜆 − 𝜕
𝜆𝜕𝜆𝐴𝑘.                             (A.1) 
   Proof. Because 𝜀𝜈𝑘𝜆 is anti-symmetric, we have: 
   𝜀𝜈𝛼𝛽𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝛼𝐴𝛽 = 𝜀
𝜈𝜆𝛽𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝜆𝐴𝛽 + 𝜀
𝜈𝛼𝜆𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝛼𝐴𝜆.              (A.2) 
   On the one hand, one has: 
   𝜀𝜈𝜆𝛽𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝜆𝐴𝛽 = 𝜀
𝜈𝜆𝑘𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝜆𝐴𝑘 = 𝑔
𝑎𝜈𝑔𝑏𝜆𝑔𝑐𝑘𝜀𝑎𝑏𝑐𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝜆𝐴𝑘.     (A.3) 
   On the other hand, one has: 
   𝜀𝜈𝛼𝜆𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝛼𝐴𝜆 = 𝜀
𝜈𝑘𝜆𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝑘𝐴𝜆 = 𝑔
𝑎𝜈𝑔𝑏𝜆𝑔𝑐𝑘𝜀𝑎𝑏𝑐𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝑘𝐴𝜆.     (A.4) 
   Substituting equations (A.3) and (A.4) into equation (A.2) yields: 
   𝜀𝜈𝛼𝛽𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝛼𝐴𝛽 
   = 𝑔𝜈𝜈𝑔𝜆𝜆𝑔𝑘𝑘(−𝜀𝜈𝑘𝜆𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝜆𝐴𝑘 + 𝜀𝜈𝑘𝜆𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝑘𝐴𝜆)                 (A.5) 
   =
1
𝑔
(−𝜀𝜈𝑘𝜆𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝜆𝐴𝑘 + 𝜀𝜈𝑘𝜆𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝑘𝐴𝜆), 
where we have used the formula: 
𝑔𝜈𝜈𝑔𝜆𝜆𝑔𝑘𝑘 =
1
𝑔
                                                (A.6) 
for 𝜈 ≠ 𝜆 ≠ 𝑘. 
   Substituting 𝜀𝜇𝜈𝜌 = √𝑔𝑒𝜇𝜈𝜌 into equation (A.5) and observe that 𝑒𝜇𝜈𝜌 denotes 
the totally anti-symmetric pseudo-tensor, one can verify equation (A.1). □ 
    
   The equation (4) can be rewritten in the form: 
   𝜕𝜇𝜕
𝜇𝐴𝜈 − 𝜕𝜈𝜕𝜇𝐴
𝜇 − 𝜎𝜀𝜈𝛼𝛽𝜕𝛼𝐴𝛽 = 0,                              (A.7) 
where we have used 
𝜀𝜈𝛼𝛽𝜕𝛼𝐴𝛽 =
1
2
𝜀𝜈𝛼𝛽𝐹𝛼𝛽.                                          (A.8) 
Substituting Coulomb gauge 
𝜕𝜇𝐴
𝜇 = 0                                                     (A.9) 
into equation (A.7) yields: 
𝜕𝜇𝜕
𝜇𝐴𝜈 − 𝜎𝜀𝜈𝛼𝛽𝜕𝛼𝐴𝛽 = 0.                                      (A.10) 
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Acting the operator 𝜀𝑘𝜆𝜈𝜕
𝜆 on the equation (A.10) we have 
𝜕𝜇𝜕
𝜇(𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈) − 𝜎(𝜀𝜈𝛼𝛽𝜀𝑘𝜆𝜈𝜕
𝜆𝜕𝛼𝐴𝛽) = 0.                        (A.11) 
On the other hand, substituting Coulomb gauge (A.9) into equation (A.1) one 
obtains: 
𝜀𝜈𝛼𝛽𝜀𝜈𝑘𝜆𝜕
𝜆𝜕𝛼𝐴𝛽 = −𝜕
𝜆𝜕𝜆𝐴𝑘.                                    (A.12) 
Substituting equation (A.12) into equation (A.11) yields: 
𝜕𝜇𝜕
𝜇(𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈) + 𝜎𝜕𝜌𝜕
𝜌𝐴𝑘 = 0.                                (A.13) 
Substituting equation (A.10) into equation (A.13) one obtains: 
𝜕𝜇𝜕
𝜇(𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈) + 𝜎2𝑔𝜈𝑘𝜀
𝜈𝛼𝛽𝜕𝛼𝐴𝛽 = 0.                           (A.14) 
Acting 𝑔𝜌𝑘 on the equation (A.14) yields: 
𝜕𝜇𝜕
𝜇(𝜀𝜌𝛼𝛽𝜕𝛼𝐴𝛽) + 𝜎
2𝛿𝜈
𝜌
𝜀𝜈𝛼𝛽𝜕𝛼𝐴𝛽 = 0,                           (A.15) 
where we have used 𝑔𝜌𝑘𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈 = 𝜀𝜌𝛼𝛽𝜕𝛼𝐴𝛽 and 𝛿𝜈
𝜌
= 𝑔𝜌𝑘𝑔𝜈𝑘. 
By equation (5) we have: 
𝐵𝜇 = 𝜀𝜇𝜈𝜌𝜕𝜈𝐴𝜌.                                               (A.16) 
Substituting equation (A.16) into equation (A.15) we finally obtain: 
𝜕𝜇𝜕
𝜇𝐵𝜌 + 𝜎2𝐵𝜌 = 0. 
 
Appendix B 
 
In this appendix we derive equation (16). To obtain equation (16), let us rewrite 
equation (15) in the form: 
   𝜕𝜇𝜕
𝜇𝐴𝜈 − 𝜎𝜀𝜈𝛼𝛽𝜕𝛼𝐴𝛽 − 𝜔𝐴
𝜈 − 𝜔0𝜕
𝜈𝜃 = 0,                         (B.1)  
where we have used Coulomb gauge (A.9) and 𝜀𝜈𝛼𝛽𝜕𝛼𝐴𝛽 =
1
2
𝜀𝜈𝛼𝛽𝐹𝛼𝛽. 
Acting the operator 𝜀𝑘𝜆𝜈𝜕
𝜆 on the equation (B.1) we have: 
   𝜕𝜇𝜕
𝜇(𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈) − 𝜎(𝜀𝜈𝛼𝛽𝜀𝑘𝜆𝜈𝜕
𝜆𝜕𝛼𝐴𝛽) − 𝜔(𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈) = 0,          (B.2) 
where we have used 
𝜀𝑘𝜆𝜈𝜕
𝜆𝜕𝜈𝜃 = 0.                                                (B.3) 
The equation (B.3) indicates that we have ignored the vortex cores. This means 
that the equation (16) holds everywhere except at vortex cores.  
   Substituting equation (A.12) into equation (B.2) yields: 
   𝜕𝜇𝜕
𝜇(𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈) + 𝜎𝜕𝜆𝜕𝜆𝐴𝑘 − 𝜔(𝜀𝑘𝜆𝜈𝜕
𝜆𝐴𝜈) = 0.                    (B.4) 
Using equation (A.16) one can rewrite equation (B.4) in the form: 
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   𝜕𝜇𝜕
𝜇𝐵𝑘 + 𝜎𝜕
𝜆𝜕𝜆𝐴𝑘 − 𝜔𝐵𝑘 = 0.                                   (B.5) 
   On the other hand, using equation (A.16) one can obtain: 
   𝐵𝜈 = 𝜀𝜈𝛼𝛽𝜕𝛼𝐴𝛽 =
1
𝜍
(𝜕𝜇𝜕
𝜇𝐴𝜈 − 𝜔𝐴𝜈 − 𝜔0𝜕
𝜈𝜃),                      (B.6) 
where we have used equation (B.1). 
   Substituting equation (B.6) into equation (B.5) yields: 
   
1
𝜍
[𝜕𝜆𝜕
𝜆(𝜕𝜇𝜕
𝜇𝐴𝑘 − 𝜔𝐴𝑘 − 𝜔0𝜕𝑘𝜃)] + 𝜎𝜕
𝜆𝜕𝜆𝐴𝑘 
−
𝜔
𝜍
(𝜕𝜇𝜕
𝜇𝐴𝑘 − 𝜔𝐴𝑘 − 𝜔0𝜕𝑘𝜃) = 0.                                (B.7)   
   Equation (B.7) can be rewritten as: 
   𝜕𝜇𝜕
𝜇𝜕𝜈𝜕
𝜈𝐴𝑘 + (𝜎
2 − 2𝜔)𝜕𝜈𝜕
𝜈𝐴𝑘 + 𝜔
2𝐴𝑘 
−𝜔0𝜕𝜇𝜕
𝜇𝜕𝑘𝜃 + 𝜔𝜔0𝜕𝑘𝜃 = 0.                                     (B.8)   
Acting the operator 𝜀𝜈𝜌𝑘𝜕𝜌 on the equation (B.8) we obtain: 
   𝜕𝜇𝜕
𝜇𝜕𝜈𝜕
𝜈𝐵𝜌 + (𝜎2 − 2𝜔)𝜕𝜈𝜕
𝜈𝐵𝜌 + 𝜔2𝐵𝜌 = 0, 
where we have used the equation (B.3). 
 
Appendix C 
 
In this appendix we derive the following two scaling laws: 
𝜙 ∝ (𝑇𝑐 − 𝑇)
𝛽                                                 (C.1) 
𝜉 ∝ (𝑇𝑐 − 𝑇)
−𝜈                                                (C.2) 
with 𝛽 =
𝐷−2
𝐷
 and 𝜈 =
2
𝐷
. 
First, Wilson has shown [40]: 
𝜙 ∝ (−
𝜆2
𝜆4
)
1
2
.                                                  (C.3) 
Substituting equations (37) and (38) into equation (C.3) yields: 
   𝜙 ∝ (
𝑇𝑐−𝑇
𝑚𝑇𝑐
)
1
2
.                                                  (C.4) 
   Substituting equation (39) into equation (C.4) we obtain: 
   𝜙 ∝ (𝑇𝑐 − 𝑇)
𝐷−2
𝐷 ,                                              (C.5) 
which agrees with equation (C.1). 
Second, Wilson has shown [40]: 
𝜉 ∝ (𝜆2)
−
1
2.                                                   (C.6) 
Substituting equations (37) and (39) into equation (C.6) we obtain: 
𝜉 ∝ (𝑇𝑐 − 𝑇)
−
2
𝐷,                                               (C.7) 
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which agrees with equation (C.2). 
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