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PolicyData sharing is the practice of making data available for use by others. Ecologists are increasingly generating and
sharing an immense volume of data. Such data may serve to augment existing data collections and can be used
for synthesis efforts such as meta-analysis, for parameterizing models, and for verifying research results
(i.e., study reproducibility). Large volumes of ecological data may be readily available through institutions or data
repositories that are the most comprehensive available and can serve as the core of ecological analysis. Ecological
data are also employed outside the research context and are used for decision-making, natural resource manage-
ment, education, and other purposes. Data sharing has a long history in many domains such as oceanography and
the biodiversity sciences (e.g., taxonomic data and museum specimens), but has emerged relatively recently in
the ecological sciences.
A review of several of the large international and national ecological research programs that have emerged since
the mid-1900s highlights the initial failures and more recent successes as well as the underlying causes—from a
near absence of effective policies to the emergence of community and data sharing policies coupled with the de-
velopment and adoption of data and metadata standards and enabling tools. Sociocultural change and the move
towardsmore open science have evolvedmore rapidly over the past twodecades in response to new requirements
set forth by governmental organizations, publishers andprofessional societies. As the scientiﬁc culture has changed
so has the cyberinfrastructure landscape. The introduction of community-based data repositories, data and meta-
data standards, software tools, persistent identiﬁers, and federated search and discovery have all helped promul-
gate data sharing. Nevertheless, there aremany challenges and opportunities especially aswemove towardsmore
open science. Cyberinfrastructure challenges include a paucity of easy-to-use metadata management systems,
signiﬁcant difﬁculties in assessing data quality and provenance, and an absence of analytical and visualization
approaches that facilitate data integration and harmonization. Challenges and opportunities abound in the socio-
cultural arena where funders, researchers, and publishers all have a stake in clarifying policies, roles and
responsibilities, as well as in incentivizing data sharing. A set of best practices and examples of software tools
are presented that can enable research transparency, reproducibility and new knowledge by facilitating idea
generation, research planning, data management and the dissemination of data and results.
© 2015 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license
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Data sharing is the practice of making data available for use by
others. Ecologists are increasingly generating and sharing immense
amounts of data as part of the research enterprise. The data are derived
from direct human observations in the ﬁeld and recorded in notebooks
and other media, laboratory observations, remote and in situ sensors,
and instruments that are employed to measure particular attributes of
biota (e.g., presence, temperature) and the physical environment
(e.g., air, soil, water) such as rainfall, solar radiation, soil moisture, and
pH. Ecologists often use shared data that originate from other scientists
for comparative purposes or to augment their data collections, for
synthesis efforts such as meta-analysis, for parameterizing models,
and for veriﬁcation of results (i.e., study reproducibility). In some
cases, shared data may be the only data or the best data that are readily
available. Data are also used outside the research context. Many non-
researchers use available data for decision-making, natural resource
management, education, and other purposes.
Some science domains such as oceanography and taxonomy have a
relatively long tradition of data sharing. For example, the International
Oceanographic Data and Information Exchange of the Intergovernmen-
tal Oceanographic Commission (IOC) of UNESCO was established
in 1961 to facilitate the international exchange of oceanographic data
and information exchange (http://www.iode.org). The IOC has en-
abled the creation of more than 80 oceanographic data centers in
IOC countries.
Data sharing in ecology, on the other hand, has evolved slowly and is
only now becoming common practice. In this paper, I ﬁrst describe the
history of data sharing in ecology, primarily focusing on several of the
large international and national (primarily USA) ecological research
programs that have emerged since the mid-1900s. Second, I examine
the sociological aspects of data sharing, especially the perceived imped-
iments and beneﬁts, and review the role of societies, funders, and
journals in changing the culture of data sharing. Third, I review the
role of cyberinfrastructure in supporting data sharing including data re-
positories, software tools, persistent identiﬁers, and federated search
and discovery. Last, I discuss the future of data sharing and conclude
with a set of best practices for sharing ecological data.2. Ecological data and a brief history of data sharing
In a review of historic ecological data, Bowser (1994) categorized
ecological data into three types: (1) planned—i.e., well-planned and
well-documented long-term data such as the long-term records of at-
mospheric CO2 from Mauna Loa, Hawaii (Keeling et al., 1976) and the
Hubbard Brook watershed studies in New Hampshire (Likens et al.,
1977) that were relatively rare at the time; (2) opportunistic—i.e., datathat are collected to achieve short-term goals over a discrete
funding period and are commonly encountered in the literature;
and (3) serendipitous—i.e., data that are not for testing a scientiﬁc
hypothesis such as weather data collected by private citizens, ﬁsh
and wildlife harvest data, and other types of data. Bowser (1994)
recounted efforts that began in 1979 at the North Temperate Lakes
Long-Term Ecological Research site to retrieve and use data previ-
ously collected in Wisconsin lakes including the data sets generated
in the pioneering limnology studies by Birge and Juday that led to
more than 400 publications over a period of seven decades (see
Juday and Hasler, 1946). Bowser (1994) summarized the state of
the historic data as:
“The scope, degree of documentation, quality, and availability of differ-
ent data sets varies widely. Both published and unpublished data sets
have strengths andweaknesses. Data discontinuity, whether from single
or multiple sources, makes data calibration difﬁcult. Quality control is
uneven, at best, and is often undocumented. Instrumentation changes
have been rapid and intercalibration with new techniques is not prac-
ticed as commonly as would be hoped.”
Such data challenges are not unexpected in an emerging, but relative-
ly young scientiﬁc discipline. Prior to and during the ﬁrst half of the 20th
century, individuals or a small number of researchers performed most
ecology studies over a short time period and with limited funding.
Other than the data published as tables in a manuscript, data sharing
wasnot the norm. Few, if any, data collection anddatamanagement stan-
dards existed or were followed for documenting (i.e., ascribing metada-
ta), quality assuring (i.e., quality assurance/quality control; QA/QC), and
organizing (i.e., database management) data. This situation began to
change in the 1960s in response to the emergence of “big ecology”
(sensu Coleman, 2010) programs that followed in the footsteps of the In-
ternational Geophysical Year of 1957–58, an international earth sciences
research effort that included a focus on meteorology and oceanography.
Coleman (2010) provides a detailed history ofmany of the large eco-
logical and environmental research programs from the 1950s through
the present including the International Biological Program (IBP), the
Long-Term Ecological Research Program (LTER) and International
LTER Program (I-LTER), and the National Center for Ecological Analysis
and Synthesis (NCEAS). The timeline and characteristics of these and
other programs that extend to the present day (i.e., Global Biodiversity
Information Facility (GBIF), National Ecological Observatory Network
(NEON), and Ocean Observatories Initiative (OOI)) are presented in
Table 1. The included programs are similar in that the U.S. National
Science Foundation partially or wholly funded them and they reﬂect
the transition from short-term (i.e., 1–3 years), low-cost, minimally-
staffed projects to long-term (i.e., decade or longer), high-cost, multi-
institutional and multi-national projects that serve a large group of
Table 1
Timeline and characteristics of large ecological and related environmental programs since the 1960s (organized chronologically).
Program
name
Timeline Location Characteristics of program Website (if available) and references
IBP 1964–1974 International Large-scale ecosystem ecology studies in multiple
biomes funded through several sources
Hagen (1992); Coleman (2010)
LTER 1980–ongoing USA, Antarctica Ongoing, multi-decadal ecology studies in N24
ecosystems
http://www.lternet.edu/; Coleman
(2010); Michener and Waide (2009)
I-LTER 1993–ongoing International; 40 member countries or regions Long-term, site-based research and monitoring in
different ecosystems
http://www.ilternet.edu/; Coleman
(2010); Michener and Waide (2009)
NCEAS 1995–ongoing University of California center that hosts USA and
international scientists
Analysis and synthesis of existing ecological data https://www.nceas.ucsb.edu/;
Hackett et al. (2009); Hampton and
Parker (2011)
GBIF 2001–ongoing Denmark Center that provides free and open access to
biodiversity data worldwide
http://www.gbif.org
NEON 2006–ongoing USA Networked sites in terrestrial and aquatic
ecosystems across 20 USA ecoclimatic domains
http://www.neoninc.org/; Schimel
et al. (2011)
OOI 2009–ongoing Coastal, regional and global Networked infrastructure of sensor systems that
measure the physical, chemical, geological and
biological variables in the ocean and seaﬂoor
http://oceanobservatories.org/
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search efforts (i.e., IBP, LTER, I-LTER) to centers that support ecological
synthesis (i.e., NCEAS) and provide access to global biodiversity data
(i.e., GBIF) to networked sensor systems in different regions of the
ocean (i.e., OOI) and landmass (i.e., NEON). Speciﬁc examples are pro-
vided below that demonstrate how data sharing practices evolved
over the period encompassing these large research programs.
2.1. International Biological Program
The International Biological Program (IBP) represented one of the
early (1964–1974), largemultinational efforts to understand ecosystem
patterns and processes and was exceptional in that it was multi-
disciplinary in scope, covered a broad range of biomes, and included
an integral modeling effort (Coleman, 2010; Hagen, 1992; McKee,
1970). The IBP ran for a shorter period from 1967–1974 in the USA
and included grassland, coniferous and deciduous forest, Arctic and al-
pine, and desert sites (Coleman, 2010). IBP proved to be quite innova-
tive for the time and resulted in many signiﬁcant achievements
including several successful inter-biome synthesis efforts, adoption of
a holistic approach to ecosystem research, the incorporation of whole
system experiments, and the formation of new theories such as the
stream continuum concept (Coleman, 2010). Despite the documented
successes with respect to synthesis, attempts to formulate uniform IBP
data policies “metwith near complete failure from the outset, to the ex-
tent that data policies and protocols were never elaborated nor even
agreed to in principle” (Porter and Callahan, 1994). Consequently,
most IBP data are difﬁcult or impossible to discover and acquire today.
2.2. LTER and ILTER
The U.S. Long-Term Ecological Research (LTER) Network was creat-
ed in 1980 by the U.S. National Science Foundation and has now
grown to include more than two-dozen sites located in Alaska, the con-
tinental USA, Puerto Rico, French Polynesia, and Antarctica (Michener
andWaide, 2009). The U.S. LTERmodel served as the basis for the Inter-
national LTER Program thatwas founded in 1993 and has since grown to
40 member networks (see https://ilternet.edu). Early in the history of
LTER, the National Science Foundation required each LTER site to devel-
op a data management program, although policies and implementation
were left to the discretion of the individual sites (Porter, 2010; Porter
and Callahan, 1994).
During the ﬁrst decade of LTER (1980–89), many sites hired data
managers and established site-speciﬁc programs, but data were typical-
ly neither discoverable nor shared outside the site (Michener et al.,
2011). This lack of data sharing was, in part, due to the commonly
held view that data use should solely be at the discretion of the datacollectors and their collaborators (Michener et al., 2011). Two innova-
tions in 1990 began to change this perspective. First, a data catalog de-
scribing core data sets available at every LTER site was published
making it possible, for the ﬁrst time, to discover what data were avail-
able, where the data were collected, and who collected the data
(Michener et al., 1990). Second, the ﬁrst formal guidelines for LTER
site data management policies were issued in 1990 and included ten
provisions that should be included in each site's data management pol-
icy (Porter, 2010; Porter and Callahan, 1994). The guidelines covered
roles and responsibilities of data contributors and data users. Moreover,
the guidelines emphasized the importance of creating comprehensive
metadata, adhering to QA/QC standards, preserving data for the long-
term, and making data available in a timely fashion. However, speciﬁc
details such as time limits for making data available and other details
were to be determined by each individual site; consequently, individual
LTER sites created policies thatwere highly variablewith respect to data
access and the responsibilities of data users (Porter and Callahan, 1994,
see Table 13.3, page 199).
In 1997, the LTER Network adopted a network-wide policy that was
based on the commonalities in data policies across the sites. The LTER
Network Data Access Policy, Data Access Requirements, and General
Data Use Agreement, which enacted network-wide data policies, was
approved by the LTER Coordinating Committee April 6, 2005
(Michener and Waide, 2009; Porter, 2010). This policy strengthened
the 1997 policy by deﬁning the responsibilities of the data collector
and generally limiting data embargo periods to no more two years
after the data were collected. The formal adoption of data sharing poli-
cies plus the establishment of Ecological Metadata Language (EML) as
the LTER metadata content standard (Andelman et al., 2004) facilitated
the LTER Network in providing easy access to approximately 20,000
data packages (i.e., data plus metadata), almost a quarter of which
(4538) were contributed by the LTER sites (https://portal.lternet.edu/
nis; accessed 3 Feb 2015).
The LTER Program has been instrumental in bringing scientists to-
gether to develop standard ﬁeld and laboratory methods such as for
soils (Robertson et al., 1999) and primary productivity measurements
(Fahey and Knapp, 2007) that promote data integration and synthesis.
In addition, many LTER and ILTER sites have completed volumes that
synthesize the ecological research at individual sites as well as across
multiple similar sites (e.g., Knapp et al., 1998; Shachak et al., 2004).
2.3. NCEAS
The National Center for Ecological Analysis and Synthesis (NCEAS)
was created in 1995 to advance ecological knowledge through collabo-
ration, synthesis and data sharing (Baskin, 1997; Hackett et al., 2009).
NCEAS was ground-breaking in the sense that researchers brought
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8–15) collaborated on synthesizing data and information during multi-
ple several-day-long working group meetings scattered over a two to
three year period (Hampton and Parker, 2011). NCEAS developed an in-
formatics staff that assisted the working groups in manipulating,
documenting, analyzing and preserving the data brought to the Center.
In addition, NCEAS staff played a key role in developing Morpho—
metadata management software that is now widely used to create
metadata for ecological data (Andelman et al., 2004) and KNB, the
Knowledge Network for Biocomplexity data repository that is used by
NCEAS working group members and others to archive ecological and
related data (https://knb.ecoinformatics.org). More than 2200 peer
reviewed synthesis publications have resulted to date and the
NCEASmodel has now been emulated at numerous synthesis centers
worldwide (see https://nceas.ucsb.edu and http://www.synthesis-
consortium.org).
2.4. Data sharing since 2000
An increasing number of Long-Term Research Networks (LTRNs),
Ecological Observatory Networks (EONs), and Coordinated Distributed
Experiments and Observations Networks (CDEOs) have emerged inter-
nationally, mostly over the past two decades, to collect and synthesize
biodiversity and ecological data at regional, continental, and global
scales (Peters et al., 2014). Some of the notable developments since
2000 include:
• In 2001, the Global Biodiversity Information Facility was established
to facilitate the sharing of biodiversity data and information across na-
tional borders and, in 2007, the global data portal was launched
(http://www.gbif.org).
• In 2002, theOcean Biogeographic Information Systemwas established
providing access to marine biodiversity data and information world-
wide (Zhang and Grassle, 2003). Since 2004, an international network
of regional OBIS nodes has developed providing specialized services
within the different regions (http://www.obis.org).
• The 2005 LTER Policy provided the framework for the International
LTERNetwork (ILTER)Data Policy (2008) that focused on data release,
access and use of ILTER data by the international community (http://
www.ilternet.edu).
• Between 2015 and 2017, two large environmental observatories
funded by the U.S. National Science Foundation are projected to be
fully operational. The National Ecological Observatory Network
(http://neoninc.org) and the Ocean Observatories Initiative (http://
www.oceanobservatories.org) will provide free access to data prod-
ucts from terrestrial and freshwater sites and from ocean and coastal
sites, respectively.
Despite this existing and developing infrastructure, Peters et al.
(2014) noted that ecologists are unevenly prepared to address
regional- to continental-scale questions due to the lack of a data sharing
culture, non-standard data collection methods and data and metadata
formats, and inattention to documenting the provenance (i.e., where
the data came from and how they were derived) of derived data
products. Section 3 examines the sociocultural issues surrounding data
sharing.
3. Sociology of data sharing
Data sharing has evolved slowly and unevenly due to amix of incen-
tives, disincentives and the emergence of enabling technologies. Below,
I examine some of the perceived impediments to data sharing, highlight
beneﬁts that can be derived through increased data sharing, and discuss
many of the key drivers of sociological change.3.1. Perceived impediments to data sharing
Researchers perceive many potential impediments to data sharing.
First and foremost, they jealously value their time and have real con-
cerns about the requisite time, labor and expertise to share data
(Campbell et al., 2002; Tenopir et al., 2011). Researchers are also con-
cerned about the potential for misinterpretation and misuse of data
(Campbell et al., 2002; Davis et al., 2001; Hilgartner, 1997; Hilgartner
and Brandt-Rauf, 1994; Kervin et al., 2014). Nevertheless, recent sur-
veys indicate thatmost environmental and ecological scientists arewill-
ing to share their data, but they are challenged by a lack of experience
with data management and insufﬁcient training, a paucity of effective
and easy-to-usemetadatamanagement tools, lack of awareness of stan-
dards, and absence of institutional support and resources for data
management (Kervin et al., 2014; Tenopir et al., 2011). Furthermore,
numerous real and perceived legal constraints to sharing data exist
such as different governmental and international approaches to copy-
right, the complexity of intellectual property rights and conﬁdentiality
issues, and uncertainty about the law (NSB, 2012; Reichman and Uhlir,
2003; Uhlir and Schröder, 2007).
3.2. Beneﬁts of data sharing
In his reviewof the history of big ecology, Coleman (2010) highlighted
the value of the LTER program and observed that “the collection of com-
prehensive ﬁeld data and careful archiving, with suitable metadata
(what the data are about, and their provenance) pays big dividends for
the entire body of scientiﬁc researchers, and the wider human
community as well.” Others have noted the beneﬁts that are derived for
the public good. First, data sharing accelerates the pace of science by en-
abling researchers to discover and re-use relevant data, combine data
from multiple sources, and ask new questions (Butler, 2006; Hampton
et al., 2013; Whitlock, 2011). Opportunities for novel collaborations are
created and time and money are saved since data are not necessarily re-
collected multiple times. Second, public trust increases as science is
made more transparent and ﬁndings can be reproduced and veriﬁed
(Beardsley, 2010; South and Duke, 2010; Whitlock et al., 2010). Third, it
has further been argued that access to research data represents one of
our human rights (Duke and Porter, 2013; Duke et al., 2011). Uhlir and
Schröder (2007) reiterated many of these points by noting that closed
data systems that inhibit data sharing havemany hidden costs including:
contributing to higher research costs and lost opportunity costs; adding
barriers to innovation; reducing the effectiveness of cooperation,
education and training; suboptimal data quality; and widening the gap
between developed and developing countries.
Researchers also beneﬁt from the credit attributed to them when
their archived data are cited and used by others (Parsons et al., 2010).
Recent studies demonstrate that citation rates of publication increase
when the research data are shared (Piwowar and Chapman, 2010;
Piwowar et al., 2007).
3.3. Drivers of sociological change
Funders, journals and professional societies can each drive sociolog-
ical change with respect to data sharing. Establishing and enforcing
mandates for data archiving greatly increase the likelihood that data
will be available for the long-term (Vines et al., 2013). Moreover,
funders, publishers and professional societies can all contribute to
incentivizing and reducing barriers to data sharing by providing credit,
supporting education, establishing community standards for data and
data sharing, and streamlining approaches to data submission.
3.3.1. The role of funders
Funders play a central role in driving the culture of the science enter-
prise. For example, US government research sponsors must now ensure
that all research output resulting from funded projects bemade publicly
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oped independent policies. The policy enacted April 1, 2001 at the U.S.
National Science Foundation, for example, was “NSF… expects investi-
gators to sharewith other researchers, at nomore than incremental cost
andwithin a reasonable time, the data, samples, physical collections and
other supportingmaterials created or gathered in the course of thework
(NSF, 2001, page 17).” However, practical interpretation and enforce-
ment of the policy varied widely within the agency. Attitudes towards
sharing research data began changing with the America Competes Act
that was signed August 9, 2007 by President Bush and required civilian
federal agencies to provide guidelines, policy and procedures, to facili-
tate and optimize the open exchange of data and research between
agencies, the public and policymakers. President Obama reauthorized
the Act in 2011.
Data sharing has been central to many areas of research and spon-
sors are increasingly recognizing the costs associated with collecting
certain types of data as well as the need to increase the scientiﬁc return
on investment. For instance, the Australian Antarctic Program has had a
comprehensive data policy since 1999. The most recent policy (2014)
states “that each supported expeditioner is required to acknowledge
that data and physical samples collected from the Antarctic, subantarc-
tic and Southern Ocean are the property of the Commonwealth of
Australia …” (https://www1.data.antarctica.gov.au/aadc/about/data_
policy.cfm). The policy is exemplary in that it explicitly deﬁnes data,
roles and responsibilities, embargo periods, and, even, how ﬁeld and
laboratory notebooks and samples are to be managed.3.3.2. The role of publishers
The creation of the Joint Data Archiving Policy (JDAP; Box 1) was a
milestone that has led to signiﬁcant changes in the practice of data shar-
ing. JDAPwas developed in 2010 by several leading journals in the ﬁelds
of evolution and ecology and provides the basis for a policy that requires
that data supporting publications be made publicly available. JDAP has
been adopted by numerous ecology journals including American Natu-
ralist (Whitlock et al., 2010),Molecular Ecology (Rieseberg et al., 2010),
Biotropica (Bruna, 2010), Ecological Monographs (Ellison and Baldwin,
2011), and Functional Ecology (Fox et al., 2014). Other journals and pub-
lishers such as Science (Hanson et al., 2011),Nature (Anonymous, 2014),
and the Public Library of Science (Bloom et al., 2014) have adopted sim-
ilar policies that require authors to share the data that support the ﬁnd-
ings reported in published articles in their journals. Costello et al. (2013)
recommended that all data be published and proposed a multi-step
peer-review workﬂow whereby data quality assurance would continu-
ally increase. Lin and Strasser (2014) recommended that publishers
continue to expand their role in increasing access to data by
streamlining and incentivizing data sharing as well as by creating and
enforcing mandatory data availability policies.Box 1
The joint data archiving policy from the dryad digital repository (4
Feb 2015; http://datadryad.org/pages/jdap).
“[Journal] requires, as a condition for publication, that data
supporting the results in the paper should be archived in an appro-
priate public archive, such as [list of approved archives here]. Data
are important products of the scientific enterprise, and they should
be preserved and usable for decades in the future. Authors may
elect to have the data publicly available at time of publication, or,
if the technology of the archive allows,mayopt to embargo access
to the data for a period up to a year after publication. Exceptions
may be granted at the discretion of the editor, especially for sensi-
tive information such as human subject data or the location of en-
dangered species.”Several data journals have emerged to provide a dedicated venue for
authors to publish data and associatedmetadata. In 2005, the Ecological
Society of America began publishing peer-reviewed Data Papers that
consisted of ecological data and detailed metadata that were accompa-
nied by an abstract in the journal Ecology (Kervin et al., 2013). BioMed
Central establishedGigaScience in 2012 to support thepublication of bio-
medical and life sciences data, including ecological data (http://www.
gigasciencejournal.com/). In 2014, Scientiﬁc Data (from Nature Publish-
ing Group; see Anonymous, 2013) and the Geoscience Data Journal (John
Wiley & Sons Ltd. and the RoyalMeteorological Society; see Allan, 2012)
began publishing the detailed descriptors (i.e.,metadata) of valuable sci-
entiﬁc datasets that are archived elsewhere in community-recognized
data repositories or general-science repositories such as the Dryad
Digital Repository.
3.3.3. The role of scientists and professional societies
The U.S. National Research Council has published data sharing
principles including the roles of researchers, publishers and professional
societies (NRC, 2003, 2009). Scientists and professional societies such as
the Earth Science Information Partners (ESIP) and Force11 have been
leaders in recommending guidelines for data citation (ESIP: http://
wiki.esipfed.org/index.php/index.php/Interagency_Data_Stewardship/
Citations; Force11: https://www.force11.org/datacitation). The American
Geophysical Union has continued to strengthen its data sharing policy
over time and in 2013 the policy was revised to include the expectation
that data be available as soon as the article is available online (Hanson
and van der Hilst, 2014). Many professional societies encourage data
sharing through their associated journals (see 3.3.2), aswell as facilitating
data sharing through training and professional development opportuni-
ties offered in association with society meetings. University libraries
may also promote data sharing by providing training and access to insti-
tutional data repositories and data management guides (Adamick et al.,
2012; King, 2007; Treloar et al., 2012).
4. The role of cyberinfrastructure
Prior to the 1980s, most data were shared with other researchers
through in-person exchanges of data by physically mailing hard-copy
data, punched cards, or data tapes via the postal service. Various types
of software, hardware and networking infrastructure, especially the In-
ternet and World Wide Web, have facilitated data sharing. In this sec-
tion, I particularly focus on: (1) metadata standards and software
tools, (2) persistent unique identiﬁers, and (3) data repositories.
4.1. Metadata standards and software tools
In a large study of the datamanagement practices employed by ecol-
ogists and environmental scientists, Tenopir et al. (2011) noted that
most researchers either did not use existing metadata standards or
they created their own idiosyncratic approach. Some of the conse-
quences of not using metadata standards include uneven documenta-
tion that does not support data use or data reproducibility as well as
difﬁculty or inability to discover metadata and associated data. Several
metadata standards have evolved alongwith tools that supportmetada-
ta creation andmanagement. In themid- to late 1990s, a U.S. interagen-
cy committee developed the Content Standards for Digital Geospatial
Metadata ([FGDC] Federal Geographic Data Committee Biological Data
Working Group and USGS Biological Resources Division, 1999; FGDC,
1994, 1998) that were subsequently reﬁned in 2003 by the Technical
Committee of the International Organization for Standardization (ISO)
as ISO 19115 (see http://www.iso.org/) and latterly through the addi-
tion of associated proﬁles such as the Biological Data Proﬁle that could
be more easily applied to particular types of data. Also, during the
mid-1990s, signiﬁcant effort was devoted to identifying metadata con-
tent descriptors that were more relevant to the ecological sciences
(Michener et al., 1995, 1997). Such efforts were a precursor to the
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prehensive suite of modules that supported data discovery, data use
and interpretation, and automated processing (Fegraus et al., 2005;
Jones et al., 2001).
Standards are useful constructs, but accompanying software tools
are also necessary to facilitate metadata creation and management.
NetCDF (Network Common Data Form), for example, was developed
by the University Corporation for Atmospheric Research in the late
1980s and 1990s primarily for the earth science community. It includes
software libraries and a platform-independent, self-documenting data
format that enables the creation, sharing and use of array-based data
via a diverse array of application software (http://www.unidata.ucar.
edu/software/netcdf/). Metavist was created in 2004 to support
geospatial metadata creation following the FGDC Content Standards for
Digital Geospatial Metadata (https://metavist2.codeplex.com/). During
the same period, Morpho was created to support manual and semi-
automatedmetadata creation for biological, ecological and environmen-
tal data using the EML standard (Higgins et al., 2002). Other develop-
ments such as controlled vocabularies and thesauri helped researchers
standardize keywords and optimize discovery of their documented
data products (Michener, 2006).4.2. Persistent unique identiﬁers and altmetrics
Digital object identiﬁers (DOIs) are standardized character strings
that are used to uniquely identify digital objects such as citations, data
sets and metadata documents. DOIs contain metadata about the object
including location information, such as uniform resource locators
(URLs). The naming convention has evolved and become more generic
over time making it to possible to easily, permanently and unambigu-
ously identify objects (e.g., journal articles, reports, books and data) as-
sociated with speciﬁc DOIs (see http://www.doi.org/). DOIs can be
acquired at nominal charge through different DOI registration agencies
that exist such as CrossRef for citations and DataCite for data packages
(Brase, 2009). Life Science Identiﬁers (LSIDs) represent another unique
identiﬁer similar to DOIs that are used in the biodiversity and biomedi-
cal communities for resolving biological entities such as taxonomic
names and concepts (see http://wiki.tdwg.org/twiki/bin/view/GUID/
LSID).
The Open Researcher and Contributor ID (ORCID) is a nonpropri-
etary alphanumeric code to permanently and unambiguously iden-
tify humans such as authors of journal articles and creators of data
sets. ORCIDs are managed by the ORCID organization. ORCIDs enable
scientists to receive appropriate attribution for their scholarly crea-
tions. This is important since human names are neither unique nor
permanent.
The existence of both DOIs and ORCIDsmakes it possible for speciﬁc
individuals to be permanently and uniquely associated with products
resulting from their creativework such as publications (e.g., books, jour-
nal articles) aswell as software code, data products,web pages, and pre-
sentations. Altmetrics represent non-traditional metrics that have
emerged to track an individual's scholarly impact by tracking their cu-
mulative creative output as well as how often and by whom such prod-
ucts are referred to via social and news media, downloads and views,
and traditional citations. Two services that calculate and track altmetrics
include Altmetric.com and ImpactStory (Piwowar, 2013).
The availability of DOIs, ORCIDs and altmetrics means that re-
searchers can now receive attribution and credit for all of their scholarly
works. Such an advance creates the opportunity for data and metadata
authorship and subsequent use of the data as documented by citations,
downloads and views, tweets and other mentions in social media to be
counted towards overall scholarly impact, including tenure and promo-
tion decisions. Thus, data products and other approaches to disseminat-
ing results can now be thought of as ﬁrst class citizens in the scientiﬁc
enterprise.4.3. Data repositories
A data repository or data archive has been deﬁned as “a permanent
collection of data sets with accompanying metadata such that a variety
of users can readily acquire, understand, and use the data” (Olson and
McCord, 2000). Hundreds of data repositories have emerged across all
science domains and disciplines. Table 2 highlights the breadth of data
repositories that hold data that are especially relevant for the ecological
sciences. These repositories cover a broad range of material including
speciﬁc areas such as climate and terrestrial and marine biodiversity
data. Many are associated with national and international data collec-
tion and research programs such as Antarctic and Long-Term Ecological
Research. Others such as Dryad, ﬁgshare and the Knowledge Network
for Biocomplexity are more generic and allow deposition of data associ-
ated with a broad array of peer-reviewed journal articles and research
programs.
One of the challenges associated with a burgeoning number of data
repositories is knowingwhere to most effectively deposit data for long-
term preservation aswell aswhere to ﬁnd relevant archived data. There
are two approaches to resolving this problem. First, the Registry of Re-
search Data Repositories (https://re3data.org) provides a searchable
database of more than 1000 data repositories that cover all science do-
mains (Pampel et al., 2013). Second, federated data systems like
DataONE provide a uniform interface that enables users to easily search
for data that are stored in a large number of ecologically-relevant data
repositories (Michener and Jones, 2012; Michener et al., 2012).
5. Future of data sharing
Ecological data sharing has evolved slowly since the 1950s and is in-
creasingly a pre-requisite for funding by research sponsors (Section 2).
Data sharing has increased in response to sociocultural changes
(Section 3) and the availability of supporting information technologies
(Section 4). Despite these improvements, challenges remain. For exam-
ple, a review of peer-reviews of data papers (i.e. data and metadata)
published in the Ecological Society of America's Data Papers from
2004–2012 indicated that most authors did not provide metadata that
was sufﬁcient to support interpretation and re-use of the data (Kervin
et al., 2013). Similarly, a recent survey of managers of environmental
and ecological data repositories demonstrated that data contributors
frequently made errors with respect to how data were organized (83%
of the time) and documented (79% of the time) (Kervin et al., 2014).
Ecological data can be expected to grow non-linearly in volume and
importance. In this Section, I envision many of the changes in informa-
tion technology, sociocultural attitudes towards data and speciﬁc tools
that can improve research efﬁciencies, promulgate data sharing and ad-
vance the pace of ecology as a science. I recommend several best prac-
tices that can advance the creation, sharing, discovery and re-use of
valuable ecological data.
5.1. A vision for the future
In thinking about how ecologists canmore effectively address conti-
nental scale questions, Peters et al. (2014) envisioned “an über network
to allow users to seamlessly identify and select, analyze, and interpret
data from sites regardless of network afﬁliation, funding agency, or po-
litical afﬁnity, to cover the spatial variability and extent of regional- to
continental-scale questions.” Such a vision requires that data not only
be shared and discoverable, but that they also are extremely well docu-
mented. In particular, data sharing would be much easier if metadata
and data were both standardized and tightly coupled. Ideally, potential
users would also be able to easily assess the data provenance and
ﬁtness-for-use (including data quality, scale, etc.). In addition, seamless
analysis requires more effective semantic mediation tools that facilitate
the harmonization of data that are represented at different scales or in
different units.
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reality. DataONE, for example, is a federated data system that functions
as an über network allowing researchers to more easily discover andTable 2
Examples of data repositories that hold ecological and related environmental data.
Data repository Focus Web
Atlas of Living Australia (Atlas) The Atlas provides a wide variety of data and
information on all the known species in Australia
aggregated from museums, herbaria, community
groups, government departments, individuals
and universities.
http:
Australian Antarctic Data Cen-
ter (AADC)
AADC manages and provides access to the diverse





BGCI provides a global database of living plants,
seed and tissue collections aggregated from a
network of more than 600 botanic gardens in
more than 120 countries.
https
DataONE DataONE supports discovery and access to a
federation of data repositories worldwide that
host biological, environmental and earth science
data.
https
Dryad digital repository Dryad enables researchers to publish data that
underpin ﬁndings reported in scientiﬁc journals
with a current focus on evolution, ecology, and




The EIDC provides access to data and tools related
to integrated research in terrestrial and






EOSDIS supports discovery and processing of
earth science data from satellite, aircraft and ﬁeld
campaigns.
https
ﬁgshare ﬁgshare enables researchers to preserve and
share their research outputs, including ﬁgures,




GBIF provides a single point of access to data
related to more than 1.5 million species, collected




KNB is an international data repository that
supports data deposition (with DOIs), data
discovery, and metadata creation via an online
Data Registry or Morpho (a downloadable
desktop tool).
https
Long Term Ecological Network
(LTER) Network Data Portal
(LTER-NDP)
LTER-NDP provides access to approximately
20,000 data sets (with DOIs) along with tools for
uploading and evaluating data packages and






The CDP provides access to 8000+ data
collections from climate studies and ﬁeld




NGDC provides access to and services for
geophysical data from the marine terrestrial





NGDC provides access to licensed subsurface data
(e.g., geology, groundwater, marine) and 3D





NODC was established in 1961 and holds in situ
and remotely sensed physical, chemical, and
biological data from coastal and ocean waters.
http:
National Snow and Ice Data
Center (NSIDC)
NSIDC archives and distributes data from satellite




OBIS supports discovery and access of data about
the diversity, distribution and abundance of life in
oceans.
http:
Ocean Data Portal (ODP) ODP provides access to oceanographic data held
by the International Oceanographic Data and
Information Exchange (IODE) global network of
National Oceanographic Data Centres.
httpsaccess data that are held at numerous data repositories that are
associated with different research networks, institutions, and gov-
ernments (Michener et al., 2012). Efforts are underway in DataONEURL Sponsoring institution/country
//www.ala.org.au/ Administered by Commonwealth Scientiﬁc and
Industrial Research Organisation (CSIRO) on
behalf of all the partners and the funding
organization/Australia
://www1.data.antarctica.gov.au/ Australian Antarctic Division, Australian
Government/Australia
://www.bgci.org BGCI — a membership-based organization with
supported by corporate and conservation
partners, supporters, patrons and members
://www.dataone.org/ Largely funded by the US National Science
Foundation/USA
://datadryad.org Dryad Inc./USA
//www.ceh.ac.uk/ Natural Environment Research Council/UK
://earthdata.nasa.gov/ National Aeronautics and Space
Administration/USA
//ﬁgshare.com/ Digital Science, a Macmillan Publishers
company/UK
//www.gbif.org/ GBIF Secretariat, Denmark/multiple nations
://knb.ecoinformatics.org/ Largely funded by the US National Science
Foundation/USA
://portal.lternet.edu/nis/ LTER Network Ofﬁce/US National Science
Foundation/USA
//cdp.ucar.edu/ U.S. National Science Foundation/USA
//www.ngdc.noaa.gov/ National Oceanic and Atmospheric
Administration/USA
//www.bgs.ac.uk/services/ngdc/ British Geological Survey, Natural Environment
Research Council/UK
//www.nodc.noaa.gov/ National Oceanic and Atmospheric
Administration/USA
://www.nsidc.org/ Cooperative Institute for Research in
Environmental Sciences at the University of
Colorado Boulder; funded by NASA, NSF,
NOAA/USA
//www.iobis.org/ UNESCO/multiple countries and institutions
://www.oceandataportal.org/ IODE program, UNESCO/multiple countries and
institutions
(continued on next page)
Table 2 (continued)
Data repository Focus Web URL Sponsoring institution/country
Oak Ridge National Laboratory
(ORNL) Distributed Active
Archive Center (DAAC) for
Biogeochemical Dynamics
The ORNL DAAC provides data and information
relevant to biogeochemical dynamics, ecological
data, and environmental processes as well as
tools for working with data.
http://daac.ornl.gov/ Operated by ORNL Environmental Sciences
Division and funded by NASA/USA
Pangaea Pangaea archives, publishes and distributes earth
system data.
http://www.pangaea.de/ Hosted by Alfred Wegener Institute at the
Helmholtz Center for Polar and Marine Research
and the Center for Marine Environmental
Sciences at the University of Bremen; Supported
by the European Commission, Federal Ministry of
Education and Research, Deutsche
Forschungsgemeinschaft, and the International
Ocean Discovery Program/Germany
Core Science Analytics and
Synthesis (CSAS) Geoportal
CSAS Geoportal provides access to a wide array of
geological, environmental and biological data.
http://www1.usgs.gov/csas/geoportal/ U.S. Geological Survey/USA
Terrestrial Ecosystem
Research Network (TERN)
The TERN portal provides access to Australia's
terrestrial ecosystem data.
http://portal.tern.org.au/ Supported by the Australian Government through
the NationalCollaborative Research Infrastructure
Strategy
VertNet VertNet helps researchers discover, capture, and
publish biodiversity data
http://www.vertnet.org/ Operated by University (U.) California, U. Colorado,
U. Kansas, Tulane U. and supported by NSF/USA
Fig. 1. Four phases of the research life cycle including process steps (middle column): (1) idea generation; (2) research planning and writing proposals; (3) undertaking research and
managing data throughout its life cycle from data management planning through analysis and visualization; and (4) disseminating results through multiple media. Left column includes
examples of tools and information sources that may inform the research enterprise (i.e. inputs). Right column includes examples of repositories, web sites, publication outlets and tools
where research products may be shared with others (i.e. outputs).
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not only the precursors to a data product but also how others sub-
sequently used those data to generate new data products. Likewise,
there is increased attention aimed at developing new ontologies
and semantic mediation tools that can support more precise dis-
covery and recall of data and better enable automated or semi-
automated data harmonization and integration (Madin et al.,
2008).
Technology can only move us so far in realizing this new vision
for data sharing. Ecological data and other data remain difﬁcult to
discover, access, and use due to licensing and intellectual property
right concerns, insufﬁcient documentation, and lack of comprehen-
sive provenance information. In clarifying and responding to these
issues, the Open Knowledge and the Open Deﬁnition Advisory
Council (7 October 2014) deﬁned an Open Work as “a set of three
key principles:
• Open License: The work must be available under an open license (as
deﬁned in the following section but this also includes freedom to
use, build on, modify and share).
• Access: The work shall be available as a whole at no more than a rea-
sonable one-time reproduction cost, preferably downloadable via the
Internet without charge.
• Open Format: The work must be provided in a convenient and modi-
ﬁable form such that there are no unnecessary technological obstacles
to the performance of the licensed rights. Speciﬁcally, data should be
machine-readable, available in bulk, and provided in an open format
or, at the very least, can be processed with at least one free/libre/
open-source software tool.”
Many tools now exist that can support the creation of openworks as
deﬁned above (Hampton et al., in press). Fig. 1 illustrates four key ele-
ments of the research life cycle from idea generation, through project
planning, to data generation and interpretation and, lastly, publication
and dissemination of results aswell as examples of various open science
tools and repositories that can facilitate idea generation and data shar-
ing, interpretation and use by others. In addition to their familiarity
with a subset of the literature, scientists may ﬁrst generate initial
ideas based on their reading of science blogs and twitter and the prima-
ry peer-reviewed literature and other sources that are highlighted in
those blogs and tweets (Darling et al., 2013); as the ideas mature they
may then share them with others and seek feedback via an open lab
notebook. Second, the ideas may undergo reﬁnement and be incorpo-
rated into research proposals based on their reading of additional
manuscripts discovered via Mendeley and ResearchGate; the proposal
text, including a draft data management plan, may then be shared
with colleagues who contribute their ideas via Google Docs. Third,
an array of tools (e.g., DMPTool, mySQL, DataONE, R, Morpho,
re3data.org, Kepler and VisTrails) may be used as ecologists under-
take their research and manage the data; subsequently, data, new
software and algorithms, and workﬂows may be shared with col-
leagues and others via numerous outlets (e.g., DMPTool, GitHub,
KNB, Dryad, and myExperiment). Lastly, results and analytical pro-
cedures may be disseminated in multiple ways including posters
(via ﬁgshare), presentations (via slideshare), code repositories
(e.g., GitHub), preprint services (e.g., PeerJ), open publications
(e.g., PLoS), and digital repositories (e.g., Dryad).
Scratchpads exempliﬁes a state-of-the-art solution for publishing
and disseminating data and related products for the biodiversity
sciences—one that will ideally be emulated in the ecological sciences.
It provides tools and an innovative, online virtual research environment
for biodiversity science that enables researchers to create a unique
website; publish, link and share structured data; build a research net-
work; and collaborate with peers in building databases, creating refer-
ence collections, and publishing papers (Smith et al., 2011). Automated
linking and sharing of ecological datawould be greatly facilitated throughthe further development and adoption of internationally agreed upon
domain ontologies.
5.2. Best practices for data sharing
Data sharing will continue to permeate the scientiﬁc culture in re-
sponse to the establishment and enforcement of sponsor and publisher
mandates, encouragement and provision of training by professional so-
cieties, promotion via incentives such as attribution and incorporation
into the tenure and promotion process, and the increased availability
of enabling information technologies. Based on the lessons learned by
examining peer-reviews of data publications (Kervin et al., 2013) and
surveying repository managers (Kervin et al., 2014) and environmental
scientists and ecologists (Tenopir et al., 2011), it is clear that data shar-
ing and re-use can best be promulgated if several simple best practices
are followed.
5.2.1. Create and follow a data management plan
Before a project gets underway, researchers should have a plan for
how the data will be managed. Plans should cover: (1) data collection
and processing methods, organization in tables or databases, and rele-
vant access and use policies; (2) quality assurance and quality control
procedures; (3)metadata creation andmanagement; (4) data preserva-
tion; (5) integration, analysis, synthesis and dissemination; (6) relevant
policies including data sharing plans; and (7) a budget that explicitly
details costs (i.e., time and money) for preparing, documenting, and ar-
chiving data. Data may include a diverse array of raw and processed
data records as well as physical samples, biotic specimens, publications,
models and software. Although the plan can initially be tailored to re-
search sponsor requirements and page limitations, it should be recog-
nized that a comprehensive and usable plan would almost certainly
beneﬁt from additional documentation as well as frequent review and
revision (Strasser et al., 2011). The DMPTool and DMPonline are tools
that make it easy for researchers to create an initial data management
plan that meets the requirements for a particular research sponsor in
the USA and UK, respectively (see https://dmptool.org/ and https://
dmponline.dcc.ac.uk/). The DMPTool also allows one to share a plan
with the project team and publish it openly for broader viewing and
attribution.
5.2.2. Establish data sharing and attribution policies
Data originators and data users beneﬁt when everyone has a clear
understanding of their rights and responsibilities. This can be done in-
formally by stating relevant policies on a project website or more for-
mally by adopting speciﬁc licenses. For example, Creative Commons
copyright licenses offer several standardized alternatives for controlling
and communicating with the public about how creative works are
shared and used (https://creativecommons.org/licenses/). Licenses
range from those that maximize content dissemination such as “CC0”
(i.e., work is in the public domain and all rights are waived) and “CC
By” (i.e., requires that credit go to the creator) to others that are more
restrictive such as “CC BY-NC-ND” that allows others to download and
share a work as long as credit is given to the creator and if the work is
neither changed nor used commercially. The Dryad digital repository,
for example, has adopted the CC0 license to facilitate the discovery,
reuse, and citation of archived data, and also provides userswith recom-
mendations for how data products should be cited in the literature. Re-
gardless of what licenses or policies are adopted, all project participants
should participate in the discussion and decision-making to maximize
input, reduce confusion, and achieve buy-in.
5.2.3. Fully document the data
Data products cannot be re-used unless the context, structure, col-
lection and processing methods, and quality of the data are sufﬁciently
documented. Ideally, all aspects of the data are documented throughout
the entire project from planning and hypothesis formulation through
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ating comprehensive metadata is most effective when researchers are
routinely documenting data collection, processing and analysis activi-
ties. New tools such as open lab notebooks allow research notes and
data to be published online as they are created. Metadata management
is facilitated when standards such as ISO 19115 and EML are adopted
and comprehensive, user-friendly tools like Morpho are employed to
create, manage, and disseminate the project's metadata.
5.2.4. Preserve the data, software, and workﬂows
Data, software, and analytical workﬂows (i.e., procedures followed
during the data acquisition, integration and analysis phases) must nec-
essarily be preserved, discoverable and accessible before others can use
them. Table 2 listed many commonly used data repositories, most of
which are free (or have low costs for data deposits) and open to the re-
search community such as Dryad, ﬁgshare, and KNB. Software and
models can be deposited in community archives such as GitHub and
the Community Surface Dynamics Modeling System (CSDMS). GitHub
is a web-based repository hosting service that supports version control,
source code management, access control, and social networking type
features (see https://github.com/). CSDMS is one example of a reposito-
ry that supports the deposition and dissemination of models pertaining
to earth surface patterns and processes (see http://csdms.colorado.edu/
). Increasingly, scientists are developing and managing their analytical
workﬂows (i.e. the steps involved in acquiring, integrating, processing,
and analyzing and visualizing data) in workﬂow environments such as
Kepler (https://kepler-project.org/), Taverna (www.taverna.org), and
VisTrails (http://www.vistrails.org/). Such workﬂows can then be pre-
served and shared via myExperiment (http://www.myexperiment.org/
), a repository and social website that enables scientists to contribute
to a pool ofworkﬂows that can be reused and repurposed by other scien-
tists. Althoughworkﬂows are unlikely to replace themethods sections of
journal articles in the future, citable workﬂows (e.g., associated with a
DOI and deposited in a community repository) can be expected to en-
hance methods sections and promote transparency and reproducibility.
5.2.5. Publish and disseminate the data and related products
During the history of printed publications, professional societies
and journal publishers increasingly restricted the length of journal
articles as well as the types of article content that could be published.
The advent of the Internet, web services and archives enabled data
appendices and supplements (e.g., lengthy tables, algorithms and
code, pictures and maps) to be published electronically without
greatly adding to the publication costs and page charges for authors.
Presently, it is possible and, in some cases, a requirement by pub-
lishers and research sponsors that authors “publish” the data, data
management plans, software, models and workﬂows in various com-
munity repositories (Table 2, Sections 5.2.1 and 5.2.4, Fig. 1),
research proposals and data publications.
6. Conclusion
Despite the fact that data are generally viewed as being valuable
products of the science enterprise, they have not always been treated
as such. Data publication and sharing have only recently emerged as
community norms and data products typically receive only cursory
mention during tenure and promotion deliberations. In this paper, I ex-
amined the history of data sharing as well as the barriers and solutions.
Information technologies have greatly advanced our ability to preserve,
manage and disseminate data, code and models. The availability and
peer-review of such materials can greatly enhance the quality of data
and research results and better support science transparency and
reproducibility.
Challenges remain. In the technical realm, there is a critical need for
tools that manage and depict data quality and provenance information
about data products. Seamless data integration across studies remainsproblematic and new statistical and visualization approaches are need-
ed that allow one to discern possible mismatches in scale (spatial and
temporal) and units of measurement as well as identify duplicate re-
cords that are generated via multiple pathways to the aggregator
(i.e., de-duplication); innovative semantic tools and provenance track-
ing systems are needed to address the challenge (see Section 5.1).
Similarly, the absence of user-friendly tools that can automatically or
semi-automatically generate metadata continue to hinder researchers
in creating the comprehensive metadata that are sufﬁcient to enable
data interpretation and repurposing. Community-driven organizations
such as the Federation of Earth Science Information Partners (http://
www.esipfed.org/), the Research Data Alliance (https://www.rd-
alliance.org/) and Taxonomic Databases Working Group (http://www.
tdwg.org/) are expected to inﬂuence data sharing by identifying, devel-
oping and promoting practical technology solutions, standards and
guidelines, and good practices. Likewise, concerted governmental atten-
tion to the challenges is critical. The Australian National Data Service, for
example, offers a holistic, multidisciplinary approach to research data
sharing that embraces technology, standards, open access, and educa-
tion (http://www.ands.org.au/).
In the sociocultural realm, signiﬁcant attention needs to be paid
to increasing scientiﬁc data and information literacy and acknowl-
edging researchers that are employing good practices. Moreover,
deliberations among researchers, academic and governmental institu-
tions, and publishers and research sponsors are necessary to delineate
roles and responsibilities related to further promulgating data sharing,
implementing effective training, andbuilding and sustaining the requisite
cyberinfrastructure. New solutions to scientiﬁcally and societally relevant
challenges require that we bring all relevant data from the past, present
and future to the table.
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