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Abstract 
 
Clustering is the unsupervised classification of patterns 
(observations,  data  items,  or  feature  vectors)  into 
groups  (clusters).  The  clustering  problem  has  been 
addressed in many contexts and by researchers in many 
disciplines; this reflects its broad appeal and usefulness 
as  one  of  the  steps  in  exploratory  data  analysis. 
However,  clustering  is  a  difficult  problem 
combinatorially,  and  differences  in  assumptions  and 
contexts in different communities has made the transfer 
of  usefulgeneric  concepts  and  methodologies  slow  to 
occur.  This  paper  presents  an  overview  of  pattern 
clustering  methods  from  a  statistical  pattern 
recognition perspective, with a goal of providing useful 
advice  and  references  to  fundamental  concepts 
accessible  to  the  broad  community  of  clustering 
practitioners.  We  present  a  taxonomy  of  clustering 
techniques,  and  identify  cross-cutting  themes  and 
recent  advances.  We  also  describe  some  important 
applications  of  clustering  algorithms  such  as  image 
segmentation,  object  recognition,  and  information 
retrieval. 
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1. Introduction 
 
     Data  analysis  underlies  many  computing 
applications, either in a design phase or as part of their 
on-line  operations.  Data  analysis  procedures  can  be 
dichotomized  as  either  exploratory  or  confirmatory, 
based on the availability of appropriate models for the 
data  source,  but  a  key  element  in  both  types  of  
procedures  (whether  for  hypothesis  formation  or 
decision-making)  is  the  grouping,  or  classification  of 
measurements based on either (i) goodness-of-fit to a 
postulated model, or (ii) natural groupings (clustering)  
 
 
 
 
 
 
 
 
revealed  through  analysis.  Cluster  analysis  is  the 
organization  of  a  collection  of  patterns  (usually 
represented as a vector of measurements, or a point in a 
multidimensional  space)  into  clusters  based  on 
similarity. Intuitively, patterns within a valid cluster are 
more similar to each other than they are to a pattern 
belonging  to  a  different  cluster.  An  example  of 
clustering is depicted in Figure 1. The input patterns are 
shown  in  Figure  1(a),  and  the  desired  clusters  are 
shown  in  Figure  1(b).  Here,  points  belonging  to  the 
same cluster are given the same label. The variety of 
techniques for representing data, measuring proximity 
(similarity) between data elements, and grouping data 
elements  has  produced  a  rich  and  often  confusing 
assortment of clustering methods[1] . 
 
     It is important to understand the difference between 
clustering  (unsupervised  classification)  and 
discriminant  analysis  (supervised  classification).  In 
supervised  classification,  we  are  provided  with  a 
collection  of  labeled  (preclassified)  patterns;  the 
problem is to label a newly encountered, yet unlabeled, 
pattern. Typically, the given labeled (training) patterns 
are used to learn the descriptions of classes which in 
turn  are  used  to  label  a  new  pattern.  In  the  case  of 
clustering, the problem is to group a given collection of 
unlabeled patterns into meaningful clusters. In a sense, 
labels  are  associated  with  clusters  also,  but  these 
category  labels  are  data  driven;  that  is,  they  are 
obtained solely  from the data. Clustering  is useful  in 
several  exploratory  pattern-analysis,  grouping, 
decision-  making,  and  machine-learning  situations, 
including  data  mining,  document  retrieval,  image 
segmentation,  and  pattern  classification.  However,  in 
many  such  problems,  there  is  little  prior  information 
(e.g., statistical models) available about the data, and 
the  decision-maker  must  make  as  few  assumptions 
about the data as possible. It is under these restrictions 
that clustering methodology is particularly appropriate 
for the exploration of interrelationships among the data 
points to make an assessment (perhaps preliminary) of 
their structure[2] . 
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                                Figure 1. Data clustering 
 
     The  term  “clustering”  is  used  in  several  research 
communities  to  describe  methods  for  grouping  of 
unlabeled  data.  These  communities  have  different 
terminologies and assumptions for the components of 
the  clustering  process  and  the  contexts  in  which 
clustering is used. Thus, we face a dilemma regarding 
the  scope  of  this  survey.  The  production  of  a  truly 
comprehensive  survey  would  be  a  monumental  task 
given  the  sheer  mass  of  literature  in  this  area.  The 
accessibility of the survey might also be questionable 
given the need to reconcile very different vocabularies 
and  assumptions  regarding  clustering  in  the  various 
communities. 
 
       The  goal  of  this  paper  is  to  survey  the  core 
concepts and techniques in the large subset of cluster 
analysis with its roots in statistics and decision theory. 
Where  appropriate,  references  will  be  made  to  key 
concepts  and  techniques  arising  from  clustering 
methodology  in  the  machine-learning  and  other 
communities. 
 
 
 
 
2. Pattern Clustering 
 
      Typical  pattern  clustering  activity  involves  the 
following steps: 
 
(1) pattern representation (optionally including feature 
extraction and/or selection), 
(2)  definition  of  a  pattern  proximity  measure 
appropriate to the data domain, 
(3) clustering or grouping, 
(4) data abstraction (if needed), and  
(5) assessment of output (if needed). 
 
     Figure  2  depicts  a  typical  sequencing  of  the  first 
three of these steps, including a feedback path where 
the  grouping  process  output  could  affect  subsequent 
feature extraction and similarity computations. Pattern 
representation  refers  to  the  number  of  classes,  the 
number of available patterns, and the number, type, and 
scale  of  the  features  available  to  the  clustering 
algorithm.  Some  of  this  information  may  not  be 
controllable by the practitioner. Feature selection is the 
process of identifying the most effective subset of the 
original features to use in clustering. Feature extraction 
is the use of one or more transformations of the input 
features to produce new salient features. Either or both 
of these techniques can be used to obtain an appropriate 
set of features to use in clustering. 
 
 
 
               Figure 2. Stages in clustering. 
 
     Pattern proximity is usually measured by a distance 
function  defined  on  pairs  of  patterns.  A  variety  of 
distance  measures  are  in  use.  A  simple  distance 
measure like Euclidean distance can often be used to 
reflect  dissimilarity  between  two  patterns,  whereas 
other similarity  measures can  be used to characterize 
the  conceptual  similarity  between  patterns.  The 
grouping step can be performed in a number of ways. 
The  output  clustering  (or  clusterings)  can  be  hard  (a 
partition of the data into groups) or fuzzy (where each 
pattern has a variable degree of membership in each of 
the output clusters). Hierarchical clustering algorithms 
produce  a  nested  series  of  partitions  based  on  a 
criterion  for  merging  or  splitting  clusters  based  on 
similarity. Partitional clustering algorithms identify the 
partition  that  optimizes  (usually  locally)  a  clustering 
criterion. Data abstraction is the process of extracting a 
simple and compact representation of a data set. Here, 
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analysis  (so  that  a  machine  can  perform  further 
processing efficiently) or it is human-oriented (so that 
the representation obtained is easy to comprehend and 
intuitively  appealing).  In  the  clustering  context,  a 
typical data abstraction is a compact description of each 
cluster,  usually  in  terms  of  cluster  prototypes  or 
representative patterns such as the centroid[3]. 
 
3. Similarity Measures 
 
     Similarity  is  fundamental  to  the  definition  of  a 
cluster,  a  measure  of  the  similarity  between  two 
patterns drawn from the same feature space is essential 
to most clustering procedures. Because of the variety of 
feature  types  and  scales,  the  distance  measure  (or 
measures) must be chosen carefully. It is most common 
to  calculate  the  dissimilarity  between  two  patterns 
using a distance measure defined on the feature space. 
We  will  focus  on  the  well-known  distance  measures 
used for patterns whose features are all continuous. 
   
    The most popular metric for continuous features is 
the Euclidean distance. 
 
 
 
which is a special case (p=2) of the Minkowski metric 
 
 
     The Euclidean distance has an intuitive appeal as it 
is commonly used to evaluate the proximity of objects 
in two or three-dimensional space. It works well when 
a  data  set  has  “compact”  or  “isolated”  clusters.  The 
drawback to direct use of the Minkowski metrics is the 
tendency of the largest-scaled feature to dominate the 
others. Solutions to this problem include normalization 
of  the  continuous  features  (to  a  common  range  or 
variance)  or  other  weighting  schemes.  Linear 
correlation  among  features  can  also  distort  distance 
measures; this distortion can be alleviated by applying 
a whitening transformation to the data or by using the 
squared Mahalanobis distance 
 
 
 
      where the patterns xi and xj are assumed to be row 
vectors, and S is the sample covariance matrix of the 
patterns or the known covariance matrix of the pattern 
generation process; dM(. , .) assigns different weights 
to  different  features  based  on  their  variances  and 
pairwise  linear  correlations.  Here,  it  is  implicitly 
assumed that class conditional densities are unimodal 
and characterized by multidimensional spread, i.e., that 
the densities are multivariate Gaussian. 
 
     Some  clustering  algorithms  work  on  a  matrix  of 
proximity values instead of on the original pattern set. 
It is useful in such situations to precompute all the n(n-
1)/2    pairwise  distance  values  for the  n  patterns  and 
store them in a (symmetric) matrix. 
 
4. Clustering Techniques 
 
A.  Partitional Clustering 
 
     A  partitional  clustering  algorithm  obtains  a  single 
partition of the data  instead of a clustering structure, 
such  as  the  dendrogram  produced  by  a  hierarchical 
technique.  Partitional  methods  have  advantages  in 
applications  involving  large  data  sets  for  which  the 
construction  of  a  dendrogram  is  computationally 
prohibitive.  A  problem  accompanying  the  use  of  a 
partitional  algorithm  is  the  choice  of  the  number  of 
desired  output  clusters.  The  most  useful  partitional 
clustering is K- means algorithm. 
K- Means Clustering Algorithm: 
 
(1) Choose  k  cluster  centers  to  coincide  with  k 
randomly-chosen  patterns  or  k  randomly 
defined  points  inside  the  hypervolume 
containing the pattern set. 
 
(2) Assign each pattern to the closest cluster center. 
 
(3) Recompute the cluster centers using the current 
cluster memberships. 
 
(4) If a convergence criterion is not met, go to step 2. 
Typical  convergence  criteria  are:  no  (or  minimal) 
reassignment  of  patterns  to  new  cluster  centers,  or 
minimal decrease in squared error. 
 
      Several variants  of the k-means algorithm [4] have 
been reported in the literature. Some of them attempt to 
select a good initial partition so that the algorithm is 
more likely to find the global minimum value. Another 
variation  is  to  permit  splitting  and  merging  of  the 
resulting clusters. Typically, a cluster is split when its 
variance  is  above  a  pre-specified  threshold,  and  two 
clusters  are  merged  when  the  distance  between  their 
centroids  is  below  another  pre-specified  threshold. 
Using this variant, it is possible to obtain the optimal 
partition  starting  from  any  arbitrary  initial  partition, 
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well-known  ISODATA  algorithm  employs  this 
technique  of  merging  and  splitting  clusters.  If 
ISODATA is given the “ellipse” partitioning shown in 
Figure 3 as an initial partitioning, it will produce the 
optimal three-cluster partitioning. ISODATA will first 
merge  the  clusters  {A}  and  {B,C}  into  one  cluster 
because the distance  between their centroids  is  small 
and then split the cluster {D,E,F,G}, which has a large 
variance, into two clusters {D,E} and {F,G}. 
 
 
 
Figure 3. The k-means algorithm is sensitive to the  
                 initial partition. 
 
B. Mixture-Resolving and Mode-Seeking Algorithms 
 
      The mixture resolving approach to cluster analysis 
has  been  addressed  in  a  number  of  ways.  The 
underlying  assumption  is  that  the  patterns  to  be 
clustered are drawn from one of several distributions, 
and the goal is to identify the parameters of each and 
(perhaps) their number. Most of the work in this area 
has  assumed  that  the  individual  components  of  the 
mixture  density  are  Gaussian,  and  in  this  case  the 
parameters  of  the  individual  Gaussians  are  to  be 
estimated by the procedure. Traditional approaches to 
this problem involve obtaining (iteratively) a maximum 
likelihood  estimate  of  the  parameter  vectors  of  the 
component densities . More recently, the Expectation 
Maximization  (EM)  algorithm  (a  generalpurpose 
maximum  likelihood  algorithm    for  missing-data  
problems) has been applied to the problem of parameter 
estimation. A recent book [Mitchell 1997] provides an 
accessible  description  of  the  technique.  In  the  EM 
framework, the parameters of the component densities 
are unknown, as are the mixing parameters, and these 
are  estimated  from  the  patterns.  The  EM  procedure 
begins with an initial estimate of the parameter vector 
and iteratively rescores the patterns against the mixture 
density produced by the parameter vector. The rescored 
patterns  are  then  used  to  update  the  parameter 
estimates.  In  a  clustering  context,  the  scores  of  the 
patterns (which essentially measure their likelihood of 
being  drawn  from  particular  components  of  the 
mixture)  can  be  viewed  as  hints  at  the  class  of  the 
pattern.  Those  patterns,  placed  (by  their  scores)  in  a 
particular  component,  would  therefore  be  viewed  as 
belonging to the same cluster. 
 
 
C. Fuzzy Clustering 
      
     Traditional  clustering  approaches  generate 
partitions;  in a partition, each pattern belongs to one 
and  only  one  cluster.  Hence,  the  clusters  in  a  hard 
clustering are disjoint. Fuzzy clustering [5] extends this 
notion to associate each pattern with every cluster using 
a membership function . The output of such algorithms 
is a clustering, but not a partition. We give a high-level 
partitional fuzzy clustering algorithm below. 
 
  Fuzzy Clustering Algorithm: 
 
(1) Select an initial fuzzy partition of the N objects into 
K clusters by selecting the N X K membership matrix 
U. An element uij of this matrix represents the grade of 
membership  of  object  xi  in  cluster  cj.  Typically,  uij 
є[0,1]. 
 (2)  Using  U,  find  the  value  of  a  fuzzy  criterion 
function,  e.g.,  a  weighted  squared  error  criterion 
function,  associated  with  the  corresponding  partition. 
One possible fuzzy criterion function is 
 
 
 
 
(3)  Repeat  step  2  until  entries  in  U  do  not  change 
significantly. 
 
In fuzzy clustering, each cluster is a fuzzy set of all the 
patterns.  Figure  4  illustrates  the  idea.  The  rectangles 
enclose two “hard” clusters in the data: H1={1,2,3,4,5} 
and H2={6,7,8,9}. A fuzzy clustering algorithm might 
produce the two fuzzy clusters F1 and F2 depicted by 
ellipses. The patterns will have membership values in 
[0,1] for each cluster. For example,  fuzzy cluster  F1 
could be compactly described as 
 
{(1,0.9),  (2,0.8),  (3,0.7),  (4,0.6),  (5,0.55),  (6,0.2), 
(7,0.2), (8,0.0), (9,0.0)}. 
 
and F2 could be described as 
 
{(1,0.0),  (2,0.0),  (3,0.0),  (4,0.1),  (5,0.15),  (6,0.4), 
(7,0.35), (8,1.0), (9,0.9)} 
 
The ordered pairs {i,ui}  in each cluster represent the 
ith pattern and its membership value to the cluster mi. 
Larger  membership  values  indicate higher confidence 
in the assignment of the pattern to the cluster. A hard 
clustering  can  be  obtained  from  a  fuzzy  partition  by 
thresholding the membership value. 
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Figure 4. Fuzzy clusters 
 
5. Conclusion 
 
      There  are  several  applications  where  decision 
making  and  exploratory  pattern  analysis  have  to  be 
performed on large data sets. For example, in document 
retrieval, a set of relevant documents has to be found 
among several millions of documents of dimensionality 
of  more  than  1000.  It  is  possible  to  handle  these 
problems  if  some  useful  abstraction  of  the  data  is 
obtained  and  is  used  in  decision  making,  rather  than 
directly using the entire data set. By data abstraction, 
we mean a simple and compact representation of the 
data.  This  simplicity  helps  the  machine  in  efficient 
processing or a human in comprehending the structure 
in data easily. Clustering algorithms are ideally suited 
for achieving data abstraction. 
 
    In  this  paper,  we  have  examined  various  steps  in 
clustering:  (1)  pattern  representation,  (2)  similarity 
computation,  (3)  grouping  process,  and  (4)  cluster 
representation. Also, we have discussed k- mean, fuzzy, 
mixture  resolving  and  mode  seeking    approaches  to 
clustering.    Clustering  is  a  process  of  grouping  data 
items based on a measure of similarity. Clustering is a 
subjective  process;  the  same  set  of  data  items  often 
needs  to  be  partitioned  differently  for  different 
applications.  This  subjectivity  makes  the  process  of 
clustering difficult. This is because a single algorithm 
or approach is not adequate to solve every clustering 
problem.  A  possible  solution  lies  in  reflecting  this 
subjectivity in the form of knowledge. This knowledge 
is used either  implicitly or explicitly  in one or  more 
phases  of  clustering.  Knowledge-based  clustering 
algorithms use domain knowledge explicitly. 
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