This paper addresses the construction of probabilistic models for time or space dependent natural hazards. The proposed method uses KarhunenLoève expansion in order to construct an empirical model matching the nonstationarity and the randomness of natural phenomena such as earthquakes or other complex environmental processes. The terms of the Karhunen-Loève expansion are identified directly from measured data. The approach is illustrated and its performance assessed through two academic examples. It is then applied to seismic ground motion modelling using recorded data.
Introduction
The formidable progress of computer technology has given manufacturers access to Monte Carlo simulation (MCS) methods for studying real life industrial problems. But in order to obtain reliable results, realistic models have to be fed in the numerical procedures: the airplane manufacturer needs realistic gust models, nuclear engineers need realistic seismic models, etc.
Over the last decade a relatively important number of scientific papers has dealt with construction of non-Gaussian models in order to mimic the natural world. This evolution from the standard Gaussian models to nonGaussian ones is not a surprise since an ever-growing number of experimental measures has highlighted the non-Gaussian properties of natural phenomena.
It is indeed the case in the oceanographic world, [1, 2, 3] , in geophysics, [4] , for earthquakes [5] , winds in the atmospheric boundary layer [6, 7] , in astrophysics [8] and even in the medical domain where non-Gaussian stochastic models are proposed for electrocardiograms (ECG) [9] .
In this context, an important effort has been made in order to develop numerical methods for simulating non-Gaussian processes, essentially stationary processes, even if some rare methods were proposed for the nonstationary case. Construction of non-Gaussian models is a very difficult task since a non-Gaussian process is characterized by its infinite family of joint distributions {L(X(t 1 ), . . . , X(t n )), n ≥ 1, t i ∈ R}. Various methods have been proposed for generating simulated paths of stationary non-Gaussian real valued processes [10, 11, 12, 13, 14, 15] which aim is to reproduce only the power spectral density and the first order marginal distribution of the target process.
Dealing with non-stationary processes is a more difficult challenge since the marginal distributions depends on time and since the power spectral density does not exist any longer. A few number of papers describe approaches which could be used in this context. The construction of a probabilistic model is achieved either by fitting the variability of the phenomenon to an analytical, given probabilistic model (based on physics, Bayesian considerations or information theory) [6, 4] or by constructing models which replicates statistical characteristics which have been observed, without making any as-sumptions on the probability distribution [2, 16] .
The goal of this paper is to propose a simple stochastic model capable of describing the non-stationary and uncertain behaviour of a time dependent phenomenon based on a given set of observations. The approach proposed here allows to generate sample paths having the same first order marginal law and the same autocorrelation function as the data representing the natural phenomenon, without making any assumptions on its probability distribution.
Simulation of non-Gaussian stochastic processes
The proposed approach models the natural phenomenon by a stochastic process that is characterized through a Karhunen-Loève expansion which separates the time dependency from the random properties of the process. Such an approach is essentially used in practice for representing non-stationary Gaussian stochastic processes or random fields. This is due to the fact that the random variables appearing in the expansion are then independent Gaussian variables which are very easy to construct and simulate. For non-Gaussian processes, these random variables, although still uncorrelated, are dependent and it becomes very difficult to identify their joint distribution and to simulate them. After recalling some essential properties of the Kahrunen-Loève expansion, we show how we can construct such an expansion from experimental data sets. We furthermore describe how to introduce a certain amount of dependency between the random variables appearing in the expansion in order to obtain a more realistic model. Examples will assess the pertinence of the approach. Finally this approach will be applied to generate artificial seismic accelerograms.
Some elements on Karhunen-Loève expansion
The use of Karhunen-Loève expansion in applied science and engineering has been made popular by the developments of Ghanem and Spanos in [20] .
Theoretical results can be found for instance in the following textbooks [22, 21] . Let D be a compact subset of R d and X(t) = (X 1 (t), . . . , X n (t)), t ∈ D, a second-order, zero mean stochastic process defined on a probability space (A, A, P ) with values in R n . We will assume that X(t) is almost surely (a.s.)
continuous: for almost all a's in A, function t → X(t) is continuous, which can be written as X ∈ E = C 0 (D, R n ), a.s. Since D is compact and X(t) is a second order process, the auto-correlation function
defines a continuous self-adjoint Hilbert-Schmidt linear operator
which has a countable number of eigenvalues λ 1 λ 2 . . . → 0. The associated eigenfunctions are the solutions of the integral equation
and constitute an Hilbertian basis {φ α } α≥1 of H:
in which < , > denotes the inner product in R n .
Moreover the series (λ n ) converges to the Hilbert-Schmidt norm of operator Q:
where ||R X (s, t)|| is the matrix norm (trace(R
Then random field X(t) has the following expansion in
in which ξ 1 , ξ 2 , . . . , ξ α , . . . are uncorrelated random variables given by
The series (6) converges in L 2 (A, R n ) uniformly in t. Finally the Mercer's relation can be written for the autocorrelation function: 
Identification of the K-L expansion terms
From now on, we will be dealing with scalar valued stochastic processes for the sake of clarity: d = 1 ; n = 1. We start from a database of N measures of time histories of the studied phenomenon, for instance N accelerograms of an earthquake: {X (l) (t i ) ; i = 1, ..., N} ; l = 1, N . The first step to the K-L expansion construction is to estimate the empirical autocorrelation of X:
Solving the discretized eigenvalue problem (3) yields the λ α and φ α (t i ), for
The second step is to construct the samples ξ (l) α using relation (7) which gives an explicit relation :
where ∆t is the sampling time step.
The last step of the procedure is to construct the empirical estimate of the cumulative distribution function (CDF) of each random variable ξ α :
At this point, if we consider for simplification that the random variables are independent, as it is done for instance in [16] , although the construction (10) of {ξ α } α has implicitly taken into account this dependency, the construction is finished: one is able to generate samples of each scalar random variable ξ α appearing in the Karhunen-Loève expansion of X, and therefore, one is able to construct sample path of the non stationary non-Gaussian process using a truncated version of relation (6).
Introducing dependency
In general the random variables {ξ α } α are not Gaussian, hence not independent. Identifying the structure of dependency between those random variables necessitates a very large amount of experimental data that will not exist in most cases. Moreover it would be inefficient from a numerical point of view (because very CPU expensive) to simulate the random vector (ξ α 1 , ..., ξ αp ) taking into account the dependency using, for instance, the conditional probability method or the rejection method. Nevertheless, especially for highly non-Gaussian processes, it is important, as it will be shown in the illustrations, to take into account this dependency for the simulation.
We propose to introduce pairwise dependency among the ξ α . More precisely, we consider dependent pairs of (ξ i , ξ f (i) ) of variables neglecting dependence between other variables. How do we choose these pairs? There exist several possibilities to introduce pairwise dependency: downstream pairwise
Or to consider pairwise dependency between the dominant random variable ξ 1 and all the other ones: (ξ 1 , ξ 2 ), ..., (ξ 1 , ξ p ) . We have chosen here to use the mutual information between two random variables based on the Kullback dependency measure [17, 18] in order to determine the pairs of random variables. The mutual information of two discrete random variables X and Y is defined as:
where p(x, y) is the joint probability distribution function of X and Y , and More precisely we describe now the algorithm used in order to select the pairs of most dependent variables:
• We start from the first random variable ξ 1 = ξ α 1 associated to the largest eigenvalue λ 1 .
• We chose the second variable ξ α 2 such that
which defines the first pair of dependent random variables (ξ α 1 , ξ α 2 ).
• We chose the second pair of most dependent variables (
Therefore the second pair of most dependent variables will be either
• We iterate by finding at each step k the pair of random variables which first term is chosen among the already selected variables ξ αp , p = 1, k and which second term is such that it maximizes the mutual information of all pairs (ξ αp , ξ j ), p = 1, k.
Remark 2.2. A same random variable can appear several times as a component of the chosen most dependent pairs. This property will be illustrated in the application section.
Once the pairs (ξ i , ξ f (i) ) of the "most dependent" random variables have been identified, we construct the empirical conditional distribution ξ f (i) |ξ i .
The simulation is then straightforward and follows a recursive scheme:
• a sample of the first variable ξ α 1 = ξ 1 , is generated using its empirical characteristic distribution function.
• Knowing the value of ξ α 1 , we generate a sample of ξ α 2 using the empirical conditional distribution ξ α 2 |ξ α 1 [19] .
• Knowing the value of ξ α 1 and ξ α 2 a sample of ξ α 3 is generated using either the empirical conditional distribution ξ α 3 |ξ α 1 or ξ α 3 |ξ α 2 according to the construction of the second pair of most dependent variables.
• the samples of the following variables are obtained by iterating the method.
Considerations on convergence and approximation
There exist two types of convergence regarding the construction of the model. The first one is related to the use of a truncated K-L expansion:
and can easily be controlled using relation (8) . More precisely the truncation error is calculated with respect to the L 2 norm defined as:
In practice the truncation approximation is evaluated considering the
relative error ǫ being then defined by:
Numerically, the total energy is directly calculated from the empirical autocorrelation function constructed from discrete N-dimension trajectories:
Note that this convergence is independent of the probabilistic characteristic of the model.
The other one is related to the various estimators used for constructing the model and is linked classically to the use of the central limit theorem which allows the construction of confidence intervals. However one must keep in mind that the aim of the method is to model natural events to which a relatively small number of measures is available.
The error due to the approximation introduced by considering only pairwise dependency between the ξ α instead of the full dependency, is difficult to estimate a priori. The resulting error can however be evaluated numerically on artificial examples, as it will be illustrated in the next section on academic examples.
Illustrations
Before going on with a real life application, we show in this section how to apply the proposed method by means of two academic examples. Starting from simulated sample paths of non-stationary non-Gaussian processes, we construct their K-L expansion and compare the probabilistic characteristics of the model with those of the original process.
Geometric Brownian motion
The geometric Brownian motion, which is frequently used to model financial products, is defined as a solution of the following stochastic differential equation:
where W (t) is the Brownian process. X(t) can analytically be represented as:
X(t) a log-normally distributed random variable with expected value and variance given by
The probability density function of X(t) is: Figure 1 compares the second order moment of the data and of the truncated K-L model t → R X (t, t), illustrating the fact that the truncation has no effect on second order representation of the data. We now compare the empirical cumulative distribution function (CDF) of the data with the ones estimated using 5000 simulations of the K-L model, respectively taking into account pairwise dependency and assuming independence. These CDF will be compared in figure 3 for the following values of parameter t: t = T /4, T /2, 3T /4, T . The dashed curve corresponds to the analytical CDF of the lognormal random variable X(t), the three other ones are the empirical and estimated ones which are almost identical to the analytical one. We can remark on this particular example that the independent K-L model gives results as good as the pairwise dependent model, at least for small value of t: for small values of t, t ≤ T /4, the Gaussian process
t+σW (t) appearing in expression (15) has small values and therefore X(t) = exp(G(t)) is equivalent to the Gaussian process G(t), hence the random variables ξ j can be considered independent. When t = T , some discrepancy appears between the pairwise dependent and independent model cumulative distribution functions. We will investigate this more closely and compare the probability distributions by looking at the statistical moments up to order 6 on figure 4. Once again the analytical solution is drawn in dashed black line, the empirical moments of the data are drawn in green, the pairwise dependent and independent model moments are respectively represented by red and blue curves. We see more clearly the discrepancy between the various models. Firstly, the error between the empirical moments esti- 
Square of a Brownian process
We consider in this example the following non-Gaussian non-stationary process X(t) defined by:
G(t) is a Gaussian process and the coefficient β controls the non-Gaussian part of X. As in the last example, we construct 500 simulated sample paths containing N = 300 points each of X(t). The truncated K-L expansion is constructed keeping 18 terms, which gives an error again less than 10 2. Figure 5 illustrates some sample paths respectively from top to bottom of the data , the pairwise dependent K-L model and the independent K-L model. If we look at the empirical cumulative distribution functions, Figure   6 , we see that the discrepancy is more important than in the last example, due to the fact that this example is strongly non-Gaussian. The discrepancy is the most important for small values of x.
If we compare now the first 6 statistical moments, Figure Now, if we compare (Fig. 9 ) those samples with the ones obtained using pairwise dependency, we obtain, of course, the same dependency.
The most dependent pairs of random variables in this example are, as in the first example, the pairs (ξ 1 , ξ j ), j = 2, N T .
Application to seismic ground motion simulation
In this section, we illustrate the practical use of the K-L model for seismic ground motion modelling. In order to assess the seismic safety of the built environment, the response of buildings submitted to seismic ground motion has to be evaluated. For this purpose, dynamic structural analysis can be performed, seismic ground motion being modelled as a non stationary stochastic process. It is well known that seismic ground motion is a complex phenomenon featuring non stationarity in frequency content and amplitude [16] . In consequence, the simulation of artificial seismic ground motion featuring properties close to the observed data is not an easy task. On the other hand, there exist several international databases containing measured ground motion time histories. Since ground motion is generally measured as a ground acceleration, these time histories express ground acceleration as a function of time and are called accelerograms. However, the number of accelerograms available in databases for a given site condition and scenario (earthquake magnitude, distance from source, soil conditions, ...) is limited and generally not sufficient for carrying out more advanced structural reliability analysis. Thus, it is interesting to be able to increase the number of available accelerograms by adding artificial accelerograms having the same statistical properties as the natural ones [16] . This is illustrated in what follows. shown in figure 11 . Very often in seismeic engineering, Gaussian KarhunenLoève models are used for generating synthetic accelerograms for the sake of simplicity, see for example [23] . In that case the random variables appearing in the K-L expansion are independent Gaussian variables. That is why, for comparison, we have drawn on the same figure 11 the standard Gaussian cdf (red line) in order to highlight the discrepancy between the two models, Gaussian and non-Gaussian.
In a following step, 10000 artificial time histories has been simulated with the empirical K-L model and some statistical quantities are compared to the ones estimated from database accelerograms. More precisely, we compare statistical quantities constructed from
• the recorded accelerograms (data)
• the simulated time histories with Gaussian K-L expansion
• the simulated time histories with the non-Gaussian K-L expansion using the empirical distributions of the random variables.
The Gaussian K-L expansion yields independent standard normal random variables ξ while the general (non-Gaussian) K-L expansion introduces the empirical distributions estimated from the data.
In figure 10 , the estimated autocorrelation R X (t, t) of the simulated Gaussian model time histories (dashed blue line) is compared to the estimated variance of the non-Gaussian model time histories (dashed green line) and to the truncated K-L expansion (in magenta).
For the purpose of illustration, Figure 13 displays the 62 natural accelerograms (red) as well as samples of 200 artificial accelerograms simulated using a Gaussian (blue) and a non-Gaussian (green) K-L expansion.
In earthquake engineering, the damage potential of an earthquake is described by so-called ground motion parameters. In this application we consider the statistics of two common ground motion parameters: the peak ground acceleration (PGA) and the cumulative absolute velocity (CAV).
These parameters are defined as:
where we have denoted by a(t), t ∈ [0, T ] the acceleration time history while T is the duration of the earthquake. Table 1 Finally, the empirical estimated distribution of the maxima of the simulated ground motion time histories is compared to the one of the recorded accelerograms in figure 12 . Again, the non-Gaussian K-L expansion fits the data quite well while the discrepancy with the simplified Gaussian K-L expansion is quite important.
Discussion and conclusion
Natural hazards can have important or dramatic consequence on men's environment. It is important to be able to have models, even crude ones, in order to study their effects. Due to the uncertainty and natural variability of their outcomes, probabilistic models are well adapted. Construction of probabilistic models can be based on two different points of view: the first one is to fit the variability of the phenomenon to an analytical, given probabilistic model, based on physics, Bayesian considerations or information theory. Another approach consists in the construction of models that reproduce statistical characteristics which have been observed, without mak- 
