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Abstract
Based on the notion of the A-monotonicity, the solvability of a class of nonlinear variational inclusions using the generalized
resolvent operator technique is given. The results obtained are general in nature.
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1. Introduction
Resolvent operator/resolvent operator type techniques have been in the literature for a while in the context of
solving problems from several fields of research, including variational problems, optimization and control theory,
operations research, complementarity problems, mathematical programming, and engineering sciences, while the
applications of the generalized resolvent operator technique (also referred to as the A-resolvent operator technique)
are less explored since it involves the general notion of A-monotonicity introduced by the author [1], which in
fact generalizes maximal monotonicity to Hilbert spaces and beyond. Just recently, Liu et al. [2] applied the
generalized resolvent operator technique to a new class of nonlinear variational problems, while Verma [1] studied
nonlinear variational inclusion problems based on the generalized resolvent operator technique involving A-monotone
mapping.
In this work, we consider the solvability of a class of nonlinear variational inclusions based on the generalized
resolvent operator technique. The results obtained generalize nonlinear variational inclusion problems [2–5] to
nonlinear variational inclusions involving A-monotone mappings. For more details, we recommend [1–9].
Definition 1 ([1]). Let A : X → X and M : X → 2X be any mappings on a real Hilbert space X . The map M is said
to be A-monotone if:
(i) M is m-relaxed monotone.
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(ii) A + ρM is maximal monotone for ρ > 0.
Alternatively, M is A-monotone if:
(i) M is m-relaxed monotone.
(ii) (A + ρM)(X) = X for ρ > 0.
Lemma 1 ([1]). Let A : X → X be r -strongly monotone and M : X → 2X be A-monotone. Then the resolvent
operator JρA,M : X → X is ( 1r−ρm )-Lipschitz continuous for 0 < ρ < rm .
Example 1 ([4]). Let A : X → X be (m)-strongly monotone and f : X → R be locally Lipschitz such that ∂ f is
(α)-relaxed monotone. Then ∂ f is A-monotone, that is, A+∂ f is maximal monotone for m −α > 0, where m, α > 0.
Definition 2. A mapping T : X → X is said to be:
(i) (r)-strongly monotone with respect to A if there exists a positive constant r such that
〈T (x) − T (y), A(x) − A(y)〉 ≥ r‖x − y‖2 ∀ x, y ∈ X,
where A : X → X is any mapping on X .
(ii) (r)-strongly monotone if there exists a positive constant r such that
〈T (x) − T (y), x − y〉 ≥ r‖x − y‖2 ∀ x, y ∈ X.
(iii) (s)-Lipschitz continuous if there exists a constant s ≥ 0 such that
‖T (x) − T (y)‖ ≤ s‖x − y‖ ∀x, y ∈ X.
2. Nonlinear variational inclusions
This section deals with the solvability of nonlinear variational inclusion problems. Let M : X → 2X be a nonlinear
mapping. Let S, T : X → X be any mappings. Then the problem of finding an element a ∈ X for a given element
x ∈ X such that
x ∈ S(a) − T (a) + M(a), (1)
is called a class of nonlinear variational inclusion (abbreviated NVI) problems.
For T = 0, we have the NVI problem: find an element a ∈ X for a given element x ∈ X such that
x ∈ S(a) + M(a). (2)
Lemma 2. Let X be a real Hilbert space. Let A : X → X be strongly monotone, and M : X → 2X be A-monotone.
Let S, T : X → X be any mappings. Then following statements are equivalent:
(i) An element a ∈ X is a solution to the NVI (1) problem.
(ii) There is an element a ∈ X such that
a = JρA,M (A(a) − ρ(S(a) − T (a)) + ρx), (3)
where ρ > 0.
(iii) A mapping Q∗ : X → X defined by
Q∗(u) = (1 − t)u + t JρA,M (A(u) − ρ(S(u) − T (u)) + ρx)
has a fixed point a ∈ X.
Proof. Clearly, (i) ⇔ (ii): Since a ∈ X is a solution to (1), it follows that
A(a) − ρ(S(a) − T (a)) + ρx ∈ (A + ρM)(a),
and so
JρA,M (A(a) − ρ(S(a) − T (a)) + ρx) = JρA,M (A + ρM)(a),
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which implies (ii).
(ii) ⇔ (i): Let a = JρA,M (A(a) − ρ(S(a) − T (a)) + ρx). This implies that
(A + ρM)(a)  A(a) − ρ(S(a) − T (a)) + ρx,
that is,
x ∈ S(a) − T (a) + M(a).
Similarly, other parts follow.
Theorem 1. Let X be a real Hilbert space. Let A : X → X be (r1)-strongly monotone and (α)-Lipschitz continuous.
Let M : X → 2X be A-monotone. Let S : X → X be (r)-strongly monotone (with respect to A) and (µ)-Lipschitz
continuous, and let T : X → X be (s)-Lipschitz continuous. If, in addition, there exists a positive constant ρ such
that √
α2 − 2ρr + ρ2µ2 + ρs < (r1 − ρm),
∣∣∣∣ρ − r − r1(m + s)µ2 − (m + s)2
∣∣∣∣ <
√
(r − r1(m + s))2 − (µ2 − (m + s)2)(α2 − r21 )
µ2 − (m + s)2 ,
r > r1(m + s) +
√
(µ2 − (m + s)2)(α2 − r21 ),
µ > (m + s), ρs < r1 − ρm, and α > r1,
then the NVI (1) problem has a unique solution.
Proof. Let us define mapping S∗ by
S∗(a) = JρA,M [A(a) − ρ(S(a) − T (a)) + ρx].
Then for any elements u, v ∈ X , we have from Lemma 1 that
‖S∗(u) − S∗(v)‖ ≤ 1
r1 − ρm [‖A(u) − A(v) − ρ(S(u) − S(v)) + ρ(T (u) − T (v))‖].
Since
‖A(u) − A(v) − ρ[S(u) − S(v)]‖2 = ‖A(u) − A(v)‖2
− 2ρ〈S(u) − S(v), A(u) − A(v)〉
+ ρ2‖S(u) − S(v)‖2
≤ (α2 − 2ρr + ρ2µ2)‖u − v‖2,
and
ρ‖T (u) − T (v)‖ ≤ ρs‖u − v‖,
it follows that
‖S∗(u) − S∗(v)‖ ≤ 1
r1 − ρm
(√
α2 − 2ρr + ρ2µ2 + ρs
)
‖u − v‖.
Hence, S∗ is a contraction. This implies that there exists a unique element a ∈ X such that
S∗(a) = a,
which means, by Lemma 2,
a = JρA,M (A(a) − ρ(S(a) − T (a)) + ρx),
where ρ > 0. This completes the proof. 
For T = 0, in Theorem 1, we have
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Theorem 2. Let X be a real Hilbert space. Let A : X → X be (r1)-strongly monotone and (α)-Lipschitz continuous.
Let M : X → 2X be A-monotone. Let S : X → X be (r)-strongly monotone and (µ)-Lipschitz continuous. If, in
addition, there exists a positive constant ρ such that√
α2 − 2ρr + ρ2µ2 < (r1 − ρm),
∣∣∣∣ρ − r − r1mµ2 − m2
∣∣∣∣ <
√
(r − r1m)2 − (µ2 − m2)(α2 − r21 )
µ2 − m2 ,
r > r1m +
√
(µ2 − m2)(α2 − r21 ),
µ > m, and α > r1,
then the NVI (2) problem has a unique solution.
Proof. The proof is similar to that of Theorem 1. 
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