The aim of this paper is to propose a fourth-order Newton type iterative method for solving nonlinear equations in a single variable. We obtained this method by combining the iterations of contra harmonic Newton's method with secant method. The proposed method is free from second order derivative. Some numerical examples are given to illustrate the performance and to show this method's advantage over other compared methods.
Introduction
Solving single variable nonlinear equations efficiently is one of the most important problems in numerical analysis and has many applications in all fields of science and engineering. In most of the cases, it is not possible to solve these equations analytically. In those situations where an analytic solution cannot be obtained or it is difficult to obtain, numerical iterative methods are employed to get approximate solution of nonlinear equations. The order of convergence of Newton method is 2 and secant method is 1.62 [2, 3] .
In the last two decades, large number of researchers have been working in the area of root finding problems of single variable nonlinear equations and they have proposed numerous effective iterative methods (see [1, 4, 5, 6, 7, 8, 9] ). Weerakoon and Fernando [9] used Newton's theorem
and approximated the integral by trapezoidal rule that is
and then obtained following iterative method as a variant of Newton method:
where
This method is known as trapezoidal Newton's method. The method (4) can be written as-
The method (4) is also called arithmetic mean Newton's method because this variant of Newton method can be viewed as values obtained by using arithmetic mean of ′  ) and ′  *  instead of ′   in Newton method (1).
Ababneh [1] used the contra harmonic mean instead of the arithmetic mean in (5) and he got new iterative method
This method is called contra harmonic Newton method and the order of convergence of this method is 3. 
The Iterative Method and Convergence Analysis
As the aim of this paper, we purpose the following method in which the iteration are preformed alternatively from method (6) and the secant method:
with
Precisely, we have proved the following theorem for convergence analysis.
Theorem: Let  be a simple zero of a function  which has sufficient number of smooth derivatives in a neighborhood of . Then for solving nonlinear equation  = 0, the method (7)- (10) is convergent with order of convergence 4.
Proof. Let   and ̃ be the error in   and    respectively. Then   =  +   and    =  + ̃. Ababneh [1] proved that the error equation of (9) 
and
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Since  = 0, as  is the root of .
Thus,
Also, we have
From (12), (13) and (14), we get
Thus, error equation of (7) is given by
which prove that order of convergence of method (7)- (9) is of order 4.
Numerical Examples
In order to check the performance of the introduced fourth-order method, we have presented numerical results on some test functions. We have also compared the results of this method with 
Conclusion
From section 2, it is evident that when the iterations are performed alternately from third order contra harmonic Newton's method and secant method, we get a fourth -order iterative method. This result is also supported by numerical examples. From tables, we observed that the iterative method (7)- (9) takes less number of iterations as compared to Newton method, trapezoidal Newton's method as well as contra harmonic Newton's method. Moreover, the method which we have derived is free from higher order derivatives and in most of the cases, this method requires less or equal number of functions evaluation as required in other compared methods. Thus, the method (7)- (9) is not only faster but also requires no more effort than the methods mention here.
