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Abstract
The notion of directed treewidth was introduced by Johnson, Robertson, Seymour and Thomas
[Journal of Combinatorial Theory, Series B, Vol 82, 2001] as a first step towards an algorithmic
metatheory for digraphs. They showed that some NP-complete properties such as Hamiltonicity
can be decided in polynomial time on digraphs of constant directed treewidth. Nevertheless,
despite more than one decade of intensive research, the list of hard combinatorial problems that
are known to be solvable in polynomial time when restricted to digraphs of constant directed
treewidth has remained scarce. In this work we enrich this list by providing for the first time
an algorithmic metatheorem connecting the monadic second order logic of graphs to directed
treewidth. We show that most of the known positive algorithmic results for digraphs of constant
directed treewidth can be reformulated in terms of our metatheorem. Additionally, we show how
to use our metatheorem to provide polynomial time algorithms for two classes of combinatorial
problems that have not yet been studied in the context of directed width measures. More
precisely, for each fixed k,w ∈ N, we show how to count in polynomial time on digraphs of
directed treewidth w, the number of minimum spanning strong subgraphs that are the union
of k directed paths, and the number of maximal subgraphs that are the union of k directed
paths and satisfy a given minor closed property. To prove our metatheorem we devise two
technical tools which we believe to be of independent interest. First, we introduce the notion
of tree-zig-zag number of a digraph, a new directed width measure that is at most a constant
times directed treewidth. Second, we introduce the notion of z-saturated tree slice language, a
new formalism for the specification and manipulation of infinite sets of digraphs.
Keywords: Combinatorial Slice Theory, Directed Treewidth, Tree-Zig-Zag Number, Monadic
Second Order Logic of Graphs, Algorithmic Metatheorems
1. Introduction
Since the introduction of directed treewidth in [32, 28] much effort has been devoted into
trying to identify algorithmically useful digraph width measures. Such a width measure should
ideally satisfy two properties. First, it should be small on several interesting instances of
digraphs. Second, many combinatorial problems should become polynomial time tractable on
digraphs of constant width. While the first property is satisfied by most of the digraph width
measures introduced so far [6, 7, 8, 9, 26, 27, 32, 34], the goal of identifying large classes
of problems that can be solved in polynomial time when these measures are bounded by a
constant has proven to be extremely hard to achieve. On the positive side, Johnson, Robertson,
Seymour and Thomas showed already in their seminal paper [28] that certain linkage problems,
such as Hamiltonicity and k-disjoint paths (for constant k), can be solved in polynomial time
on digraphs of constant directed treewidth. Subsequently, It was shown in [18] that for each
constant k ∈ N, one can decide in polynomial time the existence of a spanning tree with at
most k leaves on digraphs of constant directed treewidth. More recently, it was shown in [7]
that determining the winner for some classes of parity games can be solved in polynomial time
on digraphs of constant DAG-width [7].
In this work we enrich the list of problems that can be solved in polynomial time on digraphs
of constant directed treewidth. More precisely, we devise the first algorithmic metatheorem
connecting directed treewidth to the monadic second order logic of graphs with edge set quan-
tifications (MSO2 logic). We show that most of the positive algorithmic results obtained so far
on digraphs of constant directed treewidth can be reformulated in terms of our metatheorem.
Additionally we show how to use our metatheorem to provide polynomial time algorithms for
a parameterized version of the minimum spanning strong subgraph problem, and for a parame-
terized version of the problem of counting subgraphs satisfying a given minor closed property.
We note that celebrated results due to Courcelle [15] and Arnborg, Lagergren and Seese [3]
state that any problem expressible in MSO2 logic can be solved in linear time on graphs of con-
stant undirected treewidth. Additionally, an equally famous result due to Courcelle, Makowsky
and Rotics states that any problem expressible in MSO logic (without edge set quantifications)
can be solved in linear time on graphs of constant clique-width [17]. However, we observe that
there are families of digraphs of constant directed treewidth, but simultaneously unbounded undi-
rected treewidth and clique-width [17]. For instance, the n×n grid, in which all horizontal edges
are oriented to the right and all vertical edges are oriented upwards, has directed treewidth 0,
but undirected treewidth Θ(n) and clique-width Θ(n). Thus our algorithmic metatheorem is
not implied by the results in [15, 3, 17]. On the other hand, the fact that 3-colorability is MSO
expressible implies that a complete analog of Courcelle’s is theorem for digraphs of constant
directed treewidth cannot be achieved unless P=NP, since 3-colorability is already NP-complete
on DAGs.
Before stating our main theorem we will introduce some notation. An edge-weighting func-
tion for a digraph G = (V,E) is a function µ : E → Ω where Ω is a finite commutative
semigroup of size polynomial in |V |. We will always assume that Ω has an identity ele-
ment. We define the size of G as |G| = |V | + |E|. The weight of a subgraph H = (V ′, E′)
of G is defined as µ(H) =
∑
e∈E′ µ(e). We say that H is the union of k directed paths if
there exist directed simple paths p1, p2, ..., pk with pi = (Vi, Ei) for i ∈ {1, ..., k} such that
H = p1 ∪ p2 ∪ ... ∪ pk = (∪
k
i=1Vi,∪
k
i=1Ei). We note that the unions we consider are not neces-
sarily vertex-disjoint nor edge-disjoint.
Theorem 1 (Main Theorem). Let ϕ be an MSO2 sentence and let k,w ∈ N. There is a
computable function f(ϕ,w, k) such that, given a weighted digraph G = (V,E, µ : E → Ω) of
directed treewidth w, a positive integer l < |V |, and an element α ∈ Ω, one can count in time
f(ϕ,w, k) · |G|O(k·(w+1)) the number of subgraphs H of G simultaneously satisfying the following
four properties:
(i) H |= ϕ,
(ii) H is the union of k directed paths,
(iii) H has l vertices,
(iv) H has weight µ(H) = α.
We note that in [20] we proved an analog theorem for digraphs of constant directed pathwidth.
Nevertheless it can be shown that there exist families of digraphs of constant directed treewidth
but unbounded directed pathwidth [7]. Therefore, Theorem 1 is a strict generalization of the
results in [20]. To prove Theorem 1 we will introduce two new technical tools which may be
of independent interest. The first, the tree-zig-zag number of a digraph, is a new directed
width measure that is at most a constant times directed treewidth. The second, the notion of
z-saturated tree slice languages, is a new framework for the manipulation of infinite families of
digraphs.
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1.1. Applications
The parameters l and α in Theorem 1 are upper bounded by |V |O(1). By varying these
parameters we can consider different flavours of optimization problems. For instance, we can
choose to count the number of subgraphs of G that are the union of k directed paths, satisfy
ϕ and have maximal/minimal number of vertices, or maximal/minimal weight. In this section
we provide a list of natural combinatorial problems that can be solved in polynomial time on
digraphs of constant directed treewidth using Theorem 1. In Subsection 1.1.1, we show how
to use Theorem 1 to rederive three known positive algorithmic results for digraphs of constant
directed treewidth. In Subsection 1.1.2, we show how Theorem 1 can be used to solve in
polynomial time two interesting classes of combinatorial problems which have not yet been
studied in the context of digraph width measures. Concerning the first class of problems, we
show how to count the number of minimum spanning strong subgraphs that are the union of
k directed paths. Concerning the second class, we show how to count the number of maximal
subgraphs that are the union of k directed paths and satisfy some given minor closed property.
1.1.1. First Examples
In order to use Theorem 1 to solve a counting problem in polynomial time, we need to
exhibit an MSO2 sentence ϕ specifying a suitable class of digraphs to be counted, and to specify
values for the parameters l and α which respectively determine the number of vertices and the
weight of the subgraphs being counted. We observe that the class of digraphs specified by ϕ
is fixed and does not vary with the input digraph. The parameters l and α on the other hand,
may vary with the input.
Counting Hamiltonian Cycles. We set ϕ to be an MSO2 sentence defining cycles, i.e., con-
nected digraphs in which each vertex has precisely one incoming edge and one outgoing edge.
We set l = |V | since we are only interested in counting sub-cycles of G that span all of its
vertices. Finally, since any cycle is the union of 2 directed paths, we set k = 2. We observe
that counting Hamiltonian cycles on digraphs of constant directed treewidth can also be done
via an adaptation of the techniques in [28].
Counting σ-Linkages. Given a sequence σ = (s1, t1, s2, t2, ..., sk, tk) of 2k not necessarily
distinct vertices, a σ-linkage is a set of internally disjoint directed paths p1, p2, ..., pk where for
each i ∈ {1, ..., k}, the path pi connects si to ti. To count the number of σ-linkages on a digraph
G we first assign a distinct color to each vertex in the set {s1, ..., sk, t1, ..., tk} and assume that
all other vertices of G are uncolored. Then we define an MSO2 sentence ϕσ that is true in a
digraph H whenever it consists of the union of k internally disjoint paths p1, ..., pk where for
each i, the path pi connects a vertex of color c(si) to a vertex of color c(ti) in such a way that
all internal vertices of pi are uncolored. For each l ∈ {1, ..., |V |} we can use Theorem 1 to count
the number of σ-linkages of size l. We observe that counting σ-linkages can also be done by via
an adaptation of the results in [28].
Counting Spanning-Out Trees with at most k-leaves. A spanning-out tree is a spanning
tree in which all edges are directed towards the leaves. To count the number of spanning-out
trees with at most k-leaves we set ϕ to be an MSO2 sentence defining trees with at most k-leaves.
In other words, ϕ defines connected digraphs without cycles in which at most k vertices have
no out-going edge. Since the tree has to span all vertices of G, we set l = |V |. Finally, we note
that any spanning-out tree with at most k leaves is the union of k directed paths. We observe
that counting spanning-out trees can also be done via an adaptation of the results in in [18].
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1.1.2. New Applications
In this section we exhibit two natural classes of counting problems that can be solved in
polynomial time on digraphs of constant directed treewidth using Theorem 1. To the best of
our knowledge these problems cannot be addressed in polynomial time using previously existing
techniques.
Minimum Spanning Strong Subgraph. The classic Minimum Spanning Strong Subgraph
(MSSS) problem is defined as follows. Given a strongly connected digraph G, find a spanning
strongly connected subgraph of G with the minimum number of edges. This problem is in
general NP complete since it generalizes the Hamiltonian cycle problem. Even though the MSSS
problem has received a considerable amount of attention [1, 4, 10, 5, 22, 37], the connections
between this problem and directed width measures are, to the limit of our knowledge, unexplored.
Here we show that a parameterized version of the MSSS problem can be solved in polynomial
time on digraphs of constant directed treewidth. A k-MSSS is a minimum spanning strong
subgraph that is the union of k directed paths. We note that determining the existence of a
k-MSSS on general digraphs is still NP-complete for each constant k ≥ 2, since any Hamiltonian
cycle is a 2-MSSS. Using Theorem 1 we can not only determine the existence of a k-MSSS on
digraphs of constant directed treewidth, but also count in polynomial time the number of
occurrences of such subgraphs. All we need to do is to set l = |V |, since the subgraphs we are
counting are spanning, and to set ϕstr as the monadic second order sentence that is true in a
digraph if and only if it is strongly connected.
We observe that the techniques in [28] cannot be directly applied to solve the k-MSSS
problem in polynomial time due to the fact that the k paths covering a k-MSSS need not to
be internally disjoint. For instance, in Figure 1 we show a family H1,H2, ... of digraphs where
for each n ∈ N, Hn is the union of 2 paths. Note however that one needs 2n internally disjoint
paths to cover all vertices and edges of Hn.
H
1
H
2
H
3
Figure 1: For each n ∈ N, the digraph Hn is the union of 2 paths. On the other hand, 2n internally disjoint
paths are necessary to cover all vertices and edges of Hn.
Subgraphs Excluding a Minor. An undirected graph H is a minor of an undirected graph
G if H can be obtained from a subgraph of G by a sequence of edge contractions. A family
of undirected graphs F is said to be minor closed if whenever a graph G belongs to F , any
minor of G is also in F . Many interesting graph families are minor closed, such as, planar
graphs, outerplanar graphs, graphs of bounded genus, forests, series-parallel graphs, graphs of
bounded undirected treewidth, etc. Given a minor closed family F and a graph G it is often
NP-complete to find a maximal subgraph of G that belongs to the family F . For instance, the
following problems are NP-complete: finding a maximal outerplanar subgraph [13, 31], finding
a maximal planar subgraph [29, 12] and finding a maximal subgraph of a given genus g [11].
By the celebrated graph minor theorem of Robertson and Seymour [33], for any minor closed
family of undirected graphs F there exists a finite set of undirected graphs Fˆ , such that for
each graph H, H ∈ F if and only if none of the graphs in Fˆ is a minor of H. Thus, using
the finite set Fˆ one can define an MSO2 sentence ϕF such that ϕF is true in a graph H if
and only if H ∈ F (see for instance [16]). This fact implies that Theorem 1 can be used to
count in polynomial time, on digraphs of constant directed treewidth, the number of subgraphs
that are the union of k directed paths and whose underlying undirected graph satisfy a minor
closed property. More precisely, if H is a directed graph, let
↔
H denote the undirected graph
obtained from H by forgetting the directions of the edges in H. We have the following corollary
of Theorem 1.
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Corollary 1. Let F be a minor closed family of undirected graphs, G be a digraph of directed
treewidth w, and let k ∈ N. Then one can count in time f(ϕF , k, w) · |G|
O(k·(w+1)) the number
of (maximal) subgraphs H of G subject to the following restrictions:
1. H is the union of k directed paths.
2.
↔
H belongs to F .
For instance, Corollary 1 implies that we can count in polynomial time, on digraphs of
constant directed treewidth, maximal planar subgraphs that are the union of k directed paths,
or maximal subgraphs that are the union of k directed paths and can be embedded on a torus.
In our opinion it is rather surprising that the problems addressed in Corollary 1 can be solved in
polynomial time, in view of the complexity of the subgraphs that are being counted, and in view
of the fact that digraphs of constant directed treewidth may have simultaneously unbounded
undirected treewidth and clique-width.
1.2. Hardness Results
We argue briefly that under the assumption that the W hierarchy does not collapse to
FPT, a widely believed assumption in parameterized complexity theory [21], the dependence
on w and on k on the exponent of the running time f(ϕ,w, k) · |G|O(k·(w+1)) of Theorem 1
cannot be removed. Concerning the dependence on k, we note that the problem of determining
whether there exists k disjoint paths on DAGs from prescribed pairs of nodes is W[1] hard
with respect to k [36]. Since any DAG has directed treewidth 0, we have that the existence of
k-disjoint paths is already W[1]-hard even for digraphs of directed treewidth 0. Concerning
the dependence on w, we note that it can be shown [30] that finding Hamiltonian paths on
digraphs is W[2] hard with respect to the cycle-rank of the digraph in question. Since constant
directed treewidth is more expressive than constant cycle rank, the hardness results in [30]
extends to directed treewidth. Thus the dependence on w in the exponent of the running time
f(ϕ,w, k) · |G|O(k·(w+1)) cannot be removed even if k = 1.
1.3. Proof Techniques and Organization of the Paper
We will prove Theorem 1 using slice theoretic techniques. The notion of slice language was
introduced in [19] and used to solve several problems in the partial order theory of concurrency.
Subsequently, slice languages were lifted to the context of digraphs and used to provide the
first algorithmic metatheorem for digraphs of constant directed pathwidth [20]. In this work
we extend the results in [20] by introducing the notions of tree slice language and slice tree
automata. We use tree slice-languages to provide the first algorithmic metatheorem for digraphs
of constant directed treewidth (Theorem 1). More precisely, we will show that the problem of
counting the number of subgraphs satisfying the conditions (i)-(iv) of Theorem 1 can be reduced
to the problem of counting the number of terms accepted by a suitable deterministic slice tree-
automaton. We note that the results in this work strictly generalize the results in [20], since
there are families of digraphs of constant directed treewidth but unbounded directed pathwidth.
Below we give a brief description of the main technical tools used in this paper and how they
fit together to yield a proof of Theorem 1. All notions introduced in the following paragraphs
will be re-defined more carefully along the paper.
A unit slice of arity r is a digraph S whose vertex set is partitioned into a center C, an
out-frontier F0 and r in-frontiers F1, ..., Fr in such a way that the center C has at most one
vertex and each frontier vertex is incident with precisely one edge of S (Figure 3). Intuitively
a slice S can be glued to a slice S′ at frontier j if the out-frontier of S can be matched with
the j-th in-frontier of S′. A finite set Σ of slices with possibly distinct arities is called a slice
alphabet. In this paper we will only be interested in slices of arity 0, 1 and 2. A term over Σ
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is a tree-like expression T in which each node p is labeled with a slice T[p] whose arity is equal
to the number of children of p. We say that T is a unit decomposition if for each position pj
the slice T[pj] can be glued to the slice T[p] at its j-th frontier (Figure 4).
Each unit decomposition T gives rise to a digraph
◦
T which is intuitively obtained by glueing
each two adjacent slices in T along their matching frontiers. Conversely, for each digraph G
there is a suitable slice alphabet Σ and unit decomposition T over Σ such that
◦
T is isomorphic
to G. We can represent infinite families of digraphs via tree-automata over slice alphabets. We
say that such an automaton A is a slice tree-automaton if all terms generated by A are unit
decompositions. With a slice tree-automaton A one can associate two types of languages. The
first, the slice language L(A), is simply the set of all unit decompositions accepted by A. The
second, the graph language LG(A) is the set of all digraphs represented by unit decompositions
in L(A).
We say that a unit decomposition T has tree-zig-zag number z if each simple path in the
digraph
◦
T represented by T crosses each frontier of each slice in T at most z times (Figure 4).
A slice tree-automaton A has tree-zig-zag number z if each unit decomposition T ∈ L(A) has
tree-zig-zag number z. Finally, we say that a slice tree-automaton A is z-saturated over a slice
alphabet Σ if the presence of a digraph H in the graph language LG(A) implies that each unit
decomposition T of tree-zig-zag number z representing H belongs to L(A). The importance
of the notion of saturation stems from the following fact. Given a slice tree-automaton A of
tree-zig-zag number z and a slice tree-automaton A′ that is z-saturated, it is possible to show
that LG(A ∩ A
′) = LG(A) ∩ LG(A
′). In other words, the set of digraphs represented by the
intersection A∩A′ is equal to the intersection of the sets of digraphs represented by A and A′
separately. We note that this crucial property is not satisfied by general slice tree-automata.
Within this framework, the proof of Theorem 1 can be divided into the following steps.
1. In the first step, we will show that given a digraph G of directed treewidth w one can
construct a unit decomposition T of G of tree-zig-zag number z ≤ 9w + 18. This con-
struction will follow from a combination of Theorem 3 with Proposition 8. Subsequently,
we will show that using T one can construct a slice tree-automaton A(T, k · z) of tree-zig-
zag number z whose graph language contains all subgraphs of G that are the union of k
directed paths. The construction of A(T, k · z) will be given in the proof of Lemma 5.
2. In the second step we will show that given an MSO2 sentence ϕ and an integer k, one
can automatically construct a z-saturated slice tree-automaton A(ϕ, k, z) whose graph
language LG(A(ϕ, k, z)) consists precisely of the digraphs which at the same time satisfy
ϕ and are the union of k directed paths (Theorem 5). Additionally, given a positive integer
k ∈ N and a weight α ∈ Ω, we can use A(ϕ, k, z) to construct another z-saturated tree-
automaton A(ϕ, k, z, l, α) whose graph language contains only those digraphs generated
by A(ϕ, k, z) which have l vertices and weight α (Lemma 8).
3. Finally, in the third step we will show that the slice language of the tree-automaton
A(T, k · z) ∩ A(ϕ, k, z, l, α) has precisely one unit decomposition T for each subgraph of
G that is the union of k directed paths, satisfy ϕ and have prescribed length l and weight
α. This claim will follow from Lemma 6 using the fact that A(T, k · z) has tree-zig-zag
number z and that A(ϕ, k, z, l, α) is z-saturated. At this point, the problem of counting
subgraphs of G satisfying these four properties boils down to the problem of counting the
number of unit decompositions accepted by A(T, k · z) ∩ A(ϕ, k, z, l, α). Since the latter
automaton is deterministic, this counting process can be carried in polynomial time. This
step will be carried in Theorem 6 via an application of Theorem 4.
The remainder of this paper is organized as follows. Next, in Section 2 we recall the definition
of directed treewidth [28]. Subsequently, in Section 3, we introduce the tree-zig-zag number of a
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digraph, a new directed width measure. In Section 4, we show that the tree-zig-zag number of
a digraph is at most a constant times its directed treewidth. In Section 5 we recall some of the
main definitions of tree-automata theory. In Section 6 we introduce tree slice languages and slice
tree-automata. In Section 7 we introduce the notion of z-saturation and state a slice theoretic
metatheorem (Theorem 4). In Section 8 we will show that for any MSO2 sentence ϕ and any
k, z ∈ N one can construct a z-saturated slice automaton A(ϕ, k, z) whose graph language
consists of all digraphs that are the union of k directed paths and satisfy ϕ. In Section 9 we will
show how to restrict A(ϕ, k, z) into an automaton A(ϕ, k, z, l, α) whose graph language consists
precisely of the digraphs that, at the same time, are the union of k paths, satisfy ϕ, have l
vertices and weight α. In the same section we prove our main theorem, Theorem 1. Finally, in
Section 10 we make some final remarks and discuss some future directions.
2. Directed Treewidth
In this section we recall the definitions of arboreal decomposition and directed treewidth.
For a matter of uniformity with other notions of tree decompositions encountered in this paper,
our notation slightly differs from the notation used in [28]. Let {1, ..., r}∗ denote the set of
all strings over {1, ..., r} and let λ denote the empty string. A subset N ⊆ {1, ..., r}∗ is prefix
closed if for every p ∈ {1, ..., r}∗ and every j ∈ {1, ..., r}, pj ∈ N implies that p ∈ N . We note
that the empty string λ is an element of any prefix closed subset of {1, ..., r}∗. We say that
N ⊆ {1, ..., r}∗ is well numbered if for every p ∈ {1, ..., r}∗ and every j ∈ {1, ..., r}, the presence
of pj in N implies that p1, ..., p(j − 1) also belong to N . An r-ary tree is a pair T = (N,F )
whose set of nodes N is a finite prefix closed, well numbered subset of {1, ..., r}∗, and whose set
of arcs F is defined as F = {(p, pj) | p, pj ∈ N, j ∈ {1, ..., r}}. Observe that by our definition,
the root of an r-ary tree is the empty string λ. A binary tree is an r-ary tree in which r = 2.
If pj ∈ N , then we say that pj is a child of p, or interchangeably, that p is the parent of pj. A
leaf is a node p ∈ N without children. If pu ∈ N for u ∈ {1, ..., r}∗, then we say that pu is a
descendant of p. For a node p ∈ N we let N(p) = {pu ∈ N | u ∈ {1, ..., r}∗} denote the set of
all descendants of p. Note that p is a descendant of itself and therefore p ∈ N(p).
Let G = (V,E) be a digraph and let Z and K be two disjoint subsets of vertices of G. We
say that K is Z-normal if there is no directed walk in V \Z with first and last vertex in K that
uses a vertex of V \(Z ∪K). In other words, K is Z-normal if every walk which starts and ends
in K is either wholly contained in K or uses a vertex of Z.
An arboreal decomposition of a digraph G = (V,E) is a four-tuple D = (N,F,W,Z) where
(N,F ) is an r-ary tree for some r ∈ N, W : N → 2V is a function that associates with each
node p ∈ N a non-empty set of vertices W (p) ⊆ V , and Z : F → 2V is a function that associates
with each arc (p, pj) ∈ F , a set of vertices Z(p, pj). In the sequel, we may refer to the sets
W (p) as the bags of D. For a node p ∈ N we let V (p,D) =
⋃
u∈N(p)W (u) denote the set of all
vertices of G that belong to some bag associated with a descendant of p. The functions W and
Z satisfy the following two properties.
1) {W (p) | p ∈ N} is a partition of V into non-empty sets.
2) For each (p, pj) ∈ F , the set V (pj,D) is Z(p, pj)-normal.
Intuitively, Condition 2 says that for each (p, pj) ∈ F , the set of all vertices of G that belong
to bags associated with descendants of pj is Z(p, pj) normal. If e is an arc in F and p is a node
in N then we write e ∼ p to indicate that p is incident with e. In other words, e ∼ p means that
either e = (p, p′) or e = (p′, p) for some p′ ∈ N . The width w(D) of the arboreal decomposition
D is the least integer w such that for every node p ∈ N , |W (p) ∪
⋃
e∼p Z(e)| ≤ w + 1. The
directed treewidth of G is the least integer w such that there is an arboreal decomposition of G
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of width w. An arboreal decomposition D = (N,F,W,Z) of a digraph G is good if additionally
the following condition is satisfied.
3) For each position p ∈ N , if pi ∈ N and pj ∈ N with i < j, then there is no edge in G with
source in V (pj,D) and target in V (pi,D).
A haven of order w in a digraph G = (V,E) is a function β that assigns to each set Z ⊆ V
with |Z| < w, the vertex-set of a strongly connected component of the digraph G\Z, in such a
way that for each two sets of vertices Z,Z ′ ⊆ V , if Z ′ ⊆ Z with |Z| < w, then β(Z) ⊆ β(Z ′).
It can be shown that if G has a haven of order w then its directed treewidth is at least w − 1.
Theorem 3.3 of reference [28] states that a digraph G either has directed treewidth at most
3w − 2, or it has a haven of order w. The proof of this theorem is algorithmic. The algorithm
either constructs a good arboreal decomposition of G of width 3w − 2 or declares that G has
a haven of order w. Since a haven of order w is a certificate that the directed treewidth of
G is at least w − 1, one can be sure that if the directed treewidth of G is at most w − 2, a
good arboreal decomposition of G of width at most 3w − 2 will be found. Equivalently, if G
has directed treewidth at most w then one can always find an arboreal decomposition for G of
width at most 3w + 4.
Theorem 2 ([28]). Let G be a digraph of directed treewidth at most w. One can construct in
time |G|O(w) a good arboreal decomposition of G of width at most 3w + 4.
3. Olive-Tree Decompositions and the Tree-Zig-Zag Number of a Digraph
In this section we will introduce the tree-zig-zag number of a digraph, a new directed width
measure. Next, in Section 3 we will show that the tree-zig-zag number of a digraph is at most
a constant times its directed treewidth.
Definition 1. An olive-tree decomposition of a digraph G = (V,E) is a triple T = (N,F,m)
where (N,F ) is a binary tree and m : V → N is an injective map from vertices of G to nodes
of T .
The notion of olive-tree decomposition is similar to the notion of carving decomposition
introduced by Seymour and Thomas in [35]. The only difference is that in a carving decomposi-
tion, as defined in [35], the vertices of the digraph G are bijectively mapped to the leaves of the
tree, while in our definition these vertices can also be mapped to the internal nodes of the tree,
and the mapping is required to be injective, but not necessarily bijective. If T = (N,F,m) is an
olive-tree decomposition of a digraph G = (V,E) then we let V (p,T ) = m−1(N(p)) denote the
set of all vertices of G that are mapped to some descendant of p. If V1, V2 ⊆ V are two subsets
of vertices of G with V1 ∩ V2 = ∅, then we let E(V1, V2) denote the set of all edges of G with
one endpoint in V1 and another endpoint in V2. The width w(p) of a node p ∈ N is defined
as w(p) = |E(V (p,T ), V \V (p,T ))|. The width w(T ) of T is defined as the maximum width
of a node in N . More precisely, w(T ) = max{w(p) | p ∈ N}. We observe that an olive-tree
decomposition of a digraph G = (V,E) has width at most |E|. In this work we will not be
interested in olive-tree decompositions of minimum width. Rather, we will be concerned with
decompositions having small tree-zig-zag number, a digraph width measure that will be defined
below.
Let T = (N,F,m) be an olive-tree decomposition of a digraph G = (V,E), H = (V ′, E′)
be a subgraph of G, and m|V ′ : V
′ → N be the restriction of m to V ′. We say that the triple
T ′ = (N,F,m|V ′) is the olive-tree decomposition of H induced by T . A simple path in a
digraph G is an alternated sequence p = v1e1v2e2....vn−1en−1vn of vertices and edges of G such
that for each i ∈ {1, ..., n − 1}, the edge ei has vi as source and vi+1 as target, and such that
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vi 6= vj for each i, j with i 6= j. We view p as a subgraph of G by setting p = (Vp, Ep) where
Vp = {v1, v2, ..., vn} and Ep = {e1, e2, ..., en−1}. We let
w(T , p) = max
u∈N
| Ep ∩ E(V (u,T ), V \V (u,T )) |
be the width of the path p along the olive-tree decomposition T . Intuitively, w(T , p) quantifies
the amount of times the path p enters or leaves the set V (u,T ) for each u ∈ N .
Definition 2 (Tree-Zig-Zag Number). Let G = (V,E) be a digraph and T = (N,F,m) be an
olive-tree decomposition of G. The tree-zig-zag number of T is defined as
tzn(T ) = max{w(T , p) | p is a simple path in G}.
The tree-zig-zag number of G is defined as the minimum tree-zig-zag number of an olive-tree
decomposition of G:
tzn(G) = min{tzn(T ) | T is an olive-tree decomposition of G}.
In Equation 1 below we compare the tree-zig-zag number of a digraph with several other
directed width measures. In [20] we defined the zig-zag number zn(G) of a digraph G as a
measure that quantifies the amount of times a directed path is allowed enter or leave any initial
segment of a total ordering of the vertices of G. The tree-zig-zag number tzn(G) may be
regarded as an analog of zn(G) which quantifies the amount of times a directed path is allowed
to enter or leave any sub-tree of an olive-tree decomposition of G. If G is a digraph, we write
dtw (G) for its directed treewidth [28], Dw(G) for its D-width [25], dagw (G) for its DAG-width
[7], dpw (G) for its directed path-width [6], Kelw (G) for its Kelly-width [23], ddp(G) for its
DAG-depth [23], Kw(G) for its K-width [23], s(G) for its weak separator number [25] and cr(G)
for its cycle rank [25]. A dashed arrow A 99K B from measure A to measure B indicates that
A is at least as expressive as B. More precisely, there exist constants α1, α2 ∈ N such that for
every digraph G, A(G) ≤ α1 · B(G) + α2. A full arrow A → B indicates that the measure A
is strictly more expressive than measure B. More precisely, A is at least as expressive as B,
and there exists an infinite class of digraphs in which A is bounded by a constant, but B is
unbounded.
zn(G)
Kelw(G) Kw(G)
tzn(G) dtw (G) dagw (G) dpw (G) cr(G)
cr(G)
log |G|
s(G) Dw(G) ddp(G)
❙
❙
❙
❙
❙
❙
❙
❙❙✇
[20]
◗
◗
◗
◗◗s
[23]
✲Th. 3
✸
✑
✑
✑
✑✑✸[27]
✲[7]
◗
◗
◗
◗◗s
[2]
✲[7] ✲[25]
✻
[24]
❄
[24]
✲[25] ✲[25]
✑
✑
✑
✑✑✸[34, 20]
(1)
The numbers above each arrow A→ B (A 99K B) in Equation 1 refer to the works in which
the corresponding relation between the measures A and B was established. All relations listed
above can be inferred from the literature, except for the relation tzn(G) 99K zn(G), which is
immediate, and the relation tzn(G) 99K dtw(G), which will be formally stated in Theorem
9
3 below and proved in Section 4. The fact that DAG-width, Kelly-width and D-width are
strictly more expressive than directed pathwidth follows from the fact that the width of the
complete undirected1 binary tree on n leaves is bounded with respect to these three measures,
but unbounded (Ω(log n)) with respect to directed pathwidth [20].
It is worth noting that the precise statement of our main theorem (Theorem 1) holds if the
parameter w corresponds to the width of the digraph G with respect to any measure reachable
from dtw (G) in Equation 1. More Precisely, Theorem 1 also holds when w is the Kelly width,
DAG-width, D-width, directed pathwidth, cycle rank, K-width or DAG-depth of G. Theorem
1 can also be applied if the parameter w is the tree-zig-zag number of G. However, in this
particular case, an explicit olive-tree decomposition of G of tree-zig-zag number O(w) must
be given in the input. For directed tree-width and less expressive measures, such an olive-
tree decomposition of width O(w) can be automatically constructed in time |G|O(w). This
construction will be carried in Section 4 together with the proof of Theorem 3.
Theorem 3. Let G be a digraph, tzn(G) be its tree-zig-zag number and dtw(G) be its directed
treewidth. Then tzn(G) ≤ 9 · dtw(G) + 18.
4. Tree-Zig-Zag Number vs Directed Treewidth
In this section we will prove Theorem 3. First we will state a couple of propositions con-
cerning Z-normal sets.
Proposition 1. Let G = (V,E) be a digraph and K,Z ⊆ V be such that K is Z-normal. Then
for each subset X ⊆ K, K\X is Z ∪X-normal.
Proof. The proof is by contradiction. Assume that there is an X ⊆ K such that K\X is not
Z ∪X-normal. Then there is a walk in G\(Z ∪X) that starts and ends in K\X, but that uses
a vertex from V \((Z ∪X) ∪ (K\X)) = V \(Z ∪K). This contradicts the assumption that K is
Z-normal.
If G = (V,E) is a digraph, Z is a subset of V and p = v1e1v2....vn−1en−1vn = (Vp, Ep) is a
path on G then we say that p is internally disjoint from Z if Z ∩ Vp ⊆ {v1, vn}. In other words,
p is internally disjoint from Z if none of its internal vertices belongs to Z. The next proposition
says that if K is a Z-normal subset of V and p is a path that is internally disjoint from Z, then
p can enter or leave K at most 2 times.
Proposition 2. Let G = (V,E) be a digraph and K,Z ⊆ V be subsets of V such that K is
Z-normal. Let p = (Vp, Ep) be a path in G that is internally disjoint from Z. Then
|Ep ∩ E(K,V \K)| ≤ 2.
Proof. The proof is by contradiction. Assume that |Ep ∩ E(K,V \K)| ≥ 3. Let e1, e2 and e3
be the first three edges of p that have one endpoint in K and other endpoint in V \K. Then
p = p0e1p1e2p2e3p3 where for each i ∈ {1, 2, 3}, the source of ei is the last vertex of pi−1 and
the target of ei is the first vertex of pi. Since the path p is internally disjoint from Z, we have
that either p1 is entirely contained in K and p2 is entirely contained in V \(K ∪ Z), or p1 is
entirely contained in V \(K ∪ Z) and p2 is entirely contained in K. Therefore either e1p1e2 or
e2p2e3 is a path that starts and finishes at K and uses a vertex of V \(K ∪Z). This contradicts
the assumption that K is Z-normal.
The next proposition says that if p is a path of G, then the number of edges of p crossing a
Z-normal set is upper bounded by 2 · |Z|+ 2.
1In this setting each undirected edge is represented by two directed edges in opposite directions.
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Proposition 3. Let G = (V,E) be a digraph and K,Z ⊆ V be subsets of V such that K is
Z-normal. Then for each path p = (Vp, Ep) in G,
|Ep ∩ E(K,V \K)| ≤ 2 · |Z|+ 2.
Proof. Let p = (Vp, Ep) be a path in G and assume that Vp ∩ Z = {v1, ..., vk}. We may
assume without loss of generality that for each i ∈ {1, ..., k − 1}, vi occurs before vi+1 in p.
In other words we may assume that p = p0 ∪ p1 ∪ ... ∪ pk where p0, p1, ..., pk are internally
disjoint paths in which for each i ∈ {1, ..., k}, vi is the last vertex of pi−1 and the first vertex
of pi. We note that for each i ∈ {1, ..., k} the path pi = (Vpi , Epi) is internally disjoint from
Z. Therefore, from Proposition 2 we have that |Epi ∩ E(K,V \K)| ≤ 2. This implies that
|Ep ∩ E(K,V \K)| ≤
∑k
i=0 |Epi ∩E(K,V \K)| ≤ 2k + 2 ≤ 2|Z|+ 2.
The next proposition says that if G is a digraph and K1 and K2 are disjoint subsets of
vertices of G such that no edge has source in K2 and target in K1, then any path crossing
K1 ∪K2 at most 2 times, crosses K2 at most 3 times.
Proposition 4. Let G = (V,E) be a digraph and K1,K2 be subsets of vertices of G such that
K1∩K2 = ∅ and such that there is no edge with source in K2 and target in K1. Let p = (Vp, Ep)
be a path in G such that |Ep ∩ E(K1 ∪K2, V \(K1 ∪K2))| ≤ 2. Then |Ep ∩ E(K2, V \K2)| ≤ 3.
Proof. Let p = (Vp, Ep) be a path in G. If |Ep ∩E(K1 ∪K2, V \(K1 ∪K2))| = 0 then p is either
entirely contained in K1 ∪K2 or entirely contained in V \(K1 ∪K2) and the proposition holds
trivially. Now let |Ep ∩ E(K1 ∪ K2, V \(K1 ∪ K2))| = 1 and let e1 be the unique edge with
one endpoint in K1 ∪ K2 and another endpoint in V \(K1 ∪K2). Then p = p0e1p1 where the
source of e1 is the last vertex of p0 and the target of e1 is the first vertex of p1. Note that for
each i ∈ {0, 1}, either pi is entirely contained in K1 ∪K2 or entirely contained in V \(K1 ∪K2).
Since there is no edge with source in K2 and target in K1, we have that p0 and p1 can each
cross K2 at most one time. In other words, |Epi ∩ E(K2, V \K2)| ≤ 1. Therefore p0, e1 and
p1 together cross K2 at most three times and the proposition holds in this case. Finally, let
|Ep ∩ E(K1 ∪K2, V \(K1 ∪K2))| = 2. Let e1 and e2 be the only edges of p with one endpoint
in K1 ∪ K2 and the other endpoint in V \(K1 ∪ K2), and assume that e1 is visited before e2.
Then there are paths p1, p2, p3 such that p = p0e1p1e2p2 and for i ∈ {1, 2}, the source of ei is
the last vertex of pi−1 and the target of ei is the source of pi. Note that for i ∈ {0, 1, 2}, pi is
either entirely contained in K1 ∪K2 or entirely contained in V \(K1 ∪K2). Note also that each
pi crosses K2 at most one time, since there is no edge with source in K2 and target in K1. This
already implies that p can cross K2 at most 5 times. We claim that with further analysis it can
be shown that the number of crossings is at most 3, which is optimal. The analysis is as follows.
If the source of e1 belongs to V \(K1 ∪ K2), then the target of e2 is also in V \(K1 ∪ K2). In
this case both p0 and p2 are entirely contained in V \(K1 ∪K2), and therefore only e1, e2 and
p1 have the possibility of crossing K2. If the source of e1 belongs to K1 ∪K2, then the target
of e2 also belongs to K1 ∪K2. This implies that p1 is entirely contained in V \(K1 ∪ K2). In
this situation there are two sub-cases to be analysed. If the target of e2 belongs to K2 then p2
is entirely contained in K2 and only e1, e2 and p0 have the possibility of crossing K2. On the
other hand, if the target of e2 is in K1 then e2 does not cross K2 and thus only e1, p0 and p2
have the possibility to cross K2.
Using Proposition 4 we can show that if K1 and K2 are disjoint subsets of vertices of a
digraph G such that K1 ∪K2 is a Z-normal and such that there is no edge with source in K2
and target in K1, then each path in G crosses K2 at most 3|Z|+ 3 times.
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Proposition 5. Let G = (V,E) be a digraph and K1,K2, Z ⊆ V be subsets of vertices of G
such that K1 ∪K2 is Z-normal, K1 ∩K2 = ∅, and such that there is no edge with source in K2
and target in K1. Then for each path p = (Vp, Ep) in G we have that
|Ep ∩ E(K2, V \K2)| ≤ 3 · |Z|+ 3.
Proof. Analogously to the proof of Proposition 3 we let Vp ∩ Z = {v1, ..., vk}, and assume that
p = p0∪p1∪...∪pk where p1, p2, ..., pk are internally disjoint paths such that for each i ∈ {1, ..., k},
vi is the last vertex of pi−1 and the first vertex of pi. We note that for each i ∈ {1, ..., k} the
path pi is internally disjoint from Z. Therefore, since K1 ∪K2 is Z-normal, by Proposition 2
we have that |Epi ∩E(K1 ∪K2, V \(K1 ∪K2))| ≤ 2. Now, since there is no edge with source in
K2 and target in K1, we can apply Proposition 4 to infer that |Epi ∩ E(K2, V \K2)| ≤ 3. This
implies that |Ep ∩E(K2, V \K2)| ≤
∑k
i=0 |Epi ∩ E(K2, V \K2)| ≤ 3k + 3 ≤ 3|Z|+ 3.
The main technical lemma of this section states that each good arboreal decomposition D
of width w can be transformed into an olive-tree decomposition T of tree-zig-zag number at
most 3w + 6.
Lemma 1. Let G = (V,E) be a digraph and D = (N,F,W,Z) be a good arboreal decomposition
of G of width w. One can construct in time O(w·|N |) an olive-tree decomposition T = (N ′, F ′,m)
of G of tree-zig-zag number at most 3w + 6.
Proof. We start by defining the sets of nodes and arcs of the olive-tree decomposition T . In-
tuitively, T is obtained by replacing each node p of D, labeled with a bag W (p) and having r
children, with a line Lp ≡ a
0
pa
1
p...a
|W (p)|
p b
1
pb
2
p...b
r
p as depicted in Figure 2.
Wp
Wp1 Wp2 Wpr
W p
W p1 W W
ap
0
ap
1
ap
bp
1 bp
2 bp
r
Lp
( )
W p( )
(  ) (  )p2 (  )pr
Figure 2: From a good arboreal decomposition of width w to an olive-tree decomposition of tree-zig-zag number
at most 3w + 6.
Each vertex in W (p) is mapped by m to a node in {a1p, ..., a
|W (p)|
p } in such a way that no two
distinct vertices in W (p) are mapped to the same node. No vertex of G is mapped to the node
a0p nor to the nodes b
1
p, b
2
p, ..., b
r
p. These nodes are used to connect the line Lp corresponding to
the node p of D to lines corresponding to other positions. In particular for each j ∈ {1, ..., r},
b
j
p is connected to a0pj. In other words, b
j
p is connected to the first vertex of the line Lpj. We
will show below that the olive-tree decomposition defined in this way has width at most 3w+6.
First however we formally define the sets N ′ and F ′ and the mapping function m.
N ′ = {aip | p ∈ N, 0 ≤ i ≤ |W (p)|} ∪ {b
j
p | (p, pj) ∈ F} (2)
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F ′ = {(aip, a
i+1
p ) | p ∈ N, 0 ≤ i ≤ |W (p)| − 1} ∪ {(a
|W (p)|
p , b
1
p) | p ∈ N} ∪
{(bip, b
i+1
p ) | p ∈ N, 1 ≤ i ≤ r − 1} ∪ {(b
j
p, a
0
pj) | (p, pj) ∈ F}
(3)
Finally, the labeling function m : V → N ′ is chosen arbitrarily as long as it satisfies the
following condition for each node p ∈ N .
m(W (p)) = {a1p, ..., a
|W (p)|
p }. (4)
In other words we choose m in such a way that for each position p ∈ N , the vertices in
W (p) are bijectively mapped to the nodes in {a1p, ..., a
|W (p)|
p }. We argue that T is indeed an
olive-tree decomposition of tree-zig-zag number at most 3w + 6. Recall that if G = (V,E) is a
digraph and D is an arboreal decomposition of G, then for each node p of D, V (p,D) denotes
the set of vertices of G that belong to some bag associated with a descendant of p (including p
itself). Analogously, if T is an olive-tree decomposition of G then for each node u of T , V (u,T )
denotes the set of vertices of G that are mapped to some descendant of u. To show that T has
tree-zig-zag number at most 3w+ 6 we need to show that for each node u ∈ N ′, and each path
p in G,
|Ep ∩ E(V (u,T ), V \V (u,T ))| ≤ 3w + 6.
There are two cases to be considered, depending on whether u = aip or whether u = b
j
p. We
analyse each of these cases below.
1. (u = aip) We start by noting that for each node p ∈ N , V (p,D) = V (a
0
p,T ). If p is the
root of D then V (p,D) = V and thus both V (p,D) and V (a0p,T ) are ∅-normal. If p is not
the root of D then p has a parent p′. In this case by definition of arboreal decomposition
we have that V (p,D) is Z(p′, p)-normal. Thus V (a0p,T ) is also Z(p
′, p)-normal. We let Xp
be equal to ∅ if p is the root of D, and equal to Z(p′, p) if p′ is the parent of p. Thus we
can simply say that V (p,D) is Xp-normal.
Now let j ∈ {1, ..., |W (p)|}. Then V (ajp,T ) = V (a0p,T )\m
−1({a1p, ..., a
j−1
p }). In other
words, V (ajp,T ) is equal to V (a0p,T ) minus the vertices of G that are mapped by m
to some node in {a1p, ..., a
j−1
p }. This implies, by Proposition 1 that the set V (a
j
p,T ) is
Xp ∪m
−1({a1p, ..., a
j−1
p })-normal.
Since by the construction of T , m−1({a1p, ..., a
j−1
p }) ⊆W (p) (Equation 4), and since D has
width w, we have that |Xp ∪ m
−1({a1p, ..., a
j−1
p })| ≤ w + 1. Therefore, by Proposition 3,
for each j ∈ {0, ..., |W (p)|},
|Ep ∩ E(V (a
j
p,T ), V \V (a
j
p,T ))| ≤ 2(w + 1) + 2 ≤ 3w + 6.
2. (u = bjp) Let u = b
j
p for some p ∈ N and j ∈ {1, ..., r}. Since by the construction of T , no
vertex of G is mapped to bjp, we have that V (b
j
p,T ) =
⋃r
k=j V (a
0
pk,T ). Additionally, since
V (a0p,T ) = V (p,D) for each p ∈ N , we have that V (b
j
p,T ) =
⋃r
k=j V (pk,D). Note that
V (bjp,T ) ⊆ V (b1p,T ) for each j ∈ {1, ..., r}. Since D is a good arboreal decomposition,
we have that for i, j ∈ {1, ..., r} with i < j there is no edge with source in V (pj,D) and
target in V (pi,D). This implies that for each j ∈ {1, ..., r}, there is no edge with source
in V (bjp,T ) and target in V (b1p,T )\V (b
j
p,T ). Now let Xp be equal to ∅ if p is the root
of D, and equal to Z(p′, p) if p′ is the parent of p. We note that V (a0p,T ) = V (p,D) is
Xp-normal, and that V (b
1
p,T ) = V (a
0
p,T )\W (p). Therefore, by Proposition 1, V (b
1
p,T )
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is Xp ∪W (p)-normal. Now, we can apply Proposition 5 with K1 = V (b
1
p,T )\V (b
j
p,T ),
K2 = V (b
j
p,T ), and Z = Xp ∪W (p) to infer that
|Ep ∩ E(V (b
j
p,T ), V \V (b
j
p,T ))| ≤ 3|Z|+ 3 ≤ 3(w + 1) + 3 = 3w + 6.
The inequality 3|Z|+3 ≤ 3(w+1)+3 follows from the fact that |Z| = |Xp∪W (p)| ≤ w+1,
since D has width w.
Finally we are in a position to prove Theorem 3.
Proof of Theorem 3. By Lemma 2, given a digraph G of directed treewidth w one can
construct in time |G|O(w) a good arboreal decomposition D of G of width at most 3w + 4. By
Lemma 1 one can transform D into an olive-tree decomposition T of G of tree-zig-zag number
at most 3(3w + 4) + 6 = 9w + 18. 
5. Tree Automata
In this section we recall some of the main concepts of tree-automata theory. For an extensive
treatment of the subject we refer the reader to the standard reference [14]. As two non-standard
applications, we consider the problem of counting the number of terms of depth d accepted by a
deterministic tree-automaton, and the problem of generating terms having a prescribed weight.
A ranked alphabet is a finite set Σ = Σ0 ∪ Σ1 ∪ ... ∪ Σr of function symbols where the
elements ofΣi are function symbols of arity i. Intuitively, the arity of a function symbol specifies
its number of inputs. Constants are regarded as function symbols of arity 0. If f is a function
symbol in Σ then we let a(f) denote the arity of f . In other words a(f) = i if and only if
f ∈ Σi. The set Ter (Σ) of all terms
2 over Σ is inductively defined as follows:
• if f ∈ Σ0 then f is a term in Ter(Σ),
• if f ∈ Σa(f) and t1, ..., ta(f) are terms in Ter(Σ) then f(t1, t2, ..., ta(f)) is a term in Ter(Σ).
Let t = f(t1, ..., ta(f)) be a term over the ranked alphabet Σ. Then we define ls(t) = f as
the leading symbol of t. We denote by Pos(t) the set of positions of t, which is a prefix closed
subset of {1, ..., r}∗ used to index the subterms of t. More precisely, if t = f(t1, ..., ta(f)) then
Pos(t) = {λ} ∪
⋃
j∈{1,...,a(f)}
{jp | p ∈ Pos(tj)}.
We note that if t is a constant, i.e., a function symbol of arity 0, then Pos(t) = {λ}. If
t ∈ Ter(Σ) then we let |t| = |Pos(t)|. The subterm t|p of t at position p is inductively defined as
follows: t|λ = t; if t = f(t1, t2, ..., ta(f)), then for each j ∈ [a(f)] and each position jp ∈ Pos(t),
t|jp = tj|p. If t is a term and p ∈ Pos(t) then t[p] = ls(t|p) denotes the leading symbol of the
subterm of t at position p.
A tree-language over a ranked alphabetΣ is any subset L ⊆ Ter(Σ). In particular the empty
set ∅ is a tree-language. A bottom-up tree-automaton over Σ is a tuple A = (Q,Σ, QF ,∆) where
Q is a set of states, QF ⊆ Q a set of final states and ∆ = ∆0 ∪ ∆1 ∪ .... ∪ ∆r is a transition
relation where ∆0 ⊆ Σ0 ×Q and ∆i ⊆ Q
i×Σi×Q for each i ∈ {1, ..., r}. The size of A, which
is defined as |A| = |Q|+ |∆|, measures the number of states in Q plus the number of transitions
2In this work we will not be interested in terms containing variables. In other words, all terms considered here
are ground terms.
14
in ∆. The set L(A, q, i) of all terms reaching a state q ∈ Q in depth at most i is inductively
defined as follows.
L(A, q, 1) = {a ∈ Σ0 | (a, q) ∈ ∆0} (5)
L(A, q, i) = L(A, q, i− 1) ∪ {f(t1, ..., ta(f)) | (q1, ..., qa(f), f, q) ∈ ∆a(f),
tj ∈ L(A, qj , i− 1)}
We denote by L(A) the set of all terms reaching a final state in QF at any finite depth.
L(A) =
⋃
q∈QF ,i∈N
L(A, q, i) (6)
We say that the set L(A) is the language generated by A. Let A = (Q,Σ, QF ,∆) be a
tree-automaton. We say that A is deterministic if for every function symbol f ∈ Σ and every
tuple (q1, ..., qa(f)) ∈ Q
a(f) there exists at most one q ∈ Q such that (q1, ..., qa(f), f, q) ∈ ∆a(f).
We say that A is complete if for every function symbol f and every tuple (q1, ..., qa(f)) ∈ Q
a(f)
there exists at least one q ∈ Q for which (q1, ..., qa(f) , f, q) ∈ ∆a(f). Observe that from any
tree-automaton A one can derive a complete tree-automaton A′ generating the same language
by adding a dead state qdead , and creating a transition (q1, ..., qa(f) , f, qdead ) whenever there is
no transition in A whose left side is (q1, ..., qa(f) , f).
If t is a term in Ter(Σ), then the depth of t is defined as max{|p| : p ∈ Pos(t)}. In other
words, the depth of a term t is the size of the longest path from the root of t to one of its
leaves. We denote by depth(t) the depth of t. If A is a tree-automaton and t ∈ L(A) is a
term of depth d, then we say that A accepts t in depth d. The next lemma says that for any
deterministic tree-automaton A and any d ∈ N, one can count in polynomial time the number
of terms accepted by A in depth at most d.
Lemma 2. Let A be a deterministic tree-automaton and let d ∈ N. One can count in time
dO(1) · |A|O(1) the number of terms accepted by A in depth at most d.
Proof. The proof follows by a standard dynamic programming argument. First we write a
recursive formula that counts the number of terms that reach a given state q in depth i:
|L(A, q, 1)| = |{(f, q) | f ∈ Σ0, q ∈ Q}| (7)
|L(A, q, i)| =
∑
(q1,...,qa(f),f,q)∈∆
a(f)∏
j=1
|L(A, qj , i− 1)| (8)
Now the number of terms accepted by A in depth d is the number of terms that reach a
final state at depth d.
|L(A)| =
∑
q∈QF ,i≤d
|L(A, q, i)|. (9)
Thus to determine |L(A)|, one can use Equation 7 to compute and store in memory the
value |L(A, q, 1)| for each q ∈ Q. Subsequently, using the values stored in memory, one can use
Equation 8 to compute and store in memory the values |L(A, q, 2)| and so on. We repeat this
process until we have computed all values |L(A, q, d)|. At this point, we apply Equation 9 to
determine the number of terms that reach a final term in depth at most d. Since in this work,
a(f) is bounded by a constant (indeed in our applications a(f) ≤ 2), this counting process can
clearly be done in time dO(1) · |A|O(1).
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5.1. Properties of Tree-Automata
If L is a tree language over a ranked alphabet Σ then the complement of L is defined as
L = Ter(Σ)\L. A projection between ranked alphabets Σ and Σ′ is any arity preserving total
mapping pi : Σ → Σ′. By arity preserving we mean that if f is a function symbol of arity r in
Σ, then pi(f) is a function symbol of arity r in Σ′. Recall that if t is a term and p ∈ Pos(t) then
t[p] = ls(t|p) denotes the leading symbol of the subterm of t rooted at position p. A projection
pi : Σ → Σ′ can be homomorphically extended to a mapping pi : Ter(Σ) → Ter(Σ′) between
terms by setting pi(t)[p] = pi(t[p]) for each position p ∈ Pos(t). Additionally, such mapping pi
can be further extended to tree languages L ⊆ Ter(Σ) by setting pi(L) = {pi(t) | t ∈ Ter(Σ)}.
Finally, given a projection pi : Σ → Σ′ and a tree language L over Σ′, the inverse homomorphic
image of L under pi is defined as pi−1(L) = {t ∈ Ter (Σ) | pi(t) ∈ L}, i.e., the set of all terms
over Ter(Σ) which are mapped to some term in L. In Lemma 3 below we list several well known
closure properties of tree languages recognizable by tree-automata (see for instance [14]).
Lemma 3 (Properties of Tree Automata). Let A be an arbitrary tree-automaton over a ranked
alphabet Σ and let A1 and A2 be deterministic complete tree-automata over Σ.
(i) There exists a unique minimal deterministic complete tree-automaton det(A) such that
L(det(A)) = L(A). Additionally, det(A) can be constructed in time 2O(|A|).
(ii) One can construct in time O(|A1|) a deterministic complete tree-automaton A1 such that
L(A1) = L(A1).
(iii) One can construct in time O(|A1| · |A2|) deterministic complete tree-automata A1 ∪ A2
and A1 ∩ A2 such that L(A1 ∪ A2) = L(A1) ∪ L(A2) and L(A1 ∩ A2) = L(A1) ∩ L(A2).
(iv) Let t ∈ Ter(Σ) be a term over Σ. Then one may determine in time O(|A| · |t|) whether
t ∈ L(A).
(v) Let pi : Σ → Σ′ be a projection. Then one can construct in time O(|A|) a tree-automaton
pi(A) over Σ′ such that L(pi(A)) = pi(L(A)).
(vi) Let pi : Σ′ → Σ be a projection. One can construct in time O(|Σ′| · |A|) a tree-automaton
pi−1(A) over Σ′ such that L(pi−1(A)) = pi−1(L(A)). Additionally, if A is deterministic,
then pi−1(A) is also deterministic.
5.2. Weighted Terms
Let Σ be a ranked alphabet, Ξ be a finite semigroup, and let w : Σ → Ξ be a function
that associates with each symbol f ∈ Σ, a weight w(f) ∈ Ξ. The weight of a term t ∈ Ter(Σ)
is inductively defined as follows.
w(t) =
{
w(f) if t = f for f ∈ Σ0
w(f) +
∑a(f)
i=1 w(ti) if t = f(t1, ..., ta(f)) and a(f) ≥ 1
(10)
The following lemma says that given an alphabet Σ, a weighting function w : Σ → Ξ, and
a weight a ∈ Ξ, one can construct a tree-automaton A(Σ,w, a) generating precisely the terms
in Ter(Σ) with weight a.
Lemma 4. Let Σ = Σ0 ∪ ...∪Σr be a ranked alphabet and w : Σ → Ξ be a weighting function
on Σ. Then for each weight a ∈ Ξ, one can construct in time |Σ| · |Ξ|O(r) a tree-automaton
A(Σ,w, a) such that L(A(Σ,w, a)) = {t ∈ Ter(Σ) | w(t) = a}.
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Proof. Let A = (Q,Σ, QF ,∆) where
Q = {qb | b ∈ Ξ} QF = {qa}
∆ = {(f, qw(f)) | f ∈ Σ0} ∪ {(qb1 , ..., qba(f) , f, qb) | f ∈ Σ, a(f) ≥ 1, b = w(f) +
a(f)∑
i=1
bi}
We will show that A generates precisely the terms in Ter(Σ) of weight a. First, we claim
that for each b ∈ Ξ and each i ∈ N,
L(A, qb, i) = {t ∈ Ter(Σ) | w(t) = b, t has depth i}. (11)
The proof of this claim follows by induction on i. Equation 11 is true for i = 1, since in this
case L(A, qb, 1) = {f ∈ Σ0 | (f, qb) ∈ ∆, w(f) = b}. Assume that Equation 11 holds for i ∈ N.
We show that it also holds for i+ 1. By Equation 5, we have that
L(A, qb, i+ 1) = L(A, qb, i) ∪ {f(t1, ..., ta(f)) | (qb1 , ..., qba(f) , f, qb) ∈ ∆
′
a(f),
tj ∈ L(A, qbj , i) }
By the induction hypothesis, w(tj) = bj for each tj ∈ L(A, qbj , i). Therefore the weight of
f(t1, ..., ta(f)) is w(f)+
∑a(f)
j=1 w(ti) = w(f)+
∑a(f)
j=1 bj. Since (qb1 , ..., qba(f) , f, qb) ∈ ∆a(f) if and
only if b = w(f) +
∑a(f)
j=1 bj , our claim is proved. Note that qa is the only final state in QF .
Therefore the language accepted by A is
L(A) =
⋃
i∈N
L(A, qa, i). (12)
Since for each i ∈ N the language L(A, qa, i) consists of all terms of weight a accepted in
depth i, we have that L(A) is the set of all terms of weight a accepted in any finite depth,
proving in this way the lemma.
6. Tree Slice Languages
As mentioned in the introduction, the proof of Theorem 1 is based on the framework of
tree slice languages. We dedicate this section to the introduction of this framework. We start
by defining, in Subsection 6.1, the notion of slice of arity r. Intuitively, a slice of arity r is a
digraph whose vertex set is partitioned into a center C, an out-frontier F0 and r in-frontiers
F1, ..., Fr . Each such a slice should be regarded as a function symbol of arity r. Within this
point of view, a finite set Σ of slices with possibly distinct arities can be regarded as a ranked
alphabet (Subsection 6.2). In Subsection 6.3 we introduce a notion of gluability for slices. A
slice S can be glued to a slice S′ at frontier j if the out-frontier of S can be matched with the
j-th in-frontier of S′. In Subsection 6.4 we define unit decompositions, and tree slice languages.
A unit decomposition is a term T over a slice alphabet Σ satisfying the property that each two
slices associated with consecutive positions of T can be glued along their matching frontiers.
A tree slice language L is a tree language over a slice alphabet Σ such that each term T ∈ L
is a unit decomposition. A slice tree automaton is a tree automaton A generating a tree slice
language L(A). In Subsection 6.5 we show how to associate with each unit decomposition T,
a digraph
◦
T which is intuitively obtained by gluing each two consecutive slices of T. We can
extend this association to slice languages. Namely, the graph language LG derived from a slice
language L is the set of all digraphs associated to unit decompositions in L. In Subsection 6.6
we will introduce the notion of sub-decompositions of unit decompositions. Sub-decompositions
should be regarded as a slice theoretic analog of the notion of subgraph. A key idea of this
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paper is to reduce the problem of counting subgraphs of a digraph to the problem of counting
sub-decompositions of a unit decomposition. In Subsection 6.7 we show that given any slice
alphabet Σ, one can construct a slice automaton A(Σ) whose slice language consists of all unit
decompositions over Σ. Finally, in Subsection 6.8 we introduce the notion of slice projection,
which will be used in many places along this paper.
Our main application for slice languages will be given in Section 7 where we will introduce
the notion of z-saturated tree slice language. We will use this notion to count subgraphs satis-
fying interesting properties on digraphs of constant tree-zig-zag number. Since the tree-zig-zag
number of a digraph is at most a constant times its directed treewidth, we will also be able to
count subgraphs satisfying interesting properties on digraphs of constant directed treewidth.
6.1. Slices
A slice of arity r ≥ 0 is a digraph S = (V,E, s, t, ρ, ξ, [C,F0 , F1, ..., Fr ]) with vertex set
V = C ∪F0∪ ...∪Fr and edge set E. The function s : E → V associates with each edge e ∈ E a
source vertex es, while the function t : E → V associates with each edge e ∈ E a target vertex
et. We say that es and et are the endpoints of e. The function ρ : C → Γ1 labels each vertex in
C with an element from a finite set of labels Γ1, and ξ : E → Γ2 labels each edge in E with an
element from a finite set of labels Γ2. We say that C is the center of S, F0 is the out-frontier of
S, and for each j ∈ {1, ..., r}, Fj is the j-th in-frontier of S. A slice is subject to the following
restrictions.
s1) The sets C,F0, ..., Fr are pairwise disjoint. For concreteness, we assume that C is either
empty or C = {1, ..., n} for some n ∈ N, and that for each j ∈ {0, ..., r}, the frontier Fj is
either empty or Fj = {[j, ij,1], ..., [j, ij,cj ]} for some cj ∈ N, and ij,1 < ... < ij,cj ∈ N.
s2) No edge in E has both endpoints in the same frontier.
s3) Each frontier vertex v ∈ F0 ∪ F1 ∪ ... ∪ Fr is the endpoint of a unique edge e.
We say that S is a unit slice if the center C has at most one vertex. In other words in a
unit slice the center is either empty or the singleton {1}. In this work we will only be interested
in unit slices. We say that a frontier Fj is normalized if ij,k = k for each k ∈ {1, ..., cj}. A
slice S is normalized if all of its frontiers are normalized. Non-normalized slices will play an
important role in Subsection 6.6 when considering the notion of sub-slice. A slice of arity 0 is
a slice with no in-frontier. In this case S = (V,E, s, t, ρ, ξ, [C,F0 ]) with V = C ∪ F0. A slice of
arity 0 should not be confused with a slice in which all in-frontiers are empty. Rather, in such
a slice the in-frontiers simply do not exist. In Figure 3 we depict three examples of unit slices.
2
4
5
1
2
1 2 3
1 2 3
1 2
1 2 3
Figure 3: S is a slice of arity 0, S′ is a slice of arity 1 and S′′ is a slice of arity 2. The out-frontier F0 is always
drawn on the top. The in-frontiers F1, ..., Fr are drawn at the bottom and in increasing order from left to right.
For each frontier vertex [j, i] we draw a black dot at frontier j and write the number i near from it. Within each
frontier, the black dots are drawn in increasing order from left to right. The center vertex, if any, is drawn in
the center of each box. The edges are drawn in red. The slices S and S′ are normalized. The slice S′′ is not
normalized because F1 = {[1, 2], [1, 4], [1, 5]}, instead of {[1, 1], [1, 2], [1, 3]}.
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6.2. Slice Alphabets
A slice alphabet is simply a finite set Σ of slices, possibly with different arities. Slice
alphabets will be used to define terms over slices and to provide sliced representations of digraphs.
Let S be a slice with frontiers Fj = {[j, ij,1], ..., [j, ij,cj ]} for j ∈ {0, ..., r}. The width w(S) of
S is the size of its largest frontier, i.e., w(S) = maxj{cj}. The extra-width ew(S) of S is the
greatest number occurring in a frontier of S. More precisely, ew(S) = maxj{ij,cj}. For instance,
in Figure 3 the extra-width of the slice S′′ is 5. For any c, q, r ∈ N with q ≥ c, and any finite
sets of labels Γ1 and Γ2, we let Σr(c, q, Γ1, Γ2) denote the set of all unit slices of arity r, width
at most c, extra-width at most q, whose center vertex (if any) is labelled with an element of Γ1,
and whose edges are labelled with elements of Γ2. Now consider the set
Σ(c, q, Γ1, Γ2) = Σ0(c, q, Γ1, Γ2) ∪Σ1(c, q, Γ1, Γ2) ∪ ... ∪Σr(c, q, Γ1, Γ2).
We can view Σ(c, q, Γ1, Γ2) as a ranked alphabet by regarding each slice in Σj(c, q, Γ1, Γ2) as a
function symbol of arity j. We let Σj(c, Γ1, Γ2) denote the subset of Σj(c, c, Γ1, Γ2) consisting
only of normalized slices and set Σ(c, Γ1, Γ2) = Σ0(c, Γ1, Γ2)∪Σ1(c, Γ1, Γ2)∪ ...∪Σr(c, Γ1, Γ2).
In this work we are only interested in slices of arity at most 2. Therefore, when considering the
slice alphabets Σ(c, q, Γ1, Γ2) and Σ(c, Γ1, Γ2) defined above, we assume that r = 2.
6.3. Gluability of Slices
3
1
2
1
2
1
2
1 2 3
1
2
3
1 2 3
1
2
3
1
2
1 2 3
1 2 3
1
1
2
1
3
1
3
1
3
1
2
1 3
1 3
Figure 4: G is a digraph, T = (N,F,m) is an olive-tree decomposition of G and T is a unit-decomposition of
G. Note that m(a1) = 111, m(a2) = 11, m(a3) = λ, m(a4) = 12 and m(a1) = 112. The unit decomposition T
is compatible with T since the map defined by a1 → v111, a2 → v11, a3 → vλ, a4 → v12 and a5 → v112 is an
isomorphism from G to
◦
T. The unit decomposition T
′ is a sub-decomposition of T.
If S is a slice and [j, i] is a vertex in the j-th frontier of S, then we denote by e(S, j, i)
the unique edge of S that has [j, i] as endpoint. Let S = (V,E, ρ, ξ, [C,F0 , F1, ..., Fr ]) and
S′ = (V ′, E′, ρ′, ξ′, [C ′, F ′0, F
′
1, ..., F
′
r ]) be two slices in Σ(c, q, Γ1, Γ2). We say that S can be
glued to S′ at frontier j, for 1 ≤ j ≤ r, if the out-frontier of S can be coherently matched with
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the j-th in-frontier of S′. Formally, S can be glued to S′ at frontier j if the following conditions
are satisfied.
g1. For each i ∈ {1, ..., q}, [0, i] ∈ F0 if and only if [j, i] ∈ F
′
j .
g2. ξ(e(S, 0, i)) = ξ(e(S′, j, i)).
g3. Either [0, i] is the target of e(S, 0, i) and [j, i] is the source of e(S′, j, i) or [0, i] is the source
of e(S, 0, i) and [j, i] is the target of e(S′, j, i).
Intuitively, Condition g1 says that the vertex [0, i] in the out-frontier of S is matched with
the vertex [j, i] in the j-th in-frontier of S′. Condition g2 says that the unique edge of S having
[0, i] as endpoint has the same label as the unique edge of S′ having [j, i] as endpoint. Finally,
Condition g3 says that these edges must also agree in direction. For instance, in Figure 4, the
slice T[11] can be glued to the slice T[1] at frontier 1. While T[12] can be glued to T[1] at
frontier 2.
6.4. Terms over Slices, Unit Decompositions and Tree Slice Languages
As observed in Subsection 6.2, a slice alphabet Σ can be regarded as a ranked alphabet
where each slice S ∈ Σ of arity r is a function symbol of arity r. In this paper Σ will be
typically the slice alphabet Σ(c, q, Γ1, Γ2) or the normalized slice alphabet Σ(c, Γ1, Γ2), both
defined in Subsection 6.2. We let Ter(Σ) denote the set of all terms formed with slices from Σ.
In this work however we will be only interested on terms over Σ that can give rise to digraphs.
These terms are called unit decompositions.
Definition 3 (Unit Decomposition). Let Σ be an alphabet of unit slices. A term T ∈ Ter(Σ)
is a unit pre-decomposition if for each two consecutive positions p, pj ∈ Pos(T), the slice T[pj]
can be glued to the slice T[p] at frontier j. A term T is a unit decomposition if it is a unit
pre-decomposition in which the slice T[λ] at the root of T has empty out-frontier.
The width w(T) of a unit decomposition T is the maximum width of a slice occurring in it.
A unit decomposition is normalized if for each position p ∈ Pos(T) the slice T[p] is normalized.
For instance, the unit decomposition T in Figure 4 is normalized while the unit decomposition
T′ in the same figure is not.
We let L(Σ) be the set of all unit decompositions in Ter(Σ). A tree slice language over Σ
is any subset L of L(Σ). We say that a tree slice language L ⊆ L(Σ) is normalized if all unit
decompositions in L are normalized. We will see in the next subsection that with each unit
decomposition T one can associate a digraph
◦
T which is intuitively obtained by gluing each two
consecutive slices in T. Thus with any slice language L one can associate a graph language LG
consisting of all digraphs that correspond to unit decompositions in L.
Of particular importance to us are the slice languages that can be effectively represented
via tree-automata over slice alphabets. We call these automata slice tree-automata.
Definition 4 (Slice Tree-Automaton). Let Σ be a slice alphabet. We say that a tree-automaton
A = (Q,Σ, QF ,∆) over Σ is a slice tree-automaton if for each term T ∈ L(A), T is a unit
decomposition over Σ.
In other words, A is a slice tree-automaton if L(A) ⊆ L(Σ). In this case we say that L(A)
is the slice language generated by A. We say that a slice tree automaton A is normalized if the
slice language L(A) is normalized.
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6.5. Digraphs associated with Unit Decompositions
Each unit decomposition T ∈ L(Σ(c, q, Γ1, Γ2)) can be associated with a digraph
◦
T which
is intuitively obtained by gluing together each two consecutive slices in T. For instance, gluing
the slices of the unit decomposition T of Figure 4 we get the digraph G. To make this notion of
gluing more precise, it will be convenient to define the notion of sliced edge sequence. Intuitively,
each edge e of the digraph
◦
T will be defined with basis on a sliced edge sequence that contains
all ”sliced parts” of e. Below, support (T) denotes the set of all positions in Pos(T) for which
the slice T[p] has non-empty center.
Definition 5 (Sliced Edge Sequence). Let T be a unit decomposition over a slice alphabet Σ.
Let p, p′ be two positions in support (T). A sliced edge sequence from p to p′ is a sequence
K ≡ (p1, a1, e1, b1)(p2, a2, e2, b2)...(pn, an, en, bn) (13)
where p1 = p, pn = p
′, and the following conditions are satisfied.
1. For each i ∈ {1, ..., n}, ei is an edge in T[pi] with source ai and target bi.
2. a1 is the center vertex of T[p1] and bn is the center vertex of T[pn].
3. For each i ∈ {1, ..., n − 1}, there is a j such that either pi = pi+1j or pi+1 = pij.
4. If pi = pi+1j then for some k ∈ {1, ..., q}, bi = [0, k] and ai+1 = [j, k].
5. If pi+1 = pij then for some k ∈ {1, ..., q}, bi = [j, k] and ai+1 = [0, k].
We note that Conditions 1-5 of Definition 5 together with the fact that T is a unit decom-
position ensures that the pi 6= pj for i 6= j. To illustrate Definition 5 we note that in the unit
decomposition T of Figure 4 there is a sliced edge sequence from position λ to position 12, a
sliced edge sequence from 12 to 112 and so on. Intuitively, each sliced edge sequence K gives
rise to an edge eK in the digraph
◦
T that is obtained by gluing all of its sliced parts e1, ..., en.
Condition 1 says that ei is the sliced part of eK lying at the slice T[pi]. Condition 2 says that
the source of the first sliced part of eK is the center vertex of T[p1] and the target of the last
sliced part of eK is the center vertex of T[pn]. Condition 3 says that for each i ∈ {1, ..., n − 1},
ei and ei+1 lie in neighboring slices of T. If pi+1 = pij then the edge ei is intuitively directed
towards the j-th in-frontier of T[pi]. In this case, Condition 4, says that the target of ei lies
in the j-th in-frontier of T[pi] while the source of ei+1 lies in the out-frontier of T[pi+1]. On
the other hand, if pi = pi+1j then the edge ei is intuitively directed towards the out-frontier of
T[pi]. In this case, Condition 5 says that the target of ei lies in the out-frontier of T[pi] and
the source of ei+1 lies in the j-th in frontier of T[pi+1].
Let T be a unit decomposition and for each p ∈ Pos(T) let T[p] = (Vp, Ep, ρp, ξp) be the slice
of T at position p. The digraph
◦
T= (V,E, ρ, ξ) associated with T is defined as follows. First,
for each position p ∈ support (T), we add a vertex vp to the vertex set V . Subsequently, for
each two positions p, p′ ∈ Pos(T) and each sliced edge sequence K from p to p′ we add an edge
eK to E and set its source as e
s
K = vp and its target as e
t
K = vp′ . Observe that multiple edges
are allowed in
◦
T since for some pair of positions p, p′ there may exist more than one sliced edge
sequence from p to p′. For each p ∈ Pos(T), the vertex vp receives the same label as the center
vertex of T[p]. In other words, ρ(vp) = ρp(1)
3. We note that if K is a sliced edge sequence as
defined in Equation 13 then Conditions 4 and 5 of Definition 5 together with Condition g2 (of
Subsection 6.3) guarantee that all edges e1, e2, ..., en have the same label. Thus the label of the
edge eK is set as ξ(eK) = ξp1(e1) = ... = ξpn(en).
3We recall that if the center of a unit slice is not empty then the center is the singleton {1}.
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If G = (V,E, ρ, ξ) is a digraph where ρ : V → Γ1 and ξ : E → Γ2 are vertex and edge
labeling functions respectively, then for each two vertices v, v′ ∈ V and each label b ∈ Γ2,
we let
−→
E (v, v′, b) = {e | es = v, et = v′, ξ(e) = b} denote the set of all edges in E which
have v as source vertex, v′ as target vertex and b as label. An isomorphism from a digraph
G1 = (V1, E1, ρ1, ξ1) to a digraph G2 = (V2, E2, ρ2, ξ2) is a bijection φ : V1 → V2 from V1 to
V2 such that for each v ∈ V1, ρ1(v) = ρ2(φ(v)), and such that for each two vertices v, v
′ ∈ V1
and each label b ∈ Γ2, |
−→
E 1(v, v
′, b)| = |
−→
E 2(φ(v), φ(v
′), b)|. A canonization function for finite
digraphs is a function [ · ] satisfying two properties. First, for every digraph G, [G] is a digraph
isomorphic to G. Second, for every two digraphs G1 and G2, G1 is isomorphic to G2 if and
only if [G1] = [G2]. We say that [G] is the canonical form of G. In this paper we let [ · ] be an
arbitrary but fixed canonization function for finite digraphs.
We say that a term T is a unit decomposition of a digraph G if the digraph
◦
T is isomorphic
to G. Since with any unit decomposition T one can associate a digraph
◦
T, with any tree slice
language L one can associate a possibly infinite family of digraphs. If L is a tree slice language
over an alphabet Σ of unit slices, then the graph language derived from L is the set LG of
canonical forms of digraphs obtained by composing the slices of each unit decomposition in L.
Formally,
LG = {[
◦
T] | T ∈ L}. (14)
For convenience, in some places we may simply say that a digraph H belongs to LG instead of
saying that [H] belongs to LG. If A is a slice tree automaton then we denote by LG(A) the
graph language derived from L(A).
6.6. Sub-slices and Sub-Decompositions
In this subsection we introduce the notions of sub-slice and of sub-decomposition. Intu-
itively, the notion of sub-decomposition is a sliced version of the notion of subgraph. Let
S = (V,E, ρ, ξ, [C,F0 , F1, ..., Fr ]) be a slice of arity r. We say that a slice S
′ is a sub-slice of S
if S′ = (V ′, E′, ρ′, ξ′, [C ′, F ′0, F
′
1, ..., F
′
r ]) where V
′ ⊆ V , E′ ⊆ E, ρ′ = ρ|V ′ , ξ
′ = ξ|E′ , C
′ ⊆ C and
F ′j ⊆ Fj for each j ∈ 0, 1, ..., r. In other words, a sub-slice of S is a subgraph of S that is also a
slice. Labels of vertices and edges in a sub-slice are inherited from the original slice. We note
that even if S is a normalized slice, a sub-slice S′ of S may not be normalized. For instance, in
Figure 4, the slice T′[1] is a sub-slice of T[1]. Note that T′[1] is not normalized even though
T[1] is. We also call attention to the fact that a sub-slice has always the same arity as the
original slice, and that the empty slice εr of arity r is a sub-slice of any slice of arity r.
Definition 6 (Sub-decomposition). Let Σ be a slice alphabet and let T and T′ be unit decom-
positions in L(Σ). We say that T′ is a sub-decomposition of T if the following conditions are
satisfied.
i) Pos(T) = Pos(T′),
ii) for each p ∈ Pos(T) the unit slice T′[p] is a sub-slice of T[p],
iii) for each two consecutive positions p, pj ∈ Pos(T) the slice T′[pj] can be glued to the slice
T′[p] at frontier j.
Conditions i-iii of Definition 6 guarantee that if T′ is a sub-decomposition of T then the
digraph
◦
T′ is a subgraph of
◦
T. We emphasize that
◦
T′ is an actual subgraph of
◦
T and not
merely isomorphic to a subgraph of
◦
T. Conversely, for each subgraph H of
◦
T there is a
sub-decomposition T′ of T for which
◦
T′= H. Again at this point we are speaking about
strict equality, and not merely isomorphism. Thus each sub-decomposition of T unequivocally
corresponds to a subgraph of
◦
T. A crucial step towards the proof of Theorem 1 will consist
in reducing the problem of counting subgraphs of a digraph to the problem of counting sub-
decompositions of a unit decomposition.
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6.7. Initial Slice Tree-Automata
In this section we will show that for each slice alphabet Σ one can construct a deterministic
slice tree-automaton A(Σ) whose slice language consists of all unit decompositions that can be
formed with elements from Σ. We say that A(Σ) is the initial tree-automaton for Σ. Before
proceeding, we define the notion of identity slice, which will be used below in the proof of
Proposition 6, and later, in the proof of Lemma 5. An identity slice in Σ(c, q, Γ1, Γ2) is a slice
I = (V,E, ρ, ξ, [C,F0 , F1]) of arity 1 with empty center (C = ∅) in which all edges are ”parallel”.
In other words for each e ∈ E, there exists a k ∈ {1, ..., q} such that either es = [0, k] and
et = [1, k] or es = [1, k] and et = [0, k].
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Figure 5: An identity slice I and two other slices S and S′. A slice S can be glued to S′ at frontier j if and only
if there is a unique identity slice I such that S can be glued to I, and such that I can be glued to S′ at frontier j.
In this case I = I(S).
Our only interest in identity slices stems from the fact that for each slice S of arity r there
is a unique identity slice I for which S can be glued to I. We denote this unique identity slice
by I(S). Additionally, for each j ∈ {1, ..., r} there exists a unique identity slice Ij such that Ij
can be glued to S at frontier j. This implies that a slice S can be glued to a slice S′ at frontier j
if and only if I(S) can be glued to S′ at frontier j (See Figure 5). We observe that we consider
ε1, the empty slice of arity one, as an identity slice.
Proposition 6 (Initial Slice Tree-Automaton). Let Σ be a slice alphabet and let r be the
maximum arity of a slice in Σ. Then one can construct in time O(|Σ|) a slice tree-automaton
A(Σ) whose slice language L(A(Σ)) is the set of all unit decompositions over Σ.
Proof. We construct the automaton A(Σ) = (Q,Σ, QF ,∆) explicitly. First, we define the set
I(Σ) = {I(S) | S ∈ Σ} which consist of all identity slices I for which some slice in Σ can
be glued to I. The set of states Q has one state qI for each identity slice I in I(Σ). The
set of final states is the singleton QF = {qε1}. The transition relation ∆ has one transition
(qI1 , ..., qIr ,S, qI(S)) for each slice S of arity r in Σ, where for each j ∈ {1, ..., r}, Ii is the unique
identity slice that can be glued to S at frontier j. Observe that since the states qI1 , ..., qIr and
qI(S) are completely determined by S, the relation ∆ has |Σ| transitions.
By the construction of the transition relation ∆ we have that for each term T accepted by
A(Σ) and each two consecutive positions p, pj in Pos(T), the slice T[pj] can be glued to the
slice T[p] at frontier j. Since the unique accepting state is qε1 we also have that T[λ] has empty
out-frontier. This implies that each such term T is a unit decomposition. For the converse,
let T be a unit pre-decomposition over Σ. We will show by induction on the height of T that
T reaches the state qI(T[λ]). This implies in particular that if T is a unit decomposition, then
T reaches the unique accepting state qε1 , since in this case T[λ] can be glued to ε1. In the
base case, let T be a unit pre-decomposition of height 0. Then T consists of a single slice S
of arity 0. By definition of ∆, we have that there is a transition (S, qI(S)) ∈ ∆ and therefore S
reaches the state qI(S). Now suppose that the claim is valid for every unit pre-decomposition of
height at most h and let T be a unit pre-decomposition of height h + 1. Let the slice T[λ] at
the root of T have arity r. By the induction hypothesis, for each i ∈ {1, ..., r}, the subterm T|i
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rooted at position i, reaches the state qIi where Ii = I(T|i[λ]). Since by the construction of ∆
the transition (qI1 , ..., qIr ,T[λ], qI(T[λ])) belongs to ∆, we have that T reaches the state qI(T[λ]).
This proves the inductive step.
6.8. Normalizing Projection and Unweighting Projection
We say that a mapping pi : Σ → Σ′ between slice alphabets is a slice projection if pi is arity
preserving, gluing preserving, and empty-frontier preserving. By arity preserving we mean that
a(S) = a(pi(S)). By gluing preserving we mean that if S can be glued to S′ at frontier j then
pi(S) can be glued to pi(S′) at frontier j. And by empty-frontier preserving we mean that if a
frontier Fi is empty in S then the corresponding frontier in pi(S) is also empty. Two classes of
slice projections will be of particular importance to us. The normalizing projections, and the
unweighting projections which are defined below.
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Figure 6: The normalizing projection ηc,q normalizes each frontier of a slice in such a way that the order of the
vertices in each frontier is preserved. In this example c = 3 and q = 6. The unnormalized slice S1 has frontiers
F0 = {[0, 3], [0, 6]} and F1 = {[1, 2], [1, 4], [1, 5]}. After the normalization the frontiers become F
′
0 = {[0, 1], [0, 2]}
and F ′1 = {[1, 1], [1, 2], [1, 3]}. The unweighting projection ζ simply erases the weights associated to each edge of
the slice. In this example, the weights α1, α2, α3 attached to the edges of the slice S2 are erased by ζ.
The normalizing projection ηc,q : Σ(c, q, Γ1, Γ2) → Σ(c, Γ1, Γ2) acts on each slice S in
Σ(c, q, Γ1, Γ2) by renumbering the frontier vertices of S in such a way that the new resulting
slice ηc,q(S) is normalized and in such a way that the ordering of the vertices inside each frontier
is preserved. More precisely, for each j ∈ {0, ..., r}, let Fj = {[j, ij,1], [j, ij,2], ..., [j, ij,cj ]} where
cj ≤ c and ij,1 < ij,2 < ... < ij,cj ≤ q. Then the slice ηc,q(S) is obtained from S by replacing each
frontier vertex [j, ij,k] with the vertex [j, k]. After the application of the normalizing projection
ηc,q the j-th frontier of S becomes F
′
j = {[j, 1], ..., [j, cj ]} (Figure 6). We note that if T is a
unit decomposition over Σ(c, q, Γ1, Γ2), then ηc,q(T) is a normalized unit decomposition over
Σ(c, Γ1, Γ2) representing the same digraph. In other words, if T
′ = ηc,q(T) then
◦
T′=
◦
T.
If Γ2 is a set of edge labels and Ω is a set of edge weights, then the set Γ2×Ω can be regarded
as a new set of edge labels. The unweighting projection ζΩ : Σ(c, q, Γ1, Γ2×Ω)→ Σ(c, q, Γ1, Γ2)
is a function that takes a slice S ∈ Σ(c, q, Γ1, Γ2×Ω) and erases the weight coordinate from the
label of each edge. More precisely, if S = (V,E, ρ, ξ×µ, [C,F0 , ..., Fj ]) where ξ×µ : E → Γ2×Ω,
then ζΩ(S) = (V,E, ρ, ξ, [C,F0 , ..., Fj ]) where ξ : E → Γ2 is the projection of ξ × µ to its first
coordinate. Unweighting projections and normalizing projections will be used in Section 9 to
construct the slice tree-automaton A(ϕ, k, z, l, a) mentioned in the introduction (Section 1.3).
7. z-Saturated Tree Slice Languages
In this section we will define the notion of tree-zig-zag number of a unit decomposition and
the notion of z-saturated tree slice language. We will show that given a z-saturated tree slice
language L generated by a slice tree-automaton A and a unit decomposition T of tree-zig-zag
number z, we can count in polynomial time the number of subgraphs of
◦
T that are isomorphic
to some digraph in LG. This seemingly abstract result is a crucial step towards the proof of our
main theorem (Theorem 1). The next crucial step, which will be carried in Section 8, consists in
showing that for any MSO2 logic sentence ϕ and any k, z ∈ N, one can define a z-saturated slice
tree-automaton generating precisely the set of digraphs that at the same time are the union of
k directed paths and satisfy ϕ.
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7.1. z-Saturation
Let T be a unit decomposition over Σ(c, q, Γ1, Γ2) and let
◦
T= (V,E, ρ, ξ) be the digraph
represented by T. We say that T is compatible with an olive-tree decomposition T = (N,F,m)
of a digraph G = (V ′, E′, ρ′, ξ′) if both T and T have the same tree-structure (i.e. N = Pos(T)),
and the map β : V ′ → V given by β(u) = vm(u) is an isomorphism from G to
◦
T. For instance,
in Figure 4, the unit decomposition T is compatible with the olive-tree decomposition T . Note
that for each unit decomposition T there is a unique olive-tree decomposition T = (N,F,m) of
the digraph
◦
T such that T is compatible with T . In this olive-tree decomposition, N = Pos(T)
and m is defined by setting m(vp) = p for each position p ∈ Pos(T).
We say that a unit decomposition T has tree-zig-zag number tzn(T) = z if T is compati-
ble with an olive-tree decomposition of tree-zig-zag number z. Intuitively, T has tree-zig-zag
number z if each simple path of
◦
T crosses each frontier of each slice in T at most z times.
For instance, in Figure 4, the unit decomposition T has tree-zig-zag number 2. Note that the
olive-tree decomposition T in Figure 4 that is compatible with T has also tree-zig-zag number
2. We say that a slice language L has tree-zig-zag number z if each unit decomposition in L
has tree-zig-zag number z. Let H be a digraph, Σ be a slice alphabet and
ud(Σ,H, z) = {T ∈ L(Σ)|
◦
T≃ H, tzn(T) ≤ z}.
We say that a tree slice language L over Σ is z-saturated with respect to Σ, if for every
digraphH, the fact that [H] ∈ LG implies that ud(Σ,H, z) ⊆ L. In other words L is z-saturated
if whenever a canonical form [H] belongs to the graph language LG , all unit decompositions of
tree-zig-zag number z of H belong to the slice language L. If the alphabet Σ is clear from the
context we may say simply that L is z-saturated, instead of saying that L is z-saturated with
respect to Σ. A slice tree-automaton A is z-saturated if L(A) is z-saturated. Proposition 7
below justifies our interest in the concept of z-saturation.
Proposition 7. Let L and L′ be tree slice languages over Σ such that L has tree-zig-zag
number z and such that L′ is z-saturated with respect to Σ. Then (L ∩ L′)G = LG ∩ L
′
G.
Proof. The inclusion (L∩L′)G ⊆ LG∩L
′
G holds for any two slice languages L and L
′ irrespectively
of whether they are saturated or not. To see this, let H be a digraph and let [H] ∈ (L ∩ L′)G .
Then H has a unit decomposition T in L ∩ L′. Since T ∈ L, [H] ∈ LG and, since T ∈ L
′,
[H] ∈ L′G. Thus (L ∩ L
′)G ⊆ LG ∩ L
′
G . Now we prove that if L has tree-zig-zag number z and
L′ is z-saturated, the converse inclusion also holds. Let H be a digraph and let [H] ∈ LG ∩ L
′
G .
Since L has tree-zig-zag number z, H has a unit decomposition T of tree-zig-zag number z in L.
Since L′ is z-saturated with respect to Σ, each unit-decomposition of H over Σ of tree-zig-zag
number z is in L′, and in particular T ∈ L′. Therefore T ∈ L ∩ L′ and [H] ∈ (L ∩ L′)G .
In other words, whenever L has tree-zig-zag number z and L′ is z-saturated, the intersection
LG ∩L
′
G of their graph languages is precisely the graph language of the intersection L∩L
′. It is
worth noting that Proposition 7 would not be true if none of the slice languages L and L′ were
saturated. For instance if L = {T} and L′ = {T′} for two distinct unit decomposition T and
T′ of a digraph H then LG = L
′
G = {[H]} but L ∩ L
′ = ∅!
Proposition 8 below says that any olive-tree decomposition T of a digraphG can be efficiently
converted into a unit decomposition T of G that is compatible with T . Note that there may be
several unit decompositions of G compatible with T . In the proof of Proposition 8 we provide
an algorithm for computing one of these unit decompositions.
Proposition 8. Let T be an olive-tree decomposition of a digraph G = (V,E, ρ, ξ) of width
q = w(T ). Then one can construct in time O(|T | · |E|) a normalized unit decomposition T over
Σ(q, Γ1, Γ2) compatible with T .
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Proof. Let T = (N,F,m) be an olive-tree decomposition of G = (V,E, ρ, ξ). First we tag
each edge e ∈ G with a number τ(e) ∈ {1, ..., |E|} in such a way that no two edges are
tagged with the same number. We will construct a non-normalized unit decomposition T′
over Σ(q, |E|, Γ1, Γ2) such that
◦
T′≃ G. A normalized unit decomposition T over Σ(q, Γ1, Γ2)
such that
◦
T≃ G can be obtained from T′ by an application of the normalizing projection
ηq,|E| : Σ(q, |E|, Γ1, Γ2) → Σ(q, Γ1, Γ2). To construct T
′ it is enough to specify the slice T′[p]
for each position p ∈ Pos(T′) = N . Instead of specifying each such slice T′[p] separately we will
proceed in a more intuitive way. Namely, we will first define which unit slices of T′ have a center
vertex, and subsequently, for each edge e in G and each p ∈ Pos(T′) we will specify which sliced
part of e (if any) belongs to T′[p]. The first part is easy. A slice T′[p] has a center vertex if and
only if some vertex of G is mapped by m to the position p ∈ N in the olive-tree decomposition
T . For simplicity, let vp be the vertex of G for which m(vp) = p. We label the center vertex of
T′[p] with the same label as the vertex vp in G. For each edge e ∈ E with source e
s = vp and
target et = vp′ we create a sliced edge sequence K ≡ (p1, a1, e1, b1)(p2, a2, e2, b2)...(pn, an, en, bn)
where p1 = p, p2 = p
′, p1p2...pn is the unique minimum path from p to p
′ in the tree (N,F ). For
each i ∈ {1, ..., n}, the vertices ai and bi and the edge ei belong to the slice T
′[pi]. The vertex
a1 is the center vertex of T
′[p1] and bn is the center vertex of T
′[pn]. For each i ∈ {1, ..., n− 1},
if pi+1 = pij then bi is the vertex [j, τ(e)] at the j-th in-frontier of T
′[pi] and ai+1 is the vertex
[0, τ(e)] at the out-frontier of T′[pi]. On the other hand, if pi = pi+1j then bi = [0, τ(e)] and
ai+1 = [j, τ(e)]. Finally we label each edge ei of the sliced edge sequence K with the same
label as the edge e in G. One can readily check that the sequence K defined in this way is
indeed a sliced edge sequence, and therefore that
◦
T′= G. As a final step, we obtain the unit
decomposition T by an application of the normalizing projection ηq,|E| to T
′. In other words,
T = ηq,|E|(T
′).
7.2. Counting Subgraphs via z-Saturated Slice Languages
In this Subsection we will introduce the main technical tool of this paper. We will show that
given a z-saturated tree-automaton A representing digraphs that are the union of k paths, and
a unit decomposition T of tree-zig-zag number z, one can count in polynomial time the number
of subgraphs of
◦
T that are isomorphic to some digraph in LG(A). The proof will proceed in two
steps. First, we will show that from a normalized unit decomposition T one can construct a (non-
normalized) deterministic slice tree-automaton A(T, k · z) whose slice language L(A(T, k · z))
consists of all sub-decompositions of T of width at most k · z. Each such sub-decomposition of
T unequivocally identifies a subgraph of
◦
T. As a partial converse, each subgraph of
◦
T that is
the union of k directed paths has a representative unit decomposition in L(A(T, k · z)). Note
that L(A(T, k ·z)) still may contain unit decompositions of digraphs that are not the union of k
directed paths. However these undesired unit decompositions are irrelevant, since they will be
eliminated in the next step. In our second step, we will show that the intersection A∩A(T, k ·z)
is a deterministic slice tree-automaton whose graph language consists precisely of the subgraphs
of
◦
T that are isomorphic to some digraph in LG(A). Note that A ∩A(T, k · z) accepts a finite
number of terms, and that the depth of each such accepted term is equal to the depth of T. At
this point, the problem of counting subgraphs of
◦
T that are isomorphic to digraphs in LG(A)
boils down to counting the number of terms accepted by A∩A(T, k · z) in depth depth(T). We
can count these terms in polynomial time using Lemma 2.
Lemma 5 below says that given any unit decomposition T of width q, and any c ≤ q, one
can construct a slice tree-automaton whose slice language consists of all sub-decompositions of
T of width at most c.
Lemma 5. Let T be a normalized unit decomposition in L(Σ(q, Γ1, Γ2)) and let c ≤ q. Then
one may construct in time |T| · qO(c) a slice tree-automaton A(T, c) over Σ(c, q, Γ1, Γ2) with
|T| · qO(c) states satisfying the following properties.
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1. A(T, c) is deterministic.
2. L(A(T, c)) = {T′ ∈ L(Σ(c, q, Γ1, Γ2)) | T
′ is a sub-decomposition of T}
Proof. Let T be a unit decomposition in L(Σ(c, Γ1, Γ2)). We will construct a slice tree-
automaton A = A(T, c) = (Q,Σ, QF ,∆) over Σ = Σ(c, q, Γ1, Γ2) whose slice language consists
of all sub-decompositions of T of width at most c. The set of states Q has one state qp,I for each
position p ∈ Pos(T) and each identity slice I in Σ1(c, q, Γ1, Γ2). We note that since the empty
slice of arity one, ε1, is also an identity slice, the state qp,ε1 belongs to Q for each p ∈ Pos(T).
The set of final states is the singleton QF = {qλ,ε1}. Now we will construct the transition
relation ∆ = ∆0 ∪ ∆1 ∪ ∆2. First we recall that for each position p ∈ Pos(T), if T[p] is a
slice of arity r then any sub-slice S of T[p] has also arity r. Recall that if S is a slice, then
I(S) denotes the unique identity slice such that S can be glued to I(S). For each r ∈ {0, 1, 2},
and each position p ∈ Pos(T) such that T[p] has arity r, the relation ∆r has one transition
(qp1,I1 , ..., qpr,Ir ,S, qp,I(S)) for each sub-slice S of T[p] satisfying the following conditions:
(i) S has width at most c, i.e., S ∈ Σ(c, q, Γ1, Γ2),
(ii) for each j ∈ {1, ..., r}, Ij is the unique identity slice that can be glued to S at frontier j.
To see that A is deterministic, note that for each slice S there is a unique identity slice I
such that S can be glued to I. Therefore, for each tuple (qp1,I1 , qp2,I2 , ..., qpj,Ir ,S) there is a
unique state qp,I such that (qp1,I1 , qp2,I2 , ..., qpr,Ir ,S, qp,I) belongs to ∆r. This also implies that
each term T′ accepted by A is a unit pre-decomposition, i.e., each two consecutive positions of
T′ can be glued. Additionally, the fact that qλ,ε1 is the unique accepting state of A implies that
the slice at the root of T′ has empty-frontier, since this slice must be glueable to ε1. Therefore
each such term T′ is a unit decomposition. It remains to show that a unit decomposition T′ is
accepted by A if and only if T′ is a sub-decomposition of T of width at most c.
1. (if direction) Let T′ be a sub-decomposition of T of width at most c. We claim that for
each position p ∈ Pos(T′) = Pos(T) the subterm T′|p of T
′ rooted at p reaches the state
qp,I(T′[p]). This claim implies in particular that the whole term T
′ = T′|λ reaches the
unique accepting state qλ,ε1 . The proof is by induction on the height of the position p. In
the base case, p is a leaf of the set Pos(T). In this case, the slice T[p] has arity zero, and
thus the sub-slice T′[p] has also arity zero. By the construction of the transition relation
∆0 given above, the transition (T
′[p], qp,I(T′[p])) belongs to ∆0 and thus T
′|p reaches the
state qp,I(T′[p]). Now assume by induction that the claim is valid for every position p
′ of
height h. Let p be a position in Pos(T) of height h + 1 with children are p1, ..., pr for
some r ∈ {1, 2}. By the induction hypothesis, for each i ∈ {1, ..., r} the term T′|pi reaches
the state qpi,I(T′[pi]). By the definition of the transition relation ∆r, we have that the
transition (qp1,I(T′[p1]), ..., qpr,I(T′[pr]),T
′[p], qp,I(T′[p])) belongs to ∆r, and thus T
′|p reaches
the state qp,I(T′[p]). This proves our claim.
2. (only if direction) For the converse, let T′ be a unit decomposition accepted by A. We
will prove that T′ is a sub-decomposition of T by showing that Pos(T) = Pos(T′) and
that for each position p ∈ Pos(T′), T′[p] is a sub-slice of T[p]. We claim that for each
p ∈ Pos(T′), the subterm T′|p of T
′ rooted at p reaches the state qp,I(T′[p]). By the
construction of the transition relation ∆ this claim implies both that T′[p] is a sub-slice of
T[p] for each p ∈ Pos(T′) and that Pos(T′) = Pos(T), as desired. The proof of this claim
is by induction on the depth of p. In the base case, p = λ. In this case, T′|λ = T
′ reaches
the unique accepting state qλ,ε1 = qλ,I(T′[λ]). Now assume that for every position p of
depth at most d, the term T′|p reaches the state qp,I(T′[p]). We will show that the claim
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holds for every position p of depth d + 1. Let p ∈ Pos(T′) be a position of depth d. By
the induction hypothesis, T′|p reaches the state qp,I(T′[p]). Let T
′[p] have arity r for some
r ∈ {1, 2}. Since T′|p reaches qp,I(T′[p]), there exist states q1, ..., qr such that the transition
(q1, ..., qr ,T
′[p], qp,I(T′[p])) belongs to ∆ and T
′|pj reaches qj for each j ∈ {1, ..., r}. By the
definition of ∆, for each j ∈ {1, ..., r}, qj = qpj,Ij where Ij is the unique identity slice that
can be glued to T′[p] at frontier j. Since T′ is a unit decomposition, T′[pj] can be glued
to T′[p] at frontier j. Therefore Ij = I(T
′[pj]). Thus qj = qpj,I(T′[pj]) and T
′|pj reaches
qpj,I(T′[pj]). This proves our inductive step.
Proposition 9 below establishes a relation between the minimum number of paths necessary
to cover all edges and vertices of a digraph H, and the width of a unit decomposition of H of
tree-zig-zag number z. Intuitively, if T is a unit decomposition of tree-zig-zag number z of a
digraph H, then each directed simple path p in H crosses each frontier of a slice in T at most
z times. Therefore, if H is the union of k directed simple paths p1, ..., pk , then all such paths
together cross each frontier of each slice of T at most k · z times.
Proposition 9. Let H be a digraph that is the union of k-paths and Σ be a slice alphabet. Then
any unit decomposition T ∈ L(Σ) of H of tree-zig-zag number z has width at most k · z.
Proof. Let H = (V,E) be a digraph that is the union of k directed paths p1, ..., pk where for each
i ∈ {1, ..., k}, pi = (Vpi , Epi). Let T ∈ L(Σ) be a unit decomposition of tree-zig-zag number
z of a digraph H. Then T is compatible with an olive-tree decomposition T = (N,F,m) of
tree-zig-zag number z. Additionally, the width of T is equal to the width of T . Since T has
tree-zig-zag number z, for each position p ∈ N and each i ∈ {1, ..., k} we have that
|E(V (p,T ), V \V (p,T )) ∩ Epi | ≤ z.
This implies that
|E(V (p,T ), V \V (p,T )) ∩
k⋃
i=1
Epi | ≤ k · z.
But since E = ∪ki=1Epi , we have that |E(V (p,T ), V \V (p,T ))| ≤ k · z. Thus T has width at
most k · z, implying in this way that T has also width at most k · z.
Next we state the main lemma of this section. Intuitively Lemma 6 below says that if T
is a unit decomposition of tree-zig-zag number z of a digraph G, and if A is a z-saturated
tree-automaton representing only digraphs that are the union of k directed paths, then the slice
language L(A(T, k · z) ∩ A) has precisely one unit decomposition for each subgraph of
◦
T that
is isomorphic to a digraph in LG(A). In this sense, the problem of counting the number of
subgraphs of
◦
T that are isomorphic to a digraph in LG(A) boils down to counting the number
of unit-decompositions in L(A(T, k · z) ∩A). This counting step will be detailed in Theorem 4.
Lemma 6. Let T be a unit decomposition of tree-zig-zag number z over Σ(q, Γ1, Γ2). Let A
be a deterministic z-saturated slice automaton over Σ(k · z, q, Γ1, Γ2) such that each digraph in
LG(A) is the union of k directed paths.
1. The tree-automaton A(T, k ·z)∩A is deterministic and all its accepted unit decompositions
have depth at most depth(T).
2. H is a subgraph of
◦
T such that [H] ∈ LG(A) if and only if there exists a unit decomposition
T′ ∈ L(A(T, k · z) ∩A) such that
◦
T′= H.
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Proof. Item 1 is straightforward. The automaton A(T, k · z) ∩A is deterministic because both
A(T, k · z) and A are deterministic (Lemma 3.iii). Since by construction the construction of
A(T, k · z), all unit decompositions accepted by A(T, k · z) have depth depth(T), we have that
all unit decompositions accepted by A(T, k · z)∩A also have depth depth(T). Now we proceed
to prove item 2.
(a) (if direction) Let T′ be a unit decomposition in L(A(T, k · z) ∩A) such that
◦
T′= H. Since
T′ ∈ L(A(T, k ·z)), by Lemma 5, T′ is a sub-decomposition of T. ThereforeH is a subgraph
of
◦
T. Additionally, since T′ ∈ L(A), [H] ∈ LG(A).
(b) (only if direction) Let H be a subgraph of
◦
T such that [H] ∈ LG(A). Since H is a subgraph
of
◦
T, there is a sub-decomposition T′ of T such that
◦
T′= H. We will show that T′ belongs
to L(A(T, k · z) ∩ A). Since T has tree-zig-zag number z, T′ has tree-zig-zag number at
most z. Now, since H ∈ LG(A), we have that H is the union of k directed paths. By
Proposition 9, each unit decomposition of H of tree-zig-zag number at most z has width at
most k · z. Thus T′ has width at most k · z. Finally, since A is z-saturated with respect to
Σ(k · z, q, Γ1, Γ2) we have that T
′ belongs to L(A). Thus T′ ∈ L(A(T, k · z) ∩ A).
The next Theorem is the main application for Lemma 6. Intuitively, given a unit decom-
position T of tree-zig-zag number z, and a z-saturated tree-automaton A representing only
digraphs that are the union of k directed paths, where z and k are constants, one can count in
polynomial time the number of subgraphs of
◦
T that are isomorphic to some digraph in L(A).
The idea is that Lemma 6 allow us to reduce this counting problem to the problem of counting
the number of accepted unit decompositions in the tree-automaton A(T, k · z) ∩ A.
Theorem 4 (Slice Theoretic Metatheorem). Let T be a unit decomposition over Σ(q, Γ1, Γ2)
and let A be a deterministic z-saturated slice tree-automaton over Σ(k · z, q, Γ1, Γ2) satisfying
the property that each digraph in LG(A) is the union of k directed paths. Then one can count
in time |T|O(1) · qO(k·z) · |A|O(1) the number of subgraphs of
◦
T that are isomorphic to a digraph
in LG(A).
Proof. First, we construct in time |T| · qO(k·z) the tree-automaton A(T, k · z) of Lemma 5
whose slice language consists of the set of all sub-decompositions of T of width at most k · z.
Subsequently, using Lemma 3.iii, we construct the tree-automaton A(T, k · z) ∩ A in time
|T| · qO(k·z) · |A|. By Lemma 6 a subgraph of
◦
T is isomorphic to some digraph in LG(A) if
and only if there exists a sub-decomposition T′ of T in L(A(T, k · z) ∩ A) for which
◦
T′= H.
Therefore, counting the subgraphs of
◦
T that are isomorphic to some digraph in LG(A) amounts
to counting the number of unit decompositions of depth depth(T) in L(A(T, k ·z)∩A). In other
words, this problem is equivalent to the problem of counting the number of terms accepted by
A ∩ A(T, k · z) in depth depth(T). Since depth(T) ≤ |T|, by Lemma 2, this counting process
can be done in time |T|O(1) · qO(k·z) · |A|O(1).
Next, in Section 8 we will show that for each MSO2 sentence ϕ and each k, z ∈ N, one
can construct a z-saturated tree-automaton A(ϕ, k, z) representing the set of all digraphs that
at the same time are the union of k directed paths and satisfy ϕ. Subsequently, in Section 9
we will show how to restrict A(ϕ, k, z) into a z-saturated slice tree-automaton A(ϕ, k, z, l, α)
representing only the digraphs in LG(A(ϕ, k, z)) which have a prescribed number l of vertices and
a prescribed weight a ∈ Ω. The proof of Theorem 1 will follow by plugging the tree-automaton
A(ϕ, k, z, l, α) into Theorem 4.
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8. MSO2 Logic and Tree Slice Languages
Defining interesting families of digraphs via z-saturated tree-automata is a difficult task.
The difficulty relies on the fact that to construct a z-saturated tree-automaton we have to make
sure that for each digraph H in the graph language LG(A), all unit decompositions of H with
tree-zig-zag number at most z are in the slice language L(A). In this section we will introduce a
suitable way of circumventing this difficulty by using the monadic second order logic of graphs
with edge set quantifications, or MSO2 logic for short. This logic, which extends first order logic
by incorporating quantification over sets of vertices and over sets of edges, is able to express
a large variety of natural graph properties [16]. We will show that for any MSO2 sentence ϕ
and any k, z ∈ N we can automatically construct a z-saturated slice tree-automaton A(ϕ, k, z)
whose graph language consists of all digraphs that at the same time satisfy ϕ and are the union
of k directed paths (Theorem 5).
Let Γ1 be a set of vertex labels and Γ2 be a set of edge labels. A (Γ1, Γ2)-labeled digraph is a
relational structure G = (V,E, s, t, ρ, ξ) comprising a set of vertices V , a set of edges E, source
and target relations s, t ⊆ E × V , a vertex-labeling relation ρ ⊆ V × Γ1 and an edge-labeling
relation ξ ⊆ E × Γ2. The language of MSO2 logic for (Γ1, Γ2)-labeled digraphs includes the
connectives ∨,∧,¬, variables for vertices, edges, sets of vertices and sets of edges, the quantifier
∃ that can be applied to these variables, and the following predicates:
1. x ∈ X where x is a vertex variable and X a vertex set variable,
2. y ∈ Y where y is an edge variable and Y an edge set variable,
3. Equality, =, of variables representing vertices, edges, sets of vertices and sets of edges.
4. s(y, x) where y is an edge variable, x a vertex variable, and the interpretation is that x is
the source of y.
5. t(y, x) where y is an edge variable, x a vertex variable, and the interpretation is that x is
the target y.
6. For each a ∈ Γ1, a predicate ρ(x, a) where x is a vertex variable, and the interpretation is
that x is a vertex labeled with a.
7. For each b ∈ Γ2, a predicate ξ(x, b) where x is an edge variable, and the interpretation is
that x is an edge labeled with b.
Let X be a set of free first order variables and second order variables. An interpretation of
X in G is a function M : X → (V ∪ E) ∪ (2V ∪ 2E) that associates with each vertex variable
x ∈ X , a vertex in V , with each edge variable y ∈ X , an edge in E, with each vertex set
variable X ∈ X a set of vertices and with each edge set variable Y ∈ X , a set of edges. The
semantics of a formula ϕ with free variables X being true under interpretationM is the standard
one. An MSO2 sentence is an MSO2 formula without free variables. If G = (V,E, s, t, ρ, ξ) is
a (Γ1, Γ2)-labeled digraph and ϕ is an MSO2 sentence then we write G |= ϕ to indicate that
G satisfies ϕ. Let Σ(c, Γ1, Γ2) = Σ0(c, Γ1, Γ2) ∪ Σ1(c, Γ1, Γ2) ∪ Σ2(c, Γ1, Γ2) be the ranked
slice alphabet defined in Section 6.2 (with r = 2). Lemma 7 below, which will be proved in
Section 8.1, establishes a connection between MSO2 logic and slice tree-automata.
Lemma 7. For every MSO2 sentence ϕ over (Γ1, Γ2)-labeled digraphs and every c ∈ N, one can
construct a normalized deterministic slice tree-automaton A(ϕ, c) over Σ(c, Γ1, Γ2) generating
the following tree slice language:
L(A(ϕ, c)) = {T ∈ L(Σ(c, Γ1, Γ2)) |
◦
T|= ϕ}. (15)
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In other words, Lemma 7 says that given an MSO2 sentence ϕ and a number c ∈ N we can
construct a slice tree-automaton whose tree slice language consists of all unit decompositions of
width at most c representing a digraph that satisfies ϕ. Another way of interpreting Lemma 7
is as a ”sliced” version of Courcelle’s celebrated model checking theorem [15]. Recall that
Courcelle’s theorem states that graphs of constant undirected treewidth can be model checked
in linear time against MSO2 sentences. In analogy with Courcelle’s theorem, Lemma 7 says that
digraphs admitting unit decompositions of constant width can be model checked in linear time
against MSO2 sentences. In order to verify whether a digraph G admitting a unit decomposition
of width at most c satisfies an MSO2 sentence ϕ, all one needs to do is to find a normalized
unit decomposition T of G of width at most c, and then check in linear time if T is accepted
by A(ϕ, c).
In this work however we will not be interested in model checking properties on digraphs
admitting unit decompositions of constant width. Instead we will use Lemma 7 to construct
z-saturated slice tree-automata representing families of digraphs that are the union of k directed
paths and satisfy a given prescribed MSO2 property. These automata, which will be constructed
in the proof of Theorem 5 below, can be coupled to Theorem 4 to provide a way of counting
subgraphs satisfying interesting properties on digraphs of constant tree-zig-zag number, and
hence, on digraphs of constant directed treewidth. At this point our approach differs substan-
tially from Courcelle’s theorem [15] as well as from the approaches in [3, 17] in the sense that, as
mentioned in the introduction, digraphs of constant directed treewidth may have simultaneously
unbounded undirected treewidth and unbounded clique-width.
Theorem 5. For every MSO2 sentence ϕ and every k, z ∈ N, one can effectively construct
a normalized deterministic z-saturated slice tree-automaton A(ϕ, k, z) over the slice alphabet
Σ(k · z, Γ1, Γ2) representing the following graph language.
LG(A(ϕ, k, z)) = {[H] | H |= ϕ, H is the union of k directed paths}. (16)
Proof. Let γ(k) be the MSO2 sentence that is true in a digraph H if and only if H is the union
of k directed paths. Using Lemma 7 we construct a normalized deterministic tree-automaton
A(k · z, ϕ∧ γ(k)) generating the set of all unit decompositions T over Σ(k · z, Γ1, Γ2) for which
the digraph
◦
T′ satisfies ϕ∧ γ(k). In other words if [H] ∈ LG(A(k · z, ϕ∧ γ(k))) then H satisfies
ϕ and is the union of k directed paths. For the converse, suppose that H is a digraph that is
the union of k directed paths and satisfies ϕ. Then by Proposition 9, each unit decomposition
T of H of tree-zig-zag number at most z has width at most k · z. Therefore, T ∈ L(A(ϕ, k, z)).
This implies not only that [H] ∈ LG(A(ϕ, k, z)) but also that L(A(ϕ, k, z)) is z-saturated.
8.1. Proof of Lemma 7
To prove Lemma 7 we need to translate each MSO2 sentence ϕ expressing a property of
(Γ1, Γ2)-labeled digraphs into an MSO2 sentence ψ expressing a property of unit decompositions
overΣ(c, Γ1, Γ2) in such a way that for each unit decompositionT overΣ(c, Γ1, Γ2), T satisfies ψ
if and only if the digraph
◦
T represented by T satisfy ϕ. With this goal in mind we need to define
a new MSO2 vocabulary which is suitable for expressing properties of unit decompositions. The
language of MSO2 logic for unit decompositions over Σ(c, Γ1, Γ2) has the connectives ∨,∧,¬,
vertex variables, edge variables, vertex set variables and edge set variables, the quantifier ∃ that
can be applied to these variables, and the following predicates:
1. x ∈ X where x is a vertex variable and X a vertex set variable,
2. y ∈ Y where y is an edge variable and Y an edge set variable,
3. Equality, =, of variables representing vertices, edges, sets of vertices and sets of edges.
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4. sˆ(y, x) where y is an edge variable, x a vertex variable, and the interpretation is that for
some position p ∈ Pos(T), x is a vertex of T[p], y is an edge of T[p] and x is the source
of y.
5. tˆ(y, x) where y is an edge variable, x a vertex variable, and the interpretation is that for
some position p ∈ Pos(T), x is a vertex of T[p], y is an edge of T[p] and x is the target
of y.
6. For each a ∈ Γ1, a predicate ρˆ(x, a) where x is a vertex variable, and the interpretation is
that for some p ∈ Pos(T), x is a vertex of T[p] labeled with a.
7. For each b ∈ Γ2, a predicate ξˆ(y, b) where y is an edge variable, and the interpretation is
that for some p ∈ Pos(T), y is an edge of T[p] labeled with b.
8. For each j ∈ {0, 1, 2} and each i ∈ {1, ..., c}, the predicate Fj,i(x) where x is a vertex
variable and the interpretation is that for some position p ∈ Pos(T), x is the frontier
vertex [j, i] of the slice T[p].
9. The predicate C(x) where x is a vertex variable and the interpretation is that for some
position p ∈ Pos(T), x is the unique center vertex of the slice T[p].
10. The predicate Neighbors(x1, x2) where x1, x2 are vertex variables and the interpretation
is that for some position p ∈ Pos(T) and some j ∈ {1, 2}, x1 is a vertex of T[p] and x2 a
vertex of T[pj].
Recall from Section 6.5 that if T is a unit decomposition then the digraph
◦
T has an edge
eK with source e
s
K = vp and target e
t
K = vp′ if and only if there exists a sliced edge sequence
K ≡ (p1, a1, e1, b1)(p2, a2, e2, b2)...(pn, an, en, bn)
from p1 = p to pn = p
′. We note that each edge of each slice occurring in T belongs
to a unique sliced edge sequence. In particular, each sliced edge sequence K is unequivocally
determined by its first edge e1. Using conditions 1-5 of Definition 5, it is straightforward to write
an MSO2 formula θ(u, y, v) in the vocabulary of unit decompositions with free vertex variables
u, v and free edge variable y, which is true in a unit decomposition T if and only if there exist
positions p and p′ in T such that u is the center vertex of T[p], y is an edge in T[p] with source
u, v is the center vertex of T[p′], and there exists a sliced edge sequence from p to p′ whose first
edge is y. Using the formula θ(u, y, v) we can map formulas in the vocabulary of (Γ1, Γ2)-labeled
digraphs to formulas in the vocabulary of unit decompositions over Σ(c, Γ1, Γ2), as done below
in Proposition 10.
Proposition 10. Let ϕ be an MSO2 formula in the vocabulary of (Γ1, Γ2)-labelled graphs. There
is a formula ψ in the vocabulary of unit decompositions over Σ(c, Γ1, Γ2) such that for each unit
decomposition T over Σ(c, Γ1, Γ2), T |= ψ if and only if
◦
T|= ϕ.
Proof. As mentioned above, using the predicates C(x), Fj,i(x), Neighbors(x1, x2), sˆ(y, x) and
tˆ(y, x) we can define a formula θ(u, y, v) that is true in a unit decomposition T if and only if
there is a sliced edge sequence with first vertex u, first edge y and last vertex v. The translation
from ϕ to ψ proceeds as follows. We replace each occurrence of the predicate ρ(x, a) in ϕ with
the predicate ρˆ(x, a), each occurrence of ξ(x, a) with ξˆ(x, a), each occurrence of s(y, x) with
(∃v)θ(x, y, v) where v is a new variable not occurring in ϕ, and each occurrence of t(y, x′) with
(∃u)θ(u, y, x′), where u is a new variable not occurring in ϕ. Now it is straightforward to prove
by induction of the structure of ϕ that for each given unit decomposition T ∈ Σ(c, Γ1, Γ2),
T |= ψ if and only if
◦
T|= ϕ.
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In the last step of the proof of Lemma 7 we will show that for each MSO2 sentence ψ
in the vocabulary of unit decompositions over Σ(c, Γ1, Γ2), it is possible to construct a slice
tree-automaton A = A(ψ,Σ(c, Γ1, Γ2)) such that T ∈ L(A) if and only if T satisfies ψ.
Let X be a set of variables, and S ∈ Σ(c, Γ1, Γ2) be a unit slice with r vertices and r
′ edges
(including the frontier vertices). We represent an interpretation of X in S as a |X | × (r + r′)
boolean matrix I whose rows are indexed by the variables in X and the columns are indexed
by the vertices and edges of S. Intuitively, if x is a vertex (edge) variable and u is a vertex
(edge) in S then we set Ix,u = 1 if and only if u is assigned to x. On the other hand, if X is
a vertex (edge) set variable then IX,u = 1 if and only if u belongs to the set of vertices (edges)
assigned to X. If T is a unit decomposition in L(Σ(c, Γ1, Γ2)) then an interpretation of X in
T is a function I that associates with each position p ∈ Pos(T), an interpretation I(p) of X in
the slice T[p]. We define the X -interpreted extension of Σ(c, Γ1, Γ2) as the following set.
Σ(c, Γ1, Γ2,X ) =
⋃
S∈Σ(c,Γ1,Γ2)
SX
where for each slice S ∈ Σ(c, Γ1, Γ2),
SX = {(S, I) | I is an interpretation of X in S}. (17)
If T is a unit decomposition in L(Σ(c, Γ1, Γ2)) and I is an interpretation of X in T then
we write TI to denote the term in L(Σ(c, Γ1, Γ2,X )) in which T
I [p] = (T[p],I(p)) for each
position p ∈ Pos(T). We say that TI is an interpreted term.
Now we are in a position to prove Lemma 7. For each MSO2 formula ψ in the vocabulary of
unit decompositions over Σ(c, Γ1, Γ2) with free variables X we will construct a tree-automaton
A(ψ,Σ(c, Γ1, Γ2,X )) over Σ(c, Γ1, Γ2,X ) whose slice language L(A(ψ,Σ(c, Γ1, Γ2,X ))) consists
of all interpreted terms TI ∈ L(Σ(c, Γ1, Γ2,X )) for which T |= ψ(X ) with interpretation I. The
tree-automaton A(ψ,Σ(c, Γ1, Γ2,X )) is constructed inductively with respect to the structure of
the formula ψ.
Base Case. In the base case the formula ψ is one of the predicates x ∈ X, x1 = x2, C(x),
Fj,i(x) for j ∈ {0, 1, 2}, Neighbors(x1, x2), sˆ(y, x), tˆ(y, x), ρˆ(x, a) or ξˆ(y, b). Below, we describe
the behavior of the tree-automaton A = A(ψ,Σ(c, Γ1, Γ2,X )) when ψ is each of these predicates.
If x is a vertex (edge) variable in ψ, then we say that an interpreted term TI passes the singleton
test with respect to x if there exists a unique position p ∈ Pos(T) and a unique vertex (edge)
u in T[p] such that I(p)x,u = 1. We note that this condition can be easily checked by a tree-
automaton over Σ(c, Γ1, Γ2,X ). Intuitively, T
I passes the singleton test with respect to x if
precisely one vertex (edge) of some slice of T is assigned to x.
1. If ψ ≡ (x1 = x2) where x1 and x2 are vertex (edge) variables, then A accepts T
I if and
only if TI passes the singleton test with respect to both x1 and x2, and for each position
p ∈ Pos(T), and each vertex (edge) u ∈ T[p], I(p)x1,u = I(p)x2,u.
2. If ψ ≡ (X1 = X2) where X1 and X2 are vertex (edge) set variables, then A accepts T
I
if and only if I(p)x1,u = I(p)x2,u for each position p ∈ Pos(T), and each vertex (edge)
u ∈ T[p].
3. If ψ ≡ x ∈ X where x is a vertex (edge) variable and X is a vertex (edge) set variable
then A accepts TI if and only if TI passes the singleton test with respect to x and for
each position p ∈ Pos(T), and each vertex (edge) u ∈ T[p], I(p)x,u = 1 implies that
I(p)X,u = 1.
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4. If ψ ≡ sˆ(y, x) (resp. ψ = tˆ(y, x)) then A accepts TI if and only if TI passes the singleton
test with respect to both y and x, and there exists a position p ∈ Pos(T), a vertex
v ∈ T[p] and an edge e in T[p] such that v is the source (target) of e and I(p)x,v = 1 and
I(p)y,e = 1.
5. If ψ ≡ ρˆ(x, a) then A accepts TI if and only if TI passes the singleton test with respect
to x and there is a position p ∈ Pos(T) and a vertex v ∈ T[p] such that I(p)x,v = 1 and
v is labeled with a.
6. If ψ ≡ ξˆ(y, b) then A accepts TI if and only if TI passes the singleton test with respect
to y and there is a position p ∈ Pos(T) and an edge e ∈ T[p] such that I(p)y,e = 1 and e
is labeled with b.
7. If ψ ≡ C(x) (resp. ψ ≡ Fi,j(x)) then A accepts T
I if and only if TI passes the singleton
test with respect to x and there exists a position p ∈ Pos(T) and a vertex v ∈ T[p] such
that I(p)x,v = 1 and v is the center vertex of T[p] (resp. v is the vertex [j, i] at the j-th
frontier of T[p]).
8. If ψ ≡ Neighbors(x1, x2) then A accepts T
I if and only if TI passes the singleton test with
respect to both x1 and x2, and there exists a position p ∈ Pos(T), a number j ∈ {1, 2}, a
vertex v ∈ T[p] and a vertex v′ ∈ T[pj] such that I(p)x1,v = 1 and I(pj)x2,v′ = 1.
Disjunction, conjunction and negation. The three boolean operations ∨,∧,¬ are handled using
the fact that tree-automata are effectively closed under union, intersection and complement
(Lemma 3). Below we let A(Σ(c, Γ1, Γ2,X )) be the slice tree-automaton generating the tree
slice language L(Σ(c, Γ1, Γ2,X )), i.e., the set of all unit decompositions over Σ(c, Γ1, Γ2,X ).
A(ψ ∨ ψ′,Σ(c, Γ1, Γ2,X )) = A(ψ,Σ(c, Γ1, Γ2,X )) ∪ A(ψ
′,Σ(c, Γ1, Γ2,X ))
A(ψ ∧ ψ′,Σ(c, Γ1, Γ2,X )) = A(ψ,Σ(c, Γ1, Γ2,X )) ∩ A(ψ
′,Σ(c, Γ1, Γ2,X ))
A(¬ψ,Σ(c, Γ1, Γ2,X )) = A(ψ,Σ(c, Γ1, Γ2,X )) ∩ A(Σ(c, Γ1, Γ2,X ))
(18)
Observe that in the definition of A(¬ψ,Σ(c, Γ1, Γ2,X )), the intersection with the tree-
automaton A(Σ(c, Γ1, Γ2,X )) guarantees that the language generated by A(¬ψ,Σ(c, Γ1, Γ2,X ))
has no term that is not an unit decomposition.
Existential Quantification. To eliminate existential quantifiers we proceed as follows: For each
variable X, define the slice projection ProjX : Σ(c, Γ1, Γ2,X ) → Σ(c, Γ1, Γ2,X\{X}) that
sends each interpreted slice (S, I) ∈ Σ(c, Γ1, Γ2,X ) to the interpreted slice (S, I\X) in the slice
alphabet Σ(c, Γ1, Γ2,X\{X}) where I\X denotes the matrix I with the row corresponding to
the variable X deleted. Subsequently, we extend ProjX homomorphically to terms by setting
ProjX(T)[p] = ProjX(T[p]) to each position p in Pos(T). Finally, we extend ProjX to tree
slice languages by applying the projection to each term of the language. Then we set
A(∃Xψ(X ),Σ(c, Γ1 , Γ2,X\{X})) = ProjX(A(ψ(X ),Σ(c, Γ1 , Γ2,X ))).
We note that if ψ is a sentence, i.e., a formula without free variables, then by the end of
this inductive process all variables occurring in ψ will have been projected. In this way, the
slice language L(A(ψ,Σ(c, Γ1, Γ2))) will consist precisely of the unit decompositions T over
Σ(c, Γ1, Γ2) for which T |= ψ.
To finalize the proof of Lemma 7, let ϕ be a sentence in the vocabulary of (Γ1, Γ2)-labeled
digraphs. We apply Proposition 10 to translate ϕ into a sentence ψ in the vocabulary of
unit decompositions over Σ(c, Γ1, Γ2) such that T |= ψ if and only if
◦
T|= ϕ. By setting
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A(ϕ, c) = A(ψ,Σ(c, Γ1, Γ2)) we have that A(ϕ, c) accepts T if and only if T |= ψ if and only if
◦
T|= ϕ. This concludes the proof of Lemma 7. 
9. Proof of Theorem 1
In this section we will prove Theorem 1, which states that given an MSO2 sentence ϕ, a
digraph G of directed treewidth w and a number k ∈ N one can count in polynomial time the
number of subgraphs of G that are the union of k directed paths, satisfy ϕ, and have prescribed
size l and weight α. First, in Subsection 9.1 we will show how to construct slice tree-automata
representing digraphs of a prescribed size. Subsequently, in Subsection 9.2 we will show how to
construct slice tree-automata representing digraphs of a prescribed weight. In Subsection 9.3 we
will define a suitable notion of inverse homomorphic image for slice languages. Using the results
in these three subsections in conjunction with the tree-automaton A(ϕ, k, z) of Theorem 5, we
will show, in Subsection 9.4, how to construct a z-saturated slice tree-automaton A(ϕ, k, z, l, α)
representing all digraphs that are the union of k directed paths, satisfy ϕ, and have prescribed
size l and weight α. The proof of Theorem 1, which will be detailed in Subsection 9.5, will
follow by plugging A(ϕ, k, z, l, α) into Theorem 4.
9.1. Generating Digraphs of a Prescribed Size
In this subsection we will show that given an arbitrary slice alphabet Σ of unit slices, and
a number l, one can construct a deterministic tree-automaton generating precisely the unit
decompositions in L(Σ) that give rise to digraphs with l vertices. Let Zm denote the integers
with addition modulo m. Consider the following weighting function wZm : Σ → Zm:
wZm(S) =
{
0 if S has empty center,
1 if S has a center vertex.
(19)
Recall from Section 5.2 that given a term T ∈ Ter(Σ), the weight of T is defined as
wZm(T) =
∑
p∈Pos(T)
wZm(T[p]). (20)
In other words, the weight of T is simply the sum of the weights of all slices occurring in T.
One can readily check that T has weight wZm(T) = l if and only there are l (mod m) slices in
T with non-empty center. In particular, if T is a unit decomposition in L(Σ), then wZm(T) is
the number of vertices in the digraph
◦
T represented by T, modulo m.
Observation 1. Let T be a unit decomposition in L(Σ). Then
wZm(T) = |
◦
T | (mod m).
Recall from Lemma 4 that if Σ is a slice alphabet, w : Σ → Ξ is a weighting function on
Σ and a ∈ Ξ, then the automaton A(Σ,w, a) generates precisely the set of terms T ∈ Ter(Σ)
whose weight is w(T) = a. By setting Ξ = Zm, w = wZm and a = l, the tree-automaton
A(Σ,wZm , l) generates the set of all terms over Σ which have l (mod m) slices with non-empty
center. Let A(Σ) be the slice tree-automaton generating the set of all unit decomposition over
Σ. Then for each l ∈ {0, ...,m − 1},
L(A(Σ,wZm , l) ∩ A(Σ)) = {T ∈ L(Σ) | |
◦
T | = l (mod m)}.
In other words A(Σ,wZm , l) ∩A(Σ) generates all unit decompositions over Σ whose corre-
sponding digraph has l (mod m) vertices.
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9.2. Generating Digraphs of a Prescribed Weight
Let G = (V,E, ρ, ξ) be a (Γ1, Γ2)-labeled digraph and µ : E → Ω be a function that weights
the edges in E with elements from a finite semigroup Ω. We say that the pair (G,µ) is a weighted
digraph. Alternatively, we can view (G,µ) as the digraph (V,E, ρ, ξ×µ) where ξ×µ : E → Γ2×Ω
is a function that labels each edge e ∈ E, with the element [ξ × µ](e) = (ξ(e), µ(e)). In this
way we consider that unit decompositions of weighted digraphs are formed with elements of the
slice alphabet Σ(c, q, Γ1, Γ2 × Ω). We insist in having two label sets Γ2 and Ω because while
we consider that the set Γ2 is fixed, the set Ω may vary with the input digraph.
For a unit decomposition T over Σ(c, q, Γ1, Γ2 ×Ω) we let µ(
◦
T) be the sum of the weights
of all edges in the digraph
◦
T. Let S be a slice in Σ(c, q, Γ1, Γ2 × Ω) and let E be the edge
set of S. We denote by Eout the set of all edges that have an endpoint in the out-frontier of S
and the other endpoint in the center of S. We denote by Ein the set of edges whose endpoints
lie in distinct in-frontiers of S. Let wΩ : Σ(c, q, Γ1, Γ2 × Ω) → Ω be a weighting function on
Σ(c, q, Γ1, Γ2 ×Ω) that associates with each slice S ∈ Σ(c, q, Γ1, Γ2 ×Ω) the value
wΩ(S) =
∑
e∈Eout
µ(e)−
∑
e∈Ein
µ(e).
Note that edges that have only one endpoint at an in-frontier of S do not have their weights
counted neither positively, nor negatively. The weight of a unit decomposition T over the slice
alphabet Σ(c, q, Γ1, Γ2 ×Ω) is defined as
wΩ(T) =
∑
p∈Pos(T)
wΩ(T[p]). (21)
The next proposition says that the weight wΩ(T) of T is equal to the weight µ(
◦
T) of the
digraph
◦
T represented by T.
Proposition 11. Let T be a unit decomposition in L(Σ(c, q, Γ1, Γ2 ×Ω)). Then
wΩ(T) = µ(
◦
T). (22)
Proof. Recall that each edge eK in the digraph
◦
T represented by T is specified by a sliced edge
sequence K ≡ (p1, a1, e1, b1)(p2, a2, e2, b2)...(pn, an, en, bn), where ei is the sliced part of eK lying
at slice T[pi]. Recall that by definition, for each i ∈ {1, ..., n}, the weight of ei in T[pi] is equal
to the weight of eK in
◦
T. We claim that the overall contribution of the weights of the edges
in K to the sum in Equation 21 is equal to the weight of eK . This claim implies Equation 22.
There are three cases to be considered. If p1 is a descendant of pn, then e1 is the only sliced part
of eK whose weight contributes positively to the sum in Equation 21. The weights of all other
sliced parts e2, ..., en are not counted at all. This happens because, in this case, e1 is the only
edge of K that has a center vertex and an out-frontier vertex as endpoints. All other edges of
K have one endpoint in some in-frontier and another endpoint in the center or out-frontier, and
for this reason their weights are not counted. Analogously, if pn is a descendant of p1, then en is
the only sliced part of eK that has its weight contributed positively to the sum in Equation 21.
The weights of all other sliced parts e1, ...en−1 are not counted at all. Finally, if neither p1 is
a descendant of pn, nor pn is a descendant of p1, then both sliced parts e1 and en have their
weights contributed positively to the sum in Equation 21. Nevertheless, in this case there exists
some k, with 1 < k < n such that ek has both of its endpoints in distinct in-frontiers of T[pk].
Indeed, pk is the position farthest away from the root with the property that both p1 and pn are
descendants of pk. Therefore we have that the weight of ek is counted negatively. The weights
of all other edges e2...ek−1 and ek+1...en−1 are not counted at all, since each of these edges
have one endpoint in some in-frontier and another endpoint at an out-frontier. This proves our
claim.
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In view of Proposition 11, if A(Σ,wΩ , α) is the tree-automaton of Lemma 4 in which
w = wΩ and a = α, then the slice language of A(Σ,wΩ , α) ∩ A(Σ) is the set of all unit
decompositions over Σ which represent a digraph of weight α. More precisely,
L(A(Σ,wΩ , α) ∩ A(Σ)) = {T ∈ L(Σ) | µ(
◦
T) = α}. (23)
9.3. Inverse Homomorphic Image of Slice Languages
Let pi : Σ → Σ′ be a slice projection such as defined in Section 6.8. If L is a slice language
over Σ′ then the inverse homomorphic image pi−1(L), as defined in Section 5.1, is not necessarily
a slice language since for a unit decomposition T ∈ L, the inverse set pi−1(T) consisting of all
terms whose image is T may have some terms over Σ that are not unit decompositions. To
fix this we intersect pi−1(T) with the slice language L(Σ) of all unit decompositions over Σ.
More precisely, if T is a unit decomposition over Σ′ then we define inv(pi,T) = pi−1(T)∩L(Σ).
Going further, if L is a slice language over Σ′ then
inv(pi,L) =
⋃
T∈L
inv(pi,T) = pi−1(L) ∩ L(Σ). (24)
For instance, if ηc,q : Σ(c, q, Γ1, Γ2) → Σ(c, Γ1, Γ2) is a normalizing projection and T is a
unit decomposition over Σ(c, Γ1, Γ2), then inv(ηc,q,T) consists of all unit decompositions that
are obtained from T by renumbering the vertices on each frontier of each slice of T with numbers
from {1, ..., q} in such a way that the order in each frontier is preserved. Therefore inv(ηc,q,L)
is the maximal unnormalized slice language whose image under ηc,q is L. Note that if L is a
z-saturated slice language over Σ(c, Γ1, Γ2) then inv(η,L) is a z-saturated slice language over
Σ(c, q, Γ1, Γ2).
Analogously, if ζΩ : Σ(c, q, Γ1, Γ2×Ω)→ Σ(c, q, Γ1, Γ2) is an unweighting projection, and T
is a unit decomposition over Σ(c, q, Γ1, Γ2), then inv(ζΩ ,T) consists of all unit decompositions
over Σ(c, q, Γ1, Γ2×Ω) that are obtained from T by weighting the edges of each slice in T with
elements from Ω in such a way that gluability of slices is preserved. Thus inv(ζΩ ,L) is a slice
language consisting of all weighted versions of unit decompositions in L. We note that if L is
a z-saturated slice language over Σ(c, q, Γ1, Γ2) then inv(ζΩ ,L) is a z-saturated slice language
over Σ(c, q, Γ1, Γ2 ×Ω).
9.4. Restricting A(ϕ, k, z)
In Theorem 5 we showed that given any MSO2 sentence ϕ in the vocabulary of (Γ1, Γ2)-labeled
digraphs, and any z, k ∈ N one can construct a normalized z-saturated slice tree-automaton
A(ϕ, k, z) over the slice alphabet Σ(k · z, Γ1, Γ2) whose graph language LG(A(ϕ, k, z)) consists
precisely of the digraphs that are the union of k directed paths and satisfy ϕ. In this section
we show how to construct a z-saturated tree-automaton A(ϕ, k, z, l, α) over the slice alphabet
Σ(c, q, Γ1, Γ2×Ω) whose graph LG(A(ϕ, k, z, l, α)) contains only the digraphs in LG(A(ϕ, k, z))
that have a prescribed size l and prescribed weight α ∈ Ω. If ϕ is an MSO2 sentence in the
vocabulary of (Γ1, Γ2)-labeled digraphs, G = (V,E) is a (Γ1, Γ2)-labeled digraph and µ : E → Ω
is a weighting function, then we say that the weighted digraph (G,µ) satisfies ϕ if G satisfies ϕ.
In other words, a weighted digraph satisfies an MSO2 sentence if its unweighted version does.
Lemma 8. Let ϕ be an MSO2 sentence over (Γ1, Γ2)-labeled digraphs, q, k, z, l,m ∈ N be positive
integers with l < m, q ≥ k · z, and let α ∈ Ω. For some computable function g, one can
construct in time g(ϕ, k, z, |Γ1 |, |Γ2|) · q
O(k·z) · |Ω|O(k·z) ·mO(1) a z-saturated slice tree-automaton
A(ϕ, k, z, l, α) over Σ(k · z, q, Γ1, Γ2 ×Ω) such that
L(A(ϕ, k, z, l, α)) = {T ∈ Σ(k · z, q, Γ1, Γ2 ×Ω) |
◦
T|= ϕ,
◦
T is the union of k directed paths,
◦
T has l (mod m) vertices,
◦
T has weight α}.
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Proof. Let ηk·z,q : Σ(k · z, q, Γ1, Γ2) → Σ(k · z, Γ1, Γ2) be a normalizing projection and let
ζΩ : Σ(k · z, q, Γ1, Γ2×Ω)→ Σ(k · z, q, Γ1, Γ2) be an unweighting projection. By the discussion
in Section 9.3, the slice tree-automaton
inv(ζΩ , inv(ηk·z,q,A(ϕ, k, z))) (25)
is a deterministic z-saturated tree-automaton over Σ(k · z, q, Γ1, Γ2×Ω) whose graph language
consists of all weighted versions of digraphs in A(ϕ, k, z). We will restrict the tree-automaton
in Equation 25 so that it represents only digraphs with weight α and l mod m vertices. For
simplicity of notation, let Σ = Σ(k · z, q, Γ1, Γ2 × Ω). Recall that the deterministic tree-
automaton A(Σ,wZm , l) ∩ A(Σ) constructed in Section 9.1 generates precisely the set of unit
decompositions over Σ that give rise to a digraph with l mod m vertices. Recall also that the
deterministic tree-automaton A(Σ,wΩ , α)∩A(Σ) constructed in Section 9.2 generates precisely
the unit decompositions over Σ which give rise to digraphs of weight α. Therefore, the slice
tree-automaton
A(ϕ, k, z, l, α) = inv(ζΩ , inv(η,A(ϕ, k, z))) ∩ A(Σ,wZm , l) ∩ A(Σ,wΩ , α) ∩ A(Σ)
is a z-saturated, deterministic slice tree-automaton over the alphabet Σ whose graph language
LG(A(ϕ, k, z, l, α)) consists of all digraphs that are the union of k directed paths, satisfy ϕ, have
l (mod m) vertices and weight α.
To finalize the proof, we need to estimate the size of A(ϕ, k, z, l, α). By Lemma 3.vi the
automaton in Equation 25 can be constructed in time |A(ϕ, k, z)| ·ΣO(1). By Proposition 6, the
automaton A(Σ) can be constructed in time O(|Σ|). By Lemma 4 the automaton A(Σ,wZm , l)
can be constructed in time |Σ| · |Zm|
O(1) and the automaton A(Σ,wΩ , α) can be constructed
in time |Σ| · |Ω|O(1). Therefore, given A(ϕ, k, z), the tree automaton A(ϕ, k, z, l, α) can be
constructed in time |A(ϕ, k, z)| · |Σ|O(1) · |Ω|O(k·z) ·mO(1). Note that the size of the alphabet
Σ(k · z, q, Γ1, Γ1 × Ω) is bounded by 2
O(k·z log k·z) · |Γ1| · |Γ2|
O(k·z) · |Ω|O(k·z) · qO(k·z). Thus, the
tree-automaton A(ϕ, k, z, l, α) can be constructed in time
g(ϕ, k, z, |Γ1 |, |Γ2|) · q
O(k·z) · |Ω|O(k·z) ·mO(1),
where g(ϕ, k, z, |Γ1 |, Γ2) is the time necessary to construct A(ϕ, k, z) times 2
O(k·z log k·z).
9.5. Proof of Theorem 1
The proof of Theorem 1 will follow as a corollary of the following theorem, whose proof is
obtained by plugging the automaton A(ϕ, k, z, l, α), constructed in Lemma 8, into Theorem 4.
Theorem 6. Let T ∈ L(Σ(q, Γ1, Γ2 × Ω)) be a normalized unit decomposition of width q and
tree-zig-zag number z. Let ϕ be an MSO2 sentence in the vocabulary of (Γ1, Γ2)-labeled digraphs.
Then for each k, l ∈ N and each α ∈ Ω one can count in time f(ϕ, k, z) ·TO(1) · qO(k·z) · |Ω|O(k·z)
the number of subgraphs H of
◦
T simultaneously satisfying the following four properties:
1. H |= ϕ,
2. H is the union of k directed paths,
3. H has l vertices,
4. H has weight µ(H) = α.
Proof. The proof follows by a combination of Theorem 4 with Lemma 8. First, Theorem 4 says
that given a z-saturated slice tree automaton A over Σ(k ·z, q, Γ1, Γ2×Ω), we can count in time
|T|O(k·z) · |A|O(1) the number of subgraphs of
◦
T which are isomorphic to some digraph in LG(A).
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Second by Lemma 8, we can construct a z-saturated slice tree-automaton A(ϕ, k, z, l, α) such
that a digraph H belongs to the graph language LG(A(ϕ, k, z, l, α)) if and only if H satisfies
ϕ, is the union of k directed paths, has l (mod m) vertices, and weight α. Since any subgraph
of
◦
T has at most |T| vertices, if we set m = |T| + 1 and A = A(ϕ, k, z, l, α), then Theorem 4
provides us with an algorithm for counting all the subgraphs of
◦
T that satisfy Conditions 1-4 of
the present theorem. Since |A(ϕ, k, z, l, α)| ≤ g(ϕ, k, z, |Γ1|, |Γ2|) · q
O(k·z) · |Ω|O(k·z) ·mO(1), and
since the label sets Γ1 and Γ2 are fixed, the algorithm runs in time
f(ϕ, k, z) ·TO(1) · qO(k·z) · |Ω|O(k·z),
where f(ϕ, k, z) = g(ϕ, k, z, |Γ1|, |Γ2|)
O(1) and |Γ1| and |Γ2| are treated as constants.
Finally, the proof of our main theorem (Theorem 1) follows as an application of Theorem 6.
Proof of Theorem 1. Let G = (V,E, ρ, ξ × µ) be a (Γ1, Γ2 × Ω)-labeled digraph of directed
treewidth w. By Theorem 2, we can construct in time |G|O(w) a good arboreal decomposition
D of G of width O(w). By Theorem 3, from D we can construct an olive-tree decomposition T
of tree-zig-zag number z for some z ≤ 9w + 18. Using Proposition 8 we can use T to construct
a normalized unit decomposition T over Σ(q, Γ1, Γ2 ×Ω) such that T has tree-zig-zag number
z and
◦
T= G. Therefore given an MSO2 sentence ϕ, and positive integers k, z ∈ N, we can
apply Theorem 6 to count in time f(ϕ, k, z) · |T|O(1) ·qO(k·z) · |Ω|O(k·z), the number of subgraphs
of
◦
T that are the union of k directed paths, satisfy ϕ, have l vertices and weight α. Since
|T| ≤ |G|O(1), q ≤ |E|, and by assumption |Ω| ≤ |G|O(1), we have that the total running time
of the algorithm is f(ϕ, k, z) · |G|O(k·z). Since z ≤ 9w + 18, the running time of the algorithm
stated in terms of directed treewidth is f(ϕ, k, z) · |G|O(k(w+1)). Here we write w + 1 in the
exponent, to emphasize that the treewidth of G can be 0. 
10. Conclusion
In this work we devised the first algorithmic metatheorem for digraphs of constant directed
treewidth. We showed that most of the previously known positive algorithmic results for this
class of digraphs can be re-stated in terms of our metatheorem. Additionally, we showed how to
use our metatheorem to provide polynomial time algorithms for two classes of counting problems
whose polynomial-time solvability is not implied by previously existing techniques. Namely, for
each fixed k, we showed how to count in polynomial time on digraphs of constant directed
treewidth, the number of minimum spanning strong subgraphs that are the union of k directed
paths, and the number of subgraphs that are the union of k directed paths and satisfy a given
minor closed property.
To prove our main theorem we introduced two new theoretical tools which in our opinion
are of independent interest. The first, the tree-zig-zag number of a digraph, is a new directed
width measure that is at most a constant times its directed treewidth. Concerning this measure,
we leave open the problem of determining whether there exist families of digraphs of constant
tree-zig-zag number but unbounded directed treewidth, or whether the directed treewidth of a
digraph is always bounded by a function of its tree-zig-zag number. The second theoretical tool
we have introduced is the notion of z-saturated tree-automata. By Theorem 4, given a digraph
G of constant directed treewidth, and a z-saturated tree-automaton A generating only digraphs
that are the union of k directed paths, one can count the number of subgraphs of G that are
isomorphic to some digraph in LG(A). It would be interesting to study ways of constructing
z-saturated tree-automata without the help of MSO2 logic. Such a construction would open
the possibility of using Theorem 4 to solve counting problems, on digraphs of constant directed
treewidth, that may not be approachable via Theorem 1.
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