Abstract-Space-time coding and modulation exploit the presence of multiple transmit antennas to improve performance on multipath radio channels. Thus far, most work on space-time coding has assumed that perfect channel estimates are available at the receiver. In certain situations, however, it may be difficult or costly to estimate the channel accurately, in which case it is natural to consider the design of modulation techniques that do not require channel estimates at the transmitter or receiver.
I. INTRODUCTION
O NE of the goals of third-and fourth-generation cellular systems is to provide broadband data access to highly mobile users. Real-time multimedia services, such as videoconferencing, can require data rates on the order of 2-20 Mb/s. However, the data modes of existing cellular standards, such as IS-136 and GSM, currently support rates two to three orders of magnitude smaller [2] . In order to meet this goal, it is important to develop new wireless communication methods that achieve a higher spectral efficiency (data rate per unit bandwidth) for a given power expenditure.
On multipath radio channels, the tradeoff between spectral efficiency and power consumption can be dramatically improved by deploying multiple antennas at the transmitter and/or receiver [7] , [8] , [20] , [21] , [32] . For example, using antennas at both the transmitter and receiver can increase spectral efficiency by a factor of more than over comparable single-antenna systems [7] . Space-time coding and modulation strategies, which exploit the presence of multiple transmit antennas, have recently been adopted in third-generation cellular standards (e.g., CDMA 2000 [34] and wideband CDMA [33] , [15] ), and have also been proposed for wireless local loop (Lucent's BLAST project [38] ) and wide-area packet data access (AT&T's Advanced Cellular Internet Service [2] ).
Thus far, most research on space-time coding has assumed that perfect estimates of current channel fading conditions are available at the receiver. This is reasonable when the channel changes slowly compared with the symbol rate, since the transmitter can send training symbols (or a pilot tone) which enable the receiver to estimate the channel accurately. Specific codes designed for this situation include the transmit diversity schemes in [9] , [10] , [23] , [36] , [37] , the layered architecture in [7] , [38] , the trellis codes in [28] , and the block codes in [1] , [30] .
In some situations, however, we may want to forego channel estimation in order to reduce the cost and complexity of the handset, or perhaps fading conditions change so rapidly that channel estimation is difficult or requires too many training symbols. For example, in frequency-hopping systems, fading conditions may change significantly from one hop to the next; in time-division systems, the channel may change between two successive frames. Channel estimation may also be difficult in high-mobility situations. Consider a vehicle transmitting at a symbol rate of 30 kHz and a frequency of 1.9 GHz. If the vehicle moves at 60 mi/h, the coherence time is on the order of 50-100 symbols [12] . If multiple antennas are used, the path gains between each pair of transmit and receive antennas must be estimated. Thus if five training symbols were used per antenna pair, a system with four transmit and one receive antenna would require 20 training symbols-a significant overhead. Third-generation European cellular standards are required to operate on trains moving up to 500 km/h [5] , [12] . At this speed, the coherence time in this example is less than 20 symbols, in which case it is not clear whether accurate channel estimation is possible.
For such situations, it is useful to develop modulation techniques that do not require channel estimates at the transmitter or receiver. For a single transmit antenna, frequency-shift keying (FSK) and differential phase-shift keying (DPSK) can be demodulated without the use of channel estimates or training symbols. It is natural to consider extensions of these schemes to multiple transmit antennas. Motivated by the information-theoretic arguments in [16] , Hochwald and Marzetta have proposed the use of unitary space-time block codes, in which the signals transmitted by different antennas are mutually orthogonal. Optimal receivers, error bounds, and design criteria for unitary codes were derived in [11] , and some specific code constructions were given in [12] . More recently, Tarokh and Jafarkhani [31] have proposed differential transmit diversity schemes for two antennas. Like FSK and DPSK, all of the schemes in [12] and [31] can be demodulated without channel estimates at the receiver.
In this paper, we propose a new and general approach to differential modulation for multiple transmit antennas based on group codes. This approach can be applied to any number of transmit and receive antennas, and any signal constellation. We also derive low-complexity differential receivers, error bounds, and modulator design criteria for the case where the number of transmit antennas equals the block length of the group code. We then use the design criteria to construct optimal differential modulation schemes for two transmit antennas. These schemes can be demodulated with or without channel estimates. This permits the receiver to exploit channel estimates when they are available. Performance degrades by approximately 3 dB when estimates are not available. When channel estimates are available, the group codes derived in this paper can also be used as space-time block codes, as in [1] , [30] .
While this paper was under review, we learned of independent work by Hochwald and Sweldens [13] which proposes a similar approach to differential space-time modulation. Although there are differences in the proposed receivers and the generality of the formulation, the differential encoding method and modulator design criteria in [13] are essentially the same as ours. However, the derivation of optimal modulation schemes for two transmit antennas is unique to this paper.
The rest of the paper is organized as follows. In Section II, we introduce the channel model and provide some necessary background on space-time coding with and without channel estimates at the receiver. In Section III, we introduce our approach to differential modulation for multiple transmit antennas, and derive low-complexity receivers, error bounds, and design criteria. Finally, optimal modulation schemes for two transmit antennas are given in Section IV, and our main conclusions are summarized in Section V.
II. PRELIMINARIES A. Channel Model
Consider a wireless channel in which data are sent from transmit antennas to receive antennas [7] , [8] , [28] , [32] . At the transmitter, data are encoded using parallel encoders, one for each transmit antenna. The resulting encoded symbols are mapped into a unit-energy constellation and modulated onto a pulse waveform of duration for transmission over the channel. Let denote the constellation point selected by the encoder of transmit antenna at time . The signal that arrives at each of the receive antennas is a superposition of the fading transmitted signals and noise, as illustrated in Fig. 1 . We assume that the delay spread of the multipath is small and that the receiver has obtained symbol, but not phase, synchronization. Moreover, we assume that is small compared with the channel coherence time, so that fading conditions can be considered constant over symbols. At each receive antenna, a demodulator synchronously samples the output of a filter matched to the pulse waveform, thereby producing decision statistics in each symbol interval. Under these conditions, the relationship between the decision statistics and the transmitted signals is given by where is the complex fading path gain from transmit antenna to receive antenna and is a noise variable. Here where is the signal-to-noise ratio (SNR) per receive antenna. We assume that the elements in the transmit and receive arrays are spaced so as to produce independent fading between each pair of transmit and receive antennas. The path gains and noise variables are therefore independent and identically distributed, complex Gaussian random variables with probability density function (pdf) we can recast this channel in an equivalent matrix form (1) where is the receive matrix, is the fading matrix, and is the noise matrix. We distinguish between two communication situations for this channel. We say the receiver has perfect channel state information (CSI), if the receiver (but not the transmitter) has a perfect estimate of the fading matrix . If neither the transmitter nor the receiver know the outcome of , we say there is no CSI. In this paper, we are primarily interested in methods for transmitting data without CSI. In order to show why these methods work, however, we make use of results on communication with perfect CSI, which are summarized in the next section.
B. Perfect CSI at the Receiver
Most work on space-time coding has assumed that perfect CSI is available at the receiver. We now summarize results on optimal receivers, error bounds, and design criteria for this situation from [9] , [28] .
A space-time code for the constellation consists of a collection of code matrices , where . When is known at the receiver, the pdf of the received matrix given that is transmitted is where " " is the trace and denotes the conjugate transpose. If the code matrices are equally likely, the optimal receiver is the maximum-likelihood (ML) detector ([18, p. 72]), which reduces to the minimum Euclidean distance detector (2) Here " " denotes any argument that achieves the maximum (or minimum). Let be the pairwise error probability of this receiver, i.e., the probability of incorrectly decoding as , in a code consisting of only these two matrices. The Chernoff bound on this error probability takes the form ([28, eq. (9)]) (3) where is the identity matrix and denotes the determinant. For large , this bound behaves as where and depend on the difference matrix . The parameter is equal to the rank of and can be interpreted as the diversity advantage of the code pair [9] . The maximum diversity is therefore , provided . The quantity can be interpreted as the coding advantage, and is given by (4) where denotes the product of the nonzero eigenvalues of , including multiplicities. This is clearly a matrix analog of the product distance [4] , [35] , which arises in single-antenna fading channels. When , note that the product distance (4) 
For the unit-energy quaternary-phase shift keying (QPSK) constellation , it is easy to verify that the 16 code matrices in this scheme have minimum distance . Therefore, the diversity is and the minimum product distance is .
C. No CSI at the Receiver
In the absence of CSI at the receiver, Hochwald and Marzetta [11] have argued heuristically that the capacity of the multiantenna channel (1) can be approached for large or by code matrices with equal-energy, orthogonal rows. Accordingly, they focused attention on codes with the property for all (7) which they called unitary space-time codes. In this section, we summarize results on optimal receivers, error bounds, and design criteria for unitary codes from [11] . We present this work in a different form than [11] , however, in order to more clearly relate it to the results of the previous section. At first glance, it may appear that these results should also follow as a special case of those in [29] ; however, the channel is modeled as memoryless in ([29, eq. (2)]), which is inconsistent with our assumption that is fixed for . When is transmitted and is unknown, the received matrix in (1) is Gaussian with conditional pdf where . Note that the matrix identity and the unitary property (7) imply that does not depend on . Further note that which follows from the identity Given these results, the ML detector for a unitary code reduces to a quadratic receiver (8) A Chernoff bound on the pairwise error probability of this receiver for unitary codes was derived in [11, eq. (18) ]. We can rewrite this bound in a compact matrix form as 1 (9) As in the previous section, we can extract useful insights on code design by examining the asymptotics of this bound. To the best of our knowledge, the following observations are new, unless otherwise indicated. For large , the bound in (9) behaves as , where and now depend on the cross-product matrix . The diversity advantage is equal to the rank . Hochwald and Marzetta [11] have observed that the maximum diversity is , which is achieved when is not a singular value of . Observing that (10) we see that if and only if the rows of and are linearly independent, which is possible only if . The coding advantage is given by a quantity analogous to the product distance (4) (11) When and the vectors and are real, this quantity reduces to , where is the angle between and . We therefore propose to call this quantity the angular distance between and . Angular distance provides a design criterion for space-time coding without CSI, which is analogous to the product distance (4) for perfect CSI. From the identity , we see that is symmetric in and . For , the angular distance reduces to
For large , the performance of the code with receiver (8) is determined mainly by and Once again, if we are interested only in codes with , we can use the single-performance criterion which is positive only if , in which case . As an example, consider the performance of the code (6) in the absence of CSI. If is any unit-energy phase-shift keying (PSK) constellation, then for all . Thus the code is unitary and the results above apply. For any code matrices and , these identities also imply , where is the all-zero matrix. We conclude that , and hence the code is essentially useless in the absence of CSI.
III. DIFFERENTIAL SPACE-TIME MODULATION
For a single transmit antenna, one of the simplest and most effective noncoherent modulation techniques is DPSK. Differentially encoded PSK can be demodulated coherently or noncoherently. Moreover, the noncoherent receiver has a simple form and performs within 3 dB of the coherent receiver on Rayleigh fading channels ( [19, p. 774] ). It is natural to consider extensions of this technique to multiantenna channels.
Recently, Tarokh and Jafarkhani [31] have proposed a differential modulation scheme for transmit antennas based on Alamouti's code (6) . This scheme shares many of the desirable properties of DPSK: it can be demodulated with or without CSI at the receiver, achieves full diversity in both cases, and there exists a simple noncoherent receiver that performs within 3 dB of the coherent receiver. However, the scheme also has some limitations. First, the encoding procedure significantly expands the signal constellation for nonbinary signaling (e.g., from QPSK to 9QAM). Second, the approach does not seem to extend to complex constellations for , or real constellations for , without a penalty in rate. As noted in [31] , the scheme relies on the fact that (6) is a complex orthogonal block design, and such designs do not exist for [30] . (Real orthogonal designs for and were derived in [30] , and these can be used to construct BPSK modulators for up to eight transmit antennas [31] .)
In this section, we present a new approach to differential modulation for multiple-transmit antennas based on group codes. This approach can be applied to any number of antennas and any constellation. The group structure greatly simplifies the analysis of these schemes, and may also lead to simpler and more transparent modulation and demodulation procedures.
A. Unitary Group Codes
Our approach to differential modulation is based on a new class of space-time block codes which possess a group structure. Consider a system with transmit antennas and constellation . For any , let be any group of unitary matrices ( for all ), and let be a matrix such that for all . We call the collection of matrices (12) a (multichannel) group code of length over the constellation . The rate of this code is given by b/s/Hz, where denotes the cardinality of . Multichannel group codes are a generalization of Slepian's group codes [26] to multiple antennas and complex constellations. For and groups of real orthogonal matrices, Slepian considered the use of such codes on the Gaussian channel and showed that they possess a high degree of symmetry: each codeword has the same error probability, the ML decoding regions are all congruent, and the set of (Euclidean) distances from a codeword to all of its neighbors is the same for each codeword. In [6] , Forney introduced geometrically uniform codes, which extend Slepian's idea to groups of arbitrary isometries with respect to Euclidean distance. Since the results in [6] , [26] are rooted in Euclidean distance, however, they do not apply directly to fading channels like (1) . For the purposes of this paper, however, all that we require is the group structure. The class of group codes is apparently very rich, and includes polyphase codes [39] , permutation codes [25] , codes from reflection groups [17] , all binary linear codes with BPSK modulation [6] , [24] , and block-circulant unitary codes [12] . From this, it is clear that group codes can be constructed for any number of transmit antennas and any constellation . We can always choose to be a matrix in and let be any group of permutation matrices. While permutation groups can always be used, most complex constellations have symmetry properties which permit the use of a wider variety of unitary matrix groups.
The core idea of this paper is that group codes can be differentially encoded in a way similar to PSK. For simplicity, let us consider to be the set of possible messages. To initialize transmission, the transmitter sends . Thereafter, messages are differentially encoded: to send in block the transmitter sends (13) The group structure ensures that whenever . Moreover, the rate of the code is essentially for large .
In this paper, we consider the structure and performance of differentially encoded group codes, subject to two additional restrictions. First, we assume that is a unitary code, as in (7), so that the results of Section II-C apply. Clearly, is unitary if and only if . Second, we assume for simplicity that . All of the results presented here extend in a natural way to and to single-antenna systems; however, this extension requires additional tools and introduces some complications, and so will be treated elsewhere.
Note that unitary group codes can be used in several different ways. First, if we encode messages by (14) rather than (13) , then is essentially a space-time block code, as in [1] , [12] , and [30] . In this case, the results of Section II-B apply when perfect channel estimates are available at the receiver, and the results of Section II-C apply when estimates are not available. Second, can also be differentially encoded, as in (13) . When perfect CSI is available, we can still apply the results of Section II-B to decoding the sequence , and then recover from and . We expect the error probability of this scheme to be approximately twice the error probability of without differential encoding, since an error in tends to result in two errors in the message sequence. (A similar phenomenon occurs with differentially-encoded PSK [19, p. 274] .) In this paper, we are mainly interested in the final possibility, in which is differentially encoded and CSI is absent at the receiver. Here, unitary code matrices are used in a different way than in [11] , so the results of Section II-C do not apply directly.
In the following sections, we derive new receivers, error bounds, and code design criteria for this situation.
B. A Differential Receiver
We now derive a receiver for differentially encoded unitary group codes with . In the absence of CSI, the ML detector for the sequence (13) consists of the quadratic receiver (8) were known at the receiver, the optimal decoder for this block code would be the quadratic receiver (8), which depends only on the cross-product matrices (15) Since these matrices do not depend on , however, the receiver does not require knowledge of the past in order to decode the current message. Moreover, this receiver reduces to a simple and elegant form, as shown in Fig. 2 ( 16) where " " denotes the real part of the trace, and the last step follows from the identity . In Fig. 2 , denotes a one-block delay. Although this receiver is much simpler than ML detection based on , its complexity grows exponentially with and , since comparisons are required.
This receiver has an estimator-correlator interpretation. If the receiver knew both and the fading matrix , then the optimal detector would be the minimum Euclidean distance rule (2). For unitary codes, this reduces to a correlation receiver (17) We now recognize (16) as a correlation receiver in which is estimated by the previous received block
Thus the differential receiver has the same form as the receiver for perfect CSI, and differs only in the quality of its channel estimate. More generally, this suggests that the same receiver can be used with noisy channel estimates derived from other sources, which lie between these two extremes. 
C. Error Bounds and Design Criteria
By differential space-time modulation (DSTM), we mean the differential encoder (13) combined with the differential receiver (16) . In this section, we derive a bound on the pairwise error probability of DSTM and criteria for optimally designing and . As in the previous section, we assume and . Consider again the detection of in (13) based only on the block . Recall that is a unitary block code of length , and note that is a unitary block code of length . When channel estimates are not available at the receiver, the optimal detector for the block code is (16) . Thus the performance of DSTM is the same as the performance of the block code with ML detection (8) . Hence the pairwise error probability is bounded by (9) . From (15) and the unitary property (7), we have for all and (18) Thus (9) can be written as (19) For large , this bound takes the form , where and represent the diversity and coding advantage of the pair . From Section II-C, we know that is equal to the rank of the left side of (18) , which clearly equals the rank of . From Section II-B, we therefore have , which is the diversity advantage of and for perfect CSI. From Section II-C, the coding advantage is equal to the angular distance , which from (18) reduces to (20) where is the product distance (4). Recall that measures coding advantage when perfect CSI is available at the receiver. Using , we can express this in terms of the distance between the messages (21) These results have important implications for the theory and design of differential space-time modulation. First, DSTM based on the group code achieves maximum diversity in the absence of CSI if and only if achieves maximum diversity for perfect CSI. Second, the coding advantage of DSTM without CSI is exactly half the coding advantage of for perfect CSI. Third, the design criteria for DSTM are the same as in Section II-B: choose so that and such that is as large as possible. From (21), we can clearly choose to be any matrix that satisfies , since the choice does not affect performance.
Comparing with (3) for , we see that (19) is essentially the same as the Chernoff bound for perfect CSI, except for a 3-dB loss in . This suggests that the pairwise error probability of DSTM suffers a 3-dB loss relative to the performance of the block code with the correlation receiver (17) and perfect CSI. This conclusion can be verified by examining the exact pairwise error probabilities for large . This performance loss is due mainly to the suboptimal receiver (16) , which uses only the two most recent received blocks to estimate , rather than the entire received sequence.
IV. OPTIMAL UNITARY GROUP CODES
Section III provides a general framework for differential space-time modulation based on unitary group codes. In this section, we characterize all unitary group codes with and , and we identify those that are optimal in the sense of achieving the largest minimum product distance . All of the codes presented here can be used in two distinct ways: First, when perfect CSI is available at the receiver, we can use them as space-time block codes with encoder (14) and decoder (2) , as in Section II-B. Second, when CSI is absent, we can use the differential encoder (13) and detector (16) , as in Section III-B. As shown in Section III-C, the design criteria for these two applications are related by and . 2 
For
, the choice of affects the constellation but not the distance structure of , as shown by (21) . We can therefore choose to be any matrix that satisfies . In particular (22) is a convenient choice for all of the codes presented below. We say that two codes, and , are equivalent if there is a unitary matrix such that . From Section II-B and (21), it is easy to see that equivalent codes have the same diversity and minimum distance . Throughout this section and the Appendix, we specify groups by their generators. Let 2 In principle, the codes in this section could also be used as space-time block codes without CSI at the receiver, as in Section II-C. Since n = t implies = 0, however, these codes provide no diversity in this context. denote the group consisting of all distinct products of powers of . Suppose that . In the Appendix, we show that all unitary group codes with and are either cyclic or dicyclic (cf. Appendix D). For odd , the cyclic group code is defined by (22) and (23) where . This code takes values in the -PSK constellation and has code matrices, diversity advantage , and minimum product distance which is positive for all odd (cf. Appendix B). For example, the cyclic group code has and . For all , the dicyclic group code is given by (22) and (24) which takes values in -PSK and has code matrices, diversity advantage , and minimum product distance . For example, the code in Example 3 is dicyclic with and . In the Appendix, we show that every unitary group code with and is equivalent to an cyclic code or the dicyclic code. Thus there are at most nonequivalent unitary group codes with these parameters.
Unitary group codes with maximum are given in Table I  for all . All of these codes use the initial matrix (22) . Also shown for comparison at the bottom of the table are Alamouti's QPSK code [1] , and the differential version of this code proposed by Tarokh and Jafarkhani [31] , which takes values in 9QAM.
For 0.5 b/s/Hz, the only unitary group code with is the cyclic group code, which is therefore optimal. For , the and cyclic group codes are both optimal. The code given in Table I is equivalent to the cyclic group code (see Table III in Appendix B), but has the advantage of taking values in BPSK rather than QPSK. Note that this code has the same code matrices as (6) for binary and ; thus it is essentially Alamouti's binary code. The differentially encoded version of this code was given in [31] . To the best of our knowledge, the observations that (6) is a group code for binary and , and that it is optimal with respect to , are new. The group structure may be useful in simplifying the encoding and decoding procedures.
For , the dicyclic code given in Example 3 is optimal. Since the underlying group is known in algebra as the quaternion group ([14, p. 32]), we call this the quaternion code. Note that this code has the same minimum product distance as the optimal code, but achieves a 50% higher rate. When perfect CSI is available at the receiver, the quaternion code achieves three quarters of the rate of Alamouti's QPSK code, but with a 3-dB higher coding advantage. Moreover, when CSI is absent, Fig. 3 . Bit-error probability of the quaternion code (r = 1). Fig. 4 . Bit-error probability of the optimal R = 2 code (r = 1).
the quaternion code can be differentially encoded and detected without expanding the constellation. Fig. 3 gives a plot of the bit-error rate (BER) of this code for one receive antenna , with and without CSI. At a BER of , the performance of the quaternion code with coherent detection is roughly 1.1 dB better than Alamouti's QPSK code, and with differential detection is about 2.0 dB better than the corresponding code in [31] . For , the best cyclic and dicyclic group codes have the same minimum distance. In Table I , we choose the dicyclic code because the second-nearest neighbors are significantly farther apart. Fig. 4 shows the BER of this code for , along with the performance of single-antenna differential QPSK. Note that this code performs somewhat better than would be expected on the basis of product distance alone. 3 Comparing with [31, Fig. 4 ] at , we see that the code is 1.4 dB worse than Alamouti's QPSK code for coherent demodulation, and only 0.5 dB worse than the corresponding differential code in [31] . In exchange for this loss of performance, the code in Table I can be differentially encoded without changing the signal constellation, preserves the constant modulus property of the constellation (i.e., 8PSK instead of 9QAM), and has a simpler differential encoder and decoder. For coherent transmission, however, the encoder and decoder of the code are more complex than Alamouti's code, and the constellation is larger (8PSK versus QPSK). Similar observations apply to the optimal cyclic group code. Finally, for , the cyclic group codes are optimal for and . In Table I , we arbitrarily choose the code.
V. CONCLUSION
We have considered the design of space-time coding and modulation techniques that do not require channel estimates at the transmitter or receiver. We proposed a new and general approach to differential modulation based on unitary group codes, a rich class of space-time block codes which extend Slepian's idea to multiple transmit antennas and complex signal constellations. This approach can be applied to any number of transmit antennas and any target constellation. For the particular case , we derived low-complexity differential receivers, error bounds, and design criteria for differential space-time modulation. From these results, it is clear that differentially encoded unitary group codes can be decoded with or without channel estimates at the receiver. This allows the receiver to use channel estimates when they are available; however, performance degrades by 3 dB when estimates are not available. Finally, we used the design criteria to construct optimal unitary group codes for . These codes can also be used as space-time block codes when CSI is available at the receiver. As noted earlier, some of these results have been obtained independently by Hochwald and Sweldens [13] .
The methods proposed here are not the only way to perform differential modulation with multiple transmit antennas. For example, the differential transmit diversity schemes of Tarokh and Jafarkhani [31] , which are based on orthogonal block designs, do not fit within our framework. As pointed out in [31] , however, modulators based on orthogonal block designs seem to be limited to for real constellations and to for complex constellations. The approach presented here is, to the best of our knowledge, the only known approach to designing differential space-time modulation in other situations.
In a sense, this paper raises more questions than it answers. Multichannel group codes are a rich topic for further investigation. The structure and algebraic properties of these codes will be investigated in a companion paper. The proposed approach to differential modulation extends in a natural way to and to single-antenna systems. This extension requires additional tools and introduces some complications, however, and so will be treated elsewhere. Since we have suggested DSTM for applications like frequency hopping and fast-fading channels, it is natural to explore extensions of DSTM that exploit time and frequency diversity as well as space diversity. In particular, DSTM seems to extend in a straightforward way to dispersive channels when combined with orthogonal frequency-division multiplexing. Although the approach presented here permits the design of differential modulation schemes for any number of transmit antennas and any signal constellation, we have only skimmed the surface in terms of the actual design of codes. Our results suggest, however, that the extensive literature on group codes can be leveraged to provide a wealth of space-time block codes and differential space-time modulation schemes.
APPENDIX

A. Group Design Preliminaries
In this appendix, we characterize all unitary group codes with and , and we identify those with maximum product distance . We assume familiarity with linear algebra at the level of [27] (25), we obtain (27) .
B. Cyclic Groups
Since we are interested only in codes with , by the remarks following (5) it suffices to search for unitary group codes that maximize the modified distance where the second equality is similar to (21 generates a cyclic group of order , which we call the cyclic group. It easily shown that the minimum distance of this group is which is positive for all odd . For a given , the smallest distance is , which is achieved by and ( or ). The cyclic group codes with maximum are given in Table II for -, along with the constellation , assuming the use of the initial matrix (22 The groups in Table II can often be represented in smaller constellations by using a nondiagonal generator. For example, the group generated by is equivalent to an cyclic group, since the eigenvalues of are . Used with the initial matrix (22) , this group code takes values in the -PSK constellation. Table III gives the generators and minimum distances of all such groups for -. From Table II , we see that all of the cyclic groups in Table III are optimal.
C. Dicyclic Groups
Let be an arbitrary group and let denote the maximum order of any element in . Recall that always divides , and if and only if is cyclic. In this section, we consider groups with . Such groups can always be generated by two elements. For example, if then (28) is a group with and . Since and is the well-known dicyclic group ([3, p. 7] ). Table IV gives all of the dicyclic groups for , along with their minimum distances and constellations, assuming the initial matrix (22) . For , note that , so the resulting group is cyclic rather than dicyclic.
In the rest of this section, we show that every unitary group code with and is equivalent to the dicyclic group code (28) . We first require two technical lemmas. . It follows that , which shows that every diagonal matrix in is in . For any off-diagonal matrix , note that is diagonal and therefore contained in . Thus every off-diagonal matrix in is contained in . We conclude that consists of all of the diagonal and off-diagonal matrices in .
Since , it follows from the Sylow Theorem that is normal in some larger subgroup . Let be any element in . Since is normal in must be in and is therefore either diagonal or off-diagonal. If is diagonal then, by Lemma A1a) with and is either diagonal or off-diagonal. However, this implies , which contradicts our choice of . Hence, must be off-diagonal. By Lemma A1b), this is possible only if , which requires . For , Lemma A8 implies that all elements of have order , except . Moreover, every matrix of order is a square root of . By Lemma A2, each nondiagonal root of is of the form (32) where is real, is complex, and . Since if , we see that the diagonal entries of and both have zero real part only if is off-diagonal . This implies , another contradiction. Since both possibilities lead to contradictions, we conclude that .
Conclusions:
We now combine the results of the Appendix-D to prove the optimality of the unitary group codes given in Section IV. Recall from Appendix-B that if and only if , in which case the minimum product distance is given by . For , there is only one group with : the cyclic group in Table II. For , there exists no dicyclic group (cf. Lemma A7), so the two cyclic groups in Table II are both optimal. We prefer the group in Table III , however, which is equivalent to the cyclic group and takes values in BPSK. For , the dicyclic group in Table IV is optimal. For , the best cyclic and dicyclic groups have the same minimum distance . Since the secondnearest neighbors are at a distance of in the dicyclic group and in the and cyclic groups, we choose the dicyclic group. For , the four cyclic groups in Table II are optimal, of which the group has a particularly simple generator:
.
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