We present results for a decade-long assessment program for an introductory course for non-science majors. This study focuses on student evaluation data and student-supplied information about sex, race, age, academic background, student study time, study habits, and course grade. The results reveal a statistically significant positive relationship between the student evaluation means and grade inflation, and negative relationships between student evaluation means and student study time and between student evaluation means and previous course performance in chemistry and physics. The positive relationship between student evaluations and grade inflation was not surprising. However, the negative relationship between student evaluation means and previous course performance in chemistry and physics was unexpected. Course grades are significantly positively related with estimated grade point average (GPA) and previous course performance in chemistry and physics, and negatively correlated with student study time. Positive associations between course grades and GPA and previous course performance in chemistry and physics were expected. The negative relationship between course grades and study time was unexpected, but reports of similar results have been found in the literature. Course grades of male students were significantly higher than those of female students. We discuss the implications of these results for personnel and program evaluation.
INTRODUCTION AND BACKGROUND
The use of student ratings for personnel decisions has been debated for decades. Hake (2002) advocated the use of specifically developed examinations to measure learning and suggested that student ratings do not provide reliable evidence of learning. Cashin (1988 Cashin ( , 1995 argued that a variety of studies demonstrate that student ratings are valid measures of student learning. Most of Cashin's validity arguments relate to correlations of student ratings determined by evaluation techniques that may be equally inadequate to measure student learning. Although most faculty members are skeptical about the validity of student ratings as measures of teaching effectiveness, such ratings are frequently required of persons applying for promotion, tenure, or merit pay.
Of special interest in Cashin's conclusions are the biases in student ratings, which he did acknowledge. Student ratings show bias in (1) student motivation, (2) subject area, (3) course level, and (4) course grades. Students enrolled in courses voluntarily rated them higher than students enrolled in courses required for programs such as general education. Students enrolled in humanities and arts courses rated them higher than students enrolled in social science courses, and students enrolled in social science courses rated them higher than students enrolled in math and science courses. Students enrolled in higher-level courses produced ratings higher than students enrolled in lower-level courses. Instructors in the Astro 100 course, the subject of this study, were negatively impacted by all three of these biases. Finally, students expecting to receive higher grades produced ratings higher than students expecting to receive lower grades.
Although Cashin recommended controlling for these biases, no mechanism is in place within our university to do so. Student ratings are required of all faculty members being considered for promotion and tenure, but information about these biases is not provided to committee members evaluating the credentials of faculty members. And although our department requires all faculty members to provide grade distribution data with each student rating report, such information is not required at the college level, where final promotion decisions are made. The average data provided by our internal assessment program do permit candidates to provide mean data for the multiple sections for this course in order to permit a more informed evaluation of their ratings by others.
Student evaluations of instructors and courses are required in many colleges and universities and are often considered in making personnel decisions such as tenure and promotion. They can also be used as evidence of curricular effectiveness in program evaluation. Unfortunately, these applications often do not distinguish between small and large class size, freshman and upper-division courses, and courses taken by majors and those completed as part of required curricula. This project was undertaken initially to provide a context for the interpretation of student evaluation data within our physics and astronomy department. Courses within the department are divided into five different major groups, and student evaluations for individual faculty members are compared with those of other faculty members teaching similar courses. The five groups are (1) general education, (2) teacher education, (3) algebra-based physics, (4) calculus-based physics, and (5) all advanced physics courses. Information provided within each of these groups is much more useful to faculty members and administrators than simple departmental averages.
This article presents the information collected on these evaluation forms for our Astro 100 classes over a 10-year period, from 1993 to 2002. Astro 100 is a traditional astronomy survey course for non-science majors. It is one of several physical science courses that students can take to fulfill distribution requirements in the Ball State University general education program, the University Core Curriculum. Although some of these courses fulfill science requirements for physics majors and minors and other science curricula, Astro 100 was designed specifically for this program. The course was taught in sections of about 100 students each during the academic year, with smaller sections offered in the summer and off-campus. This course was taught in the lecture-discussion mode during this period, with the amount of discussion varying with the instructor assigned to each section. Each instructor had flexibility in selecting the specific topics to be covered in his or her section. Few instructors covered the entire book, and considerable differences in emphasis existed from instructor to instructor. Three observational astronomers and several physicists taught sections of this course during this period. A hard-wired student response system was installed in the classroom used for this course in 1997. Although most of the Astro 100 instructors learned to use this system, it was employed primarily for taking attendance and administering quizzes and exams. Few instructors used the system to modify their courses to include surveys of students and discussion of concepts involving peer instruction. After the first year of use, the keypads started to become unreliable, and use of the system declined in subsequent years. Thus, the system would have had little impact on the results of this project, which sampled students in 1996 and 1999.
The data for Astro 100 were analyzed to identify correlations of mean student evaluation scores for the instructor, course, and course goals with sex, race, age, academic background, student study time, study habits, and grade inflation. Student course grade data were analyzed to identify correlations with the same factors, with the exception that estimated GPA was used in place of grade inflation as an independent variable.
STUDENT SURVEY FORMS
Student survey data were collected on short and long forms. The short forms consisted of 11 specific instructor-related items, 4 specific items related to the course in general, 1 overall instructor item, and 1 overall course item. The evaluation items were constructed as positive statements, with student responses ranging from 1 (strongly agree) to 5 (strongly disagree). Thus, higher values reflect poorer ratings. It might be helpful to think of the system as a ranking system rather than a rating system. Having dealt with magnitude systems for 2,000 years, astronomers should be familiar with this concept. Short-form evaluations were completed in nearly all courses at the end of the fall semester and as desired by the instructor in other terms. The long forms used to collect student data contain these same items and academic background data, demographic data, information about student study time, self-evaluation of study habits, estimated GPA, and expected course grade. Such information was requested (1) to determine whether correlations existed between these different variables and student evaluations of the instructor and course and (2) to attempt to identify correlations with course performance as reflected by the expected grade. It is important to understand that all information was provided by the student and was limited by student honesty and memory. The evaluation forms were administered by a department faculty member other than the course instructor and were completed in class. It typically took 10 minutes to complete the short-form evaluation and 20-30 minutes to complete the long-form evaluation. Students who did not attend class regularly during the last few weeks of the term are not represented.
DATA COLLECTION AND USAGE
Ball State University has offered an introductory astronomy course as part of a general education program for almost 20 years. Annual enrollments in this course have ranged from 1,600 to 2,000 students per year. Most students are enrolled in sections with a limit of about 100 students. Since 1993, the long evaluation form described above has been administered during the last few weeks of all fall semester classes once every three years. Data have been collected in 1993 Data have been collected in , 1996 Data have been collected in , 1999 Data have been collected in , and 2002 . These data form the basis for this analysis. About seven faculty members teach eight to ten sections of this course each fall. Nine different faculty members have taught sections of this course during these assessment years. The number of student evaluations each year ranges from 466 to 618. Typical attendance during the final two weeks of the semester has resulted in completion rates of 60%-70% on evaluations. In terms in which long-form data are collected, evaluation forms for each section of Astro 100 were processed separately. A section mean value was computed for each item, and a mean was computed across all sections to determine a course mean. In addition, all evaluation forms were processed in a single batch to compute mean values as well. Each instructor was provided with his or her personal section mean results and the means for all sections and forms. These data permitted instructors to identify personal strengths and weaknesses. Similar data were used by the department chairperson to complete teaching effectiveness reviews for all faculty. These reviews were used to make recommendations pertaining to merit pay, tenure, and promotion.
We expect that reliance on student-supplied data will limit the reliability of information, but self-reported data are better than no data at all. Cassady (2001) found that self-reported GPAs can be very reliable in assessment studies. The responses to questions regarding previous success in chemistry and physics courses are probably not as reliable because they are more complex and rely upon students recalling courses that they may have taken several years before the survey. The student study time data are probably the most subjective.
METHODS
Traditional student evaluations provide information that can be used to compute the average responses of students in a given section or course. However, they do not permit analyses of the characteristics of the students submitting the evaluations. What is the academic background of a student? What is the general level of academic ability of a student? How is the student performing in the course? Is the expected grade in the course for this student higher or lower than his or her overall GPA? Are there significant correlations between these variables and the evaluations of the students? Are there significant correlations between these variables and the expected grades of the students? The assessment program developed in the Department of Physics and Astronomy was designed to collect data that could be used to answer such questions. The program was established initially to avoid any connection between the student evaluation form and the official record of the student. Although this assessment program may have decreased reliability of the data somewhat, it significantly simplified the collection of data and removed any concern on the part of the student that his or her evaluation may be traced to him or her at some future time, and may therefore have encouraged greater honesty in rating various aspects of the course.
Initial analyses of the data included use of multiple-linear regression models for the variables, which can be represented by numbers on a continuous scale (levels of agreement, course grade, GPA, amount of study time) followed by student's t-tests for categorical variables such as sex and race. This model would produce an equation of the form:
Overall Instructor Rating = C 1 * Grade Inflation + C 2 * Chem/Phys Background + C 3 * Study Time This Course
The overall instructor rating is the dependent variable in this model. A variety of independent variables were included in this analysis, but only those that are statistically significant would be included in the final model shown above. The coefficients C 1 , C 2 , and C 3 are the slopes of lines showing the linear relationship between the respective independent variable and the dependent variable. Following the construction of such models, it is possible to identify reasons for differences between means in the dependent variable for different categories. For example, a simple student's t-test may reveal that male students evaluate an instructor more favorably than do female students. If female students have significantly different chemistry/physics backgrounds, this would explain some of the difference. If male students receive systematically higher grades, this would also be revealed. The coefficients permit the calculation of the change in the dependent variable, which can be attributed to a given difference in an independent variable.
The survey items and the definition and construction of model variables are described in the remainder of this section. Section 5, Results, contains tables and figures that show the dependent and independent variables and coefficients for the significant independent variables.
The term grade inflation in this article has a very specific definition: it is the difference between the grade expected in this course (as reported by the student) and the estimated GPA (as reported by the student). Thus, though the term used is inflation, it is possible for students to report grade deflation as well; that is, the expected grade in the course could be lower than the estimated GPA. Cashin's discussion of biases in student ratings clearly delineates the different interpretations of this variable. Some suggest that it reflects a bias in ratings whereby unwarranted assignment of higher grades is correlated with more positive student ratings. Others argue that better teachers produce better students and that the higher grades reflect real differences in instructor effectiveness. Because student learning is not measured by some objective means and as long as grades are assigned by subjective criteria that vary from instructor to instructor, it is impossible to resolve the relative merits of these two arguments. The choice of this variable name is not meant to imply that arbitrary assignment of higher grades is the primary factor or that increased student learning does not play a role. We do believe that this variable is more meaningful than the expected course grade.
The hierarchical linear models (HLM) method of analysis allows for the modeling of a dependent variable as a function of a set of independent variables of different types. A thorough discussion of this methodology can be found in Bryk and Raudenbush (1992) , while examples of its application to educational data appear in Gustafson and Hendel (2004) and Grodsky and Gamoran (2003) , for example. The results of this analysis include statistical tests for the variables of primary interest and measures of the impact of other effects that are anticipated to influence the dependent variables. To ascertain the nature of the relationship between the dependent variable and the continuous (as opposed to categorical) independent variables, slopes are estimated for each covariate that is found to be statistically significant. Statistically significant results for categorical effects are followed up by the Tukey-Kramer post hoc test to determine which categories have significantly different means. For example, the test allows for the comparison of the mean scores of freshmen with sophomores, freshmen with juniors, and so on.
To address the research questions of interest, a set of HLM was used, treating as dependent variables the mean of several instructor ratings items, the overall instructor rating, the overall ratings of course content, the overall ratings of course design, and expected grade. Composite variables were obtained by averaging responses to specific groups of items on the course evaluation, which appears in the appendix. Specifically, for an individual student, the instructor mean is composed of the mean of items 1-11, the course design rating is calculated from the mean of items 12-15, and the course content is calculated from the mean of items 16-20. These are summarized in Table 1 . The overall instructor rating is given by the single item 21 (not in the 3. My instructor emphasizes conceptual understanding of the material.
4. My instructor is careful and precise when answering questions.
5. Exams cover a reasonable amount of material.
6. Exams are fair.
7. My course grade accurately reflects my knowledge of the material.
8. The grading system was clearly explained.
9. The grading system in this course is appropriate.
10. My instructor returned graded materials in a timely manner.
11. The teaching strategy used in this course was appropriate.
Course Design 12. I am generally pleased with the textbook in this course.
13. The assigned reading is well-integrated into the course.
14. The amount of material covered in the course is reasonable. Several independent variables are also composites of items taken from the course evaluation questionnaire as noted in Table 2 . Table 2 , the final value is calculated as the mean of the ratings provided by the constituent items. For example, the value for overall study habits is obtained for an individual student by averaging their responses to items 49, 50, 51, 52, and 53. Finally, the difference between students' performance in the astronomy course and their performance in college overall is represented as their expected grade in the course and their overall university GPA, where an A = 4, B = 3, C = 2, D = 1, and F = 0 for both variables. Positive values of this grade inflation indicate that students expected to do better in the class than in college as a whole, while a negative sign suggests the opposite.
The categorical demographic variables included in this analysis are student sex, class in school (freshman, sophomore, and so on), student race (white/Asian, all others), and student age category (younger than 23, 23-30, older than 30). Finally, the categorical variables that are treated as random effects in the HLM analysis include year (1993, 1996, 1999, and 2002) , course section nested in year and teacher, and teacher.
RESULTS
Results for the course and instructor satisfaction ratings given by students will be addressed first, followed by the self-reported course performance data.
Course/Instructor Satisfaction: Student Evaluations
The distributions for the demographic variables used in this study, compiled across the four academic terms, are presented in Table 3 . Table 2 . Higher values indicate greater past success in chemistry/physics, more time spent studying for the course, more time spent studying for all courses, and higher self-reported GPA.
Means and standard errors for the dependent variables by the independent variables appear in Table 4 . The mean values and error bars for two standard errors are shown in Figure 1 for the instructor mean and Figure 2 for the overall instructor variables, respectively. It should be noted that the distribution of these variables has been fairly consistent over time, thus allowing for their presentation in this unified format. The contrast in content between the instructor mean and the overall instructor items is worthy of note. Most evaluation efforts report means or medians for individual specific items. Few compute mean values for these items. The data in Table 2 , partially displayed in Figures 1 and 2 , clearly show substantial, systematic differences between the mean of the 11 specific items (instructor mean) and the overall instructor item. The standard errors are also systematically smaller for the instructor mean, which is based on a set of specific items, selected by the faculty, that reflect faculty values for course instructors. The overall instructor item, on the other hand, solicits value judgments from students without reference to specific traits and may therefore be more subjective. In comparisons of student evaluation data for personnel decisions, it is expedient to view the overall instructor item as a summary of instructor effectiveness and to ignore the individual specific-item responses. These data suggest that the calculation of an instructor mean item can provide more objective data that are useful in evaluating teaching effectiveness.
The results of the significance testing for the HLM analyses for each of the rating variables appear in Table 5 (fixed effects) and Table 7 (random effects). The fixed effects are reported with the value of the F statistic and accompanying p value for each, while the random effects are reported both in terms of the variance component (the raw amount of variance accounted for by the independent variable) and the ratio of this component to the total variance in the dependent variable remaining after the fixed effects are accounted for. The F statistic is the ratio of the amount of variation in the dependent variable due to the effect of the independent variable versus the amount of variation due to between-student differences. In general, larger values of F indicate that the independent variable has a greater impact on the value of the dependent variable than do simple between-student differences. Associated with each F is a probability, or p value, of obtaining this value of F if the independent variable has no impact on the dependent variable. Therefore, low p values indicate that it is unlikely that the independent variable has no effect on the dependent variable. Generally speaking, p values less than .05 are considered evidence of a significant effect. Another way to think about the p values is as the probability of concluding that an independent variable has a significant impact on a dependent variable based on the sample data, whereas in reality, this is not the case in the general population. Reaching such a conclusion is known as a Type I error.
In this study, there are five statistical models, one associated with each dependent variable (four course ratings and the expected grade). When more than one statistical test is conducted for a given independent variable using a single sample, the probability of making a Type I error at least once-concluding that one of the independent variables is significantly related to the dependent when in fact it is not-is greater than the standard of .05. A simple analogy can illustrate this point. If one plays a game involving flipping a fair coin in which victory is achieved every time heads appears, then the probability of winning in any one game is 0.5. However, the probability of winning at least once in 10 such games is much greater than 0.5. The same principles of probability hold in the case of making a Type I error. To control for inflation of the Type I error rate that is due to the use of five analyses (four course ratings and expected grade), a common correction to the p value, known as the Bonferroni correction, was employed in this study. This correction requires that the standard criteria for significance, .05, be divided by the number of analyses that are done-in this case, 5. The resulting value serves as the new Type I error rate for each of the individual analyses. Thus, in this case, the p value for each test is compared with 0.01 or 0.05/5. Based on these results, it appears that the amount of time spent studying for this course, the level of previous success in chemistry and physics, and the difference between their expected grade and their self-reported GPA (grade inflation) are all significantly related to the average of the instructor ratings. Similar results are evident for overall instructor, though the amount of time studying for this course is not significantly related to the item response, and there are differences due to age. With respect to the course design, overall study habits and grade inflation are statistically significant, while for course content, the amount of effort spent studying for this course, overall study habits, previous exposure to chemistry and physics, and grade inflation are significant.
To gain further understanding of the significant results, the slopes relating the covariates (continuous independent variables) to each of the dependent variables appear in Table 6 . Note: A discussion of the calculation of the variables appears in Tables 1 and 2 . (NS = not significant)
In this case, higher scores on each of the rating scales indicate a more negative impression of the teacher or course. The quantification of the evaluation items using positive statements with student responses ranging from 1 (strongly agree) to 5 (strongly disagree) results in negative slopes for positive correlations and positive slopes for negative correlations. Therefore, positive slopes for study time this course with instructor and course content ratings mean that the more time students spend studying for this course, the less they like it. Similarly, the better their study habits, the less students like the design of the course or the course content, and the more success students have had with chemistry and physics prior to taking this course, the less they like the instructor (using both measures) or the course content. On the other hand, the more positive the difference between their self-reported GPA and the grade they expect to receive, the more they like the instructor, course design, and course content. This suggests that when students expect to do better in the course than they have done in general, they rate the course more positively.
A follow-up analysis examining the differences in overall instructor ratings among the ages found that individuals under 23 years of age had significantly higher mean ratings than did the other two age groups. This result implies that younger students are generally less satisfied with the course than are their older counterparts. In terms of the random effects, after the main effects are modeled, only the teacher accounts for more than 10% of the variation in instructor mean, overall instructor, and course content. In all cases, the residual accounts for the vast majority of variation in student ratings. This result suggests that once factors-such as the amount of time spent studying, prior success in chemistry and physics, and demographic information pertinent to students-are controlled, much of the score value is due to factors that are idiosyncratic to individual students rather than variables such as instructor, year in which the course was taken, or course section in a given semester.
The results of the analyses for the overall instructor rating item are similar to those obtained for the average of the 11 instructor specific questions (instructor mean). Specifically, in both cases, the age groups differ in the same fashion (i.e., younger students are less satisfied), and there is a statistically significant relationship between previous course work in chemistry/physics and overall satisfaction with the instructor. In addition, for both measures, the greater the grade inflation, the more satisfied students are with the instructor. The only difference in the models for the two types of instructor satisfaction is with the variable study for this course. It was found that this variable is related to the average of the instructor-related items but not to the overall rating of instructor.
Some insight into the relationship between responses to the overall instructor satisfaction item and attitudes toward various components of the course can be gained by using the correlation between the instructor, course design, and course content. The results appear in 
Course Performance: Expected Course Grade
The means and standard errors of expected course grade for the various demographic groups included in this study appear in Table 9 . Mean values from Table 9 are displayed with two-sigma error bars in Figure 3 . In addition to examining the relationship of the demographic variables of interest here with course satisfaction, it is also of interest to ascertain how these factors are related to the grade that students expect to receive in the course. The reader should keep in mind that these are self-reports of the expected grade and not the actual grade that the students received in the course. Table 10 displays the results of the statistical tests for each of the factors included in this research, while Table 11 includes the results of the variance components analysis for this variable. One of the surprising results from the original model was a negative correlation between student study time and expected course grades. Because it seems unlikely that increasing study time will cause students to earn lower grades, the course performance model was repeated without study time this course as one of the independent variables. The results of this model are provided in Tables 10 and 11 for comparison with the original model. The most significant differences between these two models are in the F factors for student race and study time all courses. Given these results, it appears that the variables related to expected course grade include sex, age (partial), amount of time studying for all courses, previous exposure to chemistry and physics, and estimated GPA. The random effects in this analysis include the term in which the course was taken, the teacher, and course section. As with the results for course ratings described above, the residual effect can be thought of as representing the impact of the students themselves on expected course grade. The second number in each cell of Table 11 (proportion of variation in dependent variable value due to the random effect) provides the most useful information about the relative impact of each variable. Based on these results, it is possible to conclude that none of the random variables accounted for more than 10% of the variation in the expected course grade. Indeed, the residual accounted for 95% of the variation in expected course grade after the fixed effects were taken into account. This result suggests that differences among the students contribute far more to expected course grades than factors such as the teacher, course section, or year. The means of the expected grade by levels of the demographic variables appear in Table 9 , and the slopes for the continuous variables appear in Table 12 . Students who had higher overall GPAs expected to receive higher grades in this course than those who had lower overall GPAs. Students with more previous successful coursework in chemistry and physics also expected to have higher end-of-semester grades than those who had less experience in chemistry and physics. Male students expected to get higher grades in the course than did female students. Furthermore, students 30 years of age or older anticipated higher grades than did traditional students. In the original model, which includes study time this course, students who spent more time studying for this course expected a lower grade than those who spent less such time.
CONCLUSIONS AND DISCUSSION

Student Evaluations
