Abstract A dissimilarity measure on a set of objects is Robinsonian if its matrix can be symmetrically permuted so that its elements do not decrease when moving away from the main diagonal along any row or column. The Robinson property of a dissimilarity reflects an order of the objects. If a dissimilarity is not observed directly, it must be obtained from the data. Given that an ordinal structure is assumed to underlie the data, the dissimilarity function of choice may or may not recover the order correctly. For four dissimilarity measures for binary data it is investigated what ordinal data structure of 0s and 1s is correctly recovered. We derive sufficient conditions for the dissimilarity functions to be Robinsonian. The sufficient conditions differ with the dissimilarity measures. The paper concludes with some limitations of the study.
Consider a linear order on E. We say that is compatible with a dissimilarity d on E whenever i j k implies d ik ≥ max d i j , d jk for all i, j, k ∈ E (Chepoi and Fichet 1997; Barthélemy et al. 2004) . A dissimilarity measure d is said to be Robinsonian if it admits a compatible order. Equivalently, d is Robinsonian if its matrix can be symmetrically permuted so that its elements do not decrease when moving away from the main diagonal along any row or column (Critchley and Fichet 1994; Diday 1986 ). Hubert et al. (1998) use the term anti-Robinsonian for a dissimilarity matrix and reserve the term Robinsonian for a similarity matrix, since Robinson (1951) studied matrices of the similarity type.
Robinsonian dissimilarities play an important role in unidimensional scaling problems in archeology (Robinson 1951; Kendall 1971) and psychology (Hubert 1974; Hubert et al. 1998) , in the analysis of DNA sequences (Mirkin and Rodin 1984) , and in overlapping clustering (Fichet 1984; Bertrand and Diday 1985; Diday 1986; Mirkin 1996) . There is a one-to-one correspondence between Robinsonian dissimilarities and the ordered clustering systems called pyramids in Diday (1984 Diday ( , 1986 ) and pseudohierarchies in Fichet (1984) . Critchley and Fichet (1994) discuss some properties and applications of Robinsonian dissimilarities. Some extensions of Robinsonian dissimilarities are discussed in Barthélemy et al. (2004) and Warrens and Heiser (2007) .
Given a dissimilarity measure d one may be interested in knowing whether d is Robinsonian. An algorithm for testing whether or not a dissimilarity measure d is Robinsonian is presented in, e.g., Chepoi and Fichet (1997) . Recall that d may be either observed directly or may be computed from a data matrix. In the latter case d must be chosen in light of the data analysis, of which it is a part. The choice of d may influence (i) the possibility of a linear order, since certain types of dissimilarity definitions may be more likely to be Robinsonian than others, (ii) the correct recovery of an order, given that an ordinal structure underlies the data. In this paper, we study dissimilarity functions based on binary (0,1) data (Baulieu 1989; Albatineh et al. 2006; Warrens 2008a,b,c,d) . Because a large number of dissimilarity functions has been proposed for this type of data in the literature, it is important that the different functions and their properties are better investigated with respect to (i) and (ii).
The paper presents some interesting connections between Robinsonian dissimilarities and several (0,1)-data structures. For four dissimilarity measures it is investigated what ordinal data structure of 0 and 1s is correctly recovered. The main results are sufficient conditions for a measure to be Robinsonian. The conditions differ with the dissimilarity measures. The results provide some theoretical justification for using a certain dissimilarity measure if a particular data structure can be assumed to underlie the data. A limitation of the study is that the sufficient conditions are rather strong and are often not satisfied with real data (see Sect. 6). In these cases different dissimilarity functions may or may not recover the ordinal structure, and it is difficult to decide what dissimilarity measure to use.
The paper is organized as follows. The next section is used to introduce additional terminology and notation. The four dissimilarity measures that we are studying throughout the paper are presented here. In Sects. 3-5 we consider different types of interesting structures that a (0,1)-table may exhibit or that can be assumed to underlie the binary data matrix. Each data structure implies an order on the rows (objects) of the data table. In each section it is checked if a dissimilarity measure is Robinsonian and whether or not the linear order is correctly reflected in its dissimilarity matrix. Sect. 6 contains a discussion.
Dissimilarity measures
Suppose the data are in a binary (0,1)-table X = {x il } for m objects (rows) and n attributes (columns), where a value x il = 1 denotes that object i exhibits attribute l and a value x il = 0 otherwise (see, e.g., Examples 1 and 2). Furthermore, let
denote the proportion of attributes that object i exhibits, and let
denote the proportion of attributes that objects i and j have in common. The quantity p i is the proportion of 1s in the ith row of X, whereas quantity a i j is the proportion of 1s that rows i and j share in the same positions. We have p i , p j ≥ a i j and a ii = p i . Resemblance measures for two binary (0,1)-sequences i and j are discussed in Gower and Legendre (1986, Section 4 .1), Baulieu (1989) , Batagelj and Bren (1995, Sect. 4) , Albatineh et al. (2006) and Warrens (2008a,b,c,d) . We consider just four functions from the vast amount of measures that has been proposed in the literature. In the present notation, the complement of the simple matching coefficient (Sokal and Michener 1958) , also known as the misclassification rate, can be written as
, and
are the complements of the Russel and Rao (1940) , Braun-Blanquet (1932) and Jaccard (1912) similarity coefficients, respectively. Let D RR denote the dissimilarity matrix corresponding to d RR .
Although there are many other possible functions for binary data, there are several reasons to limit this study to the above four dissimilarity measures. Functions d SM and d J are popular dissimilarity measures that have been studied and applied extensively in various domains of data analysis. Moreover, both measures are a prototype member of one of the two parameter families studied in Gower (1986) and Gower and Legendre (1986) . For example, function d J belongs to the same parameter family as the well-known Dice (1945) 
Two members of any of these parameter families are globally order equivalent (Sibson 1972 
Consecutive 1s property
Recall that the data are in a binary (0,1)-table X = {x il } of size m × n. A (0,1)-table has the consecutive ones property (C1P) for columns when there is a permutation of its rows that arranges the 1s at consecutive positions in every column, i.e., in each column all 1s form a contiguous sequence (Meidanis et al. 1998) . One can analogously define the C1P for rows. The C1P appears naturally in a wide range of applications (Booth and Lueker 1976; Ghosh 1972; Greenberg and Istrail 1995) . There is an extensive literature on the graph-theoretical characterization of tables with consecutive 1s (Meidanis et al. 1998; Kendall 1969; Hubert 1974 ) and algorithms to identify it (Booth and Lueker 1976; Hsu 2002) . The C1P can be used to recognize interval hypergraphs (Fulkerson and Gross 1965) .
We consider the following result by Kendall (1969) .
Lemma 1 [Kendall 1969 ] Suppose the 1s are consecutive in every column of the data table. Then i < j < k implies a i j ≥ a ik and a ik ≤ a jk .
Proof If the columns contain consecutive 1s, then the objects (rows) i, j and k can form the six types of column profiles
with (absolute) frequencies u 1 − u 6 . Thus, u 1 is the number of column profiles that contain a 1 for object i and a 0 for objects j and k. We have a i j ≥ a ik if and only if u 4 + u 6 ≥ u 6 . Since u 4 and u 6 are frequencies, inequality u 4 + u 6 ≥ u 6 always holds. Furthermore, we have a ik ≤ a jk if and only if u 6 ≤ u 5 + u 6 . This completes the proof.
Theorem 1 is a direct consequence of Lemma 1. The result is due to Kendall (1969) and connects Robinsonian dissimilarities to interval hypergraphs. Theorem 1 [Kendall 1969 Proof We can distinguish two situations under the conditions of the assertion, one that contains the column profile (1 1 1) , and one with (0 1 0) . In the first situation rows i, j and k form the five types of column profiles
with frequencies u 1 − u 5 . We have
In the second situation the objects i, j and k form the five types of column profiles
This completes the proof for the first inequality. The second inequality follows from using similar arguments. This completes the proof.
Theorem 2 If the data table has the C1P for both the rows and columns, then d J is Robinsonian.
Proof Under the conditions of the theorem,
In fact, by Lemmas 1 and 2 we have p i a ik ≤ p i a i j and p j a ik ≤ p k a i j . Adding the two inequalities we obtain
follows from using similar arguments. This completes the proof.
Theorem 3 If the data table has the C1P for both the rows and columns, then d B is Robinsonian.
Proof Under the conditions of the theorem, 
Inequality (4) must be checked for the two situations in the proof of Lemma 2. The second situation is straightforward (since a ik = 0). For the first situation we have
Since p i ≥ p k , we have
Inequality (6) Let L(θ ) denote the probability density function of the latent variable θ . Function L(θ ) specifies how the attributes are distributed over the latent variable θ . Here, we do not require that L(θ ) has a particular form, and the results in this section hold for any choice of L(θ ).
The unconditional probability of a value 1 for object (row) i is given by
where R denotes the set of reals. Next, we assume that conditionally on θ the presence or absence of an attribute for different rows (objects) of the data matrix X are stochastically independent. The joint probability of 1s of objects i and j, given a value of θ , is then given by p i (θ ) p j (θ ). The corresponding unconditional probability can be obtained from
If we would like to estimate p i and a i j for real data, the quantities in (1) and (2) could be used as estimates.
In this section, we suppose that the functions p i (θ ) are monotonically increasing on the continuum θ , i.e.,
If (9) holds, then 1s are more probable for high values than for low values of θ . In addition to (9), suppose that the objects (rows of the data table) can be ordered such that the corresponding functions p i (θ ) are non intersecting on the whole range of the continuum θ , i.e.,
If (10) holds, then 1s are more probable in row i than in row j. The case that assumes (9) and (10), together with the assumptions of local independence and a single latent variable, is called the double monotonicity model in nonparametric item response theory (Sijtsma and Molenaar 2002) . A well-known result is that, if the double monotonicity model holds, then the objects (rows of X) can be ordered such that we have
and
If (11) holds, then row i contains more 1s than row j. If (12) holds, then rows i and k share more 1s in the same positions (columns) than rows j and k. Apart from being monotonically increasing, functions p i (θ ) may also satisfy various orders of total positivity (Karlin 1968) . Total positivity is a very general concept, but it can also be formulated for a set of functions p i (θ ) (Schriever 1986; Post 1992) . If a set of functions p i (θ ) is totally positive of order 2, then the objects can be ordered such that
Example 3 The response function of the one-parameter logistic or Rasch (1960) model is given by
where 'exp' is the exponential function and b i is the location parameter. (9), (10) and (13). Schriever (1986) derived the following result for a set of functions that are both monotonically increasing and satisfy total positivity of order 2. The proof is presented for completeness.
Lemma 3 [Schriever 1986 ] If the objects are ordered such that (9) and (13) hold, then
Proof p −1 i p i (θ ) can be interpreted as a density with respect to the measure L, which by (13), is totally positive of order 2 and satisfies
Since by (9), p j (θ ) is increasing in θ for each j, it follows from Proposition 3.1 in Karlin (1968, p. 22 ) that
is increasing in i.
Dissimilarity measure d B is Robinsonian if the rows of the data table can be permuted such that (9), (10) and (13) Proof It must be shown that, under the conditions of the theorem,
. First note that under these conditions (11), (12) and (14) hold. Due to (11), we have
Inequality (15) follows from (12).
Next it must be shown that
which is equivalent to (14). This completes the proof.
Example 4 Five binary sequences were generated using the Rasch function ( i jk denote the number of attributes (frequency) that objects i and j possess and object k lacks. For i < j < k, we have
Using n × p k = u 001 i jk + u 101 i jk + u 011 i jk + u 111 i jk and n × a ik = u 101 i jk + u 111 i jk , where n is the total number of attributes, (16) becomes
Of the four frequencies in (17), u 110 i jk represents the only so-called Guttman profile (1 1 0) in (17). For these data the profile (1 1 0) is the most abundant. Dissimilarity measure d SM does not reflect the correct order if inequality (17) is false. Nevertheless, it appears that d SM is more likely to be Robinsonian with monotone latent variable models than either d RR and d J .
Unimodal functions
Apart from being monotonically increasing, functions p i (θ ) may also have a unimodal or single-peaked shape (Andrich 1988; Hoijtink 1990; Andrich and Luo 1993; Post and Snijders 1993) . A function p i (θ ) is unimodal if for some value θ 0 (the mode), it is monotonically increasing for θ ≤ θ 0 and monotonically decreasing for θ 0 ≥ θ . The maximum value of p i (θ ) is p i (θ 0 ) and there are no other local maxima. The value θ 0 may be considered the location of object i on the latent variable θ if the function p i (θ ) is symmetric.
A set of functions may form a location family. These functions have a common shape (and maximum) and only differ in their location on the latent variable θ . Many probability density functions may be used to create a location family. We consider two examples that come from unimodal item response theory (Post 1992; Andrich and Luo 1993).
Example 5 The response function that characterizes the squared simple logistic model (Andrich 1988; Post 1992 ) is defined as
where b i is the location parameter. The unimodal function is bell-shaped and has a maximum value of 0.5, assumed for θ = b i . The symmetric functions p A i (θ, b i ) have the same shape and only differ in their location (b i ) on the latent variable θ . A set of functions p A i (θ, b i ) can thus be considered a location family.
Example 6 Function
is the Cauchy function, where b i is the location parameter. Function p C i (θ, b i ) is the basic building block of the model proposed in Hoijtink (1990 Hoijtink ( , 1991 . The unimodal and symmetric function p C i (θ, b i ) has a maximum value of 1.
In the previous section we reviewed essential requirements for monotone functions (Eqs. (9), (10) and (13)) without making specific assumptions concerning the form of the response functions. Post (1992) and Post and Snijders (1993) have formulated such requirements for unimodal functions, using the concept of total positivity (Karlin 1968) . We have found no sufficient conditions for a dissimilarity function to be Robinsonian when unimodal functions can be assumed to underlie the data. The following example shows that measure d J reflects the correct ordering of a location family with unimodal functions. In unreported simulation studies it was found that d J is Robinsonian for various different location families and various probability density functions (normal, uniform, skewed, bimodal) of the latent variable θ . Moreover, the other three dissimilarity measures consistently fail to reflect the correct order of the objects.
Discussion
A dissimilarity on a set of objects is Robinsonian if its matrix can be symmetrically permuted so that its elements do not decrease when moving away from the main diagonal along any row or column. The Robinson property of a dissimilarity reflects an order of the objects, but also constitutes a clustering system with overlapping clusters. In this paper, we presented some connections between Robinsonian dissimilarities and several (0,1)-data structures. For four dissimilarity measures it was investigated what ordinal data structure of 0s and 1s is correctly recovered. The main results are sufficient conditions for the dissimilarity measures to be Robinsonian. The conditions differ with the measures. The results provide a theoretical basis for using certain dissimilarity functions if a particular data structure can be assumed to underlie the data.
Two types of ordinal data structures for (0,1)-data were considered: consecutive ones and latent variable models. A (0,1)-table has the consecutive ones property for columns when there is a permutation of its rows that leaves the 1s consecutive in every column, i.e., the 1s in a column form a consecutive interval. The consecutive ones property appears naturally in a wide range of applications (Booth and Lueker 1976; Ghosh 1972; Greenberg and Istrail 1995) . There is an extensive literature on the graph-theoretical characterization of tables with consecutive 1s (Meidanis et al. 1998; Kendall 1969; Hubert 1974 ) and algorithms to identify it (Booth and Lueker 1976; Hsu 2002) .
Latent variable models are employed in a variety of fields of science, including biological ecology and psychometrics, but are particularly used in item response theory (Van der Linden and Hambleton 1997; Sijtsma and Molenaar 2002) . Models with monotone functions (Example 3) are often used for measuring ability, whereas models with unimodal functions (Examples 5 and 6) are more suitable for measuring attitude. The consecutive ones property and latent variable models are conceptually two different things. The former can be observed (after appropriate permutations), whereas the latter are assumed to underlie the data. If the (0,1)-table has the consecutive ones property for the objects, the consecutive ones can be interpreted in terms of a deterministic latent variable model (Lazarsfeld and Henry 1968; Coombs 1964) .
A limitation of the study is that the sufficient conditions are rather strong and are often not satisfied with real data. In these cases different dissimilarity functions may or may not recover the ordinal structure, and it is at present unclear what dissimilarity should be preferred. For example, Example 7 showed that dissimilarity measure d J may be used to recover the correct order (e.g., in terms of the maximums or peaks) for location families with unimodal functions. This does not mean that d J always recovers the correct order if it assumed that unimodal response functions are most appropriate for the data at hand. Moreover, in Sect. 4 it was shown (Theorem 4 and Example 4 ) that measure d B is perhaps best suitable for location families with monotone functions. However, this does not mean that d B cannot be useful when applied to a data structure based on unimodal functions. These considerations are illustrated with real data in the following example.
Example 8 The data in Formann (1988, p. 56) are the responses of 600 persons on five dichotomous items concerning the attitude toward nuclear power. The responses were 'I agree' and 'I do not agree'. The items are 1. In the near future, alternate sources of energy will not be able to substitute nuclear energy. 2. It is difficult to decide between the different types of power stations if one carefully considers all their pros and cons. 3. Nuclear power stations should not be put into operation before the problems of radioactive waste have been solved. 4. Nuclear power stations should not be put into operation before it is proven that the radiation caused by them is harmless. 5. The foreign power stations now in operation should be closed down.
The content of the items suggests that a model with unimodal functions is appropriate for these data. Furthermore, the ordering of the items corresponds to the ordering that is reflected in the contents of the items: positive responses to item 1 indicate the most favorable attitude toward nuclear energy, and positive responses to item 5 the most disapproving attitude (Formann 1988 
