Abstract. In 1978 Golub and Leveque considered an exponential fitting problem with multiple data sets where the nonlinear variables, e.g., the decay rates, had to hold for all the data sets simultaneously, but the linear variables, e.g., the pre-exponentials, could vary from one data set to the next. They showed that with the variable projection technique, one could reduce the problem to only the nonlinear variables. Golub and Leveque also showed that the main matrix of the algorithm was block diagonal with the same matrix down the diagonal. This allowed them to compute a solution while storing only the main matrix associated with a single data set, so that the memory requirements of the problem are independent of the number of datasets. Since then, papers using this observation have appeared in the biophysics literature, in the systems identification literature, in the medical literature for studying disease of the retina, in the spectroscopy literature, and in the numerical analysis literature for determining the knots in a 2 dimensional spline problem. In 2007 the TIMP package was created in the statistical language R by Mullen and van Stokkum to handle spectroscopy problems which might have as many as 1000 data sets. The TIMP package, which handles several models, uses finite differences to approximate derivatives. In this paper we show that by using a tensor product of orthogonal matrices, the number of rows for the Jacobian for the multiple data set problem can be significantly reduced.
Introduction
In [2] Golub and Leveque consider one of the most common problems in data fitting: that of exponential fitting under the least squares criterion. They consider models of the form (1) y ≈ a 1 e α1t + a 2 e α2t + a 3 e α3t , that arise while analyzing measurements of the spectroscopic properties of the substance bacteriorhodopsin. The data measured the amount of light absorbed by the substance at m = 175 different times during the course of a chemical reaction. Moreover, at these same times they had measurements for s = 5 different wavelengths and according to kinetic theory, the rate constants, the α 's in (1) should be the same for measurements at each wavelength. Thus for this problem, there are 15 linear parameters, 3 nonlinear parameters, and 5 × 175 = 875 data points. We discuss several algorithms in this setting of 3 exponentials for clarity, but of course, the algorithms apply to any number n of exponentials.
Let G be the m × 3 matrix where the s columns of the A matrix are the columns (a 1 , a 2 , a 3 , a 4 , ..., a s ) and the s columns of the Y matrix are the columns (y 1 , y 2 , y 3 , y 4 , ..., y s ). The formulation given in (5) , like others considered in this book, is separable and amenable to the Variable Projection technique of Golub and Pereyra [3] and the simplification given by Kaufman [5] .
One can see that the formulation in (5) (1) Takes advantage of the zero structure in (4) . (2) Takes advantage of the fact that all the diagonal blocks are the same. (3) Permits one to use matrix manipulations as in level 2 BLAS [1] . (4) Limits the scientist to handling complete data sets.
In the separable framework, the optimal A for any α is given by
where G + is the Moore-Penrose generalized inverse of G (see [9] ). Golub and Pereyra [3] and Golub and Leveque [2] show that the value of α that minimizes (7) ||(G(α)G + (α) − I)Y || also minimizes (5) . A numerically stable way to compute (
where Q is an orthogonal matrix, perhaps created as a sequence of Householder matrices (see [4] ), Z is a permutation matrix that interchanges the columns of G if needed, and R is a u × u upper triangular matrix where k is the rank of G.
Of the stable techniques that one may use to solve a linear least squares problem, the QR decomposition approach tends to be the least expensive. The normal equation approach, which involves forming G T G, can lead to a singular matrix when the underlying G matrix is not singular. The condition number of G T G, which determines the sensitivity of the solution, is the square of G, so that the normal equations approach is considered unstable. The SVD approach is reliable but may cost between 4 and 10 times the cost of the QR approach.(See [9] or [4] for a more complete comparison.)
With the QR decomposition of G(α), the matrix GG + Y is given by
If one partitions Q(α) as
where Q 2 (α) has m − u rows, then finding α means minimizing
Note that there is no reason to save either Z explicitly as an n × n matrix or Q explicitly as an m × m matrix. For Z all one needs is an integer array PIVOT of length n. The meaning of PIVOT(i)=j is that at the i th step, column i and column j have been interchanged. The Q matrix might be a sequence of Householder matrices Q = P u P u−1 ...P 2 P 1 where P i has the form I − β i v i v T i with the first i − 1 elements of v i are zero. The matrix R and the v vectors can overwrite the first u columns of G. One just needs an additional vector of length r to store the β's. To apply Q to a vector y, one could use the following algorithm that takes approximately 2um multiplications.
If one were applying the matrix Q on the left to a matrix Y , one might use BLAS and proceed as follows:
Y using the BLAS function DGEMV Scale x by the scalar β using the BLAS function DSCAL Replace Y with Y − v i x T using the BLAS function DGER
The formulation in (4) begs the question whether each data set must be exactly the same. What happens if in the biology experiment with the model in (1) data for different wavelengths are not taken at the same times, perhaps some data is missing and some are added? For example, what happens if
where G B might be missing the data at t 1 and t 2 ? This problem can be reduced to minimizing
where A 1 and Y 1 correspond to the first 2 wavelengths and A B and Y B correspond to the last 3 wavelengths. If one first computes the orthogonal decomposition for the smaller matrix G B (α) given by
multiplies the last m − 2 rows of G(α) on the left and applies Z B (α) on the right, a matrix W results that has the shape
, where x represents a scalar not known to be zero. By multiplying W by a sequence of Householder transformations in planes (1,2,3), (2, 3, 4) , and (3,4,5), we can reduce W to triangular form. Thus from the orthogonal decomposition of G B (α) we can recover the orthogonal decomposition of G(α) without much work.
Applications
Although the problem in [2] was presented in the 1970's, there is still interest in this type of problem. In January, 2007, Mullen and van Stokkum [10] described a package TIMP written in the open source language R [14] for modeling multi-way spectroscopic measurements. They not only look at models specified in the independent variable t representing time, pH, temperature, excitation wavelength or quencher concentration, in which spectra are resolved, but they also consider models specified in the spectral domain with independent parameter λ, which might represent wavelength, wave number, magnetic field strength, or location [8] . A model element in the spectral domain for a wave number λ could be a Gaussian with parameters µ, ∆, and a l for the location, fullwidth at half maximum, and amplitude given by (16) a l e −log(2)(2
The TIMP package also allows instrument response models (IRF) that might be applicable in multiway spectroscopy experiments when a short laser pulse excites the systems and the resulting spectra is measured in time. The IRF model could involve the convolution of the shape of the exciting pulse and the detector response, whose i th term might look like
In TIMP, each dataset does not have to have the same number of measurements, and hence the basic matrix could resemble (12) . Mullen and van Stokkum claim that their system can handle 1000 datasets, each with 1000 data points. Thus, with a model like (17,) with say 6 nonlinear parameters overall and 4 linear parameters for each data set, one is reducing the problem using TIMP from say 4006 parameters to 6 parameters, a rather large reduction. Mullen, van Stokkum and Vengris discuss their experience in modeling time resolved spectra in [12] .
Although TIMP was created for spectroscopic data, it has also been used in microscopy (see [8] ), more specifically, in Fluorescent Lifetime Imaging Microscopy (FLIM). FLIM is used to detect interactions between various fluourescently labeled molecules such as protein, lipids, DNA and RNA. Data representing the number of photons detected is accumulated at many spatial locations and time points. Sometimes proteins are tagged with versions of the green fluourescent protein (see [19] ), whose discovery, expression and development earned the Nobel prize in Chemistry in 2008 for Roger Tsien, Martin Chalfie, and Osamu Shimomura.
Before TIMP was created, van Stokkum had been solving problems in various fields using "multiway data", including biophysics [18] , medicine, where he was studying chorodial circulation in the retina to determine its effect on diseases of the eye like glaucoma [17] , and molecular photophysics, where he was studying a mixture of components whose concentrations change with time [16] . The topics are all reviewed in [11] .
Nagle, Zimyani, and Lanyi [13] have been using the variable projection method with fitting three or four exponentials at multiple wavelengths and all times as in the early Golub and Leveque paper [2] . They were trying to understand the mechanism of proton pumping in the membrane of Halobacterium salinarium and trying to find the number of chemical intermediates in the photocycle.
System identification is another field where the multiple data set variable projection algorithm has been applied. System identification involves constructing mathematical models of dynamic systems based on experimental data. In [20] Vandersteen, Rolain and Schoukens of the Department of Electrical Engineering of Vrije University, Brussels, Belgium, identify the nonlinear distortion and the time base distortion of a a data acquisition channel using sine wave measurements using the variable projection technique. In [7] Kaufman, Sylvester and Wright consider frequency domain problems and estimate the modal parameters from multiple-driver, multiple-receiver transfer data. Their typical problem had m = 500 and s = 200, so the vector y in (3) had 100,000 rows.
Back in the field of scientific computing, Schütze and Schwetlick [15] have used the multiple data set approach for determining the placement of knots in a tensor product spline approximation in 2 dimensions. It is based on ideas developed by them for one dimension and their algorithm takes advantage of the specially structured problem similar to the technique used in the next section.
The Jacobian
TIMP [10] computes derivatives numerically although in the 1970's Golub and Pereyra [3] and Kaufman [5] have given analytic formulae for the Jacobian if one can analtically differentiate the model with respect to the nonlinear parameters.
The formulation in (4) helps us when dealing with nonlinear least squares solvers. Let us assume we had only one data set, so that we are minimizing ||r|| 2 = ||Q 2 (α)y 1 || 2 . Most nonlinear equation solvers require Jacobians J where the k th column of J is given by the vector ∂r ∂αk . In [5] it is shown that
where Z 1 contains the first u columns of Z and H is dependent on the exact representation chosen for Q 2 . In our original exponential problem
is a matrix that is zero except for its first column which is given by
Similarly ∂G ∂α2 is a matrix which is zero except for its second column which looks like (19) with α 2 substituted for α 1 .
For multiple data sets we want α which minimizes the 2 norm of
and neglecting H,
(the use ofâ is not accidental, since these are approximations of the linear parameters), the k th column of the Jacobian can be then expressed as
For our biology example the Jacobian will have 875 rows and 3 columns.
Two questions present themselves:
∂αk first or should one multiply ∂G ∂αk y first? (2) Can something be done to take advantage of the repetitious structure of (22)? A clue to the first question lies in the fact that applying the Q matrix to We thus arrive at the following algorithm for determining the residual vector and the Jacobian. 
th nonlinear variable and concatenate the results for each data set as in (22). A suggestion in [6] indicates how we can take advantage of the repetitious structure of (22). For our sample problem, where the Jacobian has 875 rows and 3 columns, it may not pay to take advantage of the algebraic structure of (22), but one can use such a problem as an instructional device. In [5] it is noted that if Q 2 is multiplied on the left by an orthogonal matrix, then the only term that would change would be the matrix H in (18), which is being ignored. Let Q 3 represent a sequence of Householder transformations such that The negative of the Jacobian will then have the form 
One difficulty with using Q 3 to help form the Jacobian is that the Jacobian must correspond to the residual vector given in (20) . Thus if we are multiplying the Jacobian by I ⊗ Q 3 , we must multiply (20) by I ⊗ Q 3 . Applying Q 3 to each of the s subvectors in (20) requires in total about msd multiplications, which if d > n is more than would be required to process the residual vector during a least squares computation with the whole Jacobian. If s >> d, processing the residual vector can dwarf the computation of forming the Jacobian and say using the Jacobian in a Gauss-Newton setting. Thus although using Q 3 might lead to a smaller Jacobian of d × s rows and decreases the cost of forming the Jacobian in (22) 
from O(msd) to O((m + s)d
2 ), because of the cost of applying the transformations to (20) , the decrease in the operation count might not be as large as anticipated as our examples in the next section indicate.
Using (23) we come to the following algorithm for forming the Jacobian and the residual vector.
Algorithm Q 3 • (1)-(6) As in Algorithm Q 2 .
• (7) Construct Q 3 and R 3 in the QR decomposition Q 2 D in (23) using LAPACK's DGEQRF • (8) Apply Q 3 to the last m − u rows of QY to make the matrix F .
• (9) Concatenate the last d rows of F to make the residual vector.
• (10) For the k th column of the Jacobian form R 3,kâi for i = 1, 2, · · · , p where R 3,k corresponds to the columns of D that represent the k th nonlinear variable and concatenate the results for each data set as in (25).
If d is much larger than n, or if one does not have many data points per data set, say m < 3d, using Q 3 to form the Jacobian would also not be beneficial. In this case or in any case where there are many data sets as suggested by [12] , there is still something one can do to take advantage of the structure of (22). Denote the vector v i,k as the i th row of −Q 2 (α) ∂G ∂αk , so that the first element of the k th column of the Jacobian in (20) , so that rows involving v 1,k are together followed by a block involving the rows of v 2,k , we get a Jacobian of the form
whereÂ has s rows and n columns containing the row vectorsâ 
where R 4 is upper triangular. In general R 4 will have at most n rows and its construction would require O(s × n × (n + 1)) multiplications. This technique would not have benefitted the sample biological problem where 5 data sets would essentially be reduced to 3, but if one had initially 300 data sets then it would give us some mileage. Again we would have to apply Q 4 to the residual vector (20) at a cost of about 2msn multiplications. An advantage of this approach over using Q 3 is that we do not have to worry about a variable occurring more than once in the model. Using Q 3 means that we solve a problem with m − n rows followed by one using s × d rows, while using Q 4 means that we solve a problem with s rows followed by one with (m − n) × n rows. If all the nonlinear variables appear just once in the model and if m > s, one should use Q 3 and otherwise one should use Q 4 .
In practice, the method one uses to determine Q 4 from the QR decomposition in (27) depends on how the data Y is stored. If Y is an m × s matrix where the observations for each data set form a column of the Y matrix, and after steps (4) through (6) of Algorithm Q 2 the matrixÂ T is placed back in the first n rows of Y , less space is required if one forms Q 4 using the RQ decomposition ofÂ T given by
where R is upper triangular. The matrix R will have at most n columns. Thus if d > n, where n is the number of terms in the model, and d is the number of times the nonlinear variables appear in the model, or if there are more data sets than the number of data points per data set, one might use Algorithm Q 4 given by
• (7) Construct Q 4 and R 4 in the RQ decomposition ofÂ in (28) perhaps using LAPACK's DGERQF • (8) Apply Q 4 on the right to the last m − n rows of QY to make the matrix F .
• (9) Concatenate the last s − n columns of F to make the residual vector.
• (10) Using the matrix W from step (5) The obvious question is: are there any benefit in marrying the techniques?. A suggestion in [7] indicates that we should be slightly careful. Let us assume we have applied Q 3 to our biology problem. Ignoring the zero and algebraic structure of (25) is rather inconsequential considering we have only 5 data sets and 3 unknown α's. However, had we had 100 data sets and 20 unknowns, then our Jacobian would have 2000 rows with 20 × 20 triangles stacked on each other. We might wish to investigate the situation further.
First, let us permute the rows in (25) so that the first grouping has the first row for each data set, the second grouping has the second row for each data set as we did in (26). The Jacobian J 3 will then have the form 11 r 12 a 21 r 13 a 31  r 11 a 12 r 12 a 22 r 13 a 32  r 11 a 13 r 12 a 23 r 13 a 33  r 11 a 14 r 12 a 24 r 13 a 34  r 11 a 15 r 12 a 25 r 13 
Let Q 5 be an orthogonal matrix such that 
where L is a lower triangular matrix. The matrix L will be the transpose of the matrix R in (28) and Q 5 is Q 
Thus by multiplying the Jacobian by Q 5 ⊗ Q 3 , where Q 5 comes from (30) and Q 3 comes from (23), we have reduced the Jacobian for our sample problem from 875 rows to 6 rows. If Q 5 had created an upper triangular matrix, as we did in (27) rather than a lower triangular matrix, we would have had 9 rows.
Assume we had a model that had p = 4 nonlinear unknowns with each appearing just once. If each data set had m = 1000 points and there were s = 500 data sets, without premultiplying by Q 5 ⊗ Q 3 , the Jacobian would have had 500,000 rows and 4 columns. By premultiplying by Q 5 ⊗ Q 3 , we have reduced the Jacobian to 10 rows and 4 columns.
The cost of producing R 3 is the cost of reducing an 1000 × 4 array to upper triangular form, and the cost of forming L in (30) is the cost of reducing a 500 × 4 array to lower triangular form. If the optimizer takes the Jacobian and then reduces it to triangular form, we have reduced the work by about 97 percent.
In
set and s data sets, we have reduced the work of handling a Jacobian of m × s rows to handling three problems: one with m rows, one with s rows and one with p × (p + 1)/2 rows. The situation is summarized in the first column of Table 1 .
Consider now the situation in 4 terms with 4 nonlinear parameters appearing just once and two additional nonlinear parameters appearing in each term. Thus d would be 12. In this situation R 3 would have 12 rows and L would have 4 rows. The matrix Q 5 ⊗ Q 3 J would have 30 rows. The cost of constructing Q 5 ⊗ Q 3 J is the same as the cost of reducing an m × 12 matrix to upper triangular form, m × 12 × 13 multiplications plus the cost of reducing an s×4 matrix to lower triangular form, s×4×5 multiplications. If m×s > 9m+s, then it is worth forming Q 5 ⊗ Q 3 J from a theoretical operation count point of view. This situation is summarized in the last column of Table 1 . Moreover, if m × s is so large that J itself cannot fit in core or one has to be very careful manipulating J to avoid cache misses, then dealing with the smaller matrices and taking advantage of the tensor product nature of the Jacobian is certainly worthwhile. Again depending on how Y is stored, one may either want to form Q 4 via an RQ decomposition, say with LAPACK's DGERQF, with the approximate linear parameters stored as an n × s matrixÂ or via QL say with LAPACK's DGEQLF, with the approximate linear parameters stored as an s × n matrix. It does not matter whether one finds Q 4 first or Q 3 first. However, which one is applied first to the Y matrix is problem dependent. Applying Q 4 first requires 2(n(m − n)s + n(m − n)d) multiplications, while applying Q 3 first requires 2(d(m − n)s + nsd) = 2dms multiplications. We thus have the following algorithm Algorithm Q 5
• (1)-(6) As in Algorithm Q 2 .
• (7) Construct Q 4 and R 4 in the RQ decomposition ofÂ in (28) using LAPACK's DGERQF
-Apply Q 4 on the right to the last m − n rows of QY to make the matrix F -Apply Q 3 to the last m − u rows of F to make the matrixF else -Apply Q 3 to the last m − u rows of QD to make the matrix F -Apply Q 4 on the right to the last m − n rows of F to make the matrixF • Return the residual vector • Construct the Jacobian which has at most d × n rows and n columns from U 3 from step (8) and L from step (7) The ultimate question is whether marrying the two ideas from Algorithm Q 3 and Algorithm Q 4 is worthwhile. Usually, the operation count is lowered by Algorithm Q 5 , but our operation counts in Table 2 suggest that only when p is sufficiently large that one will notice the decrease in practice. Indeed, in our first two examples in the next section, where we have p = 4 and p = 6, the difference in computation times between Algorithm Q 4 and Algorithm Q 5 is insignificant. The third column of 
Computational Evidence
In this section we compare the computational times of Algorithms Q 2 , Q 3 , Q 4 and Q 5 on various problems for determing the residual vector and the Jacobian. Recall that in a typical separable nonlinear least squares problem this operation is in the inner loop of a Gauss-Newton or Levenberg-Marquardt procedure, so that it might be done a number of times. We include the time of a final QR decomposition of the resulting Jacobian and its application to the residual vector, as if we were doing a Gauss-Newton step with the given Jacobian and residual vector. The primary reason for the inclusion of the final QR decomposition is because Algorithm Q 2 delivers a much larger Jacobian than the other algorithms but costs the least and we want to determine the total cost.
Our computations were done on an Sun T5220 UltraSparc-T2 1.6 GH 8 core in the Computer Science Department at William Paterson University. The QR decompositions were done using LAPACK subroutines in FORTRAN along with ATLAS BLAS.
We first considered a model of the form
In Table 3 below we compare the algorithms for various values of m, the number of data points, and s, number of data sets. For algorithms Q 3 ,Q 4 , and Q 5 , the computation of the Jacobian is linear in m and s and it really does not matter which of these algorithms is chosen: they are all far superior for large m and s to the standard Algorithm Q 2 . What is also intriguing is that the times for calculating the Jacobian and obtaining its QR decomposition through algorithms Q 3 ,Q 4 , and Q 5 is about the same time required to compute the residual vector. Thus for this problem, the old story that calculating the Jacobian is too expensive is not true if one uses the separable form of the Jacobian. 2 /α6 , so that p = 6, n = 4, and d = 12 for various values of m and s. Again we included the times for doing a final QR decomposition on the Jacobian and applying the orthogonal transformation to the residual vector.
The times for the standard algorithm Q 2 and Algorithm Q 3 suggests that they should be discarded for large values of m and s in favor of algorithms 4 and 5. The times for algorithms Q 3 ,Q 4 , and Q 5 are linear in the variables s and m. The difference between algorithm Q 3 and algorithm Q 4 in this case is caused by the fact that d is 3n, so that if m = s the contribution of the decomposition in (23) to the total computation time of Algorithm Q 3 is nine times that of the contribution of the decomposition in (27) to the total computation time of Algorithm Q 4 . Moreover the operation count for applying the transformations from the decompositions to the residual vector is three times the time in Algorithm Q 3 as it is in Algorithm Q 4 . For algorithm Q 5 , the transformation from (27) were applied first, so that the transformations from (27) would be applied to n rather than s vectors. Table 5 tend to corroborate the results in Table 2 . The time for Algorithm Q 5 was about 2/3 that of Algorithm Q 3 and Algorithm Q 4 Conclusion We have shown in a multiple data set setting how to significantly reduce the number of rows in the Jacobian using its tensor structure. We have also shown that this results in a significant decrease in the computation time. It seems fitting that we have used a linear algebra technique involving separation of variables to reduce the cost in time and space for solving a separable nonlinear least squares problem with multiple data sets.
