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1. INTRODUCTION 
In the present paper we are concerned with linear differential equations of 
the form 
Y’“‘(4 + !7n-1(4Y(n-1’(4 + .” i- Q&)Y(Z) = 0, (1.1) 
where the coefficients qj(z), j = O,..., n - 1, are assumed to be analytic in a 
given region R. In particular, we shall be interested in the disconjugacy of 
such equations. Equation (1.1) is said to be disconjlcgate in R, if the only 
solution of (1 .I) which vanishes at n (not necessarily distinct) points of R 
is the trivial solution y(z) = 0. 
In order to obtain sufficient conditions for disconjugacy of Eq. (1.1) in a 
region R, we consider the implications of the hypothesis that there exists a 
nontrivial solution y(z) which vanishes at 12 points of R. In doing so, we shall 
be led to the following question: Letf(z) be analytic in the region R and 
vanish at n points of R. If If(“)(z) 1 < Mn , z E R, find upper bounds for 
If( , j = 0 ,..., n - 1, x E R. 
The same question occurs in interpolation theory: Let F(z) be analytic 
in the region R, and satisfy / F(“)(z)l < M, , z E R. Let p(a) be a polynomial 
of degree at most n - 1, which coincides with F(z) at n points of R, and 
denote by r(z) =F(z) -p(a) the remainder. Clearly, r(z) vanishes at rz 
points of R, and 1 rtn)(z)( = I F(“)(x)l < M,, . The problem of finding upper 
bounds for j r(j)(a)1 , j = O,..., n - 1, thus reduces to the question stated 
above. 
In Section 2 we show that if R is a finite closed convex region, andf(z) 
is analytic in R and vanishes at a, E R, i = l,..., n, then upper bounds for 
If(j)(z)l,j = O,..., n - 1, z E R, can be given in terms of M, = Max /f(“)(<)1, 
4 E R, and the distances 1 x - ai 1 , i = l,..., n. 
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In Section 3 we obtain disconjugacy criteria for Eq. (1.1) in a convex 
region, and upper bounds for the derivatives up to order (n - 1) of the 
remainder r(z) in the Lagrange interpolation. 
In Section 4 we generalize the results of Section 3. Finally, in Section 5, 
we consider the special case where the convex region R is the unit disk. 
2. BOUNDS FOR THE DERIVATIVES OF A FUNCTION WITH n ZEROS 
THEOREM 1. Let f(x) be analytic in a $nite closed convex region R, and 
assume that f (z) vanishes at n (not necessarily distinct) points a, ,..., a, of R. If 
W = ~g If 'YO , j = O,..., n, (2.1) 
then, for z E R, 
/ f y,q < y 
n-9 
. se&m, n i I z - ai, I p i = Op.-, n - 1, (2.2) 
where the summation in (2.2) is taken over the set Qn-j,n of all the increasing 
sequences s = (iI ,..., i++) of n-j integers 1 <iI<iz<..‘<i,-j<n. 
Equality holds in (2.2), if 
c = constant, 
and 
arg(z - ai) = 0, i = l,..., n, 
In particular for j = 0, (2.2) yields 
(2.3) 
(24ll 
and equality holds if f (z) is given by (2.3), w i e z and a, , i == I,..., n, are h 1 
arbitrary. 
(If some of the a’s coincide, say a, = a2 = ... = a, = a*, m < n, we 
assume that f(z) has a zero of multiplicity m at least at a* E R; i.e., 
f(a*) = f ‘(a*) = 3 *- =f(m-l)(a*) = 0.) 
For the proof of Theorem 1, we require the following lemma. (Cf. [5, Lem- 
ma I].) 
LEMMA 1. Iff(x) is anaZytic in a region R andf (a) = 0, 01 E R, then 
(a - <)"f'"+"(C) d5, k = 0, l,... . (2.4) 
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The integration in (2.4) may be carried out along any curve in R joining the 
two points 1y and .z. 
In particular, if R is convex, then 
where [01, z] is the linear segment joining (Y and z. 
(2.4) follows from the identity 
Nk(x) = A! i (a - '+f%) 
i=o j! * 
f(o) = 0 implies that Nk(a) = 0, and since Nk’(~) = (a - .a)‘f(‘+l)(z), 
it follows that 
N&z) = j’ (a - 5)“f’“+“(5) d5. 
I 
If R is a convex region, the integration on the right-hand side of (2.4) may 
be carried out along the linear segment [01, a], and (2.5) follows in an obvious 
manner. 
Proof of Theorem 1. We prove the theorem by induction on n. If f (z) is 
analytic in R and vanishes at a, E R, then clearly 
If69 < I .2 - al I yg IN)1 , x E R. Q-6) 
(This is the case k = 0, a = a, of (2.5).) For n = 2, we assume that f(z) 
vanishes at a, and a2 and we set 
f(4 = (x - 4 g&4. (2.7) 
It follows that g&r) is analytic in R and gl(al) = 0. (Note that this holds also 
if a, = a2 .) Therefore, according to (2.6) 
I g&)l < I x - al I ~=y IgI’(5)l , XER. (2.6)’ 
Setting k = 1 and (Y = a2 in (2.5), we obtain 
DISCONJUGACY AND INTERPOLATION 249 
(2.7), (2X9’, and (2.8) now imply that 
If(4l < q fj I z - 4 I > ZER, 
,=I 
and 
Thus, (2.2) is established for n = 2. 
Assume now that (2.2) h as b een established for n < m, and letf(z) vanish 
at the points n, ,..., a,,, of R. If 
f(4 = (x - %n+d s&h (2.7)’ 
theng,(z) is analytic in R and vanishes at a, ,..., a, . Hence, by our induction 
hypothesis 
I g%)l < g Tg I g?(t)1 J, “ii’ I x - ait i 3 
m >,n t=1 
j = O,..., m - 1, ZER. (2.2)’ 
In view of (2.7)‘, it follows by (2.5) that 
I d?(~>l d 1 - max / f’““‘(~)l = 3 , m + 1 @R ZER. (2.8)’ 
By (2.7)‘, (2.2)’ and (2.8)‘, we obtain 
- a,+d .&X4 + jg”%)l m 
In the last step we made use of the following statement: If 
s = (4 ye..> Cn+l-j) E Qm+wn+l 
then, either i,+idj = m + 1 and (ir ,..., &+) EQ,-~,~ , or im+r+ < m + 1 
and then (ir ,..., im+l--i) EQ~+~-~,~ . 
250 LAVIE 
As the equality assertion is easily verified, this completes the proof of 
Theorem 1. 
We remark that inequality (2.2)s is known. It can be obtained from 
Hermite’s formula for divided differences (Cf. [9, p. 3291, [3, Theorem 2]), 
or from the representation 
(cf. [I], [6, Theorem 3.2]), which is valid for a functionf(x) which is analytic 
in a region R and vanishes at ai E R, i = 1 ,..., n. All the integrations in (2.9) 
are carried out along curves in R. (It is easily confirmed that (2.9) follows 
from (2.4) by induction.) 
We shall also require the following consequence of Lemma 1. 
LEMMA 2. Let f (.z) be analytic in a convex region R. If the image of R 
given by f ck)(z), k > 1, is included in a halfplane, (i.e., Re{eiy’f(K)(z)) > 0, 
z E R, for some y, 0 < y < 2rr,) then f ( ) z is at most k-valent in R. (Cf. [13]). 
Proof. Without loss of generality we may assume that Re(f (“r(z)> > 0, 
z E R. We note that if f (z) takes the value b m times in R, then f (x) - b has 
m zeros in R, while [f(z) - b](“) = f (“r(z). Therefore, it is sufficient to 
show that f (z) does not have more than k zeros in R. Assume now that 
f (ai) = 0, ai E R, i = l,..., k, and set 
f(z) =fk(4 =.a4 fi (2 - a,), j = 0, l,..., k ~ 1. (2.10) 
i=j+1 
We have to show that fo(.z) # 0, z E R. We first prove that Re{f (“)(z)} > 0, 
.z E R, implies that Re{ f ~?;l’(z)} > 0, z E R. Indeed, by (2.4) and (2.10) 
f$y’(x) = ( f(4 j’*-l’ = 
z - ak 
lz--a*1 
s 
pk-lftk)(ak + peis) dp, (2.11) 
0 
where 6 = arg(z - ah). It now follows from (2.11) that if Re{ f t”)(z)} > 0, 
z E R, then Re{f &r)(z)} > 0, z E R. Since, by (2.10), 
fi+d4 = (z - %+dhW, j = O,..., k - 1, 
it follows similarly that Re{f y)(z)} > 0 for z E R. Thus, we finally conclude 
that Re{f&)} > 0, and hencef,(z) # 0 for z E R. 
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We note that this result can also be derived from Hermite’s formula for 
divided differences. 
3. DISCONJUGACY AND INTERPOLATION IN A CONVEX REGION 
In this section we apply Theorem 1 in order to obtain disconjugacy 
criteria for Eq. (1.1) in a convex region R. Estimates for the remainder Y(Z) 
(and its derivatives) in Lagrange polynomial interpolation are also obtained. 
We start with 
LEMMA 3. Let f (z) be analytic in a Jinite closed convex region R of diameter 




ZER, j=O ,..., n, (3.1) 
where Mj , j = 0 ,..., n, is deJned by (2.1). 
Since there are (F) elements in the set Q7,k , I < Y < k, (3.1) follows from 
(2.2). 
THEOREM 2. Let the coeficients qj(z), j = O,..., n - 1, of the dz@ential 
equation 
Y'y4 + qn-d.4 p-y4 + .-* + q&4 y(4 = 0, 
be analytic in a Jinite closed convex region R of diameter d. If 
W) 
n--l / q&)1 d”-j < 1 
z. (n-j)! ’ 
XER, (3.2) 
then Eq. (1.1) is disconjugate in R. 
Proof, Suppose that Eq. (1.1) has a nontrivial solution y(a) which vanishes 
at n points of R. Then, by Lemma 3, 
I Y’w4 < s , j = O,..., n - 1, XER, (3.1)’ 
where A$ = Max 1 y(“)([)l for 5 E R. Since the maximum of 1 y(“)(t)1 is 
attained at a point z* E R, we have Mn = 1 y(“)(z*)l . (1.1) and (3.1)’ now 
imply 
n-1 




The number n/r, must be positive. Indeed, by (3.1)‘, M,, = 0 would imply 
that y(x) = 0, z E R, which contradicts our hypothesis that y(x) is a nontrivial 
solution. Hence, it follows from (3.3) that 
. 
Inequality (3.2) is thus incompatible with the existence of a nontrivial solu- 
tion of (1.1) with n zeros in R. 
Rem&s. (i) A special case of Theorem 2 was obtained by Kim [6, 
Theorem 3.21. Indeed, it was this result of Kim which drew our attention to 
the problem of estimating 1 y(i)(x)1 , j = O,..., n - 1, when y(x) is assumed 
to have n zeros in a convex region. 
(ii) If the strict inequality in (3.2) is replaced by a nonstrict inequality 
we obtain a sufficient condition for disconjugacy of Eq. (1.1) in an open 
convex domain of diameter d. 
In the next theorem we improve a disconjugacy criterion given by 
Nehari [9]. 
THEOREM 3. Let q,(z), j = 0 ,..., n - 1, be analytic in a finite closed convex 
region R, whose boundary is apiecewise smooth curve C, and whose diameter is d. 
If 
(3.4) 
then the dz&-rential equution (1.1) is disconjugate in R. 
Proof. Suppose that Eq. (1.1) h as a nontrivial solution y(z) which vanishes 
at n points of R. Then, by Lemma 3, 
I Y’W d 
M,,-,dn-j-’ 
(n -j - l)! ’ 
ZER, j = O,..., n - 1, (3.5) 
where &2,-r = max 1 y(n-l’(i)l for 5 E R. (We have used only that y(z) 
vanishes at n - 1 points.) 
We next prove that ify(z) is analytic in R and vanishes at n points of R, then 
Mn-1 < 8 s c IY’YW) fh I , 
[9, p. 3301. To establish (3.6) we first show that for every z E R there exists a 
point 5 E R (5 depends on Z) such that 
1 y(*-f’(z)l < / y(-)(z) - y”-‘(()I . (3.7) 
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Indeed, suppose there exists z, E R, such that for every 4 E R 
1 y(fy$J - y’“--1’(5)1 < j y’“l’(z,)l (3.8) 
holds. (3.8) would then imply that Re{eiYy(n-l)(iJ} > 0 for 4 E R and some 7, 
0 < y < 27r. By Lemma 2, it would follow that y(z) does not have more 
than n - 1 zeros in R. Hence, if y(z) vanishes at n points of R, then (3.7) 
holds. If z* E R is such that 1 y(“-l)(z*)l = M,-, , it follows from (3.7) that 
there exists <* E R such that 
n/l,-, = 1 y(*-yz*)l < I y(+yz*) - y’n-y[*)j . 
Combining (3.7)’ with the inequality 
j y-‘(z*) - y’-([*)I < 4 j, j y’“‘(w) dw I 
[9, p. 3291, we obtain (3.6). 
(3.7)’ 
Hence, if y(x) is a nontrivial solution of (1.1) which vanishes at it points of 
R, it follows from (3.5) and (3.6) that 




i=o(n-j-l)! clqj(w)dwl. s 




j=. (n - j _ l)! I 
which contradicts (3.4). 
Remark. As pointed out by Nehari [9], the assumption of analyticity on 
the boundary C, as well as the assumption that the boundary C is piecewise 
smooth can be relaxed. 
We state now the analogous results for Lagrange polynomial interpolation. 
We denote by PSV1 the set of polynomials of degree at most 71 - 1. 
THEOREM 4. Let F(z) be analytic in a jnite closed convex region R of 
diameter d. Let p(z) be the uni@e polynomial in the set P,,-l which satisfies 





ZER, j = O,..., n - 1, (3.10) 
If the boundary of R is a piecewise smooth curve C, then 
p(x)l < 
@-i-l 
2(n -j - l)! f 
1 F’“‘(w) dw 1 , ZER, j = O,..., n - 1. 
c 
(3.11) 
In view of (3.9), r(aJ = 0, ai E R, i = l,..., n, and since p(“)(z) = 0, it 
follows that Max 1 +)(()I = Max [P)(5)/ = M,, , t; E R. The results 
follow now from (3.1) and (3.6). 
4. GENERALIZATIONS OF DISCONJUGACY AND INTERPOLATION 
IN A CONVEX REGION 
In this section we generalize the results of the previous section. Our main 
concern is to obtain conditions which will guarantee the strong disconjugacy 
of Eq. (1.1). Strong disconjugacy, which is a more restringent property than 
disconjugacy, has been recently introduced by London and Schwarz [8]. 
Equation (1.1) is said to be strongly disconjugate in a given region R, if for 
every choice of n (not necessarily distinct) points a, ,..., a, of R, and every 
sequence of positive integers lz, ,..., K, such that k, + ... + k, = n, the only 
solution of (1.1) which satisfies 
y(a,) = ... = y(ak,) = y(kl)(akl+l) = ... = y@)(akl+,J 
(4.1) 
zzz ... = Y 
(k,+...+k,-1) (akl+...+kl--l+l) = ... = y(“l+“‘+“l-l)(a,) = 0, 
is the trivial solution y(z) = 0, [8, p. 4951. 
Strong disconjugacy implies both disconjugacy (I = 1, k, = n) and dis- 
focality (1 = n, kr = * *. = Iz, = 1). (The differential equation (1.1) is said 
to be disfocal in a given region R, if for every choice of n points a1 ,..., a,, of R, 
the only solution of (1.1) which satisfies 
r(4 = 3%) = . . . =y'"-l'(a,) = 0 (4.2) 
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is the trivial solution y(z) = 0. Disfocality has been considered in various 
papers WI, WI, [41, [71-J 
To obtain sufficient conditions for strong disconjugacy of Eq. (1.1) in a 
convex region R of diameter d, we consider the implications of the hypothesis 
that there exists a nontrivial solution y(z) of Eq. (1.1) which satisfies (4.1). 
Applying Lemma 3, we shall find bounds for / y’j)(z)I in terms of the dia- 
meter d and M, = max 1 y(n)(c)i , 5 E R. 
The analogous problem in polynomial interpolation can be stated in the 
following way: Let F(z) be analytic in a region R, and let p(z) be a polynomial 
of degree at most (n - l), (i.e., p(z) E P,-r) which satisfies 
G,) = P(4,..., F(%l) = P@k,)> 
F(“‘(u kl+l) = ~(k’)(akl+l)~~*~, F(k’)(~k,+k,) = $+k’)(ukl+k2),***, 
F(k,+.+k,-,) 
(4.3) 
(a kl+*-*+kl-,+l) = ~‘kl+“.+kz-l’(ukl+..~+kl-l+l),“‘, 
where ui = R, i = l,..., n, and 12, ,..., k, is a sequence of positive integers 
such that k, + -.* + k, = n. If 
44 = Fe4 - PM 
is the remainder, find bounds for 1 r(j)(z)1 , z E R, j = O,..., n - 1, in terms 
of max 1 F(“)(lJ , 5 E R. (W e note that the existence and uniqueness of 
p(s) E P,-i satisfying (4.3) follow from the fact that equation y(“)(z) = 0 is 
strongly disconjugate in the whole plane.) 
LEMMA 3’. Letf (z) be analytic in afinite closed convex region R of diameter 
d. Let k, ,..., kl be a sequence of positive integers such that k, + ... + kl = n. 
Assume that f(z) sutis$es (4.1) (with y(z) replaced by f(z)) where a, ,..., a, 
arepoints of R. If k,+...+k,_,~j<k,+...+k,, l<t<l, then 
If’i’(41 < M, < (k, + . . . +::;;I k,,,! . . . k& ’ ZER, (4.4) 
where 
n/r, = yg If’j’(5)l , j = O,..., n. 
Proof. Consider the functions f(z), f (Icl)(z),..., f (kl+*“+k~-+). In view 
of (4.1), f (kl+“‘+kt-l)(~), 1 < t < 2, vanishes at kt points of R. Applying 
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Lemma 3 to the function f(kl+“‘-tPt-l)(~), we find by (3.1) that for 
k, + ... + k,-, < j < k, + ... + k, , 
Mkl.+...+lctdkl+“‘+kt-i 
lJ,fj G (A, + ... + k, -j)! * (4.5) 
For j = K, + .a. + ktpl, t = l,,.., 1, (4.5) yields 
M < Mlc,dk:’ __ Mkl+k2dk’+ka Mad” 
O’ k,! * k,!k,! 
< *.- < 
k,! . . . k,! . 
(4.5)’ 
Combining (4.5) and (4.5)’ we obtain (4.4). 
Remark. For 1 = II, k, = k, = ... = k, = 1, (4.5)’ yields 
Afo < M,d < .*. < I(/i7idj < .*+ < M,dn. 
We now state 
w-9 
LEMMA 4. Let f (x), R and the sequence k, ,..., kl be as in Lemma 3’. If 
f(z) satisJies (4.1), where ai E R, i = I,..., n, then (4.6) holds. 
Proof. We prove (4.6) for the case 1 = 1, k, = n. The proof for the other 
cases will follow similarly. Sincef(z) has n zeros in R, we may replace n in 
(3.1) by any integer m such that 1 < m < n. This leads us to 
M, < M,dm--j 
3 \ (m -i)! , j = b, m, l<m<n. (4.7) 
Setting now j = m - 1 and m = 1, 2 ,..., n in (4.7, we obtain (4.6). 
THEOREM 2’. Let q)(x),j = 0 ,..., n - 1, be analytic in a finite closed convex 
region R of diameter d. If 
la-1 
c I p&)l d-j < 1, 
j=O 
ZER, (4.8) 
then the d@erential equation (1.1) is strongly disconjugate in R. 
Proof. Suppose that Eq. (1.1) has a nontrivial solution y(z), such that 
for some sequence of positive integers k, ,..., k, , k, + ... + k, = n, y(z) 
satisfies (4.1) where a, E R, i = l,..., n. Then, by Lemma 4 
( y(i)(z)] < M,,dn+, j = o,..., n - 1, XER, 
where Mn = max 1 y(“)(&J] for 5 E R. Since M, = 1 yl”)(z*)J for some z* E R 
and since M, > 0, the result follows as in Theorem 2. 
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THEOREM 3’. Let &),j = o,..., n - 1, be analytic in a finite closed convex 
region R, whose boundary is a piecewise smooth curve C, and whose diameter is d. 
If 
Fl dn-i-l 1, I e(w) dw I < 2, 
then the differential equation (1.1) is strongly disconjugate in R. 
Proof. Suppose that Eq. (1.1) h as a nontrivial solution y(z) which satis- 
fies (4.1), where ai E R, i = l,..., n, and K, ,..., k, are positive integers such 
that K, + ... + k, = n. Then, by Lemma 4 
Mj < Mneldn-i-l, j = 0 ,..., n - 1, Mj = yE;x / y(i)({)\ . (4.6)’ 
To complete the proof we now show that 
Mn-1 < 8 j, I Y’“‘(W) dw I 
remains true under our present assumptions. Indeed, by (4.1), the function 
q(z) = yo-Bz)(z) (n - k, = k, + ... + k,-,) vanishes at k, (1 < k, < n) 
points of R. Applying now (3.6) to T(X) (with n replaced by k,), we obtain that 
Tg 1 77(kz-1)(5) < 6 / I +)(w) dw I . 
C 
Hence, if y(z) is regular in R and satisfies (4.1) for ai E R, i = l,..., n, then 
(3.6) holds. It now follows from (4.6)’ and (3.6) that inequality (4.9) is incom- 
patible with the existence of a nontrivial solution of (1.1) which satisfies (4.1). 
Remark. Sufficient conditions for disfocality of a similar character have 
been established by Kim [4, Theorem 3.11 and Schwarz [12]. 
We state now the analogous results for polynomial interpolations. 
THEOREM 4’. Let F(z) be analytic in a $nite closed convex region R of 
diameter d. Let p(z) be the unique polynomial in the set P,,-l which satisfies (4.3), 
where ai E R, z = l,..., n, and k, ,..., k1 is a sequence of positive integers such that 
k, + *.a + k, = n. If r(z) = F(z) - p(z) is the remainder, then for j such that 
k,+...+k,-,,(j<k,+...+k,, l<t<Z, 
where 
I r’i’(z)I d (k, + . . . + FE;;! kt+l! 1.. k,! ’ ZER, (4.10) 
M, = rnEy I F’“‘(c)1 . 
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If the boundary of R is a piecewise smooth curve C, then 
da-j-1 
... + k, -j)! k,,,! . . . (A, - l)! 
ZER. (4.11) 
Remark. Among all possible choices of the sequences k, ,.,., k, , 1 = 1 
and 1 = n are the extreme cases. If 1 = 1, then k, = n, and we have the 
Lagrange interpolation. (4.10) and (4.11) reduce in this case to (3.10) and 
(3.11), respectively, and the right-hand sides of (4.10) and (4.11) attain 
their minimum values. If I = n, then k, = k, = ... = k, = 1, and we have 
the Abel-Gontscharoff [2, p. 281 interpolation. (4.10) and (4.11) yield 
1 Y(+)[ < Mndn-j, 
and 
ZER, j = O,..., n - 1 (4.10)’ 
IT( Gdy/ /P)(w)dw 1, XER, j=O,...,n - 1, (4.11)’ 
C 
and the right-hand sides of (4.10) and (4.11) attain their maximum values. 
Furthermore, (by Lemma 4), (4.10)’ and (4.11)’ hold for all types of poly- 
nomial interpolations discussed in Theorem 4, regardless of the choice of 
the k’s and the a’s. 
5. DISCONJUGACY IN THE UNIT DISK 
In this section we consider the special case where the convex region is the 
unit disk. 
LEMMA 5. Let f (2) be analytic in / z I < 1 and let f (ai) = 0, I ai / < 1, 
i = l,..., n, n > 2. Let 
ii& = max / f(")(i)1 , 5 E ff(al ,..., a,) (5.1) 
where H(a, ,..., a,) is the convex hull of a, ,..., a, , and assume that A?n > 0. 
(i) If x is a point of the cZosed linear segment [ala,], 1 # k, Z, k = l,..., n, 
then 
, f ‘j’(+ < azu + I z I)n-j-1 b - (n - 3) I z II 
(n -j)! n 
, j=O ,..., n-l. 
(54 
(ii) If z E H(a, ,..., a,), then 
1 f qz)j < ii&&2n-j, j = O,..., n - 1. (5.3) 
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where 
co, = -& (g”, cj, = j 
n(n - j)! ’ 
j = l,..., n - I. (5.4) 
(Cf. [l, p. 7371.). 
Proof. Assume that a, # a2 , and let z E [alad. We now apply Theorem 1 
to the closed convex region H(a, ,..., a,) and find upper bounds for 
where x E [a, , as] and 1 ai 1 < 1, i = I,..., n. Since 
lz--al<l+l4, I.d-=cl, lal<l, 
and by elementary geometry 
I z - a1 I I 2 - 02 I -=-l (1 + I z I) (1 - I z I), ~~[aI,a219 IaII,Ia21<1~ 
it follows that 
fi I x - ai I -=c (1 + I z I>“-’ (1 - I z I), n > 2, z E [aI, 4, (5.5) 
[9, Theorem 21, [3, Theorem 21. (2.2) and (5.5) now imply (5.2) for j = 0. 
In order to obtain upper bounds for nf:l 1 z - ui2 j , where 
(4 ,..., in-J = s E Qn-jgn , 2<j<n-2, 
we distinquish four cases. We recall that (i1 ,..., in+) is an increasing sequence 
of integers such that 1 < i1 < iz < ... < in-j < n. 
(a) If i1 = 1, iz = 2 then, similarly to (5.5), 
fl 1 Z - ai, 1 < (1 + ) X I)n-j-l (1 - I z 1). 
t.=l 
There are (“;“) sequences of this type in Qn-j,n . 
(b) If ir=l, i2#2, then 
n-j 
El I z - ai, I -=c I .z - a, I (1 + I 27 I)n-j-l. 
There are (j”_;“) elements of this type in Qnmj,%. 
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(c) If ir = 2, there are (7::) elements of this type in Qn-j,n and 
(df If ii > 3, there are &a) elements of this type in Qn-j,n and 
n-j 
n I z - ai, I < (1 + I z I)“-j. 
t=1 
Using the trivial inequality 
Ix -%1-t lx -a21 (2, x E ba, > a211 Ia,l,la,I <I, 
wefindthatfor2<j<n-2 
n-j 
c I-I I z - ait I < 
(n - 2)! (1 + I z 1)+-r (1 - I 2 I) 
SEQ,+,,, t=l 
j!(n - j - 2)! 
+ 2(n - 2)! (1 + j z 1)+-l + (n - 2)1(1 + I z I)“-j 
(j - l)! (~2 -j - l)! (j - 2)! (n - j)! 
= (n - l)! (1 + i z I)n-j-l [n - (n - 2j) I z II 
j!(n - j)! 
By (2.2), this leads to (5.2). For j = 1, n - 1 the result follows in a similar 
way. 
(ii) We note that if a, = u2 = *.. = a, = a*, then H(u, ,..., a,) = a*, 
and since f(a*) = f’(u*) = ... = f(n-l)(u*) = 0, (5.3) is trivial. If 
H(a, ,..., a,) is a linear segment [ur , u ] I # k, 1 < 1, k < m, then (5.3) and k , 
(5.4) follow from (5.2) by observing that 
(1 + p)“-‘(1 - p) < (+)“-‘T , 0 < p G 1 
and 
(1 + p)+j-l [n - (n - 2j) p] < j 2+j, OGPGl1, j = l,..., n - 1. 
If H(% ,..., a,) is a polygon, then, by the maximum principle, for every 
I <j < 71 - 1, there exists a point zj on the boundary of H(u, ,..., a,) such 
that If(j)(+)1 = max If(j)(z)] for x E H(u, ,..., a,). Since the boundary of 
W, ,..., a,) consists of segments of the type [a,~,], I # k, it follows that 
z, E [ur , uk] for some I and k, Z # k. (5.3) and (5.4) now follow from the 
above observation. 
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Remark. Iff(x) is analytic in the closed unit disk 1 z / < 1 and vanishes at 
ai , 1 ai 1 < 1, i = l)..., n, then Lemma 5 holds with nonstrict inequalities 
in (5.2) and (5.3). In this case the results are sharp and equalities hold if 
f(z) = c(eiy + z)“-l (eiy - z), where c is a constant and 0 < y < 27r. 
In the next theorem we apply Lemma 5 to obtain disconjugacy criteria in 
lzl<l. 
THEOREM 5. Let q&z), j = 0 ,..., n - 1, be analytic in 1 z / < 1. 
(i) If 
ncl / q&)1 (1 + I z I)n-i-l [n - (n - 2j) 
j=o n(n -j)! 
then Eq. (1.1) is discmjugate in I z / < 1. 
(ii) If 
n-1 




lzl -cl (5.6) 
(5.7) 
where Cj, , j = O,..., n - 1, are given by (5.4), then Eq. (1.1) is disconjugate 
in Izl<l. 
Note that assumption (5.6) implies that the functions qJz>,..., q,&x) 
are bounded in j z 1 < 1, but this does not necessarily hold for qo(z). 
Proof. (i) Suppose that Eq. (1.1) has a nontrivial solution y(z) which 
vanishes at a, , 1 ai 1 < 1, i = l,..., n. If z* E H(a, ,..., a,) is such that 
then z* is a point of some segment [al , ad, 1 # K. Hence, we may apply (5.2) 
in order to obtain an upper bound for j yo)(z*)l , j = O,..., 11 - 1. Equation 
(1.1) and inequality (5.2) lead us to 
n-1 
a& = ( y’qz*)l < c 1 qj(z*)y’+Y*)( 
j=o 
< Iclnk1 I q&*)I (1 + I z* l)+-1 [n - (n - 2j) I z* II 
+=O n(n -j)! 
Since A& > 0, the last inequality contradicts (5.6). 
(ii) (5.7) follows in a similar way from (5.3). 
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Remarks. (i) If we replace the nonstrict inequalities (5.6) and (5.7) by 
strict inequalities, we obtain disconjugacy criteria in the closed unit disk 
lzl61. 
(ii) Since Cj, < l/(n -i)!, i = O,..., n - 1, it follows that (5.7) is 
sharper than the restriction of (3.2) to the unit disk. 
(iii) Lemma 5 part (ii) can also be applied to estimate the remainder r(z) 
in the Lagrange interpolation in the convex hull H(a, ,..., a,). Let F(a) be 
regular in a disk D of radius p and let p(z) E Pnml satisfy p(a,) = F(a& ai E D, 
i=l ,..., n. If T(Z) =F(z) -p(z), then 
/ ry2g < A?&42p)“-i, j = o,..., n - 1, z E f% ,..., a,), 
where 
&Is = max /F(“)(t)/ for 5 E WI ,..., a,>. 
(See also (3.10).) 
We conclude with the following corollary of Theorem 5. 
Let q,(z), j = O,..., n - 1, n 3 3, be analytic in j x I < 1, and assume that 
there exists a positive constant A < CO, such that 
A 
1%(41 -=I 1 _ ,z/ ) I d4 < 4 j = I,..., n - 1, I.21 <l. 
Then the dz~eerential equation (1.1) is nonoscillatory in / z 1 < 1, i.e., every 
nontrivial solution of (1.1) h as a jinite number of zeros in I z 1 < 1. (Cf. [3, 
Theorem 41.) 
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