An entropic approach to formulating uncertainty relations for the number-annihilation pair is considered. We construct some normal operator that traces the annihilation operator as well as commuting quadratures with a complete system of common eigenfunctions. Expanding the measured wave function with respect to them, one obtains a relevant probability distribution. Another distribution is naturally generated by measuring the number operator. Due to the Riesz-Thorin theorem, there exists a nontrivial inequality between corresponding functionals of the above distributions. We find the bound in this inequality and further derive uncertainty relations in terms of both the Rényi and Tsallis entropies. Entropic uncertainty relations for continuous distribution as well as relations for discretized one are presented.
I. INTRODUCTION
The concept of entropy has found use in many topics including a quantification of uncertainty in quantum measurements. Entropic uncertainty relations still attract much attention rather due to its connection with some recent topics [1] . The first relation for the positionmomentum pair in terms of the Shannon entropies was derived by Hirschman [2] . Hirschman's result has later been improved [3] . A general statement of the problem and utility of the entropic formulation have been considered in the papers [4, 5] . An improvement of lower bound from [5] had been conjectured by Kraus [6] and later stated by Maassen and Uffink [7] . The method of the paper [7] is based on Riesz's theorem. Extensions of this approach to mixed states and generalized measurements were considered in [8, 9] . The entropic approach also allows to formulate the uncertainty principle for trace-preserving quantum operations [10] .
There exist numerous approaches to the problem of finding a proper expression for the number-phase uncertainty [11, 12] . Both the well-defined Hermitian operator of phase and number-phase uncertainty relation have been fit within the Pegg-Barnett formalism [13, 14] . Various measures of quantum phase uncertainty are compared in [15] . In the paper [16] , the uncertainty relation involving the number and annihilation operators was proposed as an alternative to known number-phase relations. Using the Pegg-Barnett formalism, the number-phase uncertainty relations in terms of the Shannon entropy were obtained [17] [18] [19] . For canonically conjugate variables, the uncertainty relations were expressed in terms of the Tsallis [20] and Rényi entropies [21] . Mutually unbiased bases [22, 23] and tomographic processes [24, 25] have been examined within an entropic approach as well.
In the present work, we aim to formulate the entropic uncertainty principle for the number and annihilation operators. As entropic measures, we will use both the Rényi and Tsallis entropies. Their definitions and some preliminary material are given in Section II. The principal point of our approach is to assign to the annihilation operator some normal operator in an extended Hilbert space and related resolution of the identity. Physically, this way implies the use of generalized measurement with additional bosonic modes [26] . The simplest construction of such a kind is described in Section III. In Section IV, we recall the Riesz-Thorin theorem and derive an inequality between certain functionals of the probability distributions generated by two measurements of interest. In Section V, we obtain entropic uncertainty relations for both the continuous distribution and distribution with respect to finite bins. Section VI concludes the paper.
II. PRELIMINARIES
In this section, the required facts are briefly outlined. Let s = {s n } be a probability distribution. For real α > 0 and α = 1, the Rényi entropy of order α of probability distribution s is defined by [27] 
For real α = 1, the Tsallis entropy of degree α is defined by [28] 
where ln α x ≡ x 1−α − 1 /(1 − α) is the α-logarithm. The Tsallis entropy of degree α = 2 is related to the so-called degree of certainty which is used for expressing complementarity relations for mutually unbiased observables [29] . A physical meaning of the entropy (2) was the subject of some discussion (see [30] and references therein). In the context of functional form (2), conditional and relative entropies were introduced and analyzed [31, 32] . In the limit α → 1, both the entropies (1) and (2) coincide with the Shannon entropy, namely
Note that the entropies (1) and (2) are both particular cases of more general class of unified entropies [33, 34] . A quantum state is characterized by the probabilities of the outcomes of every conceivable test [35] . Consider Hermitian operator B = n b n Π n , where the Π n is orthogonal projector on the subspace corresponding to eigenvalue b n . The set {Π n } of projectors obeys the completeness relation n Π n = 1 1, where 1 1 is the identity. In the case of continuous spectrum, the sums are replaced with the corresponding integrals. If the state just prior to the measurement is described by density operator ρ, then the outcome b n is obtained with the probability s n = Tr (ρΠ n ) [35] . Its value is completely determined by the set {Π n } and density operator ρ. When the system was in one of the eigenstates of B, the distribution is deterministic and the entropies are zero. Therefore, for two and more incompatible tests the sum of relevant entropies is nontrivially bounded from below [5] . So, studies in the subject are mainly devoted to obtaining such lower bounds for some measurements of interest. As was shown by Maassen and Uffink [7] , the Riesz theorem provides a unifying tool for these aims.
There may be more than one ways to measure quantum uncertainty for non-Hermitian operators. One of possible approach is to extend the standard expression for variance. For arbitrary operator C, we can define its left and right absolute values as
We have |C| L = |C| R if and only if C is normal, i.e. C, C † = 0. Let us put the left and right variances, ∆ L C ≥ 0 and ∆ R C ≥ 0, by the equalities
For Hermitian operator B, these expressions are both reduced to the regular expression (∆B) 2 = B 2 − B 2 . The annihilation operator a and the creation operator
In the paper [16] , the uncertainty relation is given in terms of ∆ R a and ∆n, where the number operator n = a † a. We could also use ∆ L a as a measure of uncertainty of the operator a in a given quantum state.
Another way is to relate the annihilation operator with a proper resolution of the identity. Here we have to construct some generalized measurement in an extended Hilbert space. Let us introduce some notation. By {|n } with integer n ≥ 0 we denote the number state basis in the Hilbert space H. Each ket |n obeys n|n = n|n . Putting the dimensionless quadratures
we have [q, p] = i 1 1 and a = (q + ip)/ √ 2. Considering two modes, we will denote their Hilbert spaces as H x and H y . The traces over H x and over H x ⊗H y will be written as Tr x ( ) and Tr xy ( ), respectively.
III. GENERALIZED MEASUREMENT
The aim is to build a normal operator A that act as a on a subset of states to be measured. For non-normal two-boson operators, such a construction was analyzed in [26] . The simplest way involves one additional mode. We denote the measured bosonic mode by x and the additional bosonic mode by y. The y-mode is always prepared in the fixed initial state, which is taken as some eigenstate |n 0 of the number operator n. Consider twoboson operator A = a x ⊗ 1 1 y + 1 1 x ⊗ a † y , acting in the product space H x ⊗ H y . It is important that this operator is normal: A, A † = 0. Writing A = (Q + i P)/ √ 2, the corresponding quadratures
are commuting operators, i.e. [Q, P] = 0. On certain density operators, our extension leads to the same average values for the quadratures and the same measurement statistics for the number operator. For any density operator ρ on H x , there hold
We shortly write the above relations as Q = q x , P = p x , and A = a x . It is usually said that the operator A "traces" the operator a [26] . We also define the operator N = n x ⊗ 1 1 y such that
for real power ν ≥ 0. For other operators, the moments of higher orders are not the same. Nevertheless, we have
It is important here that the above equalities do hold for any initial state ρ of the x-mode. Further, the two-boson operator A can be measured practically. The measurement of non-normal two-boson operators, which yield A as a particular case, and its application in heterodyne detection are examined in [26] . We shall now find common eigenfunctions of the commuting operators (8) and (9) . In the coordinate representation, the operator Q and P are rewritten as
in terms of new variables u = x + y and v = x − y, for which x = (u + v)/2, y = (u − v)/2. A common eigenfunction Υ ξk (u, v) obeys the equations
where the eigenvalues ξ of Q and k of P are arbitrary real numbers. The solutions are written in a form
and satisfy the normalization condition
In terms of the variables x and y, these eigenfunctions are reexpressed as
since the Jacobian determinant ∂(u, v)/∂(x, y) = −2. So, the functions (20) also enjoy the desired property
If the state of the xy-system right before the joint measurement of Q and P was Φ(x, y), then the probability density is calculated by
The average values are calculated in the standard way, for instance, A = Q + i P √ 2 and
For α > 0 and continuous distributions, we will use a norm-like α-parametric functional defined as
This is actually a norm for α ≥ 1. Denoting nth eigenfunction of the number operator n by ϕ n , the probability of obtaining outcome in the x-mode is written as
We aim to relate the functionals w α and s β = , whenever Φ(x, y) = f (x) ϕ n0 (y).
IV. A CONSEQUENCE OF THE RIESZ-THORIN THEOREM
Recall some mathematical tools. By c = c n ∞ n=0 we denote a sequence of complex numbers, and by l p (p ≥ 1) the space of sequences such that
For the complex-valued function f (x) and p ≥ 1, the p-norm is defined as
with f ∞ = sup{|f (x)| : x ∈ R} for the special case p = ∞. By L p we denote the space of functions such that f p < ∞. We say that the linear mapping T from L p to L q is bounded when its (p, q)-norm,
is finite. In general, it is hard to find exactly values of (p, q)-norms. Say, the answer is known for the Fourier transform in both the discrete and continuous cases. In the former, it is given by the Young-Hausdorff inequalities; in the latter, it has been found by Beckner [3] . For arbitrary mapping, we can employ the Riesz-Thorin interpolation theorem (see, e.g., theorem 1.1.1 in [36] ). It should be noted, however, that this theorem gives only an upper estimate on (p, q)-norms. Here the conjugate indices p, q ∈ [1; ∞] obey 1/p + 1/q = 1. The Riesz-Thorin theorem. Assume that p 0 = p 1 , T p0,q0 = M 0 and T p1,q1 = M 1 ; then for all θ ∈ (0; 1),
where the indices p θ and q θ are put as
Suppose that ϕ n (x)
is an orthonormal set in the space L 2 and n 0 is a fixed number. To each wave function f (x) ϕ n0 (y) of the two modes with f (x) ∈ L 2 , we assign its decomposition with respect to the eigenfunctions Ψ ξk (x, y), i.e.
Here the integral kernelf (ξ, k) is represented as
It is clear that the transformsφ n (ξ, k) of the basis functions ϕ n (x) form an orthonormal set, i.e. φ m ,φ n = δ mn . Consider the linear map T from l p to L q such that
for any sequence {c n }. The right-hand side of (31) can be viewed as the transformf (ξ, k) of the function
and we write T(c) =f . It follows from the orthonormality of theφ n (ξ, k)'s that f 2 = c 2 , whence the norm T 2,2 = 1. Putting the quantity
we also have
i.e. f ∞ ≤ η c 1 and T 1,∞ ≤ η. Using the RieszThorin theorem with the pairs (p 0 = 2, q 0 = 2) and (p 1 = 1, q 1 = ∞), we obtain the inequality
where the conjugate indices p and q are such that p = 2/(1 + θ) < 2 and q = 2/(1 − θ) > 2. By θ = (2 − p)/p and (26), the inequality (34) results in
Assuming 1 < p < 2 and q > 2, we also have the relation
which is derived from (35) as follows. Let us write γ n = |c n | q /c * n if c n = 0, and γ n = 0 otherwise. Then we have
where we have applied (35) withg and γ instead off and c respectively. Transposing the factor
from (38), we finally obtain (36) . For the number operator, the probabilities are
For the pre-measurement state Φ(x, y) = f (x) ϕ n0 (y), the probability density (21) is represented as
We have w α = f 2 q and s β = c 2 p , where α = q/2 and β = p/2. Squaring (35) and (36), we obtain
povided that 1/α+1/β = 2 and α > 1 > β. The inequalities (42) and (43) directly lead to the entropic uncertainty relation for the number and annihilation operator.
V. ENTROPIC UNCERTAINTY RELATIONS
Using the probabilities (40), we take the sums in the formulae (1) and (2) from n = 0 up to n = ∞. For the probability density (41), we write down
The nth normalized eigenfunction of the operator n is written as
where h n (x) is the nth Hermite polynomial [14] . The factor (33) is the supremum of modulus of the quantity
Here we put the function φ(x) = e ikξ/2 ϕ n0 (ξ − x) e −ikx , for which φ 2 = ϕ n0 2 = 1. Since the value ϕ n , φ is nth coefficient in the expansion
the modulus of each coefficient does not exceed one. Combining this with (47) gives
The case n 0 = 0, when no photons are initially being in the y-mode, is easier to realize experimentally. For n = 0, direct calculations give
where z = x−ξ/2. The supremum of (51) with respect to k and ξ is equal to (2π) −1/2 , that is exactly η = (2π) −1/2 . By (50), we rewrite the inequalitie (42) and (43) as
where 1/α + 1/β = 2 and α > 1 > β. The uncertainty relation in terms of the Rényi entropies is given by
under the condition 1/α+1/β = 2. Taking the logarithm of (52) and doing some algebra, we just obtain
Here the multiplier of R α (w) is equal to (−1). Hence we get (54) in the case when the entropy of the distribution w(ξ, k) has larger order. Otherwise, we repeat the same with the inequality (53). The derivation is slightly more complicated with the Tsallis entropies. We claim that
where 1/α + 1/β = 2 and µ = max{α, β}. Indeed, we rewrite the left-hand side of (56) as the function
in terms of the variables t = w 1−β t β/α ≤ τ , we want to minimize g(t, τ ) under the above conditions. In view of Appendix of the paper [10] , the minimum is reached for t 0 = (2π) 1−α , τ = 1 and equal to g(t 0 , 1) = ln α 2π. In the same manner, we use (53) and resolve the case when the Tsallis entropy of the distribution s has larger degree. It is proper that the entropic uncertainty relations (54) and (56) coincide in the limit µ → 1.
The relations (54) and (56) involve the continuous distribution w(ξ, k). We can also obtain similar relations in terms of probabilities
where {ξ l } is a partition of the ξ-axis and {k m } is a partition of the k-axis. Let ∆ξ = max ∆ξ l , ∆k = max ∆k m be maximal sizes of bins on these axes. By theorem 192 of the book [37] for integral means, we have
whence ∆ξ∆k (1−α)/α r α ≤ w α for α > 1, and w β ≤ ∆ξ∆k (1−β)/β r β for β < 1. The last inequalities are obtained by summing the inequality (59) and raising these sums to the powers 1/α and 1/β respectively. Since (α − 1)/α = (1 − β)/β, we then deduce from (52) and (53) that r α ≤ ∆ξ∆k 2π
s α ≤ ∆ξ∆k 2π
Only for ∆ξ∆k < 2π these inequalities contain a nontrivial constraint ( α ≤ 1 by α > 1, β ≥ 1 by β < 1). The uncertainty relations are now written as
where 1/α + 1/β = 2 and µ = max{α, β}. The above entropic uncertainty relations can all be extended to mixed initial states of the x-mode. For the density operator ρ = λ λ |λ λ|, we put the functions f λ (x) = x|λ and the total probability distributions
Here s (λ) n = | ϕ n , f λ | 2 , w λ (ξ, k) = |f λ (ξ, k)| 2 , and thẽ f λ (ξ, k) is defined by (30) with f λ (x) instead of f (x). For each λ, there hold the inequalities (52) and (53) with w λ (ξ, k) and s (λ) n . By the Minkowski inequality, the same inequalities are valid for the total distributions (64). We refrain from presenting the details here (cf. equation (3.9) of [9] ). So the uncertainty relations (54), (56), (62), and (63) can all be derived.
VI. CONCLUSIONS
We have considered an approach to formulate numberannihilation uncertainty by means of entropic measures. To the annihilation operator we have assigned the normal two-boson operator enjoying the same average values for measured density matrices. Its measurement can be implemented in practice. The corresponding Hermitian quadratures are commuting with a common set of eigenfunctions. The decomposition of any wave function of interest with respect to the common eigenfunctions allows to obtain a proper probability distribution. The non-trivial entropic bounds for two generated probability distributions have been derived in terms of both the Rényi and Tsallis entropies. Entropic uncertainty relations of a state-independent form are written down for the continuous distribution (see (54) and (56)) as well as for discretized one (see (62) and (63)). The discretized distribution is taken with respect to some partitions on the corresponding axes. Nontrivial entropic bounds are given for the case, when any product of two bins is less than 2π. The latter concurs with the fact that one quantum degree of freedom occupies a (dimensionless) phase cell by size at least 2π. The same entropic bounds remain valid for an impure measured state.
