Abstract. In the infinite-horizon and discrete-time framework we establish maximum principles of Pontryagin under assumptions which weaker than these ones of existing results. We avoid several assumptions of continuity and of Fréchet-differentiability and of linear independence.
Introduction
The aim of this paper is to establish maximum principles of Pontryagin under assumptions which are weaker than those of existing results. Now we state the considered problems.
For all t ∈ N let X t be a nonempty open subset of R n , U t be a nonempty subset of R d , and f t : X t × U t → X t+1 be a mapping. We introduce the two following dynamical systems.
(Di) x t+1 ≤ f t (x t , u t ), t ∈ N.
(De) x t+1 = f t (x t , u t ), t ∈ N. The order in (Di) is the usual order of R n : when x = (x 1 , ..., x n ) and y = (y 1 , ..., y n ) belong to R n , x ≤ y means x i ≤ y i for all i ∈ {1, ..., n}. We fix σ ∈ X 0 , and when k ∈ {i, e}, we define Adm k as the set of the (x, u) = ((x t ) t∈N , (u t ) t∈N ) ∈ t∈N X t × t∈N U t such that (x, u) satisfies (Dk) for all t ∈ N and such that x 0 = σ.
For all t ∈ N, we consider the function φ t : X t × U t → R. When k ∈ {i, e}, we define Dom k as the set of the (x, u) ∈ Adm k such that the series +∞ t=0 φ t (x t , u t ) is convergent in R. We define the functional J : Dom k → R by setting J(x, u) := +∞ t=0 φ t (x t , u t ). When k ∈ {i, e}, we consider the following list of problems. (P 1 k ) Maximize J(x, u) when (x, u) ∈ Dom k . (P 2 k ) Find (x,û) ∈ Adm k such that, for all (x, u) ∈ Adm k , lim sup h→+∞ ( h t=0 φ t (x t ,û t ) − h t=0 φ t (x t , u t )) ≥ 0. (P 3 k ) Find (x,û) ∈ Adm k such that, for all (x, u) ∈ Adm k , lim inf h→+∞ ( h t=0 φ t (x t ,û t ) − h t=0 φ t (x t , u t )) ≥ 0. Now we describe the contents of the paper.
In Section 2 we specify notions of differentiability and their notation, and we recall the method of reduction to finite horizon (Theorem 2.1).
In Section 3 we establish weak maximum principles where the values of the optimal control belong to the interior of the sets of controls for system which governed by difference inequations (Theorem 3.1 and Theorem 3.2). These results are new and only use the Gâteaux differentiability of the criterion, of the vector field and of the inequality constraints. Neither continuity nor Fréchet differentiability is necessary. These principles use recent results on multipliers rules in static optimization which are established in [4] In Section 4, we establish a weak maximum principle when the sets of controls are defined by inequalities (Theorem 4.3) when the system is governed by difference inequations. This result also only uses the Gâteaux differentiability of the criterion, of the vector field and of the inequality constraints and a condition of separation of the origine and of the convex hull of the Gâteaux differentials of the inequelities constraints in the spirit of a Mangarasian-Fromowitz condition. Secondly we establish a weak maximum principle when the sets of controls are define by equalities and inequalities (Theorem 4.7) when the system is governed by a difference inequation. Such a case is treated in [3] (Theorem 3.1 and Theorem 3.2). In comparison with the result of [3] , the improvements are the following ones: we avoid a condition of continuity for the saturated inequality constraints and for the vector field, we avoid a condition of linear independence of all the differentials of the constraints. A similar result is Theorem 4.8 for which the system is governed by a difference equation.
Notation and Recall
When E and F are finite-dimensional real normed vector spaces, when A ⊂ E, when Φ : A → F is a mapping, and a ∈ A, Φ is said Gâteaux differentiable at a when, for all v ∈ E, DΦ(a, v) := lim s→0 1 s (Φ(a + sv) − Φ(a)) exists for all v ∈ E and when v → DΦ(a, v) is linear, then its Gâteaux differential of Φ at a is
The method of reduction to finite horizon, which comes from [5] , is contained in the following result.
Theorem 2.1. The two assertions hold.
(a) Let (x,û) be a solution of (P j i ) when j ∈ {1, 2, 3}. Then, for all h ∈ N * , (x 0 , ...,x h+1 ,û 0 , ...,û h ) is a solution of the following finite-horizon problem
(b) Let (x,û) be a solution of (P j e ) when j ∈ {1, 2, 3}. Then, for all h ∈ N * , (x 0 , ...,x h+1 ,û 0 , ...,û h ) is a solution of the following finite-horizon problem
The proof of this theorem is given in [5] and in [6] . Note that this result does not require any special assumption.
Weak Pontryagin principles with interior optimal controls
In this section we consider the case where values of the optimal control sequence belong to the topological interior of the set U t of the considered controls at each time t, and where the system is governed by the difference inequation (Di).
Theorem 3.1. Let (x,û) be a solution of (P j i ) when j ∈ {1, 2, 3}. We assume that the following assumptions are fulfilled.
(i) For all t ∈ N,û t ∈ intU t .
(ii) For all t ∈ N, φ t and f t are Gâteaux differentiable at (x t ,û t ).
Then there exist λ 0 ∈ R and (p t ) t∈N * ∈ (R n * ) N * which satisfy the following properties.
(NN) (λ 0 , p 1 ) = (0, 0). (Si) λ 0 ≥ 0 and, for all t ∈ N * , p t ≥ 0.
(Sℓ) For all t ∈ N, for all α ∈ {1, ..., n}, p
Proof. Using Theorem 2.1 we can assert that, for all h ∈ N * , (x 0 , ...,x h+1 ,û 0 , ...,û h ) is a solution of (F h i ). We introduce the function ψ :
We introduce the mapping ψ 0 :
We introduce the mapping ψ h :
Then we can formulate (F h i ) in the following form. Maximize ψ(x 1 , ..., x h , u 0 , ..., u h ) when ∀t ∈ {1, ..., h}, x t ∈ X t , u t ∈ U t ∀t ∈ {0, ..., h}, ∀α ∈ {1, ..., n}, ψ
where the ψ α t are the coordinates of ψ t . Our assumptions (i, ii, iii) imply that the assumptions of Theorem 3.1 in [4] are fulfilled and so we know that, for all h ∈ N * , there exists (λ
h+1 which satisfies the following conditions.
Using assumption (iv) we can formulate (3.5) as follows.
From this last equation we easily see that (λ
Since the set of the lists of multipliers of Problem (3.1) is a cone, we can normalize the multipliers by setting |λ
Since the values of the sequence (λ h 0 , p h 1 ) h∈N * belong to the unit sphere of R × R n * which is compact, using the Bolzano-Weierstrass theorem we can say that there exist an increasing function ϕ : N * → N * and (λ 0 , p 1 ) ∈ R×R n * such that |λ 0 |+ p 1 = 1,
Proceeding recursively we define, for all t ∈ N * , p t+1 := lim h→+∞ p
And so we have built λ 0 ∈ R and a sequence (p t ) t∈N * ∈ (R n * ) N * which satisfies (AE).
We have yet seen that (NN) is satisfied. From (3.3) we obtain (Si). From (3.4) we obtain (Sℓ). From (3.6) we obtain (WM).
Theorem 3.2. Let (x,û) be a solution of (P j i ) with j ∈ {1, 2, 3}. We assume that the assumption (i,ii,iii) of Theorem 3.1 are fulfilled. Moreover we assume that the following assumption is fulfilled.
(v) For all t ∈ N * , for all α, β ∈ {1, ..., n}, ∂f α t (xt,ût) ∂x β ≥ 0 and for all α ∈ {1, ..., n},
Then the conclusions of Theorem 3.1 hold.
Proof. Proceeding as in the proof of Theorem 3.1 we obtain that, for all h ∈ N * , (x 0 , ...,x h+1 ,û 0 , ...,û h ) is a solution of problem (3.1) and conditions (3.2 -3.7) are fulfilled.
For all t ∈ N * we define γ t := min 1≤α≤n
Under assumption (v), when v ∈ R n , for all α ∈ {1, ..., n}, we have
Then we have, for all t ∈ {1, ..., h},
which implies, since from (3.3) and (3.9) we have λ h 0 = |λ h 0 | ≤ 1, the following relation holds for all t ∈ N * and for all h ≥ t − 1.
Now we want to prove the following assertion.
We proceed by induction. When t = 1, from (3.9) we know that p h t ≤ 1, and so it suffices to take ζ 1 := 1. We assume that (3.11) holds for t, then for t + 1, from (3.10) we obtain
and so (3.11) is proven. Using (3.11) and the diagonal process of Cantor as it is formulated in [6] (Theorem A.1, p. 94), we can assert that there exists an increasing function ρ : N * → N * and a sequence (p t ) t∈N * ∈ (R n * + ) N * such that, for all t ∈ N * , lim h→+∞ p ρ(h) t = p t . Now we conclude as in the proof of Theorem 3.1.
Weak Pontryagin principles with constrained controls
In this section we first consider the case where the sets of controls are defined by inequalities for each t ∈ N.
where
Lemma 4.1. Let E be a finite-dimensional real normed vector space and I be a nonempty finite set. Let (ϕ i ) i∈I ∈ (E * ) I . The three following assertions are equivalent.
(
Proof. First we prove that non(ii) implies non(i). From non(ii) we deduce that there exists (λ i ) i∈I ∈ (R + ) I such that (λ i ) i∈I = 0 and i∈I ( λi j∈I λj )ϕ i = 0 which implies non(i). Secondly we prove that non(i) implies non(ii). From non(i) there exists (α i ) i∈I ∈ R + such that i∈I α i = 1 and 0 = i∈I α i ϕ i , and since (α i ) i∈I is non zero, non(ii) is fulfilled. And so we have proven that non(i) and non(ii) are equivalent.
To prove that (i) implies (iii), note that 0 / ∈ co{ϕ i : i ∈ I} =: K, and K is a nonempty convex compact set. Using the theorem of separation of Hahn-Banach, we can assert that there exist ξ ∈ R n * * and a ∈ (0, +∞) such that ξ, ϕ ≥ a for all ϕ ∈ K, and ξ, 0 = 0 < a. Since R n is reflexive, there exists w ∈ R n such ξ, ϕ = ϕ, w for all ϕ ∈ R n * . Therefore for all i ∈ I, we have ϕ i , w ≥ a > 0 that is (iii).
To prove that (iii) implies (i) we set γ := min i∈I ϕ i , w > 0. When ϕ ∈ co{ϕ i : i ∈ I}, there exists (α i ) i∈I ∈ R + such that i∈I α i = 1 and ϕ = i∈I α i ϕ i . Then we have ϕ, w = i∈I α i ϕ i , w ≥ i∈I α i γ = γ > 0 which implies ϕ = 0, and so (i) is satisfied.
Lemma 4.2. Let E be a finite-dimensional real normed vector space and I be a nonempty finite set. Let
We assume that the sequence (ψ h ) h∈N * := ( i∈I r h i ϕ i ) h∈N * is bounded in E * . Then there exists an increasing function ρ : N * → N * such that, for all i ∈ I, the sequence (r
Proof. First we prove that lim inf h→+∞ i∈I r h i < +∞. We proceed by contradiction: we assume that lim inf h→+∞ i∈I r h i = +∞. Therefore we have lim h→+∞ i∈I r h i = +∞. We set s converges to 0 when h → +∞ since (ψ h ) h∈N * is bounded. Therefore we have lim h→+∞ i∈I s h i ϕ i = 0 which implies that 0 ∈ co{ϕ i : i ∈ I} that is a contradiction with one assumption. And so we have proven that s := lim inf h→+∞ i∈I r h i < +∞.
Now we can assert that there exists an increasing function τ : N * → N * such that lim h→+∞ i∈I r
) h∈N * is bounded in R + . Using several times the BolzanoWeierstrass theorem we can assert that there exist an increasing function τ 1 : N * → N * and r * i ∈ R + for all i ∈ I, such that lim h→+∞ r τ •τ1(h) i = r * i . It suffices to take ρ := τ • τ 1 . Theorem 4.3. Let (x,û) be a solution of (P j i ) where j ∈ {1, 2, 3} and where the sets U t are defined by (4.1). We assume that the following assumptions are fulfilled.
(i) For all t ∈ N, φ t and f t are Gâteaux differentiable at (x t ,û t ).
(ii) For all t ∈ N, for all k ∈ {1, ..., m}, g k t is Gâteaux differentiable atû t .
(iii) For all t ∈ N, for all α ∈ {1, ..., n}, f α t is lower semicontinuous at (x t ,û t ) when f α t (x t ,û t ) >x α t+1 .
(iv) For all t ∈ N, for all k ∈ {1, ..., m}, g k t is lower semicontinuous atû t when g
(vii) For all t ∈ N * for all α, β ∈ {1, ..., n}, 
Then, under (i-vi) or under (i-v) and (vii), there exist
.., and (µ m t ) t∈N ∈ R N which satisfy the following conditions.
(NN) (λ 0 , p 1 ) = (0, 0). (Si) λ 0 ≥ 0, , p t ≥ 0 for all t ∈ N * , and µ k t ≥ 0 for all t ∈ N and for all k ∈ {1, ..., m}.
(Sℓ) For all t ∈ N, for all α ∈ {1, ..., n}, p α t+1 · (f α t (x t ,û t ) −x α t+1 ) = 0, and for all k ∈ {1, ..., m}, µ
Proof. From Theorem 2.1 (a) we know that, for all h ∈ N * , (x 0 , ...,x h+1 ,û 0 , ...,û h ) is a solution of the following finite-horizon problem.
∀t ∈ {0, ..., h}, f t (x t , u t ) − x t+1 ≥ 0 ∀t ∈ {0, ..., h}, x t ∈ X t x 0 = σ, x h+1 =x h+1 ∀t ∈ {0, ..., h}, ∀k ∈ {1, ..., m}, g ∀t ∈ {1, ..., h + 1}, ∀α ∈ {1, ..., n}, p
and ∀t ∈ {0, ..., h}, ∀k ∈ {1, ..., m}, µ , (λ 0 , p 1 ) = (0, 0), and p α t · (f α t (x t ,û t ) −x α t+1 ) = 0 for all t ∈ N * and for all α ∈ {1, ..., n}. We fix t ∈ N and we consider, for all h ∈ N * ,
Therefore we have lim
, and consequently the sequence (ϕ h ) h∈N * is bounded in R n * . Using Lemma 4.2 we can assert that exist an increasing function ρ 1 : N * → N * and µ Now we consider the case where the sets of controls are defined by equalities and inequalities for each t ∈ N,
where e
Lemma 4.4. Let E be a real finite-dimensional normed vector space; let J and K be two nonempty finite sets, and let (ψ j ) j∈J and (ϕ k ) k∈K be two families of elements of the dual E * . Then the two following assertions are equivalent.
(ii) There exists w ∈ E such that ψ j , w = 0 for all j ∈ J and ϕ k , w > 0 for all k ∈ K.
Proof. We set S := span{ψ j : j ∈ J} and C := co{ϕ k : k ∈ K}. [i =⇒ ii] Under (i) using the theorem of separation of Hahn-Banach, there exist ξ ∈ E * * and a ∈ (0, +∞) such that ξ, ψ ≤ a for all ψ ∈ S, and ξ, ϕ > a for all ϕ ∈ C. When ψ ∈ S is non zero, we have | ξ, ψ | ≤ a since −ψ ∈ S, and therefore, for all λ ∈ R, we have |λ| · | ξ, ψ | ≤ a which is impossible if | ξ, ψ | = 0, therefore we have ξ, ψ = 0 for all ψ ∈ S. Since E * * is isomorphic to E there exists w ∈ E such ξ, χ = χ, w for all χ ∈ E * , and then we obtain (ii).
Therefore we have ψ, w = j∈J ζ j ψ j , w = 0. We have proven that ψ, w = 0 for all ψ ∈ S and ϕ, w > 0 for all ϕ ∈ C, which implies (i). 
Proof.
We proceed by contraposition, we assume that there exists k ∈ K such that µ k = 0. Then µ := k∈K µ k > 0 and so k∈K
j ∈ J} which provides a contradiction with condition (i).
Lemma 4.6. Let E be a real finite-dimensional normed vector space; let J and K be two nonempty finite sets, and let (ψ j ) j∈J and (ϕ k ) k∈K be two families of elements of the dual E * . We assume that the following assumptions are fulfilled.
(a) The family (ψ j ) j∈J is linearly independent.
ists an increasing function ρ : N * → N * such that the sequences (λ
) h∈N * are convergent in R for all j ∈ J and the sequences and (µ
Proof. We set S := span{ψ j : j ∈ J} and C := co{ϕ k : k ∈ K}. First we prove that lim inf h→+∞ k∈K µ h k < +∞. We proceed by contradiction, we assume that lim inf h→+∞ k∈K µ h k = +∞. Therefore we have s := lim h→+∞ k∈K µ h k = +∞. We set π
Since C is compact there exists an increasing function τ : N * → N * and ϕ * ∈ C such that lim h→+∞ k∈K π
Since a finite-dimensional normed vector space is complete, S is closed in E * , and consequently we have ϕ * ∈ S, and then ϕ * ∈ S ∩ C which is a contradiction with assumption (b). And so we have proven that lim inf h→+∞ k∈K µ h k < +∞. Therefore there there exists an increasing function r : N * → N * such that lim h→+∞ k∈K µ Let (x,û) be a solution of (P j i ) where j ∈ {1, 2, 3} and where the sets U t are defined in (4.7). We assume that the following assumptions are fulfilled for all t ∈ N.
(i) φ t is Fréchet differentiable at (x t ,û t ).
(ii) For all α ∈ {1, ..., n}, f 
Then under (i-ix) or under (i-viii) and (x) there exist
.., (µ mi,t ) t∈N ∈ R N which satisfy the following conditions.
(NN) (λ 0 , p 1 ) = (0, 0).
(Si) λ 0 ≥ 0, p t ≥ 0 for all t ∈ N * , µ k,t ≥ 0 for all t ∈ N and for all k ∈ {1, ..., m i }. (Sℓ) For all t ∈ N, for all α ∈ {1, ..., n}, p
∀t ∈ {0, ..., h}, f t (x t , u t ) − x t+1 ≥ 0 ∀t ∈ {0, ..., h + 1}, x t ∈ X t x 0 = σ, x h+1 =x h+1 ∀t ∈ {0, ..., h}, ∀j ∈ {1, ..., m e }, e j t (u t ) = 0 ∀t ∈ {0, ..., h}, ∀k ∈ {1, ..., m i }, g k t (u t ) ≥ 0.
We introduce the following elements
Then the previous optimization problem can be written as follows.
Maximize Φ(z) when ∀t ∈ {0, ..., h}, ∀α ∈ {1, ..., n}, F
We see that our assumptions (i-vi) imply that the assumptions of Theorem 3.2 in [4] are fulfilled and consequently we obtain the existence of real numbers λ h 0 , p h t,α (for t ∈ {1, ..., h + 1} and α ∈ {1, ..., n}), λ h t,j (for t ∈ {0, ..., h} and j ∈ {1, ..., m e }), µ (4.14)
The condition (4.12) is translated by ∀t ∈ {0, ..., h}, ∀k ∈ {1, ..., mi}, µ From (4.13) using the partial differentiations with respect tou t we obtain the following relation. ) h∈N * are bounded and then, using (4.17), we deduce that the sequence
