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Abstract. An elementary class of evolutions in unital Banach algebras is ob-
tained by integrating product functions over Guichardet’s symmetric measure
space on the half-line. These evolutions, along with a useful subclass, are char-
acterised and a Lie–Trotter product formula is proved. The class is rich enough
to form the basis for a recent approach to quantum stochastic evolutions.
Introduction
In this note we identify and analyse a simple class of evolutions in unital Banach
algebras along with a useful subclass. They have infinitesimal generators, in terms
of which they are characterised, and we establish a Lie–Trotter product formula for
such evolutions. Our approach is via Guichardet’s symmetric measure space ([Gui])
of the Lebesgue space R+. Apart from the merits of simplicity, one motivation is
the fact that the theory forms the basis for a recent approach to quantum stochastic
evolutions ([DLT], [DL]) in which quantum stochastic Trotter product formulae are
proved (cf. [LSi]), characterisations of stochastic cocycles are established (cf. [LSk])
and convergence theorems for scaled quantum random walks are proved (cf. [Bel]).
After a brief section of preliminaries where notations are fixed, the basic theory
occupies Section 2, and the product formula is proved in Section 3.
1. Preliminaries
For a step function f with domain R+ = [0,∞[ we write Disc f for the (possibly
empty) complement of the set of points t where f is constant in some neighbourhood
of t; for a vector-valued function f on R+ and subinterval J of R+, fJ denotes the
function on R+ which agrees with f on J and vanishes outside J . For a Banach
space X, B(X) denotes the unital Banach algebra of bounded operators on X.
The symbol ^ is used (for both elements of, and subsets of, an algebra) to denote
‘commutes with’ ([RSz]), # denotes cardinality, and ⊂⊂ stands for subset of finite
cardinality. For sets A and B, we write F (A;B) rather than BA, for the set of
functions from A to B, and for f ∈ F (A;B), we denote its range, f(A), by Ran f .
Finally, we use the following notation for symplices: for n ∈ N and t ≥ r ≥ 0, set
∆
(n)
[r,t[ := {a ∈ [r, t[n: a1 < · · · < an} and ∆[n] := {a ∈ (R+)n : a1 6 · · · 6 an}.
The uniqueness result below will serve us well. In Section 2 we give a very
convenient representation of the equation’s well-known solution.
Theorem 1.1. Let x0 ∈ X and a ∈ L1loc(R+;A) for a right Banach A-module X.
(a) The following integral equation has at most one solution f ∈ C(R+;X):
f(t) = x0 +
∫ t
0
ds f(s)a(s) (t ∈ R+). (1.1)
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(b) Let f ∈ C(R+;X). Then f satisfies (1.1) if
f(0) = x0 and f
′(s) = f(s)a(s) (s ∈ R+ \ N ),
for a Lebesgue-null Borel subset N of R+ satisfying Haus f(N ) = 0, where
Haus denotes one-dimensional outer Hausdorff measure.
(a) is straightforward and classical; for a proof of (b), see [Vol]. The condition
Haus f(N ) = 0 is automatic if either N is countable or N is Lebesgue-null and f
is locally Lipschitz; for us, a will be a step function, so that N is finite.
2. Evolutions in Banach algebra
In this section we consider norm-continuous evolutions in a unital Banach algebra
and analyse two sub-classes. To this end we introduce Guichardet’s symmetric
measure space of the Lebesgue spaces of subintervals of R+.
For the rest of the paper A is a fixed unital Banach algebra; its group of invertible
elements is denoted A×.
Definition. An evolution E in A is a family (Er,t)06r6t in A, or function from
∆[2] to A, such that
Er,r = 1A and Er,sEs,t = Er,t (0 6 r 6 s 6 t);
The class of evolutions in A is denoted Evol(A).
Example. Let α = (αt)t≥0 be an E0-semigroup on a von Neumann algebra M,
that is, a one-parameter semigroup of endomorphisms of M (which is pointwise
ultraweakly continuous), and let V = (Vt)t≥0 be a family of contractions in M










06r6t in A is called an opposite evolution if instead
Er,r = 1A and Es,tEr,s = Er,t (0 6 r 6 s 6 t).
An evolution is invertible if it is A×-valued, and continuous, respectively Lipschitz,
if the following maps are continuous, respectively Lipschitz continuous,
[r,∞[→ A, s 7→ Er,s and [0, t]→ A, s 7→ Es,t (r, t ∈ R+).
We denote these classes by Evol(A×), Evolc(A) and EvolLc(A) respectively.
Remarks. For E ∈ Evol(A×), ((Er,t)−1)06r6t defines an opposite evolution; also




r φt where φs :=
{
E0,s if s ≥ 0
(E0,−s)−1 if s 6 0.
Proposition 2.1. The map
{
φ ∈ F (R+;A×) : φ(0) = 1A
} → Evol(A×) given by
φ 7→ (φ−1r φt)06r6t is bijective, and restricts to a bijection{
φ ∈ C(R+;A×) : φ(0) = 1A}→ Evolc(A).
Proof. All that needs to be proved is that if E ∈ Evolc(A), then E0,t ∈ A× for all
t ∈ R+. Thus let E ∈ Evolc(A) and suppose for a contradiction that E0,s /∈ A× for
some s ∈ R+. Set t := inf{s ∈ R+ : E0,s /∈ A×}. In view of the facts that the set
A \ A× is closed, the map s 7→ E0,s is right continuous at 0, and E0,0 = 1A ∈ A×,
it follows that E0,t /∈ A× and t > 0. Since Et,t = 1A ∈ A×, the openness of A×
and left continuity of the map s 7→ Es,t at t imply that, for small enough h > 0,
the evolution identity E0,t = E0,t−hEt−h,t expresses a noninvertible element as a
product of invertibles, and we have our contradiction. 
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Remarks. Thus continuous evolutions are invertible, and invertible evolutions are
actually one-parameter objects.
Evolutions generalise one-parameter semigroups, in the sense that every (norm-
continuous) one-parameter semigroup (pt)t≥0 in A defines a (continuous) evolution
(pt−r)06r6t. However—in stark contrast to the well-known simple structure of
continuous semigroups: (eta)t≥0 (a ∈ A) (see e.g. [Rud])—continuous evolutions
are in general far from being differentiable, as the above proposition shows.
Given a Banach space X, every strongly continuous opposite evolution (Er,t)r6t
in B(X) which is exponentially bounded, i.e. where there is M ≥ 1 and ω ∈ R
such that ‖Er,t‖ 6 Meω(t−r) (r 6 t), the prescription (TEt f)(s) := Es−t,sf(s − t)
defines a C0-semigroup on the Banach space C0(R;X) satisfying TEt Mϕ = MTtϕTEt
(ϕ ∈ Cκ(R;X), t ∈ R+) where T is the right-shift semigroup on C0(R) and M
denotes (scalar) multiplication operator; every such semigroup arises in this way
(see [EnN]). An interesting question then is—how might norm continuity of an
evolution E be recognised in its semigroup TE?
Using Guichardet’s symmetric measure space, we shall embed the class of evo-
lutions given by semigroups in a much wider class. For (r, t) ∈ ∆(2), set
Γ[r,t[ :=
{
σ ⊂ [r, t[ : #σ <∞} and Γ(n)[r,t[ := {σ ⊂ [r, t[ : #σ = n} (n ∈ Z+),
with measurable structure and measure induced from that of Lebesgue measure on
each symplex ∆
(n)
[r,t[, via the bijection
∆
(n)
[r,t[ → Γ(n)[r,t[, s 7→ {s1, · · · , sn} (n ∈ N),
and letting ∅ ∈ Γ(0)[r,t[ be an atom of measure one ([Gui]). Thus Γ(n)[r,t[ and Γ[r,t[
have measure (t− r)n/n! and exp(t− r) respectively. We use the abbreviations Γ,
Γ(n), Γ≥1 and
∫





(n) and integration with respect to
the symmetric measure on Γ. Each function ϕ : R+ → C determines a function




Thus pi0 = δ∅ and the mapping ϕ 7→ piϕ respects measure equivalence classes. For




ϕ and ‖piϕ‖1 = exp ‖ϕ‖1. In particular, for
nonnegative functions ϕ,ψ ∈ L1(R+),
‖piϕ+ψ‖1 = ‖piϕ‖1‖piψ‖1 and ‖piϕ+ψ − piϕ‖1 = ‖piϕ‖1
(‖piψ‖1 − 1). (2.1)
Remark. For ϕ ∈ L2(R+), let εϕ = (1, ϕ, (2!)−1/2ϕ⊗2, · · · ) denote the exponential
vector in the symmetric Fock space Γ(L2(R+)). Then the prescription
εϕ 7→ piϕ (ϕ ∈ L2(R+)),
extends to a unitary map Γ(L2(R+))→ L2(Γ). For a Hilbert space k, this tensorises








to L2(Γ; Φk), where Φk
denotes the full (unsymmetrised) Fock space over k; its image is{
f ∈ L2(Γ; Φk) : ∀σ∈Γ f(σ) ∈ k⊗#σ
}
.
For more on Guichardet space analysis, see [L1,2], [Mey] and references therein; a
cornerstone is the integral-sum formula which we state next—for a proof see [LiP].
Lemma 2.2. Let n ∈ N and H ∈ L1(Γn;X) for a Banach space X. Then∫
dα1 · · ·
∫




H(σ1, · · · , σn)
where the sum is over all n#σ partitions of σ into n subsets σ1, · · · , σn.
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In particular, for H ∈ L1(Γ× Γ;X)∫
dα
∫




α⊂σH(α, σ \ α).
Note that the integral-sum formula for functions H of the form (α1, · · · , αn) 7→













x, where ϕ =
∑n
i=1 ϕi.
The composition of A-valued functions on Γ defined by
f ◦ g : σ 7→
∑
α⊂σ f(α)g(σ \ α) (2.2)
enjoys the following properties: if supp f ⊂ ΓI and supp g ⊂ ΓJ for disjoint sets I
and J , then
(f ◦ g)(σ) = f(σ ∩ I)g(σ ∩ J) for σ ∈ Γ, (2.3)
whereas, by the integral-sum formula, if f, g ∈ L1(Γ;A) then
f ◦ g ∈ L1(Γ;A),
∫
Γ






g and ‖f ◦ g‖1 6 ‖f‖1‖g‖1. (2.4)
Definition. Let a ∈ L1loc(R+;A). Its associated product functions pia and api in
L1loc(Γ;A) are defined by pia(∅) = api(∅) = 1A and for σ = {s1 < · · · < sn},



























Lemma 2.3. Let c, d, h ∈ L1(R+;A) and a, b ∈ L1loc(R+;A).
(a) ‖pic‖1 6 exp ‖c‖1 and ‖pic+h − pic‖1 6 ‖pic‖1
(‖pih‖1 − 1).
(b) pic ◦ pid = pic+d if Ran d ^ Ran c, whereas
pic ◦ dpi = pic+d provided that d(s1) ^ (c+ d)(s2) when s2 > s1 ≥ 0.
(c) Ea is the unique continuous solution of the integral equations (2.5) below
(in turn, for each fixed r, and each fixed t); bE is likewise for (2.6).
Er,t = 1A +
∫ t
r




Er,t = 1A +
∫ t
r




(d) For (r, t), (u, v) ∈ ∆[2], setting I := [r, t[ and J := [u, v[, the following hold :
(i) ‖Ebr,t − Eau,v‖ 6 exp ‖aI‖1
(
















r,t where er(s) :=
(−b)Er,sa(s)Ebr,s + b(s).
(v) ELwar,t = E
a
r+w,t+w for w ∈ [−r,∞[, where Lwa is given by
(Lwa)(s) =
{
a(s+ w) if s+ w ≥ 0
0 otherwise.
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pia1(α)pia2(σ \ α) if Ran a1 ^ Ran a2. (2.8)
(a) The first estimate follows from submultiplicativity of the norm. For the
second, note that (2.7) implies that
∥∥pic+h(σ) − pic(σ)∥∥ 6 piC+H(σ) − piC(σ) for
σ ∈ Γ, where C := ‖c(·)‖ and H := ‖h(·)‖. Thus, by (2.1),
‖pic+h − pic‖1 6 ‖piC‖1
(‖piH‖1 − 1) = ‖pic‖1(‖pih‖1 − 1).
(b) The first identity follows from (2.8). The second follows easily from the fact
that, under the given commutation assumption,
pic+d({s} ∪ τ) = c(s)pic+d(τ) + pic+d(τ)d(s),
when s < τ (meaning s < t for all t ∈ τ).
(c) All four of the required identities follow from the integral-sum formula. For
example, for the first one, define 1 (α, β) to be 1 if #β = 1 and a < b for all a ∈ α



















pia[r,t[(σ)11(α, σ \ α) =
∫
Γ≥1
dσ pia[r,t[(σ) = E
a
r,t − 1A.
Uniqueness for the first and last follows from Theorem 1.1; uniqueness for the other
two follows from the left module sister version of Theorem 1.1.
(d) (i) follows from Part (a). (ii) follows from (2.4), (2.2) and the identity pia(σ∩
[r, s[)pib(σ ∩ [s, t[) = pie(σ); with (i) it implies that Ea ∈ Evolc(A) ⊂ Evol(A×).
(iii) follows from Part (b) and identity (2.4). In particular, since Eb is invertible,
this implies that
(Ebr,s)
−1 = (−b)Er,s (r, s) ∈ ∆[2]. (2.9)
To prove (iv), set E equal to the pointwise product EaEb. Integrating by parts
using Part (c), the assumed commutation relations, and (2.9), we have

















Therefore (iv) follows from uniqueness in Part (c). With a simple change of variable,
(v) follows from the identity
(Lwa)[r,t[(s) = a[r+w,t+w[(s+ w) (s ∈ R+). 
The summarising proposition below now follows easily.
Proposition 2.4. Let a, b ∈ L1loc(R+;A), c ∈ L∞loc(R+;A) and (r, t) ∈ ∆[2]. Then




r,t if b(s1) ^ (a+ b)(s2) for r < s1 < s2 < t, in particular,
(Ear,t)






r,t for ϕ ∈ L1loc(R+).








0,u , for s, u ∈ R+.
6 DAS AND LINDSAY
Definition. An evolution of the form Ea where a ∈ L1loc(R+;A) will be called
elementary, with generator a; we denote this class of evolutions by Evole(A).
The following example is of considerable historical importance (see e.g. [EnN]).
Example. Let a : R+ → B(X) be strongly continuous, for a Banach space X.
Then, by the Banach-Steinhaus Theorem, a is locally bounded, and by (2.6),
aEr,t = IX +
∫ t
r
ds a(s) aEr,s (0 6 r 6 t).
In particular, for all x ∈ X, the nonautonomous abstract Cauchy problem
u′(t) = a(t)u(t) (t ≥ 0), u(0) = x,
has unique “classical” solution aE0,· x ∈ C1(R+;X).
Noting that Evole(A) ⊂ Evolc(A), we characterise the class of elementary evo-
lutions next.
Theorem 2.5. Let E ∈ Evolc(A) and set φt := E0,t (t ∈ R+). Then the following
are equivalent :
(i) There is a function c ∈ L1loc(R+;A) such that
φt − φr =
∫ t
r
ds c(s) (0 6 r 6 t).
(ii) E ∈ Evole(A).
In this case c(s) = E0,s a(s) (s ∈ R+), where a is the generator of E.
Proof. Multiplying (2.5) on the left by E0,r we see that (ii) implies (i).
Suppose that (i) holds. By Proposition 2.1, Ranφ ⊂ A×, and so we may define
a function a ∈ L1loc(R+;A) by a(s) := (φs)−1c(s). Since E and Ea are both
continuous evolutions, it suffices to show that φt = E
a
0,t for all t ∈ R+. Now
φt = 1A +
∫ t
0
ds φs a(s) (t ∈ R+)
so, by Part (c) of Lemma 2.3 (uniqueness), it follows that φt = E
a
0,t for all t ∈ R+,
as required. 
Remarks. Evolutions of the above type are a.e.-weakly differentiable in the following
sense. By Lebesgue’s Differentiation Theorem, for all ω ∈ A∗ there is a null set Nω
in R+ such that for all t ∈ R+ \ Nω,
ω
(
h−1(φt+h − φt)− c(t)
)→ 0 as h→ 0.
Conversely, it follows from Theorem 1.1 that (ii) holds if there is a Lebesgue-null
Borel subset N of R+ such that φ is differentiable on R+ \N , φ′ ∈ L1loc(R+;A) and
Hausφ(N ) = 0.
The next result applies to finite-dimensional Banach algebras. A convenient
reference for the Radon–Nikody´m property is [DiU]; for differentiability of Lipschitz
functions, see [LPT].
Corollary 2.6. Let E ∈ Evolc(A) where A has the Radon–Nikody´m property, and
set φt := E0,t (t ∈ R+). Then the following are equivalent :
(i) E ∈ Evole(A); respectively, E ∈ Evole(A) with locally bounded generator.
(ii) There is an absolutely continuous A-valued measure m on R+ of locally




= φt − φr (0 6 r 6 t); respectively, φ
is locally Lipschitz, so E ∈ EvolLc(A).
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We next identify a subclass of elementary evolutions which is useful in applica-
tions. To this end, and for use in the next section, we adopt the following notation.
Notation. Let D = {T1 < · · · < TN} ⊂⊂ ]0,∞[ and set T0 := 0 and TN+1 := ∞.
For u ∈ R+, define m = m(u) ∈ Z+, n = n(u) ∈ N and {uDk : −m 6 k 6 n} by
{uD−m < · · · < uDn } = {0} ∪D ∪ {∞} = {T0 < T1 < · · · < TN+1}, u ∈ [uD0 , uD1 [,













. . . .
Definition. We call E a piecewise-semigroup evolution if there are associated time
point and semigroup sets
D = {T1 < · · · < TN} ⊂⊂ ]0,∞[ and
{
P (T ) : T ∈ {0} ∪D} = {P (T0), · · · , P (TN )},
where T0 := 0 and each P


























Note that, for any such D and {P (T )}, (2.10) defines an evolution. Let Evolpws(A)
denote the resulting collection; thus Evolpws(A) ∩ Evolc(A) ⊂ EvolLc(A).
The piecewise-semigroup evolutions are therefore those evolutions which enjoy
the semigroup decomposition property (2.10). Note that the set D can be empty,
and it is only the minimal such set D that is determined by the evolution E. We
have the following elementary characterisation.
Proposition 2.7. Let E ∈ Evolc(A). Then the following are equivalent :
(i) E ∈ Evolpws(A).
(ii) E ∈ Evole(A), with piecewise constant generator.
In this case, the associated minimal time point and semigroup sets of E are respec-




s≥0 : t ∈ {0} ∪Disc a
}
, where a is the (right-continuous
version of ) the generator of E.
Proof. Suppose that (ii) holds and let a be the generator of E. Let D = Disc a =























#σ = e(v−u)a(Tk) = P (Tk)v−u ,
where P (T ) denotes the semigroup generated by a(T ). Thus (2.11) becomes (2.10),
showing E to be a piecewise-semigroup evolution with associated time and semi-
group sets as claimed.
Suppose conversely that (i) holds, and let D = {T1 < · · · < TN} and
{
P (T ) :
T ∈ {0}∪D} be the associated minimal time point and semigroup sets of E. Since






where, for k = 0, · · · , N , a(k) is the generator of
P (Tk). Then Ea also satisfies (2.10), and so E = Ea. 
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Thus the evolutions with piecewise constant generators are the continuous evo-
lutions which enjoy a semigroup decomposition. We characterise a slightly wider
class of evolutions next. By piecewise continuity for a Banach-space valued func-
tion x defined on R+, we mean that there is a finite subset D of ]0,∞[ such that
x is continuous on R+ \D and the limits a(0+), a(s−) and a(s+) exist, for s ∈ D.
For definiteness, we take the unique right-continuous (i.e. ca`dla`g) version of each
piecewise continuous function.
Proposition 2.8. Let E ∈ Evolc(A). Then the following are equivalent :
(i) s 7→ E0,s has piecewise continuous derivative on R+.
(ii) E ∈ Evole(A) with piecewise continuous generator.
Proof. By Proposition 2.1, E is invertible. Assume that (i) holds and define a :
R+ → A to be the piecewise continuous function s 7→ (E0,s)−1 ddsE0,s. Then a ∈
L1loc(R+;A) and (ii) holds since s 7→ E0,s and s 7→ Ea0,s both satisfy the conditions
of Theorem 1.1, Part (b), with N := Disc a.
The converse is clear. 
3. Lie–Trotter product formula
In this section we prove a Trotter product formula and an Euler-type formula,
for elementary evolutions. The following notation is convenient for handling Trotter
products of evolutions.
Notation. Let D ⊂⊂]0,∞[, in other words D ∈ Γ]0,∞[, and let G ∈ F (∆[2];A).
Then, in the notation associated with the diagram in Section 2, define G’s D-fold
product function by
GD : ∆[2] → A, GDr,t =
{
GrD1 ,rD2 · · ·GtD−1,tD0 if rD1 < tD0
1A otherwise.
In particular, if G is an evolution then GDr,t equals GrD1 ,tD0 if [r, t[∩D is nonempty,
and equals 1A otherwise.




n≥1 in Γ]0,∞[ \ {∅} converges to R+ if






in Γ]0,∞[ converges to R+ if, as h→ 0,
minD[h]→ 0, maxD[h]→∞ and meshD[h]→ 0.
Here meshD is defined to be max{|s− t| : s, t ∈ D, s 6= t} (or ∞ if #D = 1).




n≥1 be a sequence in Γ]0,∞[ \
{∅} converging to R+, and let T ∈ R+. Then
sup
[r,t]⊂[0,T ]
∥∥Ea1+a2r,t − 1,2ED(n)r,t ∥∥→ 0, where 1,2Eu,v := Ea1u,v Ea2u,v.
Proof. Set a = a1 +a2 and A = A1 +A2, where Ai := ‖ai(·)‖ ∈ L1loc(R+) (i = 1, 2),
and set pi := pia1 ◦ pia2 , for the composition defined in (2.2). Thus pi ∈ L1loc(Γ;A)
with
pi(∅) = 1A and pi({s}) = a(s) for s ∈ R+,
so the functions pi and pia agree on Γ




dσ pi(σ) ((u, v) ∈ ∆[2]).
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σ ∩ [rD(n)1 , rD(n)2 [
) · · ·pi(σ ∩ [tD(n)−1 , tD(n)0 [).
Now,
‖pi(n)(σ)‖ 6 piA(σ) (n ∈ N, σ ∈ Γ).
Thus pi(n) ∈ L1loc(Γ;A), pi(n)(∅) = 1A = pia(∅) and, for σ ∈ Γ]0,∞[ \ {∅}, the
equality
pi(n)(σ) = pia(σ)
holds—as soon as n ∈ N is sufficiently large that
minD(n) < minσ, maxD(n) > maxσ and meshD(n) < meshσ.
The result therefore follows from the Dominated Convergence Theorem:
sup
[r,t]⊂[0,T ]





In order to handle Euler-type products we define, for a ∈ L1loc(R+;A), the trun-
cated evolution:
E˜a : ∆[2] → A, E˜ar,t :=
∫
Γ[r,t[
pia where pia := 1Γ61pia. (3.1)








n>1 and T be as in Theorem 3.1. Then
sup
[r,t]⊂[0,T ]
∥∥Ea1+a2r,t − 1,2E˜D(n)r,t ∥∥→ 0, where 1,2E˜u,v := E˜a1u,v E˜a2u,v.
Proof. A proof is obtained as follows. In the proof of Theorem 3.1 replace pia1 , pia2 ,
pi, 1,2E and pi(n) by pia1 , pia2 , pi,
1,2E˜ and pi(n) respectively, where pi is defined as
pi is but with pia1 and pia2 in place of pia1 and pia2 , and pi
(n) is defined as pi(n) is,
but with pi in place of pi. In short, drawing on the definitions (3.1), retrace the
argument with all pi’s and E’s endowed with tildes. 
Remarks. The above two proofs need little adjustment to deliver the following
generalisation. For a = a1 + · · ·+aN where a1, · · · , aN ∈ L1loc(R+;A), and T ∈ R+,
sup
[r,t]⊂[0,T ]
∥∥Ear,t− (N)ED(n)r,t ∥∥→ 0, where (N)Eu,v := Ea1u,v · · ·EaNu,v ((u, v) ∈ ∆[2]),
and similarly for the truncations.






. In particular, taking a1 and a2 constant, respectively a2 = 0 and
a1 = a constant, then gives the following limits(
eha1eha2
)(tD[h]0 −rD[h]1 )/h → e(t−r)(a1+a2) and (1A + ha)(tD[h]0 −rD[h]1 )/h → e(t−r)a
as h → 0; the classical Lie–Trotter product formula ([ReS], Theorem VIII.29) and
Euler formula emerge upon taking r = 0 and D[h] = {nh : 1 ≤ n ≤ N} where
N = [1/h2]: (
eha1eha2
)[t/h] → et(a1+a2) and (1A + ha)[t/h] → eta.
The close connection between the Trotter product and Euler formulae was richly
investigated, at the deeper level of C0-semigroups, by Chernoff (see [Che]).
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