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ABSTRACT OF THE DISSERTATION
Seiberg-Witten Invariants, Alexander Polynomials, and Fibred Classes
by
Oliver James Thistlethwaite
Doctor of Philosophy, Graduate Program in Mathematics
University of California, Riverside, December 2014
Dr. Stefano Vidussi , Chairperson
Since their introduction in 1994, the Seiberg-Witten invariants have become one
of the main tools used in 4-manifold theory. In this thesis, we will use these invariants
to identify sufficient conditions for a 3-manifold to fibre over a circle. Additionally,
we will construct several examples of genus 1 and 2 surface bundles and prove their
total spaces are spin 4-manifolds.
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Chapter 1
Introduction
The past three decades have experienced a massive growth in four dimensional
manifold theory. Very little was known about these manifolds until the early eighties.
Smooth 4-manifolds are very different from their higher and lower dimensional coun-
terparts. As an example, four dimensional Euclidean space R4 is the only Euclidean
space to admit more than one distinct smooth structure. In fact, it was shown in 1987
by Clifford Taubes that there are an uncountable number of so-called exotic smooth
structures.
Relating to this dissertation, the most important development is that of the
Seiberg-Witten invariants in 1994 by the physicists Nathan Seiberg and Edward Wit-
ten. Given a smooth closed oriented 4-manifold X , these invariants can be used to
define a map
SW : Spinc(X)→ Z
1
where Spinc(X) is the set of equivalence classes of Spinc-structures on X .
Many exciting results can be obtained from these invariants. Our main interest will
be how the invariants apply to the study of symplectic manifolds. In [Tau94], Taubes
showed a symplectic manifold’s canonical Spinc-structure is sent to 1. This has the
immediate consequences that if a symplectic 4-manifold splits as a smooth connected
sum then one of the summands must have a negative definite intersection form and
also a symplectic 4-manifold admitting a metric with positive scalar curvature must
have an almost-definite intersection form.
Fibre bundles will play a significant role in this dissertation. One of the purposes
of this dissertation is use the relationship between the Seiberg-Witten invariants and
3-manifold invariants given a 4-manifold that fibres over a 3-manifold.
3-manifolds have their own Seiberg-Witten invariants as well as twisted Alexander
polynomials. Alexander polynomials originated as invariants for knots in S3 and were
defined by J. Alexander in 1923. In 1990, X. S. Lin introduced a generalization of
these polynomials, called twisted Alexander polynomials. This definition was later
generalized to 3-manifolds. Meng and Taubes [MT96] showed these polynomials have
a surprising connection to a 3-manifold’s Seiberg-Witten invariants.
In turn, given a principal circle bundle over a 3-manifold, X → Y , with nontorsion
Euler class and b2(Y ) = 2, Baldridge [Bal01a] found a relationship between the two
manifolds’ Seiberg-Witten invariants.
This dissertation will be organized as follows. Chapter 2 will be dedicated to
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providing some of the preliminary results necessary to understand the Seiberg-Witten
invariants. These include some basic facts about symplectic structures which are
closely related to the invariants. We will also prove some standard results about
Clifford algebras as well as define Spin and Spinc structures.
In Chapter 3, we will construct a detailed explanation of the invariants. We will
need two maps, the Dirac operator and the curvature map. Using these maps, we
can define a quotient space from which the Seiberg-Witten invariants arise. We will
primary be interested in manifolds with b+ = 1, however this slightly complicates the
invariants so we dedicate a section to this case.
Chapter 4 will be dedicated to 3-manifolds. We will define twisted Alexander
polynomials and discuss their relationship to 3-dimensional Seiberg-Witten invariants.
Finally we will prove some results involving principal circle bundles.
In chapter 5, we prove a partial converse of Ferna´ndez-Gray-Morgan’s theorem.
Fernandez-Gray-Morgan’s theorem gives sufficient conditions for the total space of
a principal circle bundle to admit a symplectic structure. These include the base
space fibreing over a circle. Our partial converse will give sufficient conditions for a
principal circle bundle whose total space is symplectic to have a base space which
fibres over a circle.
Chapter 6 will be dedicated to constructing some examples of surface bundles over
tori and then proving their total spaces are in fact spin manifolds. This is to work
towards answering a question posed by Ron Stern, “is there an orientable aspherical
3
surface bundle over the torus that is not spin” [Hil11].
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Chapter 2
Background and Preliminaries
In this chapter we will provide some of the required prerequisites to understand
this dissertation. All these results are standard and we will provide references when
necessary.
2.1 Symplectic manifolds
In this section, we give an introduction to symplectic manifolds as well as related
concepts.
Definition 2.1.1. An almost-complex structure on a 2n-manifoldX is a vector bundle
map J : TX → TX satisfying J2 = −idTX where TX denotes the tangent bundle of
X . We call the pair (X, J) an almost-complex manifold.
Note the set of almost-complex structures on X is a subset of C∞(X, TX ⊗T ∗X)
so it inherits a topology from the compact-open topology on C∞(X, TX ⊗ T ∗X).
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Lemma 2.1.1. If X be a 2n-manifold, an almost-complex structure J induces a
complex vector bundle structure on TX
π
−→ X.
Proof. For each v ∈ TxX define (a+ib)v = av+J(bv) for each complex number a+ib.
So we have made each fibre of TX into a complex vector space isomorphic to Cn.
Since J is a fibrewise real-linear map, it follows each x ∈ X possesses a neighborhood
U whose inverse image π−1(U) is diffeomorphic to U × Cn under a diffeomorphism
that is fibrewise complex-linear.
So we see it makes sense to discuss Chern classes of almost-complex structures
which we will denote ci(X, J) ∈ H
2i(X ;Z). Also note J naturally defines an orienta-
tion on X as it reduces the structure group of TX to GL(n,C) ⊂ GL+(2n).
Definition 2.1.2. The canonical bundle K of an almost-complex manifold (X, J) is
defined to be the complex line bundle corresponding with −c1(X, J).
A two-form ω on a real n-dimensional vector space V is called nondegenerate if
for each nonzero vector v ∈ V there exists u ∈ V such that ω(v, u) 6= 0. A 2-form ω
on X is called nondegenerate if it is nondegenerate on each tangent space TxX . ω is
called closed if dω = 0.
Definition 2.1.3. A closed, nondegenerate 2-form ω on X is called a symplectic form
on X . We call the pair (X,ω) a symplectic manifold.
A two-form ω on a 4-manifold X is called compatible with an almost-complex
structure J if < v1, v2 >= ω(v1, Jv2) defines a Riemannian metric on X . Similarly, a
6
Riemannian metric g is called compatible an almost-complex structure J if g(v1, v2) =
g(Jv1, Jv2) for each vi ∈ Γ(TX).
In the case where a symplectic form ω and Riemannian metric g are both com-
patible with an almost-complex structure J , the elements of the triple (ω, J, g) are
called compatible with each other.
Proposition 2.1.1. [MS99] Each symplectic manifold (X,ω) admits a compatible
almost-complex structure J and a compatible Riemannian metric g. The set of com-
patible almost-complex structures is contractible. 
Now suppose (X,ω) is a symplectic manifold. Let J be a compatible almost-
complex structure. Note we may define the Chern classes ci(X,ω, J) ∈ H
2i(X ;Z).
As a result of the space of compatible almost-structures being contractible (hence con-
nected), the ci(X,ω, J) are independent of the choice of compatible almost-complex
structure J so we may define ci(X,ω).
Definition 2.1.4. The canonical class K of (X,ω) is defined to be the cohomology
class −c1(X,ω) ∈ H
2(X).
Remark 2.1.1. We will denote the inverse of the canonical form K as −K and K−1
interchangeably.
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2.2 Clifford algebras
In order to define Seiberg-Witten invariants, we will dedicate a section to Clifford
algebras. This section will be entirely algebraic. All results that are not proven here
may be found in [LM89]. Throughout this section, let K denote the field R or C.
Definition 2.2.1. The tensor algebra on Kn is defined to be the algebra
T (Kn) = ⊕∞r=0T
r(Kn) = K ⊕Kn ⊕Kn ⊗Kn ⊕ · · ·
whose multiplication is given by linearly extending the canonical map
T ℓ(Kn)× Tm(Kn)→ T ℓ+m(Kn).
Note T (Kn) is associative with multiplicative identity 1 ∈ K = T 0(Kn) ⊂ T (Kn).
Definition 2.2.2. The Clifford Algebra on Kn is defined to be the quotient of algebras
Cl(Kn) = T (Kn)/I(Kn)
where I(Kn) is the two-sided ideal generated by elements of form
v ⊗ v + < v, v > 1 ∈ T (Kn) with v ∈ Kn.
Here < ,> denotes the usual inner product on Kn, also known as the dot product.
Note Cl(Kn) has the multiplicative identity, [1] ∈ [K] ⊂ Cl(Kn). We will denote
[1] with 1.
Lemma 2.2.1. There is a natural embedding of Kn = T 1(Kn) into Cl(Kn).
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Proof. It is sufficient to show Kn ∩ I(Kn) = {0}. First an element in T (Kn) is said
to be of pure degree s if it is contained in T s(Kn) ⊂ T (Kn). Let ϕ ∈ Kn ∩ I(Kn).
Since ϕ ∈ I(Kn) we may write it as a finite sum
ϕ =
∑
i
ai ⊗ (vi ⊗ vi+ < vi, vi >)⊗ bi
where the ai and bi are each of pure degree. Since ϕ ∈ K
n = T 1(Kn), we have
∑
i′
ai′ ⊗ (vi′ ⊗ vi′)⊗ bi′ = 0
where the above sum is taken over indices where each deg ai′ +deg bi′ is maximal. By
contraction with < ,>, we also have
∑
i′
ai′ < vi′ , vi′ > bi′ = 0.
Hence
∑
i′
ai′ ⊗ (vi′ ⊗ vi′+ < vi′ , vi′ >)⊗ bi′ = 0.
and proceeding inductively, we conclude ϕ = 0.
Lemma 2.2.2. Let {e1, · · · , en} denote an orthonormal basis for K
n. Then Cl(Kn)
is generated as an algebra by the ei subject to the relations:
e2i = −1 and eiej = −ejei
for each i and j 6= i.
It follows Cl(Kn) is a 2n-dimensional vector space with basis
{1} ∪ {ei1ei2 · · · eir | 1 ≤ i1 < i2 < · · · ir ≤ n}.

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For the reader’s convenience, we recall the definition of the complexification of a
real algebra.
Definition 2.2.3. If A is an algebra over R then its complexification is the algebra
A ⊗R C endowed with the following complex scalar multiplication map. For each
v ⊗ z ∈ A⊗R C and λ ∈ C, we define λ(v ⊗ z) = v ⊗ (λz).
Lemma 2.2.3. The complexification of Cl(Rn), Cl(Rn) ⊗ C, is isomorphic as an
algebra to Cl(Cn).
Proof. Define an algebra isomorphism Cl(Rn)⊗ C→ Cl(Cn) by
v ⊗ λ 7→ λv ∈ Cn ⊂ Cl(Cn)
for each v ∈ Rn ⊂ Cl(Rn) and λ ∈ C.
We will be interested in some low dimensional cases so we will specialize to those
cases whenever useful.
Lemma 2.2.4. We can construct an algebra isomorphism:
µ : Cl(C4)→Mat(C, 4).
Proof. Let {e1, · · · , e4} denote the usual orthonormal basis for C
4 ⊂ Cl(C4). We can
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define an algebra isomorphism Cl(C4)→ Mat(2,C)⊗Mat(2,C) as follows.
e1 7→


i 0
0 −i

⊗


0 i
−i 0

 e2 7→


0 1
−1 0

⊗


0 i
−i 0


e3 7→


1 0
0 1

⊗


0 i
i 0

 e4 7→


1 0
0 1

⊗


i 0
0 −i


By composing this map with the Kronecker map, we obtain the desired algebra iso-
morphism, µ.
Using the map µ from the previous Lemma, we have an action of Cl(C4) on C4
which we will refer to as Clifford multiplication . We will denote this action by “·”.
Now we will discuss the splittings of Clifford algebras. First note by Lemma 2.2.2,
the map α : Kn → Kn given by α(v) = −v extends to an algebra automorphism of
Cl(Kn). α induces the splitting
Cl(Kn) = Cl0(K
n)⊕ Cl1(K
n)
where Cli(K
n) = {ϕ ∈ Cl(Kn) | α(ϕ) = (−1)iϕ}. To verify this is indeed a splitting
note each Cli(K
n) is a linear subspace, span{Cl0(K
n), Cl1(K
n)} = Cl(Kn) as each
element of the vector space basis {1} ∪ {ei1ei2 · · · eir | 1 ≤ i1 < i2 < · · · ir ≤ n} is
contained in one of the Cli(K
n), and Cl0(K
n) ∩Cl1(K
n) = 0 since if ϕ ∈ Cl0(K
n) ∩
Cl1(K
n) then ϕ = −ϕ implies ϕ = 0 as K has no nontrivial torsion.
The volume element of Cl(Rn) (oriented by the usual orientation of Rn) is defined
to be ω = e1 · · · en where the ei are an orthonormal basis of R
n with the usual orien-
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tation. To see this is well-defined, suppose e′1, · · · , e
′
n is another oriented orthonormal
basis. Then each e′i =
∑
j gijej for some g = (gij) ∈ SO(n). Hence from Lemma 2.2.2
e′1 · · · e
′
n = det(g)e1 · · · en = e1 · · · en.
In the case ω2 = 1, we have the splitting
Cl(Rn) = Cl+(Rn)⊕ Cl−(Rn)
where Cl±(Rn) = π±Cl(Rn) with π± = 1
2
(1 ± ω) (note we use this notation since
left multiplication by π± is a projection onto Cl±(Rn)) . To see this is a splitting,
observe each Cl±(Rn) is a linear subspace, span{Cl+(Rn), Cl−(Rn)} = Cl(Kn) since
we can write each ϕ ∈ Cl(Rn) as ϕ = π+ϕ+ π−ϕ, and Cl+(Rn) ∩Cl−(Rn) = 0 since
if π+ϕ1 = π
−ϕ2, using the facts π
±π± = π± and π±π∓ = 0, we obtain 0 = π−ϕ2.
Note for each e ∈ Rn, we have π±e = e1
2
(1∓ ω).
Lemma 2.2.5.
Cl(R3) ∼= H⊕H
Proof. Define an algebra isomorphism H⊕H→ Cl(R3) by
i⊕ 0 7→ 1
2
(e1e2 − e3) j ⊕ 0 7→
1
2
(e2e3 − e1)
0⊕ i 7→ 1
2
(e1e2 + e3) 0⊕ j 7→
1
2
(e2e3 + e1)
where the ei are the usual oriented orthonormal basis for R
3 ⊂ Cl(R3).
Note this map sends H⊕ 0 to Cl+(R3) and 0⊕H to Cl−(R3).
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Lemma 2.2.6.
Cl(Kn−1) ∼= Cl0(K
n)
Proof. We can define an algebra isomorphism Cl(Kn−1)→ Cl0(K
n) by
ei 7→ eien
where the ei on the left are the usual orthonormal basis for K
n−1 ⊂ Cl(Kn−1) and
the ei on the right are the usual orthonormal basis for K
n ⊂ Cl(Kn).
Note the isomorphism from the previous Lemma sends the ω of Cl(R3) to the ω
of Cl(R4) so it preserves the corresponding splittings, i.e. Cl±(R3) 7→ Cl±0 (R
4).
Similarly Cl(Cn) has a complex volume element (oriented by the usual orientation
of Rn), ωC = i
[n(n−1)2 ]e1 · · · en where the ei are an oriented orthonormal basis for
Rn = (R⊕ 0)⊕ · · · ⊕ (R⊕ 0) ⊂ Cn ⊂ Cl(Cn). Note ω2C = 1 so it induces a splitting
Cl(Cn) = Cl+(Cn)⊕ Cl−(Cn)
where Cl±(Cn) = π±CCl(C
n) with π±C =
1
2
(1± ωC).
Finally note Clifford multiplication induces a splitting
C4 = (C4)+ ⊕ (C4)−
where (C4)± = π±C · C
4.
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Lemma 2.2.7. dim(C4)± = 2 and Clifford multiplication induces vector space iso-
morphisms:
C4 → HomC((C
4)+, (C4)−)
C4 → HomC((C
4)−, (C4)+).
Proof. First define a linear maps φ± : C
4 → HomC((C
4)±, (C4)∓) by e 7→ (v 7→ e · v)
where e ∈ C4 ⊂ Cl(C4) and v ∈ (C4)± ⊂ C4.
To see this is well-defined, choose v ∈ (C4)± and e ∈ C4 ⊂ Cl(C4). Then
e · v = eπ±C · v = π
∓
C e · v ∈ (C
4)∓.
For any e ∈ C4 ⊂ Cl(C4) with < e, e > 6= 0 and v ∈ (C4)±,
φ∓(e) ◦ φ±(e)(v) = − < e, e > v
is an automorphism of (C4)± hence dim(C4)+ = dim(C4)−. Then since dim(C4)+ +
dim(C4)− = 4, dim(C4)± = 2.
Now we will show φ± are injective. First suppose φ+(e) = 0 for some e ∈ C
4 ⊂
Cl(C4) then e · v = 0 for each v ∈ (C4)+. It follows eπ+C · v
′ = 0 for each v′ ∈ C4.
Since Clifford multiplication is faithful, we have eπ+C = 0. Hence π
−
C e = 0. We may
write e = c1e1 + c2e2 + c3e3 + c4e4 where the ei are the usual orthonormal basis for
C4 and the ci are constants in C. Then the previous equation may be written
π−C (c1e1 + c2e2 + c3e3 + c4e4) = 0.
If we distribute, this turns into
1
2
(c1e1 + c2e2 + c3e3 + c4e4 + c1e2e3e4 − c2e1e3e4 + c3e1e2e4 − c4e1e2e3) = 0.
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This is a linear combination of distinct basis vectors so each ci = 0 and hence e = 0.
Proving φ− is injective can be done similarly.
Therefore since dimHomC((C
4)±, (C4)∓) = 4, φ± are isomorphisms.
Using this Lemma, we can define maps C : C4 ⊗ (C4)± → (C4)∓ which we will
also refer to as Clifford multiplication.
Lemma 2.2.8. Clifford multiplication induces algebra isomorphisms
Cl±0 (C
4)→ End(C4)±.
Proof. Define algebra isomorphisms φ± : Cl
±
0 (C
4) → End(C4)± by ϕ 7→ (v 7→ ϕ · v)
where ϕ ∈ Cl±0 (C
4) and v ∈ (C4)± ⊂ C4. Since ϕ = π±Cϕ for all ϕ ∈ Cl
±(C4), this is
well-defined.
To see φ± are injective suppose ϕ · v = 0 for all v ∈ (C4)±. Then ϕ ·π±C · v
′ = 0 for
each v′ ∈ C4. Because ωC commutes with each element in Cl0(C
4), we have ϕ · v′ = 0
and since Clifford multiplication is faithful, ϕ = 0.
Then since dimCl±0 (C
4) = dimEnd(C4)± = 4, φ± are vector space isomorphisms.
Additionally they are algebra isomorphisms since for each ϕ ∈ Cl±0 (C
4),
φ±(ϕ1ϕ2)(v) = ϕ1ϕ2 · v = ϕ1 · (ϕ2 · v) = φ±(ϕ1) ◦ φ±(ϕ2)(v).
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2.3 Exterior algebras
First we define the vector space of alternating tensors of degree r on Kn to be
∧r(Kn) = {ϕ ∈ T r(Kn) | ϕ(v1, · · · , vi, · · · , vj , · · · vr)
= −ϕ(v1, · · · , vj, · · · , vi, · · · vr)}.
We have the alternating projection map Alt : T r(Kn)→ ∧r(Kn) given by
ϕ(v1, · · · , vr) 7→
1
r!
∑
σ∈Sr
sgn(σ)ϕ(vσ(1), · · · , vσ(r))
where Sr denotes the set of permutations of r elements.
Definition 2.3.1. The exterior algebra on Kn is defined to be the algebra
∧(Kn) = ⊕∞r=0 ∧
r (Kn) = K ⊕Kn ⊕ ∧2(Kn)⊕ ∧3(Kn)⊕ · · ·
whose multiplication ∧ is given by linearly extending the map ∧ℓ(Kn)⊗ ∧m(Kn)→
∧ℓ+m(Kn) defined by
(ϕ, φ) 7→
(ℓ+m)!
ℓ!m!
Alt(ϕ⊗ φ).
Note ∧(Kn) is an associative algebra with multiplicative identity
1 ∈ K = ∧0(Kn) ⊂ ∧(Kn).
Lemma 2.3.1. [Lee03] Let {e1, · · · , en} denote a basis for K
n. Then ∧(Kn) is gen-
erated as an algebra by the ei and 1. It follows ∧(K
n) is a 2n-dimensional vector
space with basis
{1} ∪ {ei1 ∧ ei2 ∧ · · · ∧ eir | 1 ≤ i1 < i2 < · · · ir ≤ n}.

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Corollary 2.3.1. ∧(Kn) and Cl(Kn) are naturally isomorphic as vector spaces. 
We define the Hodge star operation on ∧(Rn) (induced by the usual orientation
and the usual inner product <,>) to be the maps
∗ : ∧k(Rn)→ ∧n−k(Rn)
given by ∗(ei1 ∧ · · · eik) = eik+1 ∧ ein where the ei are an oriented orthonormal basis
and (i1, · · · , in) is an even permutation of {1, 2, · · · , n}.
In the n = 4 case, we have
e1 ∧ e2 7→ e3 ∧ e4 e1 ∧ e3 7→ −e2 ∧ e4
e1 ∧ e4 7→ e2 ∧ e3 e2 ∧ e3 7→ e1 ∧ e4
e2 ∧ e4 7→ −e1 ∧ e3 e3 ∧ e4 7→ e1 ∧ e2
and ∗ : ∧2(R4)→ ∧2(R4) induces a splitting
∧2(R4) = ∧−(R4)⊕ ∧+(R4)
where ∧±(R4) = {ϕ ∈ ∧2(R4) | ∗ϕ = ±ϕ}.
Lemma 2.3.2. The natural isomorphism from Corollary 2.3.1 induces a vector space
isomorphism between the subspaces
(Cl0(R
4)⊗ C)+ and π+CC⊕ (∧
+(R4)⊗ C).
Proof. Let {e1, · · · , e4} denote an oriented orthonormal basis for R
4 = R4⊗1. Notice
(Cl0(R
4)⊗ C)+ has the basis
{
π+C , e1e2 + e3e4, e1e3 − e2e4, e1e4 + e2e3
}
so we see (Cl0(R
4)⊗ C)+ 7→ π+CC⊕ ∧
+(R4)⊗ C.
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2.4 Spin(n) and Spinc(n)
Now we will define the Lie groups Spin(n) and Spinc(n). Let Cl×(Rn) denote
the multiplicative group of units in Cl(Rn). We define Pin(n) to be the subgroup
of Cl×(Rn) generated by elements v ∈ Rn ⊂ Cl(Rn) with < v, v >= 1. We define
Spin(n) to be the intersection of Pin(n) and Cl0(R
n).
Lemma 2.4.1. We have an isomorphism SU(2)×SU(2)→ Spin(4) where the split-
ting on the left corresponds with the splitting Spin(4) = Spin(4)+ × Spin(4)−. Here
Spin(4)± denotes the splitting of Spin(4) induced by the splitting Cl±(R4).
Proof. Recall we have algebra isomorphisms
H⊕H→ Cl(R3)→ Cl0(R
4)
where the first map is the isomorphism from Lemma 2.2.5 and the second map is the
isomorphism from Lemma 2.2.6.
If we identify H with R4, the group of unit quaternions is identified with S3 ⊂ R4
and is isomorphic to SU(2). Then by restricting the composition of the above maps
to S3 × S3 ⊂ H⊕H, we obtain an isomorphism
SU(2)× SU(2)→ Spin(4).
This composition preserves the desired splittings as each of the isomorphisms
above preserves its own corresponding splittings.
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We define Spinc(n) to be the multiplicative group of units [Spin(n) × S1] ⊂
Cl(Rn) ⊗ C. Observe by using the algebra isomorphism from Lemma 2.2.3 , we can
consider Spinc(n) to be a multiplicative group of units contained in Cl(C4).
Lemma 2.4.2. Spinc(n) ∼= Spin(n)× S1/{±(1, 1)}.
Proof. First we have the natural surjective group homomorphism
Spin(n)× S1 →֒ [Spin(n)× S1].
Elements of the kernel of this map are of form (c1, c−1) where c ∈ S1 ∩ R = {−1, 1}
and c1 ∈ Spin(n). To see −1 ∈ Spin(n) = Pin(n)∩Cl0(R
n), first −1 ∈ Pin(n) since
e1e1 = −1 and −1 ∈ Cl0(R
n) since
α(−1) = α(e1e1) = α(e1)α(e1) = (−e1)(−e1) = e1e1 = −1.
Thus the kernel of our map is {±(1, 1)} so by the first isomorphism theorem,
Spinc(n) ∼= Spin(n)× S1/{±(1, 1)}.
From this Lemma and Lemma 2.4.1, we obtain an isomorphism
Spinc(4) ∼= SU(2)× SU(2)× S1/{±(I, I, 1)}.
Note that under this isomorphism, Spinc(4)+ ⊕ π−C ⊂ Cl(C
4) is identified with the
subgroup [SU(2)× I × S1] ⊂ SU(2)× SU(2)× S1/{±(I, I, 1)} and Spinc(4)− ⊕ π+C
is identified with the subgroup [I × SU(2)× S1].
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Lemma 2.4.3. We have a group isomorphism µ : Spinc(3)→ U(2). 
Lemma 2.4.4. We have a group isomorphism
{(A,B) ∈ U(2)× U(2) | det(A) = det(B)} → Spinc(4) ⊂ Cl(C4)
where the splitting of {(A,B) ∈ U(2) × U(2) | det(A) = det(B)} corresponds with
the splitting Spinc(4) = Spinc(4)+ × Spinc(4)−.
Proof. First there is an isomorphism
{(A,B) ∈ U(2)× U(2) | det(A) = det(B)} → SU(2)× SU(2)× S1/{±(I, I, 1)}
defined by
(A,B) 7→ [(A


λ−1 0
0 λ−1

 , B


λ−1 0
0 λ−1

 , λ)]
where λ2 = detA. Note since
[(A,B, λ)] = [(−A,−B,−λ)] in SU(2)× SU(2)× S1/{±(I, I, 1)},
our map is the same for each of the two choices of λ and hence is well-defined.
The rest follows from the comments after Lemma 2.4.2.
The adjoint representation of Spin(n) is the map Ad : Spin(n) → Aut(Cl(Rn))
defined by ϕ 7→ (y 7→ ϕyϕ−1). Recall
Pin(n) = {v1 · · · vr ∈ Cl(R
n) | vi ∈ R
n with < vi, vi >= 1}
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so we see Adϕ(v) ∈ R
n for each ϕ ∈ Spin(n) ⊂ Pin(n) and v ∈ Rn. Hence we can
restrict the range to obtain a homomorphism Ad : Spin(n)→ GL(n) . In fact:
Lemma 2.4.5. [LM89] Ad induces a group homomorphism,
ξ : Spin(n)→ SO(n)
which is a double covering map. For n > 2, this is the universal double cover (up to
isomorphism). 
For Spinc(n), we can define a double-covering map of SO(n) × U(1) as follows.
Let ξc : Spinc(n)→ SO(n)× U(1) be the homomorphism [(ϕ, λ)] 7→ (ξ(ϕ), λ2). Also
observe the map ξ : Spin(n) → SO(n) induces the homomorphism ξ : Spinc(n) →
SO(n) given by [(ϕ, λ)] 7→ ξ(ϕ). The kernel of this map is Z(Spinc(n)) ∼= S1.
Lemma 2.4.6.
Spinc(n) ∼= Spinc(n)×S1 S
1 = Spinc(n)× S1/{(λ1, λ−1) | λ ∈ S1}
Proof. Define an isomorphism by ϕ 7→ [ϕ, 1]. To see this is onto observe [ϕ, λ] =
[λϕ, 1] for each ϕ ∈ Spinc(n) and λ ∈ S1. To see injectivity suppose [ϕ1, 1] = [ϕ2, 1]
for some ϕi ∈ Spin
c(n). Then (ϕ1, 1) = (λϕ2, λ
−1) for some λ ∈ S1. Hence λ = 1
and ϕ1 = ϕ2.
2.5 Spin and Spinc-structures
In this section we will define Spin and Spinc-structures. Given an orientable
manifoldX , recall a choice of orientation and Riemannian metric reduces the structure
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group of TX to SO(n) ⊂ GL(n) hence we obtain a frame bundle PSO(n).
Definition 2.5.1. A Spin-structure for an oriented Riemannian n-manifold X is a
principal Spin(n)-bundle PSpinc(n) → X together with a bundle map PSpin(n) → PSO(n)
that is ξ : Spin(n)→ SO(n) fibrewise (see Lemma 2.4.5).
Definition 2.5.2. A Spinc-structure for an oriented Riemannian n-manifold X is
a principal Spinc(n)-bundle PSpinc(n) → X together with a bundle map PSpinc(n) →
PSO(n) that is ξ : Spin
c(n)→ SO(n) fibrewise.
For n = 3 and n = 4, the determinant line bundle of a Spinc-structure PSpinc(n) →
PSO(n) is defined to be the complex line bundle L = PSpinc(n) ×det C where det :
Spinc(n)→ U(1) is given by [(ϕ, λ)] 7→ λ2.
Lemma 2.5.1. [Mor96] We may equivalently define a Spinc-structure to be a prin-
cipal Spinc(n)-bundle PSpinc(n) → X together with a bundle map PSpinc(n) → PSO(n)⊕
PU(1) that is ξ
c : Spinc(n)→ SO(n)⊕ U(1) fibrewise. 
Lemma 2.5.2. [Bal01a] For n = 3 (or 4), we may equivalently define a Spinc-
structure to be 2 (or 4) -dimensional complex vector bundle W endowed with a Her-
mitian metric and a map ρ : T ∗M → End(W ) satisfying
ρ(v)ρ(w) + ρ(w)ρ(v) = −2 < v,w > IdW .

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In the four-dimensional case, using the Clifford multiplication map µ : Cl(C4) →
Mat(C, 4) from Lemma 2.2.4, the complex spinor bundle associated to µ is defined to
be the complex vector bundle W = PSpinc(n) ×µ C
4.
We may split W as W = W+ ⊕W− where
W± = PSpinc(4) ×µ± (C
4)±
where µ±(•) = µ(π±C•). W
+ is called the positive complex spinor bundle and W−
is called the negative complex spinor bundle. From Lemma 2.4.4, both W± have
structure group U(2).
Similarly in the three-dimensional case, we define the complex spinor bundle to be
W = PSpinc(3) ×µ C
2.
Now we will show H2(X ;Z) has an action on Spinc(X) (the set of isomorphism
classes of Spinc-structures on X). For E ∈ H2(X ;Z), let PU(1) denote the cor-
responding principal U(1)-bundle. We can define a new Spinc-structure ξ ⊗ E as
follows. Consider
PSpinc(4) ×U(1) PU(1) = PSpinc(4) × PU(1)/ ∼
where (ϕ, y) ∼ (ϕ · λ, y · λ−1) for each λ ∈ U(1). On the left, U(1) is identified with
Z(Spinc(n)) in our usual way. From Lemma 2.4.6, this is a principal Spinc(n) bundle.
We can define our bundle map PSpinc(4) ×U(1) PU(1) → PSO(n) by [ϕ, y] 7→ ξ(ϕ).
Lemma 2.5.3. [GS99] The above action is free and transitive. 
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Observe the induced map det : Spinc(n)×S1S
1 → S1 is given by [ϕ⊗z, λ] 7→ z2λ2.
We can write this as det = det1 det2 det2 where deti : Spin
c(n)×S1 S
1 → S1 are given
by det1([ϕ⊗ z, λ]) = z
2 and det2([ϕ⊗ z, λ]) = λ. Hence
(PSpinc(n) ×U(1) PU(1))×det C = (PSpinc(n) ×U(1) PU(1))×det C⊗ C⊗ C
= ((PSpinc(n) ×U(1) PU(1))×det1 C)⊗
((PSpinc(n) ×U(1) PU(1))×det2 C)⊗
((PSpinc(n) ×U(1) PU(1))×det2 C)
= L⊗ E ⊗ E
So we see our action has the following effect on determinant line bundles: L 7→ L+2E.
In the n = 4 case, observe the induced map
µ : Spinc(4)×S1 S
1 →Mat(C, 4)
is given by [ϕ⊗ z, λ] 7→ λµ(ϕ⊗ z) which we will write as µ = µ1µ2. So
(PSpinc(4) ×U(1) PU(1))×µ C
4 = (PSpinc(4) ×U(1) PU(1))×µ C
4 ⊗ C
= ((PSpinc(4) ×U(1) PU(1))×µ2 C
4)⊗
((PSpinc(4) ×U(1) PU(1))×µ1 C)
= W ⊗ E
Thus we see our action has the following effect on complex spinor bundles: W 7→
W ⊗E.
The n = 3 case is similar and we also have W 7→W ⊗E.
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2.6 Clifford bundles
Definition 2.6.1. Given a oriented Riemannian n-manifold X with frame bundle
PSO(n), we define the Clifford bundle of X as Cl(X) = PSO(n) ×SO(n) Cl(R
n). We also
have the complexified Clifford bundle Cl(X)⊗ C = PSO(n) ×SO(n) (Cl(R
n)⊗ C).
Let X be a oriented Riemannian n-manifold with frame bundle PSO(n) and Spin
c-
structure ξ : PSpinc(n) → PSO(n).
Lemma 2.6.1. The map ξ : PSpinc(n) → PSO(n) induces a bundle isomorphism:
PSpinc(n) ×Ad Cl(R
n)⊗ C→ Cl(X)⊗ C
where Ad : Spinc(n)→ Aut(Cl(Rn)⊗ C) is given by
ϕ⊗ λ 7→ (y ⊗ v 7→ ϕyϕ−1 ⊗ λvλ−1 = ϕyϕ−1 ⊗ v).
Proof. Define a map
PSpinc(n) × Cl(R
n)⊗ C→ PSO(n) × Cl(R
n)⊗ C
by (y, v) 7→ (ξ(y), v). For ϕ ⊗ λ ∈ Spinc(n) and (y, v ⊗ z) ∈ PSpinc(n) × Cl(R
n) ⊗ C,
we have
(y · ϕ−1 ⊗ λ−1, ϕvϕ−1 ⊗ z) 7→ (ξ(y) · ξ(ϕ)−1, ξ(ϕ)v ⊗ z)
so our map induces a bundle map
ξ′ : PSpinc(n) ×Ad Cl(R
4)⊗ C→ Cl(X)⊗ C.
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Surjectivity follows from the fact that ξ is onto. To see ξ′ is injective suppose
ξ′([y1, v1 ⊗ z1]) = ξ
′([y2, v2 ⊗ z2]).
Then [(ξ(y1), v1 ⊗ z1)] = [(ξ(y2), v2 ⊗ z2)] and hence
(ξ(y1) · ξ(ϕ)
−1, ξ(ϕ)v1 ⊗ z1) = (ξ(y2), v2 ⊗ z2)
for some ϕ⊗ λ ∈ Spinc(n). Since Spinc(n) acts transitively on the fibres of PSpinc(n),
we have y1 · (ϕ
′ ⊗ λ′)−1 = y2 for some ϕ
′ ⊗ λ′ ∈ Spinc(4). Observe
ξ(y2) = ξ(y1 · (ϕ
′ ⊗ λ′)−1) = ξ(y1) · ξ(ϕ
′)−1
so since SO(n) acts freely on the fibres of PSO(n), it follows ξ(ϕ
′) = ξ(ϕ) and hence
(y1 · (ϕ
′ ⊗ λ′)−1, ξ(ϕ′)v1 ⊗ z1) = (y2, v2 ⊗ z2)
and therefore ξ′ is a bundle isomorphism.
Now additionally suppose X is 4-dimensional with complex spinor bundle W =
W+⊕W−. We’ll show Cl(X)⊗C has an action called Clifford multiplication on W .
Define a map
C : PSpinc(4) × (Cl(C
4)⊗ C4)→ PSpinc(4) × C
4
by (q, ϕ ⊗ v) 7→ (q, ϕ · v) where · denotes Clifford multiplication. For g ∈ Spinc(4),
we have
C(qg−1, gϕg−1 ⊗ g · v) = (qg−1, gϕg−1 · g · v) = (qg−1, g · (ϕ · v))
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so this induces a bundle map
C : (Cl(X)⊗ C)⊗W →W
which we will refer to as the Clifford multiplication map yet again.
Finally from Lemma 2.2.1, Cl(X) contains the subbundle
PSO(4) ×SO(4) R
4 ⊂ PSO(4) ×SO(4) Cl(R
4) = Cl(X)
which is canonically isomorphic to TX . It follows Cl(X) ⊗ C contains a subbundle
canonically isomorphic to TX⊗C. Thus using the canonical identification of tangent
and cotangent bundles, we can define a map
C : (T ∗X ⊗ C)⊗W →W.
As a result of Lemma 2.2.7 , we have the restrictions
C : (T ∗X ⊗ C)⊗W± → W∓.
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Chapter 3
The Seiberg-Witten Invariants of
4-Manifolds
In this chapter, we will define the Seiberg-Witten invariants of an oriented Rie-
mannian 4-manifold. Most of these results can be found in [Mor96] and [GS99].
3.1 The Dirac operator
There are two maps necessary for the Seiberg-Witten equations, the Dirac operator
and the curvature map. Here we define the Dirac operator.
Let X be a oriented Riemannian 4-manifold with metric g. Consider a Spinc(4)
structure on X with determinant line bundle L and complex spinor bundles W±.
Recall the Levi-Civita connexion onX is an SO(4)-connexion on the vector bundle
TX → X induced by g, so we may recover a principal connexion on the frame
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bundle of X , PSO(4). Let A ∈ AL where AL is the space of U(1)-connexions on L.
From this, we may recover a principal connexion on the frame bundle of L, PU(1).
Together, these two connexions determine a principal connexion on PSO(4) ⊕ PU(1).
Note Lie(Spinc(4)) ∼= Lie(SO(4))⊕Lie(U(1)) so we may pull back this connexion to
a principal connexion on PSpinc(4) via the given bundle map PSpinc(4) → PSO(4)⊕PU(1).
PSpinc(4) W = W
+ ⊕W−
TX PSO(4) ⊕ PU(1) PU(1) L
proj2
We point out that PSpinc(4) is the frame bundle ofW and PSO(4) is the frame bundle of
TX . We write the induced connexion onW+ as ∇A : Γ(X ;W
+)→ Γ(X ;W+⊗T ∗X).
The Dirac operator /∂A : Γ(X ;W
+)→ Γ(X ;W−) induced by A ∈ AL is defined to
be the composition of the two maps, /∂A = C ◦ ∇A where C : Γ(X,W
+ ⊗ T ∗X) →
Γ(X,W−) is the Clifford multiplication map.
3.2 The curvature map
Now we define the curvature map. Let X be an oriented Riemannian 4-manifold
together with a Spinc(4)-structure ξ having positive complex spinor bundle W+. The
following is a standard result that can be found in [KN69].
Proposition 3.2.1. If E → X is an n-dimensional complex vector bundle then there
is a natural one-to-one correspondence between Hermitian metrics on E and reduc-
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tions of the structure group of E to U(n) ⊂ GL(C, n). 
So since we already have a reduction of the structure group ofW+ to U(2) via the
associated bundle construction, we also have a Hermitian metric h : W+×W+ → C.
Note h induces an anti-complex bundle isomorphism W+ → (W+)∗.
Consider the map,
q : W+ → End(W+)
ϕ 7→ ϕ⊗ h(ϕ, •)− 1
2
(Tr(ϕ⊗ h(ϕ, •))Id.
From Lemma 2.2.8, Clifford multiplication induces a vector bundle isomorphism
End(W+)→ PSO(4) ×SO(4) Cl
+
0 (C
4)
and from Lemma 2.3.2, we have an isomorphism
PSO(4) ×SO(4) Cl
+
0 (C
4)→ PSO(4) ×SO(4) π
+
CC⊕ (∧
+(R4)⊗ C).
Observe when Cl+0 (C
4) acts on (C4)+ by Clifford multiplication, π+C acts as the
identity. Thus since all the endomorphisms in the image of q are traceless, by com-
posing these bundle maps we obtain the map
q : W+ → PSO(4) ×SO(4) ∧
+(R4)⊗ C = ∧+(TX)⊗ C
Finally using the canonical identification of tangent and cotangent bundles, we
can define the map
q : W+ → ∧+(X)⊗ C
Lemma 3.2.1. [Mor96] For each σ ∈ Γ(W+), q(σ) ∈ iΩ+(X) is a purely imaginary
self-dual 2-form. 
3.3 The Seiberg-Witten equations and moduli space
Let X be an oriented Riemannian 4-manifold. Fix a Spinc(4) structure
ξ : PSpinc(4) → PSO(4), determinant line bundle L, and complex spinor bundles W
±.
Consider the space Cξ := Γ(W
+) × AL. The Seiberg-Witten equations are given
by
/∂Aψ = 0 and F
+
A = q(ψ)
where (ψ,A) ∈ Γ(W+) × AL. Recall the curvature of A, FA, can be considered as
a Lie(U(1))-valued two-form. Since Lie(U(1)) ∼= iR, FA ∈ iΩ
2(X). Note FA = iα
for some 2-form α ∈ Ω2(X) and α splits into self-dual and anti-self-dual parts α =
α+ + α−. Above F+A = iα
+ ∈ iΩ+(X).
We define the gauge group G of ξ to be the group of automorphisms of PSpinc(4)
that are idSpinc(4) fibrewise and cover the identity of PSO(4).
Lemma 3.3.1. We have the following group isomorphism,
G ∼= Map(X,S1)
where Map(X,S1) is endowed with the group structure given by pointwise product on
the target.
Proof. Let g ∈ G, then we have the following commutative diagram.
PSpinc(4) PSpinc(4)
PSO(4) PSO(4)
g
ξ ξ
id
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Choose y ∈ PSpinc(4). Since Spin
c(4) acts transitively on the fibres of PSpinc(4), we
have g(y) = y · ϕ for some ϕ ∈ Spinc(4). Then
ξ(y) = ξ(y · ϕ) = ξ(y) · ξ(ϕ).
Since SO(4) acts freely on the fibres of PSO(4), we have ξ(ϕ) = I. The kernel of this
map is the center of Spinc(4), 1⊗S1 ⊂ Cl(R4)⊗C which is isomorphic to S1 via the
map ϕ⊗ λ 7→ λϕ (since the center of Spin(4) is ±1, this makes sense).
Now for each y′ in the same fibre as y, we have y′ = y ·ϕ′ for some ϕ′ ∈ Spinc(4).
But then
g(y′) = g(y · ϕ′) = g(y) · ϕ′ = y · ϕϕ′ = y · ϕ′ϕ = y′ · ϕ
so we see g is given on this fibre by right multiplication by ϕ.
Therefore each automorphism in G is given by a (smoothly varying) choice of an
element of S1 = Z(Spinc(4)) for each fibre and on the other hand a map X → S1
will determine an automorphism of PSpinc(4) with the desired properties.
To see this induces a group isomorphism, consider g, h ∈ G. Recall for y ∈ PSpinc(4),
we have g(y) = y · ϕ1 and h(y
′) = y · ϕ2 for some ϕi ∈ Z(Spin
c(4)) = S1. Then
g ◦ h(y) = g(y · ϕ2) = y · ϕ2ϕ1
since earlier we showed g(y′) = y′·ϕ1 for each y
′ sharing a fibre with y. This is precisely
the pointwise product on Map(X,S1) so we see the two groups are isomorphic.
Next we will show the gauge group G has an action on AL × Γ(W
+). For the
remainder of this section, we will consider G as the group Map(X,S1) where S1 is
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identified with the center of Spinc(4) via the isomorphism ϕ⊗ λ 7→ λϕ.
Let g ∈ G then for each y ∈ PSpinc(4) (where y is in the fibre over some x ∈ X),
v ∈ (C4)+, and z ∈ C, we have
(y · g(x)ϕ−1, µ+(ϕ)v) = (y · ϕ−1g(x), µ+(ϕ)v)
(y · g(x)ϕ−1, det(ϕ)z) = (y · ϕ−1g(x), det(ϕ)z)
for each ϕ ∈ Spinc(4) so G induces actions on W+ and L. Note
[(y · g(x), v)] = [(y, µ+(g(x))v)]
[(y · g(x), z)] = [(y, det(g(x))z)]
and each ϕ ⊗ λ ∈ S1 ⊂ Spinc(4) acts on (C4)+ via µ+ by scalar multiplication by
λϕ ∈ S1 ⊂ C and on C via det by scalar multiplication by λ2. Thus G acts on Γ(W+)
by σ(x) 7→ g(x)σ(x) and on Γ(L) by σ(x) 7→ g2(x)σ(x) for each x ∈ X through
fibrewise scalar multiplication.
Remark 3.3.1. For purely aesthetic reasons, we will have G act on PSpinc(4) by
anti-multiplication, i.e. g(x) 7→ (ϕ 7→ ϕ · g−1(x)) for each g ∈ G, x ∈ X , and
ϕ ∈ PSpinc(4) living in the fibre over x. So to summarize, we have the induced
fibrewise multiplication actions
g 7→ (σ 7→ g−1σ) for σ ∈ Γ(W+)
g 7→ (σ 7→ g−2σ) for σ ∈ Γ(L)
The last action induces a pullback action on AL where a U(1)-connexion
A : Γ(TX)× Γ(L)→ Γ(L)
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on L is acted upon by G via A(V, σ) 7→ g−2A(V, g2σ). Using the Leibniz rule, we may
rewrite g−2A(V, g2σ) as
g−2(g2A(V, σ) + d(g2)σ) = A(V, σ) + 2g−1dgσ
so we see the above action is given by A 7→ A+ 2g−1dg.
Lemma 3.3.2. For g ∈ G = Map(X,S1) and (A,ψ) ∈ AL × Γ(W
+), we have
/∂(g−2)∗A(g
−1ψ) = g−1/∂A(ψ) , F(g−2)∗A = FA, and q(g
−1ψ) = q(ψ).
Proof. First to see q(g−1ψ) = q(ψ), recall the map
q : W+ → End(W+)
ϕ 7→ ϕ⊗ h(ϕ, •)− 1
2
(Tr(ϕ⊗ h(ϕ, •))Id.
which is the first map in the series of compositions in section 2 that defines the
curvature map. Restricting ourselves to a fibre, observe for λ ∈ S1 and ϕ ∈ W+,
q(λϕ) = λϕ⊗ h(λϕ, •)− 1
2
(Tr(λϕ⊗ h(λϕ, •))Id
= λλϕ⊗ h(ϕ, •)− 1
2
(Tr(λλϕ⊗ h(ϕ, •))Id
= ϕ⊗ h(ϕ, •)− 1
2
(Tr(ϕ⊗ h(ϕ, •))Id
= q(ϕ)
so we see q(g−1ψ) = q(ψ).
Now we’ll show /∂(g−2)∗A(g
−1 · ψ) = g−1 · /∂A(ψ). The map A 7→ ∇A is equivariant
with respect to our G actions so
∇(g−2)∗A(•) = (g
−1)∗∇A(•) = g
−1 · ∇A(g · •).
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Thus for each ψ ∈ Γ(W+), we have ∇(g−2)∗A(g
−1 ·ψ) = g−1 ·∇A(ψ) and since Clifford
multiplication commutes with the action of G,
/∂(g−2)∗A(g
−1 · ψ) = C(g−1 · ∇A(ψ)) = g
−1 · C ◦ ∇A(ψ) = g
−1 · /∂A(ψ).
Finally observe G has an action on the space of Lie(U(1))-valued 2-forms on X
defined fibrewise by g(x) 7→ (a ⊗ ω 7→ adg−2(x)(a) ⊗ ω). Note since U(1) is abelian,
this action is trivial. The map A 7→ FA is equivariant with respect to this action and
our action on AL so F(g−2)∗A = FA.
It follows from Lemma 3.3.2 that the solution set of the Seiberg-Witten equations
descends to a subspace of Bξ := AL × Γ(W
+)/G. For reasons that will become
apparent later, we also define B∗ξ ⊂ Bξ to be the subspace {(A,ψ) | ψ 6≡ 0}/G.
Remark 3.3.2. For analytic reasons, we will now consider certain Sobolev Comple-
tions of the spaces AL×Γ(X,W
+) and G. One can show the quotient of appropriately
chosen completions of AL × Γ(X,W
+) and G is a Banach manifold, thus the usual
theorem of analysis (i.e. the Implicit Function Theorem) generalize to this infinite
dimensional setting. Henceforth, we will consider Bξ and B
∗
ξ to be quotients of the
appropriately chosen completions. See [GS99].
We will denote the solution set of the equations asMξ ⊂ Bξ and refer to it as the
moduli space of the equations. Mξ may not be a smooth manifold but if we require
b+2 (X) > 0 and choose a generic perturbation (g, δ) where g is a Riemannian metric
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on X and δ ∈ Ω+g (X) then the solution set M
δ
ξ(g) of the perturbed Seiberg-Witten
equations
/∂Aψ = 0 and F
+
A + iδ = q(ψ)
gives rise to a smooth manifold.
Observe the set of perturbations is a subset of Met(X)× Ω2(X) which in turn is
a subset of C∞(TX ⊕ TX,R)× C∞(TX ⊗ TX,R) so if we endow the later with the
compact-open topology on each factor, we obtain a topology for the set of pertur-
bations. By generic, we mean a perturbation chosen outside of a particular meagre
subset. For details, we refer the reader to [Mor96].
Note the perturbed equations’ solution set descends to a subspace of Bξ(g) as a
result of Lemma 3.3.2.
3.4 The Seiberg-Witten invariants
Theorem 3.4.1. (Seiberg-Witten) [GS99] Let X be an oriented, closed 4-manifold
with b+2 (X) > 0. Fix a Spin
c(4)-structure ξ with determinant line bundle L. For a
generic metric g and perturbation δ ∈ Ω+g (X), the moduli space M
δ
ξ(g) is a smooth,
closed submanifold of B∗ξ of dimension
d =
1
4
(c1(L)
2 − (3σ(X) + 2χ(X))).
Furthermore, a homology orientation (an orientation of the vector space H0(X ;R)⊕
H1(X ;R) ⊕ H+(X ;R) ) determines an orientation of Mδξ(g). If b
+
2 (X) > 1, the
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homology class [Mδξ(g)] is independent of the choice of g and δ. 
For each x0 ∈ X , we define the based gauge space G
0
x0
⊂ G to be the subgroup
{g ∈ G | g(x0) = 1} ⊂ G.
Lemma 3.4.1. [Mor96] The quotient map,
C∗ξ /G
0
x0
→ C∗ξ /G = B
∗
ξ
makes C∗ξ /G
0
x0 into a principal U(1)-bundle over B
∗
ξ whose isomorphism class is inde-
pendent of the choice of x0. 
We let µ ∈ H2(B∗ξ ;Z) denote the first Chern class of this bundle isomorphism
class.
3.4.1 b+2 > 1 manifolds
Definition 3.4.1. LetX be an oriented, closed, and smooth 4-manifold with b+2 (X) >
1 together with a homology orientation αX and a generic perturbation (g, δ). The
Seiberg-Witten invariant of X is the map
SWX,αX : Spin
c(X)→ Z
defined as follows. For each ξ ∈ Spinc(X):
• If dim M δξ (g) is even then SWX(ξ) =< µ
m, [Mδξ(g)] > where dim M
δ
ξ (g) = 2m.
• If dim M δξ (g) is odd, we define SWX(ξ) = 0.
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Theorem 3.4.2. (Seiberg-Witten) [GS99] The Seiberg-Witten function SWX,αX : Spin
c(X)→
Z doesn’t depend on the choice of generic metric g or generic perturbation δ.
For an orientation-preserving diffeomorphism f : X → X ′, we have
SWX′,αX′ (ξ) = ±SWX,αX (f
∗ξ)
where f ∗ξ is the induced Spinc(4)-structure on X and αX is the induced homology
orientation on X. 
3.4.2 b+2 = 1 manifolds
We can also define Seiberg-Witten invariants for b+2 = 1 manifolds. This will be
the case we are primarily interested in. Let X be a closed oriented 4-manifold with
b+2 (X) = 1.
Lemma 3.4.2. [KH05] For each Riemannian metric g, there exists a g-self-dual
harmonic two-form ωg ∈ Ω
+
g (X) with [ωg]
2 = 1. 
Lemma 3.4.3. [GS99] dim H+(X ;R) = b+2 (X) = 1. 
Here H+(X ;R) denotes the first factor of the induced splitting of H2(X ;R) by the
Hodge splitting of Ω2(X). As a result of this last lemma and the bijective correspon-
dence between harmonic forms and cohomology elements, our form ωg is determined
by g up to sign. If we choose a forward cone, i.e. one of the two connected components
of {Φ ∈ H2(X ;R) | [Φ]2 > 0}, we can fix ωg by taking the form whose cohomology
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class lies in the forward cone. Note a homology orientation for X also determines a
forward cone of H2(X ;R) hence a choice of ωg.
Now let ξ be a Spinc(4)-structure for X with determinant line bundle L and
complex spinor bundles W±.
Definition 3.4.2. A solution (A,ψ) ∈ AL × Γ(W
+) to the (perturbed) Seiberg-
Witten equations is called reducible if ψ ≡ 0.
Proposition 3.4.1. [GS99] If the (perturbed) Seiberg-Witten equations admit re-
ducible solutions, G won’t act freely the solution set of the equations and the moduli
space will fail to be a smooth manifold. 
Lemma 3.4.4. For a given perturbation (g, δ) where g is a Riemannian metric on
X and δ ∈ Ω+g (X), there exists a reducible solution of the perturbed Seiberg-Witten
equations if and only if
(c1(L)−
1
2π
δ) · ωg = 0.

Proof. Suppose the equations admit a reducible solution (A,ψ). This is true if and
only if F+A = δ. For each A ∈ AL, FA represents
2π
i
c1(L) ∈ iH
2(X ;R) so the equations
admit reducible solutions only when [δ] = 2π
i
c1(L)
+ ∈ H+(X ;R). On the other hand,
if [δ] = 2π
i
c1(L)
+ then there is some A with F+A = δ so we see the equations admit
reducible solutions if and only if [δ] = 2π
i
c1(L)
+.
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[δ] = 2π
i
c1(L)
+ ⇐⇒
c1(L)
+ = i
2π
[δ] ⇐⇒
(c1(L)−
i
2π
δ)+ = 0 ⇐⇒
(c1(L)−
i
2π
δ) · ωg = 0
The last line follows from two facts. First for v ∈ Ω+(X) and w ∈ Ω−(X), we
have v · w = 0. To see this observe
v · w =
∫
X
v ∧ w = −
∫
X
v ∧ ∗w = −
∫
X
g(v, w)dV ol
v · w = −
∫
X
w ∧ v = −
∫
X
w ∧ − ∗ v =
∫
X
g(v, w)dV ol.
So (c1(L)−
i
2π
δ)+ = 0 implies
(c1(L)−
i
2π
δ) · ωg = (c1(L)−
i
2π
δ)− · ωg + (c1(L)−
i
2π
δ)+ · ωg = 0 + 0 = 0.
Next given v, w ∈ Ω+g (X),
v · w = c1ωg · c2ωg = c1c2ω
2
g = c1c2.
This is true since dim H+(X) = b+2 = 1. Hence we see v ·w = 0 if and only if [v] = 0 or
[w] = 0. Hence (c1(L)−
i
2π
δ)·ωg = 0 implies (c1(L)−
i
2π
δ)− ·ωg+(c1(L)−
i
2π
δ)+ ·ωg = 0
implies 0 + (c1(L)−
i
2π
δ)+ · ωg = 0 implies (c1(L)−
i
2π
δ)+ = 0.
By the previous lemma, we can divide the space of perturbations {(g, δ)} for which
there are no reducible solutions into a plus chamber and a minus chamber according
to the sign of (c1(L)−
1
2π
δ) · ωg.
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Proposition 3.4.2. [KH05] The Seiberg-Witten function is well-defined if we only
consider perturbations from one of the two chambers. .
Mimicing the definition from the previous section but restricting to perturbations
in the plus (or minus) chamber, we obtain the invariants
SW+X,αX : Spin
c(X)→ Z and SW−X,αX : Spin
c(X)→ Z.
Now suppose ω is a symplectic form on X .
Lemma 3.4.5. [LL01] ω determines a homology orientation for X. .
We will choose the chambers with respect to this choice (by choosing the ωg sharing
the same forward cone as ω) and write the Seiberg-Witten functions as SW±ω . We
refer to the minus chamber of perturbations as Taubes’ chamber.
Theorem 3.4.3. (Taubes’ Constraints) [LL01] Let (X,ω) be a closed symplectic 4-
manifold with b+2 (X) = 1, canonical class K, and canonical Spin
c(4)-structure ξ−K.
Then
SW−ω (ξK−1) = 1.
If SW−ω (ξK−1 ⊗ E) 6= 0 then E · [ω] ≥ 0 with equality only when E = 0. 
Now we will prove the following corollary.
Corollary 3.4.1. If ξ ∈ Spinc(X) satisfies c1(Lξ) · [ω] = −K · [ω] then ξ = ξK−1.
Proof. Suppose ξK−1 ⊗ E ∈ Spin
c(X) has SW−ω (ξ = ξK−1 ⊗ E) 6= 0 and satisfies
c1(Lξ) · [ω] = −K · [ω]. Then (−K +2E) · [ω] = −K · [ω]. It follows 2E · [ω] = 0 hence
E · [ω] = 0. From Taubes’ constraints, E = 0.
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Lemma 3.4.6. (Symmetry Lemma) [LL01] Let (X,ω) be a closed symplectic 4-
manifold with b+2 (X) = 1, canonical class K, and canonical Spin
c(4)-structure ξ−K.
Then
SW+ω (ξK−1 ⊗ E) = (−1)
1−b1(X)/2SW−ω (ξK−1 ⊗ (K − E)).

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Chapter 4
Circle bundles over 3-manifolds
In this chapter, we will define twisted Alexander polynomials for 3-manifolds and
show how they are related to Seiberg-Witten invariants. We will also prove some
results about circle bundles necessary for the theorem in the next chapter.
4.1 Twisted Alexander polynomials for 3-manifolds
Here, we will define the twisted Alexander polynomials for a path connected,
compact, orientable 3-manifold Y with b1(Y ) ≥ 1 whose boundary (if any) is a union
of disjoint tori.
Throughout this section let H := H1(Y ;Z)/Tor ∼= Z
b1(Y ). In order to define our
polynomial, we need the following data.
• A free abelian group F .
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• A nontrivial Φ ∈ Hom(H,F ).
• A finite group G.
• An epimorphism α : π1(Y )→ G
First note α× Φ gives an action of π1(Y ) on G× F as follows.
α× Φ : π1(Y ) → Aut(G× F )
h 7→ ((g, f) 7→ (α(h)(g), f + Φ(h)))
This induces an action of Z[π1(Y )] on Z[G× F ].
Now let Y˜ denote the universal cover of Y and C∗(Y˜ ) denote its cellular chain
complex. C∗(Y˜ ) is a left π1(Y )-module via deck transformations. Observe we can
extend this action linearly to obtain an action of Z[π1(Y )] on C∗(Y˜ ).
We can also define a right action of Z[π1(Y )] on C∗(Y˜ ) by σ · h = h
−1 · σ hence
we can form the chain complex
C∗(Y˜ )⊗Z[π1(Y )] Z[G× F ].
Note that Z[G×F ] has a right action by Z[F ] induced by the right multiplication of
Z[F ]. This action and the left action of Z[π1(Y )] are associative hence Z[G× F ] is a
Z[π1(Y )]− Z[F ] bimodule. Therefore the above chain complex has a right action by
Z[F ].
Now consider
Hα⊗Φ1 (Y ;Z[G× F ]) := H1(C∗(Y˜ )⊗Z[π1(Y )] Z[G× F ]))
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This inherits the structure of a right Z[F ]-module and is called the twisted Alexander
module of (Y,Φ, α). Note if we endow Y with a finite cell structure, our module be-
comes finitely generated. Also our module is finitely related since Z[F ] is Noetherian.
The twisted Alexander polynomial of (Y, α,Φ) is defined to be
∆αY,Φ := order H
α⊗Φ
1 (Y ;Z[G× F ]) ∈ Z[F ]/± F
• If F = Z then Φ ∈ Hom(H,Z) = H1(Y ;Z) and Z[Z] = Z[t±1] (the Laurent
polynomial ring over Z) so ∆αY,Φ ∈ Z[t
±1]/{±tn | n ∈ Z}. We will call this the
twisted single variable Alexander polynomial of (Y, α,Φ).
• If F = H and Φ ∈ Hom(H,H) is the identity map then we write ∆αY ∈
Z[H ]/±H and call it the twisted multivariable Alexander polynomial of (Y, α,Φ).
• If G is the trivial group then we get the ordinary Alexander polynomial of (Y,Φ)
which we will write ∆Y,Φ.
Observe if νK ⊂ S3 denotes a tubular neighborhood for a knot K in S3 then
∆S3−νK will be the classical Alexander polynomial of the knot K.
Proposition 4.1.1. [Tur86] For each twisted single variable polynomial ∆αY,Φ ∈
Z[t±1]/{±tn | n ∈ Z} there is a unique (up to sign) symmetric representative ∆αY,Φ ∈
Z[t±1]. 
We define the Laurent degree of a Laurent polynomial to be the difference between
its highest and lowest exponents, or −∞ for the zero polynomial. When we are
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discussing Laurent polynomials, we will refer to Laurent degree as simply degree.
Note given f, g ∈ Z[t±1], we have deg(f · g) = deg(f) ·deg(g) where −∞·n = −∞ for
each possible degree n. In particular, multiplication by powers of t and ±1 doesn’t
change the Laurent degree, so it is well-defined for twisted single variable Alexander
polynomials.
Lemma 4.1.1. [FV08]
∆αY,Φ = ∆Yα,Φα
where πα : Yα → Y is the G-cover of Y induced by α and Φα = π
∗
α(Φ).
4.2 The Alexander and Thurston norms
Definition 4.2.1. If Y is a connected, closed, oriented 3-manifold and Φ ∈ H1(Y ;Z),
we define the Alexander norm of Φ to be
‖Φ‖A := supi,jΦ(hi − hj)
where
∑
ai · hi ∈ Z[H ] represents ∆Y (we assume the ai are nonzero and the hi are
nonzero and distinct). By convention ‖ · ‖A ≡ 0 if ∆X = 0.
Definition 4.2.2. For a 3-manifold Y , we say a class φ ∈ H2(Y ;Z) is represented by
an oriented closed surface Σ if there is an embedding i : Σ →֒ Y such that i∗([Σ]) = φ.
Definition 4.2.3. If Y is a 3-manifold and φ ∈ H2(Y ;Z), we define the Thurston
norm of φ to be
‖φ‖T := min{χ (Σ) | Σ is an embedded oriented closed surface representing φ}.
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Here, given a surface S with connected components S1 ⊔ · · · ⊔ Sk, we define
χ (S) =
k∑
i=1
max{−χ(Si), 0}.
Observe the Thurston norm is always nonnegative and even valued as for each con-
nected component Si of S, we have χ(Si) = 2− 2 genus(Si).
Next we will prove the following standard result.
Lemma 4.2.1. The Thurston norm satisfies ‖kΦ‖T = |k|‖Φ‖T for each k ∈ Z.
Proof. Let S be a surface representing Φ with minimal complexity (ie with minimal
genus). k parallel copies of Φ represent kΦ so ‖k‖T ≤ k‖Φ‖T .
Now let S be a surface representing kΦ with minimal complexity. By the Pontrajin
construction, there exists a map fkΦ : Y → S
1 induced by kΦ with a regular value
y ∈ S1 where f−1kΦ (y) = S. Let fΦ denote the map induced by Φ. We have the
following diagram that commutes up to homotopy.
Y S1
S1
fΦ
fkΦ
π
where π denotes the covering map of degree k.
By the covering homotopy property, we can homotope fΦ to make the diagram
commute. Then S = f−1kΦ (y) = f
−1
Φ (y1) · · ·f
−1
Φ (yk) where y1, · · · , yk are the preimages
of y under π. Since each f−1Φ (yi) represents Φ, we have k‖Φ‖T ≤ ‖kΦ‖T .
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Definition 4.2.4. For a homomorphism Φ ∈ Hom(H,Z), we define the divisibility
of Φ as
div(Φ) = max{k | Φ = kΦ′ for some Φ′ ∈ Hom(H,Z)}.
Theorem 4.2.1. (McMullen’s Inequality) [Mcm01] If Y is a connected, closed, ori-
ented 3-manifold with b1(Y ) 6= 0 then for each Φ ∈ H
1(Y ;Z) ∼= Hom(H1(Y ),Z) =
Hom(H,Z) we have
‖Φ‖A ≤ ‖PD(Φ)‖T +


0 if b1(Y ) > 1,
2divΦ if b1(Y ) = 1.

Proposition 4.2.1. [FV08] If b1(Y ) > 1 then for each Φ ∈ H
1(Y ;Z),
deg∆Y,Φ ≤ ‖Φ‖A + 2 div(Φ).

Observe each Φ ∈ H1(Y ;Z) = Hom(H,Z) induces a ring homomorphism
Φ : Z[H ]/ ±H → Z[t±1]/{±tn | n ∈ Z}.
Proposition 4.2.2. [FV08]
∆Y,Φ =


(tdiv(Φ) − 1)2 · Φ(∆Y ) if b1(Y ) > 1.
Φ(∆Y ) if b1(Y ) = 1.

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4.3 The 3-dimensional Seiberg-Witten invariants
Similar to the four dimensional case, we can also define Seiberg-Witten invariants
for an oriented Riemannian 3-manifold Y . We have the map
SWY,αY : Spin
c(Y )→ Z
where Spinc(Y ) denotes the set of equivalence classes of Spinc(3) structures. For a
detailed explanation, we refer the reader to [Nic03].
The following theorem relates these invariants with the multivariable Alexander
polynomial of Y .
Theorem 4.3.1. (Meng-Taubes) [MT96] Let Y be a closed oriented 3-manifold with
b1(Y ) > 1 and let H = H1(Y ;Z)/Tor. Then
∆Y = ±
∑
ζ∈Spinc(Y )
SWY,αY (ζ) ·
1
2
f(c1(Lζ)) ∈ Z[H ]/±H
where f denotes the composition of Poincare duality and the quotient map H1(Y ;Z)→
H. 
c1(Lζ) has even divisibility for each ζ ∈ Spin
c(Y ) so multiplication by 1
2
is well-
defined. To see this, recall Y is parallelizable so it admits a trivial Spinc(3)-structure
hence each c1(Lζ) may be written 0 + 2E for some E ∈ H
2(Y ).
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4.4 Pullback of Spinc(3)-structures
Throughout this section, we will let X be an oriented, closed, Riemannian
4-manifold, Y be a closed, oriented, oriented 3-manifold, and p : X → Y be a principal
S1-bundle.
Let η ∈ ∧1(Y ) denote a principal S1-connexion of p and let gY be the metric on
Y . We can endow X with the metric gX = η ⊗ η + p
∗(gY ). Using this metric, there
is an orthogonal splitting
T ∗X = Rη ⊕ p∗(T ∗Y ).
Note this splitting is independent of the choice of η.
If ζ = (W,µ) is a Spinc(3)-structure on Y , we define the pullback of ζ to be
(p∗(W )⊕ p∗(W ), µ′) where µ′ : T ∗X → EndC(p
∗(W )⊕ p∗(W )) is given by
µ′(bη + p∗(a)) =


0 p∗(µ(a)) + bIdp∗(W )
p∗(µ(a))− bIdp∗(W ) 0

 .
We will write the pullback map as p∗ : Spinc(Y )→ p∗Spinc(Y ) ⊂ Spinc(X).
Lemma 4.4.1. [Bal01a] We have the following relationship between determinant line
bundles: c1(Lp∗(ζ)) = p
∗(c1(Lζ)) for each ζ ∈ Spin
c(Y ). 
Lemma 4.4.2. The pullback map p∗ : Spinc(Y )→ Spinc(X) is equivariant with re-
spect to the action of H2(Y ;Z) on Spinc(Y ) and the action of H2(Y ;Z) on p∗Spinc(Y )
via p∗ : H2(Y ;Z) → H2(X ;Z). Hence p∗H2(Y ;Z) acts freely and transitively on
p∗Spinc(Y ) ⊂ Spinc(X).
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Proof. Choose ζ ∈ Spinc(Y ) and let W denote its complex spinor bundle and let
µ : T ∗Y → End(W ) denote its Clifford multiplication map. For E ∈ H2(Y ), p∗(ζ⊗E)
has complex spinor bundle
p∗(W ⊗E)⊕ p∗(W ⊗ E) = (p∗(W )⊕ p∗(W ))⊗ p∗(E).
This is precisely the complex spinor bundle of p∗(ζ)⊗ p∗(E)
Now p∗(ζ)⊗ p∗(E) has the induced map


0 p∗(µ(a)) + bIdp∗(W )
p∗(µ(a))− bIdp∗(W ) 0

⊗ Idp∗(E)
=


0 (p∗(µ(a)) + bIdp∗(W ))⊗ Idp∗(E)
(p∗(µ(a))− bIdp∗(W ))⊗ Idp∗(E) 0


=


0 p∗(µ(a)⊗ IdE) + bIdp∗(W⊗E)
p∗(µ(a)⊗ IdE)− bIdp∗(W⊗E)) 0

 .
which is precisely the Clifford multiplication map for p∗(ζ⊗E) so we see p∗(ζ⊗E) =
p∗(ζ)⊗ p∗(E).
An easy consequence of the Gysin sequence is the following lemma.
Lemma 4.4.3. [FV13] If p : X → Y has a nontorsion Euler class, e(X) ∈ H2(Y ;Z)
then b+2 (X) = b1(Y )− 1. 
Theorem 4.4.1. [Bal01a] (Baldridge) Suppose p : X → Y has a nontorsion Euler
class and Y has b1(Y ) = 2 (note b
+
2 (X) = 1 from the previous lemma). If ξ ∈
51
Spinc(X) is pulled back from a Spinc(3)-structure on Y then
SW±X (ξ) =
∑
ζ∈(p∗)−1(ξ)
SW 3Y (ζ).

Remark 4.4.1. Baldridge’s designation of the two chambers into plus and minus is
different from the approach taken in this text but as long as we only consider pulled
back structures, this will not affect us.
Proposition 4.4.1. [FV13] If X admits a symplectic structure ω and p : X → Y
has a nontorsion Euler class then the canonical class K is contained in the image of
p∗ : H2(Y ;Z)→ H2(X ;Z). 
Lemma 4.4.4. Suppose p : X → Y has a nontorsion Euler class. If ξ ∈ Spinc(X)
has c1(Lξ) ∈ p
∗H2(Y ;Z) then ξ ∈ p∗Spinc(Y ). In particular, if X admits a symplectic
structure ω then the canonical Spinc(4)-structure ξK−1 is contained in p
∗Spinc(Y ).
Proof. Let ξ ∈ Spinc(X) with c1(Lξ) ∈ p
∗H2(Y ;Z). First recall all oriented 3-
manifolds are parallelizable so we have a trivial Spinc(3)-structure ΞY . From the free
and transitive action of H2(X ;Z), we can write ξ = p∗(ΞY ) ⊗ E where 2E = c1(ξ)
hence c1(ξ) has even divisibility. Now the Gysin sequence descends to one with
coefficients in Z2.
< e(X) > H2(Y ;Z) H2(X ;Z)
< π(e(X)) > H2(Y ;Z2) H
2(X ;Z2)
p∗
p∗
ππ π
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where π denotes the corresponding quotient maps.
Choose a B ∈ (p∗)−1(c1(Lξ)). Since c1(Lξ) has even divisibility, π(c1(Lξ)) = 0
hence from the diagram, p∗(π(B)) = 0. Thus we have B ≡ n e(X) (mod 2) for some
n ∈ Z so B = n e(X)+F for some F ∈ H2(Y ;Z) with even divisibility. Now choose a
D ∈ H2(Y ;Z) with 2D = F . Note E = p∗(B) = p∗(n e(X)) + p∗(F ) = p∗(F ). Using
the invariance of the pullback map, p∗(ΞY ⊗D) = p
∗(ΞY )⊗p
∗(D) and this pulled back
Spinc(4)-structure’s determinant line bundle L will have c1(L) = 2p
∗(D) = p∗(2D) =
p∗(F ) = E.
Using the free and transitive action ofH2(X ;Z) again, we have ξ = p∗(ΞY ⊗D)⊗A
for some 2-torsion A ∈ H2(X ;Z). But, it follows from the Gysin sequence
· · · → H2(Y ;Z)
p∗
−→ H2(X ;Z)
p∗
−→ H1(Y ;Z)→ · · ·
that all the torsion elements are contained in p∗H2(Y ;Z). Therefore since p∗H2(Y ;Z)
acts freely and transitively on p∗Spinc(Y ), the result follows.
Lemma 4.4.5. Suppose p : X → Y has a nontorsion Euler class, Y has b1(Y ) = 2
(note b+2 (X) = 1), and X admits a symplectic structure ω with canonical class K.
Then SW−(ξK−1⊗K) 6= 0. If ξ ∈ p
∗Spinc(Y ) satisfies SW−(ξ) 6= 0 and c1(Lξ) · [ω] =
K · [ω] then ξ = ξK−1 ⊗K.
Proof. From the Symmetry Lemma (Lemma 3.4.6) and Taubes’ constraints (Theorem
3.4.3), we have SW+(ξK−1 ⊗K) 6= 0. Observe ξK−1 ⊗K ∈ p
∗H2(Y ;Z) from the free
and transitive action of p∗H2(Y ;Z) on p∗Spinc(Y ).
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From Baldridge (Theorem 4.4.1), we have SW+(ξ) = SW−(ξ) for ξ ∈ p∗Spinc(Y )
so SW−(ξK−1 ⊗K) = SW
+(ξK−1 ⊗K) 6= 0.
Now suppose ξ = ξK−1⊗E ∈ p
∗Spinc(X) with E ∈ p∗H2(Y,Z) satisfies SW−(ξ) 6=
0 and c1(Lξ) · [ω] = K · [ω]. Then (−K+2E) · [ω] = K · [ω] implies −2(K−E) · [ω] = 0
hence E · [ω] = K · [ω]. Now from the free and transitive action of p∗H2(Y ;Z),
ξK−1⊗(K−E) ∈ p
∗Spinc(Y ). By the Symmetry Lemma and Baldridge, SW−(ξK−1⊗
(K − E)) 6= 0. But (K − E) · [ω] = K · [ω] − E · [ω] = 0 so by Taubes’ constraints,
K − E = 0 thus E = K.
Lemma 4.4.6. Suppose p : X → Y has a nontorsion Euler class e(X) ∈ H2(Y ;Z)
and Y has b1(Y ) = 2 (note b
+
2 (X) = 1). Then for each Φ ∈ H
1(Y ;Z) and σ ∈
H2(X,Z) satisfying Φ = p∗(σ), we have
Φ(∆Y ) = ±
∑
ξ∈p∗Spinc(Y )
SW−X (ξ)t
1
2
c1(Lξ)·σ.
Proof. Recall by Meng and Taubes’s Theorem 4.3.1, we have
∆Y = ±
∑
ζ∈Spinc(Y )
SWY (ζ) ·
1
2
f(c1(Lζ)) ∈ Z[H ].
Note Φ(f(c1(Lζ))) = c1(Lζ) · Φ so
Φ(∆Y ) = ±
∑
ζ∈Spinc(Y )
SWY (ζ)t
1
2
c1(Lζ)·Φ.
Now observe for each ζ ∈ Spinc(Y ), we have
c1(Lζ) · Φ = c1(Lζ) · p∗(σ) = p
∗(c1(Lζ)) · σ = c1(Lξ) · σ
54
where ξ = p∗(ζ) ∈ p∗Spinc(Y ) ⊂ Spinc(X). Grouping the terms in the sum by their
induced pullback Spinc(4)-structures and using a result of Baldridge (Theorem 4.4.1),
we obtain
Φ(∆Y ) = ±
∑
ξ∈p∗Spinc(Y )
∑
ζ∈(p∗)−1(ξ) SWY (ζ)t
1
2
c1(Lξ)·σ
= ±
∑
ξ∈p∗Spinc(Y ) SWX(ξ)
−t
1
2
c1(Lξ)·σ.
Corollary 4.4.1. If X admits a symplectic form ω and p∗([ω]) = Φ for some Φ ∈
H1(Y ;Z) then deg(Φ(∆Y )) = K · [ω] where K ∈ p
∗H(Y ;Z) is the canonical class of
ω.
Proof. We will show for each ξ ∈ p∗Spinc(Y ) with SW−(ξ) 6= 0, −K · [ω] ≤ c1(Lξ) ·
[ω] ≤ K · [ω].
Using the free and transitive action of p∗H(Y ;Z) on p∗Spinc(Y ), we can write
ξ = ξK−1⊗E for some E ∈ p
∗H(Y ;Z) where ξK−1 ∈ p
∗Spinc(Y ) denotes the canonical
Spinc(4)-structure of ω.
First suppose c1(Lξ) · [ω] ≤ −K · [ω]. This implies (−K+2E) · [ω] ≤ −K · [ω] hence
E ·[ω] ≤ 0. Therefore by Taubes’ constraints, E = 0. So we have c1(Lξ)·[ω] = −K ·[ω].
Now suppose c1(Lξ) · [ω] ≥ K · [ω]. Hence (−K +2E) · [ω] ≥ K · [ω] and it follows
0 ≥ (K − E) · [ω]. By the symmetry lemma, SW−(ξK−1 ⊗ (K − E)) 6= 0 so we have
E = K by Taubes’ constraints. Therefore c1(Lξ) · [ω] = K · [ω].
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Recall in this section, we showed SW−(ξK−1) 6= 0 and SW
−(ξK−1⊗K) 6= 0 so the
desired result follows from the previous lemma.
4.5 Fibred Classes
Definition 4.5.1. Given a manifold Y , we say Φ ∈ H1(Y ;Z) fibres over S1 if the
homotopy class of maps Φ ∈ H1(Y ;Z) = [Y ;K(Z, 1)] = [Y ;S1] contains a represen-
tative that makes Y into a fibre bundle over S1; in this case we will call Φ a fibred
class.
Lemma 4.5.1. For a manifold Y , Φ ∈ H1(Y ;Z) is a fibred class if and only if kΦ is
also a fibred class for each k ∈ Z. 
Theorem 4.5.1. (Friedl-Vidussi) [FV11a] Let (X,ω) be a closed symplectic manifold
with trivial canonical class. If X → Y is a principal S1-bundle with nontorsion Euler
class e(X) ∈ H2(Y ;Z), then Y is a torus bundle over a circle. 
Corollary 4.5.1. Under the hypotheses of the previous theorem, the Thurston norm
of Y vanishes everywhere.
Proof. Let T 2 →֒ Y → S1 denote a torus bundle over a circle. This may be realized
as the mapping torus for a diffeomorphism f : T 2 → T 2 with fixed point x0. We now
see from our CW-decomposition in 6.1 that H2(Y ) can be generated by tori so the
Thurston norm of Y must vanish everywhere.
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Theorem 4.5.2. (Friedl-Vidussi) [FV11b] Let Y be a closed oriented connected
3-manifold. Let Φ ∈ H1(Y ;Z) be a nontrivial class. If for any homomorphism
α : π1(Y ) → G to a finite group, the twisted Alexander polynomial ∆
α
Y,Φ ∈ Z[t
±1]
is monic and
deg(∆αY,Φ) = |G|‖Φ‖T + (1 + b3(Y ))divΦα
holds, then Φ is a fibred class. 
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Chapter 5
A partial converse to
Ferna´ndez-Gray-Morgan’s
theorem
Remark 5.0.1. Suppose we are given an oriented, closed, symplectic 4-manifold
(X,ω) and a closed, oriented, connected 3-manifold Y together with a principal S1-
bundle p : X → Y with nontorsion Euler class. Using the openness of the symplectic
condition, we can assume that [ω] ∈ H2(X ;R) lies in the rational lattice, which we will
identify with H2(X ;Q). After suitably scaling ω by a rational number if needed and
using Poincare duality, the class p∗[ω] will be a primitive nonzero class in H
1(Y ;Z).
We will assume all our symplectic structures to be of this form.
Ferna´ndez-Gray-Morgan’s theorem is given as follows. Note this gives many ex-
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amples of non-Ka¨hler symplectic 4-manifolds.
Theorem 5.0.3. (Ferna´ndez-Gray-Morgan) Let Y be a closed, oriented, connected
3-manifold. Suppose p : X → Y is a principal S1-bundle with Euler class e(X) ∈
H2(Y ;Z). If there exists a nonzero fibred class Φ ∈ H1(Y ;Z) satisfying e(X) · Φ = 0
then X is an oriented closed 4-manifold that admits a symplectic structure. 
We will prove the following partial converse.
Theorem 5.0.4. Let (X,ω) be an oriented, closed, symplectic 4-manifold and Y
be a closed, oriented, connected 3-manifold with b1(Y ) = 2. Suppose p : X → Y
is a principal S1-bundle with Euler class e(X) ∈ H2(Y ;Z). If e(X) is nontorsion,
Φ ∈ H1(Y ;Z) satisfies e(X) · Φ = 0 and ‖Φ‖T = 2 then Φ is a fibred class.
Proof. Consider p∗[w] ∈ H
1(Y ;Z). First we’ll show that up to sign, Φ equals p∗[ω].
From the Gysin sequence, e(X) · p∗[ω] = 0. Since p∗[ω] is primitive and the subspace
< e(X), · >= 0 is one-dimensional, we have p∗[ω] must be a generator of < e(X), · >=
0. Now we’ll show Φ must also be primitive. Suppose Φ = kΦ′ for some primitive Φ′
then by Lemma 4.2.1,
‖Φ‖T = ‖kΦ
′‖T = k‖Φ
′‖T = 2.
But the Thurston norm is always even so k = ±1 and Φ must be primitive. So we
may write Φ = ±p∗[ω]. Note ‖p∗[ω]‖T = 2. By Lemma 4.5.1, it is sufficent to show
p∗[ω] is fibred. Henceforth we will denote p∗[ω] by Φ.
From Proposition 4.2.1, Mcmullen’s inequality (Theorem 4.2.1), and the fact Φ is
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primitive, we obtain
deg∆Y,Φ ≤ ‖Φ‖A + 2 div(Φ) ≤ ‖Φ‖T + 2 ≤ 4.
Since ∆Y,Φ has a symmetric representative (Proposition 4.1.1), its degree is either
even and nonnegative or −∞ so deg(∆Y,Φ) = −∞, 0, 2, or 4. We will examine the
consequences of each case.
Case 1: deg(∆Y,Φ) = −∞
This means ∆Y,Φ = 0. Since b
+
2 (X) = 1 (Lemma 4.4.3), we can use Proposition
4.2.2 and Lemma 4.4.6 to obtain
∑
ξ∈p∗Spinc(Y )
SW−X (ξ)t
1
2
c1(Lξ)·[ω] = 0.
Now we will apply Taubes’ constraints (Theorem 3.4.3). Let ξK−1 ∈ Spin
c(X)
denote the canonical Spinc(4)-structure of (X,ω), Note this is a pullback class from
Proposition 4.4.1. From Corollary 3.4.1, ξK−1 is the only basic class whose determi-
nant line bundle L satisfies c1(L) · [ω] = −K · [ω]. Thus the term SW
−
X (ξK−1)t
1
2
K−1·[ω]
cannot be killed off by another term as its power is unique so we reach a contradiction.
Case 2: deg(∆Y,Φ) = 0
Since ∆Y,Φ = (t− 1)
2 · Φ(∆Y ), we have deg(Φ(∆Y )) = −2 but this is impossible.
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Case 3: deg(∆Y,Φ) = 2
Here deg(Φ(∆Y )) = 0. By Corollary 4.4.1, ξK−1 ⊗K is the only pulled back basic
class whose determinant line bundle L satisfies c1(L) · [ω] = K · [ω]. So K = 0 or the
polynomial
Φ(∆Y ) = ±
∑
ξ∈p∗Spinc(Y )
SW−X (ξ)t
1
2
c1(Lξ)·[ω]
(when simplified) would have at least two nonzero terms hence not have zero degree.
Since K = 0, as a result of a theorem of Friedl and Vidussi (Corollary 4.5.1), the
Thurston norm of Y must vanish everywhere. But this contradicts our hypotheses.
Case 4: deg(∆Y,Φ) = 4
Let α : π1(Y )→ G be an onto homomorphism for some finite group G. α induces
G-covers of X and Y that fit into the following commutative diagram.
Xα Yα
X Y
p′
p
πα πα
Slightly abusing notation, we denote both covering maps by πα. ωα = π
∗
α(ω) will
be a symplectic form on Xα with canonical class Kα = π
∗
α(ω) and canonical Spin
c(4)-
structure ξK−1α . Note Xα is closed with b
+
2 (Xα) ≥ b
+
2 (X) = 1 and Yα is connected
with b1(Yα) ≥ b1(Y ) = 2.
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By Lemma 4.1.1, we have ∆αY,Φ = ∆Yα,Φα where Φα = π
∗
α(Φ). Hence by Lemma
4.2.2,
∆Yα,Φα = ±(t
divΦα + 1)2
∑
ξ∈(p′)∗Spinc(Yα)
SW−Xα(ξ)t
1
2
c1(Lξ)·[ωα].
By Lemma 4.2.1, deg(∆Yα,Φα) = 2div(Φα) +Kα · [ωα]. But
Kα · [ωα] = |G|K · [ω] = |G|deg(Φ(∆Y ) = 2|G| = |G|‖Φ‖T .
Note ∆Yα,Φα is monic as SW
−
Xα
(ξK−1α ⊗Kα) = ±1 and ξK−1α ⊗Kα is the only pulled
back Spinc(4)-structure with c1(Lξ
K
−1
α
⊗Kα) · [ωα] = Kα · [ωα] AND whose evaluation
in SW−Xα is nonzero. Therefore by Theorem 4.5.2, Φ must be a fibred class.
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Chapter 6
Surface Bundles over Tori
The purpose of this chapter is to work towards deciding whether surface bundles
over a surface are spin. Ron Stern originally raised the question, “is there an orientable
aspherical surface bundle over the torus that is not spin” [Hil11]. In the case of torus
bundles over the torus, the total spaces are indeed spin manifolds. Our strategy will
be to use the canonical class from Thurston’s symplectic form construction to show
the manifolds given below have an even intersection forms. This together with the
fact that they have no 2-torsion in their first homology groups implies they are spin.
Now we will give a simple example of a family of surface bundles whose total
spaces are spin. Let Σh →֒ M → Σg be a surface bundle with genus h fibre over a
genus g surface. If M admits a symplectic structure ω with canonical class K = 0
then the M will be spin. To see this, recall −K is the determinant line bundle of the
canonical Spinc-structure of ω so 0 ≡ w2(M) (mod 2) and M is spin.
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6.1 The mapping torus of a Dehn twist
First we will list the fundamental group and a CW-decomposition for the mapping
torus for a basepoint preserving map f : T 2 → T 2.
Consider a torus T 2 with π1(T
2) =< a, b |> where a and b are the usual generators.
Now let N denote the mapping torus for f . We know
π1(N) =< a, b, c | [a, b ], acf(a)
−1c−1, bcf(b)−1c−1 > .
Now we will define a CW-structure for N . We have:
1 0-cell e0
3 1-cells a, b, c
3 2-cells e21, e
2
2, e
2
3
1 3-cell e3
with boundary maps
∂e3 = e21 + e
2
2 + e
2
3 − e
2
1 − e
2
2 − e
2
3 = 0
∂e21 = a + b− a− b = 0
∂e22 = a + c− f(a)− c
∂e23 = b+ c− f(b)− c
All other attaching maps are trivial.
Now let τ : T 2 → T 2 denote the Dehn twist about a. Note τ∗(a) = a and
τ∗(b) = ab. From the above, we have
64
ab
a
b
c
Figure 6.1: The 1-skeleton of our mapping torus.
π1(Na) =< a, b, c | [a, b ], acτ(a)
−1c−1, bcτ(b)−1c−1 >
=< a, b, c | [a, b ], [a, c ], bcb−1a−1c−1 > .
and the following CW-decomposition.
1 0-cell e0
3 1-cells a, b, c
3 2-cells e21, e
2
2, e
2
3
1 3-cell e3
with boundary maps
∂e3 = e21 + e
2
2 + e
2
3 − e
2
1 − e
2
2 − e
2
3 = 0
∂e21 = a+ b− a− b = 0
∂e22 = a+ c− τ(a)− c = a + c− a− c = 0
∂e23 = b+ c− τ(b)− c = b+ c− a− b− c = −a
All other attaching maps are trivial.
From this, we calculate the homology to be H0(Na) = Z, H1(Na) = Z
2, H2(Na) =
Z2, and H3(Na) = Z.
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6.2 Monodromy trivial in one direction, Dehn twist
in the other
Our desired fibre bundle is given by
S1 × S1 Na × S
1
S1 × S1
whose projection map is the projection map of Na on the first factor and the identity
on the second factor.
6.2.1 The homology of Na× S
1
If we endow S1 with the usual CW-structure having one 0-cell f 0 and one 1-cell
f 1, S1 ×Na has a CW-structure consisting of:
1 0-cell f 0 × e0
4 1-cells f 0 × a, f 0 × b, f 0 × c, f 1 × e0
3 2-cells f 0 × e21, f
0 × e22, f
0 × e23, f
1 × a, f 1 × b, f 1 × c
4 3-cells f 0 × e3, f 1 × e21, f
1 × e22, f
1 × e23
1 4-cell f 1 × e3
From this, we calculate the homology to be H0(S
1×Na) = Z, H1(S
1×Na) = Z
3,
H2(S
1 ×Na) = Z
4, and H3(S
1 ×Na) = Z
3, and H4(S
1 ×Na) = Z.
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6.2.2 A symplectic form for Na× S
1
We will construct a symplectic form on Na× S
1. First consider π : Na → S
1. Let
α = π∗dθ where dθ is the usual volume form for S1. This will be a closed 1-form.
Now we will show it is possible to choose a Riemannian metric g on Na that makes
α harmonic. We will use the following theorem. Before we state it, we need the
following definitions.
We call a 1-form α intrinsically harmonic if there exists a metric that makes α
harmonic and transitive, if for each point p not contained in α’s zero set, there is a
1-submanifold containing p on which α restricts to a volume form.
Theorem 6.2.1. (Calabi) [Cal69] A closed 1-form α having only Morse-type zeros on
a closed oriented manifold M is intrinsically harmonic if and only if it is transitive.

Choose p ∈ Na. α has no zeros since ker αp = TpF 6= TpNa where F is the fibre
containing p. To see α is transitive it is sufficient to find a section of Na containing
p since α will restrict to a volume form on each section. Write p = [x, tx] and choose
a path γ : I → T 2 with γ(1) = τ ◦ γ(0) and γ(tx) = x. Then σ = {[γ(t), t] | t ∈ I}
will be a section containing p. Therefore by Calabi’s theorem, there exists a metric g
on Na that makes α harmonic. Recall since α is intrinsically harmonic, it is a closed
form.
Let ω1 = ⋆α ∈ Ω
2(Na). This is also closed since since the Hodge operator sends
harmonic forms to harmonic forms. Locally, if we choose an oriented orthonormal
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frame {e1, e2, e3} for TpNa = TpF⊕VpF with span(e1, e2) = TpF and span(e3) = VpF .
Additionally assume e1 is in the direction of a and e2 is in the direction of b. Then
we can write α = c1e
3 since ker(α) = TpF and ω1 = ⋆α = c1e
1 ∧ e2 since (3, 1, 2) is
an even permutation.
ω1 induces a 2-form, ω1 ∈ Ω
2(Na × S
1). Define ω = ω1 + ω2 where ω2 = π
∗(β ),
here β is the usual volume form for T 2. Locally, if we extend our basis to a basis for
Tp(Na×S
1), we can write ω = c1e
1∧ e2+ c2e
3∧ e4. ω∧ω = c1c2e
1∧ e2∧ e3∧ e4 which
is a volume form so ω is a symplectic form for Na × S
1.
6.2.3 A homology basis for H2(Na× S
1)
Now we will find a homology basis for H2(Na×S
1) consisting of surfaces that are
symplectic and Lagrangian with respect to the symplectic form we just constructed.
First consider a fibre of Na × S
1 which we can write B1 = F × {pt} where F
is a fibre of Na. Locally TpB1 is spanned by e1 and e2. Let v = λ1e1 + λ2e2 and
w = µ1e1 + µ2e2. Then
ω(v, w) = ω1(v, w) + ω2(v, w)
= ω1(v, w) + e
3 ∧ e4(v, w)
= ω1(v, w) + e
3(v)e4(w)− e3(w)e4(v)
= ω1(v, w) + 0− 0 = ω1(v, w)
so ω |B1= ω1 |B1 so B1 is a symplectic submanifold.
Now consider the submanifold B2 = c× S
1. This is a section of Na × S
1. Locally
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TpB2 is spanned by e3 and e4. Let v = λ1e3 + λ2e4 and w = µ1e3 + µ2e4. Then
ω(v, w) = ω1(v, w) + ω2(v, w)
= e1 ∧ e2(v, w) + ω2(v, w)
= e1(v)e2(w)− e1(w)e2(v) + ω2(v, w)
= 0− 0 + ω2(v, w) = ω2(v, w)
so ω |B2= ω2 |B2 so B2 is also a symplectic submanifold.
Now consider B3 = b × S
1. Locally TpB3 is spanned by e2 and e4. Let v =
λ1e2 + λ2e4 and w = µ1e2 + µ2e4. Then
ω(v, w) = ω1(v, w) + ω2(v, w)
= e1 ∧ e2(v, w) + ω2(v, w)
= e1(v)e2(w)− e1(w)e2(v) + e3(v)e4(w)− e3(w)e4(v)
= 0e2(w)− 0e2(v) + 0e4(w)− 0e4(v) = 0
so ω |B3= 0 so B3 is a Lagrangian submanifold.
Finally let B4 = [a × I] × {pt}. Locally TpB4 is spanned by e1 and e3. Let
v = λ1e1 + λ2e3 and w = µ1e1 + µ2e3. Then
ω(v, w) = ω1(v, w) + ω2(v, w)
= e1 ∧ e2(v, w) + ω2(v, w)
= e1(v)e2(w)− e1(w)e2(v) + e3(v)e4(w)− e3(w)e4(v)
= e1(v)0− e1(w)0 + e3(v)0− e3(w)0 = 0
so ω |B4= 0 so B4 is also a Lagrangian submanifold.
The fundamental classes of these submanifolds in our CW decomposition are [f 0×
e12], [f
1 × c], [f 1 × b], and [f 0 × e22] which generate H2(Na × S
1).
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6.3 Monodromy Dehn twists in both directions
This is given by the fibre bundle,
∑
2 Na × S
1#T 2S
1 ×Na =M
S1 × S1
where on the left T 2 is the submanifold [{pt} × I]× S1 ⊂ Na × S
1. Here the {pt} is
chosen so it misses the curve a hence [I × {pt}] ∼= S1 in Na. Similarly on the right,
we will cut out an S1 × [{pt} × I]. Note v(T 2) ∼= D2 × T 2.
More specifically, we will embed T 2 intoNa×S
1 as follows: (z0, z1) 7→ ([{pt}, i(z0)], z1).
Here i : S1 → I is a map where q◦ i : S1 → I → I
0∼1
= S1 is the identity. Note i is not
continuous but the composition q ◦ i is smooth. Observe π1([{pt}, i(z0)], z1) = (z0, z1)
where π1 is the projection map of Na × S
1.
Similarly we will embed T 2 into S1 ×Na via the map (z0, z1) 7→ (z0, [{pt}, i(z1)]).
Also observe π2(z0, [{pt}, i(z1)]) = (z0, z1) where π2 is the projection map of S
1×Na.
Now we will define a diffeomorphism
φ : T 2 ⊂ Na × S
1 → T 2 ⊂ S1 ×Na
([{pt}, i(z0)], z1) 7→ (z0, [{pt}, i(z0)])
Note from earlier, this preserves fibres so the above construction is indeed a fibre
bundle.
If we lift φ to an orientation-reversing diffeomorphism Φ : υT 2 → υT 2, our mani-
fold becomes a symplectic normal connected sum.
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6.3.1 The homology of M
Now we will use Mayer-Vietoris to calculate the homology of M . First we will
define a CW structure for Na− υS
1 = Na−D
2×S1 where D2×S1 = [D2× I]. Here
the D2 ⊂ T 2 is chosen so it misses a. We have
1 0-cell e0
4 1-cells a, b, c, d
4 2-cells e21, e
2
2, e
2
3, e
2
4
1 3-cell e3
with boundary maps
∂e3 = e21 + e
2
2 + e
2
3 − e
2
1 − e
2
2 − e
2
3 + e
2
4 = e
2
4
∂e21 = a+ b− a− b+ d = d
∂e22 = a+ c− τ(a)− c = a + c− a− c = 0
∂e23 = b+ c− τ(b)− c = b+ c− a− b− c = −a
∂e24 = c+ d− c− d = 0
All other attaching maps are trivial. From this, we calculate the homology to be
H0(Na − υS
1) = Z, H1(Na − υS
1) = Z2, and H2(Na − υS
1) = Z.
Now for Na×S
1−υT 2 ∼= (Na−S
1×D2)×S1. If we endow S1 with the usual CW-
structure having one 0-cell f 0 and one 1-cell f 1, we have a CW-structure consisting
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of:
1 0-cell f 0 × e0
5 1-cells f 0 × a, f 0 × b, f 0 × c, f 0 × d, f 1 × e0
8 2-cells f 0 × e21, f
0 × e22, f
0 × e23, f
0 × e24, f
1 × a, f 1 × b, f 1 × c, f 1 × d
5 3-cells f 0 × e3, f 1 × e21, f
1 × e22, f
1 × e23, f
1 × e24
1 4-cell f 1 × e3
From this, we calculate the homology to be H0(Na × S
1 − υT 2) = Z, H1(Na × S
1 −
υT 2) = Z3, H2(Na × S
1 − υT 2) = Z3, and H3(Na × S
1 − υT 2) = Z.
Note v(T 2) ⋍ T 3 has a CW structure inherited from our CW-structure for Na ×
S1 − υT 2 consisting of
1 0-cell f 0 × e0
3 1-cells f 0 × c, f 0 × d, f 1 × e0
3 2-cells f 0 × e24, f
1 × c, f 1 × d
1 3-cells f 1 × e24
From this, we see the inclusion map i : T 3 →֒ Na × S
1 −D2 × T 2 has i∗H0(T
3) = Z,
i∗H1(T
3) = Z2, i∗H2(T
3) = Z, and i∗H3(T
3) = 0.
Let A denote and B denote Na×S
1−υT 2 and S1×Na−υT
2. Now finally writing
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out the Mayer-Vietoris sequence:
0 Z
H4(A)⊕H4(B) H4(M) H3(A ∩B)
Z2 Z3
H3(A)⊕H3(B) H3(M) H2(A ∩B)
Z6 Z3
H2(A)⊕H2(B) H2(M) H1(A ∩B)
Z6 Z
H1(A)⊕H1(B) H1(M) H0(A ∩B)
Z2
H0(A)⊕H0(B) H0(M) 0
∼= ∼=
∼= ∼=
∼= ∼=
∼= ∼=
∼=
ψ4 ∂4 Φ3
ψ3 ∂3 Φ2
ψ2 ∂2 Φ1
ψ1 ∂1 Φ0
ψ0
First H4(M) = Z. From our previous work, we know Im Φ3 = 0 and ker Φ2 = Z
2
which implies H3(M) = Z
2+2 = Z4. Im Φ2 = Z and ker Φ1 = Z implies H2(M) =
Z(6−1)+1 = Z6. Im Φ1 = Z
2 and ker Φ0 = 0 implies H1(M) = Z
(6−2)+0 = Z4. Finally
Im Φ0 = Z implies H0(M) = Z.
6.3.2 A homology basis for H2(M)
Now we will find a basis for H2(M) consisting of symplectic and Lagrangian
submanifolds. Let i : Na × S
1 − υT 2 →֒ M and j : S1 × Na − υT
2 →֒ M . By
switching the order of the summands, we will also denote the corresponding surfaces
in S1 × Na − υT
2 with Bi. Note only the fibre B1 doesn’t miss υT
2. From the
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above Mayer-Vietoris sequence, observe kerψ2 =< [c× S
1], [S1× c] >=< [B2], [B2] >
so [i(B2)], [i(B3)], [i(B4)], [j(B3)], [j(B4)] are all nonzero and linearly independent
in H2(M). To show these are symplectic and Lagrangian, we’ll use the following
theorem.
Theorem 6.3.1. (Gompf) [Gom95] Let M1 and M2 be closed symplectic 4-manifolds
and ψ1 : N →֒ M1 and ψ2 : N →֒ M2 be symplectic embeddings of a closed connected
symplectic 2-manifold N . Then M1#NM2 admits a symplectic structure. Moreover
this structure can be chosen in such a way that the symplectic (Lagrangian) subman-
ifolds of Mi missing υψi(N) are symplectic (Lagrangian) in M1#NM2. 
So with this choice of symplectic structure, we see i(B2) is symplectic and i(B3),
i(B4), j(B3), j(B4) will all be Lagrangian.
The final element of our basis will be the fibre of M , which we will denote by
D. To see [D] isn’t contained in img ψ2 observe if we write D = D1 ∪ D2 where
D1 = D ∩A and D2 = D ∩B, ∂D1 = d× {pt}. Also this shows [D] 6= 0. To see D is
symplectic we’ll use the following corollary.
Corollary 6.3.1. [Gom95] If in addition, Di ⊂ Mi are closed symplectically em-
bedded surfaces that intersect ψ1(N) and ψ2(N) transversally in ℓ points that have
positive sign (ℓ independent of i) then we may assume D1#LD2 is a symplectic sub-
manifold of M1#NM2 where L is the set of ℓ points. 
Thus since the fibre of S1 ×Na is symplectic, D is symplectic in M .
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We can use this basis to show that M is spin. Recall the adjunction formula for
symplectic 4-manifolds.
Theorem 6.3.2. (Adjunction formula) [MS99] Suppose (M,ω) is a symplectic 4-
manifold. If Σ ⊂M is a symplectic surface then
K · Σ+ Σ · Σ = 2g(Σ)− 2
where K ∈ H2(M) is the canonical class of (M,ω). 
For the fibre D, we have K · D +D · D = 2. We can perturb D horizontally to
obtain D · D = 0 hence K · D = 2. Similarly for i(B2) if we perturb vertically, we
obtain i(B2) · i(B2) = 0. Thus K · i(B2) = 0.
Lemma 6.3.1. [GS99] Given a Lagrangian surface Σ of a symplectic 4-manifold M ,
we have Σ · Σ = 2g(Σ)− 2. 
All the other surfaces in our basis are Lagrangian tori so by Lemma 6.3.1 for each
of these Σ, we have Σ · Σ = 0.
From the above and the fact K is a characteristic element, we have
α · α ≡ K · α (mod 2) ≡ 0 (mod 2)
for each α ∈ H2(M). Therefore M has an even intersection form and using the
following theorem, we see M is indeed spin.
Theorem 6.3.3. [Sco05] A closed orientable 4-manifold M with no 2-torsion in
H1(M) and an even intersection form is spin and conversely a spin manifold must
have an even intersection form. 
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6.3.3 The fundamental group of M
Now we will use van Kampen to find π1(M). First from our CW structure, we
obtain
π1(A) = π1(B) =< a, b, c, d, f |[a, b ]d, [a, c ], bca
−1b−1c−1, [c, d ] >
Now using van-Kampen thus we can write
π1(M) =< a1, b1, c1, d1, f1, a2, b2, c2, d2, f2| [a1, b1 ]d1, [a1, c1 ], b1c1a
−1
1 b
−1
1 c
−1
1 , [c1, d1 ],
[a2, b2 ]d2, [a2, c2 ], b2c2a
−1
2 b
−1
2 c
−1
2 , [c2, d2 ],
f1c
−1
2 , c1f
−1
2 , d1d
−1
2 >
=< a1, b1, c1, d1, a2, b2, c2, d2| [a1, b1 ]d1, [a1, c1 ], b1c1a
−1
1 b
−1
1 c
−1
1 , [c1, d1 ],
[a2, b2 ]d2, [a2, c2 ], b2c2a
−1
2 b
−1
2 c
−1
2 , [c2, d2 ],
d1d
−1
2 >
One of the many ways we can see M isn’t T 4 is to observe if π1(M) ∼= Z
4 then it
is abelian and hence d1 and d2 are trivial. But then we can rewrite
π1(M) = < a1, b1, c1|[a1, b1 ], [a1, c1 ], b1c1a
−1
1 b
−1
1 c
−1
1 > ∗
< a2, b2, c2|[a2, b2 ], [a2, c2 ], b2c2a
−1
2 b
−1
2 c
−1
2 > .
For this to abelian, we must have π1(M) = 0 but this is a contradiction.
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6.4 Monodromy trivial in one direction, two dis-
joint Dehn twists on a genus 2 surface in the
other
Consider the fibre bundle,
∑
2 S
1 ×Na#T 2S
1 ×Na =M
S1 × S1
where on both the left and right, T 2 is the submanifold S1× [{pt}× I]×S1. Here the
{pt} is chosen so it misses the curve a hence [{pt} × I] ∼= S1 in Na. We will identify
each T 2 with the identity diffeomorphism.
The homology and basis for H2(M) are the same as in the previous example as the
only difference from the previous bundle is the diffeomorphism gluing the two copies
of T 2. Thus our manifold will be spin. The fundamental group is given as follows.
π1(M) =< a1, b1, c1, d1, f1, a2, b2, c2, d2, f2| [a1, b1 ]d1, [a1, c1 ], b1c1a
−1
1 b
−1
1 c
−1
1 , [c1, d1 ],
[a2, b2 ]d2, [a2, c2 ], b2c2a
−1
2 b
−1
2 c
−1
2 , [c2, d2 ],
f1f
−1
2 , c1c
−1
2 , d1d
−1
2 >
At this time, it is unknown if this is isomorphic to the fundamental group of our
previous manifold and also if the two manifolds are diffeomorphic to each other.
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