In this article we consider Re-nnd solutions of the equation AXB = C with respect to X, where A, B, C are given matrices. We give necessary and sufficient conditions for the existence of Re-nnd solutions and present a general form of such solutions. As a special case when A = I we obtain the results from paper of J. Gross (Explicit solutions to the matrix inverse problem AX = B, Linear Algebra Appl. 289 131-134 (1999)).
Introduction
Let C n×m denote the set of complex n×m matrices. I n denotes the unit matrix of order n. By A * , R(A), rank (A) and N (A), we denote the conjugate transpose, the range, the rank and the null space of A ∈ C n×m .
The Hermitian part of X is defined as H(X) = form of those solutions is given in addition. As far as the author is aware, this is the first time necessary and sufficient conditions for the existence of a Re-nnd solutions of the equation AXB = C has been given in terms of g-inverses. Now, we will state some well-known results which will be very often used in the next section. 
in which case the general solution is
for arbitrary Y ∈ C m×p .
The following result was derived by Albert [1] for block matrices, by Cvetković-Ilić et al [8] for C * algebras, for the special case of the MoorePenrose inverse and by Dajić and Koliha [3] for operators between different Hilbert spaces. Here, we will give the basic version proved in [1] .
where A ∈ C n×n and D ∈ C m×m . Then, M ≥ 0 if and only if
Anderson and Duffin [2] define parallel sum of matrices, for a pair of matrices of the same order as
It is clear that for this definition to be meaningful, the expression A(A + B) − B must be independent of the choice of the g-inverse (A+B) − . Hence, a pair of matrices A and B will be said to be parallel summable if A(A+B) − B is invariant under the choice of the inverse (A + B) − , that is, if
By Theorem 2.1 [13] ,
so for the non-negative definite matrices A and B, we have that
which is equivalent to R(A) ⊆ R(A + B).
Hence, non-negative definite matrices A and B are parallel summable. Furthermore, in [2] it was proved that for a pair of parallel summable matrices holds
Results
Next result was first proved by L. Wu and B. Cain [23] and later restated by J. Gross [11] . It gives necessary and sufficient conditions for the matrix equation AX = B to have a Re-nnd solution X, where A, B are given matrices of suitable size and presents a possible explicit expression for X. From the proof of this theorem we can see that
is one of Re-nnd solutions of AX = B. Also, in the [11] the author mentions that any matrix of the form
with Y ∈ C m×m which is Re-nnd is also Re-nnd solution of AX = B, in the case where such solutions exist, but he didn't present a general form of such solutions. Our main aim is to generalize these results to the equation AXB = C and to present a general form of Re-nnd solutions of it. First, we will consider the equation
and find necessary and sufficient conditions for the existence of Re-nnd solutions. The next auxiliary result presents a general form of a solution X of (5) which satisfies H(X) = 0.
which satisfies H(X) = 0 if and only if
for some W ∈ C m×m .
Proof. Denote by r = rank(A). Let us suppose that X is a solution of the equation (6) and H(X) = 0. Using a singular value decomposition of A = U * Diag(D, 0)V , where U ∈ C n×n , V ∈ C m×m are unitary and D ∈ C r×r is an invertible matrix, we have that
From AXA * = 0 we get that X 1 = 0 and, by H(X) = 0, that
and H(X 4 ) = 0. Hence,
V.
Taking into account that H(X
In the other direction we can easily check that for arbitrary W ∈ C m×m , X defined by (7) is a solution of the equation (6) 
with
where
Proof. If X is a Re-nnd solution of the equation (5), then
In the other direction, if C is Re-nnd, then X 0 = A − C(A − ) * is Re-nnd solution of the equation (5). Let us prove that a representation of the general Re-nnd solution is given by (8) . If X is defined by (8) , then X is Re-nnd and
If X is an arbitrary Re-nnd solution of (5), then H(X) is a hermitian nonnegative-definite solution of the equation
so, by Theorem 1 [12] ,
where A = is given by (9), for some Z ∈ C m×n and U ∈ C m×(m−r) . Note that,
where H(Z) = 0 and AZA * = 0. Using Lemma 2.1, we have that
for some W ∈ C m×n . Hence, we get that X has a representation as in (8)2 Now, let us consider the equation
where A ∈ C n×m , B ∈ C m×n and C ∈ C n×n are given matrices and find necessary and sufficient conditions for the existence of a Re-nnd solution.
Without loss of generality we may assume that n = m and that matrices A and B are both nonnegative definite. This follows from the fact that whenever the equation (10) is solvable then X is a solution of that equation if and only if X is a solution of the equation A * AXBB * = A * CB * . Hence, from now on, we assume that A and B are nonnegative definite matrices from the space C n×n .
The next theorem is the main result of this paper which presents necessary and sufficient conditions for the equation (10) to have a Re-nnd solution. A, B , C ∈ C n×n be given matrices such that equation (10) is solvable. There exists a Re-nnd solution of (10) if and only if
Theorem 2.3 Let
is Re-nnd, where (A + B) − is a g-inverse of A + B. In this case a general Re-nnd solution is given by
where Y, Z, W are arbitrary solutions of the equations
where U ∈ C n×(n−r) , Q ∈ C n×n , P ∈ C n×n are arbitrary, r = rank(C + Y + Z + W ).
Proof. Denote by
Now, equations (13) are equivalent to
Using (4) and the fact that E is g-invertible and E − = B − (A + B), we have that
which implies that the equation Y E = F is consistent. In a similar way, we can prove that the other two equations from (14) are consistent. Furthermore, T * = F * E = KL * is Re-nnd which implies, by Theorem 2.1, that the first two equations from (14) have Re-nnd solutions. Now, suppose that the equation (10) has a Re-nnd solution X. Then
H(T ) = H(B(A + B)
Conversly, let T be Re-nnd. We can check that
is a solution of the equation (10), where Y, Z, W are arbitrary solutions of the equations (14) . This follows from
Now, we have to prove that for some choice of Y, Z, W, matrix C +Y +Z +W is Re-nnd which would imply that X 0 is Re-nnd. Let
Obviously, Y, Z, W are solutions of the equations (14) and
Using
we compute,
Hence, with such a choice of Y, Z, W , it can be seen that X 0 defined by (15) is Re-nnd solution of (10) . So, we proved the sufficient part of the theorem.
Let X be an arbitrary Re-nnd solution of (10) . It is evident that Y = AXA, Z = BXB and W = BXA are solutions of (14) , and that
is Re-nnd. Now, using Theorem 2.2 we get that X has the representation (12) . 2 Let us mention that, if we apply Theorem 2.3 to the equation
we get as a corollary, the Theorem 2.1 from [11] . 
