The paper is devoted to the investigation of generalized infinite Bernoulli convolutions, i.e., the distributions μ ξ of the following random variables:
where a k are terms of a given positive convergent series; ξ k are independent random variables taking values 0 and 1 with probabilities p 0k and p 1k correspondingly.
We give (without any restriction on {a n }) necessary and sufficient conditions for the topological support of ξ to be a nowhere dense set. Fractal properties of the topological support of ξ and fine fractal properties of the corresponding probability measure μ ξ itself are studied in details for the case where a k r k := a k+1 + a k+2 + · · · (i.e., r k−1 2r k ) for all sufficiently large k. The family of minimal dimensional (in the sense of the Hausdorff-Besicovitch dimension) supports of μ ξ for the above mentioned case is also studied in details. We describe a series of sets (with additional structural properties) which play the role of minimal dimensional supports of generalized Bernoulli convolutions. We also show how a generalization of M. Cooper's dimensional results on symmetric Bernoulli convolutions can easily be derived from our results. © 2008 Elsevier Masson SAS. All rights reserved.
Introduction
Let μ ξ = μ be the probability measure corresponding to the random variable
where ∞ k=1 a k is a positive convergent series; ξ k are independent random variables taking values 0 and 1 with probabilities p 0k and p 1k correspondingly. From the Jessen-Wintner theorem [8] it follows that ξ is of pure type (i.e., with distribution function being purely discrete, purely absolutely continuous resp. singularly continuous). Lévy's theorem [9] gives us necessary and sufficient conditions for the continuity: ξ is continuously distributed if and only if ∞ k=1 max{p 0k , p 1k } = 0. For the general situation, necessary and sufficient conditions for the random variable ξ to be pure absolutely continuous are still unknown even for the simplest symmetric case of random power series, where a k = λ k and p 0k = 1 2 . The probability measure μ λ , which corresponds to such a random variable ξ λ is known as "infinite symmetric Bernoulli convolution". Measures of this form have been studied since 1930s from the pure probabilistic point of view as well as for their applications in harmonic analysis, in the theory of dynamical systems and in fractal analysis. We shall not describe in details the history of the investigation of these measures, because the paper [10] contains a good survey on Bernoulli convolutions, corresponding historical notes and a brief discussion of some applications, generalizations and problems.
If we do not admit any restrictions on the sequences {a k } and {p 0k }, then the probability measures μ = μ ξ are said to be generalized infinite Bernoulli convolutions. Papers [6] and [11] contain a survey on results for the general situation. For instance, it is well-known that if a k r k := ∞ j =k+1 a j (i.e., r k−1 2r k ) for all k ∈ N , then S μ is a closed interval. If a k r k for all k which are large enough, then S μ is a finite union of closed intervals. If a k > r k for all large enough k, then S μ is a nowhere dense set. For the case where a k r k for all large enough k, ξ is absolutely continuously distributed if and only if lim k→∞ 2 k r k > 0 and
Papers [3, 5, 6, 11] are devoted to the investigation of fractal properties of the topological support (= spectrum = minimal closed support) S μ of the measure μ ξ and fractal properties of the measure μ ξ itself. The notion of the Hausdorff-Besicovitch dimension α 0 (E) of a set E is wellknown by now (see, e.g., [7] and [13] for references). Let us recall the definition of the Hausdorff dimension dim H ν of a probability measure ν:
where B ν is the class of "all possible Borel supports" (not necessarily closed) of the probability measure ν, i.e.,
If ν is absolutely continuous, then, obviously, dim H ν = 1 (in the one-dimensional case). For the singularly continuous case we have 0 dim H ν 1.
It is not hard to prove (see, e.g., [12] ) that for any probability measure ν there exists a minimal dimensional support T ν , i.e., a support with
be the family of all minimal dimensional (MD-) supports of ν. The determination of elements from M(ν) with additional structural properties is usually a rather nontrivial problem.
In [6] M. Cooper considered the problem of the determination of dim H μ for infinite symmetric Bernoulli convolutions (p 0k = p 1k = 1 2 ) under the following assumptions: a k > r k (i.e., r k > 2r k+1 ), ∀k ∈ N ; the limit α := lim n→∞ (r n ) −1/n exists.
In such a case it has been proven that dim H μ = log 2 log α . M. Cooper also proved that if the limit lim n→∞ α n r n exists and it is positive and finite, then the topological support S μ is a minimal dimensional support of the measure μ.
Let us mention that the above assumptions are rather restrictive, because there are a lot of series (see, e.g., example 4 below) with a k > r k , ∀k ∈ N such that the corresponding limit lim n→∞ (r n ) − 1 n does not exist (even the sequence {2 −k } contains subsequences with such a property). We would also like to stress that some of Cooper's results do not hold for the nonsymmetric case (p 0k = In such a case μ is singularly distributed with S μ = C 0 , where C 0 is the classical Cantor set. It is not hard to prove (and it is a trivial corollary from Theorem 3 below) that 
In such a case μ is singularly continuous with S μ = [0, 1], but dim H μ = 0. This example shows how far the spectrum can be from the family of minimal dimensional supports.
In the present paper we study topological properties of spectra S μ for the general case (Theorem 1). Fractal properties of the topological support (Theorem 2) and fine fractal properties of the measure μ (Theorem 3) are also studied completely (without additional assumptions like (3)) for the case where a k r k for all sufficiently large k. In Corollary 2 after Theorem 3 we show how a generalization of Cooper's dimensional results (for the symmetric case but without any restrictions on the existence of the limit lim n→∞ (r n ) −1/n ) can easily be derived from our main result (Theorem 3). The family of minimal dimensional supports for the above mentioned case is studied as well (Theorem 4). We describe a series of sets (with special structural properties) which always play the role of minimal dimensional supports of generalized Bernoulli convolutions for the case a k r k . Conditions for the topological support S μ to be a minimal dimensional support are found.
Before we shall state the main results of the paper we need to make several remarks.
Remarks. For the investigation of fractal and topological properties of the distribution of ξ we may assume (without loss of generality) that:
(1) the matrix p ik does not contain zeros (i.e., p 0k ∈ (0, 1), ∀k ∈ N ); (2) the sequence {a k } is monotone (i.e., a k a k+1 , ∀k ∈ N ).
Proof.
(1) The random variable ξ can be represented in the following form: So, throughout the paper without loss of generality we shall assume that p 0k ∈ (0, 1) and a k a k+1 .
Topological and fractal properties of spectra of generalized infinite Bernoulli convolutions
The minimal closed set supporting the distribution of a random variable ϕ is said to be the spectrum (=topological support) of ϕ. The main aim of this Section is to study topological and fractal properties of the spectrum S μ of the random variable ξ .
It is not hard to prove (see, e.g., [6, 11] ) that S μ is a perfect set (i.e., a closed set without isolated points) and
From (5) the following lemma follows directly.
Lemma 1.
For any choice of the matrix P = p ik with p 0k ∈ (0, 1) the spectrum S μ coincides with the spectrum of the corresponding symmetric
It is well known that if a k r k (i.e., r k−1 2r k ) for all k ∈ N , then S μ is a closed interval. If a k r k for all large enough k, then S μ is a finite union of closed intervals. If a k > r k for all large enough k, then S μ is a nowhere dense set. So, it remains to study the more complicated case where both a k r k and a k > r k holds for an infinite number of k. 
Proof. The necessity is obvious.
Sufficiency. Let us assume ad absurdum that the condition a k > r k holds for an infinite number of indices k, but there exists a closed interval
It is clear that α ∈ S μ and β ∈ S μ , since S μ is a closed set. Let us prove that α = 0. If we suppose that α = 0, then we should conclude that [0, β] ⊂ S μ . We can choose a number k 1 such that a k 1 < β and a k 1 > r k 1 . Then, the interval (r k 1 , a k 1 ) does not contain any point from the topological support. Indeed, if ξ 1 = 1 or ξ 2 = 1 or . . . or ξ k 1 = 1, then ξ a k 1 ; if ξ 1 = 0 and ξ 2 = 0 and . . . and ξ k 1 = 0, then ξ r k 1 . In a similar way we prove that β = 1. Since S μ is a perfect set, from the construction of the set [α, β], it follows that there exists a positive number ε 0 such that both of the intervals (α − ε 0 , α) and (β, β + ε 0 ) do not contain any points from the topological support S μ . Let k 2 ∈ N be such that r k 2 < ε 0 and let us consider the set
It is easy to see that S k 2 consists of at most 2 k 2 elements. We define S k 2 = S k 2 ∩ [α, β], and
, since x 0 α − ε 0 or x 0 β + ε 0 , and r k 2 < ε 0 . In the set S k 2 there exists the minimal point x 1 . It is easy to understand that
Let x 2 be "the second minimal point" of the set S k 2 , i.e.,
Finally, let us consider a natural number
Therefore the interval (α + r k 3 , α + a k 3 ) does not contain any point from the topological support, which contradicts our assumption. 2
Remark. As we have already mentioned, the condition a k a k+1 is not restrictive, because the series ∞ k=1 a k is absolutely convergent and it is possible to reorder its terms. The following example shows that if the sequence {a k } is not monotone, we may not apply directly the latter theorem (before the reordering of terms) to study topological properties of the spectrum of the corresponding random variable.
Example 3. Let
It is easy to calculate that in such a case r 3k+3 = In the rest part of this section we shall study fractal properties of the topological support S μ of the random variable ξ . To this end we formulate some additional definitions and prove Lemma 2, which we shall also use to investigate fine fractal properties of ξ .
Let M be a fixed bounded subset of the real line. A family Φ M of intervals is said to be a fine covering family for M if for any subset E ⊂ M, and for any ε > 0, there exists an at most countable ε-covering
Let us recall that the α-dimensional Hausdorff measure of a subset E ⊂ M with respect to a given fine covering family Φ M is defined by
where the infimum is taken over all at most countable ε-coverings
, then the family of all open (closed) intervals gives rise to the same classical α-dimensional Hausdorff measure which will be denoted by H α (E).
Definition 1. The nonnegative number
is said to be the Hausdorff dimension of the set E ⊂ M with respect to the fine covering family Φ M .
Directly from the definition it follows that if Φ 1 ⊂ Φ 2 are fine covering families for M, then
A fine covering family Φ M is said to be fractal if for the determination of the HausdorffBesicovitch dimension α 0 (·) of any subset E ⊂ M it is enough to consider only coverings from Φ M , i.e., 
is said to be the cylindrical interval of rank n with base c 1 . . . c n . For a given series ∞ k=1 a k let A n be the family of cylindrical intervals of rank n, i.e.,
and let A be the family of all possible cylindrical intervals, i.e.,
It is easy to see that |Δ c 1 ...c n | = r n , S μ ⊂ F n+1 ⊂ F n with
So, A is a fine covering family for the topological support S μ .
Lemma 2. The family A is a fractal covering family for the topological support S μ , i.e.,
Proof. The inequality α 0 (E, A) α 0 (E) is obvious, because the family of all subintervals of the unit interval contains A as a proper part. Let us prove the converse inequality. Let {E i } be an arbitrary ε-covering of the set E ⊂ S μ by intervals E i = (a i , b i ) . Without loss of generality we may assume that E i ∩ E = ∅, because for the determination of premeasure m α ε (E) it is enough to consider coverings with E i ∩ E = ∅. For any E i there exists a cylindrical interval Δ n i ≡ Δ α 1 ...α n i ∈ A n i such that Δ α 1 ...α n i ⊂ E i , and E i does not contain intervals from
. Therefore, the set E i ∩ E is contained in the union of at most 4 isometric cylindrical n i -rank intervals (including Δ α 1 ...α n i ). Hence, |Δ n i | < ε and
for any ε > 0, α > 0 and for an arbitrary ε-covering of the set E ⊂ S μ by intervals E i . Therefore,
(E). Taking the limit, we have
from which the desired inequality α 0 (E, A) α 0 (E) follows. 2
Theorem 2. For any sequence {a k } the Hausdorff-Besicovitch dimension of the topological support S μ satisfies the inequality
If, in addition, a k r k for all sufficiently large k, then
Remark. Here we give a direct proof of Theorem 2, and in the next section we shall show how this theorem can be obtained as a simple corollary of our main result about fine fractal properties of the probability measure μ ξ .
Proof. From S μ ⊂ F n it follows that S μ can be covered by 2 n isometric cylindrical intervals from A n whose diameters are equal r n . So, m α r n (S μ ) 2 n (r n ) α , ∀n ∈ N. Therefore,
then H α (S μ ) = 0. It is easy to check that inequality (12) is equivalent to the inequality
So, H α (S μ ) = 0 for any α > a 0 . Therefore,
Let us now prove the opposite inequality for the case where a k r k for all k k 0 . If k 0 = 1, then the random variable ξ can be represented in the form ξ = ξ (1) + ξ (2) , where (1) consists of an at most 2 k 0 −1 points and S μ is the arithmetic sum of sets S ξ (1) and S ξ (2) , we conclude that fractal properties of sets S ξ (2) and S μ completely coincide. Therefore, without loss of generality we may assume that a k r k for all k ∈ N . In such a case cylindrical intervals from A n have no common interior points.
From the remark in the introduction it follows that we may assume (without loss of generality) that p 0k > 0 and p 1k > 0, ∀k ∈ N. Lemma 1 says that in such a case the topological support S μ does not depend on the choice of the matrix p ik . Let us put p 0k = 1 2 , ∀k ∈ N. The corresponding (symmetric) probability measure μ will be "uniformly distributed" on the topological support S μ . From Lemma 2 it follows that for the determination of the Hausdorff-Besicovitch dimension of S μ it is enough to consider only coverings from the above defined family A of cylindrical intervals.
For a given ε > 0, let {B i } be an ε-covering of S μ by cylindrical intervals of rank n i (r n i ε, ∀i). Then,
From the definition of a 0 it follows that for a given δ > 0 there exists n(δ) ∈ N such that n log 2 − log r n a 0 − δ, ∀n > n(δ). Let us chose n 0 = n(ε, δ) such that n 0 > n(δ) and r n 0 ε, and let us consider coverings of S μ by cylindrical intervals whose ranks are greater than n 0 . Then,
for any r n 0 -covering of S μ by cylindrical intervals. Therefore,
So, H α (S μ , A) 1, ∀α < a 0 , and, hence,
Example 4. Let us construct a sequence {a k } such that the limit lim k→∞ (r k ) 1/k does not exist, and, therefore, we may not apply Cooper's results. Such a sequence can easily be constructed even from the sequence {
, deleting some of its terms. Let, for instance 
In such a case we have
,
and, therefore
From our calculations and (11) it follows that for the corresponding random variable we have
Fine fractal properties of generalized infinite Bernoulli convolutions
Our main aim in this section is to calculate the Hausdorff dimension dim H μ of, generally speaking, non-symmetric generalized infinite Bernoulli convolutions for the case where a k r k for all sufficiently large k (without any further restriction on the sequence {a k }) and to investigate the family of minimal dimensional supports of the corresponding measures (see Section 1 for the definitions).
To this end we shall formulate some additional definitions and give (without proof) two lemmas which are natural generalizations of Billingsley's results [4] , and can easily be proven in a completely similar way.
Let M be a fixed bounded subset of the real line, let Φ M be a fine covering family for M, let α be a positive number and let ν be a continuous probability measure. The ν-α-HausdorffBillingsley measure of a subset E ⊂ M w.r.t. Φ M is defined as follows:
where E j ∈ Φ M and j E j ⊃ E. Let Φ ν M be the image of a fine covering family under the distribution function F ν of a probability measure ν, i.e., Φ ν M = {E : E = F ν (E), E ∈ Φ M }. Since ν(E j ) = |E j | and j E j ⊃ E , we have
Therefore,
Let ν 1 and ν 2 be two continuous probability measures on the real line, let x be an arbitrary point from S μ and let Δ n (x) = Δ α 1 (x)α 2 (x)···α n (x) ∈ A n be an nth rank closed interval containing x.
and let A be the above defined family of cylindrical intervals. Then, for any δ 0 the following inequality holds:
then
Let us remind that we may assume (without loss of generality) that p 0k ∈ (0, 1) and a k a k+1 , ∀k ∈ N. 
where h j = −(p 0j ln p 0j + p 1j ln p 1j ).
Proof. Let k 0 be the minimal positive integer such that a k r k for all k k 0 . If k 0 = 1, then, as we already mentioned, the random variable ξ can be decomposed into the sum of independent random variables ξ (1) and ξ (2) , where ξ (1) (1) consists of an at most 2 k 0 −1 points and μ ξ is the convolution of measures μ ξ (1) and μ ξ (2) , we conclude that dim H μ ξ (2) = dim H μ ξ . Therefore, without loss of generality we may assume that a k r k for all k ∈ N . For the determination of the Hausdorff dimension dim H μ (see (2) for the definition) of the probability measure μ it is enough to consider only those Borel supports, which are subsets of the topological support of ξ .
Let Δ n (x) = Δ α 1 (x)α 2 (x)...α n (x) ∈ A n be the cylindrical interval containing the point x from S μ , let μ be the probability measure corresponding to the random variable ξ , and let ν be the Lebesgue measure. It is clear that
Let us consider the following expression:
.. is chosen randomly from S μ in such a way that P (α j (x) = i) = p ij (i.e., the distribution of the random variable x corresponds to the measure μ), then
is a sequence of independent random variables taking the values ln p 0j and ln p 1j with probabilities p 0j and p 1j respectively. It is easy to see that Therefore, from the strong law of large numbers it follows that for μ-almost all points x ∈ S μ the following condition holds:
where
, and let us consider the set
Since a k r k , ∀k ∈ N , we conclude that r n 1 2 n , and the sequence { 1 n ln r n } is uniformly bounded from zero. Therefore, μ(T ) = 1 and, hence, α μ (T , A) = 1.
Let us consider the following subsets:
Proof. The first statement of the Corollary has already been proven (in the proof of Theorem 3). From (18) it follows that the set T * is a support of the measure μ. Since the sequence { 1 n ln r n } is uniformly bounded from zero, from (19) it follows that T * ⊂ T . So, T * is a minimal dimensional support of μ. 2 Corollary 2. Let a k r k for all sufficiently large k.
If for any x ∈ S μ the following condition Let us study more precisely the family of minimal dimensional supports of the measure μ for the case, where ξ k are independent identically distributed random variables (p 0k = p 0 > 0, p 1k = p 1 > 0). To this end let us introduce some auxiliary notations.
For a given series ∞ k=1 a k with a k r k for all sufficiently large k, let a = {a k } and let Δ n (x) = Δ α 1 (x)α 2 (x)...α n (x) be the n-rank cylindrical interval containing x (see (8) for the definition). Then 
Equality (23) is said to be the a-representation for points from S μ . If x is not an end-point of a cylindrical interval, then x has a unique representation in the form (23).
Let N a i (x, k) be the number of digits "i" among the first k digits in the a-representation of x, i.e. exists, then its value is said to be the (asymptotic) frequency of the digit "i" in the a-representation of x and it will be denoted by ν a i (x). Remark 2. We have proven the latter theorem in such a way that the proof can be applied for cases where the random variables ξ k are non-identically distributed and it is possible, for instance, to construct a measure μ ξ such that the corresponding minimal dimensional support will consists of only essentially non-normal numbers (see, e.g., [1, 2] ).
