A fast semi-implicit difference method for a nonlinear two-sided space-fractional diffusion equation with variable diffusivity coefficients by Chen, S. et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Chen, S., Liu, F., Jiang, X., Turner, I., & Anh, V.
(2015)
A fast semi-implicit difference method for a nonlinear two-sided space-
fractional diffusion equation with variable diffusivity coefficients.
Applied Mathematics and Computation, 257, pp. 591-601.
This file was downloaded from: https://eprints.qut.edu.au/82652/
c© Copyright 2015 Elsevier
This is the author’s version of a work that was accepted for publication in Applied Math-
ematics and Computation. Changes resulting from the publishing process, such as peer
review, editing, corrections, structural formatting, and other quality control mechanisms
may not be reflected in this document. Changes may have been made to this work since it
was submitted for publication. A definitive version was subsequently published in Applied
Mathematics and Computation, [VOL 257, (2015)] DOI: 10.1016/j.amc.2014.08.031
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
https://doi.org/10.1016/j.amc.2014.08.031
A fast semi-implicit dierence method for a nonlinear
two-sided space-fractional diusion equation with
variable diusivity coecients
S. Chena, F. Liub,, X. Jianga, I. Turnerb, V. Anhb
aSchool of Mathematics, Shandong University, Jinan 250100,P.R.China
bSchool of Mathematical Sciences, Queensland University of Technology, Queensland
4001, Australia
Abstract
In this paper, we derive a new nonlinear two-sided space-fractional diu-
sion equation with variable coecients from the fractional Fick's law. A
semi-implicit dierence method (SIDM) for this equation is proposed. The
stability and convergence of the SIDM are dicussed. For the implementation,
we develop a fast accurate iterative method for the SIDM by decomposing the
dense coecient matrix into a combination of Toeplitz-like matrices. This
fast iterative method signicantly reduces the storage requirement of O(n2)
and computational cost of O(n3) down to n and O(n log n), where n is the
number of grid points. The method retains the same accuracy as the un-
derlying SIDM solved with Gaussian elimination. Finally, some numerical
results are shown to verify the accuracy and eciency of the new method.
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1. Introduction
In the past few decades, anomalous diusion modeled using governing
equations involving space- and/or time-fractional operators has generated
great interest. From the point of view of probability, fractional calculus
describe an anomalous diusion phenomenon, in which a cloud of particles
spreads in a dierent manner than traditional diusion (see [1] for details).
The fractional diusion model provides a more adequate and accurate de-
scription of memory and hereditary properties of anomalous transport pro-
cess in heterogenous porous media, and has been successfully applied to
simulate processes in biological systems [2, 3, 4, 5, 6], hydrology [7, 8, 9],
image processing [10], and physics [11].
In practical problems, the diusion coecient is usually space or time
dependent. However, few papers have focused on the variable-coecient
space fractional diusion equation in conservative form. Therefore, it is the
aim of this paper to derive a more generalized fractional diusion model
with variable coecients in conservative form. According to the principle of
conservation of mass, the equation of continuity in one-dimensional form is
given by
@u(x; t)
@t
+
@Q(x; t)
@x
+ f(u; x; t) = 0; (1)
where Q(x; t) denotes the diusion ux, f(u; x; t) is the nonlinear source
term, and u(x; t) is the distribution function of the diusing quantity. We
modied the classical Fick's law by
Q(x; t) =  C(x) @
@x
Z x
a
k+(x; )u(; t)d
 D(x) @
@x
Z b
x
k (x; )u(; t)d; (2)
where C(x) andD(x) are the nonnegative diusion coecients, C(x) decreas-
es monotonically with respect to x and D(x) increases monotonically with
respect to x in the domain [a; b]; k+(x; ), k (x; ) are the kernel functions
dened by (
k+(x; ) =
1
 (1 )(x  ) ; for a    x;
k (x; ) = 1 (1 )(   x) ; for x    b;
(3)
2
with 0 <  < 1. The combination of Eqs.(1) and (2) results in the following
conservative form of a nonlinear two-sided space-fractional diusion model
with variable diusivity coecients:
@u(x; t)
@t
=
@
@x

C(x)
@u(x; t)
@x
 D(x)@
u(x; t)
@( x)

+ f(u; x; t);
a  x  b; 0 <  < 1; t > 0; (4)
where the operators @

@x
, @

@( x) are the left and right Riemann-Liouville
fractional derivatives (see [1, 12, 13]) dened by
@u(x; t)
@x
=
1
 (n  )
@n
@xn
Z x
a
u(; t)
(x  )+1 nd; (5)
@u(x; t)
@( x) =
( 1)n
 (n  )
@n
@xn
Z b
x
u(; t)
(   x)+1 nd; (6)
respectively, for n 1   < n, where n is an integer. In this paper, we focus
on the construction of an unconditionally stable and eective semi-implicit
dierence scheme for (4) subjected to the boundary and initial conditions
u(a; t) = u(b; t) = 0; 0  t  T; (7)
u(x; 0) = (x); a  x  b: (8)
Anh and Leonenko [14] presented a spectral representation of the mean-
square solution of the fractional kinetic equation with random initial con-
dition. Generally, numerical solution techniques are preferred when dealing
with fractional models since the analytical solutions are only available for a
few simple cases. During the last decade, extensive research has been carried
out on the development of ecient numerical solutions for fractional partial
dierential equations, including nite dierence methods [15, 16, 17, 18, 19,
20], the nite volume method [21], the nite element method [22, 23, 24],
and the spectral method [25, 26]. In contrast to numerical methods for the
integer-order partial dierential equation, which usually generates a banded
coecient matrix, the nite dierence discretization of the space-fractional
model results in a linear system with a full, or dense, coecient matrix. Nor-
mally speaking, owing to the non-local nature of fractional operators, the
traditional approach (Gaussian elimination method, for instance) to solve
the resulting linear system requires an O(n2) storage and an O(n3) compu-
tational cost for a problem of size n. Therefore, from the computational
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point of view, ecient and eective numerical methods that can signicantly
reduce the amount of CPU time are of high importance. Wang et al. [27] de-
veloped an O(n log2 n) fast nite dierence method for a fractional diusion
equation by carefully analyzing the special structure of the coecient ma-
trix, and then extended this technique to derive a fast alternating-direction
nite dierence method for the two-dimensional fractional diusion model
[28]. Wang et al. [29] constructed a fast conjugate gradient squared method
(FCGS) by decomposing the coecient matrix into a combination of sparse
and Toeplitz-like matrices. Moroney [30] presented a fast Poisson precon-
ditioner for a Jacobian-free Newton-Krylov method to solve the nonlinear
space-fractional diusion equations.
In this paper, we develop a semi-implicit dierence method (SIDM) for
the new nonlinear two-sided space-fractional diusion equation with variable
coecients and prove the unconditional stability and convergence of the SID-
M. Based on the observation that the coecient matrix of the SIDM can be
decomposed into a combination of sparse and Toeplitz-like dense matrices,
we develop a fast bi-conjugate gradient stabilized method (FBi-CGSTAB)
for the proposed dierence strategy by exploiting the Toeplitz-like structure
of the coecient matrix.
The remainder of this paper is organized as follows. In Section 2, we
construct a semi-implicit dierence method (SIDM) for a space-fractional
diusion model (4). In Section 3, we discuss the consistency and solvabili-
ty, stability, and convergence of the SIDM. In Section 4, we present a fast
bi-conjugate gradient stabilized method that signicantly reduces the compu-
tational complexity from O(n3) to O(n log n) and the memory requirement
from O(n2) to O(n) for the model of size of n. Finally, we carry out nu-
merical experiments to verify the performance of our method by comparing
consumed CPU time with the regular method in section 5.
2. A semi-implicit dierence method
For the derivation of a semi-implicit dierence method, we dene a u-
niform grid of mesh points (xi; tk), with xi = a + ih; i = 0; 1; :::; n + 1
and tk = k; k = 0; 1; :::;m where n;m are positive integers; h;  are the
mesh-width in the x direction and temporal step respectively. We de-
note the exact and numerical solutions at the mesh point (xi; tk) by U
k
i =
u(xi; tk) and u
k
i , respectively. Let u
k = (uk1; u
k
2; :::; u
k
n)
T be the numeri-
cal solution vector, Uk = (Uk1 ; U
k
2 ; :::; U
k
n)
T be the exact solution vector,
4
Fk = (fk1 ; f
k
2 ; :::; f
k
n)
T with fki (u) = f(u(xi; tk); xi; tk) be the source term vec-
tor,  = (1; 2; :::; n)
T be the initial condition vector. For the sake of this
article, let c a positive real constant whose value will be implicitly determined
by the surrounding context.
In order to obtain an unconditionally stable dierence scheme, we use the
backward Euler dierence scheme for the temporal derivative, and the shifted
left and standard right Grunwald-Letnikov fractional derivatives (see [15, 16])
to approximate the left and right Riemann-Liouville fractional derivatives
respectively. Specically, we have the following formulae:
@u(xi; tk)
@t
=
u(xi; tk)  u(xi; tk 1)

+O(); (9)
@u(xi; tk)
@x
=
1
h
i+1X
j=0
gj u(xi+1 j; tk) +O(h); (10)
@u(xi; tk)
@( x) =
1
h
n+1 iX
j=0
gj u(xi+j; tk) +O(h); (11)
f(u(xi; tk); xi; tk) = f(u(xi; tk 1); xi; tk 1) +O(); (12)
for 1  i  n and 1  k  m, where the coecients gj = ( 1)j
 

j

.
Therefore, we obtain a fully discrete approximation for model (4) and
(7)-(8) at (xi; tk) as
uki   uk 1i

 1
h

C(x)
@u(x; t)
@x
 D(x)@
u(x; t)
@( x)

jxixi 1 + fk 1i (u)
=
1
h+1
 
iX
j=1
(Cig

i+1 j   Ci 1gi j)ukj + Cig0 uki+1
!
(13)
+
1
h+1
 
Di 1g0 u
k
i 1 +
nX
j=i
(Di 1gj+1 i  Digj i)ukj
!
+ fk 1i (u):
After some rearrangements, Eq.(13) leads to
  r[
iX
j=1
(Cig

i+1 j   Ci 1gi j)ukj + Cig0 uki+1] + uki
  r[Di 1g0 uki 1 +
nX
j=i
(Di 1gj+1 i  Digj i)ukj ] = uk 1i + fk 1i (u); (14)
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where r = 
h+1
is the step ratio. In matrix form, we have(
(I + rA)uk = uk 1 + Fk 1;
u0 = ;
(15)
where I is the n  n identity matrix and for A = (aij); i; j = 1; 2; :::n, the
entries are dened by
aij =
8>>>>>><>>>>>>:
 (Cigi+1 j   Ci 1gi j) when j  i  2;
 (Cig2   Ci 1g1 ) Di 1g0 when j = i  1;
 (Cig1   Ci 1g0 )  (Di 1g1  Dig0 ) when j = i;
 Cig0   (Di 1g2  Dig1 ) when j = i+ 1;
 (Di 1gj+1 i  Digj i) when j  i+ 2:
(16)
3. Theoretical analysis of the SIDM
Prior to presenting the theoretical analysis of the semi-implicit dierence
method (14), or (15), for our anomalous diusion model (4), we rstly state
the following lemma.
Lemma 3.1 (see [15, 16, 21] ). The coecients gj = ( 1)j
 

j

when 0 <
 < 1 satisfy the properties
1.
1P
j=0
gj = 0.
2. g0 = 1 and g

j < 0 for j = 1; 2; :::
3.
nP
j=0
gj  0 for any n  1.
4. gj+1   gj = g+1j+1  0 for j = 1; 2; :::
5.
nP
j=0
g+1j  0 for any n  1.
Remark 3.1. The dierence scheme (14) can be rewritten as
  r[
i+1X
j=1
Cig
+1
i+1 ju
k
j +
iX
j=1
(Ci   Ci 1)gi jukj ] + uki
  r[
nX
j=i 1
Di 1g+1j+1 iu
k
j +
nX
j=i
(Di 1  Di)gj iukj ] = uk 1i + fk 1i (u): (17)
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3.1. Consistency and solvability
Theorem 3.1 (Consistency). The semi-implicit dierence method dened by
(14) or (15) is consistent with model (4) of order O(h+ ).
Proof. The equivalent form (4) can be written as
@u(x; t)
@t
= C(x)
@+1u(x; t)
@x+1
+D(x)
@+1u(x; t)
@( x)+1
+
@C(x)
@x
@u(x; t)
@x
  @D(x)
@x
@u(x; t)
@( x) + f(u; x; t): (18)
We obtain the local truncation error term, using (17) and (18), as
Rki =
Uki   Uk 1i

  1
h+1
 
i+1X
j=1
Cig
+1
i+1 jU
k
j +
iX
j=1
(Ci   Ci 1)gi jUkj
!
  1
h+1
 
nX
j=i 1
Di 1g+1j+1 iU
k
j +
nX
j=i
(Di 1  Di)gj iUkj
!
  f(Uk 1i )
=

Uki   Uk 1i

  @u
@t
jki

+
 
C
@+1u
@x+1
jki  
1
h+1
i+1X
j=1
Cig
+1
i+1 jU
k
j
!
+
 
@C
@x
@u
@x
jki  
(Ci   Ci 1)
h
1
h
iX
j=1
gi jU
k
j
!
+
 
D
@+1u
@( x)+1 j
k
i  
1
h+1
nX
j=i 1
Di 1g+1j+1 iU
k
j
!
+
 
(Di  Di 1)
h
1
h
nX
j=i
gj iU
k
j  
@D
@x
@u
@x
jki
!
+ f(Uki )  f(Uk 1i )
= O( + h): (19)
This proves the consistency of our scheme.
Theorem 3.2 (Solvability). If C(x)  0 decreases monotonically with respect
to x and D(x)  0 increases monotonically with respect to x in [a; b], then
the dierence scheme (15) is uniquely solvable.
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Proof. One can obtain
Ci 1  Ci  0; Di  Di 1  0 for j = 1; 2; :::n+ 1; (20)
since C(x)  0 decreases monotonically with respect to x and D(x)  0
increases monotonically with respect to x in [a,b]. According to Lemma 3.1,
we have
Cig

j+1  Cigj  Ci 1gj ; Di 1gj+1  Di 1gj  Digj : (21)
Let ri be the sum of elements along the ith row excluding the diagonal
elements aii, then
ri =
n 1X
j = 1
j 6= i
jaijj =
i 2X
j=1
(Cig

i+1 j   Ci 1gi j) + (Cig2   Ci 1g1 ) +Di 1g0
+ Cig

0 + (Di 1g

2  Dig1 ) +
N 1X
j=i+2
(Di 1gj+1 i  Digj i)
= Ci(
iX
j=0
gj   g1 )  Ci 1(
i 1X
j=0
gj   g0 )
+ Di 1(
N iX
j=0
gj   g1 ) Di(
N i 1X
j=0
gj   g0 )
= (Ci   Ci 1)
i 1X
j=0
gj + Cig

i   Cig1 + Ci 1g0
+ (Di 1  Di)
N i 1X
j=0
gj +Di 1g

N i  Di 1g1 +Dig0
  Cig1 + Ci 1g0  Di 1g1 +Dig0 = aii: (22)
Naturally, the matrix I+ rA is strictly diagonally dominant since the matrix
A is diagonally dominant, which guarantees the invertibility of the matrix
I + rA.
3.2. Stability and convergence
For the stability and convergence analysis, we assume the nonlinear source
term f(u; x; t) is Lipschitz continuous, i:e: for some L > 0,
jf(u(x; t); x; t)  f(v(x; t); x; t)j  Lju  vj; (23)
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for all u(x; t); v(x; t) over [a; b]  [0; T ]. Let ki = uki   euki ; i = 1; 2; :::; n;
represents the corresponding error with Ek = (k1; 
k
2; :::; 
k
n)
T . Supposing
kEkk1 = max
1in 1
jki j = jkl j, we have the following theorem.
Theorem 3.3 (Stability). If C(x)  0 decreases monotonically with respec-
t to x and D(x)  0 increases monotonically with respect to x in [a,b] and
f(u; x; t) is Lipschitz continuous, then dierence scheme (14) is uncondition-
ally stable with respect to the initial data, and
kEkk1  ckE0k1; for k = 1; 2; :::;m; (24)
where c is a positive number independent of h and  .
Proof. The consistency Theorem 3.1 and Remark 3.1 enable us to write
 r
i+1X
j=1
Cig
+1
i+1 j
k
j   r
iX
j=1
(Ci   Ci 1)gi jkj + ki   r
nX
j=i 1
Di 1g+1j+1 i
k
j
 r
nX
j=i
(Di 1  Di)gj ikj = k 1i + f(uk 1i ; xi; tk 1)  f(euk 1i ; xi; tk 1);(25)
with k0 = e
k
n+1 = 0; k = 1; 2; :::;m.
On the other hand, it follows from Lemma 3.1 that
 r
l+1X
j=1
Clg
+1
l+1 j  0;  r
lX
j=1
(Cl   Cl 1)gl j  0; (26)
 r
nX
j=l 1
Dl 1g+1j+1 l  0;  r
nX
j=l
(Dl 1  Dl)gj l  0: (27)
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Thus, we have
kEkk1 = jkl j
 jkl j   r
l+1X
j=1
Clg
+1
l+1 jjkl j   r
lX
j=1
(Cl   Cl 1)gl jjkl j
  r
nX
j=l 1
Dl 1g+1j+1 ljkl j   r
nX
j=l
(Dl 1  Dl)gj ljkl j
  1  rClg+11   r(Cl   Cl 1)g0   rDl 1g+11   r(Dl 1  Dl)g0  jkl j
  r
l+1X
j = 1
j 6= l
Clg
+1
l+1 jjkj j   r
l 1X
j=1
(Cl   Cl 1)gl jjkj j
  r
nX
j = l  1
j 6= l
Dl 1g+1j+1 ljkj j   r
nX
j=l+1
(Dl 1  Dl)gj lkj
 jkl   r
l+1X
j=1
Clg
+1
l+1 j
k
j   r
lX
j=1
(Cl   Cl 1)gl jkj
  r
nX
j=l 1
Dl 1g+1j+1 l
k
j   r
nX
j=l
(Dl 1  Dl)gj lkj j
= jk 1l + f(uk 1l ; xl; tk)  f(euk 1l ; xl; tk)j
 (1 + L)jk 1l j = (1 + L)kkE0k1
 exp(kL)kE0k1
 exp(LT )kE0k1 = ckE0k1: (28)
Theorem 3.4 (Convergence). If C(x)  0 decreases monotonically with re-
spect to x and D(x)  0 increases monotonically with respect to x in [a; b]
and f(u; x; t) is Lipschitz continuous, then there is a positive constant c in-
dependent of h and  , such that for all i and k
jUki   uki j  c(h+ ): (29)
Proof. Let ki = U
k
i   uki ; i = 1; 2; :::; n; Yk = (k1; k2; :::; kn)T and Rk =
10
(Rk1 ; :::; R
k
n)
T . We have,
  r
i+1X
j=1
Cig
+1
i+1 j
k
j   r
iX
j=1
(Ci   Ci 1)gi jkj + ki
  r
nX
j=i 1
Di 1g+1j+1 i
k
j   r
nX
j=i
(Di 1  Di)gj ikj
= k 1i + f(U
k 1
i ; xi; tk 1)  f(uk 1i ; xi; tk 1) + Rki ; (30)
with 0i = 0; i = 0; 1; :::; n+ 1 and 
k
0 = 
k
n+1 = 0; k = 1; 2; :::;m.
Therefore,
kYkk1  jkl   r
l+1X
j=1
Clg
+1
l+1 j
k
j   r
lX
j=1
(Cl   Cl 1)gl jkj
  r
N 1X
j=l 1
Dl 1g+1j+1 l
k
j   r
N 1X
j=l
(Dl 1  Dl)gj lkj j
= jk 1l + f(Uk 1l ; xl; tk 1)  f(uk 1l ; xl; tk 1) + Rkl j
 (1 + L)jk 1l j+ c( 2 + h)
 (1 + L)kkY 0k1 +
k 1X
p=0
(1 + L)pc( 2 + h)
 (1 + L)kkc( + h)  exp(kL)Tc( + h)
 c(h+ ): (31)
That is, for any x and t, if h and  approach zero such that (ih; k)! (x; t),
then our numerical solution uki converges to U
k
i .
Remark 3.2. Theorems 3.1-3.4 are also applicable for the case when the d-
iusion coecients C(x) and D(x) are time-dependent. The proofs do not
change markedly.
4. An ecient iterative algorithm
As we can see from (15), SIDM for fractional diusion model (4) generates
a full coecient matrix. Consequently, a direct solver for (15) (Gaussian
elimination, for example) requires the computational eort of O(n3) per time
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step and storage memory of O(n2), which represents a high computational
expense. In this section, we present an ecient and eective iterative method
for (15), which signicantly reduces the computational cost to O(n log n) per
iteration and the storage requirement to O(n).
4.1. Ecient storage of matrix A
A careful observation leads us to decompose matrix A as
A =  A+   A ; (32)
A+ = diag(KL1)AL1   diag(KL2)AL2 ; (33)
A  = diag(KR1)A
T
L1
  diag(KR2)ATL2 ; (34)
where
KL1 = (C1; C2; :::; Cn)
T ; KL2 = (C0; C1; :::; Cn 1)
T ;
KR1 = (D0; D1; :::; Dn 1)
T ; KR2 = (D1; D2; :::; Dn)
T ;
and AL1 and AL2 are Toeplitz matrices (see [31, 32]) of the form
AL1 =
0BBB@
g1 g

0    0
g2 g

1
. . .
...
...
. . . . . . g0
gn g

n 1    g1
1CCCA ; AL2 =
0BBB@
g0 0    0
g1 g

0
. . .
...
...
. . . . . . 0
gn 1 g

n 2    g0
1CCCA : (35)
Thus, we only need to store g = (g0; g1; :::; gn)
T ,KL = (C0; C1; C2; :::; Cn)
T ,
and KR = (D0; D1; :::; Dn 1; Dn)T instead of the full matrix A, which mean-
s that the total memory requirement for storing A has been signicantly
reduced from O(n2) to 3n+ 3 = O(n).
4.2. A fast bi-conjugate gradient stabilized method
Normally, an iterative method is preferred to solve large linear systems
since iterative methods can reduce the computational cost from O(n3) to
O(n2). We apply the bi-conjugate gradient stabilized method (Bi-CGSTAB)
to the non-symmetric linear system (15) to avoid the irregular convergence
patterns that may arise when using the conjugate gradient squared method
(CGS) (see [32, 33]).
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Algorithm 1 The Bi-Conjugate Gradient Stabilized Method for (15)
Step 1: In each time level tk, let u(0) = uk 1, b = uk 1 + Fk 1
Step 2: Compute r(0) = b Mu(0); Choose er (for example, er = r(0))
Step 3: for i = 1; 2; :::
i 1 = erT r(i 1)
if i 1 = 0 method fails
if i = 1
p(i) = r(i 1)
else
i 1 = (i 1=i 2)(i 1=!i 1)
p(i) = r(i 1) + i 1(p(i 1)   wi 1v(i 1))
endif
v(i) =Mp(i)
i = i 1=erTv(i)
s = r(i 1)   iv(i)
Check norm of s; if small enough:
set u(i) = u(i 1) + ip(i) and stop
t =Ms
!i = t
T s=tT t
u(i) = u(i 1) + ip(i) + !is
r(i) = s  !it
Check convergence; continue if necessary
for continuation it is necessary that !i 6= 0
end
Step 4: uk = u(i)
In the above algorithm, we denote M = (I + rA). Since all the other op-
erations require only O(n) of computational work, the major computational
cost of the entire algorithm is the matrix-vector multiplication Mu(0), Mp(i),
andMs of O(n2). Thus, we have to compute the matrix-vector multiplication
in an eective way to reduce the computational complexity.
Theorem 4.1. The matrix-vector multiplication Mu for any vector u 2 Rn
can be evaluated in O(n log n) operations.
Proof. In fact, by decomposition of (32)-(34), we have
Mu = u   r (diag(KL1)AL1u  diag(KL2)AL2u)
  r  diag(KR1)ATL1u  diag(KR2)ATL2u : (36)
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We only need to show that, for a Toeplitz matrix Tn(i; j) = tj i; i; j =
0; 1; :::; n 1:, Tnu can be evaluated in O(n log n) operations for u 2 Rn since
AL1 , AL2 , A
T
L1
, and ATL2 are Toeplitz matrices. The multiplication Tnu can
be computed by fast Fourier transform (FFTs) by rst embedding Tn into a
2n 2n circulant matrix C2n such that
C2n =

Tn Bn
Bn Tn

; Bn =
0BBBBBB@
0 t1 n    t 2 t 1
tn 1 0 t1 n
. . . t 2
... tn 1 0
. . .
...
t2
. . . . . . . . . t1 n
t1 t2    tn 1 0
1CCCCCCA : (37)
More precisely, the matrix-vector multiplication can be computed by:
C2n

u
0

=

Tn Bn
Bn Tn

u
0

=

Tnu
Bnu

: (38)
Furthermore, it is well-known that circulant matrices can be decomposed as
follows
C2n = F
 1
2n diag(F2nc)F2n; (39)
where c is the rst column vector of C2n and F2n is the 2n  2n discrete
Fourier transform matrix in which the entries of F2n are given by
(F2n)j;k =
1p
2n
e
2ijk
2n ; i  p 1; (40)
for 0  j; k  2n   2. Therefore, for any vector u 2 Rn, the matrix-vector
multiplication Tnu can be obtained in O(n log n) operations by evaluating
(23) through the celebrated fast Fourier transform (FFTs), i.e.
C2n

u
0

= F 12n diag(F2nc)F2n

u
0

; (41)
which means that the manipulation of Mu has a signicantly reduced com-
putational cost of O(n log n).
5. Numerical results
In this section, we consider two space-fractional diusion models (4) with
dierent dispersiveness to verify the eectiveness of the semi-implicit numer-
ical scheme (14) and the eciency of implementation of fast bi-conjugate
14
gradient stabilized method (FBi-CGSTAB) developed in section 4. In the
rst model, we test the convergence property of the semi-implicit scheme
(14). While, in the second model, we investigate the performance of the
FBi-CGSTAB versus the regular bi-conjugate gradient stabilized method
(Bi-CGSTAB), and Gaussian elimination for scheme (14). All numerical
computations were carried out using MATLAB on an ASUS N43S laptop
with conguration: Intel(R) Core i5-2410M, 2.3GHz and 4G RAM.
Model 1 (Parabolic case) In this model, we simulate the variable coe-
cients anomalous diusion model (4) with
C(x) =
1  x2
2
; D(x) =
1 + x2
2
; (42)
(x) = x2(1  x)2; (43)
and the nonlinear source term
f(u; x; t) =  2e
 t[
p
u(x; t)x1 et=2  pu(x; t)(1  x)1 et=2   x2 ]
 (3  )
+
12e t[
p
u(x; t)x2 et=2  pu(x; t)(1  x)2 et=2   x3 ]
 (4  )
  24e
 t[
p
u(x; t)x3 et=2  pu(x; t)(1  x)3 et=2   x4 ]
 (5  )
  12e
 t[
p
u(x; t)x2 (1 + x)et=2 + (1  x)3 (1 + x2)]
 (4  )
+
6e t[
p
u(x; t)x1 (1 + x)et=2 + (1  x)2 (1 + x2)]
 (3  )
+
e t[x(1  x)1 (1 + x2) + x1 (1  x2)]
 (2  )   u(x; t); (44)
in which, the exact solution is u(x; t) = e tx2(1  x)2 2 [0; 1] [0; 1].
To investigate the convergence order, let
jjemh jj1 = max
1in 1
jumi   Umi j; (45)
be the absolute value of error of the numerical solution at the nal time step
tm = T against the exact solution for spatial step h. We compute the spatial
convergence order by
Order = log2(jjem2hjj1=jjemh jj1); (46)
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when  is suciently small, here chosen as  = 1 10 4.
Table 1: Investigation of convergence of semi-implicit scheme (14) in Model 1.
 h  jjemh jj1 observed order
0.2 0.05 0.0001 3.4375e-03 |
0.2 0.025 0.0001 1.7914e-03 0.9403
0.2 0.0125 0.0001 9.1122e-04 0.9752
0.2 0.00625 0.0001 4.5885e-04 0.9898
0.4 0.05 0.0001 1.9514e-03 |
0.4 0.025 0.0001 1.0150e-03 0.9430
0.4 0.0125 0.0001 5.1561e-04 0.9772
0.4 0.00625 0.0001 2.5928e-04 0.9917
0.6 0.05 0.0001 9.9446e-04 |
0.6 0.025 0.0001 5.3182e-04 0.9030
0.6 0.0125 0.0001 2.7360e-04 0.9589
0.6 0.00625 0.0001 1.3852e-04 0.9819
The computational results for the convergence behavior of the semi-
implicit dierence scheme (14) are presented in Table 1. It is observed from
Table 1 that the nite dierence scheme generates rst order convergence
in space for dierent values of fractional order . This is consistent with
our theoretical analysis and demonstrates that our scheme is eective for
solving a two-sided space-fractional diusion model with variable dispersive
coecients.
Model 2 (Linear case) In this model, we investigate the variable coe-
cients anomalous diusion model (4) with
C(x) =
1  x
2
; D(x) =
1 + x
2
; (47)
(x) = x2(1  x)2; (48)
over the spatial domain [0; 1] and the time interval [0; 1]. The nonlinear
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source term f(u; x; t) takes the following form
f(u; x; t) =  2e
 t[et=2
p
u(x; t)(x2  + (1  x)2 ) + (1  x)3 ]
 (4  )
+
6e t[et=2
p
u(x; t)(x1  + (1  x)1 ) + (1  x)2 ]
 (3  )
  e
 t[(1  x)1 (x+ x2) + x1 (1  x)]
 (2  )
+
e t[x2  + (1  x)2 ]
 (3  )  
6e t[x3  + (1  x)3 ]
 (4  )
+
12e t[x4  + (1  x)4 ]
 (5  )   u(x; t); (49)
so that (4) and (32)-(33) has u(x; t) = e tx2(1   x)2 as the exact solu-
tion. We denote the numerical solution of (15) solved by Gaussian elimina-
tion, regular Bi-CGSTAB, and fast Bi-CGSTAB by umGauss, u
m
Bi CGSTAB, and
umFBi CGSTAB respectively. In the process of regular Bi-CGSTAB, and fast
Bi-CGSTAB, we set
kr(i0)k2
kr(0)k2 < 10
 5; (50)
as the stopping criterion and Maxiter = 10
6 as the maximum iteration num-
ber.
In Table 1, we present the error of the numerical solutionumFBi CGSTAB,
umBi CGSTAB, and u
m
Gauss at the nal time T = 1 against the exact solution
in the L1, L2, and L1 norms for dierent spatial and temporal steps. The
computational results show that the fast Bi-CGSTAB developed in section 4
is ecient and reliable for (4) as the three numerical algorithms approximate
the exact solution with the same accuracy.
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Table 2: Comparison of the convergence property of FBi-CGSTAB versus Gauss elimina-
tion and Bi-CGSTAB in Model 2.
 n = m L1-Error L2-Error L1-Error
Gaussian elimination 0.8 27 3.7289e-03 3.9953e-04 6.3053e-05
0.8 28 3.7836e-03 2.8873e-04 3.2251e-05
0.8 29 3.8115e-03 2.0630e-04 1.6297e-05
0.8 210 3.8252e-03 1.4660e-04 8.1887e-06
0.8 211 * * *
Bi-CGSTAB 0.8 27 3.6392e-03 3.8137e-04 5.8732e-05
0.8 28 3.5276e-03 2.5303e-04 2.6447e-05
0.8 29 3.1304e-03 1.5432e-04 1.0200e-05
0.8 210 2.8468e-03 1.0868e-04 6.4109e-06
0.8 211 2.8253e-03 7.8393e-05 3.3265e-06
FBi-CGSTAB 0.8 27 3.6454e-03 3.8253e-04 5.8870e-05
0.8 28 3.5298e-03 2.5317e-04 2.6450e-05
0.8 29 3.1385e-03 1.5437e-04 1.0110e-05
0.8 210 2.8447e-03 1.0867e-04 6.4137e-06
0.8 211 2.8250e-03 7.8377e-05 3.3255e-06
In Table 3, we display the consumed CPU time to run the Gaussian elim-
ination, the regular Bi-CGSTAB, and fast Bi-CGSTAB for dierent spatial
and temporal steps corresponding to the results reported in Table 2. We ob-
serve that the fast Bi-CGSTAB has signicantly reduced the computational
requirements of the implicit dierence scheme (15). The fast Bi-CGSTAB
reduces the CPU time from more than twelve hours consumed by Gauss e-
limination to less than nineteen seconds for a model with 1024 spatial nodes
and 1024 time steps. Another advantage of Bi-CGSTAB to be mentioned is
that the average iteration number never increases signicantly as we halve
the spatial and time steps. In our observations, the average iteration number
tends to be 21 regardless of the scale of the model under consideration.
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Table 3: Comparison of the consumed CPU time of FBi-CGSTAB versus Gauss elimination
and Bi-CGSTAB in Model 2.
 n = m CPU time
Gaussian elimination 0.8 27 9.9373s
0.8 28 1.1583e+02s1min55s
0.8 29 1.8981e+03s31min38s
0.8 210 4.3637e+04s12h7min17s
0.8 211 ****
Bi-CGSTAB 0.8 27 0.8892s
0.8 28 1.74721s
0.8 29 7.1760s
0.8 210 55.6768s
0.8 211 5.1504e+02s 8min35s
FBi-CGSTAB 0.8 27 0.6708s
0.8 28 1.5288s
0.8 29 5.1324s
0.8 210 18.9541s
0.8 211 1.7714e+02s2min57s
Remark: The scheme presented for the fractional derivative in this
paper is rst order in space. Many researchers have devoted their eorts
to develop eective approximations of higher order for the fractional op-
erator (see [34, 35, 36] and references therein). However, the high order
methods reported in the literature are not straightforward to be applied to
our variable-coecient fractional diusion model to obtain an uncondition-
ally stable scheme. Unconditionally stable high order methods for space-
fractional diusion equation with variable coecients is important and a
challenging task. Their study will form a future objective of our research.
6. Conclusions
In this paper, we have derived a new two-sided space-fractional diusion
model with variable diusivity coecients from the fractional Fick's law.
We constructed an unconditionally stable implicit dierence scheme for our
model. We developed a fast bi-conjugate gradient stabilized method (FBi-
CGSTAB) for the proposed dierence strategy by exploiting the Toeplitz-
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like structure of the coecient matrix. From the computational point of
view, FBi-CGSTAB has signicantly reduced the computational complexity
to O(n log n) per iteration and storage requirement to O(n), while retaining
the same accuracy as Gaussian elimination. Numerical experiments high-
lighted that FBi-CGSTAB has a signicant reduction of CPU time, from
more than twelve hours consumed by a traditional method to less than nine-
teen seconds for the space-fractional diusion model with 1024 spatial nodes
and 1024 time steps.
Acknowledgements
The project was supported by the National Natural Science Foundation
of China 91130017 and China Scholarship Council (CSC). The rst author
also thanks the School of Mathematical Sciences at QUT for supporting the
research.
References
[1] M.M. Meerschaert, A. Sikorskii, Stochastic Models for Fractional Cal-
culus, De Gruyter, Berlin, 2012.
[2] F. Liu, V. Anh, and I. Turner, Numerical solution of the space
fractional Fokker-Planck equation, J. Comput. Appl. Math., 166 (2004)
209-219.
[3] F. Liu, P. Zhuang, V. Anh, I. Turner and K. Burrage, Stability
and Convergence of the dierence Methods for the space-time fractional
advection-diusion equation, Applied Mathematics and Computation,
191 (2007) 12-20.
[4] W. Tan, C. Fu, W. Xie, H. Cheng, An anomalous subdiusion mod-
el for calcium spark in cardiac myocytes, Appl. Phys. Lett. 91 (2007)
183901(3pp).
[5] N. Gal, D. Weihs, Experimental evidence of strong anomalous diusion
in living cells, Phys. Rev. E 81 (2010) 020903(4pp).
[6] R.L. Magin, C. Ingo, L.C. Perez, W. Triplett, T.H. Mareci, Character-
iztion of anomalous diusion in porous biological tissues using fraction-
al order derivatives and entropy, Microporous Mesoporous Mater. 178
(2013) 39-43.
20
[7] Y. Zhang, D. Benson, M.M. Meerschaert, E.M.LaBolle, Space-fractional
advection dispersion equations with varible parameters: diverse formu-
las, numerical solutions, and application to the Macrodipersion Experi-
ment site data, Water Resour. Res. 43 (2007) W05439.
[8] P.K. Kundu,T.L. Bell, Space-time scaling behavior of rain statistics in
a stochastic fractional diusion model, J.Hydrol. 322 (2006) 49-58.
[9] V. Ganti, M.M. Meerschaert, E.F. Georgiou, E. Viparelli, G. Parker,
Normal and anomalous diusion of gravel tracer particles in rivers, J.
Geophys. Res. 115 (2010) F00A07(15pp).
[10] X. Zhou, Q. Gao, O. Abdullah, R.L. Magin, Studies of anomalous dif-
fusion in the human brain using fractional order calculus, Magn. Reson.
Med. 63 (2010) 562-569.
[11] Y. Sagi, M. Brook, I. Almog, N. Davidson, Observation of anomalous
diusion and fractional self-similarity in one dimension, Phys. Rev. Lett.
108 (2012) 093002(4pp).
[12] S. Samko, A. Kilbas, O. Marichev, Fractional Integrals and Derivatives:
Theory and Applications, Gordon Breach, New York, 1993.
[13] I.Podlubny, Fractional Dierential Equations, Academic Press, New Y-
ork, 1999.
[14] V.V. Anh, N.N. Leonenko, Spectral analysis of fractional kinetic equa-
tions with random data, J.Stat.Phys. 104 (2001) 1349-1387.
[15] M.M. Meerschaert, C. Tadjeran, Finite dierence approximations for
fractional advection-dispersion ow equations, J. Comput. Appl. Math.
172 (2004) 65-77.
[16] C. Tadjeran, M.M. Meerschaert, H.P. Scheer, A second-order accu-
rate numerical approximation for the fractional diusion equation, J.
Comput. Phys. 213 (2006) 205-213.
[17] F. Liu, S. Chen, I. Turner, K. Burrage, V.Anh, Numerical simulation
for two-dimensional Riesz space fractional diusion equations with a
nonlinear reaction term, Cent. Eur. J. Phys. 11 (2013) 1221-1232.
21
[18] J. Ren, Z. Sun, X. Zhao, Compact dierence scheme for the fractional
sub-diusion equation with Neumann boundary conditions, J. Comput.
Phys. 232 (2013) 456-467.
[19] S. Chen, F. Liu, I. Turner, V. Anh, An implicit numerical method for the
two-dimensional fractional percolation equation, Appl. Math. Comput.
219 (2013) 4322-4331.
[20] H. Ye, F. Liu, V. Anh, I. Turner, Maximum principle and numerical
method for the multi-term time-space Riesz-Caputo fractional dieren-
tial equations, Appl. Math. Comput. 227 (2014) 531-540.
[21] H. Hejazi, T. Moroney, F. Liu, Stability and convegence of a nite vol-
ume method for the space fractional advection-dispersion equation, J.
Comput. Appl. Math. 255 (2014) 684-697.
[22] V.J. Ervin, N. Heuer, J.P. Roop, Numerical approximation of a time de-
pendent, nonlinear, space-fractional diusion equation, SIAM J. Numer.
Anal. 45 (2007) 572-591.
[23] N. Zhang, W. Deng, Y. Wu, Finite dierence/element method for a two-
dimensional modied fractional diusion equation, Adv. Appl. Math.
Mech. 4 (2012) 496-518.
[24] F. Zeng, C. Li, F. Liu, I. Turner, The use of nite dierence/element
approaches for solving the time-fractional subdiusion equation, SIAM
J. Sci. Comput. 35 (2013) 2976-3000.
[25] X.J. Li, C.J. Xu, A sapce-time spectral method for the time fractional
diusion equation, SIAM J. Numer. Anal. 47 (2009) 2108-2131.
[26] E.H. Doha, A.H. Bhrawy, D. Baleanu, S.S. Ezz-Eldien, On the shifted
Jacobi spectral approximations for solving fractional diferential equa-
tions, Appl. Math. Comput. 219 (2013) 8042-8056.
[27] H. Wang, K. Wang, T. Sircar, A direct O(N log2N) nite dierence
method for fractional diusion euqtions, J. Comput. Phys. 229 (2010)
8095-8104.
[28] H. Wang, K. Wang, An O(N log2N) alternating-direction nite dier-
ence method for two-dimensional fractional diusion euqtions, J. Com-
put. Phys. 230 (2011) 7830-7839.
22
[29] H. Wang, T.S. Basu, A fast nite dierence method for two-dimensional
space-fractional diusion equations, SIAM J. Sci. Comput. 34 (2012)
2444-2458.
[30] T. Moroney, Q. Yang, Ecient solution of two-sided nonlinear space-
fractional diusion equations using fast Poisson preconditioner, J. Com-
put. Phys. 246 (2013) 304-317.
[31] R.H. Chan, X.Q. Jin, An Introduction to Iterative Toeplitz Solvers,
SIAM, Philadephia, 2007.
[32] R. Barrett, M. Berry, T.F. Chan, J. Demmel, J. Donato, J. Dongarra,
V. Eijkhout, R. Pozo, C. Romine, H.V. der Vorst, Templates for the
solution of linear system: building blocks for iterative methods, SIAM,
Philadephia, 1994.
[33] H.A. van der Vorst, Bi-CGSTAB: a fast and smoothly converging variant
of Bi-CG for the solution of nonsymmetric linear systems, SIAM J. Sci.
Stat. Comput. 13 (1992) 631-644.
[34] H. Zhou, W.Y. Tan, W. Deng, Quasi-compact nite dierence schemes
for space fractional diusion equations, J. Sci. Comput. 56(2013)45-66.
[35] H.F. Ding, C.P. Li, Y.Q. Chen, High-order Algorithms for Riesz Deriva-
tive and Their Applications (I), Abstr. Appl. Anal. 2014 (2014) 653797
(17 pages).
[36] H.F. Ding, C.P. Li, Y.Q. Chen, High-order Algorithms for Riesz
Derivative and Their Applications (II), J. Comput. Phys. (2014),
http://dx.doi.org/10.1016/j.jcp.2014.06.007
23
