Abstract : We establish a simpli ed form for the Landau equation with Maxwellian-type molecules. We study in detail the Cauchy problem associated to this equation, and some qualitative features of the solution. Explicit solutions are given.
1.Introduction
The Landau equation (also called Fokker-Planck) is a common kinetic model in plasma physics. It is a nonlinear partial di erential equation where the unknown function, f, is the density of a \gas" in the phase space of all positions and velocities of \particles". We shall assume that these vary in I R N , N 2. In the case of a gas composed of a single species and if we assume that the density function is spatially homogeneous, ie does not depend on the position but only on the velocity, the Landau equation takes the following form ; (1) for t 0, v 2 I R N , and the unknown function is assumed to be nonnegative, integrable together with its moments up to order 2. Here and below, we shall always use the convention of implicit summation over repeated indices. The matrix (a ij (z)) is nonnegative symmetric, and depends on the interaction between particles. If we assume that any two particles at distance r interact with a force proportional to 1=r s , then a ij (z) = jzj +2 ( ij ? z i z j =jzj 2 );
(2) with = (s ? 5)=(s ? 1) for N = 3, and is some positive constant that we shall normalize to be 1. This equation is obtained as a limit of the Boltzmann equation, when all the collisions become grazing. See 17] for background and references on the subject.
The study of the spatially homogeneous equation, besides its intrisic interest, is important for numerical applications : indeed, simulation algorithms generally make a \splitting" and consider separately the variation of f due to the gas inhomogeneities, and the one due to collisions.
A particularly simple case occurs when s = 5 in the three-dimensional case, or more generally s = 2N ? 1 : such molecules are the so-called \Maxwel-lian molecules". Although these have been intensively studied for the Boltzmann equation (see for example 2]), we are aware of very little work in that direction in the frame of Landau equation. Note that Maxwellian molecules are commonly used in numerical simulations ( 4] , 11]). The purpose of our study is to investigate this simple case as completely as possible, in the hope to have a better understanding of the Landau equation in general. A wide class of potentials will be the object of other studies in a forthcoming work. It is also of interest to compare the results obtained in the frame of the Landau equation, to those already known for the Boltzmann equation. Indeed, the Landau equation takes into account only \grazing collisions", which often entail great mathematical di culties in the study of the Boltzmann equation { though these can generally be overcome in the homogeneous Maxwellian case 2].
In section 2 below, we shall obtain a simpli ed expression for the Landau equation with Maxwellian molecules, formula (9) ; after a brief discussion of the special case of isotropic distributions, where explicit solutions are easily available, we shall study in section 4 the form of the collision operator in the general case, then turn to the Cauchy problem associated to the equation, and insist on its regularizing properties. This will lead us to rewrite the Landau collision operator as the sum of several operators. For the convenience of the reader, this alternative form is recast in section 5, which is entirely self-contained. Sections 6 to 8 are devoted to some qualitative features of the solutions, as the decay to equilibrium, the temperature tails, and the positivity. Finally, in section 9, we exhibit a family of particular self-similar solutions.
Simpli ed expression
We can rewrite the Landau equation as
where a ij = a ij f, b i = b i f, b i = @ j a ij . It is easily checked that, at least formally, the following quantities are conserved
corresponding respectively to the mass, momentum and kinetic energy of the whole gas. We set For example, if V = 0, B (1) = (2E=N) . We note that the evolution of the moments of order 2 is entirely determined by the \gross conditions" M, V , B ij , of f 0 . This is also true for the Boltzmann equation 8]. Thus, in turn, the coe cients a ij ; b i ; c, depend only on these quantities. Now, for the sake of simplicity, we change the unknown function f tof such that f = M ?Nf (:= ), 
This equation is linear. It is equivalent to the nonlinear Landau equation only if we consider those solutions that have mass 1, bulk velocity zero, and energy N=2. We mention that this expression was obtained independently (and simultaneously) by Lemou 11] (for N = 3).
Before going further, we shall study the simple isotropic case.
The isotropic case : Ornstein-Uhlenbeck equation
Assuming that f is radially symmetric, and checks the normalization conditions (8), we have :
We set f = '(x), x = v This is the Ornstein-Uhlenbeck (or linear Fokker-Planck) equation, wellknown in kinetic theory as well as in probability. It can be used to describe the relaxation of brownian molecules in a gas. Its appearance in topics related to the Boltzmann equation was already noticed by Bobylev From this expression the asymptotic behaviour is clear : for t ! 1 the rst term of the convolution product converges to M, while the second term converges to a Dirac mass. We note that the Ornstein-Uhlenbeck semigroup is commonly used to obtain smooth interpolations between an arbitrary density and its associated Maxwellian (see 5] for an application in the eld of kinetic theory).
In 10] Lemou obtained a di erent expression of radial solutions of the spatially homogeneous Landau equation, in the form of a convergent series : it is a tedious but simple matter to check that the two expressions are equivalent provided that the convergence of all expressions is ensured. In particular, taking as initial data, for N = 3, The expressions obtained by Lemou are well adapted to treat initial data of the type (Maxwellian polynomial), while the one given above is more convenient for arbitrary initial data, which is compensated by a much greater cost in computation (the expression is only semi-explicit). We indicate brie y a systematic method to change from one expression to the other. It su ces for that purpose to compute convolution products of the form M 1 P (v)M 2 It can be easily checked that (apart from the equilibrium distribution) they are the only solutions of the Ornstein-Uhlenbeck equation taking the form M(v)P (v), where M is a Maxwellian distribution and P a collisional invariant. We think it likely that they constitue the only simple class of solutions invariant by the asymptotics of grazing collisions.
Finally, we note that Bobylev has exhibited a countable family of radial semi-explicit solutions (in the form of a convergent series) that check both Ornstein-Uhlenbeck and Boltzmann equation for some particular values of the parameter . After this brief discussion we go back to the general anisotropic case.
The collision operator and the Cauchy problem
The matrix a ij is clearly nonnegative in view of its de nition. We analyse its positivity. We can write
The matrix (B ij ) is obviously nonnegative in view of Cauchy inequality; we note that it is simply (up to a constant factor) v 2 times the orthogonal projection on the space orthogonal to v. At each non-zero velocity v it has only one degenerate direction, namely that of v (so that when applied to radial functions, this operator is totally degenerate and reduces to a rstorder operator, as we have seen in the preceding section).
As for the rst part : To prove that the matrix (A ij ) is nonnegative, we just have to prove that
in the sense of matrices. This is an easy matter in view of
The degeneracy can only happen if there is always equality in CauchySchwarz inequality, that is, if f is concentrated on some -axis.
Thus we have the following Proposition 1 : The second-order operator P a ij @ ij is the sum of two elliptic operators ; 1. the rst one has coe cients depending (smoothly) only on t and is always strictly elliptic unless t = 0 and f 0 is concentrated on a single line, whose direction is the only degeneracy direction; 2. the second one has coe cients depending only on v, reduces to 0 for v = 0 and elsewhere has always one unique degenerate direction, namely that of v.
As we shall always assume f 2 L 1 , we shall never be concerned with the degeneracy indicated in part 1 of this proposition. However, it would be possible to assume only that f is a nonnegative measure with bounded mass and energy.
We can now rewrite the equation as
(12) where
This decomposition provides an easy interpretation of the equation. Indeed, suppose for simplicity that (D ij ) = 0 : then L 1 is the usual OrnsteinUhlenbeck operator (that we shall denote by L). As for L 2 , we can make its structure more clear by a change to polar coordinates. To obtain practical explicit expressions, we shall rst illustrate this in the cases N = 2 and N = 3. Writing f(v 1 ; v 2 ) = f(r; ), where r 0, v 1 = r cos , v 2 = r sin , we obtain after some computation the following very simple expression.
Thus we see that the semigroup associated to L consists in an OrnsteinUhlenbeck di usion process, plus an additional di usion on each centered torus. This second di usion is very important for large r, where it strongly prevails over the spherical di usion induced by the Laplace operator. We also remark from their expression in polar coordinates that these two operators commute. But we know explicit formulas for the associated semigroups; indeed we have e tL 2 The convergence of the series in (13) is absolute for almost all r and all t > 0, and must be taken in distributional sense for t = 0. To justify the expression above it su ces to note that L 2 preserves the positivity and the integrability of its solution.
From the qualitative point of view, we notice that the solution becomes immediately very regular (C 1 ) and that it has a tendency to become radial very quickly, due to the important spherical di usion.
For N = 3, we use the usual spherical coordinates, that is, v 1 = r sin cos , v 2 = r sin sin , v 3 = r cos . We recall that By the way, we mention that Lemou 11] has noticed that the assumption (D ij ) = 0 makes it possible to obtain semi-explicit solutions in particular cases.
We can now examine the case (D ij ) 6 = 0. So no simple explicit formula is a priori available.
After these preparations, we can investigate the Cauchy problem associated to our equation. It was proven by Smirnova 14] under quite general hypotheses that a parabolic equation whose coe cients behave at in nity like v 2 (this is the limit case considered 14]) admits a unique classical solution (also unique in a class of suitable generalized solutions). In the present case, we can directly recover this theorem in a number of ways. For instance, we remark that a weak solution can be obtained as a limit of solutions of the Boltzmann equation 17]. We can also construct approximate solutions by truncating the coe cients at in nity, and then pass to the limit. Local regularity is then clear since the equation is locally strictly elliptic with C 1 coe cients : thus we get a classical solution. This is true even if f 0 is not regular : in all cases, L becomes strictly elliptic for all t > 0.
In fact the study made above enables us to conclude that there is global regularization of the solution, under the only hypothesis that f 0 2 L We shall now make a simple remark. With obvious notations, we set Q(f; h) = L f h. As we have seen in section 2, L f depends only on the \gross conditions" of f 0 (its moments up to order two), and on t. This entails Proposition 5 :
The solutions of the equation (1) for a given set of gross conditions form a convex set.
Let f be a solution of equation (1), and let g satisfy equation (9), such that g has vanishing mass, momentum and energy, and f + g 0. Then f + g is a solution of equation (1). The proof is immediate. For example, suppose that f and g are two solutions for which those parameters are the same, and take any two nonnegative real numbers and such that + = 1, Q( f + g; f + g) = Q( f + g; f)+ Q( f + g; g) = Q(f; f)+ Q(g; g):
We conclude this section with a very brief discussion of numerical simulations. The only case in which explicit solutions are not available is when (D ij ) 6 = 0, that is, R fv i v j is not always equal to ij . But even in the case when (D ij ) = 0, the intricate form of the solution makes it worth simulating the equation for numerical purposes. The most simple scheme to think of is to simulate rst an Ornstein-Uhlenbeck di usion, then a toric di usion. This is allowed since L 1 and L 2 commute. Now, if (D ij ) 6 = 0, we can still apply Trotter's formula, which would yield, if L 2 did not depend on t :
In fact L 1 is a distorted di usion whose coe cients depend on t. Therefore the preceding formula is not of practical use; it is better to replace in it L 1 by the operator L 1 obtained by freezing the coe cients of L 1 at time 0. Note that L 1 still depends on the matrix (D ij ) (which can be assumed to be diagonal) of the function to which it is applied. Therefore all L 1 in Trotter's formula will have di erent coe cients.
It is possible to implement this scheme in a deterministic way As both L 1 and L 2 preserve the mass, momentum, energy, positivity, and make the entropy decrease, we can think that the splitting will do the same. We note that @ ij f should be written @ i (f@ j ln f) to obtain a discrete scheme forcing the entropy to decrease 4].
Final decomposition of the Landau collision operator
In this very short section, we only sum up the decomposition that was done in the last section. Note that we use the same variable t as in equation (1), while in all the remaining of the paper, we rescale time to divide the collision kernel by N ?1 so that it coincide with the linear Fokker-Planck operator in the isotropic case.
New form of the collision operator : In a well-chosen orthonormal basis, the Landau equation (1) The rst operator is N times the linear Fokker-Planck operator, while the second one is the negative of a di usion operator. The sum of the two is a di usion operator. 6 . Weak formulations and applications : time-evolution of the moments, Maxwellian tails, energy estimates Thanks to the results of the preceding section, all the formal computations that we shall do in this section are easily justi ed, provided that the integrals converge.
Starting from equation (9), we multiply its solution f by a given smooth function '(v) and integrate over I R N . We still assume conditions (8) . Then It will be useful to give a simpli ed expression of <'> when ' is radial. Assume '(v) (17) We remark that all the moments M 2r 0 j 0 intervening in F are such that 2r 0 + j 0 j 2r + j j, with equality only if r = r 0 , = 0 , or r 0 = r + 1, j 0 j = j j ? 2. Thus we obtain a rule analogous to Truesdell's.
Rule : To establish explicitly the di erential equation checked by an arbitrary moment of the form M 2rj , it su ces to write all the di erential equations (17) 1. by increasing order of = 2r + j j; 2. for a xed value of , by decreasing order of r; until the desired values of r and are attained.
All these equations are then explicitly solvable one after another.
For j j + 2r 3, the coe cient appearing before M 2rj in equation (17) is a strictly negative, decreasing function of j j and of r. As soon as j j 3, or j j = 1; 2 and r 1, or j j = 0 and r 2, it is less than ?4. This makes it easy to prove, by a straightforward induction, that each moment return exponentially fast to its equilibrium value faster than Ce ?4t . We note that there is no contradiction in that the coe cient is not always equal to for j j = 2 : indeed, we have chosen a basis in which (D ij ) is diagonal. We sum up with the 3. There is no appearance of moments for the Landau equation, that is, no moment ever becomes nite if it is in nite at t = 0.
Parts 1 and 3 of the above theorem are true for the Boltzmann equation with Maxwellian potentials : the rst part was proven by Truesdell 8] , and the third one is obvious on the basis of Wild's formula. We note in passing that one of Truesdell's conjecture concerning the equations satis ed by the moments relies upon a non-resonance condition ( 8] , eq. (52.14) ) that was proven by Bobylev for quite di erent purposes ( 2] , eq. 14:9 ? 14:11).
We emphasize, however, that the second part of the theorem is false for the Boltzmann equation. Indeed, Truesdell proved that for the latter, no moment relaxes more slowly than the moments of order 2. On the contrary, in the case of the Landau equation, it is easily checked that, for example, if (D ij ) = 0, We shall now use formula (14) to investigate the behaviour of
f \measures" the way the energy is distributed among the velocities, and it is very useful in the study of some properties of kinetic equations, as can be seen in 5] for example. As the function x1 x K is singular, we shall replace it by a smooth approximation.
We consider a smooth function de ned on 0; 1), such that 0 1, (x) = 0 if x 1=2, (x) = 1 if x 1, and set
Using (16), we nd
Now (x=K) 0 (x=K) j 0 (x=K)j C (2x=K) (here and elsewhere C will denote any constant depending not on f, but only on the normalization (8) Corollary : f (K; t) ?! 0 as K ! 1, t ! 1, uniformly with respect to all f whose mass and energy is xed (or bounded by a given constant). We note that the properties of f are not so good in the Boltzmann context. As a simple illustration of the interest of this corollary, we mention that the following property holds 16].
Theorem 2 : Let (f n ) be a sequence of solutions of Boltzmann or Landau equations for Maxwellian molecules, such that (f n ) exists for the time t n , (t n ) ! 1, and fn (K; t n ) goes to 0 as K tends to in nity, uniformly with respect to n. Then, for any xed time t, f n (t) tends towards a Maxwellian distribution (in weak-measure sense for example).
The following consequence indicates that it is actually impossible to solve the backward Landau equation.
Corollary (\Liouville theorem for the Landau equation") : Let f be a solution of (1) A distribution function f such that T (f) < 1 is called rapidly decreasing.
Bobylev showed that the space of rapidly decreasing functions was particularly well-suited for the study of the Boltzmann equation, and constructed a whole theory in that frame. He remarked that, if f is a solution of the Boltzmann equation, then T is an increasing function of t, as can be seen most easily from the inequality f(t; v) f 0 (v)e ?t . This can be interpreted by saying that the distribution tail can only become worse with time (and of course T can be a strictly increasing function). This prevents the convergence towards the equilibrium to hold in L 1 with weight e v 2 =2 if the initial temperature tail is higher than the equilibrium temperature, that is, if T (f 0 ) > 1 in our case.
In this respect too, the Landau equation appears to depart from the Boltzmann equation, as we shall see.
We rst treat the case when (D ij ) = 0. We choose (x) = e x in (16), > 0, and compute We now apply the monotone convergence theorem, letting K go to innity : this yields T converges monotonically to 1; this should be compared to the Boltzmann equation, in the frame of which Bobylev proved : 1?e ? t T (f) a, where a is some constant depending on f 0 , that can be as large as we wish.
Unfortunately, this monotone behaviour is not always true when (D ij ) 6 = 0 :
as the di usion is faster along some of the directions, the temperature tail can increase. Using the change of variables mentioned in section 4, we can control it. Or we can go back to (18) where (t) = 1 ? e ?2t . In addition we can then apply Theorem 3.
The general case is less easy. We shall limit ourselves to the following proposition, that has counterparts for pretty general potentials, and will therefore be proved elsewhere :
Proposition 6 : For all t > 0, there exist C t and t such that This proposition entails in particular that the conclusion of Theorem 3 is valid in all cases as soon as t > 0.
Long-time behaviour
We set H(f) = R f ln f. The estimates proven above : Let I such a functional, we x some initial data f 0 and t > 0, and consider f the solution of equation (1) Remark : We shall prove elsewhere that the Fisher information is in fact always decaying with time, whatever the dimension.
We conclude with a precise study of the rate of the decay to equilibrium. It turns out that this latter is much better controlled in the case of the Landau equation than in the case of the Boltzmann one. Indeed, we recall Bobylev's results 2] : for the Boltzmann equation with Maxwellian potential, if the initial data is rapidly decreasing, then the solution goes to a Maxwellian as e ? t , where is the rst eigenvalue of the linearized collision operator. On the other hand, if f 0 is allowed to decrease slowly at in nity, the decay to equilibrium can be slower than e ? t , for any > 0.
This phenomenon was suggested to Bobylev by the existence of nonzero eigenvalues as small as we wish, in slowly-decaying context. In fact (with the notations of section 3), the eigenvalues are of the form 00 , where is the Dirac distribution concentrated at 0, and these eigenvalues tend (up to a multiplicative factor) towards ?( =8)(p+P 0 l (1)) = ?( =8) p + l(l + 1)=2]; so that they are no longer close to 0. This suggests that the slowly-decaying solutions disappear for the Landau equation. In fact we can show that the rate of decay to equilibrium is indeed bounded away from 0.
The simplest method to prove this, in our opinion, is to adapt the argument given by Toscani 15] Moreover, thanks to (20), the relative entropy of f with respect to the equilibrium distribution can be readily estimated using only the relative entropy of the initial data.
Remark : Here we have used in a crucial way the fact that the behaviour of the second-order moments is a priori known. This relies strongly on the assumption that the potential is of Maxwellian type.
Self-similar solutions
We can exhibit a solution whose decay is exactly like e ? t , for any real number 2. We look for a \self-similar" solution of equation (9), that is, of the form (t)g(v). It is su cient that : We set '(r) = e ?r 2 =2 r : We rst reduce the problem to a one-dimensional one with a polar change of coordinates, = r!, This integral can be found in 7] (formula 6.631). In brief, to compute it, we look for a di erential equation checked by y. To that purpose, we di erentiate y two times with respect to x. Using the Bessel di erential equation in the form We recall that 1 
