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Abstract. In this paper we study the rate of convergence of the asymptotic dynamics of
reaction-diffusion equations with nonlinear Robin boundary conditions. We show how the
rate of convergence of the global attractors can be affected by the variation of the potentials,
boundary conditions and vectors fields.
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1. Introduction
The continuity of the attractors for small perturbations of semilinear parabolic equations
is a fundamental property to understand the qualitative properties present in the model that
the equation represents. Under small changes in the initial data and parameters, a precise
model of differential equations must have the permanence and continuity of bounded solutions
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defined for all time, in addition some type of proximity or convergence of its solutions it must
be proved. These topics were covered in several works where conditions were presented to
guarantee the existence and continuity of attractors for semigroups generated by solutions of
parabolic equations in a infinite dimensional Banach phase space, see for example [8, 11] and
[12]. The problem is divided in two step; firstly, to show the continuity of the global attractors;
secondly, once continuity is obtained, the question that arises is whether we can estimate it,
that is, can we measure how fast the dynamics approach each other under small perturbations?
The answer known as rate of convergence of attractors is a problem which has attracted
the attention of many researchers over the last years; see for instance [6] and the recent works
[1, 3, 4, 5, 7, 9] and [10]. These works do not consider nonlinear boundary conditions, to our
best knowledge, so a relevant question is how boundary conditions influence the estimates for
the continuity of atrartores?
In this paper we are concerned with the rate of convergence of the asymptotic dynamics
of reaction-diffusion equations with nonlinear Robin boundary conditions. Our main goal is
to show how the rate of convergence of the attractors can be affected by the variation of the
potentials, boundary conditions and vector fields. We will show explicitly how these terms
added in the equation contribute to the speed of convergence of attractors. In particular, if the
problem is one-dimensional, then we will significantly improve the rate of convergence obtained
in [1], using the fact that the scalar equation generate a Morse-Smale semigroup in the energy
space.
We consider the family of parabolic equations
(1.1)

∂tu
ε − div(pε(x)∇uε) + (λ+ Vε(x))uε = f ε(uε) in Ω× (0,∞),
∂uε
∂~nε
+ (λ+ bε(x))u
ε = gε(uε) on Γ× [0,∞),
where 0 6 ε 6 ε0 6 1, Ω ⊂ RN is a bounded smooth domain and Γ is the boundary of Ω. Here,
∂u
∂~nε
= pε(x) 〈∇u, ~nε〉 denotes the conormal derivative and we chooce λ ∈ R sufficiently large
such that essinfx∈Ω{λ+ Vε} > m0 and essinfx∈Γ{λ+ bε} > m0, for some m0 > 0. The source f ε
acts on Ω and the potentials Vε(x) and bε(x) are given function on Ω and Γ, respectively. The
diffusion coefficients pε are smooth strictly positive function on Ω, such that, for ε ∈ [0, ε0],
(1.2) 0 < m0 6 pε(x) and ‖pε − p0‖L∞(Ω) → 0 as ε→ 0
+.
The potentials and the coefficients of terms of boundary verify
(1.3) ‖Vε − V0‖L∞(Ω) 6 η(ε) and ‖bε − b0‖L∞(Γ) 6 τ(ε),
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where η, τ : [0, ε0]→ [0,∞) with η(ε)→ 0+, τ(ε)→ 0+ as ε→ 0+. It is possible to consider Vε
and bε in more general L
p spaces as we can see in [16] but in order to simplify the arguments
we will consider convergences only in L∞.
If we denote f ε : H1(Ω) → L2(Ω) and gε : H1(Γ) → H−
1
2 (Γ) the Nemitsk˘ıi operators
associated with the functions f ε and gε, respectively, we assume the following convergence
(1.4) ‖f ε(u)− f 0(u)‖L2(Ω) 6 κ(ε) and ‖g
ε(v)− g0(v)‖
H−
1
2 (Γ)
6 ξ(ε),
where u ∈ H1(Ω), v ∈ H1(Γ) and κ, ξ : [0, ε0]→ [0,∞) with κ(ε)→ 0+, ξ(ε)→ 0+ as ε→ 0+.
Our goal is to study the behavior of solutions of (1.1) as ε→ 0+. Heuristically, we have
∂tu
ε − div(pε(x)∇u
ε) + (λ+ Vε(x))u
ε = f ε(uε) in Ω× (0,∞),
and from the convergence properties (1.3) and (1.4) we have in the limit
∂tu
0 − div(p0(x)∇u
0) + (λ+ V0(x))u
0 = f 0(u0) in Ω× (0,∞).
Analogously, we have
∂uε
∂~nε
+ (λ+ bε(x))u
ε = pε(x) 〈∇u
ε, ~nε〉+ (λ+ bε(x))u
ε = gε(uε) on Γ× [0,∞),
and from the convergence properties (1.2), (1.3) and (1.4) we have in the limit
∂u0
∂~n0
+ (λ+ b0(x))u
0 = p0(x)
〈
∇u0, ~n0
〉
+ (λ+ b0(x))u
0 = g0(u0) on Γ× [0,∞).
In the next sections we will show that the asymptotic behavior of the equation (1.1) for
ε 6= 0 is associated with the equation (1.1) for ε = 0. In fact we will prove that the convergence
of eigenvalue, eigenfunction, equilibrium points, spectral projections, local invariant unstable
manifolds and global attractors as ε→ 0+ can be estimate by
(1.5) [‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε)]
l, N > 2, 0 < l < 1
and for the scalar situation N = 1 we can estimate by
(1.6) | log(‖pε−p0‖L∞(Ω)+η(ε)+τ(ε)+κ(ε)+ξ(ε))|[‖pε−p0‖L∞(Ω)+η(ε)+τ(ε)+κ(ε)+ξ(ε)].
Notice that (1.6) goes to zero faster than (1.5) as ε→ 0+ and these estimates is composed
by convergence of the potentials, boundary terms, and vector fields.
The terms l and log in estimates above in fact represent a loss in the rates of convergence
(1.5) and (1.6). A result without these terms is still an open problem which can be called
an optimal rate problem. We already know that in the situation of a family of PDEs whose
asymptotic behavior is dictated by an ODE it is possible to obtain the optimal rate, see [9]. In
addition, constructing explicit estimates that give rise to the rate of convergence of attractors
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can be hard-working as we can see in [10], where an elliptic problem involving a divergente
operator with localized large diffusion was studied.
In order to prove the rate of convergence (1.5) and (1.6) for equation (1.1) we organize
this paper as follows. In Section 2 we introduce the appropriate functional setting to deal with
problem (1.1) and we state the results on the well posedness, regularity and existence of global
attractors. In Section 3 we show the convergence with rate of the resolvent operators, eigen-
values, eigenfunction, spectral projection and equilibrium points. The Section 4 is reserved to
obtain the convergence of linear and nonlinear semigroups and to obtain one part of rate of
convergence. In Section 5 we study the local unstable manifold around a equilibrium point
through local linearization. In Section 6 we presente our main result on the rate of convergence
of attractors. The Section 7 we deal with the special one dimensional case. We conclude with
two appendices: Appendix A is related to the general theory of rate of convergence of attrac-
tors, and Appendix B deals with Shadowing Theory and its applications in the convergence of
attractors.
2. Functional setting
In this section, we introduce the functional framework to study (1.1) and, we present a
fundamental result on equivalence between the norms of the fractional powers space and the
Sobolev space H1(Ω).
The natural form to study (1.1) is as evolution equation in the Sobolev space Hs(Ω), s > 0
whose dual space we denote by H−s(Ω). The duality between these spaces will be denoted by
〈·, ·〉
−s,s. In particular the scalar product in L
2(Ω) we will be denoted by 〈·, ·〉. For the boundary
terms we consider the trace space Hs(Γ) and the the trace operator γtr : H
s(Ω) → Hs−
1
2 (Γ),
for s > 1
2
. Since H
1
2 (Γ) →֒ L2(Γ) →֒ H−
1
2 (Γ) →֒ H−1(Γ) we define, for f ∈ H1(Ω)
〈γtr(f), ϕ〉−1,1 =
∫
Γ
fϕ dσ, ∀ϕ ∈ H1(Ω).
We also consider the normal derivative operator, relative to the normal divergent operator
−div(pε(x)∇u), defined as follows: if u ∈ {z ∈ H1(Ω) : −div(pε(x)∇z) ∈ L2(Ω)} then
∂u
∂nε
∈
H−
1
2 (Γ) and it is defined as
(2.1)
〈
∂u
∂nε
, γtr(v)
〉
− 1
2
, 1
2
=
∫
Γ
div(pε(x)∇u)v dx = −
∫
Γ
pε(x)∇u∇v dx,
for every v ∈ H1(Ω).
We define the unbounded linear operator Aε : D(Aε) ⊂ L2(Ω)→ L2(Ω) by
Aε = −div(pε(x)∇u) + (λ+ Vε)u
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with domain
D(Aε) =
{
u ∈ H2(Ω) :
∂u
∂nε
+ (λ+ bε(x))u = 0 on Γ
}
.
The operator Aε is selfadjoint and has compact resolvent in L
2(Ω). Moreover, if µ > λ1ε,
the first eigenvalue of Aε, then the operator µI+Aε is positive. If we denote by X
β
ε its fractional
power space, we have X1ε = D(Aε), X
1
2
ε = H1(Ω), X0ε = L
2(Ω), X
− 1
2
ε = H−1(Ω), see [13]. By
interpolation Xβε →֒ H
2β(Ω), for 0 6 β 6 1
2
and by duality H−2β(Ω) →֒ X−βε for 0 < β 6
1
2
,
where both embedding constants are uniform in ε.
Notice that the choice of λ in (1.1) is not restrictive since we can translate the operator
Aε for a parameter µ so that µ+Aε is positive and then the fractional power space is defined.
Thus we fix λ just to write the inner product in a clear form and then we study the variational
formulation of the elliptic divergent operator. In fact the operator Aε is the realization in L
2(Ω)
of the canonical isomorphism between H1(Ω) and its dual H−1(Ω), defined by means of the
bilinear form
(2.2) 〈Aεu, v〉−1,1 =
∫
Ω
pε(x)∇u∇v dx+
∫
Ω
(λ+ Vε)uv dx+
∫
Γ
(λ+ bε(x))uv dσ,
for every u, v ∈ H1(Ω). In this way, by (2.1), we can rewrite (2.2) as
〈Aεu, v〉−1,1 = 〈−div(pε(x)∇u) + (λ+ Vε)u, v〉Ω +
〈
∂u
∂~nε
, γtr(v)
〉
− 1
2
, 1
2
,
for u ∈ D(Aε) and v ∈ H
1(Ω).
Lemma 2.1. The inner product in X
1
2
ε given by
〈u, v〉
X
1
2
ε
=
∫
Ω
pε(x)∇u∇v dx+
∫
Ω
(λ+ Vε)uv dx+
∫
Γ
(λ+ bε(x))uv dσ = 〈Aεu, v〉−1,1
gives a norm in H1(Ω), equivalent to the usual one.
Proof. We have essinfx∈Ω{λ+ Vε}, essinfx∈Γ{λ+ bε} > m0 and by (1.2) it follows that
m0‖u‖H1(Ω) 6 ‖u‖
X
1
2
ε
6 M0‖u‖H1(Ω),
where sup06ε6ε0{‖pε‖L∞(Ω), ‖λ+ Vε‖L∞(Ω), ‖λ+ bε‖L∞(Γ)} 6M0. 
Now, if u is a solution of (1.1), multiplying (1.1) by a test function ϕ and integrating by
parts over Ω we have∫
Ω
∂tu
εϕdx+
∫
Ω
pε(x)∇u
ε∇ϕdx+
∫
Ω
(λ+ Vε)u
εϕdx =
∫
Ω
f ε(uε)ϕdx+
∫
Γ
gε(γtr(u
ε))γtr(ϕ) dσ.
But
〈gε(γtr(u
ε)), γtr(ϕ)〉Γ =
∫
Γ
gε(γtr(u
ε))γtr(ϕ) dσ = 〈γtr(g
ε(uε)), γtr(ϕ)〉−1,1 ,
then
〈∂tu
ε, ϕ〉
−1,1 + 〈Aεu
ε, ϕ〉
−1,1 = 〈f
ε(uε), ϕ〉
−1,1 + 〈g
ε(γtr(u
ε)), γtr(ϕ)〉−1,1 .
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Hence, to obtain appropriated semilinear formulation for (1.1) we consider nonlinear maps, in
the form hε(u) = f εΩ(u) + g
ε
Γ(u) with
(2.3) 〈hε(u), ϕ〉 = 〈f εΩ(u), ϕ〉Ω + 〈g
ε
Γ(u), ϕ〉Γ ,
where hε acts fromH1(Ω) toH−β(Ω), for −β < 0 in the interval [−1
2
,−1
4
). In fact, the geometric
theory for abstract parabolic problems under nonlinear boundary conditions require that the
Nemitsk˘ıi functional acts on the fractional power spaces Xαε → X
−β
ε where −β < 0 < α and
α + β ≤ 1, see [13]. We are interested in the L2-theory so, we take α = 1
2
which implies
−1
2
≤ −β. On the other hand, if −β + 1 > 3
4
, the space X−β+1ε incorporates the boundary
condition, thus we must have −β + 1 < 3
4
, that is, −β < −1
4
.
From now on, we choose −1
2
6 −β < −1
4
and we rewrite (1.1) as
(2.4)

duε
dt
+ Aεu
ε = hε(uε),
uε(0) = uε0 ∈ H
1(Ω), ε ∈ [0, ε0],
where the nonlinearity hε = f εΩ + g
ε
Γ : H
1(Ω)→ H−β(Ω) is given by (2.3).
We just have to formulate the problem in the phase space H1(Ω), now we asssume that
f ε, gε satisfy the standard growth, sign and dissipative conditions stated in [2] in order to
ensure that (2.4), for each ε ∈ [0, ε0], is globally well posed and its solutions are classical and
continuously differentiable with respect to the initial data. Therefore we are able to consider
in H1(Ω) the family of nonlinear semigroups {Tε(t); t > 0}ε∈[0,ε0] defined by Tε(t) = u
ε(t, uε0),
t > 0, where uε(t, uε0) is the solution of (2.4) through u
ε
0 ∈ H
1(Ω) and
(2.5) Tε(t)u
ε
0 = e
−Aεtuε0 +
∫ t
0
e−Aε(t−s)hε(Tε(s)u
ε
0) ds, t > 0,
were e−Aε(·) is the linear semigroup generated by operator −Aε. The existence of attractor and
uniform bounds for semigroups {Tε(t); t > 0} associated with (2.4) are also established in [2].
In fact we have the following result.
Theorem 2.2. The nonlinear semigroup {Tε(t); t > 0} associated with (2.4) has global at-
tractor Aε in H1(Ω). Furthermore
sup
ε∈[0,ε0]
sup
w∈Aε
‖w‖H1(Ω) <∞ and sup
ε∈[0,ε0]
sup
w∈Aε
‖w‖L∞(Ω) <∞,
for some ε0 > 0.
Once the uniform bound in L∞(Ω) for the attractors has been obtained, we may perform
a cutoff to the nonlinerities f ε, gε so that the new nonlinearity is globally Lipschitz and globally
bounded with bounded derivatives up to second order, it coincides with the original one in a
L∞-neighborhood of all the attractors and is strictly dissipative outside this neighborhood. This
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guarantees that the system with the new nonlinearities have attractor which coincide exactly
with the original ones. In addition it follows from (1.4) and (2.3) that
(2.6) ‖hε(u)− h0(v)‖H−β(Ω) 6 C‖u− v‖H1(Ω) + κ(ε) + ξ(ε), for all u, v ∈ H
1(Ω).
3. Convergence of the resolvent operators
In this section we study the convergence of the resolvent operators and its consequences.
3.1. Resolvent operators. We study the elliptic problem Aεu
ε = v to obtain the first part of
the rate of convergence. We show the convergence of the resolvent operators A−1ε to A
−1
0 and
we establish that the rate of this convergence is of order ‖pε − p0‖L∞(Ω) + η(ε) + τ(ε).
Lemma 3.1. For v = vΩ + vΓ : H
1(Ω) → H−β(Ω) with ‖v‖L(H1(Ω),H−β(Ω)) 6 1 and ε ∈ [0, ε0],
let uε be the solution of elliptic problem Aεu
ε = v. Then there is a constant C > 0 independent
of ε such that
(3.1) ‖uε − u0‖H1(Ω) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)].
Proof. Since uε is a weak solution of the problem Aεu
ε = v, we have
(3.2)
∫
Ω
pε∇u
ε∇ϕdx+
∫
Ω
(λ+ Vε)u
εϕdx+
∫
Γ
(λ+ bε)u
εϕdσ =
∫
Ω
vϕ dx+
∫
Γ
vϕ dσ,
for all test function ϕ and ε ∈ [0, ε0].
If we take ϕ = uε − u0 in (3.2), we obtain
∫
Ω
pε∇u
ε(∇uε −∇u0) dx+
∫
Ω
(λ+ Vε)u
ε(uε − u0) dx+
∫
Γ
(λ+ bε)u
ε(uε − u0) dσ
=
∫
Ω
v(uε − u0) dx+
∫
Γ
v(uε − u0) dσ,
and
∫
Ω
p0∇u
0(∇uε −∇u0) dx+
∫
Ω
(λ+ V0)u
0(uε − u0) dx+
∫
Γ
(λ+ b0)u
0(uε − u0) dσ
=
∫
Ω
v(uε − u0) dx+
∫
Γ
v(uε − u0) dσ.
Now, subtracting the above expressions, we have∫
Ω
pε|∇u
ε −∇u0|2 dx+
∫
Ω
(λ+ Vε)|u
ε − u0|2 dx+
∫
Γ
(λ+ bε)|u
ε − u0|2 dσ
6
∫
Ω
|pε − p0|∇u
0(∇uε −∇u0) dx+
∫
Ω
|Vε − V0|u
0(uε − u0) dx+
∫
Γ
|bε − b0|u
0(uε − u0) dσ,
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which implies by Ho¨lder’s inequality
‖uε − u0‖2H1(Ω) 6
∫
Ω
|pε − p0|∇u
0(∇uε −∇u0) dx+
∫
Ω
|Vε − V0|u
0(uε − u0) dx
+
∫
Γ
|bε − b0|u
0(uε − u0) dσ
6 C‖∇uε −∇u0‖L2(Ω)‖pε − p0‖L∞(Ω) + C‖Vε − V0‖L2(Ω)‖u
ε − u0‖L2(Ω)
+ C‖bε − b0‖L∞(Γ)‖u
ε − u0‖L2(Ω),
where C depends on u0 and embedding constants, but independent of ε. Finally, from (1.2)
and (1.3), we obtain (3.1). 
As an immediate consequence of the previous Lemma 3.1, we can prove
Theorem 3.2. There exists constant C > 0 independent of ε such that
‖A−1ε − A
−1
0 ‖L(H−β(Ω),H1(Ω)) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)].
Furthermore, there exists φ ∈ (π
2
, π) such that for all
µ ∈ Σν,φ = {µ ∈ C : |arg(µ+ ν)| 6 φ} \ {µ ∈ C : |µ+ ν| 6 r},
for some r > 0,
(3.3) ‖(µ+ Aε)
−1 − (µ+ A0)
−1‖L(H−β(Ω),H1(Ω)) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)],
where C = C(µ) > 0 is a constant independent of ε.
Proof. The first part is an immediate consequence of Lemma 3.1. Indeed, let Aεu
ε = v, where
v = vΩ + vΓ : H
1(Ω) → H−β(Ω) with ‖v‖L(H1(Ω),H−β(Ω)) 6 1; thats is, u
ε = A−1ε v. Hence the
result follows by (3.1).
Now, let ρ(Aε) be the resolvent set of the operator Aε, ε ∈ [0, ε0]. If µ ∈ ρ(−Aε)∩ρ(−A0),
we choose ϕ ∈ (π
2
, π) suitable in order to get the sectorial estimates
‖(µ+ Aε)
−1‖L(H−β(Ω)) 6
Mϕ
|µ|
, ε ∈ [0, ε0],
where Mϕ independent of ε, see [1] for more details.
Therefore
‖Aε(µ+ Aε)
−1‖L(H−β(Ω),L2(Ω)) 6 1 +Mϕ, ε ∈ [0, ε0].
But, for v : H1(Ω)→ H−β(Ω) we can write
(3.4) A
1
2
ε [(µ+ Aε)
−1 − (µ+ A0)
−1]v = Aε(µ+ Aε)
−1A
1
2
ε (A
−1
ε −A
−1
0 )A0(µ+ A0)
−1v
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and thus
‖(µ+ Aε)
−1 − (µ+ A0)
−1‖L(H−β(Ω),H1(Ω))
6 ‖Aε(µ+ Aε)
−1‖L(H−β(Ω),L2(Ω))‖A
1
2
ε (A
−1
ε − A
−1
0 )‖L(H−β(Ω),L2(Ω))‖A0(µ+ A0)
−1‖L(H−β(Ω),L2(Ω))
6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)],
for some constant C = C(ϕ, µ) > 0 independent of ε. 
3.2. Eigenvalues, eigenfunctions and equilibria. Thanks to Theorem 3.2 we will establish
the rate of convergence of eigenvalues, eigenfunctions and spectral projections associated to
operators Aε.
The spectrum σ(−Aε) of −Aε, ordered and counting multiplicity is given by
(3.5) ...− λεm < −λ
ε
m−1 < ... < −λ
ε
0
with {ϕεi}
∞
i=0 the eigenfunctions related, for any ε ∈ [0, ε0]. We consider the spectral projection
onto the space generated by the first m eigenvalues, i.e., if ω is an appropriated closed curve in
the resolvent set ρ(−A0) of−A0 around {−λ00, ...,−λ
0
m−1}, then we define the spectral projection
Qε =
1
2πi
∫
ω
(µ+ Aε)
−1 dµ, ε ∈ [0, ε0].
Theorem 3.3. The family of projections Qε converges to Q0 in the uniform operator topology
of L(H−β(Ω), H1(Ω)) as ε→ 0+ and
‖Qε −Q0‖L(H−β(Ω),H1(Ω)) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)],
where C > 0 independent of ε.
Proof. Note that
Qε −Q0 =
1
2πi
∫
ω
[(µ+ Aε)
−1 − (µ+ A0)
−1]dµ
and using the Theorem 3.2, we obtain
‖Qε(µ0)−Q0(µ0)‖L(H−β(Ω),H1(Ω)) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)].

Next we present the convergence of the eigenvalues.
Corollary 3.4. If λ0 ∈ σ(A0) and if there is λε ∈ σ(Aε) such that λε
ε→0+
−→ λ0, then
|λε − λ0| 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)].
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Proof. If −λ0 is an isolated eigenvalue for −A0, we may define Qε as above and if there is a λε
which is an eigenvalue of Aε such that λε
ε→0+
−→ λ0, then the composition QεQ0 is an isomorphism
between Im(Q0) and Im(Qε) (using extension to the dual space). Therefore, for each ε suitably
small, there exists uε ∈ Im(Q0), ‖uε‖H1(Ω) = 1 such that Qεuε is an eigenvector of Aε associated
to λε and
|λε − λ0| 6 ‖λεQ0uε − λεQεuε‖H1(Ω) + ‖λεQεuε − λ0Q0uε‖H1(Ω).
The result follows by Theorem (3.3). 
The equilibrium solutions of (2.4) are those which are independent of time, i.e., for ε ∈
[0, ε0], they are the solutions of the elliptic problem Aεu
ε − hε(uε) = 0. We denote by Eε the
set of the equilibrium solutions of (2.4) and we say that uε∗ ∈ Eε is hyperbolic if
σ(Aε − (h
ε)′(uε∗)) ∩ {µ ∈ C ; Re(µ) = 0} = ∅.
Since hyperbolicity of the equilibrium is a quite common property for reaction diffusion equa-
tions, we assume E0 is composed of finitely many hyperbolic equilibrium points.
The next results prove that the family {Eε}ε∈[0,ε0] is continuous at ε = 0, thus for ε
sufficiently small, Eε is composed by a finite number of hyperbolic equilibrium points.
Theorem 3.5. Let u0∗ ∈ E0. Then for each ε > 0 sufficiently small, there is δ > 0 such that the
equation Aεu− hε(u) = 0 has only solution uε∗ ∈ {u ∈ H
1(Ω); ‖u− u0∗‖H1(Ω) 6 δ}. Moreover
(3.6) ‖uε∗ − u
0
∗‖H1(Ω) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε)].
Proof. The proof is standard, see [8, Chapter 14] except for the estimate (3.6). The functions
uε∗ and u
0
∗ given by
u0∗ = (A0 +R0)
−1[h0(u0∗) +R0u
0
∗] and u
ε
∗ = (Aε +Rε)
−1[hε(uε∗) +Rεu
ε
∗],
where R0 = −(h0)′(u0∗) and Rε = −(h
ε)′(uε∗). Thus
‖uε∗ − u
0
∗‖H1(Ω) 6 ‖(Aε +Rε)
−1[hε(uε∗)− h
0(u0∗) +Rε(u
ε
∗ − u
0
∗)]‖H1(Ω)
+ ‖[(Aε +Rε)
−1 − (A0 +R0)
−1][h0(u0∗) +Rεu
0
∗]‖H1(Ω)
+ ‖(Aε +R0)
−1[(Rε −R0)u
0
∗]‖H1(Ω).
Using an identity similar to (3.4) and Theorem 3.2 we obtain
‖[(Aε +Rε)
−1 − (A0 +R0)
−1][h0(u0∗) +Rεu
0
∗]‖H1(Ω) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)].
Now we denote zε = hε(uε∗)− h
0(u0∗) +Rε(u
ε
∗ − u
0
∗). Since h
ε is continuously differentiable, for
all δ > 0, there is ε > 0 sufficiently small such that
‖(Aε +Rε)
−1zε‖H1(Ω) 6 δ‖(Aε +Rε)
−1‖L(H−β(Ω),H1(Ω)[‖u
ε
∗ − u
0
∗‖H1(Ω) + κ(ε) + ξ(ε)].
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‖(Aε +R0)
−1[(Rε −R0)u
0
∗]‖H1(Ω) 6 δ‖(Aε +R0)
−1‖L(H−β(Ω),H1(Ω)[‖u
ε
∗ − u
0
∗‖H1(Ω) + κ(ε) + ξ(ε)].
We choose δ > 0 sufficiently small such that
‖uε∗ − u
0
∗‖H1(Ω) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε)] +
1
2
‖uε∗ − u
0
∗‖H1(Ω).

As a consequence of the Theorem 3.5 we have the following result.
Corollary 3.6. The family {Eε}ε∈(0,ε0] is continuous at ε = 0; that is, if E0 = {u
0,1
∗ , ..., u
0,k
∗ }
then for ε > 0 sufficiently small, Eε = {uε,1∗ , ..., u
ε,k
∗ } and
‖uε,i∗ − u
0,i
∗ ‖H1(Ω) 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε)], i = 1, ..., k.
4. Convergence of linear and nonlinear semigroups
In this section we obtain the rate of convergence of the linear and nonlinear semigroups.
Here, we see the arising of the exponent 0 < l < 1 in the rate (1.5). The main difficulty is the
presence of singularities when we use the variation of the constants formula due the immersions
between the fractional power spaces and the phase space L2. Our solution to this problem is to
make an interpolation using appropriate exponents in order to improve the exponential decay
of the linear semigroup.
Theorem 4.1. Let θ ∈ (0, 1
2
], then there exist α > 0 and C > 0 independent of ε such that
(4.1) ‖e−Aεt − e−A0t‖L(H−β(Ω),H1(Ω)) 6 Ce
−αt[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]
2θt−
1+β
2
−θ,
where t > 0 and ε ∈ (0, ε0].
Proof. For each ε ∈ [0, ε0], the operators Aε are self-adjoint and by Theorem 3.2, A−1ε converges
to A−10 as ε→ 0
+. Thus we can define a appropriate closed rectifiable simple curve with trace
in the resolvent set of A0 such that, for α < λ
0
1, the first eigenvalue of A0, and we can choose
0 < ε 6 ε0 sufficiently small and constant C = C(α) > 0 such that
(4.2) ‖e−Aεt‖L(H−β(Ω),H1(Ω)) 6 Ce
−αtt−
1+β
2 ,
for t > 0 and ε ∈ [0, ε0], see [9] for more details on how to get the above estimates. Therefore
we obtain
‖e−Aεt − e−A0t‖L(H−β(Ω),H1(Ω)) 6 ‖e
−Aεt‖L(H−β(Ω),H1(Ω)) + ‖e
A0t‖L(H−β(Ω),H1(Ω))
6 Ce−αtt−
1+β
2 .
(4.3)
On the other hand, the linear semigroup is given by
e−Aεt =
1
2πi
∫
ω
eµt(µ+ Aε)
−1 dµ,
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where ε ∈ [0, ε0] and ω is the boundary of sector Σν,φ as in Theorem 3.2, oriented in such a way
that the imaginary part of µ increases as µ runs in ω. Hence
‖e−Aεt − e−A0t‖L(H−β(Ω),H1(Ω)) 6
1
2πi
∫
ω
eµt|(µ+ Aε)
−1 − (µ+ A0)
−1| |dµ|.
By (3.3) we obtain
(4.4) ‖e−Aεt − e−A0t‖L(H−β(Ω),H1(Ω)) 6 Ce
−αt[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]t
−1.
Finally, interpolating (4.3) and (4.4) with 1− 2θ and 2θ, respectively, we obtain (4.1). 
On the convergence of nonlinear semigroups we have:
Theorem 4.2. Let uε, u0 ∈ H1(Ω) and θ ∈ (0, 1
2
], then there exist constants C > 0 and L > 0
such that
‖Tε(t)u
ε − T0(t)u
0‖H1(Ω)
6 CeLtt−
1+β
2
−θ[‖uε − u0‖H1(Ω) + [‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]
2θ + κ(ε) + ξ(ε)],
(4.5)
for all t > 0 and ε ∈ (0, ε0].
Proof. Since the nonlinear semigroup is given by (2.5), we have
‖Tε(t)u
ε − T0(t)u
0‖H1(Ω) 6 ‖e
−Aεt(uε − u0)‖H1(Ω) + ‖(e
−Aεt − e−A0t)u0‖H1(Ω)
+
∫ t
0
‖e−Aε(t−s)(hε(Tε(s)u
ε)− h0(T0(s)u
0)‖H1(Ω) ds
+
∫ t
0
‖(e−Aε(t−s) − e−A0(t−s))h0(T0(s)u
0)‖H1(Ω) ds.
Consequently from (2.6) and (4.1) we have
‖Tε(t)u
ε−T0(t)u
0‖H1(Ω) 6 C[‖u
ε − u0‖H1(Ω) + (‖pε − p0‖L∞(Ω) + η(ε) + τ(ε))
2θ]t−
1
2
−θe−αt
+ C
∫ t
0
(t− s)−
1+β
2 e−α(t−s)‖Tε(s)u
ε − T0(s)u
0‖H1(Ω) ds+ C[κ(ε) + ξ(ε)],
and using the singular Gronwall’s inequality (see [8, Chapter 6]) we obtain (4.5). 
Remark 4.3. The rate of convergence of eigenvalues, eigenfunctions and equilibrium points is
better than rate of convergence of the nonlinear semigroup. This fact is related to the estimates
that we obtained for the linear semigroup in the fractional power space and, we will see that the
rate of convergence of attractors of problems (2.4) has a loss with respect to the rate of resolvent
operators. A class of problems where the rate of convergence of the resolvent operators is the
same rate of convergence of the attractors is presented in [9].
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5. Convergence of local unstable manifolds
In this section we use the general theory of invariant manifold to estimate the convergence
of local unstable manifolds around an equlibrium point. We conclude the exponential attraction
of the global attractors Aε in the phase space H
1(Ω) and we show how the nonlinear boundary
conditions affects the estimates obtained in [1].
Let uε∗ ∈ Eε be an equilibrium for (2.4) and consider its linearization
(5.1)
dwε
dt
+ Aεw
ε = hε(wε + uε∗)− h
ε(uε∗)− (h
ε)′(uε∗)w
ε,
where wε = uε−uε∗ and Aε = Aε−(h
ε)′(uε∗). Let γ¯ be a smooth, closed, simple, rectifiable curve
in the resolvent set of −Aε, oriented counterclockwise evolving the first m positive eigenvalues.
Thus we can choose an ε > 0 sufficiently small such that {γ¯} ⊂ ρ(−Aε) and then we define the
bounded linear operator
Q
+
ε =
1
2πi
∫
γ¯
(µ+ Aε)
−1dµ.
The operator Aε is self-adjoint and there is a α > 0 and M > 1 such that, for all 0 6 ε 6 ε0,
‖e−AεtQ
+
ε ‖L(H−β(Ω),H1(Ω)) 6 Me
αt, t 6 0 and
‖e−Aεt(I −Q
+
ε )‖L(H−β(Ω),H1(Ω)) 6Mt
−
1+β
2 e−αt, t > 0.
Moreover we can prove all convergence results of Section 3 for Aε rather than Aε, for example,
we have
‖e−Aεt − e−A0t‖L(H−β(Ω),H1(Ω)) 6 Ce
−αt[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]
2θt−
1+β
2
−θ, t > 0.
Using the decomposition H1(Ω) = Q
+
ε (H
1(Ω)) ⊕ (I − Q
+
ε )(H
1(Ω)), the solution wε of
(5.1) can be decomposed as wε = vε + zε, with vε = Q
+
ε w
ε and zε = (I −Q
+
ε )w
ε. If we define
the operators Bε := AεQ
+
ε and A˜ε := Aε(I −Q
+
ε ), then we can rewrite (5.1) as
(5.2)

dvε
dt
+Bεv
ε = Hε(v
ε, zε), t > 0,
dzε
dt
+ A˜εz
ε = Gε(v
ε, zε), t > 0,
where
Hε(v
ε, zε) := Q
+
ε [h
ε(vε + zε + uε∗)− h
ε(uε∗)− (h
ε)′(uε∗)(v
ε + zε)]
and
Gε(v
ε, zε) := (I −Q
+
ε )[h
ε(vε + zε + uε∗)− h
ε(uε∗)− (h
ε)′(uε∗)(v
ε + zε)].
The maps Hε and Gε are continuously differentiable withHε(0, 0) = 0 = Gε(0, 0) ∈ H−β(Ω) and
H ′ε(0, 0) = 0 = G
′
ε(0, 0) ∈ L(H
1(Ω), H−β(Ω)). Hence, given ρo > 0, there are 0 < ε = ερo 6 ε0
and δ = δρo > 0 such that if ‖v‖Q+ε H1(Ω)
+ ‖z‖H1(Ω) < δ and ε 6 ε0, then
(5.3) ‖Hε(v, z)‖Q+ε (H1(Ω))
6 ρo and ‖Gε(v, z)‖H−β(Ω) 6 ρo;
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(5.4) ‖Hε(v, z)−Hε(v, z)‖Q+ε (H1(Ω))
6 ρo(‖v − v‖Q+ε (H1(Ω))
+ ‖z − z‖H1(Ω));
(5.5) ‖Gε(v, z)−Gε(v, z)‖H−β(Ω) 6 ρo(‖v − v‖Q+ε (H1(Ω))
+ ‖z − z‖H1(Ω)).
Theorem 5.1. Given D > 0 and ∆ > 0, ϑ ∈ (0, 1) and ρ¯ > 0 such that
ρoMα
− 1
2Γ
(
1
2
)
6 D ρoM Γ
(
1
2
)
M(1 + ∆)
(2α− ρM(1 + ∆))
1
2
6 ∆
ρoMα
− 1
2Γ
(
1
2
)[
1 +
ρoM(1 + ∆)α
− 1
2
(2α− ρoM(1 + ∆))
1
2
]
6 ϑ
(5.6)
are satisfied for all ρo ∈ (0, ρ¯). Assume that Hε and Gε satisfies (5.3)-(5.5), with 0 < ρo 6 ρ¯ for
all (v, z) ∈ Q
+
ε H
1(Ω) × (I − Q
+
ε )H
1(Ω). Then, there exists s∗ε : Q
+
ε H
1(Ω) → (I − Q
+
ε )H
1(Ω)
such that the local unstable manifold of uε∗ is given as the graph of the map s
∗
ε,
W u(uε∗) = {(v, z) ∈ H
1(Ω); z = s∗ε(v), v ∈ Q
+
ε H
1(Ω)}.
The map s∗ε satisfy
|||s∗ε||| := sup
v∈Q
+
ε (H
1(Ω))
‖s∗ε(v)‖H1(Ω) 6 D, ‖s
∗
ε(v)− s
∗
ε(v˜)‖H1(Ω) 6 ∆‖v − v˜‖Q+ε (H1(Ω))
,
and there is C > 0 independent of ε and 0 < θ < 1 such that
(5.7) |||s∗ε − s
∗
0||| 6 C[(‖pε − p0‖L∞(Ω) + η(ε) + τ(ε))
θ + κ(ε) + ξ(ε)]
Furthermore, given 0 < γ < α, there is 0 < ρ1 6 ρ¯ and C > 0, independent of ε, such
that, for any solution [t0,∞) ∋ t 7→ (vε(t), zε(t)) ∈ H1(Ω) of (5.2),
(5.8) ‖zε(t)− s∗ε(v
ε(t))‖H1(Ω) 6 Ce
−γ(t−t0)‖zε(t0)− s
∗
ε(v
ε(t0))‖H1(Ω), for all t > t0.
Proof. The proof is standard and was made in several papers, see e.g. [1, 8, 13]. In [1] it
was shown how to estimate the convergence (5.7). Once we have established the spaces and
estimates, we outline what was done in these works.
Consider the set
Σε=
{
s : Q
+
ε (H
1(Ω))→ (I −Q
+
ε )(H
1(Ω)) : |||s||| 6 D, ‖s(v)−s(v˜)‖H1(Ω)6∆‖v − v˜‖Q+ε H1(Ω)
}
.
It is not difficult to see that (Σε, ||| · |||) is a complete metric space.
Given sε ∈ Σε and Θ ∈ Qε(H
1(Ω)), denote by vε(t) = ψ(t, τ,Θ, sε) the solution of
dvε
dt
(t) +Bεv
ε(t) = Hε(v
ε(t), s∗ε(v
ε(t))), t < τ¯
vε(τ¯ ) = Θ.
Define the map Ψε : Σε → Σε by
Ψε(sε)Θ =
∫ τ¯
−∞
e−A˜ε(τ¯−s)Gε(v
ε(s), sε(v
ε(s)))ds.
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Note that, from (5.3) and (5.6), we have ‖Ψ(sε)(Θ)‖H1(Ω) 6 D.
Moreover, if Θ, Θ˜ ∈ Qε(H
1(Ω)), sε, s˜ε ∈ Σε, vε(t) = ψ(t, τ¯ ,Θ, sε) and v˜ε(t) = ψ(t, τ¯ ,Θ, s˜ε),
it is easy to see that
φ(t) 6M‖Θ− Θ˜‖H1(Ω) +Mρo(1 + ∆)
∫ τ¯
t
φ(s)ds+Mρoα
−1|||sε − s˜ε|||
where φ(t) = e−α(t−τ¯ )‖vε(t)− v˜ε(t)‖H1(Ω) and using Gronwall’s inequality
‖vε(t)− v˜ε(t)‖H1(Ω) 6M
(
‖Θ− Θ˜‖H1(Ω) + ρoα
−1|||sε − s˜ε|||
)
e(α−Mρo(1+∆))(t−τ¯ ).
From this we obtain that
‖Ψ(sε)(Θ)−Ψ(s˜ε)(Θ˜)‖H1(Ω) 6 ρoMα
− 1
2Γ
(
1
2
)[
1 +
ρoM(1 + ∆)α
− 1
2
(2α− ρoM(1 + ∆))
1
2
]
|||sε − s˜ε|||+
+
ρoM
2(1 + ∆)
(2α− ρoM(1 + ∆))
1
2
Γ
(
1
2
)
‖Θ− Θ˜‖
Q
+
ε H
1(Ω)
.
and
‖Ψ(sε)(Θ)−Ψ(s˜ε)(Θ˜)‖H1(Ω) 6 ∆‖Θ− Θ˜‖Q+ε H1(Ω)
+ ϑ|||sε − s˜ε|||.
Hence, Ψε : Σε → Σε is a contraction. Therefore, there a fixed point s
∗
ε = Ψ(s
∗
ε) in Σε.
Now, we prove that {(vε, s∗ε(v
ε)); v ∈ Q
+
ε H
1(Ω)} is invariant for (5.2). Let (vε0, z
ε
0) ∈
W u(uε∗), z
ε
0 = s
∗
ε(v
ε
0). Denote by v
ε
∗(t) the solution of the initial value problems
(5.9)

dvε
dt
+Bεv
ε = Hε(v
ε, s∗ε(v
ε))
vε(0) = vε0.
This defines a curve (v∗ε(t), s
∗
ε(v
∗
ε(t))) ∈ W
u(uε∗), t ∈ R. Also, the only solution of
zεt + A˜εz
ε = Gε(v
ε
∗(t), s
∗
ε(v
ε
∗(t)))
which remains bounded as t→ −∞ must be
zε∗(t) =
∫ t
−∞
eA˜ε(t−s)Gε(v
ε
∗(s), s
∗
ε(v
ε
∗(s)))ds = s
∗
ε(v
ε
∗(t)).
This proves the invariance of the graph of s∗ε. To prove that the graph of s
∗
ε is the unstable
manifold assume the exponential attraction of the graph of s∗ε uniformly in ε; i.e., if u
ε(t) =
zε(t) + vε(t) is a solution of (5.2) with vε(t) = Qεu
ε(t). If, given γ < α, there exists ρ1 > 0
such that (5.8) holds for any 0 < ρo 6 ρ1, it is easy to see that, when z
ε(t) remains bounded
as t→ −∞, it follows that (making t0 → −∞ in (5.8)) that zε(t) = s∗ε(v
ε(t)) for all t ∈ R.
The proof of (5.8) can be carried out as [10], using the singular Gronwall’s inequality.
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Finally, we obtain the rate of convergence (5.7). For Θ ∈ Q
+
ε (H
1
0 (Ω)), we have
‖sε∗(Θ)− s
0
∗(Θ)‖H1(Ω) 6
∫ τ¯
−∞
‖e−A˜ε(τ−r)Gε(v
ε, sε∗(v
ε))− e−A˜ε(τ−r)Gε(v
0, s0∗(v
0))‖H1(Ω) dr
+
∫ τ¯
−∞
‖e−A˜ε(τ−r)Gε(v
0, s0∗(v
0))− e−A˜ε(τ−r)G0(v
0, s0∗(v
0))‖H1(Ω) dr
+
∫ τ¯
−∞
‖e−A˜ε−(τ−r)G0(v
0, s0∗(v
0))− e−A˜0(τ−r)G0(v
0, s0∗(v
0))‖H1(Ω) dr.
Since we can estimate Gε − G0 by Q+ε − Q
+
0 these integrals are estimated as in the Theorem
4.2, and using the singular Gronwall’s inequality. Repeating the argument for estimate vε − v0
we obtain (5.7). 
Remark 5.2. The projection Q
+
ε has finite hank hence the unstable manifold can be considered
as a finite dimensional object, in factW u(uε∗) ≈ R
m and the semigroup restrict to this manifold
is conjugate to that generated by a vector field in Rm that is, it is given by ordinary equation
(5.9). Notice that the rate of convergence of the nonlinear boundary conditions is added in the
rate of convergence of unstable manifolds.
6. Convergence of global attractors
In this section we prove the main result of this work. We used all previous results to put
the problem (1.1) in the conditions of Corollary A.3 in the Appendix A. Here, we consider the
dimension N > 2. The scalar case will be addressed in the next section.
Let X be a Banach space. We denote by distH(A,B) the Hausdorff semidistance between
A,B ⊂ X , defined as
distH(A,B) = sup
a∈A
inf
b∈B
‖a− b‖X ,
and we define the symmetric Hausdorff metric by
dH(A,B) = max{distH(A,B), distH(B,A)}.
Definition 6.1. We say that a family {Aε}ε∈Λ of subsets of X is continuous at ε0 if
dH(Aε,Aε0)
ε→ε0−→ 0.
Theorem 6.2. The family of attractors {Aε}ε∈[0,ε0] of (2.4) for N > 2 is continuous at ε = 0.
Moreover we have the following rate of convergence
(6.1) dH(Aε,A0) 6 [‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε)]
l, with 0 < l < 1.
Proof. It follows from Theorem 4.2 that for u, v ∈ H1(Ω),
distH(Tε(t)u, T0(t)v) 6 Ce
Lt(‖u− v‖H1(Ω) + δ(ε)), t > 1,
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where δ(ε) = [‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]
2θ + κ(ε) + ξ(ε), with C,L > 0 and 0 < θ 6 1
2
.
By Theorem 2.2 the set D = ∪ε∈[0,ε0]Aε is uniformly bounded and by (5.8) the attractor
Aε attracts exponentially, i.e.
sup
ε∈[0,ε0]
distH(Tε(t)D,Aε) 6 Θ(t), t > 1
where Θ(t) = Ce−γ(t−t0).
Now applying the Corollary A.3 in the Appendix A we get
dH(Aε,A0) 6 [[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]
2θ + κ(ε) + ξ(ε)]
γ
γ+L ,
which implies (6.1) taking θ = 1
2
and l = γ
γ+L
. 
7. Scalar reaction diffusion problem
In this section we study the problem (2.4) for the case N = 1. In this scalar situation
we will have a family of Morse Smale problems with gap condition in the eigenvalues. This
property allows us to obtain a finite dimensional invariant manifold and then we reduce the
flows in the attractors to ordinary differential equations in the Euclidian Space RM , where
M = m is defined in (3.5). Once this is done we will use the results of the Appendix B to
obtain a better rate of convergence, than the one of the previous section, for the convergence
of the attractors of (2.4).
Consider the scalar parabolic equations
(7.1)
∂tu
ε − ∂x(pε(x)∂xuε) + (λ+ Vε(x))uε = f ε(uε), 0 < x < 1, t > 0,
∂xu
ε + (λ+ bε(x))u
ε = gε(uε), x ∈ {0, 1},
where ε ∈ [0, ε0], and pε, Vε, bε, f ε and gε satisfies (1.2) (1.3) and (1.4).
We can rewrite (7.1) abstractly as in (2.4), where the nonlinearity is given by hε =
f εΩ+ g
ε
Γ : H
1(Ω)→ H−β(Ω), for −β ∈ [−1
2
,−1
4
) and Ω = (0, 1). Thus, with standard conditions
on the nonlinearities, (2.4) is well posed in H1(Ω) and the solutions through uε0 satisfies (2.5).
Moreover, the nonlinear semigroup has global attractor Aε in H1(Ω), such that
⋃
ε∈[0,ε0]
Aε is
compact.
Moreover the scalar equation (7.1) is a Morse-Smale problem (see [14]) in the sense that
the unstable and stable local manifolds (of different equilibrium points) has transversal inter-
section which implies geometrical structural stability of diagram phase space. Consequently,
the nonlinear semigroups are Morse-Smale semigroup for ε ∈ [0, ε0].
Theorem 7.1. For each w0 ∈
⋃
ε∈[0,ε0]
Aε, there is constant C > 0 independent of ε such that
‖Tε(1)w0 − T0(1)w0‖H1(Ω) 6 Cδ(ε)| log(δ(ε))|,
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where δ(ε) = ‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε).
Proof. As in the Theorem 4.1 we have for, ε ∈ [0, ε0],
‖e−Aεt − e−A0t‖L(H−β(Ω),H1(Ω)) 6 Ce
−αtt−
1+β
2
and
‖e−Aεt − e−A0t‖L(H−β(Ω),H1(Ω)) 6 Ce
−αt[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]t
−1.
Notice that the terms t−
1+β
2 and t−1 in the the estimates above originates a singularity
in the formula of the variation of the constants. This is the main difficulty in estimating
the nonlinear semigroups. In the Theorem 4.2 we performed an interpolation of these terms
together with the rate of convergence of resolvent operators which resulted in the considerable
loss in the rate of convergence of attractors (6.1). In the situation where the limiting problems is
Morse-Smale, the authors in [4] had the same problem, however they used the following estimate
(placed in our context). If we denote lε(t) = min{t
−
1+β
2 , ‖pε− p0‖L∞(Ω)+ η(ε)+ τ(ε)]t−1}, then∫ τ¯
−∞
lε(τ¯ − r)e
−α(τ¯−r) dr 6 C[‖pε − p0‖L∞(Ω) + η(ε) + τ(ε)]| log(‖pε − p0‖L∞(Ω) + η(ε) + τ(ε))|.
Since the nonlinear semigroup is given by (2.5), then for 0 < t 6 1, we have
‖Tε(t)w0 − T0(t)w0‖H1(Ω) 6 ‖(e
−Aεt − e−A0t)w0‖H1(Ω)
+
∫ t
0
‖e−Aε(t−s)f(Tε(s)w0)− e
−A0(t−s)f(T0(s)w0)‖H1(Ω) ds,
Now, as in Theorem 4.2, we obtain
‖Tε(t)w0 − T0(t)w0‖H1(Ω) 6 Cδ(ε)| log(δ(ε))|+ Cδ(ε)| log(δ(ε))|e
Kt,
where K > 0. Now the result follows taking t = 1. 
We saw in the Section 3 that or each ε ∈ [0, ε0], the spectrum σ(−Aε) of −Aε, ordered
and counting multiplicity is given by ... − λεm < −λ
ε
m−1 < ... < −λ
ε
0. Moreover is true the
following gap condition
|λεm − λ
ε
m−1| → ∞ as m→∞.
This property enable us to find a finite dimension invariant manifold as well as in [3] and [17].
Theorem 7.2. For sufficiently large m and ε small there is an invariant manifold Mε for the
problem (2.4) given by
Mε = {u
ε ∈ H1(Ω) ; uε = Qεu
ε + sε∗(Qεu
ε)}, ε ∈ [0, ε0],
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where, Qε is the spectral projection and s
ε
∗ : Yε → Zε is a Lipschitz continuous map satisfying
|||sε∗ − s
0
∗||| = sup
v∈Yε
‖sε∗(v)− s
0
∗(v)‖H1(Ω) 6 Cδ(ε)| log(δ(ε))|,
where δ(ε) = ‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε), C > 0 is constant independent of
ε and Yε = QεH
1(Ω) and Zε = (I − Qε)H1(Ω). The invariant manifold Mε is exponentially
attracting and the attractor Aε of the problem (2.4) lies in Mε. The flow on Aε is given by
uε(t) = vε(t) + sε∗(v
ε(t)), t ∈ R,
where vε(t) satisfy
(7.2)
dvε
dt
+ A+ε v
ε = Qεh
ε(vε + sε∗(v
ε(t))).
Proof. The proof follows the same steps of the Theorem 5.1, see [3] and [17] for more details. 
Thus the flow in Aε is given by ODE (7.2). Since Qε has finite hank we can consider
vε ∈ RM and Hε(vε) = Qεhε(vε + sε∗(v
ε(t))) a continuously differentiable map in RM . For each
ε ∈ [0, ε0], we denote T˜ε = T˜ε(1), where T˜ε(·) is the semigroup generated by solution vε(·) of
(7.2) in RM . We have the following convergences
(7.3) ‖T˜ε − T˜0‖C1(RM ,RM )
ε→0+
−→ 0 and ‖T˜ε − T˜0‖L∞(RM ,RM ) 6 Cδ(ε)| log(δ(ε))|,
where the last estimate can be proved as well as in Theorem 7.1.
Therefore we have a Morse-Smale semigroup in RM and using techniques of shadowing in
the Appendix B, we are ready to prove the main result of this section.
Theorem 7.3. Let Aε, ε ∈ [0, ε0], be the global attractor for the problem (2.4). Then there is
constant C > 0 independent of ε such that
dH(Aε,A0) 6 Cδ(ε)| log(δ(ε))|,
where δ(ε) = ‖pε − p0‖L∞(Ω) + η(ε) + τ(ε) + κ(ε) + ξ(ε).
Proof. For each ε ∈ [0, ε0] we denote Tε = Tε(1). Given uε ∈ Aε, by invariance there is wε ∈ Aε
such that uε = Tεw
ε so we can write wε = Qεw
ε+sε∗(Qεw
ε), where Qεw
ε ∈ A¯ε with A¯ε = QεAε
the projected attractor in RM . Thus
‖uε − u0‖H1(Ω) = ‖Tεw
ε − T0w
0‖H1(Ω) 6 ‖Tεw
ε − Tεw
0‖H1(Ω) + ‖Tεw
0 − T0w
0‖H1(Ω)
6 Cδ(ε)| log(δ(ε))|.
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But
‖wε − w0‖ = ‖Qεw
ε −Q0w
0‖RM + ‖s
ε
∗(Qεw
ε)− s0∗(Q0w
0)‖H1(Ω)
6 ‖Qεw
ε −Q0w
0‖RM + ‖s
ε
∗(Qεw
ε)− sε∗(Q0w
0)‖H1(Ω) + ‖s
ε
∗(Q0w
0)− s0∗(Q0w
0)‖H1(Ω)
6 C‖Qεw
ε −Q0w
0‖RM + Cδ(ε)| log(δ(ε))|,
which implies
dH(Aε,A0) 6 dH(A¯ε, A¯0) + Cδ(ε)| log(δ(ε))|.
The result follows by (7.3) and Theorem B.6. 
8. Closing Remarks and Acknowledgments
We conclude by saying that the rate of convergence of nonlinear boundary conditions
affects the rate of attractors in a pleasant way, that is, their speeds are added to the final speed
of the entire dynamics and does not represent a loss. In fact, the exponent l obtained in the
Theorem 6.2 is the same as that obtained in the paper [1]. This fact is surprising because the
variational formulation for problems with nonlinear boundary conditions involves considering
the dual space H−β(Ω) and consequently the immersion results between fractional power spaces
must be estimated, this can be seen in the linear and nonlinear semigroup estimates where the
exponent −β of these space is explicitly visible. Our result directs a path to the problem of the
optimal rate, in fact the works [9] and [10] seemed to show us that phase space is an obstruction
to the optimal rate but as we have just seen the dual spaces have a positive role in this question.
The problem of optimal rate is still open: would the rate of resolvent operator be the same as
that of attractors?
The authors would like to thank the professor Jose´ M. Arrieta for pointing out some
misprints and making valuable suggestions. The authors are grateful to the anonymous referee
for carefully reading and valuable comments.
Appendix A. General theory of rate of convergence of attractors
Let {Tε(·)}ε∈Λ be a family of semigroups on a Banach space X , where Λ is a topology
space. We will assume that the family {Tε(·)}ε∈Λ converges in some appropriate sense to Tε0(·)
as ε→ ε0 in Λ.
Definition A.1. If Tε(·) is a family of semigroups with attractors Aε, then we say that {Aε}ε∈Λ
is equi-attracting if
sup
ε∈Λ
distH(Tε(t)B,Aε)
t→∞
−→ 0,
for each bounded subset B of X .
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We now see that equi-attraction implies the continuity of attractors, we can also obtain
a rate of convergence of attractors with respect to the underlying parameters.
Theorem A.2. Let Tε(·) be a family of semigoups with attractors Aε and set D = ∪ε∈ΛAε. If
there is a strictly decreasing function Θ : [t0,∞)→ (0,∞) such that
sup
ε∈Λ
distH(Tε(t)D,Aε) 6 Θ(t), t > t0
and, there are C,L > 0 and a function δ(ε)→ 0 as ε→ ε0 such that
distH(Tε(t)x, T0(t)y) 6 Ce
Lt(‖x− y‖X + δ(ε)), t > t0.
Then
dH(Aε,A0) 6 min
ν∈Θ([0,∞))
2{CeLΘ
−1(ν)δ(ε) + ν)}.
Proof. For t > t0 we have
distH(Aε,A0) 6 distH(Tε(t)Aε, T0(t)Aε) + distH(T0(t)Aε,A0)
6 sup
x∈Aε
distH(Tε(t)x, T0(t)x) + distH(T0(t)Aε,A0)
6 CeLtδ(ε) + Θ(t).
Given ν ∈ Θ([0,∞)) and t = Θ−1(ν), we get
distH(Aε,A0) 6 Ce
LΘ−1(ν)δ(ε) + ν.

In particular, if the equi-attraction is of exponential order, then we have optimal rate of
convergence.
Corollary A.3. Assume that the conditions of Theorem A.2 are satisfied with Θ(t) = ce−γt
for some c > 1, γ > 0 and for all t ∈ [t0,∞). Then there is constant c¯ > 0 independent of ε,
such that
dH(Aε,A0) 6 c¯δ(ε)
γ
γ+L .
Proof. Take Θ−1(ν) = log( c
ν
)
1
γ , we obtain
(A.1) dH(Aε,A0) 6 2 min
ν∈(0,c]
[
δ(ε)
( c
ν
)L
γ
+ ν
]
.
The minimum of the right-hand side of (A.1) occurs when ν = c(L
γ
)
γ
γ+L δ(ε)
γ
γ+L . Since the
left-hand size of (A.1) is independent of ν, it follows that
dH(Aε,A0) 6 2c
[(L
γ
) −L
γ+L
+
(L
γ
) γ
γ+L
]
δ(ε)
γ
γ+L .

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Example A.4. Consider the following problem
ε
d2x
dt2
+
dx
dt
= µx+ f(x), x ∈ RN
x(0) = x0 ∈ RN
dx
dt
(0) = v0 ∈ RN .
Assume that ε ∈ [0, 1], µ > 1, f : RN → RN is a C1-function which is globally Lipschitz,
globally bounded and with symmetric Jacobian matrix at every point. If we write the above
equation in the form of a system with variables x and v = εdx
dt
we have
(A.2)

d
dt
[
x
v
]
=
[
0 1
ε
I
−µI − 1
ε
I
][
x
v
]
+
[
0
f(x)
]
,
[
x
v
]
∈ RN × RN ,[
x
v
]
(0) =
[
x0
v0
]
∈ RN × RN .
The solutions of (A.2) are globally defined and the solution operator family Tε(·) defines a
semigroup in Z = RN × RN which has attractor Aε. The problem (A.2) can be rewritten as
d
dt
[
I I
−εµI 0
][
x
v
]
= −
[
x
v
]
+
[
I I
−εµI 0
][
0
f(x)
]
,
[
x
v
]
∈ RN × RN ,[
x
v
]
(0) =
[
x0
εv0
]
∈ RN × RN .
Since ε goes to zero, one would expect that the dynamical properties of (A.2) are given
by 
d
dt
[
I I
0 0
][
x
v
]
= −
[
x
v
]
+
[
I I
0 0
][
0
f(x)
]
,
[
x
v
]
∈ RN × RN ,[
x
v
]
(0) =
[
x0
εv0
]
∈ RN × RN
which corresponds to v = 0 and
(A.3)

dx
dt
= −µx+ f(x)
x(0) = x0 ∈ RN .
Notice that the solutions for (A.3) are globally defined and the solution operator family R0(·)
defines a semigroup in RN . To compare the dynamics of these two problems we should find a
way to see the dynamics of (A.3) in Z. That is done simply defining
T0(t)
[
x0
v0
]
=
[
R0(t)x0
0
]
, t > 0, T0(0) = I,
and noting that T0(·) is a semigroup (singular at zero) with attractor A0. We can prove (see
[7]) that there are constants ε0 > 0, γ > 0, t0 > 0 and C > 0 independent of ε such that
distH
(
Tε(t)
⋃
ε∈[0,ε0]
Aε,Aε
)
6 Ce−γt, t > t0
and for any x¯, y¯ ∈ Z,
‖Tε(t)x¯− T0(t)y¯‖Z 6 Ce
Lt, ‖x¯− y¯‖Z + ε
α, t > t0, α < 1.
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Then by Corollary A.3
dH(Aε,A0) 6 Cε
αγ
γ+L .
Appendix B. Shadowing theory and rate of convergence of attractors
In this section we make a brief overview of the some results on Shadowing Theory pre-
sented in [4] and [17]. This theory enable us estimate the convergence of attractors by continuity
of nonlinear semigroups. Since the semigroups are given by variation of constants formula we
can use the finite dimension to obtain estimates for the linear semigroup and then estimate the
continuity of nonlinear semigroups.
We notice that the arguments work in finite dimension, therefore applying the techniques
used here in more general problems where the dynamics can not be described by an ODE it
seems not capable of working successfully.
Let T : RN → RN be a continuous function. Recall that the discrete dynamical system
generated by T is defined by T 0 = IRN and, for k ∈ N, T
k = T ◦ · · · ◦ T is the kth iterate of
T . The notions of Morse-Smale systems, hyperbolic fixed points, stable and unstable manifolds
for a function T are similar to the continuous case; see e.g. [12].
Definition B.1. A trajectory (or global solution) of the discrete dynamical system generated
by T is a sequence {xn}n∈Z ⊂ RN , such that, xn+1 = T (xn), for all n ∈ Z.
Definition B.2. We say that a sequence {xn}n∈Z is a δ-pseudo-trajectory of T if
‖Txx − xk+1‖RN 6 δ, for all n ∈ Z.
Definition B.3. We say that a point x ∈ RN ε-shadows a δ-pseudo-trajectory {xk} on U ⊂ RN
if the following inequality holds
‖T kx− xk‖RN 6 ε, for all k ∈ Z,
Definition B.4. The map T has the Lipschitz Shadowing Property (LpSP) on U ⊂ RN , if
there are constants L, δ0 > 0 such that for any 0 < δ 6 δ0, any δ-pseudo-trajectory of T in U
is (Lδ)-shadowed by a trajectory of T in RN , i.e., for any sequence {xk}k ⊂ U ⊂ RN with
‖Txk − xk+1‖RN 6 δ 6 δ0, k ∈ Z,
there is a point x ∈ X such that the following inequality holds
‖T kx− xk‖RN 6 Lδ, k ∈ Z.
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Let T : RM → RM be a Morse Smale function which has attractor A. Since A is compact
and has all dynamic of the system, we can restrict our attention on a neigborhood N (A) of A,
thus we consider the space C1(N (A),RM) with the C1-topology.
The next result can be found in [3]. It describes an application of Shadowing Theory to
rate of convergence of attractors.
Proposition B.5. Let T1, T2 : X → X be maps which has global attractors A1,A2. Assume
that A1,A2 ⊂ U ⊂ X , that T1, T2 have both the LpSP on U , with parameters L, δ0 and
‖T1 − T2‖L∞(U ,X) 6 δ. Then we have
distH(A1,A2) 6 ‖T1 − T2‖L∞(U ,X).
Proof. Since T1 and T2 has the LpSP on U . Take a trajectory {yn}n of T2 in A2, then {yn}n
is a δ-pesudo-trajectory of T1 with δ = ‖T1 − T2‖L∞(U ,X) 6 δ0. By LpSP there is a trajectory
{xn}n ⊂ X of T1 such that ‖xn − yn‖X 6 Lδ for al n ∈ Z, hence {xn}n ⊂ A1. Since {yn}n is
arbitrary the result follows. 
As a consequence of the Proposition B.5, we have the following result.
Theorem B.6. Let T : RM → RM be a Morse-Smale function with attractor A. Then there
exist constant L > 0, a neighborhood N (A) of A and a neighborhood N (T ) of T in the
C1(N (A),RM) topology such that, for any T1, T2 ∈ N (T ) with attractors A1, A2, respectively,
we have
distH(A1,A2) 6 L‖T1 − T2‖L∞(N (A),RM ).
Proof. In [15] was proved that a structurally stable dynamical system on a compact manifold
has the LpSP and it is know that a Morse-Smale system is structurally stable. Moreover, In [3]
was proved that a discrete Morse-Smale semigroup T has the LpSP in a neighborhood N (A)
of its attractor A. Hence, the result follows by the Proposition B.5. 
Example B.7. Consider the set Q = {(x, y) ∈ R × RN−1 : 0 6 x 6 1, |y| < 1}. The thin
domain is defined by Qε = {(x, εy) ∈ R × RN−1 : (x, y) ∈ Q}, ε ∈ (0, 1]. This domain is
obtained by shrinking the set Q by a factor ε in the N − 1 direction given by the variable y.
Note that Qε collapses to a straight segment (0, 1) as ε goes to zero.
We consider the boundary value problem associated with a reaction-diffusion equation
(B.1)

∂tu−∆u+ αu = f(u) in Qε × [0,∞)
∂u
∂νε
= 0 on ∂Qε × (0,∞),
where α > 0, νε the unit outward normal to ∂Qε and f : R→ R a C2-function satisfying
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εy
0 x 1
Qε
Figure 1. Thin Domain
(i) |f ′(s)| 6 C(1 + |s|ρ−1), s ∈ R, for some ρ > 1,
(ii) f(s)s 6 0, |s| >M , for some M > 0.
The limit problem of (B.1) as ε→ 0 is given by
(B.2)
∂tu− ∂
2
xu+ αu = f(u) in (0, 1),
∂xu(0) = ∂xu(1) = 0.
The equation (B.1) is well posed in H1(Qε) and the equation (B.2) is well posed in H
1(0, 1),
i.e., if we define the operators Aε = −∆u+αu and A0u = −∂2xu+αu, the global solutions of the
Cauchy problem of type (2.4) with f εΩ = f and g
ε
Γ ≡ 0 generates a nonlinear semigroup Tε(·),
and this semigroups has global attractor Aε, for all ε ∈ [0, 1]. Moreover T0(·) is a Morse-Smale
semigroup.
In order to understand the attractor A0 in H1(Qε), we define Eε : H1(0, 1) → H1(Qε)
by (Eεu)(x, y) = u(x), for all u ∈ H
1(0, 1). Assuming that the equilibrium points of (B.2) are
hyperbolic, was proved in [4] the following results
(i) ‖A−1ε − EεA
−1
0 ‖L(L2(0,1),H1(0,1)) 6 Cε;
(ii) ‖Tε(1)−EεT0(1)‖L(H1(0,1)) 6 Cε| log(ε)|;
(iii) There is a finite dimensional invariant manifoldMε given by graph of Lipschitz functions
sε such that Aε ⊂ Mε and the flow can be reduced to finite dimension, i.e., we can
consider an ODE generating a semigroup T ε(·) in RM with an attractor Aε, where
M = dim(Mε). Moreover, we have the following estimates
(a) ‖T ε(1)− T 0(1)‖L(RM) 6 Cε| log(ε)|;
(b) supv∈RM ‖sε(v)− s0(v)‖H1(0,1) 6 Cε| log(ε)|.
Therefore the convergence of attractors of B.1 and B.2 can be estimated by
dH(Aε, EεA0) 6 Cε
N+1
2 | log(ε)|,
where C > 0 is a constant independent of ε.
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