Sparsity is a recurrent theme in machine learning and is used to improve performance of algorithms such as Non-negative Matrix Factorization and the LOST algorithm [1, 2, 3, 4] . Our aim in this paper is to compare several commonly-used sparsity measures according to intuitive attributes that a sparsity measure should have. Sparsity of representations of signals in fields such as blind source separation, compression, sampling and signal analysis has proved not just to be useful but a key factor in the success of algorithms in these areas. Intuitively, a sparse representation is one in which a small number of coefficients contain a large proportion of the energy. In this paper we discuss six properties (Robin Hood, Scaling, Rising Tide, Cloning, Bill Gates and Babies) that we believe a sparsity measure should have. The main contribution of this paper is a table which classifies commonlyused sparsity measures based on whether or not they satisfy these six propositions. Only one of these measures satisfies all six: The Gini Index.
INTRODUCTION
Many algorithms for machine learning rely on sparsity whether with sparsity constraints or with sparsity assumptions. It is also used in areas such as compression, sampling and source separation. For example, one method of source separation is to transform the signal to a domain in which it is sparse (e.g. time-frequency or wavelet) where the separation can be performed by a partition of the transformed signal space due to the sparsity of the representation [5, 6] .
There are many measures of sparsity, e.g. number of zero-valued coefficients, number of non-zero coefficients, number of coefficients above or below a threshold. Intuitively, a sparse representation is one in which a small number of coefficients contain a large proportion of the energy. This interpretation leads to further possible alternative measures. Indeed, there are dozens of measures of sparsity proposed in the literature. Which of the sparsity measures is the best? In this paper we suggest some desirable characThis material is based upon works supported by the Science Foundation Ireland under Grant No. 05/YI2/I677.
teristics a measure of sparsity should have and use them to compare fifteen popular sparsity measures.
The paper is laid out as follows. In Sec. 2 the six criteria are explained and mathematically defined. In Sec. 3 fifteen different sparsity measures are defined and then compared using the six sparse criteria. In Sec. 4 we present the results of using the fifteen sparsity measures to measure the sparsity of data drawn from on a set of parameterized distributions. We select distributions for which we can control the 'sparsity'. By applying the fifteen measures to data drawn from these distributions, we can visualize the six sparse criteria. In Sec. 5 we present some conclusions. The main conclusion being that from the fifteen measures, only the Gini Index satisfies all six criteria.
THE SIX CRITERIA
The following are six desirable attributes of a measure of sparsity. The first four, D1 through D4, were originally applied in a financial setting to measure the inequity of wealth distribution [7] . The last two, P 1 and P 2, were proposed in [8] . Distribution of wealth can be used interchangeably with distribution of energy of coefficients and where convenient in this paper, we will keep the financial interpretation in the explanations. Inequity of distribution is the same as sparsity. An equitable distribution is one with all coefficients having the same amount of energy. This is the least sparse distribution.
D1 (Dalton's 1st Law) Robin Hood -Robin Hood decreases sparsity. Stealing from the rich and giving to the poor, decreases the inequity of wealth distribution (assuming we do not make the rich poor and the poor rich). This comes directly from the definition of a sparse distribution being one for which most of the energy is contained in only a few of the coefficients.
D2 (Dalton's modified 2nd Law [9] ) Scaling -Sparsity is scale invariant. Multiplying wealth by a constant factor does not alter the effective wealth distribution. This means that relative wealth is important, not absolute wealth. Making everyone ten times more wealthy does not affect the effective distribution of wealth.
The rich are still just as rich and the poor are still just as poor.
D3 (Dalton's 3rd Law) Rising Tide -Adding a constant to each coefficient decreases sparsity. Give everyone a trillion dollars and the small differences in overall wealth are then negligible so everyone will have the same wealth. This is intuitive as by adding a constant energy to each coefficient reduces the relative difference of energy between large and small coefficients.
D4 (Dalton's 4th Law) Cloning -Sparsity is invariant under cloning. If there is a twin population with identical wealth distribution, the sparsity of wealth in one population is the same for the combination of the two.
P 1 Bill Gates -Bill Gates increases sparsity. As one individual becomes infinitely wealthy, the wealth distribution becomes as sparse as possible.
P 2 Babies -Babies increase sparsity. Adding individuals with zero wealth to a population increases the sparseness of the distribution of wealth.
These criteria give rise to the sparsest distribution being one with one individual owning all the wealth and the least sparse being one with everyone having equal wealth.
We now formally define these criteria. Let G( c) be a measure of sparsity where c = {c 1 , c 2 , c 3 , . . .} are the coefficient magnitudes. We will use the convention that G( c) increases with increasing sparsity. The six sparse criteria can be formally defined as follows:
THE MEASURES OF SPARSITY
In this section we present a number of popular sparsity measures. These measures are used to calculate a number which describes how sparse a set of coefficients c = {c 1 , c 2 , . . . , c j , . . . , c N } is. The measures have been manipulated (in general negated) to ensure that the an increase in sparsity results in a (positive) increase in the sparse Table 1 .
The most commonly studied sparsity measures are the p norm-like measures,
p is a norm. For p = 0, p is not linear with respect to scalar multiplication and hence is not a norm or even a quasi-norm. We shall refer to this as the 0 cost. It simply calculates the number of zeros in c,
In the presence of noise, however, this is sometimes modified to 0 where we are interested in the number of coefficients, c j that are less than a threshold .
As optimization using 0 is difficult because the gradient yields no information, p is often used in its place, with p < 1. tanh a,b is sometimes used in place of 0 p , p < 1, because it is limited to the range (0, 1) and better models 0 and 0 in this respect. A representation is more sparse if we have one large component, rather than dividing up the large component into two smaller ones and tanh a,b and p preserve this. In [8] it is shown that the log measure enforces sparsity outside some range, but for distributions with low energy coefficients the opposite is achieved by effectively spreading the energy of the small components. κ 4 is the kurtosis which measures the peakedness of a distribution. The last measure considered in [10] is u θ which measures the smallest range which contains are certain percentage of the data.
For measuring 'diversity', [11, 12] use some different measures. Three of these are entropy measures: the Shannon entropy diversity measure H S , a modified version of the Shannon entropy diversity measure H S and the Gaussian entropy diversity measure H G . They also extend the p measure to negative exponents. We call this measure p to avoid confusion.
Some of the measures can be normalized to satisfy more of the constraints, although in general for the measures, forcing one constraint means breaking another. The exception to this is the Hoyer measure which is a normalized version of the 2 1 measure as is obvious from its definition,
The Gini Index
Let us define the Gini Index. Given coefficient data, c = {c 1 , c 2 , . . . c N }, we order from largest to smallest, (2), . . . , (N ) are the indices of the sorting operation. A cumulative sum is then performed and the Lorenz curve (L) is plotted (1). The Lorenz curve is used to measure wealth distribution in society and was originally defined in [13] . We modify and parameterize this curve with parameter p and introduce here the modifiedLorenz curve L p which is the function with support (0, 1), that is piecewise linear with N + 1 points defined,
Note, L p (0) = 0 and L p (1) = 1. Some example Lorenz curves can be found in Fig. 1 With p = 2, each point on the Lorenz curve (x = a 0 , y = b 0 ) has the interpretation that 100 × a 0 percent of the signal coefficients captures 100 × b 0 percent of the total signal power. Thus, the faster the curve rises to 1, the fewer coefficients are needed to accurately represent the signal. If all coefficients are equal, the least sparse scenario, the curve rises at a 45 degree angle. Thus, the area between the modified-Lorenz curve and the 45 degree line will increase as the sparsity of the signal increases. Twice the area of this region was originally proposed (in English) in 1921 in [14] as a measure of the inequality of wealth distribution (although in this case the data was personal income and p = 1). The area underneath the Lorenz curve is,
and twice the area, which is known as the Gini Index, is then simply,
In Fig. 1 the Gini Index is twice the shaded area. 'Inequality in wealth' is signal processing language is 'efficiency of representation' or 'sparsity'. Its utility as a measure of sparsity has been shown to be effective [15, 16, 17] . Table 2 details which of the six sparse criteria hold for each of the fifteen measures. The information is based on proofs and counter-examples which go beyond the scope of this paper and will be presented in a sequel paper [18] . From the table we can see that D3 (Rising Tide) is satisfied by most measures. This shows that relative size of coefficients is of the utmost importance when desiring sparsity. Each of the other criteria is satisfied by a varying number of the fifteen measures of sparsity. This demonstrates the variety of attributes to which measures of sparsity attach importance. Kurtosis and the Hoyer measure satisfy most of the criteria. The Gini Index alone satisfies all six criteria.
Comparison of Sparsity Measures

SPARSE ANALYSIS
In this section we present the results of using the fifteen sparse measures to measure the sparsity of data drawn from a set of parameterized distributions. We select data sets and distributions for which we can change the 'sparsity' by altering the parameter. By applying the fifteen measures to data drawn from these distributions as a function of the parameter, we can visualize the six sparse criteria. The examples are based on the premise that all coefficients being equal is the least sparse scenario and all coefficients being zero except one is the most sparse scenario.
In the first experiment we draw a variable number of coefficients from a probability distribution and measure their sparsity. We expect sets of coefficients from the same distribution to have a similar sparsity. That is, as we increase the number of coefficients we expect the measure of sparsity to converge. In this experiment we examine the sparsity of sets of coefficients from a Poisson distribution with parameter λ = 5 as a function of set size. From the normalized version of the sparsity plot in Fig. 2 we can see that three measures converge. They are kurtosis, the Hoyer measure and the Gini Index. As this is similar in nature to D4 we expect the Gini Index to converge. The convergence of Hoyer measure is unsurprising as this measure almost satisfies D4 especially for large N . The results are also normalized for clearer visualization.
In the second experiment we take coefficients from a Bernoulli distribution where coefficients are either 0 with probability p or 1 with probability 1−p. For this experiment the set size remains constant and the probability p varies from 0 to 1. With a low p most coefficients will be 1 and very few zero. The energy distribution of such a set is not sparse and accordingly has a low value (see Fig 3) . As p increases so should the sparsity measure. We can see this is the case in some form for almost all of the measures. We note that kurtosis does not rise steadily with increasing p but rises dramatically as the set approaches its sparsest. This is of some concern if optimizing sparsity using kurtosis as there is not much indication that the distribution is getting more sparse until its already quite sparse.
In Figs. 4, 5, 6, 7, 8 and 9 we visualize the six sparse criteria. The legend for these plots can be found in Fig. 10 . For Fig. 4 we have a two coefficient set [x, 2 − x]. As we move to the right along the x-axis more and more of the large energy coefficient is passed to the low-energy coefficient until they become equal. This is the simplest case of D1 (Robin Hood) and to satisfy it the measures should . As we move right along the x-axis the constant by which we multiply the set of coefficients increases. This demonstrates D2 (Scaling and the lines should all be parallel to the x-axis signifying that the measure remains unchanged. In Fig. 6 we plot [0 + x, 1 + x, 2 + x] as we move right we add a increasingly large constant to our coefficients and we hope to observe a decrease in our sparsity measures to show D3 (Rising Tide). For D4 (Cloning) we clone the coefficients for each positive x-axis step in Fig. 7 . In Fig. 8 as we move along the x-axis we add an increasingly large constant to one coefficient [0, 1 + x, 2]. To satisfy P 1 (Bill Gates), the measures in Fig. 8 should increase after a point. That is, to satisfy P 1 they must increase and stay increasing after some point. Before that point they can act as they like. Finally for Fig. 9 as we add a zero for every positive step along the x-axis we take the measure should increase. This is to illustrate P 2 (Babies).
CONCLUSIONS
In this paper we have presented six intuitive attributes of a sparsity measure. We then compared several commonlyused measures of sparsity. We can see from Table 2 that the only measure to satisfy all six criteria is the Gini Index. This aligns well with [15] in which it is shown that the Gini Index is an indicator for when sources are separable, a property which itself relies on sparsity. The Hoyer measure [1] comes a close second, failing only D4 (invariance under cloning), which is, admittedly an arguable criteria for certain applications. For applications in which the number of coefficients is fixed both the Gini Index and the Hoyer measure satisfy all criteria.
The kurtosis measure (κ 4 ), a measure of peakedness, which fails both D4 (invariance under cloning) and P 2 (Babies increase sparsity) which under certain conditions could be desirable for example in a system where signals were zero-padded. However, from these attributes we recommend the Gini Index as the one sparsity measure to rule them all. Long live the Gini Index. 
