Abstract We derive a Markovian master equation for the single-electron density matrix, applicable to quantum cascade lasers (QCLs). The equation conserves the positivity of the density matrix, includes off-diagonal elements (coherences) as well as in-plane dynamics, and accounts for electron scattering with phonons and impurities. We use the model to simulate a terahertzfrequency QCL, and compare the results with both experiment and simulation via nonequilibrium Green's functions (NEGF). We obtain very good agreement with both experiment and NEGF when the QCL is biased for optimal lasing. For the considered device, we show that the magnitude of coherences can be a significant fraction of the diagonal matrix elements, which demonstrates their importance when describing THz QCLs. We show that the in-plane energy distribution can deviate far from a heated Maxwellian distribution, which suggests that the assumption of thermalized subbands in simplified density-matrix models is inadequate. We also show that the current density and subband occupations relax towards their steady-state values on very different time scales.
ment and tunneling. Population inversion between quasibound lasing states is achieved through precise engineering of material composition and layer widths [1] . Numerical simulations play an important role in the design of QCLs [2, 3] . For this purpose, a range of theoretical models have been employed, including semiclassical [4, 5, 6, 7] and quantum-transport techniques based on the density matrix formalism [8, 9, 10, 2, 11] or nonequilibrium Green's functions (NEGF) [12] . Semiclassical approaches are appealing due to their low computational requirements. They go beyond the effectivemass approximation [6] and can explore phenomena such as nonequilibrium phonons [7] . However, semiclassical models can provide an inadequate descriptions to QCLs working in the THz range, where the role of coherence cannot be ignored [13, 9] .
In order to maximize the performance of THz QCLs, optimization methods such as genetic algorithms have been used, where the simulation converges on a layer structure that maximizes the gain of the device [14] . These simulations require repeated calculations of device performance for a large number of parameters, so computational efficiency plays an important role. This fact makes density-matrix-based approaches advantageous over the relatively high computational burden of NEGF [15] . However, common density-matrix-based approaches have two significant drawbacks. One is a common assumption of thermalized subbands, where the electron temperature is either an input parameter [9, 15] or determined using an energy-balance method [16] . This approximation may not be warranted, because QCLs operate far from equilibrium, so the in-plane energy distribution can (as will be shown later in this work) can deviate far from a heated thermal distribution (Maxwellian or Fermi-Dirac), making electron temperature an ill-defined quantity. The second drawback is phenomenological treatment of dephasing [9, 15, 11, 13] .
In this work, we propose a computationally efficient density-matrix model based on a rigorously derived Markovian master equation. The Markovian master equation conserves the positivity of the density matrix, includes off-diagonal matrix elements as well as full in-plane dynamics and time-dependence, and accounts for the relevant scattering mechanisms with phonons and impurities. We apply the model on a terahertz QCL proposed in Ref. [14] . With the QCL biased for lasing, we obtain very good agreement with experiment, as well as theoretical results based on NEGF. We show that the magnitude of off-diagonal elements of the density matrix (coherences) can be a significant fraction of the diagonal values, demonstrating the importance of including coherence when describing THz QCLs. We show that significant electron heating takes place, where the in-plane energy distribution of subbands deviates far from a thermal distribution, with each subband having a unique energy dependence. Lastly, we provide timeresolved results, giving insight into the response of the device to a suddently applied bias, revealing the different time scales involved. This paper is organized into 5 sections and an appendix. In Sec. 2, we derive a Markovian master equation for the single-electron density matrix that is applicable to electron transport in QCLs. In Sec. 3, we describe the the numerical solution method. Results for a THz QCL are given in Sec. 4 , along with comparison to NEGF and experiment. Section 5 contains concluding remarks.
Derivation of the master equation
In the following, we will denote three-dimensional (3D) vectors with uppercase letters and two-dimensional (2D) vectors as lowercase letters. For example, Q = (Q x , Q y , Q z ) and k = (k x , k y ), where transport is in the z -direction (cross-plane) and translational invariance in the x -y plane (in-plane) direction is assumed. Q + k should be understood as (
The total Hamiltonian of an open electronic system, describing the behavior of electrons interacting with a dissipative phonon bath can be written aŝ
H 0 is the unperturbed Hamiltonian of electrons, including the kinetic and potential electronic terms, andĤ ph denotes the Hamiltonian of the free phonon bath. The interaction Hamiltonian between electrons and phonons is included inĤ e-ph .
We use a Frölich-type Hamiltonian to describe the interaction of a single electron with a phonon bath: [17] 
Here, b † g,Q (b g,Q ) is the phonon creation (annihilation) operator for a phonon in branch g with wave vector Q and M g (Q) is the associated scattering matrix element. Note that we have assumed the phonon wave vectors are closely spaced to warrant integration over Q. The equation of motion for the statistical operator (ρ) in the interaction picture is
The tilde symbol denotes that the operators are in the interaction picture, i.e.,Ô(t) = e i (Ĥ0+Ĥ ph )tÔ e
We assume the interaction of the electron and phonons only negligibly affects the density matrix of the phonon reservoir (Born approximation), thus the density matrix of the total system may be represented as a tensor productρ(t) =ρ e (t) ⊗ρ ph [18, 19] . We also assume the interaction strength is sufficiently high to treat the system as memoryless (Markov approximation), i.e., the evolution of the density matrix only depend on its present state. Now, we put the integral form in Eq. (3) in the right hand side of the differential form, then we apply the Born and Markov approximations, and finally we take the trace over the phonon reservoir. Then, the equation of motion reads
In order to remove the temporal dependence of the interaction Hamiltonian, we switch back to the Schrödinger picture, and use tr ph Ĥ e-phρph = 0, giving
We will refer to the second term on the right hand side of the above equation asD, the dissipation superoperator or the dissipator, acting on the density matrix. The equation of motion for the reduced single-electron density operatorρ e can then be written as
whereD contains the effect of of dissipation due to interactions with phonons (static disorder can also be included inD [20, 21, 22] ). By tracing over the phonon degree of freedom in (5) and expanding the commutators,D can be grouped into eight terms, containing four hermitian conjugate pairs. Two terms correspond to emission and two to absorption. In order to keep the equations compact, calculations will only be shown explicitly for the emission terms. Using this simplification we can writê 
where abs. refers to absorption terms and
, with E g the phonon energy and N g = (e Eg/k B T − 1) −1 the phonon occupation. The absorption terms can be obtained in the end by flipping the sign of the phonon energy E g and making the switch N g + 1 → N g . The two terms in Eq. (7) correspond to out-scattering (first term, negative sign) and in-scattering (second term, positive sign). The appendix gives W em g (Q) for various interaction mechanisms. To proceed, we pick the eigenstates ofĤ 0 as a basis. The eigenstates are denoted as |n, k = |n ⊗ |k , where n labels the discrete set of eigenfunctions with energy E n in the z-direction (subband energies) and k labels the continuous set of free-particle eigenfunctions with energy E k = 2 k 2 /2m * in the in-plane direction with the effective mass m * . The phase of the basis states is chosen such that ψ n (z) = z|n are real. With this choice of basis, we have n , k |n, k = δ n n δ(k − k). We assume translational invariance in the in-plane direction so both the density matrix and the dissipator are diagonal in k
where the matrix elements ofρ e andD are labeled according to their energy E k . In order to make the following derivation more compact we define the the following quantities
In Sec. 2.1, we simplify the out-scattering term in Eq. 7 and do the same for the in-scattering term in Sec. 2.2.
In section 2.3, we write the master equation in a form applicable to periodic systems such a QCLs.
Out-scattering term
We will start with the out-scattering-term, which is the first term in Eq. (7). By using the completeness relation 4 times, we can write the dissipator term corresponding to emission due to interaction mechanism g aŝ
where d 2 k 1234 refers to integration over k 1 through k 4 and n 1234 refers to sum over n 1 through n 4 . We can simplify the above expression using
After performing the k 2 and k 3 integration, we get
In order to perform the s integration, we use
where P denotes the Cauchy principal value, which leads to a small correction to energies (Lamb shift) [18] . Ignoring the principa-value term and shifting the integration variable Q → Q − k 1 , we get
Sandwiching both sides by N, k|...|M, k , integrating over k 1 and k and renaming the sum variables n 2 → m,
where in this context, h.c. means "switch N and M and perform complex conjugation". We can write Eq. (16) more compactly as
with
where we have written
E k ) because the coordinate system for the q integration can be chosen relative to k so W em g only depends on the magnitude of k. Note that Γ out em,g has the units of inverse time and is real. These terms will be referred to as rates from now on. The rates do not depend on the density matrix, so they can be precalculated and stored.
The Q z integration in Eq. (18) involves inner products, such as (m|n) Qz , and has to performed numerically. However, the in-plane integration can be done analytically, so it is useful to rewrite Eq. (18) as
The real (imaginary) part of the integrand is even (odd), so we can limit the range of integration to positive Q z . Switching to polar coordinates d 2 q → qdq dθ, making a change of variables E q = 2 q 2 /2m * and performing the E q integration gives
where θ the Heaviside function and
where W(Q, E k ) can always be written in terms of Q z , E k , E q = 2 q 2 /2m * and the polar angle θ of q. The explicit form of the function G em g depends on the scattering mechanism g, and is calculated in appendix A for acoustic phonons, nonpolar optical phonons, polar optical phonons (POP), and ionized impurities.
In-scattering term
By using the completeness relation four times, the inscattering term in Eq. (7) becomeŝ
Using Eq. (8a) and
gives (after performing the k 4 integration)
Performing the k 3 and k 2 integrations giveŝ
Changing the Q integration variable Q → −Q + k 1 and performing the s integration (ignoring the principal value) giveŝ
where we have used W
. Sandwiching both sides by N, k|...|M, k , integrating over k and k 1 and renaming the dummy variables n 2 → n and n 3 → m gives
After doing the in-plane integration over q, we get
where we have defined the in-scattering analog of Eq. (20)
with G em g defined in Eq. (21).
Application to periodic systems
The Markovian master equation (MME) for the density matrix elements can be written by summing over all different scattering mechanisms g;
where abs. refers to absorption terms and the in and out-scattering rates are defined in Eqs. (20) and (29) respectively. The G em g functions are calculated in appendix A for various scattering mechanisms.
The form of the MME in Eq. (31) is not well suited for periodic systems such as QCLs. It is more conenient to work with relative indices
Using relative indices, it is easy to take advantage of periodicity, where
The range N ∈ [1, N s ] is the number of eigenstates N s in a single period. The choice of which period to consider is arbitrary but in this work we choose the center period corresponding to the range
where L p is the period length. A state is considered to be in the center period if | n|ẑ|n | ≤ L p /2, i.e., if the state's center of mass is in the center period. The elements with M = 0 give the diagonals of the density matrix and M = 0 gives the coherence a distance of M from the diagonal. The M indice runs from −∞ to +∞ so a truncation needs to be performed in order to do numerical calculations. Truncation of M will be discussed in Sec. 3.1. Inserting Eq. (32) into Eq. (31) gives
and
Note that in Eqs. (35a) and (35b), the dummy indices n and m have been shifted in such a way that terms with large n or m are small. Equation (34) (with accompanying Eqs. (35a) and (35b)) is the main result in this work. In the next section, we will discuss numerical solution methods for Eq. (34). For evaluation of G em g for various interaction mechanisms, we refer the reader to the appendix.
Numerical method
The central quantity is the density matrix f
Here, N c is an integer that quantifies how far apart in energy the states can be to still have appreciable off-diagonal density-matrix terms (coherences); we refer to N c as the coherene cutoff. E max is the in-plane kinetic-energy cutoff. The energies are discretized into N E evenly spaced values, such that the density matrix array has dimensions N s × (2N c + 1) × N E .
The basic idea is to start with a chosen initial state and numerically time-step Eq. (34), until a steady state is reached. For the time stepping, we use an asynchronous leapfrog method, which is a robust second order, twostep, explicit method for the integration of the Liouville equation [23] . This choice of the time-stepping method allows us to use a rather large time step of 1 fs, which is about 10 times larger than an Euler time-stepping scheme would allow.
Note that the sums in the MME (34) run over matrix elements and energies outside the fundamental period (e.g., N > N s or N < 1), which are calculated using the modulo operation
with mod(n, N s ) = n − N s n/N s and E 0 the potential energy drop over a single period (intrinsic function MOD in Matlab and MODULUS in gfortran). The MME (34) also contains terms for which |M | > N c , where we assume f
3.1 Coherence cutoff and performance Equation (34) contains an infinite sum that represents coupling between eigenstates over infinitely long distances. However, it is easy to see that terms with small |n| and |m| are dominant. For example, the in-scattering term contains terms on the form (N |N + n) Qz and (N+ M+ m|N+ M ) * Qz , which are small for large |n| and |m| respectively due to the low spatial overlap of states that are highly seperated in energy. For the same reason, out-scattering terms with high |n| or |m| are small, too. In this work, we truncate the sum by only including terms with |n|, |m| ≤ N c . We note that the the numerical method could be improved by only summing over a subset of n, m ∈ [−N c , N c ], that contains the biggest rates.
From Eq. (34), we see that the in-scattering term is the bottleneck in the time-evolution of the density matrix. The computational complexity for the timeevolution is O (N s N   3 c N E N g ), and therefore depends most strongly on the coherence cutoff, N c . The computational complexity only depends linearly on the number of eigenstates N s , which opens the possibility to study multiple periods of QCLs and investigate effects of electric field domain formation [24] , which has a negative effect of QCL performance. The minimum coherence cutoff needed for convergence is highly system-dependent. In this work, a modest value of N c = 5 proved to be sufficient for convergence in current and occupations. Other parameters used in this work are N E = 101, N s = 5, and N g = 4. The number of time steps is 10 5 , with a time step of 1 fs, resulting in 100 ps of simulated time. Using these parameters, typical simulations times for a single value of the electric field were about 45 minutes on an Intel Core i7-2600 (gfortran complier, running on a single core). As mentioned before, the simulation time could be reduced significantly by only summing over a chosen small subset of n, m ∈ [−N c , N c ] in Eq. (34).
Initial state
We choose an initial state corresponding to thermal equilibrium. Assuming Boltzmann statistic, the density matrix factors into in-plane and cross-plane terms and we can write
To calculate the expansion coefficients C N M , we first solve for the Bloch states φ s,q (z) (s labels the band and
labels the wave vector in the Brillouin zone associated with the structure's period L p ) by diagonalizing the Hamiltonian in (40) with V B (z) = 0, using a basis of plane waves. We can then calculate the cross-plane equilibrium density matrix using
Using the above result, we can calculate the expansion coefficients
This choice of initial condition works well with an electric field that is turned on instantaneously at time t = 0 + ; this is limiting case of an abruptly turned-on bias. If only the steady state is sought, all terms with M = 0 can be artificially set equal to zero in the initial density matrix; this initial condition avoids high-amplitude coherent oscillations during the transient and leads to a faster numerical convergence towards the steady state.
Bandstructure calculation
Upon the application of bias, we assume the field and the associated linear potential drop are established instantaneously, but that the density matrix and charge distribution take a while to respond and do so adiabatically.
We treat the eigenstates under an applied bias as bound states, even though, strictly speaking, the states are better described as resonances with some energy spread [25] . The bound-state approximation is good if the energy spread is much smaller than other characteristic energies, and if the dynamics are mostly limited to the subspace of resonance states. For more discussion on the validity of this approximation, see Ref. [3] .
The eigenstates and subband energies are obtained from the Schrödinger equation
where m * (z) is a position-dependent effective mass, V SL is the superlattice potential (wells and barriers), V B the linear potential drop due to an applied bias, and V H the mean-field Hartree potential, which is obtained by solving Poisson's equation. The Hartree potential V H depends on the electron density and is therefore timedependent. However, its time evolution is weak due to low doping and is typically very slow, so we can assume that the adiabatic approximation holds and the concept of eigenstates and energies is well defined during the transient. In writing Eq. (40), we have neglected coupling of of the eigenfunctions with the in-plane motion, which is a standard assumption when describing QCLs and other superlattices [24, 3] .
To calculate the eigenfunctions under bias, which we assume are fairly well localized, we use a basis of Hermite functions (eigenfunctions of the harmonic oscillator) and diagonalize the Hamiltonian in Eq. (40). Recalculating the eigenfunctions and computing the new rates, Eqs. (35a) and (35b), as the system evolves is a computationally expensive procedure, taking about 10 to 50 times longer than a single time step. However, it does not need to be done in every time step due to the slow temporal and spatial variation of V H . In order to recalculate the eigenfunctions only when needed, we calculate
where t is the time at the current time step . The quantity δ is the magnitude of the maximal first-order energy correction to the eigenstates. If δ is above a certain threshold energy, we recalculate the eigenfunctions and the corresponding rates. If the threshold is not met, we do not update the wavefunctions nor the Hartree potential. The procedure of calculating δ is very cheap in terms of computational resources and does not noticably affect performance. Typically, the wavefunctions are recalculated frequently during the initial transient and much less frequently near the steady state. In the present work, we used a threshold energy of 0.1 meV. This choice of theshold energy typically leads to ∼ 100 recalculations of eigenfunctions while the total number of time steps is on the order of 10 5 .
When recalculating the eigenfunctions, an issue arises when numbering the updated states and choosing their phase. The time evolution of the eigenfunctions must be adiabatic so the same phase must be chosen for each state when the eigenfunctions are recalculated. Since the eigenfunctions are chosen to be real, there are only two choices of phase. A very simple assigning method is to calculate
States with the highest overlap |α nm | 1 are "matched" according to n → m, which ensures the proper numbering of the new states and ψ n (z, t ) → sign(α nm )ψ n (z, t ) takes care of the choice of phase.
Low-energy thermalization
Out of the included scattering mechanisms (POP, acoustic phonons, and ionized impurities) only POP scattering is inelastic. However, the POP energy is typically larger than k B T and this lack of a low-energy inelastic scattering mechanism leads to numerical difficulties, where in-plane energy distributions can vary abruptly (this problem is often encountered in density-matrix models; see, for example, Ref. [10] ). A detailed inclusion of electron-electron interaction would solve this issue, where arbitrarily low energy can be exchanged between electrons. The small energy exchanges involved in electron-electron interaction also plays a crucial role in thermalization within a subband. However, electronelectron interaction is a two-body interaction that is not straightforward to include in a single-electron picture. For this reason, in the present work we will include low energy thermalization (LET) in a simplified manner, by adding a scattering mechanism with an energy equal to the minimal in-plane energy spacing ∆E in the simulation. The purpose of this extra scattering mechanism is to help smoothen the in-plane energy distribution. We treated the LET as an additional POP-like scattering term, with energy exchange equal to ∆E and an effective strength denoted by the dimensionless quantity α.
The matrix element is
where Q 2 D = ne 2 /(εk B T ) is the Debye wave vector. The reason for the choice a POP-like matrix element is its preference for small-Q scattering, just like electronelectron interaction. The role of the LET term is mainly to smoothen of the in-plane energy distribution. As we will show later, the results are not very sensitive to the value of α.
Results
To demonstrate the validity of our model, we simulated a THz QCL proposed in Ref. [14] . The authors used a phonon-assisted injection and extraction design based on a GaAs/Al 0.25 Ga 0.75 As material system and achieved lasing at 3.2 THz, up to a heatsink temperature of 138 K. We chose this specific device because both experimental and theoretical results are readily available for comparison. Figure 1 shows the conduction band profile and most important eigenfunctions of the considered device at the design electric field of 21 kV/cm. We will split this section into two parts, starting with steady state results in section 4.1 and time resolved results in section 4.2. Figure 2 shows a steady-state current density vs electric field, as well as comparison with experiment and theoretical results based on NEGF [14] . The experimental data is for a heat-sink temperature of T H = 10 K. The actual lattice temperature T L is expected to be higher [7] . Both the density matrix and NEGF results are for a lattice temperature of 50 K. We included interactions with polar optical phonons, acoustic phonons (using elastic and equipartition approximations), and ionized impurities. In addition we included a LET scattering mechanism discussed in section 3.4 with a strength parameter of α = 0.1. This choice of α gave the best agreement with experiment. However, results around the design electric field did not depend strongly on α, as can be seen in Fig. 3 . From Fig. 2 we see a very good agreement with experiment and NEGF around the design electric field of 21 kV/cm. For electric fields lower than 17 kV/cm, neither NEGF or our density matrix results accurately reproduce experimental results. However, our density matrix results and the NEGF results both show a double-peak behavior. The difference between the density matrix results and NEGF can be attributed to collisional broadening (not captured with density matrix approaches) and our calculation not including interface-roughness scattering.
Steady-state results
In order to visualize the occupations and coherences of all combinations of the states, it is instructive to plot density matrix elements after integrating out the parallel energy
(44) Figure 4 shows a plot of log 10 (|ρ NM |), with occupations and coherences of all combinations of the states shown in Fig 1, except for the high-energy (h) state, which had negligible occupation and coherences. Normalization is chosen such that the largest matrix element is 1 (the occupation of the upper lasing level). From the figure, we can see that the magnitude of the coherences can be quite large. For example, the largest coherence is between the e L extractor state and the i injector state, with a magnitude of about 0.21; this is a significant fraction of the largest diagonal element and demonstrates the importance of including coherences in calculations. The second largest coherence is between the upper and lowing lasing states, with a magnitude of 0.05. Other coherences are smaller than 1% of the largest diagonal element and all coherences more than 4 places off the diagonal were smaller than 10 −3 , justifying our coherence cutoff of N c = 5.
The magnitude of the matrix elements ρ NM give information about the importance of including off-diagonal matrix elements in QCL simulations. However these matrix elements do not give us information about the dependence on in-plane energy. In order to visualize the in-plane dependence, Fig. 5 shows plots of ρ N and M . In the top (bottom) panel, N = u (N = e) is fixed and M varied, showing the three largest coherences, as well as the diagonal term. The figure shows the energy dependence of the two largest coherences mentioned earlier (e-i R and u-l), along with the second and third largest coherences for each state. We see that most off-diagonal elements are more than two orders of magnitude smaller than the diagonal terms. Both the diagonal elements and the coherences have an in-plane distribution that deviates strongly from a Maxwellian distribution, with a sharp drop around 35 meV due to enhanced POP emission. This result suggests that simplified density-matrix approaches, where a Maxwellian in-plane distribution is assumed, are not justified for the considered system. e e e i R e u R e u These two states were chosen because they have the greatest occupation. Note that u R corresponds to the upper lasing level in the next period to the right (not shown in Fig. 1 ), which is equal to the coherence between e L and u owing to periodicity. Figure 6 shows the current density vs time at the design electric field (21 kV/cm) and at a lower electric field (5 kV/cm). The top panel shows the initial transient (first 2 ps) and the bottom panel shows the next 10 ps, which is long enough for the current density to reach a steady state. In the first 2 ps, we observe highamplitude coherent oscillations in current, with a period of 100 to 200 fs. The rapid coherent oscillations decay on a time scale of a few picoseconds, with the high-bias oscillations decaying more slowly. Note that the peak value of current early in the transient can be more than 10 times higher than the steady-state value. In the bottom panel, we see a slow change in current, which is related to the redistribution of electrons within subbands, as well as between different subbands. Figure 7 shows the time evolution of occupations for the same values of bias as in Fig 6 , in addition to results slightly below the design electric field. Occupations are a very important quantity because the optical gain of the device is directly proportional to the population difference of the upper and lower lasing level (ρ uu − ρ ). The time evolution of the occupations tells us how long it takes the device to reach its steady state lasing capability. In Fig 6, we can see that the occupations take a much longer time to reach steady state (20-100 ps) than the current density, and the time needed to reach a steady state is not a monotonically increasing function of the electric field: the 20-kV/cm results take more than twice as long to reach a steady state than the 21-kV/cm results. In Fig. 7 , we see that a population inversion of ρ uu − ρ = 0.26 is obtained at the design electric field, while lower-field results show no population inversion. Figure 8 shows the time evolution of the in-plane energy distribution for all the subbands shown in Fig. 1 . Also shown is the equivalent electron temperature of each subband calculated using E k = k B T e . The top panel showns the initial (thermal equilibrium) state, where all subbands have a Maxwellian distribution with the extractor having the highest occupation. At time t = 2.5 ps, the in-plane distribution has heated considerably for all subbands, with the lower lasing level being hottest at T e = 136 K. At t = 10 ps, the lower lasing level has cooled while the other states have heated, with the injector state having the highest temperature of 220 K. At t = 100 ps, the system has reached a steady state, where the lower lasing level is considerably cooler (92 K) than other states, with the injector state being hottest with a temperature of 203 K. A noticable feature in Fig. 8 is the big difference in temperature of the different subbands with a temperature difference of 110 K between the injector and lower lasing level. In addition to having very different temperatures, the in-plane energy distributions are very different from heated Maxwellian distribution and different subbands have very different in-plane distributions. A weighted average (using occupations as weights) of the steady state electron temperatures is 159 K, which is 109 K higher than the lattice temperature. 
Time-resolved results

Conclusion
We derived a Markovian master equation (34) for the single-electron density matrix, including off-diagonal matrix elements (coherences) as well as in-plane dynamics. The MME conserves the positivity of the density matrix, and accounts for scattering of electrons with phonons and impurities. We applied the MME to simulate electron transport in a THz QCL. Close to lasing (around the design electric field), our results for current density are in good agreement with both experiment and theoretical results based on NEGF. The differences between NEGF and density matrix at low fields are small and can be attributed to the omission of interface roughness scattering in our simulation and the effects of collisional broadening.
We have shown that the magnitude of the off-diagonal density matrix elements can be a significant fraction of the largest diagonal element. With the device biased for lasing, the greatest coherence was between the in-jector and extractor levels, with a magnitude of 21% of the largest diagonal element (the upper lasing level). This results demonstrates the need to include coherences when describing QCLs in the THz range.
We have found that significant electron heating takes place at the design electric field, with in-plane distributions deviating far from a heated Maxwellian distribution. The electron temperature was found to vary strongly between subbands, with an average subband temperature about 109 K hotter than the lattice temperature of 50 K. This result demonstrates the need to treat in-plane dynamics in detail.
Time-resolved results showed that, early in the transient, current density exhibits high-amplitude coherent oscillations with a period of 100-200 fs, decaying to a constant value on a time scale of 3-10 picoseconds. The amplitude of current oscillations could be over 10 times larger than the steady-state current. Occupations of subbands and in-plane energy distributions took considerably longer (20-100 ps) than current to reach the steady state.
Solving the MME for the density matrix is a numerically efficient approach to time-dependent quantum transport in nanostructures far from equilibrium.
