Abstract. In this paper, we present a systematic treatment of Marcinkiewicz integrals with block space function kernels and prove the L p boundedness of several classes of Marcinkiewicz integrals along surfaces of revolution. The results in this paper extend as well as improve previously known results.
1. Introduction and results. Let R n , n > 2 be the n-dimensional Euclidean space and S 71-1 be the unit sphere in R n equipped with the normalized Lebesgue measure da.
For a suitable mapping * : R n -♦ R m , we define the Marcinkiewicz integral operator M^^h by E. M. Stein introduced the operator JWQ and showed that if Q G Lip^S 71 ' 1 ), (0 < a < 1), then MQ, is of type (p,p) for p G (1,2] and of weak type (1,1) (see [Stl] ). Subsequently, A. Benedek, A. Calderon, and R. Panzone proved that MQ is of type (p,p) for p G (l,oo) if Q G C 1 (S 71 " 1 ) (see [BCP] ).Very recently, the study of the more general class of operators Mv^h for various mappings \I> and under various conditions on Q has attracted the attention of many authors (see, for example, [AsAq] , [CFP] , [DFP] , [DP] ).
On the other hand, there has been a considerable amount of research concerning the L p boundedness of singular integrals along surfaces of revolution. For relevant results one may consult [AqP] , [AsP] , [CF] , [KWWZ] , [LPY] , among others.
In this paper, we shall investigate the L p boundedness of Marcinkiewicz integrals along surfaces of revolution * = ^ = { (y,(j) It is worth pointing out that using the same argument as in [DFP] we are only able to obtain Theorems 1.1-1.3 under the stronger condition ft G Z^S 71-1 ), q > 1.
Therefore, it is imperative to attack the problems under considerations through a proper decomposition of our operators along with keeping track of certain constants. In fact, the proof of our results will be a consequence of two general theorems stated in Section 2. We shall present a systematic method which not only allows us to obtain the L p boundedness of Macinkiewicz integral operators under considerations, but also has shown to be useful in handling some other problems in this area which will appear in forth coming papers.
General results.
Given a family of measures {at : t £ R}, we define the maximal operator a* by cT*(f) = sup \\at\ * /|. Also, we write t ±a = inf {t a ,t~a} and ten |or| for the total variation of cr, which is a positive measure. 
Proo/. We use a similar argument as in [Du] . Since \\<rt\\ < 1 we immediately get 
T/ie constant Cp is independent of B and the linear transformation L.
Proof Clearly, we may assume that 0 < a < 1. By the arguments in the proof of Lemma 6.2 in [FP], we may assume without loss of generality that m < n and L = TT^. By an elementary procedure choose a collection of smooth functions {$£,£}t€R on (0, oo) with the following properties: for each t G R,
<£
where C can be chosen to be independent of the constant B. 
^^V^l "Po
The first inequality follows by (2.5) and the second inequality follows by a trivial change of variable and the same argument as in the proof of (20) Then by condition (iv) and (2.14) we have The special class of functions JB^' 0 were first introduced by Jiang and Lu in their study of singular integral operators of Calderon-Zygmund type (see [LTW] Proof. First, assume 0 is a function given as in Theorem 1.1. Without loss of generality, we may assume that (/>(£) > </>(0) for all t > 0. For / > 0 and u £ R, we have 
MJ(u) < Mnfiu)
which implies (3.6) by the boundedness of MR in L p (R) for 1 < p < oo. This completes the proof of the lemma for the case that 0 is given as in Theorem 1.1.
Next, assume 0 is given as in Theorem 1.2. Then, for / > 0,
By the conditions on 4>, we get
which easily implies (3.6) Finally, to prove (3.6) for </> given as in Theorem 1.3, we define a family of measures At on R by r*
Jo
Then by the conditions on 0, it is easy to see that (3.8)
At(C)-At(0) <C|2^C| and A t (C) <C|2^C| If (f) is given as in any one of the Theorems 1.1-1.3, then the inequality (3.11) follows by Lemma 3.3, Lemma 3.4 and Theorem 2.3.
On the other hand, if 0 is a polynomial, (3.11) follows by a theorem of Stein and Wainger on maximal operators along curves (see [St2] , p. 477). The theorem is proved.
Proof of theorems. Since Q G JB^S
71 " 1 ), we can write ft = E^Li c A> where each b^ is a q-block function, and Mg' 0 ({c M }) < oo. Without loss of generality, we may assume that h G A 7 for some 7, 1 < 7 < 2 and p satisfies \l/p -1/2| < 1/7'.
To prove our theorems, we shall need to decompose Q as follows: For each block function b , let M +fi u ,hf -(/ r*>6,/i IMR ' */ dty <C P AJf\\ p ., for allp satisfying \l/p -1/2| < l/Y and / E L p (R n+1 ). By (3.1), (4.5) and (4.7) we obtain (1.3) if <p satisfies the conditions as stated in any one of the Theorems 1.1-1.4. This completes the proof of our theorems.
