Regeneration is a popular method for describing the solution set of a system of polynomial equations. In this paper we introduce regeneration graphs to solve polynomial systems. This translates the problem of solving a polynomial system to that of traversing a directed acyclic graph. Previous regeneration algorithms can be viewed in our context as breadth first traversal, and we formulate a depth first alternative which is useful in many applications because it quickly produces a subset of the solutions and is not "all or nothing."
Introduction
Many problems in science, engineering, and mathematics are formulated as solving polynomial systems of equations. The field of applied algebraic geometry develops techniques to solve and understand these polynomial systems. One approach to solve these systems is to apply a continuation methods from numerical algebraic geometry. A continuation method, also known as a homotopy method, for solving a polynomial system takes a polynomial system where the solutions are known, and uses numerical predictorcorrector methods to determine solutions of a target polynomial system.
There are several types of homotopy methods. This paper focuses on a regeneration method, also called an equation-by-equation method. Other methods such as the polyhedral homotopy method [4, 17, 25] and monodromy homotopy method [2, 7] are also popular. This paper is structured as follows. In Section 1 we introduce the necessary numerical algebraic geometry background. In Section 2 we recall regeneration for polynomial system solving. In Section 3 we develop regeneration graphs and algorithms. In Section 4 we show how to use regeneration graphs to get specific invariants of a polynomial system. In Section 5 we give numerous examples, touching on topics in economics, statistics, and optimization.
1. Preliminaries 1.1. Multihomogeneous homotopy. Homotopy continuation is a powerful method for obtaining solutions to a system of equations. The main idea is to construct a parameterized family of problems, obtain solutions to a member of this family, and then track the solutions to a problem we want solve. Using predictor-corrector methods, e.g. Euler-Newton methods one tracks solutions along paths. For more details see [1, 23, 21] .
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Here, we recall multihomogeneous homotopies for solving multihomogenous polynomial systems. For i ∈ [k], let x i = (x i,0 , x i,1 , . . . , x i,n i ) denote the ith variable group, and for convenience, we abbreviate (n 1 , . . . , n k ) with n • .
The ring C[x 1 , . . . , x k ] has a natural grading induced by the variable groups. More precisely, a monomial i∈ [k] n i j=0 x a ij ij in C[x 1 , . . . , x k ] is said to have degree (d 1 , . . . , d k ) if d i = n i j=0 a ij . A polynomial f is said to be multihomogeneous and degree Deg(f ) := (d 1 , . . . , d k ) if it is a linear combination of degree (d 1 , . . . , d k ) monomials. We denote the ith entry of the degree by Deg i (f ).
Let F = (f 1 , . . . , f N ) denote a square multihomogeneous polynomial system in k variable groups with n i + 1 variables in the ith group. The degree matrix is taken to be D := [Deg(f 1 ), . . . , Deg(f N )], a k × N matrix with nonegative integer entries.
Consider the formal expression f ∈F i∈ [k] Deg i (f )·α i in the indeterminants α 1 , . . . , α k , and let Bez(D, n • ) denote the coefficient of i∈[k] α n i i . A generic square system of multihomogeneous polynomials with degree matrix D has at most Bez(D, n • ) nonsingular isolated solutions [23, Theorem 8.3.7] . The bound Bez(D, n • ) is tight and is obtained by a system of general linear products with a degree matrix D. As a result, one way to solve a square multihomogeneous polynomial system is by using the following homotopy [23, Theorem 8.49 ].
Theorem 1.1 (Multihomogenous homotopy). Let D denote the degree matrix of the multihomogeneous polynomial system F = (f 1 , . . . , f n 1 +···+n k ) and G = (g 1 , . . . , g n 1 +···+n k ) in the variable groups x 1 , . . . , x k . For each i, suppose that g i is a general linear product. Then, the Bez(D, n • ) solution paths of the homotopy
starting at the solutions of G(x 1 , . . . , x k ) = 0 are nonsingular for t ∈ (0, 1] and their endpoints as t → 0 include all of the nonsingular isolated solutions of F (x 1 , . . . , x k ) with probability one.
Multidegree and witness collections of varieties.
A multihomogeneous polynomial system F in C[x 1 , . . . , x k ] defines a multiprojective variety V(F ) in P n• := P n 1 × · · · × P n k . To understand the solution sets to the polynomial system, we will describe invariants of V(F ). For more details see [10] , but we recall the necessary definitions (multi)dimension and (multi)degree here.
) is finite and nonempty where L e is some system of generic linear polynomials consisting of e i polynomials in
) for e ∈ Dim(Y ) and zero otherwise.
A witness collection for an irreducible multiprojective variety Y ⊂ P n• that is a component of V(F ) is a map that assigns e ∈ Dim(Y ) to (F, L e , Y ∩ V(L e )). This triple is an e-witness set of Y with Y ∩ V(L e ) called an e-witness point set of Y . It follows by Bertini's Theorem that Deg Y (e) is the cardinality of a e-witness point set of Y . This means, by computing a witness collection, one determines the multidegree of a variety. The notions of (multi)degree, (multi)dimension and witness collections are extended to reducible varieties by working component by component as explained in [10, Section 1.3] . By determining a witness collection we are solving a polynomial system. Remark 1.2. Unless otherwise stated, we assume a variety is reduced. This can be assumed after deflation [13, 15, 20, 19, 18] .
For an irreducible variety Y in P n• we say a polynomial system G ⊂ C[x 1 , . . . , x k ] is a witness system for Y if the cardinality of G agrees with the codimention Y and V(G) contains a generically reduced irreducible component Y ′ that is set theoretically equal to Y .
Regeneration
Regeneration is an equation by equation [14, 11] method that is also known as an intersection approach for solving polynomial systems. Geometrically, regeneration in a projective space P n can be understood as follows. Given an irreducible degree d subvariety X in P n and a degree m hypersurface H not containing X, by Bezout's Theorem the intersection X ∩ H has a degree bounded from above by d · m. If H is defined by a general linear product of m linear forms r 1 , . . . , r m and X is positive dimensional, then the degree bound d · m is tight. Moreover, when g is a degree m polynomial, for t = [t 0 : t 1 ] ∈ P 1 the family of polynomials t 0 g + t 1 m j=1 r j define a family of hypersurfaces.
By interpolating between members of this family, we are able to track a witness collection for X ∩V( m j=1 r j ) to a witness collection for X ∩V(g) using homotopy continuation. One pass of regeneration computes a witness collection for X ∩ V(g) from a witness collection for X ⊂ P n by going through two main steps, as described in Algorithm 2.1.
Algorithm 2.1 (Regenerating a projective hypersurface).
Input: A witness collection for V(F ) ⊂ P n and a degree m homogeneous polynomial g defining a hypersurface V(g) ⊂ P n not containing any irreducible component V(F ). Output: A witness collection for V(F ) ∩ V(g). Do: For j ∈ [m], choose a degree-linear r j and compute a witness collection for V(F ) ∩ V(r j ), thereby producing a witness collection for V(F ) ∩ V( m j=1 r j ). Use homotopy continuation to track a witness collection for V(F ) ∩ V( m j=1 r j ) to a witness collection for V(F ) ∩ V(g).
Coupled with membership tests that determine if a witness points is contained in V(g), this process can be iterated to produce an algorithm for computing witness collections of varieties defined by intersections of hypersurfaces. This works because a codimension c irreducible component of V(F )∩V(g) arises as either (1) an intersection of a codimension c − 1 irreducible of V(F ) not contained in V(g) and the hypersurface V(g), or (2) an irreducible component of V(F ) contained in V(g).
These ideas can be applied to multiprojective varieties, and we will use the following theorem to prove correctness of our algorithms. Theorem 2.2. Let Y denote an irreducible multiprojective variety in P n• that has G ⊂ C[x 1 , . . . , x k ] as a witness system. Let h ∈ C[x 1 , . . . , x k ] denote a multihomogeneous polynomial, let L e denote a system of generic linear polynomials consisting of e i polynomials in the variable group x i for i ∈ [k], and let S e denote the set of nonsingular isolated solutions to the system of equations
Consider the open subset of Y given by
If g is a multihomogeneous polynomial with the same degree as h, then either (1) Y is contained in V(g) or (2) for almost all choices of γ in C, the solution paths of the homotopy
starting at S e | U := S e ∩ U are nonsingular for t ∈ (0, 1] and their endpoints as t → 0 include all of the nonsingular isolated solutions in U of H(x 1 , . . . , x k ; 0) = 0 with probability one.
Proof. Let η denote the maximal number of isolated smooth solutions in U to the polynomial system H(x 1 , . . . , x k ; t) at a fixed value of t. As a consequence of Bertini's Theorem and Bezout's Theorem, for every t * ∈ C, the number of smooth isolated solutions to H(x 1 , . . . , x k ; t * ) is bounded above by k i=1 Deg i (h) · Deg Y (e + ǫ i ). By our hypothesis, this bound is attained when t = 1 and equals η. Since U is a dense Zariski open subset of Y , the result follows by Generalized Parameter Homotopy Continuation [23, Theorem 7.1.4].
As a consequence of this theorem, an eth witness set for Y ∩ V(g) is given by (G ∪ {g}, L e , W e ) where W e is the set of nonsingular isolated end points of the homotopy H.
The strength of an intersection approach to solving polynomial systems is exhibited when components of interest have degrees less than the expected bound. This can occur when V(g) contains a component of X or when X ∩ V(g) has components that are not of scientific interest (e.g. lying in coordinate hyperplanes, contained in the big diagonal, or satisfying some other condition based on the application).
Data structure and algorithms
In this section, we take an algorithmic perspective to regeneration for solving multihomogenous polynomial systems of equations. We will reframe solving a polynomial system as traversing a directed acyclic graph.
General linear polynomials.
In this subsection, we introduce two different sets of general linear polynomials that are used in Algorithm 2 to describe the solution set to a polynomial systems (f 1 , . . . , f N ) ⊂ C[x 1 , . . . , x k ] such that each polynomial has degree less than m ∈ N k .
The first set depends on the number variable groups and number of indeterminants. For i ∈ [k] and j ∈ [n i ], let ℓ i,j denote a general linear polynomial in x i . 1 We refer to each ℓ i,j as a dimension linear, because the number of them is determined by the dimension of the ambient projective space P n• . For e ∈ [n • ], let L e denote the following subset of dimension-linear polynomials
and a ∈ [m i ], let r i,a denote a general linear polynomial in the variable group x i . We refer to each r i,a as a degree linear, because the number of them is determined by the degree bound. For d ∈ [m], let R d denote the following subset of degree-linear polynomials
3.2. Regeneration graphs. In this section we define vertex sets and edge sets which are used to define a graph for describing the solution set of a polynomial system. Since witness collections are also used to describe solution sets of a polynomial system, we will see these are related to this new graph as well.
Vertex sets.
The following is immediate from the definition of witness collections (Section 1.2). With respect to dimension-linears L n• , for s = 0, . . . , N, the witness points of a witness collection for (f 1 , . . . , f s ) are in one to one correspondence with the set
We call V s the regeneration vertex set of F at depth s.
Edge sets.
We define a set of edges that are between V s and V s+1 , and it will be convenient to distinguish between two types of edges. If (P, e, s) ∈ V s and f s+1 (P ) = 0 then we say there is an edge between (P, e, s) and (P, e, s + 1). We call these edges zero edges and we denote by E 0 s,s+1 the set of all zero edges at depth s. The relation can be understood geometrically by seeing that every point in the witness collection for (f 1 , . . . , f s ) for which f s+1 vanishes is also a witness point for (f 1 , . . . , f s+1 ).
On the other hand, fixing a set of degree linears R m induces another edge set E + s,s+1 , which is defined as follows: for (P, e, s) ∈ V s and (P ′ , e ′ , s + 1) ∈ V s+1 there is an edge from (P, e, s) to (P ′ , e ′ , s + 1) if the exists i ∈ [k] and a degree linear r i,a such that (1) e = e ′ + ǫ i with ǫ i denoting the ith standard basis vector of N k ≥0 , (2) as t 1 varies from 1 to 0 the family
induces a path from P to a point Q, and
(3) as t 2 varies from 1 to 0 the family
Definition and example. After defining the vertex sets
we are now ready to define our regeneration graph. Definition 3.1. Using the notation in this section, for a polynomial system
The variety V(f 1 ) is the union of a circle and a line, and V(f 1 , f 2 ) is the union of two points and a line. With a choice of general dimension linears and general degree linears, we computed G . This is diagramed in Figure 1 with the corresponding geometric illustration in Figure 2 .
The points A through F are as shown in Figure 2 . Note that the edge from (C, 1, 1) to (C, 1, 2) is in E 0 1,2 edge and all other edges are in E + 0,1 or E + 1,2 .
3.3.
Main property of G . The following theorem is in the same spirit as the proof of correctness of previous regeneration techniques. Recall that V s corresponds to a witness point set of a witness collection for the polynomials (f 1 , . . . , f s ) as described in Section 3.2.1. Therefore, finding a witness collection for the variety V(F ) is equivalent to enumerating V N . On the other hand, V 0 consists of a single vertex which we denote by V src or (P src , n • , 0) where P src is the point V(L n• ). The next theorem, implies that a witness set collection for V(F ) can be computed by traversing G starting at V src . On the left are the two dimension-linears and A is the source of the regeneration graph. In the middle is the variety V(f 1 ). The three points of intersection of the variety with the red line correspond to V 1 . On the right is the variety V(f 1 , f 2 ), and the three points C, E, F correspond to V 2 . Theorem 3.3. Let G be the regeneration graph of a polynomial system given by
. Assume the dimension linears and degree linears are general. If s ∈ {0, 1, . . . , N − 1}, then every vertex in V s+1 is the endpoint of an edge starting in V s . Equivalently, V src is the unique source of G as a directed acyclic graph.
s,s+1 and we are done, so assume that f s+1 (P ) = 0. We wish to find (P, e, s) ∈ V s such that (V, V ′ ) ∈ E + s,s+1 .
Step 1: Write d = Deg(f s+1 ), and let h = r∈R d r. Consider the set
Starting with Equation 3.2.2 in the definition of G , we would like to show that there exists Q ∈ S e ′ that is tracked to P ′ . We will apply Theorem 2.2, where the roles of L e and S e in Theorem 2.2 are played by L e ′ and S e ′ here. Since V(h) is a union of hyperplanes defined by r ∈ R d , we have
Because all ℓ i,j and r i,a are general, for each
. . , f s } and g = f s+1 , by Theorem 2.2 there is a point Q lying in S e ′ that is tracked to P . Since h is already a union of generic hyperplanes, we take γ to be one.
Step 2: We would like to show that for all Q in S e ′ , there is (P, e, s) ∈ V s such that P is tracked to Q as in Equation 3.2.1. That is, we want to show that there exist i ∈ [k] and a ∈ [m i ] such that setting e = e ′ + ǫ i , a point of
is deformed to r i,a . Since ℓ i,e i +1 and r i,a are general, this follows by a similar application of Theorem 2.2. Example 3.4. We continue with Example 3.2 to illustrate the ideas in the previous proof. If we take P ′ = B, e ′ = (e 1 ) = (1), and s = 0, then in the above notation,
is the single polynomial defining the red dotted line in the center of Figure 2 , h is a product of two general linear polynomials, S (1) is a set of two generic points lying on the red dotted line in the center of Figure 2 , and Q is one of the points in S (1) .
Example 3.5. The following is an example where the regeneration graph is not a directed tree. The polynomial system (f 1 , f 2 ) = (x 2 −x 2 1 , x 1 ) in C[x 1 , x 2 ] has a regeneration graph consisting of vertex sets V 0 , V 1 , V 2 with one, two, and one vertexes respectively. However, the nonempty edge sets E + 0,1 and E + 1,2 each have two edges. 3.4. Tracking edges. The proof of Theorem 3.3 is constructive in the following sense. For each directed edge in E + s,s+1 of the regeneration graph, we can construct a two part homotopy with a start and end point corresponding to the edge's vertexes.
Let (P, e, s) ∈ V s be a vertex. In order to track the point P ∈ V(f 1 , . . . , f s ) ∩ V(L e ) by numerical homotopy continuation, it is important in implementation that P is smooth. Since V(L e ) is a generic linear space, the only case where P is not smooth is if it lies on an irreducible component which is not generically reduced. If this is the case, then we can use deflation [13, 15, 20, 19, 18] to replace (f 1 , . . . , f s ) with a larger system G such that set theoretically V(f 1 , . . . , f s ) = V(G) and P is smooth in V(G).
It is also important in implementation that the start system and target system are square. Denote by Y the irreducible component of P ∈ V(f 1 , . . . , f s ) ∩ V(L e ). While Y may not be a complete intersection, a system G of |n • | − |e| homogenius polynomials can be chosen such that Y is an irreducible component of V(G).
Below we define the homotopies that we use to traverse G . s=0 (E 0 s,s+1 ⊔ E + s,s+1 ). Let (P, e, s) ∈ V s with Y denoting the irreducible component of (f 1 , . . . , f s ) containing P . Let G be a witness system for Y . We define the cultivating homotopy from V in the ith variable group in degree a with respect to G as
and we define the harvesting homotopy from V with respect to G as
where d = Deg(f s+1 ) and ǫ i denotes the ith standard basis vector of N k
≥0
The following lemma shows that replacing one polynomial system with another does not change how a path is tracked, as long as the irreducible component of the start point is not changed. Lemma 3.7. Let G and G ′ be sets of multihomogeneous polynomials in C[x 1 , . . . , x n ] that are witness systems for an irreducible variety Y in P n• . Let g and h be multihomogeneous polynomials of the same degree such that Y ⊂ V(h) and Y ⊂ V(g). If dimension linears are general and P ∈ Y ∩ V(L e ) ∩ V(h) is a smooth isolated point, then the paths starting at P induced by 
coincide for almost all γ ∈ C.
Proof. Note that the sets of isolated points of the two systems in Equation 3.4.1 agree when intersected with Y for all t. It now suffices to show that a path starting at P induced by either homotopy does not leave Y . Let P t denote the path starting at P induced by G. (The case for G ′ is exactly the same.)
) for almost all γ, since it is smooth in a locally principle codimention one subvariety cut out by γth + (1 − t)g. Then by Bertini's theorem, P is smooth in V(G).
Let Y ′ be another irreducible component of V(G). Then all points of Y ∩ Y ′ are singular, so by continuity the path P t cannot leave Y .
All together, the following algorithm returns the endpoint of a nonzero edge. V ′ or None If (i, a) determines an edge, we return the endpoint V ′ . Otherwise we return None. 7: procedure 8: Choose G to be a witness system for the irreducible component of V(f 1 , . . . , f s ) containing P .
9:
Track P to Q using H V G (i, a).
10:
Track Q to P ′ using H V G .
11:
if P ′ is not isolated in V(f 1 , . . . , f s+1 ) ∩ V(L e−ǫ i ) then 12: return None
13:
end if 14: return P ′ Proof of correctness. Algorithm 1 uses a larger system G to track paths, but this does not matter by Lemma 3.7. This is made precise as follows: say that (i, a) determines an edge from (P, e, s) to (P ′ , e ′ , s + 1). Then by definition P is tracked to a point . . . , f s+1 ) ∩ V(L e−ǫ i ). By Lemma 3.7 taking h = ℓ i,e i +1 and g = r i,a we have that H V G (i, a) tracks P to Q. Taking h = r∈R d r where d = Deg(f s+1 ) and g = f s+1 we have that H V G tracks Q to P ′ . Therefore P ′ is returned. Now suppose that P ′ is returned. A similar application of Lemma 3.7 show that there (i, a) determines an edge from (P, e, s) to (P ′ , e − ǫ i , s + 1).
Traversing regeneration graphs
In this section we show how our approach to regeneration leads to several natural extensions of algorithm [11] , including a more flexible paralelization and a depth first approach which quickly produces lower bounds on the multidegree of V(F ).
4.1.
Description of the algorithm. The multidegree and isolated solutions of V(F ) are encoded in the vertices of G , and we have seen in Theorem 3.3 that if dimension and degree linears are general then V src is the unique source vertex. Therefore we can compute the multidegree of V(F ) by traversing G starting at V src . We traverse G in parallel, and we use a priority queue to partially control the order in which vertices are visited.
Exploration order.
In this section we discuss and highlight exploration orders for Algorithm 2 that we found to be most useful. These are important to understand when terminating the algorithm early. This is a practical matter when there are limited computational resources or little time on a server.
4.2.1.
Depth first order. We have found that it is more natural in applications to traverse G by defining (P, e, s) (P ′ , e ′ , s ′ ) if and only if s ≥ s ′ , which we call the depth first order. With this ordering, the next vertex explored by an idle process will be as deep as possible. This order quickly visits vertices in V N , and thus quickly produces lower bounds on the multidegree of V(F ). Therefore if there are not sufficient resources to run Algorithm 2 fully, one can at least obtain partial information about V(F ), whereas in the regeneration algorithms in [14, 11] there is no partial information about V(F ) until regeneration reaches the final level. In this way our algorithm is not "all or nothing".
4.2.2.
Breadth first order. The regeneration algorithms in [14, 11] essentially compute V by visiting every vertex of V s before visiting V s+1 . When run with a single process, Algorithm 2 will traverse G in this order if we define (P, e, s) (P ′ , e ′ , s ′ ) if and only if s ≤ s ′ . We call this the breadth first order. Since V s encodes the multidegree of V(f 1 , . . . , f s ), the breadth first order prioritizes computing the multidegree of subsystems of F .
Smooth first orders.
Call a vertex V = (P, e, s) ∈ V smooth (resp. singular ) if P is smooth (resp. singular) in V(f 1 , . . . , f s ). In order to quickly visit vertices of V N , we can also prioritize visiting the smooth vertices. Finding endpoints of edges out of smooth vertices does not require deflation and will take considerably less time. We define the smooth depth first order to be given by (P, e, s) (P ′ , e ′ , s ′ ) if (1) (P, e, s) is smooth and (P ′ , e ′ , s ′ ) is singular, or (2) both vertices are smooth or both are singular and s ≥ s ′ . The smooth breadth first order is defined similarly. 
V src
The vertex corresponding to the solution to L n• = 0
5:
A partial order on V 6: Output 7:
V
The vertex set of the regeneration graph of F 8: procedure 9:
Instantiate a priority queue Q and a set V to be shared by all processes.
10:
Add V src to Q and V .
11:
Run multiple processes which do the following: 12: while Q is not empty or some process is not idle do
13:
Remove a lowest element V = (P, e, s) of Q according to .
14:
if V ∈ V and s < N then 15: if f s+1 (P ) = 0 then 16: add (P, e, s + 1) to Q and V .
17:
end if 18: if f s+1 (P ) = 0 then 19:
⊲ See Algorithm 1
21:
If V ′ = None then add V ′ to Q and V . Thus, for F with N polynomials, we only want to visit the vertices V N | A = {(P, e, s) : e ∈ A}. In this situation, we can delete a vertex V if it has no directed paths to V N | A . A vertex (P, e, s) ∈ V s , s < N, has no directed paths to V N | A if either of the following hold:
(1) for all e ′ ∈ A we have that e ′ ≤ e coordinate wise, or (2) for all e ′ ∈ A we have that i∈[k] (e i − e ′ i ) > N − s. This is because each edge decreases the multidimension by at most in one coordinate.
4.3.2.
Coordinate conditions. An important property of regeneration graphs is that if a vertex corresponds to a point in a particular irreducible component, all other vertices reachable from that vertex correspond to points in the same irreducible component.
If only solutions with nonzero coordinates are desired, for example when finding totally mixed Nash equilibria (see section 5.1), then we can delete a vertex (P, e, s) if P is in any coordinate hyperplane. We implement this for finding solutions with nonzero coordinates, and it can easily be extended to more quickly find a witness collection for V(f 1 , . . . , f N ) saturated by Z for any given closed set Z ⊂ P n• .
Algebra Applications
In this section we perform several case studies to motivate future applications of the regeneration graph method. There are three key take aways: (1) regeneration graphs are well suited for finding application relevant solutions quickly, (2) much how the application induces a natural grouping of variables so does it induce a natural ordering of polynomials, (4) our approach is well suited for implementation and produces new computational results.
5.1.
Economics: Nash equilibria. In his 1950 PhD Thesis, John Nash proved that there exists at least one equilibria point, now known as a Nash equilibria, in every k player non-cooperative game. In these non-cooperative games, each player is presented with a finite number of pure strategies that they can play. Each strategy that is played by a player has a payoff dependent on the strategies played by the other players in the game. Each player may also play a mixed strategy, where they can allocate a proportion of the resources to multiple pure strategies. In these games, Nash equilibria occur when no player can increase their expected payoff by changing their strategy while the other player's strategies remain fixed.
In general, there can be multiple Nash equilibria equilibria. The polynomial system that is solved to determine these equilibria has k variables groups where k is the number of players. The number of variables in the ith group, is determined by the number of strategies available to player i, For a derivation of this system and and a method for solving with polyhedral homotopy methods and PHCpack [8, 25] , see [24, Chapter 6] . We now consider an illustrative example.
Example 5.1. For a 2 player game with n pure strategies we have the following setup. Player A and Player B have the n × n payoff matrices [A ij ] and [B ij ] where the (i, j)th entry represents the payout to the player for playing pure strategy i when the other plays pure strategy j. When n = 2, the solution set to the polynomial system
with the variables group grouped as (a 1 , a 2 ) and (b 1 , b 2 ) respectively and where
contains the set of Nash equilibria. The regeneration graph for the system for a specific choice of payoffs is illustrated in Figure 3 . Figure 3 . We only picture the graph from depths 2 through 6 by omitting depths 0 and 1. At depth two A 1 is the unique vertex. The vertexes B 1 and B 3 are contained in the union of coordinate hyperplanes. The vertex B 2 is outside the coordinate hyperplanes and has real (b 1 , b 2 ) coordinates when the dimension linears are defined over the real numbers. At depth three, the nodes are the same as the previous but with a different depth index. At depth three, four vertexes in the coordinate hyperplanes and a fifth node that is a Nash equilibrium. At depth four, the vertexes are the same as the fifth but with a different depth index. The four solutions in a coordinate hyperplane are (1, 0, 0, 1), (1, 0, 1, 0), (0, 1, 1, 0), (0, 1, 0, 1) and the fifth solution (.200, .800, .388, .612) is a totally mixed Nash equilibria.
In the example, we see that the equations are naturally grouped by player. This generalizes to the k player situation. This offers various applications in economics, as it can help account for games where players may only have discrete strategies instead of the continuous case. It could also be useful when a player either always has a fixed strategy or is unaware (imperfect information) or indifferent to the fact they are playing this non-cooperate game. By adding constraints to the strategy variables so they fall on or between 0 and 1 we can also find relationships between a player's strategy for the stationary points with the strategies of the other players in the game. This constraint is consistent with real life constraints so it allows information to be extracted that can useful for economists.
Machine learning: deep linear networks.
Deep learning has had remarkable applications in many fields such as computer vision, object recognition, and stock market analysis to name few. However, many theoretical questions regarding this method are still very much open. One approach to gain a better theoretical understanding of deep neural networks is by characterizing the loss surface and regularizers. In particular, one might want to know how many of the local optimum are global optimum with a regularization.
In this subsection we consider deep linear networks which are specified by the weight matrices W := (W 1 , . . . , W H+1 ) with H denoting the number of hidden layers and
We study the usual squared Euclidean distance loss function
and a generalized Tikhonov regularization term R Λ (W) := H+1 i=1 ||Λ i ⋆ W i || 2 where for i = 1, . . . , H +1, Λ i is a generic d i ×d i−1 matrix and ⋆ denotes the Hadamard (coordinate wise) product. Given data (x, y) one wishes to find a global minima of the loss function L x,y and its regularization L x,y + R Λ .
After complexification, the variety of partial derivatives with respect to the weight indeterminants defines a set of critical points and a complex algebraic variety. The number of critical points and loss function are studied here [5] . We apply our regeneration method to these problems and obtain the computational results on the right side of Table 1 . The number of critical points shown in the left side of the table were known already, but with our work, we discovered the sparsity pattern structure. This sparsity structure coincides directly with the topology of the network as a zero corresponds to a missing edge in the network. Table 1 . We only consider the one sample case m = 1. The number of equations solved is H i=1 d i d i+1 Moreover, each critical point is classified by its support, i.e., by its nonzero coordinates which are denoted with a * .
5.3.
Algebraic statistics: maximum likelihood estimation. Maximum likelihood estimation is a fundamental computational problem in statistics. The problem is to maximize a likelihood function, which depends on data, on a statistical model. A point that maximizes this function correspond to a probability distribution that best describes the data. A major difficulty of this problem is that there can be multiple local extrema. As such, local hill climbing methods such as the EM algorithm may converge to a stationary point or local maxima that are not global maxima. An algebraic approach to this problem is given in [3, 16] .
For discrete statistical models defined by polynomials restricted to a probability simplex, the likelihood function is a monomial with exponents determined by an integer data vector. In this situation, maximum likelihood estimation can be modeled by solving a system of polynomial equations to find the objective function's critical points. In particular, we consider the algebraic statistical model given by symmetric n × n rank at most r matrices by solving the following polynomial system: P ⋆ (L T · Λ · L) T + 1≤i≤j≤n u i,j · P = U such that L = L 1 −I n−r and P = P 1 P 1 L T where P 1 and Λ denote symmetric matrices of formats r × r and (n−r) × (n−r) respectively, L 1 denotes a matrix of unknowns of format (n−r) × r, I n−r is an identity matrix, and ⋆ denotes the Hadamard (coordinate wise) product. A numerical algebraic geometry approach is used to solve MLE by determining the roots of a polynomial system with multiple variable groups in [12, Theorem 3] .
We apply our methods to these systems to bound the missing entry of the table in [12, Theorem 4] . While there are two missing entries, by [6] these entries are the same.
n ML degree # of critical points up to symmetry 4 37 (0, 3, 7, 7) 5 1394 (121, 192, 192 , 121) 6 ≥ 68504 ≥ (10431, 10686, 7602, 3748) Table 2 . ML degrees of rank three symmetric n × n matrices. The numbers in bold were not known before, and we computed them using the Bertini version of our implementation.
When the data is chosen to have zeros this induces a natural partitioning of critical points with respect to their support (nonzero coordinates) as observed in [9] . For generic data with (u 11 , u 22 , u 33 ) = 0, the critical points can have precisely zero, one, two, or three coordinates that are zero. We record these numbers in the right hand column. Our aim in this section is to provide bounds to motivate an algebraic topology approach using the techniques in [22] .
