Abstract. This is a companion paper to [1] where we introduced the spinorial energy functional and studied its main properties in dimensions equal or greater than three. In this article we focus on the surface case. A salient feature here is the scale invariance of the functional which leads to a plenitude of critical points. Moreover, via the spinorial Weierstraß representation it relates to the Willmore energy of periodic immersions of surfaces into R 3 .
Introduction
Let M n be a closed spin manifold of dimension n with a fixed spin structure σ. If g is a Riemannian metric on M , we denote by Σ g M → M the associated spinor bundle. The spinor bundles for all possible choices of g may be assembled into a single fiber bundle ΣM → M , the so-called universal spinor bundle. A section Φ ∈ Γ(ΣM ) determines a Riemannian metric g = g Φ and a g-spinor ϕ = ϕ Φ ∈ Γ(Σ g M ) and vice versa. In particular, one can split the tangent space of ΣM at (g x , ϕ x ) into a "horizontal part" ⊙ 2 T * x M and a "vertical" part (Σ g M ) x (see [1] for further explanation). Furthermore, let S(ΣM ) denote the universal bundle of unit spinors, i.e. S(ΣM ) = {Φ ∈ ΣM Φ = 1}, and N = Γ(S(ΣM )) its space of sections. If we identify Φ with the pair (g, ϕ) we can consider the spinorial energy functional E ∶ N → R ≥0 , (g, ϕ) ↦ [1] . Here, ∇ g denotes the Levi-Civita connection, ⋅ g the pointwise norm on spinors in Σ g M , and integration is performed with respect to the associated Riemannian volume form dv g . The functional is invariant under the Z 2 -extension of the spin diffeomorphism group and rescales as E(c 2 g, ϕ) = c n−2 E(g, ϕ)
under homothetic change of the metric by c > 0. The negative gradient of E can be viewed as a map
(for a curve ϕ t with ϕ t = 1,φ must be pointwise perpendicular to ϕ). In [1] we showed the following Theorem. For Φ = (g, ϕ) ∈ N we have
where T g,ϕ ∈ Γ(T * As a corollary, the critical points for n ≥ 3 are precisely the pairs (g, ϕ) satisfying ∇ g ϕ = 0, i.e. the parallel (unit) spinors. In particular, g must be Ricci-flat and (g, ϕ) is an absolute minimiser.
The present work investigates the spinorial energy functional on spin surfaces (M γ , σ) where M γ is a connected, closed 2-dimensional surface of genus γ endowed with a fixed spin structure σ. This differs from the general case of dimension n ≥ 3 in several aspects. First, the functional is invariant under rescaling by Eq. (1) , which leads to a potentially richer critical point structure in two dimensions. Indeed, we will construct in Section 5.2 certain flat 2-tori with non-minimising critical points which are saddle points in the sense that the Hessian of the functional is indefinite. In particular, these exist for spin structures which do not admit any non-trivial harmonic spinor. Despite the fact that E does not enjoy any natural convexity property, we note that the existence of the negative gradient flow as shown in [1] still holds in two dimensions. Second, if K g denotes the Gauß curvature of g, the Lichnerowicz-Weitzenböck formula implies E(g, ϕ) =
where D g is the Dirac operator associated with the spinor bundle Σ g M . Since the second term in Eq. (4) is topological by Gauss-Bonnet, we obtain immediately the topological lower bound inf E ≥ π γ − 1 .
We will show in Theorem 3.9 that we actually have equality. For the infimum we find a trichotomy of well-known spinor field equations. Namely, if P g is the twistor operator associated with Σ g M (see Section 4.1 for its definition), then (g, ϕ) attains the infimum if and only if P g ϕ = 0,
γ ≥ 2, which matches the usual trichotomy for Riemann surfaces of positive, vanishing and (non-)negative Euler characteristic (Corollary 3.25, Theorem 4.6). Of course, any parallel spinor ϕ is also harmonic, i.e. D g ϕ = 0. On the other hand, harmonic spinors on M γ are related to minimal immersions of the universal coverM γ into R 3 via the spinorial Weierstraß representation (see for instance [7] ). As a result we will be able to construct a plenitude of examples for various spin structures (Theorem 3.19). In particular, with the notable exception of γ = 2, there exist critical points which are in fact absolute minimiser for any genus. Finally, we completely classify the critical points on the sphere (Theorem 4.6) and the flat critical points on the torus (Theorem 5.2).
General conventions. In this article, M γ will denote the up to diffeomorphism unique closed oriented surface of genus γ. Further, g will always be a Riemannian metric. Rotation on each tangent space by π 2 in the counterclockwise direction induces a complex structure J which in particular is a g-isometry. More concretely, a local positively oriented g-orthonormal basis (e 1 , e 2 ) satisfies Je 1 = e 2 and Je 2 = −e 1 . Conversely, any complex structure determines a conformal class
[g] of Riemannian metrics. We will often tacitly identify (e 1 , e 2 ) with the dual basis (e 1 , e 2 ) via the musical isomorphisms ♯ and ♭. The Riemannian volume form ω g is then locally given by e 1 ∧ e 2 . Further, the dual complex structure J * acting on 1-forms is simply −⋆, where ⋆ is the usual Hodge operator sending e 1 to e 2 and e 2 to −e 1 . The Levi-Civita connection associated with g will be written as ∇ g . The Gauß curvature K g is just half the scalar curvature s g , i.e. 2K g = s g = −2R g (e 1 , e 2 , e 1 , e 2 ), where R g denotes the Riemannian (4, 0)-curvature tensor defined by R(e 1 , e 2 , e 1 , e 2 
e 1 , e 2 ). In the sequel we shall often drop any reference to g if the underlying metric is clear from the context. The divergence of a tensor T is given by
Finally, we use the convention v ⊙ w ∶= (v ⊗ w + w ⊗ v) 2 for the symmetrisation of a (2, 0)-tensor.
Spin geometry
2.1. Spinors on surfaces. We recall some spin geometric features of surfaces. Suitable general references are [8, 12] .
Every oriented surface admits a spin structure, i.e. a twofold covering of P GL+(2) , the bundle of positively oriented frames which restricted to a fibre induces the connected 2-fold covering of GL + (2). In particular, spin structures on M γ are classified by elements of H 1 (P GL+(2) , Z 2 ) whose restriction to the fibre gives the nontrivial covering. From the exact sequence associated with the fibration GL + (2) → P GL+(2) → M γ it follows that spin structures are in 1 − 1 correspondence with
A pair (M γ , σ) consisting of a genus γ surface and a fixed spin structure σ will be called a spin surface. If, in addition, we also fix a metric, we can consider Σ g M → M , the complex bundle of Dirac spinors associated with the complex unitary representation (∆, h) of Spin (2) . Note that the action of ω g splits ∆ into the irreducible ∓i eigenspaces ∆ ± ≅ C. This gives rise to a global decomposition
into positive and negative (Weyl) spinors. Further, since ∆ − ≅∆ + , ∆ ≅ C ⊕C carries a quaternionic structure. Equivalently, there exists a Spin(2)-equivariant map α ∶ ∆ → ∆ which interchanges ∆ + and ∆ − and squares to minus the identity. Hence we can think of ∆ as the quaternions H with real inner product ⟨⋅ , ⋅⟩ ∶= Re h. Locally, we can represent spinors in terms of a local orthonormal basis of the form (ϕ, e 1 ⋅ϕ, e 2 ⋅ϕ, ω ⋅ϕ), where ϕ is a unit spinor and (e 1 , e 2 ) a local positively oriented orthonormal basis. In particular,
for a uniquely determined endomorphism field A ∈ Γ(End(T M )) and a 1-form β ∈ Ω 1 (M ). We also say that the pair (A, β) is associated with (g, ϕ). Note that A and β determine the spinor field ϕ up to a global constant in the following sense. If ϕ 1 and ϕ 2 are unit spinor fields, and if they both solve Eq. (6) for ϕ = ϕ i , then there is a unit quaternion c such that ϕ 1 = ϕ 2 c. Hence an orbit of the action of the unit quaternions Sp(1) on unit spinor fields is determined by a pair (A, β) for which a solution to Eq. (6) exists. The question of determining the pairs which can actually arise will be addressed in Section 3.3.
As pointed out above, the choice of a Riemann metric induces a complex and in fact a Kähler structure on M γ . In particular, we can make use of the holomorphic picture of spinors on Riemann surfaces [2, 11] . Here, spin structures on (M γ , [g]) are in 1-1 correspondence with holomorphic square roots λ of the canonical line bundle κ γ = T * M 1,0 , i.e. λ ⊗ λ ≅ κ γ as holomorphic line bundles. The corresponding spinor bundle is given by
where we used the identification T M
) denotes contraction with the hermitian adjoint of v. The resulting even/odddecomposition Σ g = λ ⊕ λ * is just the decomposition into positive and negative spinors.
2.2. Dirac operators. Associated with any spin structure is the Dirac operator
We have the useful formulae ω ⋅ Dϕ = −D(ω ⋅ ϕ) and ⟨ω ⋅ Dϕ, Dϕ⟩ + ⟨Dϕ, ω ⋅ Dϕ⟩ = 0.
In particular, for a, b ∈ R with a 2 + b 2 = 1 we obtain
In terms of the pair (A, β) determined by ϕ we have
Moreover, restriction of D g to Σ g± gives rise to the operators D
. A remarkable fact we shall use repeatedly is the conformal equivariance of D in the following sense [11] . If for u ∈ C ∞ (M ) we consider the metricg = e 2u g conformally equivalent to g, we have a natural bundle isometry Σ g → Σg sending ϕ toφ.
where we letD = Dg. Note that for a vector field X we have X ⋅ ϕ =X ⋅φ if
In particular, the dimension of the space of harmonic spinors, ker D, as well as the spaces of (complex) positive and negative harmonic spinors, ker D + and ker D + , are conformal invariants. This is also manifest in terms of the holomorphic description above. Namely, after choosing a complex structure, i.e. a conformal class on M γ , and a holomorphic square root λ of κ γ , we have isomorphism is provided by the quaternionic structure from Section 2.1 which maps positive harmonic spinors to negative ones and vice versa.
2.3.
Bounding and non-bounding spin structures. The orientation-preserving diffeomorphism group Diff + (M γ ) acts on the bundle of oriented frames and therefore permutes the possible spin structures on M γ by its action on H
There are precisely two orbits, namely the orbits of bounding and non-bounding spin structures. They contain 2 [2] . In particular, on the 2-torus where γ = 1, there is a unique nonbounding spin structure and three bounding ones. These two orbits correspond to the two spin cobordisms classes of M γ [13] . Recall that in general, a spin manifold (M, σ) is spin cobordant to zero if there exists an orientation preserving diffeomorphism to the boundary of some compact manifold so that the naturally induced spin structure on the boundary (see for instance [12, Proposition II.2 .15]) is identified with σ under this diffeomorphism. Numerically, we can distinguish these two orbits as follows. Fix a complex structure on M γ and identify the set of spin structures with the holomorphic square roots S(M γ ) of the resulting canonical line bundle
is a quadratic function whose associated bilinear form corresponds to the cup product on H 1 (M γ , Z 2 ). Moreover, ϕ(λ) = 0 if and only if λ corresponds to a bounding spin structure [2] . For instance, it is well-known that on a torus, d + (g) is either 0 or 1 [11] . Therefore, the three bounding spin structures do not admit positive harmonic spinors (regardless of the conformal structure), while the non-bounding one (the generator of the spin cobordism class) admits a harmonic spinor. As a further application, we note that d(g) = dim C ker D = 2d 
for a smooth function H ∈ C ∞ (M γ ). To interpret this condition geometrically, first recall that the Weierstraß representation of a Riemann surface yields a conformal minimal immersion of (M γ , g) in terms of a holomorphic function f and a holomorphic 1-form µ. Up to the choice of a holomorphic square root, i.e. a spin structure, these data precisely define a spinor ϕ over M γ . As we have seen above, the holomorphicity of f and µ essentially translate into the condition Dϕ = 0. In general, if a unit length spinor over a spin surface (M γ , σ) satisfies Eq. (10), then ∇ g X ϕ = A(X) ⋅ ϕ for some symmetric endomorphism A ∈ End(T M ) with H = −Tr A. Furthermore, there exists an isometric immersion of the universal coveringM γ into Euclidean 3-space such that 2A is its Weingarten map [7, Theorem 13] . Up to the SU(2) action on unit length spinors, and up to translations and rotations on R Tr h ⋅ g its traceless part.
Proposition 3.1. The negative gradient of E is given by
On the other hand, ⟨X ∧ Y ⋅ ϕ, A(Z) ⋅ ϕ⟩ = 0 and ⟨X ∧ Y ⋅ ϕ, ω ⋅ ϕ⟩ = ω(X, Y ), using the convention e 1 ∧ e 2 = e 1 ⊗ e 2 − e 2 ⊗ e 1 . This implies
and therefore
Next we work pointwise with a synchronous frame. Since vector fields anticommute with ω,
Since Q 2 (g, ϕ) is orthogonal to ϕ we must have
whence the assertion.
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In terms of the pair (A, β) we can now characterise a critical point as follows.
Corollary 3.2. A pair (g, ϕ) is a critical point of E if and only if
Proof. Eq. (12) follows directly from Proposition 3.1. For (i), we note that
whence 4Tr Q 1 = ⋆dβ from Eq. (3). For (ii) and (iii) we note that in an orthonormal frame the anti-symmetric part of
Hence ∇ J( ⋅ ) β is symmetric if and only if div β = 0. Since ∇β is symmetric if and
Consequently, div β 2 g = −2∇ β ♯ β if dβ = 0, whence the assertion.
Remark 3.3.
(i) The proof of properties (ii) to (iv) solely uses the harmonicity of β.
(ii) The identity (7) induces a circle action which preserves the functional E.
Together with the quaternionic action on ∆ we see that there is a U(2) = S 1 × Z2 SU(2)-action which preserves the functional and therefore acts on the critical points (cf. also [1, Section 4.1.3, Table 2 ]).
The condition that Q 1 (g, ϕ) is trace-free or equivalently, that the associated 1-form β is closed, can be interpreted as follows. As pointed out in Section 2.1, there is a natural bundle isometry C ∶ Σ g → Σg between conformally equivalent metrics g = e 2u g, u ∈ C ∞ (M ). Hence, for (g, ϕ) ∈ N we can consider the associated spinor
Proposition 3.4. The following statements are equivalent:
∈ N is an absolute minimiser in its spinor conformal class.
Furthermore, in any spinor conformal class there exists an absolute minimiser which is unique up to homothety. In particular, any spinor conformal class contains a unique absolute minimiser of total volume one.
Proof. The equivalence between (ii) and (iii) is just Proposition 3.1. For (ii) ⇒ (i) assume that β associated with (g, ϕ) satisfies dβ = 0. For any (g,φ) ∈ [g, ϕ] we find
by Eq. (9) . For all u ∈ C ∞ (M ) this and Eq. (8) gives
Further, this yields that ∫ M du 2 4 + (⋆dβ, u)dv ≥ 0 for an absolute minimiser. Taking u = − ⋆ dβ shows that β associated with an absolute minimiser must be closed, hence (i) ⇒ (ii). Finally, equality holds in (14) if and only if u is constant. To prove existence of an absolute minimiser we first note that for the 1-formβ associated with (g,φ) ∈ [g, ϕ] we haveβ(X) = e −uβ (X) = ⟨∇Xφ,ω ⋅φ⟩. On the other hand,
3.2. Curvature. Next we investigate the relationship between A, β and the Gauss curvature K of g. The basic link between curvature, spinors and 1-forms are the formulae of Weitzenböck type
In particular, if (g, ϕ) is a critical and g is flat, β is necessarily parallel. We shall need a technical lemma first.
Proof. A pointwise computation with a synchronous frame implies
On the other hand, as already observed in Eq. (13), Tr div T g,ϕ = − ⋆ dβ, whence the result in view of Proposition 3.1.
In terms of the associated pair (A, β), the equations in (15) read as follows.
Proof. (i) Since we always have ⟨∇ * ∇ϕ, ϕ⟩ = ∇ϕ 2 for a unit spinor we get
from Lemma 3.5 and the Lichnerowicz-Weitzenböck formula. Locally,
where (A ij ) is the matrix of A with respect to the basis {e 1 , e 2 }.
(ii) Computing in a synchronous frame yields
Since R(e 1 , e 2 )β = −K ⋆ β, (ii) follows.
Proof. The first two statements are immediate consequences of Corollary 3.2. Further,
whence (iii).
3.3. Integrability of (A, β). Next we address the question for which pairs (A, β) a solution to Eq. (6) exists. Towards that end we introduce the Clifford algebra valued 1-form Γ(X) ∶= A(X) + β(X)ω and define the connectioñ
A solution to Eq. (6) exists if and only if if we have a non-trivial∇-parallel spinor field. In fact this is equivalent to the triviality of the spinor bundle in the sense of flat bundles for we may regard ΣM as a "quaternionic" line bundle. This in turn is equivalent to the vanishing of the curvature R∇ and the triviality of the associated holonomy map
where dΓ denotes the skew-symmetric part of the covariant derivative ∇Γ, i.e.
. Now for an oriented orthonormal basis (e 1 , e 2 ) we find [Γ(e 1 ), Γ(e 2 )] =[A(e 1 ), A(e 2 )] + 2β(e 2 )A(e 1 )ω − 2β(e 1 )A(e 2 )ω =2(det A)ω − 2β(e 2 )J(A(e 1 )) + 2β(e 1 )J(A(e 2 )).
Since 2R
∇ (e 1 , e 2 )ϕ = Kω ⋅ ϕ we finally get
Since K = 4 det A − 2 ⋆ dβ by Proposition 3.6, this vanishes for all ϕ if and only if dA(e 1 , e 2 ) = −2β(e 2 )J(A(e 1 )) + 2β(e 1 )J(A(e 2 )). Since M is Kähler, ∇J = 0, hence
Writing the previous expression invariantly yields the following Proposition 3.8. If the pair (A, β) arises from a spinor field as in (6) , then
Conversely, if the integrability condition of Proposition 3.8 is satisfied, then there exists a local solution ϕ to Eq. (6). Moreover, ϕ is uniquely determined up to multiplication by a unit quaternion from the right.
3.4. Absolute minimisers. In dimension n ≥ 3 the only critical points of the spinorial energy functional E are absolute minimisers with E(g, ϕ) = 0 [1] . This stands in sharp contrast to the surface case.
Theorem 3.9. On a spin surface (M γ , σ) we have
Proof. The lower bound inf E ≥ π γ − 1 follows directly from the LichnerowiczWeitzenböck and Gauß-Bonnet formulae, for
which gives the estimate for γ ≥ 1. For the sphere, we use (iii) of Corollary 3.7 to obtain
Further, the results of Section 4 show that this lower bound is actually attained on the sphere. For genus γ ≥ 1 we show the existence of "almost-minimisers", i.e. for every ε > 0 there is a unit spinor (g, ϕ) such that E(g, ϕ)
There is a standard strategy for their construction by gluing together 2-tori with small Willmore energy in a flat 3-torus (T 3 , g 0 ) and restricting the parallel spinors of T 3 to the resulting surface, see also [9] and [14] (which we discuss further in Example 3.15) for related constructions. To start with we define the Willmore energy of a piecewise smoothly embedded surface
Here, H is the mean curvature of F (M ) in (T 3 , g 0 ) and integration is performed with respect to the volume element dv g associated to the restriction of the Euclidean metric to F (M ). For sake of concreteness, consider a square fundamental domain of the torus in R 3 , fix ρ > 0 and consider two flat disks of radius ρ inside that domain which are parallel to the (x 1 , x 3 )-plane and are at small distance from each other. We want two replace the disjoint union of the disks of radius ρ 2 by a catenoidal neck and retain the vertical annular pieces. The result of this process will be called a handle of radius ρ. Proof. Since the Willmore energy is scaling invariant it suffices to construct a model handle with Willmore energy less than ε for some radius ρ(ε) > 0. The solution for the given radius ρ is then simply obtained by rescaling. We construct a model handle as a surface of revolution. It will be composed of a catenoidal part, a spherical part and a flat annular part. More precisely, let L > 0 and consider the
. Consider the surface of revolution around the x 1 -axis defined by
where u ∈ [0, ∞), v ∈ [0, 2π). This surface is a piecewise smooth C 1 -surface with Willmore energy
which is precisely the Willmore energy of the spherical piece, the catenoid and the flat piece being minimal. We double this surface along the boundary {x 1 = 0} and intersect with the region {x 1 + L 2 which we obtain by rescaling the handle constructed above by 2b. Then the distance between the flat annular pieces is given by
which goes to zero as ε → 0 (i.e. L → ∞).
Lemma 3.12. For a compact connected surface M γ of genus γ ≥ 1 with a fixed spin structure σ, there is a flat torus (T 3 , g 0 ) and an embedding F ∶ M γ → T 3 such that W(F ) ≤ ε and such that the spin structure on M γ induced by this embedding is the given spin structure σ.
Proof. Since orientation preserving diffeomorphisms act transitively on both bounding and non-bounding spin structures, it is enough to show the lemma for only one bounding or non-bounding spin structure. We deal with the case γ = 1 first. For the non-bounding spin structure we may simply take T n to be any totally geodesic 2-torus in a flat torus (T 3 , g 0 ). This embedding has zero Willmore energy and the induced spin structure on T n is the non-bounding one. For a bounding spin structure we choose an embedding D 
Then T b has arbitrarily small Willmore energy for δ small enough, and the induced spin structure on T b is bounding. Note that we may slightly flatten the circle S 1 ⊂ T 2 in order to make it contain a line segment. Then T b contains a flat disk which will be useful later for gluing in a handle. In the higher genus case we use the tori T b and T n constructed above as building blocks which we connect by handles with small Willmore energy. The construction is illustrated in Fig. 1 . If σ is a non-bounding spin structure, we align a copy of T n and a copy of T b in such a way that T n is parallel and at small distance to a flat Figure 1 . Surfaces with almost minimisers. The left-hand picture shows a torus with a non-bounding spin structure, drawn in green, and a torus with a bounding spin structure, drawn in blue. These surfaces are connected by necks drawn in red. The right-hand picture shows two tori with a non-bounding spin structure, drawn in green, connected by necks drawn in red. disk inside T b . Then we connect T n and T b by γ − 1 handles. If σ is a bounding spin structure, we take two parallel copies of T n at small distance, and call them T ′ n and T ′′ n . Then we connect T ′ n and T ′′ n by γ − 1 handles. According to Lemma 3.10 this can be done without introducing more than an arbitrarily small amount of Willmore energy. The resulting surface has genus γ and carries a non-bounding spin-structure in the first, and a bounding spin structure in the second case.
We return to the proof of Theorem 3.9. With the notations of the lemma and the proposition we set g ∶= F * (g 0 ). Further, we restrict a parallel spinor of unit length on T 3 to F (M γ ) and pull it back to a spinor ϕ on (M γ , σ, g). As in [7] it follows that Dϕ = Hϕ, whence
and thus
From (18), the Lichnerowicz-Weitzenböck formula and the results from Section 2.4 we immediately deduce the Since the normal bundle of M γ in T 3 is trivial there exists a natural induced spin structure which we claim to be a bounding one. To see this we need to analyse the construction in [14] which is a refinement of the construction used in Lemma 3.12. In a first step one starts with two flat minimal 2-dimensional tori T 1 and T 2 inside the flat 3-dimensional torus T 3 . One can assume that T 1 and T 2 are parallel. The trivial spin structure on T 3 admits parallel spinors which we can restrict to parallel spinors on T 1 and T 2 . In particular, both T 1 and T 2 carry the non-bounding spin structure so that the disjoint union T 1 ∐T 2 carries a bounding spin structure. Namely, T 1 ∐T 2 is the boundary of any connected component of
, and this even holds in the sense of spin manifolds, cf. also the discussion in [12, Remark II.2.17]. In a second step, small catenoidal necks are glued in between T 1 and T 2 but this does not affect the nature of the spin structure which thus remains a bounding one.
Using the conformal equivariance (9) of the Dirac operator gives a further corollary. Namely, E(g, ϕ) = π(γ−1) for (g, ϕ) ∈ N if and only if there is metricg with nowhere vanishing spinorφ with Dgφ = 0. Indeed, for g = φ spinor -whose divisor of zeroes is precisely (γ − 1)w, that is, ϕ 0 has a unique zero of order γ − 1 at w. Furthermore, on hyperelliptic Riemann surfaces there exists a meromorphic function f on M with a pole of order 2 at w and a double zero elsewhere, say at p ∈ M . Hence, if the genus of M is odd, then ϕ 1 = f (γ−1) 2 ϕ 0 is a holomorphic section which has a unique zero at p. Regarding ϕ 1 as a negative harmonic spinor via the quaternionic structure therefore gives a non-vanishing harmonic spinor ϕ 0 ⊕ ϕ 1 ∈ Γ(Σ g ). Rescaling by its norm gives finally the desired absolute minimiser. Note that dim C H 0 (M γ , O(λ)) = (γ + 1) 2 (see for instance [10, Theorem 14] ) so that λ corresponds to a non-bounding spin structure if γ ≡ 1 mod 4, and to a bounding spin structure if γ ≡ 3 mod 4.
On the other hand, there are also obstructions against attaining the infimum.
Proof. As noted in Section 2.3, d(g) is even, so it remains to rule out the case d(g) = 2. Viewing ΣM → M as a quaternionic line bundle with scalar multiplication from the right, ker D g inherits a natural quaternionic vector space structure. In particular, it is a 1-dimensional quaternionic subspace if d(g) = 2. Since D(1+iω)ϕ = Dϕ − iωDϕ = 0 there is a quaternion q with (1 + iω)ϕ = ϕq. If q ≠ 0, then (1 + iω)ϕ is a nowhere vanishing section of the complex line bundle Σ + and thus yields a holomorphic trivialisation of the holomorphic tangent bundle via the holomorphic description of harmonic spinors in Section 2.1. In particular, γ = 1. If q = 0, then ϕ is a nowhere vanishing section of Σ − ≅ Σ + and a similar argument applies.
Summarising, we obtain the following theorem concerning existence respectively non-existence of absolute minimisers. Finally, we characterise the absolute minimisers in terms of A and β. First we note that J induces a natural complex structure on T * M ⊗ T M defined by
Equipped with this complex structure, T * M ⊗ T M becomes a complex rank 2 bundle, and we have the complex linear bundle isomorphism
In this way, considering A as a T M -valued 1-form, the decomposition Ω
) gives a decomposition 
Hence A 1,0 is the sum of the trace and skew-symmetric part of A, while A 0,1 is the traceless symmetric part of A. Now fix a local holomorphic coordinate z = x + iy and assume that {e i } is synchronous at z = 0, i.e. e 1 (0) = ∂ x (0) and e 2 (0) = ∂ y (0). In particular, ∂ z = (∂ x − i∂ y ) 2 corresponds to e 1 under the identification (20).
From (21) A
gives immediately the desired result.
Remark 3.22. In particular, for a critical point (g, ϕ) the symmetric (2, 0)-tensor associated with A 0,1 is a tt-tensor, that is, traceless and transverse (divergencefree). For γ ≥ 2, the previous lemma therefore recovers the standard identification of the space of tt-tensors with the tangent space of Teichmüller space given by holomorphic quadratic differentials.
We are now in a position to give an alternative characterisation of absolute minimisers if γ ≥ 1. The case of the sphere will be handled in Theorem 4.6. 
is critical and β = 0. 
Assume that U is non-empty and not dense in M γ , i.e. U ⊂ M γ ∖ {p} for some p ∈ M γ . Without loss of generality we may also assume U to be connected. On its boundary the curvature vanishes so that in particular, A = 0 on ∂U . Further, Dϕ 2 = A 2 + K 2 = 0 on U as a simple computation in an orthonormal frame using Eq. (8) reveals. As before, Dϕ = 0 implies that A is traceless symmetric and divergence-free over U . In particular, A corresponds to a holomorphic quadratic differential by Lemma 3.21. Since every holomorphic line bundle on the non-compact Riemann surface M γ ∖ {p} is holomorphically trivial (see for instance [5, Theorem 30.3] ), over U the coefficients of A arise as the real and imaginary part of a holomorphic function and are therefore harmonic. However, they are continuous onŪ and vanish on the boundary, hence A = 0 by the maximum principle. In particular, K = 0 on U , a contradiction. This leaves us with two possibilities. Either U is dense in M γ or U is empty. By Gauss-Bonnet the second case can only happen for genus 1 and g must be necessarily flat. In any case, ϕ is harmonic and therefore defines an absolute minimiser. 
Critical points on the sphere
In this section we completely classify the critical points in the genus 0 case where M γ is diffeomorphic to the sphere. In particular, up to isomorphism there is only one spin structure for S 2 is simply-connected.
Twistor spinors. For a general Riemannian spin manifold
for any vector field X ∈ Γ(T M ) and some fixed λ ∈ C, the so-called Killing constant.
In particular, the underlying Riemannian manifold is Einstein with Ric = 4λ 2 g so that λ is either real or purely imaginary. If M is compact and connected, only Killing spinors of real type, where λ ∈ R, can occur [4, Theorem 9 in Section 1.5]. More generally we can consider twistor spinors. By definition, these are elements of the kernel of the twistor operator T g = pr ker µ ○ ∇, where pr ker µ ∶ Γ(T * M ⊗ Σ) → Γ(ker µ) is projection on the kernel of the Clifford multiplication µ ∶ T * M ⊗ ΣM → ΣM . Equivalently, a twistor spinor satisfies
The subsequent alternative characterisation will be useful for our purposes. . Furthermore, ϕ ab = aψ + + bψ − for constants a, b ∈ R are twistor spinors which are not Killing for ab ≠ 0. Indeed, Killing spinors must have constant length, while ϕ ab will have zeroes in general. If n is even, then a spinor ψ + is a Killing spinor for the Killing constant . Moreover, if n ≡ 2 mod 4, then these ψ ± are pointwise orthogonal. In this particular case ϕ ab = aψ + + bψ − is a twistor spinor of constant length.
Going back to two dimensions we obtain: Lemma 4.3. Let (M γ , σ) be a spin surface and (g, ϕ) ∈ N . Then the following conditions are equivalent.
(i) ϕ is a twistor spinor.
(iii) There exist α ∈ R and a unit Killing spinor ψ such that
Furthermore, the Killing constant λ of ψ is given by λ = √
Remark 4.4. Note that for (iii), ω ⋅ ψ is a Killing spinor with Killing constant −λ.
Proof. Let ϕ be a twistor spinor of unit length. According to Proposition 4.1 we have e 1 ⋅ ∇ e1 ϕ = e 2 ⋅ ∇ e2 ϕ for a local orthonormal frame {e 1 , e 2 }. Hence 0 = ⟨∇ e1 ϕ, ϕ⟩ = ⟨e 1 ⋅ ∇ e1 ϕ, e 1 ⋅ ϕ⟩ = ⟨e 2 ⋅ ∇ e2 ϕ, e 1 ⋅ ϕ⟩ = ⟨∇ e2 ϕ, ω ⋅ ϕ⟩ and 0 = ⟨∇ e2 ϕ, ϕ⟩ = ⟨e 2 ⋅ ∇ e2 ϕ, e 2 ⋅ ϕ⟩ = ⟨e 1 ⋅ ∇ e1 ϕ, e 2 ⋅ ϕ⟩ = −⟨∇ e1 ϕ, ω ⋅ ϕ⟩.
It follows that ∇ e1 ϕ and ∇ e2 ϕ are both orthogonal to ϕ and ω ⋅ ϕ. Further, ⟨∇ e1 ϕ, e 1 ⋅ ϕ⟩ = −⟨e 1 ⋅ ∇ e1 ϕ, ϕ⟩ = −⟨e 2 ⋅ ∇ e2 ϕ, ϕ⟩ = ⟨∇ e2 ϕ, e 2 ⋅ ϕ⟩ and ⟨∇ e1 ϕ, e 2 ⋅ ϕ⟩ = ⟨e 1 ⋅ ∇ e1 ϕ, e 1 ⋅ e 2 ⋅ ϕ⟩ = ⟨e 2 ⋅ ∇ e2 ϕ, e 1 ⋅ e 2 ⋅ ϕ⟩ = −⟨∇ e2 ϕ, e 1 ⋅ ϕ⟩.
Therefore, if we put a = ⟨∇ e1 ϕ, e 1 ⋅ ϕ⟩ and b = ⟨∇ e1 ϕ, e 2 ⋅ ϕ⟩, we get
for all X ∈ Γ(T M ). It remains to prove that a and b are constant. According to [4, Theorem 4 in Section 2.3] for a twistor spinor ϕ the quantities
⟨Dϕ, e i ⋅ ϕ⟩ 2 are constant if the underlying manifold is connected. Since for a twistor spinor
Next assume that (ii) holds. We set λ ∶= √ a 2 + b 2 and choose α ∈ R such that a = λ cos(2α), b = λ sin(2α). For
an elementary calculation using ω ⋅X = J(X)⋅ϕ yields ∇ X ψ = λX ⋅ϕ. From Eq. (23) we deduce ϕ = cos α ψ + sin α ω ⋅ ψ. Finally, (iii) implies (i). We compute directly that X ⋅ ∇ X ϕ = λ(− cos α + sin α ω)ψ does not depend on the unit spinor X, hence (i) by virtue of Proposition 4.1
In terms of the associated pair (A, β) we have A = aId + bJ and β = 0 for a twistor spinor. Hence Lemma 4.3 together with Proposition 3.6 immediately implies: 
4.2.
Critical points on the sphere. Next we completely describe the set of critical points on the sphere.
Theorem 4.6. On M 0 = S 2 , the following statements are equivalent:
is an absolute minimiser.
(iii) ϕ is a twistor spinor, i.e.
for constants a, b ∈ R. (iv) There is a unit-length Killing spinor ψ on (S 2 , g) and α ∈ R such that
Moreover, any of these conditions implies that the Gauß curvature of g is a positive constant.
Proof. Assume (g, ϕ) is a critical point. Since H 1 (S 2 , R) = 0, Proposition 3.1 and Corollary 3.2 imply
Since the set of points where K < 0 cannot be dense on S 2 by Gauss-Bonnet, it must be empty (cf. the proof of Proposition 3.23). In particular,
Conversely, this implies that (g, ϕ) is critical by Theorem 3.9. Next assume that (ii) holds. The equality 2π = ∫ M ∇ϕ 2 gives the pointwise equality Dϕ 2 = 2 ∇ϕ 2 , cf. (16) and (19). On the other hand, equality in (16) arises if and only if e 1 ⋅ ∇ e1 ϕ = e 2 ⋅ ∇ e2 ϕ. Multiplying with ω = e 1 ⋅ e 2 from the left yields the equation e 1 ⋅ ∇ e2 ϕ = −e 2 ⋅ ∇ e1 ϕ. Hence for X = ae 1 + be 2 with a 2 + b 2 = 1 we obtain
According to Proposition 4.1, ϕ is a twistor spinor . The equivalence between (iii) and (iv) follows directly from Lemma 4.3.
Finally, Eq. (25) states that ϕ is in the S 1 -orbit of a Killing spinor which is clearly a critical point -its associated pair is A = λId and β = 0. Hence (ii) follows.
Corollary 4.7. Up to rescaling there is exactly one U(2) = S 1 × Z2 SU(2) orbit of critical points on S 2 .
5.
Critical points on the torus 5.1. Spin structures on tori. Finally we investigate the genus 1 case, that is we consider a torus T 2 Γ = R 2 Γ for a given lattice Γ ⊂ R 2 . Here, we have four inequivalent spin structures, three of which are bounding. In the case of a flat metric these can be described uniformly through homomorphisms χ ∶ Γ → Z 2 = {−1, 1} = ker θ ⊂ Spin(2) giving rise to an associated bundle P χ ∶= R 2 × ζ Spin(2). Here, θ is the connected double covering Spin(2) ≅ S
Γ and the covering θ induce a map η χ ∶ P χ → P SO(2) (T 2 Γ ) which defines a spin structure. In fact, there is a bijection between Hom(Γ,
and isomorphism classes of spin structures on T 2 Γ such that the non-bounding spin structure corresponds to the trivial homomorphism χ ≡ 1 (see [6] or [3, Section 2.5.1] for further details). For example, the non-bounding spin structure is the trivial spin structure given by Id×θ ∶ T 2 ×Spin(2) → T 2 ×SO(2). Its associated spinor bundle is trivialised by parallel sections in contrast to the spinor bundles associated with the three bounding spin structures which do not admit non-trivial parallel spinors [11] . (Note that for flat metrics a parallel spinor is the same as a harmonic spinor in virtue of the Lichnerowicz-Weitzenböck formula.) For an example of a bounding spin structure, consider the Clifford torus inside S 3 . If we equip the resulting solid torus with the spin structure induced from its ambient S 3 , then the induced spin structure on its boundary, i.e. the Clifford torus, is a bounding spin structure.
5.2.
Non-minimising critical points on tori. We are going to show that on certain flat tori, critical points which are not absolute minimisers do exist. Examples, which are in fact saddle points, are provided by the following construction.
We begin with two parallel unit spinors ψ 1 and ψ 2 on the Euclidean space (R 2 , g 0 ) satisfying ψ 1 ⊥ ψ 2 and ψ 1 ⊥ ω ⋅ ψ 2 . Then an orthonormal basis of the spinor module ∆ is given by {ψ 1 , ω ⋅ ψ 1 , ψ 2 , ω ⋅ ψ 2 }. Thinking of ω as an imaginary unit, we set e tω ∶= cos(t) + sin(t)ω for t ∈ R. In particular, the usual formulae such as e 
for which ∇ (⋅) ϕ(x) = cos(θ)α 1 (⋅)(x) ⊗ e α1(x)ω ω ⋅ ψ 1 + sin(θ)α 2 (⋅)(x) ⊗ e α2(x)ω ω ⋅ ψ 2 .
As both {e 1 ⋅ ψ 1 , e 2 ⋅ ψ 1 } and {ψ 2 , ω ⋅ ψ 2 } span the space orthogonal to ψ 1 and ω ⋅ ψ 1 , there is a unit vector field V such that ψ 2 = V ⋅ ψ 1 . Parallelity of ψ 1 and ψ 2 imply parallelity of V . The pair (A, β) corresponding to ϕ in the decomposition (6) is given by the (1, 1)-tensor A x = cos(θ) sin(θ)(α 2 − α 1 ) ⊗ e (α1(x)+α2(x)+π 2)ω V
and the parallel 1-form β = cos 
In particular, we find det A = 0 in accordance with Proposition 3.6 (i). Indeed, ω ⋅ V = −V ⋅ ω and V e tω = e −tω V for t ∈ R so that ϕ(x) = cos(θ)e α1(x)ω + sin(θ)e α2(x)ω V ψ 1 and ∇ X ϕ(x) = cos(θ)α 1 (X)e α1(x)ω − sin(θ)α 2 (X)e α2(x)ω V ω ⋅ ψ 1 .
(30) On the other hand, cos(θ)e −α1(x)ω − sin(θ)e α2(x)ω V cos(θ)e α1(x)ω + sin(θ)e α2(x)ω V = 1, and therefore ψ 1 = cos(θ)e −α1(x)ω − sin(θ)e α2(x)ω V ϕ.
After substitution into (30) this gives
+ cos(θ) sin(θ) α 1 (X) − α 2 (X) e (α1(x)+α2(x))ω V ω ⋅ ϕ = cos(θ) sin(θ) α 2 (X) − α 1 (X) e (α1(x)+α2(x)+π 2)ω V ⋅ ϕ + cos 2 (θ)α 1 (X) + sin 2 (θ)α 2 (X) ω ⋅ ϕ.
Next we compute the negative gradient of E in (g, ϕ). This is most easily done by considering the identities in (3) from which 4Q 1 (g, ϕ) = − ∇ϕ 2 g − div T g,ϕ + 2⟨∇ϕ ⊗ ∇ϕ⟩. Using (27) we compute ⟨∇ϕ ⊗ ∇ϕ⟩ = cos In particular, these identities imply (A t A) 0 = 2(A Proof. Let (g, ϕ) be a critical point on M = T 2 with vanishing Gauß curvature and associated pair (A, β). The Euler-Lagrange equation implies
