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Safeguards objectives to be the timely detection of: 1) diversion of significant quantities of natural (NU), depleted (DU) or low-enriched uranium (LEU) from declared plant flow, 2) facility misuse to produce undeclared LEU product from undeclared feed, and 3) facility misuse to produce enrichments higher than the declared maximum, in particular highly enriched uranium (HEU). The IAEA continues to pursue innovative techniques and an integrated suite of safeguards measures to address the verification challenges posed by advanced centrifuge technologies and the growth in separative work unit capacity at modern centrifuge enrichment plants.
The ability to continuously and independently (i.e. with a minimum of information from the facility operator) monitor not only the uranium mass balance but also the 235 U mass balance in the facility could help support all three verification objectives described above. Two key capabilities required to achieve an independent and accurate material balance are 1) continuous, unattended monitoring of in-process UF 6 and 2) monitoring of cylinders entering and leaving the facility. Descriptions and analysis of instrumentation concepts and potential implementation options to provide these capabilities can be found in "Design, Modeling and Viability Analysis of an Online Uranium Enrichment Monitor" by L. Eric Smith and Alain R. Lebrun, IEE NSS 2011.
The continuous monitoring of in-process UF 6 (Figure 1 ) would rely on a combination of load-cell monitoring of the cylinders at the feed and withdrawal stations, online monitoring of gas enrichment, and a high-accuracy net weight measurement of the cylinder contents. The Online Enrichment Monitor (OLEM) is the instrument that would continuously measure the timedependent relative uranium enrichment, E(t), in weight percent 235 U, of the gas filling or being withdrawn from the cylinders.
The primary purpose of previous online enrichment monitors deployed by the IAEA, called the Continuous Enrichment Monitor (CEMO), was "Go/No-Go" detection of highly enriched uranium production, and these instruments were located on the low-pressure side of the header pump. The OLEM, however, will be located on the high-pressure portion of the unit header pipe ( Figure  1 ), a location that is advantageous for quantitative assay because of the relatively strong gas signal and the opportunity to directly monitor the gas pressure (fewer proprietary concerns from operators, compared to the low-pressure portions of the plant). Other measurement and analysis challenges arise at this location, however, such as gas-pressure transients when cylinders are attached and removed from withdrawal stations.
The OLEM design concept ( Figure 1 ) combines gamma-ray spectrometry using a collimated NaI(Tl) detector with gas pressure and temperature data to calculate the enrichment of the UF 6 gas within the unit header pipe as a function of time. The UF 6 gas pressure can be measured using a dedicated IAEA pressure sensor or a non-invasive receiver/transmitter device installed on one of the operator's pressure gauges. Temperature of the UF 6 gas inside the pipe is inferred using temperatures sensors (e.g.,resistance temperature detectors) attached to the outside of the header pipe and thermally insulated from the room environment.
The OLEM described in this document addresses only the relative enrichment measurement portion of the GCEP safeguards concepts being explored by the IAEA. Integration of the OLEM data streams with other data streams in a suite of facility-level safeguards measures (e.g. load cell data, accountancy scale data, and cylinder verification data) is not a part of the development effort described here. Concepts and approaches for such integration continue to be explored by the IAEA, as technology options develop and are better understood. Ultimately, technical measures will be implemented on a facility-by-facility basis, based on negotiations with state authorities.
The OLEM system architecture will include a network of Collection Nodes. Multiple Collection Nodes will be supported by a Junction Box, for communication and backup power. An IAEA data monitoring station ("IAEA Cabinet") will provide a user console for monitoring of OLEM Collection Nodes, and will serve as an integration point for other safeguards instrumentation at the facility (e.g. operator load cells and cylinder verification stations). Figure 1 shows the OLEM Collection Node (blue boxes), which combines gamma-ray spectrometry using a NaI(Tl) detector with temperature and gas pressure data to calculate the relative enrichment of the gas as a function of time, E(t). The location of the Continuous Enrichment Monitor (CEMO), IAEA's previous generation of online enrichment monitors, intended only for simple Go/No-Go detection of HEU production within an individual cascade, is also shown. 
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SUMMARY
The OLEM components have been tested on the ORNL UF 6 flow loop. Data has been collected at five different enrichment levels (0.71%, 2.97%, 4.62%, 6.0%, and 93.7%) at several pressure conditions. The test data has been collected in the standard OLEM N.4242 file format for each of the conditions with a 10-minute sampling period and then averaged over the span of constant pressures.
Analysis of the collected data has provided enrichment constants that can be used for 1.5" stainless steel schedule 40 pipe measurement sites. The enrichment constant is consistent among all the wide range of enrichment levels and pressures used.
The current Revision 1 of this report is a reanalysis of the data collected in August 2014 with the latest software algorithms (version 866 dated 2015/11/09 14:57:58). The ROI ranges have also been refined to optimize the results of various algorithms. The ROI ranges are somewhat arbitrary since a large number of solutions exist that provide acceptable results. The current implementation of OLEM algorithms use two suggested ROI ranges: a "small ROI", which is set between 165 and 220 keV, and "large" ROI, which is set between 120 and 220 keV. The large ROI, includes the 143 keV peak, and is used when maximizing the number of counts is of interest. The small ROI is set exclusively around the 186 keV peak and is used in applications when minimizing the room background is the primary concern. Other ROI ranges may be used with OLEM, but the calibration constants in this report would not apply.
EXPERIMENTAL SETUP
These tests utilized the UF 6 Test Loop, a laboratory-scale apparatus at ORNL built and utilized for the purpose of providing a UF 6 environment for testing of instruments and materials in simulated operating plant conditions.
ORNL UF 6 LOOP
The laboratory system utilized consists of a gas handling manifold (test loop) constructed of fluorine-compatible materials (largely Monel, nickel, and SS316). It contains a gas circulation loop driven by a metal bellows pump to produce the desired gas flow and to ensure mixing of gases (important for assuring that the on-line gas analyses utilize a representative sample during long experimental runs). On-line instrumentation includes a mass flowmeter, several pressure and temperature sensors and a Fourier transform infrared (FTIR) spectrophotometer.
The FTIR is capable of determining partial pressures for most of the gaseous compounds of interest. In this project, these were UF 6 and its principal gaseous reaction product with water, HF (hydrofluoric acid). Spectra can be displayed in real time and are also recorded for later detailed analysis. Other environmental data (temperature, flow and total pressure) are monitored and recorded using a data acquisition (DAQ) system. Both the FTIR and the DAQ can be configured to take readings at fixed intervals, allowing unattended monitoring of the system for extended periods of time, i.e., overnight or through a weekend.
Auxiliary systems include a dry vacuum pumping system protected by a soda-lime / activated alumina chemical trap, gas sources (He, N 2 , and F 2 ), and sampling systems. Figure 2 shows a schematic of the apparatus in the configuration used for this test showing the 1.5" Schedule 40 Stainless Steel pipe section.
The test loop is located in a radiological and chemical fume hood, while the instrumentation controls and readouts, as well as the DAQ computers and FTIR, are located adjacent to the hood. Operational safety and radiological constraints vary with the gases used, the assay and quantity of uranium used, operations to be conducted, etc. This project, being very nonintrusive, experienced no difficulty in putting the detectors into the hood and recovering them afterward free of radioactive contamination.
Figure 2. Schematic of UF 6 Test Loop #2 as configured for this testing
From a gas handling standpoint, the experimental process was straightforward. The Test Loop was initially pumped down to as low a vacuum as was readily achievable (on the order of 0.1 Torr), then isolated. UF 6 of the desired assay was then desublimed from the source cylinder into the system up to the desired pressure. An FTIR scan was taken and analyzed to assure that the gas was predominantly UF 6 (the head space of UF 6 cylinders can contain residues of non-condensable gases, so it is advisable to determine the UF 6 partial pressure by other than a simple pressure gauge measurement). The gas, static to this point, was then circulated and, typically, the FTIR was put into automatic scan mode, taking and recording spectra at preset intervals (typically every half hour or hour).
When it was desired to raise the UF 6 partial pressure for a later phase of the experimental campaign, more UF 6 was added from the source cylinder. If it was desired to reduce the partial pressure, the desired amount was reduced either by evacuating to the chemical trap (for natural or depleted assays) or by cold trapping (for enriched uranium, which is in shorter supply).
Selected FTIR spectra were analyzed manually as needed during the experimental run, and afterward, all the accumulated spectra were analyzed via an automated off-line system. With the spectra plotted in Absorbance Units, each characteristic absorbance band of a particular compound is proportional to the partial pressure of that compound in the 10cm IR cell (practically speaking, within limits dictated by the instrument baseline noise level at the low end and peak saturation at the high end). For UF 6 , well established absorbance-to-partial pressure factors were used for several peaks to determine the UF 6 partial pressure. HF bands are subject to a phenomenon known as pressure broadening which essentially renders the peak height non-linear with respect to pressure. A correction was made to account for pressure broadening in HF.
In these experiments, it was observed that the UF 6 partial pressure slowly declined during an otherwise undisturbed experiment and the HF partial pressure rose correspondingly. This suggests a slow, continuing source of reaction with, most likely, either water or a hydrate species. Where the water or hydrate came from is unknown. It cannot be attributed to a leak from atmosphere, as a leak of the magnitude necessary to produce the observed HF partial pressure rise would have materially raised the pressure due to the accompanying nitrogen and oxygen, and no such pressure change was observed. That leaves open the possibilities of slow reaction with residual adsorbed moisture or hydrates, or permeation of H 2 O or HF through elastomer gasket material -the only source of which in this system is the gasket for the Metal Bellows Pump. In any case, the loss of UF 6 was not large enough to materially affect the measurements. Five UF 6 enrichment levels were used for these measurements: 0.71%, 2.97%, 4.62%, 6.0%, and 93.7%. Table 1 shows the pressure levels measured at each enrichment level.
Table 1. Measured Pressures (Torr) for each enrichment level
The measurements were conducted over a two-week period with step changes in pressure accomplished by either allowing additional product in the loop or by removing it via liquid nitrogen cooling or simply discarding to a chemical trap. The tests were run from August 4 through August 15, 2014.
As expected, a number of unexpected mishaps occurred during testing. Only "good data" was used for the analyses, and unreliable data was discarded. The loop was passivated with F 2 prior to the start of tests, and the stainless pipe was heated to 80C for degassing. It was also passivated in between the different enrichment runs. 
OLEM METHODOLOGY
The OLEM methodology processes the measured spectra as function of energy to convert it to a single number, which we refer to as the "186 count-rate," even though a more appropriate description would be the "count rate that is proportional to 235 U density." Spectra are measured as function of time. Typically, a spectrum was obtained every 10 minutes, but the interval is user-adjustable. The average pressure and temperature during the 10-min interval is also recorded by measuring these variables with a fine time step (typically every ~10 seconds). Data is collected for a sufficient period of time (i.e., several 10-min blocks are collected), and the count-rate as function of time is analyzed. A linear regression is performed on the data; the zero intercept is the background (signal at zero pressure), and the slope is directly proportional to the enrichment. The concept is illustrated in Figure 14 using computer generated data.
Figure 14. Illustration of OLEM algorithms application to simulated data
Five algorithms have been programed in OLEM. They are labeled Alg00 -Alg05. The primary difference between the algorithms is the methodology used to convert the energy-dependent spectra to a single net count-rate number.
ALG00
Alg00 is the simplest algorithm. It uses the standard region of interest (ROI) approach, where anchor points are set around the 186 keV region of interest. A trapezoidal region is defined below the anchor points; the area of this region is assumed to be the uncorrelated background, or background under the peak. The area above is assumed to be the 186 count-rate. This method is a very common method of background reduction used in the Non-Destructive Analysis (NDA) community, and it is illustrated graphically in Figure 15 .
For Alg00, the 186 count rate is obtained by removing the trapezoidal background as shown in Figure 15 , and then the process of Figure 14 is used to identify the remaining background, if any which is within the peak, for example from wall deposits.
Alg00 is expected to have the worst statistics, because the trapezoidal background removal depends on the statistics of the anchor points, which have low counts (bottom of the peak) and small energy width. For these analyses, we used 5 keV for the anchor points. 
ALG01
Since the OLEM algorithm automatically differentiates the background from the signal as illustrated in Figure 14 , there is no need to attempt to remove the room background (background under the peak) by the Alg00 trapezoidal removal methods. Alg01 takes advantage of this fact and simply defines the "186 count rate" as an ROI count around the peak, as illustrated in Figure 16 . This algorithm has the advantage of not adding additional statistical fluctuations caused by the selection of anchor points. In addition, the count rate itself is slightly larger than Alg00 and has better statistics, although the total statistical uncertainty would be similar.
ALG02
Alg02 is similar to Alg01. But because we are interested in the part of the signal that is proportional to the 235 U density, Alg02 includes the 143 keV peak, which is also emitted by 235 U. Alg02 is illustrated in Figure 17 . This larger ROI provides for additional counts and better counting statistics for most situations. A disadvantage of Alg02 is that the background counts increase over Alg01 because the ROI is larger; thus, it is not always guaranteed that Alg02 will have better counting statistics than Alg01, even though experience has shown that Alg02 tends to outperform Alg01 in almost all cases studied.
Figure 17. Illustration of Alg02 count rate methodology
By looking at Figure 17 , an obvious algorithm extension would be to include the complete energy region (for example, from 10 keV to 250 keV). However, the peaks around 100 keV are X-Ray peaks. X-Rays are the result of inner shell electrons being excited out of orbit by an external perturbation. In the case of Uranium, the naturally occurring 186 and 143 keV gamma rays are the excitation source. For this reason, Uranium X-Rays are proportional to the product of the 235 U density times the density of total Uranium. Because of this dependency on the density square and also geometry, X-Rays cannot be used to define the 235 U density with the extreme high accuracy required by the OLEM application (though they may be used if the accuracy requirements were relaxed).
ALG03
Alg03 is reserved for the LANL implementation.
ALG04
Algorithm Alg04 is similar to Alg02, and it uses the same ROI as in Figure 17 . The difference between these two algorithms is that Alg04 utilizes a user-supplied background, for both the background under and within the peak, and it does not attempt to identify it adaptively.
Alg04 is useful for applications where the pressure is constant or not expected to change significantly. For these applications, the enrichment constant must be known from a series of calibration runs with the same exact geometry. Then, using a single-pressure measurement, the background (counts at zero pressure) can be obtained manually by extrapolating the measured counts with the known enrichment constant and enrichment.
The enrichment is obtained from the following equation:
where ε is the enrichment, K is the enrichment constant, R is the ROI gross counts, B is the background, and ρ is the gas density (a function of pressure and temperature).
With a single pressure-level measurement, known enrichment constant and a declared enrichment, the equation can be rearranged and the background estimated as
The latest version of the software algorithms includes the option of removing the background contribution in the ROI of interest from Compton scattering of high-energy gamma rays (e.g., Pa-234). To this end, the OLEM algorithm calculates a variable (ROI_bckg), which is the total ROI counts between 250 and 400 keV. The configuration file input field <bckg_ROI> provides the user with the ability to input two parameters (B 0 and B 1 ), so that the background is computed as
This form for the background has been proven with experimental data to remove most of the variable room background contributions with acceptable accuracy.
ALG05
Alg05 is similar to Alg00 and Figure 15 . It defines a trapezoidal background under the peak, but the anchor points of the trapeze are evaluated adaptively by the algorithm, which tries to adjust a best fit to the theoretical U-235 spectrum. .
The basic idea of Alg05 is that the spectrum around the 186 keV peak can be represented by two components:
A set of 5 Gaussian peaks that represent the U235 spectrum, and A trapeze-shaped area that represents the room background (see Figure 15) Thus the spectrum, S(E), has the form
S(E) = T(E) + G(E)
Where T(E) is the trapezoidal part and G(E) is the 235 U Gaussian part.
T(E) is expressed mathematically as
And G(E) is based on the theoretical 235U spectrum as Alg05 applies a minimum least squares method to the measured spectrum and obtains the adjustable algorithm parameters that best fit the data. The algorithm identifies the total peak amplitude, A, the channel where the 186 peak is located (the other E i values are adjusted relative to this one), and the 186 peak FWHM (the other σ i values are adjusted relative to this one). It also identifies the anchor points of the trapeze (a 0 & a 1 ). The final output is the total number of counts under the 186 keV peak Gaussian, which is the difference between the green and red lines in Figure 18 . Note that the red line (background) in Figure 18 contains the contributions from the trapeze plus the remaining four 235 U peaks (143.76, 163.33, 202.11, and 205.31 keV) .
As with Alg00, the Alg05 186 net count rate is obtained by subtracting the user supplied background (within the peak) value. If sufficient pressure changes are measured, OLEM can identify the room and deposit backgrounds using an adaptive technique. The OLEM software can calculate two distinct backgrounds: a bin-wise background, and the algorithm-ROI background (Alg01, Alg02, and Alg05 only).
The bin-wise background is generated independently of the algorithm, and it is not used in the calculation of enrichment. Its primary use is a visual confirmation of the data properties and the environment characteristics. It is estimated from a set of measurements at different pressures using the following equation, where ρ is the gas density
S(E) = B(E) + ρ G(E)
A linear regression fit is used for every energy bin to identify the background, B(E), and the gasdependent portion of the spectrum, G(E).
The algorithm ROI background is estimated from a linear regression fit as follows
Where ROI alg is a function that processes the spectra to generate an ROI "count" and each algorithm uses its own function. Thus, the algorithm background is a single number. The value ROI alg [G(E) ] is proportional to the enrichment, ε, through a simple proportionality constant that we call the "enrichment constant," k enrich
To demonstrate the process, we have generated two special cases of data with known backgrounds. The first set of 100-hour worth of data imposes a background with sinusoidal shape; the second imposes a step background. The simulated enrichment was 5% with the standard 10-hour 10-50 Torr ramp. Table 2 shows the analysis results with good agreement with data and low (<1%) error. It also shows the algorithm backgrounds calculated for each case. As expected Alg01 and Alg02 do a better job than Alg00. Figure 19 and Figure 20 show the analysis results, including the bin-wise background, with a 10-hour background collection time. We conclude that the background identification methodology yields the expected results. 6.1. ALGORITHM SETTINGS Table 3 through Table 8 document the algorithm setting values used for these analyses. Of special relevance are the ROI limits (chMin and chMax) used. Alg00 and Alg01 use the small ROI, the other algorithms use the large ROI. The enrichment constant is a function of these settings. Note that algorithm 3 was not implemented for this exercise. The 4.62% data set is the most consistent measurement and has the most pressure points. For this reason, the 4.62% set is used to define the enrichment constants, K, that are documented in Table 9 . The additional data sets at other enrichments are used to verify the best-estimate values. The units of the enrichment constant are %enrichment per cps/(UF6 kg/m 3 ). For a measured count rate of C cps and a UF6 density of D kg/m 3 , the enrichment in percent is calculated as E(%) = K * C/D Figure 21 through Figure 25 show graphically the calculation of the enrichment constant for the 4.62% data set and all the active algorithms. As we can see in these figures, the enrichment level scales linearly with density. Table 10 shows the numerical values used for the calculation. Section 4.0 documents the measured spectra for all the enrichment levels in all the data sets. These data sets have been plotted against the best-estimate enrichment constants identified using the 4.62% data set. Figure 26 through Figure 30 shows a comparison of the enrichment constant derived from the 4.62% data set against the measurements at other enrichments. Note that the 93.7% data is an outlier in this fit because it produces so many counts; therefore, it weights too much in the fit process. In addition, the 93.7% data set was measured at the low end of pressure ranges, so the pressure estimation (which has about ±1 Torr uncertainty) has a larger relative error. For this reason, the plots in Figure 26 through Figure 30 do not show the 93.7% data. The comparison against entire data set, including 93.7%, is shown in Figure 31 through Figure 35 . 
CONCLUSIONS
The OLEM components have been tested in the ORNL UF 6 flow loop. Data has been collected at five different enrichment levels (0.71%, 2.97%, 4.62%, 6.0%, and 93.7%) at several pressure conditions. The test data has been collected in the standard OLEM N.4242 file format for each of the conditions with a 10-minute sampling period and then averaged over the span of constant pressures.
Analysis of the collected data has provided enrichment constants that can be used for 1.5" stainless steel schedule 40 measurement sites. The enrichment constant is consistent among all the wide range of enrichment levels and pressures used.
The recommended algorithm settings, including ROI ranges are provided in Table 3 through Table 8 . The best estimate enrichment constants are provided in Table 9 .
