Abstract: This study presents a novel approach, based on high-dimensionality hydro-acoustic data, for improving the performance of angular response analysis (ARA) on multibeam backscatter data in terms of acoustic class separation and spatial resolution. This approach is based on the hyper-angular cube (HAC) data structure which offers the possibility to extract one angular response from each cell of the cube. The HAC consists of a finite number of backscatter layers, each representing backscatter values corresponding to single-incidence angle ensonifications. The construction of the HAC layers can be achieved either by interpolating dense soundings from highly overlapping multibeam echo-sounder (MBES) surveys (interpolated HAC, iHAC) or by producing several backscatter mosaics, each being normalized at a different incidence angle (synthetic HAC, sHAC). The latter approach can be applied to multibeam data with standard overlap, thus minimizing the cost for data acquisition. The sHAC is as efficient as the iHAC produced by actual soundings, providing distinct angular responses for each seafloor type. The HAC data structure increases acoustic class separability between different acoustic features. Moreover, the results of angular response analysis are applied on a fine spatial scale (cell dimensions) offering more detailed acoustic maps of the seafloor. Considering that angular information is expressed through high-dimensional backscatter layers, we further applied three machine learning algorithms (random forest, support vector machine, and artificial neural network) and one pattern recognition method (sum of absolute differences) for supervised classification of the HAC, using a limited amount of ground truth data (one sample per seafloor type). Results from supervised classification were compared with results from an unsupervised method for inter-comparison of the supervised algorithms. It was found that all algorithms (regarding both the iHAC and the sHAC) produced very similar results with good agreement (>0.5 kappa) with the unsupervised classification. Only the artificial neural network required the total amount of ground truth data for producing comparable results with the remaining algorithms.
Introduction
Seafloor acoustic mapping with multibeam echosounders (MBES) faces the emergence of new data acquisition styles, which also trigger the development of new data processing and interpretation approaches. Acquiring MBES datasets using multiple frequencies [1] or acquiring backscatter-dedicated MBES surveys [2, 3] enormously increased the volume of data per seafloor 
Study Objectives
Considering that extracting angular responses from the lowest level of acoustic elements (i.e., the grid cells of a backscatter layer/mosaic) is the way forward in improving the performance of ARA, and that the HAC provides this possibility in a solid way, we focused the scope of this paper on utilizing an HAC from MBES data with high overlap and, alternatively, from MBES data with standard overlap. We present a method to construct the HAC from MBES data with standard overlap in order to overcome the practical limitations of backscatter-dedicated surveys, thus minimizing the time and cost of the fieldwork. This method was recently considered in the literature by References [14, 15] . In addition, we examined and compared the performance of four supervised machine learning classifiers in terms of class separation and how to deal with a restricted amount of training data along with the high-dimensional HAC dataset. Building a high-resolution HAC from MBES data of standard overlap and exploiting a small amount of ground-truth samples for classification will have an impact on future backscatter studies by decreasing the cost of data collection, while, at the same time, maximizing the usability and quality of acoustic and ground-truth datasets.
Materials and Methods

The Hyper-Angular Cube Matrix
The hydro-acoustic dataset was obtained in 2012 using an ELAC Nautik (ELAC Nautik, Kiel, Germany)1180 MBES sonar at 180 kHz. The survey track lines had varying spacing from 15 to 40 m, resulting in dense ensonifications per seafloor area spanning a narrow corridor of north-south orientation that holds 6 to 30 m of water depth ( Figure 2 ). Accordingly, we produced 23 interpolated backscatter layers for separate incidence angles in the range of 10° to 65° in steps of 2° in the middle-range beams and 3° for the beams close to nadir and outer range. Interpolation for each of the 23 backscatter layers was performed using the inverse distance-weighted (IDW) algorithm with 10-m search radius and an output cell size of 5 m. Stacking of all layers defined a hyper-angular cube structure (interpolated HAC, iHAC) for which an angular signature per cell could be extracted ( Figure 1 ). 
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The Hyper-Angular Cube Matrix
The hydro-acoustic dataset was obtained in 2012 using an ELAC Nautik (ELAC Nautik, Kiel, Germany) 1180 MBES sonar at 180 kHz. The survey track lines had varying spacing from 15 to 40 m, resulting in dense ensonifications per seafloor area spanning a narrow corridor of north-south orientation that holds 6 to 30 m of water depth (Figure 2 ). Accordingly, we produced 23 interpolated backscatter layers for separate incidence angles in the range of 10 • to 65 • in steps of 2 • in the middle-range beams and 3 • for the beams close to nadir and outer range. Interpolation for each of the 23 backscatter layers was performed using the inverse distance-weighted (IDW) algorithm with 10-m search radius and an output cell size of 5 m. Stacking of all layers defined a hyper-angular cube structure (interpolated HAC, iHAC) for which an angular signature per cell could be extracted (Figure 1 ). This approach requires dense soundings per seafloor area. However, since collection of such data increases the ship time and total cost of the MBES survey, it is not always the most suitable option to follow. Alternatively, we examined a method for obtaining an HAC matrix efficiently and without the costs of a backscatter-dedicated survey (i.e., with >100% overlap). Our approach was based on producing backscatter mosaics (using MBES data with standard overlap), each being normalized with different reference angle values. Usually, a backscatter mosaic is produced by normalizing the backscatter intensities falling within a sliding window according to the value of middle-range incidence angles (e.g., 30°, 40°, or 40-60° average). Using the middle-range incidence angles as reference for normalizing the backscatter values (removing the angular dependence) is a standard practice which was supported by the study of Reference [16] . They suggested that the backscatter intensity from the 45° incidence angle can be used as a useful proxy for correlations with geological features, and that it has the potential for discriminating more seafloor types than the backscatter from the near-and far-range incidence angles. The studies of References [16] [17] [18] converge to the following explanation about why 45° is widely accepted in sediment mapping. According to their studies, backscatter measurements from incidence angles near the nadir are more susceptible to the specular effect that results in similar (high) dB values for different seafloor types, making them indiscernible. Furthermore, backscatter measurements from the outer range are affected by reflection of the backscatter energy to all directions due to the very low grazing angle, resulting in similar (low) dB values for any seafloor type. As a result, incidence angles from the middle range yield backscatter measurements with sufficient contrast that allows for seafloor characterization. Thus, in most software packages for backscatter processing, there is no option for selecting the reference angle for angle normalization. However, the MB System (utilized in this study) and the CMST-GA MB Process [11, 18] are two known software packages that allow choosing the reference angle (and sliding window size) for backscatter mosaicking. MB System was applied here for producing 23 backscatter mosaics (using selected MBES lines with less than 100% overlap), each being normalized at a different reference angle (same as the number of iHAC layers). By This approach requires dense soundings per seafloor area. However, since collection of such data increases the ship time and total cost of the MBES survey, it is not always the most suitable option to follow. Alternatively, we examined a method for obtaining an HAC matrix efficiently and without the costs of a backscatter-dedicated survey (i.e., with >100% overlap). Our approach was based on producing backscatter mosaics (using MBES data with standard overlap), each being normalized with different reference angle values. Usually, a backscatter mosaic is produced by normalizing the backscatter intensities falling within a sliding window according to the value of middle-range incidence angles (e.g., 30 • , 40 • , or 40-60 • average). Using the middle-range incidence angles as reference for normalizing the backscatter values (removing the angular dependence) is a standard practice which was supported by the study of Reference [16] . They suggested that the backscatter intensity from the 45 • incidence angle can be used as a useful proxy for correlations with geological features, and that it has the potential for discriminating more seafloor types than the backscatter from the near-and far-range incidence angles. The studies of References [16] [17] [18] converge to the following explanation about why 45 • is widely accepted in sediment mapping. According to their studies, backscatter measurements from incidence angles near the nadir are more susceptible to the specular effect that results in similar (high) dB values for different seafloor types, making them indiscernible. Furthermore, backscatter measurements from the outer range are affected by reflection of the backscatter energy to all directions due to the very low grazing angle, resulting in similar (low) dB values for any seafloor type. As a result, incidence angles from the middle range yield backscatter measurements with sufficient contrast that allows for seafloor characterization. Thus, in most software packages for backscatter processing, there is no option for selecting the reference angle for angle normalization. However, the MB System (utilized in this study) and the CMST-GA MB Process [11, 18] are two known software packages that allow choosing the reference angle (and sliding window size) for backscatter mosaicking. MB System was applied here for producing 23 backscatter mosaics (using selected MBES lines with less than 100% overlap), each being normalized at a different reference angle (same as the number of iHAC layers). By stacking these mosaics, we obtained a synthetic version of the HAC (sHAC) from which we could extract a full angular response from each individual cell.
It has to be noted that, for obtaining useful angular responses, the MBES sonar should record backscatter intensity in a stable and linear way [19] . Ideally, the original data should be geometrically (seafloor slope, footprint area) and radiometrically (beam pattern, time-varying gain (TVG)) corrected, such that the data represent changes only depending on the seafloor type variations [18, 20, 21] . In this study, we extracted the raw backscatter values from the sonar files using the HDPPost software by ELAC Nautik; then, we created, for each incidence angle, a file with X,Y and corresponding backscatter value, which was then used for building the iHAC. It was not necessary to apply seafloor slope corrections to the data as the study area has a very smooth bathymetry (<<5 • for the majority of slopes). For constructing the sHAC, we applied the corrections that are included in the MB System software for the particular type of MBES. Following the corrections to the backscatter measurements, the generation of angle-normalized mosaics takes place. Normalizing a backscatter mosaic at a certain (reference) incidence angle is an important step for building the sHAC, since each mosaic should reflect seafloor changes as if it was ensonified only by one particular incidence angle. Angle normalization is an empirical method for removing the angular dependence from the backscatter data, applied by References [17, 20, 22, 23] . There are several variations of this method that were applied in literature, and, in this study, we used the one implemented in the MB System software. This approach is based on the method in References [17, 23] that subtracts the mean backscatter value calculated for all incidence angles over a user-defined sliding window of several consecutive pings (30 pings in this study). The mean backscatter value of the reference incidence angle is then added to the residual values of each individual ping in order to adjust their values to the level of the reference incidence angle (Equation (1)). Equation (1) gives an example for angle normalization using the reference values for the 40 • incidence angle. This approach is considered better than other empirical approaches [18] and it outputs mosaics where specific seafloor types are highlighted more than others depending on the incidence angle used for normalization. This is a crucial feature for analyzing seafloor types using the sHAC.
where BSϑ i is the backscatter value of an individual incidence angle, BS(ϑ i ) is the average backscatter value over several pings and ϑ 40 is the backscatter value of the 40 • incidence angle (reference angle). After correcting and normalizing the backscatter data, it is possible to apply some image enhancement techniques to further improve the quality of the mosaics. Mosaic enhancements, such as despeckle or feathering, for example, should be applied in cases that the data are affected by noise. Another way of improving mosaic quality is to exclude data from the nadir area (e.g., incidence angles of 0-5 • ) and outer range (e.g., incidence angles of >70 • ). In our study, we excluded data from incidence angles lower than 10 • and greater than 65 • ; however, there was no need to apply any special image-enhancement technique.
Supervised Machine Learning Algorithms
Soundings from within matrix cells corresponding to ground-truth locations shown in Table 1 were utilized as training data in the following supervised classifiers: a pattern recognition approach (sum of absolute differences, SAD), random forest (RF), support vector machine (SVM), and an artificial neural network (ANN). Each algorithm was applied on both types of HAC matrices, i.e., that made of interpolated backscatter layers (iHAC) and that made from angle-normalized mosaics (sHAC). These algorithms were selected since traditional supervised classification with the maximum likelihood classification (MLC) method has some limitations regarding the quality and quantity of training samples and the dimensionality of the backscatter data [24] . In supervised classification, the training data provide the "knowledge" regarding each defined class that assist the algorithm in classifying the rest of the (unknown) data. The "knowledge" consists of a set of input data including the angular responses of each incidence angle and the corresponding seafloor type value (categorical). In this study, we use the term "descriptors" to refer to the angular layers of the iHAC or the sHAC from which the angular responses were obtained.
The pattern recognition approach used here (SAD) is described in Reference [13] , where it was initially implemented. The method compares the two-dimensional (2D) shape of known angular signatures with unknown ones. A similarity assessment is used for comparison of both signatures which are treated as 2D vectors. The level of similarity with each of the reference signatures determines the acoustic class membership of the unknown angular signatures. An adaptation of the SAD algorithm for 2D data was used for testing the similarity of angular signatures.
The SAD algorithm was initially developed for video compression and it is widely used for object recognition tasks [25] . In our implementation, the algorithm calculated the difference between reference and unknown backscatter values of corresponding incidence angles. Then, similarity criteria were applied to the sum of differences for each class assignment. It is implied that the lower the values of the sum of absolute differences are, the higher is the similarity between the 2D objects (angular signatures) under examination will be. The user has to set only two criteria that will influence the similarity assessment and, hence, the final classification results. These criteria include the standard deviation offset and the majority criterion. The standard deviation offset criterion controls the maximum acceptable absolute differences between known and unknown angular signatures. It is obtained by means of data exploration of soundings falling within the ground-truth cells (Figure 3) .
Soundings forming the angular signature of known seafloor types hold particular standard deviations for each seafloor type (Figure 3 ). This information helps in defining tolerance boundaries for the mean backscatter values of each seafloor type. The standard deviation offset can be used for strict or fuzzy class membership. The majority criterion controls the number of incidence angles, the difference values of which fall within the acceptable standard deviation offset. Accordingly, the majority criterion needs always to be set as large as possible (>80%) for more robust matching. It should be adjusted only if backscatter information is missing for certain angles. This algorithm was implemented in Matlab code and it is described in Reference [13] . Table 1 .
Soundings forming the angular signature of known seafloor types hold particular standard deviations for each seafloor type (Figure 3 ). This information helps in defining tolerance boundaries for the mean backscatter values of each seafloor type. The standard deviation offset can be used for The RF is a machine learning algorithm that is widely applied in image analysis and predictive seafloor mapping studies [26, 27] . The training process is based on "growing" several (user-defined) classification trees using random subsets of the training sample as a priori information. This information is then compiled into a non-parametric model for classifying the grid cells of the input layers. The prediction at a certain grid cell is defined by the majority votes of all random subsets of trees [28] . Growing of classification trees is iterative; thus, each time (during the training), the RF reserves randomly selected parts of the training sample (out-of-bag sample) for internal cross-validation of the results. With each iteration, one descriptor value is neglected and its importance score is calculated according to its contribution to the resulting prediction error. Descriptor importance is considered one of the main advantages of the RF algorithm. The RF approach was initially applied together with ARA by References [6, 7] and on angle-normalized mosaics by References [29, 30] . The studies of References [6, 7] used angular responses extracted from half swath measurements within objects (groups of cells) derived by automated segmentation of the backscatter mosaic. In this study, we applied the RF on the grid cells of layers building up the HAC matrices described above. The algorithm can identify non-linear relationships that underlie backscatter values and the seafloor types. In addition, it outputs a rating with the importance scores for each angular layer indicating their influence in predicting a certain seafloor type. For this application, the Marine Geospatial Ecology Toolbox (MGET) software [31] (http://mgel2011-kvm.env.duke.edu/mget) was used.
The SVM is a machine learning algorithm which is particularly used for supervised classification of terrestrial multispectral data and, recently, for seafloor acoustic mapping [6, 32] . In a study by Reference [6] , they applied the SVM on backscatter mosaic objects, whereas, in this study, we applied the algorithm on cells of the HAC layers. The SVM maximizes the separation of classes in a high-dimensional dataset by fitting a hyper-dimensional plane (or just hyperplane) to the data feature space. The hyperplane is produced using a kernel function when the data cannot be linearly separated in feature space. The selection of a particular type of kernel function depends on the data separation pattern (in feature space) and will have a strong effect on classification. The SVM has the ability to identify non-linear relationships within the data, and does not require normal distribution of the training backscatter values from within each acoustic class. The SVM used in this study was implemented in the OpenCV library provided by the System for Automated Geoscientific Analyses (SAGA).
Finally, an ANN approach was examined in this study. ANNs mimic the functionality of biological neurons and they are extensively used in speech/face recognition, and also in landscape classification studies [33, 34] . They possess a number of advantages that distinguish them from common algorithms, whereas they also hold some disadvantages. Regarding the merits of ANNs, these include not making any assumptions about the data (e.g., a normal distribution of training data is not a prerequisite for data analysis), being able to identify non-linear relationships in high-dimensional data, and, most importantly, acquiring learning without the input of physical models that describe data variability. However, ANNs are considered as black boxes regarding input-output of data, and they require several trial-and-error iterations for optimal tuning of algorithm settings. In this study, two training sets were used to support the ANN classification. The main concept of a supervised ANN is that an input of variables is examined in a combinatorial way regarding the production of certain outputs. The combination of variables leading to acceptable outputs (according to the training set) is determined by weight factors that strengthen the relationship between the input and output. Learning occurs when the ANN modifies the weight factors via a back-propagation technique in order to minimize a user-defined error rate value. The trained ANN then applies its "knowledge" to the rest of the dataset for classification of unknown elements. The ANN was applied to backscatter angular responses initially by Reference [9] , producing promising results. However, they used seafloor patches generated from a half-swath sliding window to extract the angular responses. This fact had an effect on the homogeneity of the angular responses and hindered class separability in their study. The ANN used in this study was implemented in the OpenCV library provided by SAGA.
Training Set Selection
In this study we tested all classifiers using a training set with fixed size, meaning that angular responses from only five representative ground-truth locations were utilized (Figure 4c , Table 1 and Figure 3) . The sediment samples of Table 1 were collected using a multi-corer and a Van-Veen grab. The selection of the training set was based on grain size analysis results and information from an unsupervised classification [3] . The unsupervised method applied in [3] yielded an optimum number of five classes therefore it was considered as guiding information for the supervised training in this study. The small amount of training set was chosen to fit the purpose of the study in assessing the ability of machine learning classifiers to perform adequate classification using a restricted amount of training set. Only the ANN method required the total number of ground-truth data during training for producing results comparable to the rest of the classifiers. Table 1 .
Soundings forming the angular signature of known seafloor types hold particular standard deviations for each seafloor type (Figure 3 ). This information helps in defining tolerance boundaries for the mean backscatter values of each seafloor type. The standard deviation offset can be used for Table 1 .
Results
Comparison of Angular Responses from Dense Soundings with Interpolated and Synthetic Cubes (iHAC and sHAC)
In this study, we extracted the angular responses of five different seafloor types in three different ways. Firstly, we extracted the original soundings from within 5 × 5 m 2 rectangular patches corresponding to the five ground-truth locations (Figure 2a , Table 1 ). These resulted in multiple backscatter values for all incidence angles and each seafloor type being represented by a distinct cloud of measurements. In addition, we extracted angular responses from the cells of the two matrices (iHAC and sHAC) corresponding to the five ground-truth locations. In the first instance, the iHAC consisted of a set of 23 backscatter layers resulting from interpolation of original dense backscatter measurements. In the second instance, the sHAC consisted of backscatter mosaics resulting from angle normalization using 23 reference incidence angles each time. It was observed that all three sets of extracted angular responses clearly distinguished the five seafloor types individually and separately from each other (Figure 4 ). Each angular response followed a hierarchical plan from coarser to finer material, meaning that angular responses of coarse seafloor types held higher decibel (dB) values than those of the fine types in all instances. It appears that the angular responses derived from the cells of iHAC correspond close to the mean dB values of the original angular response cloud. The angular responses derived from the cells of the sHAC appear smoother than those derived from the iHAC and with positive offset between 1 to 3 dB. In general, angular responses derived from both the iHAC and sHAC were suitable for seafloor classification using ARA since they hold continuous and distinctive information for each of the five seafloor types. Considering the suitability of the above angular responses for seafloor mapping, we applied the supervised classifiers on iHAC and sHAC data for classifying the seafloor of the study area. The classification maps resulting from the iHAC angular mosaics are shown in Figure 5 . (Table 1) . For the artificial neural network (ANN) map, all 18 ground-truth locations were needed for training.
SAD
The SAD algorithm uses a set of reference angular signatures representing a known seafloor type (class) (Figure 4c ) for comparison with unknown signatures extracted from each grid cell of the HAC. Matching is based on criteria set by the user (standard deviation offset, majority) and each cell is assigned with the class represented by the successfully matched reference signature. In this study, the offset value was selected according to the standard deviation of dB values from each angular signature; thus, different offsets were applied for each class (Figure 3 ). The majority threshold was set to 90% of the total number of incidence angles. Some cells could be matched with up to two adjacent angular signatures and receive double class assignment. In this regard, class overlap was quantified and it was found to affect class boundaries of neighboring classes ( Figure 5 ). Cells without continuous angular signatures or cells that did not conform to the majority criterion remained unclassified.
RF
The training sample for RF consists of several hundreds of angular backscatter values derived from five ground-truth locations (Figures 4a,b, Table 1 ). We fitted models using 50, 100, 200, 500, and 1000 trees and found that all of them produced a zero out-of-bag error rate (OOB). This is an indication that the training sample is particularly effective and produces consistently correct results regardless of the number of trees used to fit the model. Additionally, it was found that, regarding variable importance, some differences occurred when fitting was done using a low (50) and high (500) number of trees. When the model was fitted with 50 trees, almost half of the angular layers scored much higher importance values for predicting all classes. On the other hand, when 500 trees were used for model fitting, the importance scores were much lower for the majority of angular layers regarding prediction of all classes. The individual class importance scores varied for each class and for the number of trees as well. In general, for the model fitted with 50 trees, the importance scores varied individually for each class, while angular layers of 50° and 60° incidence (Table 1) . For the artificial neural network (ANN) map, all 18 ground-truth locations were needed for training.
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RF
The training sample for RF consists of several hundreds of angular backscatter values derived from five ground-truth locations (Figure 4a ,b, Table 1 ). We fitted models using 50, 100, 200, 500, and 1000 trees and found that all of them produced a zero out-of-bag error rate (OOB). This is an indication that the training sample is particularly effective and produces consistently correct results regardless of the number of trees used to fit the model. Additionally, it was found that, regarding variable importance, some differences occurred when fitting was done using a low (50) and high (500) number of trees. When the model was fitted with 50 trees, almost half of the angular layers scored much higher importance values for predicting all classes. On the other hand, when 500 trees were used for model fitting, the importance scores were much lower for the majority of angular layers regarding prediction of all classes. The individual class importance scores varied for each class and for the number of trees as well. In general, for the model fitted with 50 trees, the importance scores varied individually for each class, while angular layers of 50 • and 60 • incidence consistently received the lowest scores (zeroes). When a model with a relatively higher number of trees (500) was applied, the importance scores tended to differentiate more clearly two groups of classes, i.e., the prediction of classes 1 and 2 was influenced more by a few angular layers from the near range (11 • , 13 • , 15 • , and 17 • ), a few angular layers from the middle range (40 • , 44 • , and 48 • ), and a few angular layers from the outer range (54 • , 63 • , and 65 • ). In contrast, prediction of classes 3 to 5 was found to be equally influenced by all angular layers.
SVM
Polygons corresponding to the grid cells of five reference ground-truth locations were used as training areas. The SVM requires a user-defined kernel function for fitting a hyperplane to separate the acoustic classes. In this study, we tested a number of kernel functions and it was found that linear, polynomial (C 0 = 1, deg = 0.5, gamma = 1) and histogram-intersection functions provided the most convincing classification results ( Figure 5 ). In contrast, radial basis, sigmoid, and exponential-x 2 kernel functions produced poor to non-realistic classification results. The effectiveness of the above kernel functions was related to the separation pattern of angular backscatter values in feature space. Therefore, a suitable kernel function is one that fits better the class boundaries in the hyper-dimensional feature space.
ANN
We ran ANN using (a) the polygons holding the five reference ground-truth locations, and (b) all polygons holding ground-truth information (18 locations) (Figure 2a , Table 1 ). The classification results showed a more realistic appearance when the total ground-truth data were used for training. One single layer was chosen for model simplicity and a Gaussian function (alpha = 1, beta = 1) was applied as an activation function that adjusted the weight factors of model outputs during the learning process. An activation function is fundamental for ANN learning and its selection is not related to the features of the training set. The Gaussian function was chosen because it was the only one to produce reasonable classification results comparable to the results of the three classifiers applied. The number of neurons was set to 18, the same as the number of training areas [9] .
Validation
All classifiers produced very similar classification results ( Figure 5 , Table 2 ) and, thus, showed great potential in automated supervised seafloor classification using high-dimensional MBES backscatter datasets with a limited amount of ground-truth data for training. Only the ANN classifier required a greater amount of training data (threefold) for producing classification results comparable to the other classifiers. The final classification maps expressed an agreement in the areal percentage per class, and it could also be seen that all classes covered comparable geographical areas among each of the maps. Table 2 shows results of each supervised classification map when compared to the classification map of Reference [3] . This map is considered to represent sediment variability in a more objective way, since it was produced by an unsupervised method that performs cluster validation. The comparison was done with the Map Comparison Kit implemented in Reference [35] (http://mck.riks.nl) and agreement was quantified using kappa, kappa histogram (K Hist), and kappa location (K Loc) coefficients. The kappa coefficient is a standard measure of agreement between two categorical maps, while the kappa histogram expresses the agreement regarding the amount of cells belonging to each class, and the kappa location expresses the agreement of class assignment by location (i.e., high kappa location score means that all areas were classified similarly between the two maps). All scores suggested strong agreement between each classification map and the Bayesian classification map of Reference [3] with minor fluctuations. The scores of the classification maps produced using the sHAC appeared slightly lower than the scores of the classification maps produced using the interpolated HAC, but this difference is not statistically significant (i.e., both iHAC and sHAC scores in Table 2 belong to the highest ranking of agreement). This difference occurred because the backscatter mosaics of the sHAC contained some noise in the nadir and outer ranges, which was not possible to remove from the data, leading to misclassification of a small number of cells. Table 2 . Agreement scores between classification maps produced with the interpolated hyper-angular cube (iHAC), the synthetic hyper-angular cube (sHAC) data and the Bayesian classification map from Reference [3] , calculated using the Map Comparison Kit. SAD-sum of absolute differences; RF-random forest; SVM-support vector machine; ANN-artificial neural network. Until now, the main approach to overcome the problem of acoustic class homogeneity in ARA studies was by segmenting the backscatter mosaic into objects (groups of cells) using algorithms requiring several user-defined parameters. Then, angular responses were extracted from soundings falling within each object, assuming that they better discriminate the corresponding seafloor types. The concept examined in this study takes ARA one step forward by introducing the HAC matrix.
The HAC matrix approach presented here allows for extraction of angular signatures from the lowest level of spatial constituents (i.e., the grid cells of the HAC layers), eliminating the need for backscatter mosaic segmentation. Angular signatures derived from fine-scale homogeneous seafloor areas (grid cells similar to the average MBES footprint size) are relevant to the scale of ground-truth data, supporting the highest possible separation of seafloor types. In this way, along swath seafloor variations can be resolved and acoustic classes can be assigned for each grid cell and not coarse seafloor patches. These two facts are expected to advance seafloor mapping by offering more detailed acoustic classification results that are consistent with seafloor acoustic properties (i.e., angular dependence of backscatter). Highly detailed seafloor classification maps can effectively depict fine-scale variations of sediments on the seafloor and provide valuable input to benthic habitat and other studies that rely on effective separation of seafloor sediments.
The layers building the HAC matrix may result either from interpolation of spatially dense backscatter values of each incidence angle (iHAC) or by producing normalized backscatter mosaics using different incidence angles for reference each time (sHAC). The iHAC requires backscatter-dedicated MBES surveys with more than 100% overlap for obtaining dense soundings per seafloor area. Since backscatter-dedicated MBES surveys are time-consuming (thus, costly), the sHAC is a useful alternative. The shape of angular responses yielded from the iHAC may appear less smooth than those derived from the sHAC. This occurs because the cell values of the iHAC reflect the effects of the natural seafloor variability from actual soundings values, while the sHAC cell values represent angular variability based on calculation of average local backscatter intensity. Thus, it is essential to select an appropriate number of pings for averaging during the angle-normalization process. Averaging over a relatively large number of pings (i.e., including backscatter values from many seafloor types) will produce an sHAC, the angular signatures of which might be very smooth and possibly overlapping/non-distinguishable. It is suggested that the optimal number of pings may be estimated using the pings within a certain radius from the ground-truth locations. Pings from within a small radius should form well-shaped angular signatures which gradually (with increasing radius) produce more mixed signatures.
Although the dB values of our data are not absolute (MBES not calibrated), they comply with the standards of Reference [19] for repetitive seafloor mapping, meaning that they are stable (repeatable over the same type of seafloor) and linear (changing according to changes in seafloor type in the same way). This fact allows for suggesting a theoretical framework, according to which our empirically derived angular responses can be compared to those derived by the Applied Physics Laboratory (APL) model [4] . Initially, it was observed that the empirical angular responses (Figure 4c ) obey the rule of angular dependence of seafloor backscatter. This means that, for responses resulting from rough seafloor with coarse sediment grain sizes, there is not a large dB difference between the incidence angles close to nadir and the middle part of the swath. Accordingly, responses resulting from a smooth seafloor with fine sediment grain sizes show a more pronounced difference in dB values between the nadir area and the middle part of the swath (due to the specular effect). Similarly, there is a clear decrease of the dB values for the outer swath incidence angles for all seafloor types. This behavior is in agreement with the pattern observed in the theoretical angular response curves produced by the APL model. Moreover, both the APL curves and HAC responses show a decreasing offset (of dB values) for sediments with decreasing grain sizes (Figure 4 ). Considering that both the APL and HAC angular responses show similar geometrical characteristics, it can be suggested that the HAC responses rely on a geophysical base, and, by applying a suitable transformation (e.g., simple offset or a linear transformation), this may assist in calibrating the output dB values of the HAC layers. Calibrating the HAC layers according to absolute dB values will offer the possibility of applying geophysical models (such as the APL) for inferring seafloor properties per cell. Such a development is going to offer the possibility for the HAC concept to be adopted by software developers in an effort to improve the traditional ARA approach. However, it has to be noted that geophysical models such as the APL provide only a limited range of angular curves, thus covering only the most common sediment types, since these models are based mainly on experimental data; thus, it is not practical to examine the full range of seafloor types in the laboratory. In reality, the seafloor includes numerous combinations of the most common sediment types along with a great variety of substrates (e.g., corals, macroalgae). The advantage of the empirically derived angular responses is that they are representative of the seafloor heterogeneity from which they are derived from. In addition, a comprehensive set of angular responses can be produced for each seafloor type identified from ground-truth information. This can occur only when the shape of the angular responses is sufficiently different between similar seafloor types, and when the MBES outputs stable and linear dB measurements. Concluding, it is suggested that future MBES backscatter software may incorporate the utility of the sHAC allowing the user to produce a stack of angle-normalized mosaics and to identify particular seafloor types on cells of these mosaics based on ground-truth data locations. In this way, the user can construct a set of empirically derived angular responses that will then be applied for classifying the entire dataset.
The HAC concept is an objective way of deriving homogeneous angular responses in contrast to applying backscatter mosaic segmentation. Mosaic segmentation requires expert knowledge which can be subjective, and, by varying the segmentation parameters, different angular responses may be obtained. Considering the results of this study, we suggest that future backscatter studies should either rely on dense backscatter soundings (for using the iHAC) or on MBES surveys with conventional overlap, but producing several backscatter mosaics normalized for different incidence angles each time, to generate the sHAC. In addition, a small amount of highly overlapping lines may/should be collected over known seafloor for validation purposes.
Suitability of Machine Learning Algorithms for Advanced Seafloor Mapping Using the HAC
Testing the performance of the four applied machine learning classifiers (SAD, RF, SVM, and ANN) revealed valuable information about new capabilities for automated MBES backscatter classification. A particular aspect in this study is the application of these algorithms on the HAC matrix. This type of data structure allows for exploiting the angular dependence of backscatter within a new processing concept, while preserving the high spatial resolution of angular backscatter layers. One important finding is that the majority of the above classifiers produce valid classification results using only a small but representative amount of ground-truth training data. Thus, careful selection of ground-truth information is crucial for the performance of machine learning classifiers. It is suggested that each seafloor type should be represented by at least one training area. This implies that even the minimum amount of ground-truth data (one sample per seafloor type) is enough for classification, as long as the data come from acoustically and geologically distinct areas.
As a result, careful planning of ground-truth sampling prior to classification should take place, and it should consider variations in backscatter data as well. In the case that the training set consists of polygon cells (e.g., for SVM and ANN), the cell size should be set at the same size as the grid cell size of the HAC layers. This affects the quality of angular responses considered and will have an impact on the class separation when the sediment variability is high within a few meters. It is implied that very large cell sizes will result in more mixed angular signatures and may produce inconsistent classification results. The same holds for the case when the training data are points (e.g., for SAD and RF). Angular responses of reference seafloor types should be continuous and sufficiently separated from each other.
Backscatter values that are encompassed by either training areas or points are not required to have normal distribution when the described classifiers are used. Performing accurate seafloor classification using high-dimensional acoustic data, even with a small training set, is a very common situation in the field of seafloor mapping. The above algorithms in conjunction with the HAC structure will decrease the time and cost for ground-truth data collection, by effectively using a smaller but representative amount of seafloor samples.
Conclusions
In this study, the concept of the HAC matrix was considered for improving the application of ARA using multiple angular backscatter layers with minimal ground-truth information. There are two ways of constructing the HAC layers, one of which is based on interpolation of actual soundings (iHAC) from single incidence angles (i.e., from backscatter-dedicated surveys with large overlap). The other is to produce backscatter mosaics using a different normalization angle each time (sHAC). Both HAC types yield comparable angular responses per cell, which is the finest element of the matrix layers. This guarantees that angular responses come from naturally homogenous areas of the seafloor, thus providing trustworthy comparisons with the ground-truth data and eliminating the need for backscatter mosaic segmentation.
The sHAC provides the possibility of collecting MBES data with standard overlap and obtaining angular responses per cell as efficiently as with using an iHAC. Thus, the sHAC minimizes the costs of backscatter-dedicated surveys and seems as a promising alternative in ARA classification. The high dimensionality of the HAC matrices makes them ideal inputs to machine learning algorithms for advanced supervised seafloor classification by incorporating the angular backscatter information. Machine learning algorithms require the input of ground-truth data for training. Practical limitations are usually responsible for collecting small amounts of ground-truth data, and this presents another challenge in seafloor mapping. In this study, we tested the performance of four machine learning algorithms using the HAC layers and only one sample per seafloor type for classification. All four algorithms produced very comparable results that were in agreement with the classification results from an unsupervised method used as reference. The HAC approach described here shows potential in future ARA studies by maximizing acoustic class homogeneity and providing improved class separability. The use of machine learning algorithms in conjunction with high-dimensional angular backscatter layers provides a reliable tool for fast, automated seafloor classification that integrates angular backscatter information in an effective way. 
