Preliminary results on the measurements of F 2 and xF 3 structure functions with the IHEP-JINR Neutrino Detector in a wide band neutrino beam at the U-70 accelerator are presented. Structure functions are extracted from a sample of 11650 neutrino and 1630 antineutrino events with neutrino energies from 3 to 30 GeV. NLO analysis in the region Q 2 = 0.7 − 36.0GeV 2 of the xF 3 was done under the assumption of QCD validity in this region of low Q 2 . This analysis provides a large value of Λ M S = 500MeV .The corresponding value of the strong interaction constant at the point of Z boson mass is α s (M Z ) = 0.128
In deep inelastic ν(ν)-scattering studies one can see the tendency to reach a low Q 2 region to obtain more information in this most difficult for theoretical interpretation area. We have charged lepton scattering data down to 0.2 ÷ 1 GeV 2 (depending of x) [1, 2, 3, 4] , but in neutrino scattering experiments only a small amount of data in low Q 2 region existed. Difficulties in obtaining neutrino data are due to small interaction cross section in low energy region. The two experiments at BEBC [5] filled deuterium and filled with Ne/H 2 mixture carried out more than ten years ago did not have enough statistics because of a bubble chamber technique, and CDHS [6] and CCFR [7] experiments with iron target collected data down to Q 2 =1-10 GeV 2 only for small x as they used neutrino beams with the average energy greater than 45 GeV. The calorimetric IHEP-JINR neutrino detector with a relatively small average neutrino beam energy (7 GeV) give us the possibility to obtain new data in low Q 2 region (Q 2 = 0.01 ÷ 36 GeV 2 ) for neutrino-nucleon interaction which is presented in this paper.
The Neutrino Detector (ND) of the IHEP-JINR Collaboration is located in the neutrino beam of the U-70 accelerator. It was used the two different configurations of neutrino beams. In the conventional geometry of the neutrino channel the aluminium target of 10 mm in diameter and 60 cm long was placed at the distance of 223 m from the ND. The decay tunnel was 140 m long, followed by 55 m of steel to absorb the muons.Another neutrino beam has a short decay base 12.1 m. long and the aluminium target of 60 mm in diameter and 60 cm long which was placed at about 70 m upstream of the ND. The proton beam profiles on the neutrino target were controlled by the grid secondary emission chambers, and the intensity of the proton beam was controlled by current transformers to 1% accuracy. The average intensity of the proton beam was ≈ 10 13 protons per 9 seconds accelerator spill. The ionization chambers were placed in nine gaps of the muon filter to measure muonic fluxes. These measurements were used as additional information to determine neutrino fluxes through the ND.
The IHEP-JINR Neutrino Detector is a calorimeter mounted inside the magnetized steel muon spectrometer. The target-calorimeter has 36 modules. Each module contains a plane of horizontally mounted liquid scintillation counters [8] of 20 cm (along the beam) × 30 cm size and 500 cm long, 5 cm thick aluminium plate of 3 × 3 m 2 area and X-and Yplanes of vector drift chambers [9] . Drift chambers cover the area of 450 × 450 cm 2 and detect particles in the target part and muons passing through the steel frames, which are the magnetic shell of the muon spectrometer. The end-cap part of the muon spectrometer consists of 13 magnetized steel toroidal disks, 22 cm thick and 4 m in diameter, with drift chamber planes placed between them.Both magnetic shell and end-cap of the muon spectrometer had focused negative muons.
For detector calibration [10] the test channel was used. Charged particles were bypassed over the shield and muon filter of the neutrino channel and then directed into the detector. The system of deflecting magnets, collimators,Čerenkov and scintillation counters allows one to select particles with momentum spread within 0.7%. As a result of calorimeter calibration with the π − -meson test beam, the relative energy deposition coefficient α = E vis /E hadr as a function of E hadr was defined, which was used in the hadron shower energy determination. Measured energy resolution of the calorimeter for hadron energy deposition is shown in fig. 1 .
For each neutrino interaction event with a muon in the final state (particle was considered as a muon if it crossed more than 2.5 interaction lenght of matter) the energy and angle of the hadron shower as well as the muon sign and momentum were determined. For 91% of the reconstructed muons the muon momentum was determined from the track curvature in the magnetic field (B=1.4-1.9 T, [11] ) which was known with 1% accuracy. For other muons the momentum was calculated on the basis of the measured hadron energy and muon and hadron angles from the vertex. The accuracy of the muon momentum reconstruction depends mainly on the track length in the magnetic field. For the tracks with the maximal length in the magnetized steel of the muon spectrometer, the momentum measurement error is 12% at 5 GeV and it increases up to 20% for 30 GeV muons due to drift chamber spatial resolution [12] . The value of the neutrino energy calculated as a sum of the muon momentum and hadron shower energy was corrected by a procedure of the kinematic fit [13] based on the 4-momentum conservation law.
To study the detector acceptance, its smearing and detection efficiency for each of the two types of neutrino beam, 1.2 · 10 5 ν and 5 · 10 4ν events were generated with the interaction vertex in the fiducial volume of the ND target part 260 × 260 cm 2 × 32 modules. The events were simulated by the CATAS program [14] assuming the GRV parameterization [15] for quark distributions from PDFLIB library [16] . For Monte-Carlo (MC) simulation, the measured total neutrino cross section measured by the IHEP-JINR collaboration [17] and the value of 0.32 × 10 −38 cm 2 /GeV for antineutrino cross section slope were used.If the invariant mass W of the adronic system was less than 2 GeV,the Rein-Seghal model [18] was used to describe the interaction in low W range by means of the nucleon resonance production set.The quasy-elastic intreactions were simulated according to [19] , where the values of axial and vector form-factors M A = 1.00 GeV/c 2 and M V = 0.84 GeV/c 2 were used. The calculation of the neutrino spectra was based on the mesurements of inclusive spectra of π-and K-mesons in proton-nucleus intreactions at 67 GeV for standard target carried out at IHEP earlier [20] . The program for calculation is based on GEANT 3,15 library [21] . Calculated neutrino spectra were verified by comparison of measured and simulated muon fluxes in the gaps of the iron shield as well as by spectra determinated from quasy-elastic events and an extrapolation differentiial distribution dσ dy to the region of y=0 [17] .
The data samples were obtained without any focusing devices in neutrino beam. This decreased intensity of the neutrino beam, but gave the possibility to measure neutrino and antineutrino interactions simultaneously with easier conditions for neutrino flux calculations. Thus, to decrease systematic errors we increased the statistical errors of the data. The following final cuts were used for the event selection:
• the proton intensity of the beam spill had to be reliably measured and the monitoring system had to provide a precise beam position on the target,
• the vertex of the neutrino interaction had to be in the fiducial volume of 240 × 240 cm 2 × 27 modules,
• the measured energy of a neutrino is in the range of 3 GeV < E ν < 30 GeV,
• when muon momentum was calculated by the track curvature in the magnetic field, the length of the muon track in the magnetic field has to be more than 30 cm for neutrino events and more than 50 cm for antineutrino events,
• the muon sign have determinated the type of neutrino interaction( ν orν) ,
• the measured value of four-momentum transfer has to be in the range of 0.01
• the measured value of scaling variable x has to be in the range of 0.01 < x < 0.75.
Structure functions were extracted from the solution of the equations (1) for different neutrino beams:
where N ν and Nν are the numbers of neutrino and antineutrino events in (x,Q 2 ) bins and after substracting the background (QE-elastic scattering and events with incorrectly defined muon sign) and flux integrals A ν,ν and B ν,ν are determinated by relations:
and R(x,Q 2 )=σ L /σ T was used according to [22] :
The technique used for the structure function extraction as well as cross section corrections procedure are similar to its described detailed in [23] .The data reported for four x-and six Q 2 -bins. The bins covered the x range from 0.01 to 0.75 and Q 2 from Q 2 = 0.01 GeV 2 to Q 2 = 36 GeV 2 .Our experimental data recover for low
in all x-range. The choice of the binning of the kinematic variables for the extraction of SF represent a compromise between various requrements and experimental constraints.The bin width ∆x and ∆Q 2 of each bin were chosen to be larger than correponding resolution σ x and σ Q 2 in each bin.The detector effects are corrected by using the Monte Carlo event generator.The specific geometry and resolution functions(whose were determinated on the detector calibration in the hadron beam) are input to the Monte Carlo,along with neutrino flux and a model for differential cross-section.The events are counted in x and Q 2 bins twice,once using the generated x and Q 2 and again with smeared x and Q 2 with detector acceptance folded it.The ratio of these two event sums gives the correction to be applied to the observed event sample to determinate the 'true' or corrected event sample, the number that would have been scan with perfect detector acceptance resolution.
The number of events N true in equations (1) was calculated as:
where N M C true is the generated number of Monte-Carlo events and N M C accept is the reconstructed number of Monte-Carlo events after smearing with detector acceptance folded and cutting as for experimental data.
There are three effects which change the differential cross-section and require physic correction. The value of an isoscalar correction factor c 1 which takes into account the nonisoscalarity (N-Z)/A=-0.046 of the target is in the range of 1±0.03. The slow-rescaling scheme [24] was used to calculate the correction c 2 for the effect of the charm production. The value of c 2 differs from 1 within 1 ÷ 4% range only for large values of Q 2 . The values of radiative corrections c 3 calculated according to [25] and [26] are small(less than 5%). The program of CCFR collaboration [27] was used for calculations. The difference between Bardin's and Rujila's models is small( 2%). All cross-section correction are small compared to statistical and systemaic errors of this experiment. Structure functions calculated separately for exposures I and II were averaged according to the statistical errors and average values are given as F 2,3 . Table 1 contains also the calculated errors of structure functions ∆F 2,3 . The mark (stat) is used for statistical errors, (sysSP) denotes systematic errors from the uncertainty of neutrino fluxes, (sysα) is used for systematic errors from the inaccuracy of calibration coefficient α = E vis /E hadr and (sysQE) stands for systematic errors from the uncertainty of the quasi-elastic cross section of neutrino interactions.
The comparison of the structure functions measured in this experiment with the data of other experiments is shown in fig. 2 -fig. 9 . On these pictures are shown only statistical errors of the experiments. The obtained experimental data on the xF 3 were compared with the QCD prediction for Q 2 -evolution by the Jacobi polynomials method in the next-to-leading order QCD approximation [28, 29, 30] . In the QCD analysis of the xF 3 structure function, as a first step we do not discuss here the problem of validity of application of perturbative QCD predictions for kinematic region of small Q 2 and do not take into account nuclear effects, heavy quarks threshold effects and higher order QCD corrections. We do not discuss the theoretical uncertainties of fitting parameters.
In order to take into account the target mass corrections the Nachtmann moments [31] of xF 3 could be expanded in powers of M 2 nucl. /Q 2 , and retaining only terms of the order M 2 nucl. /Q 2 one could obtain:
Here M
is the Mellin moments of xF 3 :
is defined [32, 33] by QCD:
Here α s (Q 2 ) is the strong interaction constant, γ 2 ) contains next-to-leading order QCD corrections [30, 33] .
The unknown coefficients M 3 (N, Q 2 0 ) in (6) could be parametrized as the Mellin moments of some function:
where the constants A, b and c should be determined from the fit to the data. From the moments (5) - (7) with the method discussed in [28, 29] we can write the xF 3 structure function in the form:
where Θ αβ n (x) are the Jacobi polynomials and c n j (α, β) are the coefficients of the expansion of Θ α,β n (x) in powers of x: The accuracy of the structure function approximation better than 10 −3 is achieved for N max = 12 in a wide region of the parameters α and β [29] .
The higher twist (HT) contribution is also taken into account:
where h(x) = 0.166 − 3.746x + 9.922x 2 − 6.730x 3 is chosen by interpolation of the NLO result for the HT contribution from [34] . This shape of h(x) is in a good agreement with the theoretical prediction of [35] and with the result of [36, 37] obtained for a higher Q 2 kinematic region.
Using nine Mellin moments for structure function reconstruction and taking into account target mass corrections we have determined four free parameters A, b, c and the QCD parameter Λ M S (table 2).In order to decrease the number of free parameters we have fixed the value of parameter A using GLS sum rule Q 2 -dependance. We did the analysis with two different cuts in Q 2 =0.7GeV 2 and Q 2 =1.4GeV 2 . Three sources of errors -statistical, systematic and normalization -were summed in quadrature. The fit was performed using the MINUIT program [39] . The errors corresponding to the 70% confidence level were obtained for the free parameters using the procedure described in [40] .
The value of Λ M S obtained from the NLO analysis of the xF 3 structure function gives a value of a strong interaction constant at the point of Z boson mass of α S (M Z ) = 0.128 −0.004 for Q 2 ≥ 0.7 GeV 2 . which is in agreement with the results of the recent analysis of CCFR'97 data α s (M Z )= 0.124 ± 0.007(exp) ± 0.010(theory) [37] and larger than the value of α s (M Z )=0.113±0.003(exp)±0.004(theory), obtained in the analysis of the BCDMS and SLAC data for the F 2 structure function of µN and eN deep inelastic scattering.
