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CLUSTER ALGEBRA STRUCTURES AND SEMICANONICAL BASES
FOR UNIPOTENT GROUPS
CHRISTOF GEISS, BERNARD LECLERC, AND JAN SCHRO¨ER
Abstract. Let Q be a finite quiver without oriented cycles, and let Λ be the associated
preprojective algebra. To each terminal CQ-module M (these are certain preinjective
CQ-modules), we attach a natural subcategory CM of mod(Λ). We show that CM is a
Frobenius category, and that its stable category CM is a Calabi-Yau category of dimension
two.
Then we develop a theory of mutations of maximal rigid objects of CM , analogous
to the mutations of clusters in Fomin and Zelevinsky’s theory of cluster algebras. We
also provide an explicit quasi-hereditary structure on the endomorphism algebra of a
distinguished maximal rigid object of CM , and we use it to describe the combinatorics of
mutations.
Next, we show that CM yields a categorification of a cluster algebra A(CM ), which
is not acyclic in general. We give a realization of A(CM ) as a subalgebra of the graded
dual of the enveloping algebra U(n), where n is a maximal nilpotent subalgebra of the
symmetric Kac-Moody Lie algebra g associated to the quiver Q.
Let S∗ be the dual of Lusztig’s semicanonical basis S of U(n). We show that all
cluster monomials of A(CM ) belong to S
∗, and that S∗ ∩A(CM ) is a C-basis of A(CM ).
Next, we prove that A(CM ) is naturally isomorphic to the coordinate ring C[N(w)] of
the finite-dimensional unipotent subgroup N(w) of the Kac-Moody group G attached to
g. Here w = w(M) is the adaptable element of the Weyl group of g which we associate
to each terminal CQ-module M .
Moreover, we show that the cluster algebra obtained from A(CM ) by formally invert-
ing the generators of the coefficient ring is isomorphic to the algebra C[Nw] of regular
functions on the unipotent cell Nw := N ∩ (B−wB−) of G. We obtain a corresponding
dual semicanonical basis of C[Nw ].
Finally, by “specializing coefficients” we obtain a dual semicanonical basis for a co-
efficient free cluster algebra Aw associated to w. As a special case, we obtain a dual
semicanonical basis of the (coefficient free) acyclic cluster algebras AQ associated to Q,
which naturally extends the set of cluster monomials in AQ.
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Part 1. Introduction and main results
1. Introduction
1.1. Introduction. This is the continuation of an extensive project to obtain a better
understanding of the relations between the following topics:
(i) Representation theory of quivers,
(ii) Representation theory of preprojective algebras,
(iii) Lusztig’s (semi)canonical basis of universal enveloping algebras,
(iv) Fomin and Zelevinsky’s theory of cluster algebras,
(v) Frobenius categories and 2-Calabi-Yau categories,
(vi) Cluster algebra structures on coordinate algebras of unipotent groups, Bruhat cells
and flag varieties.
The topics (i) and (iii) are closely related. The numerous connections have been studied by
many authors. Let us just mention Lusztig’s work on canonical bases of quantum groups,
and Ringel’s Hall algebra approach to quantum groups. An important link between (ii)
and (iii), due to Lusztig [L1, L3] and Kashiwara and Saito [KS] is that the elements of
the (semi)canonical basis are naturally parametrized by the irreducible components of the
varieties of nilpotent representations of a preprojective algebra.
Cluster algebras were invented by Fomin and Zelevinsky [BFZ, FZ2, FZ3], with the
aim of providing a new algebraic and combinatorial setting for canonical bases and total
positivity. One important breakthrough was the insight that the class of acyclic cluster
algebras with a skew-symmetric exchange matrix can be categorified using the so-called
cluster categories. Cluster categories were introduced by Buan, Marsh, Reineke, Reiten
and Todorov [BMRRT]. In a series of papers by some of these authors and also by
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Caldero and Keller [CK1, CK2], it was established that cluster categories have all necessary
properties to provide the mentioned categorification. We refer to the nice overview article
[BM] for more details on the development of this beautiful theory which established a
strong connection between the topics (i), (iv) and (v).
In [GLS5] we showed that the representation theory of preprojective algebras Λ of
Dynkin type (i.e. type A, D or E) is also closely related to cluster algebras. We proved
that mod(Λ) can be regarded as a categorification of a natural cluster structure on the
polynomial algebra C[N ]. Here N is a maximal unipotent subgroup of a complex Lie group
of the same type as Λ. Let n be its Lie algebra, and U(n) be the universal enveloping
algebra of n. The graded dual U(n)∗gr can be identified with the coordinate algebra C[N ].
By means of our categorification, we were able to prove that all the cluster monomials of
C[N ] belong to the dual of Lusztig’s semicanonical basis of U(n). Note that the cluster
algebra C[N ] is in general not acyclic.
The aim of this article is to extend these results to the more general setting of Kac-
Moody groups and their unipotent cells. We also provide additional tools for studying
these categories and cluster structures. For example we show that the endomorphism
algebras of certain maximal rigid modules are quasi-hereditary and deduce from this a
new combinatorial algorithm for mutations.
More precisely, we consider preprojective algebras Λ = ΛQ attached to quivers Q which
are not necessarily of Dynkin type. These algebras are therefore infinite-dimensional in
general. The category nil(Λ) of all finite-dimensional nilpotent representations of Λ is
then too large to be related to a cluster algebra of finite rank. Moreover, it does not have
projective or injective objects, and it lacks an Auslander-Reiten translation. However,
we give a general procedure to attach to certain preinjective representations M of Q a
natural subcategory CM of nil(Λ). We show that these subcategories CM are Frobenius
categories and that the corresponding stable categories CM are Calabi-Yau categories
of dimension two. Each subcategory CM comes with two distinguished maximal rigid
modules TM and T
∨
M described combinatorially. In the special case where Q is of Dynkin
type and M is the sum of all indecomposable representations of Q (up to isomorphism)
we have CM = mod(Λ), the modules TM and T
∨
M are those constructed in [GLS2], and we
recover the setting of [GLS5]. In another direction, if Q is an arbitrary (acyclic) quiver
and M = I ⊕ τ(I), where I is the sum of the indecomposable injective representations
of Q and τ is the Auslander-Reiten translation, it follows from a result of Keller and
Reiten [KR] that the stable category CM is triangle equivalent to the cluster category
CQ of [BMRRT]. We provide in this case a natural functor G : CM → CQ inducing an
equivalence G : CM → CQ of additive categories.
We then develop, as in [GLS5], a theory of mutations for maximal rigid objects T in CM ,
and we study their endomorphism algebras EndΛ(T ). We show that these algebras have
global dimension 3 and that their quiver has neither loops nor 2-cycles. Special attention
is given to the algebra B := EndΛ(TM ) for which we provide an explicit quasi-hereditary
structure. We prove that CM is anti-equivalent to the category of ∆-filtered B-modules.
This allows us to describe the mutations of maximal rigid Λ-modules in terms of the
∆-dimension vectors of the corresponding EndΛ(TM )-modules. We also exhibit a simple
sequence of mutations between TM and T
∨
M and describe all the maximal rigid modules
arising from this sequence.
In the last part we associate to the subcategory CM a cluster algebra A(CM ) which in
general is not acyclic, and we show that CM can be seen as a categorification of A(CM ). (As
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a very special case, we also obtain in this way a new categorification of every acyclic clus-
ter algebra with a skew-symmetric exchange matrix and a certain choice of coefficients.)
The proof relies on the fact that the algebra A(CM) has a natural realization as a certain
subalgebra of the graded dual U(n)∗gr, where n is now the positive part of the Kac-Moody
Lie algebra g = n− ⊕ h ⊕ n of the same type as Λ. We show that again all the cluster
monomials belong to the dual of Lusztig’s semicanonical basis of U(n). Next, we prove
that A(CM ) has a simple monomial basis coming from the objects of the additive closure
add(M) of M . We call it the dual PBW-basis of A(CM ), and regard it as a generaliza-
tion (in the dual setting) of the bases of U(n) constructed by Ringel in terms of quiver
representations, when g is finite-dimensional [Ri6]. We use this to prove that A(CM ) is
spanned by a subset of the dual semicanonical basis of U(n)∗gr. Thus, we obtain another
natural basis of A(CM ) containing all the cluster monomials. We call it the dual semi-
canonical basis of A(CM ). Finally, we prove that A(CM ) is isomorphic to the coordinate
ring of a finite-dimensional unipotent subgroup of the Kac-Moody group G attached to g.
Moreover, we show that the cluster algebra obtained from A(CM ) by formally inverting
the generators of the coefficient ring is isomorphic to the algebra of regular functions on a
certain unipotent cell of G. This solves Conjecture III.3.1 of [BIRS] for all unipotent cells
attached to an adaptable element w of the Weyl group of G (the definition of adaptable
is given below, see § 3.7). Note also that in the Dynkin case, we recover a result of [BFZ]
for the double Bruhat cells of type (e, w) with w adaptable, but our proof is different
and shows that the coordinate ring of the cell is not only an upper cluster algebra but a
genuine cluster algebra. In the last section, we explain how the results of this paper are
related to those of [GLS6], in which a cluster algebra structure on the coordinate ring of
the unipotent radical NK of a parabolic subgroup of a complex simple algebraic group
of type A,D,E was introduced. We give a proof of Conjecture 9.6 of [GLS6] in the case
where the Weyl group element w0w
K
0 is adaptable.
Our results have some overlap with the recent work of Buan, Iyama, Reiten and Scott
[BIRS]. Up to a simple duality, our categories CM coincide with the categories Cw in-
troduced in [BIRS], but only for adaptable Weyl group elements w, and our maximal
rigid modules T∨M are some of the cluster-tilting objects of the categories Cw described in
[BIRS]. However our methods are very different, and for our smaller class of categories we
can prove stronger results, like the existence of quasi-hereditary endomorphism algebras
or the existence of semicanonical bases for the corresponding cluster algebras.
1.2. Plan of the paper. This article is organized as follows.
In Sections 2, 3, we give a more detailed presentation of our results.
Part 2 is devoted to the study of the subcategories CM . Some known results on quiver
representations and preprojective algebras are collected in Section 4. In Section 5 we
introduce the important concept of a selfinjective torsion class of mod(Λ). Some technical
but crucial results on the lifting of certain KQ-module homomorphisms to Λ-module
homomorphisms are proved in Section 6. These results are used in Section 7 to construct
a CM -complete rigid module TM and to compute the quiver of its endomorphism algebra.
Then we show in Section 8 that CM is a Frobenius category whose stable category CM
is a 2-Calabi-Yau category. In particular, it turns out that CM is a selfinjective torsion
class of mod(Λ). In Sections 9 and 10 we prove some basic properties of C-maximal rigid
modules, where C is now an arbitrary selfinjective torsion class of mod(Λ). In Section 11
we show that for every quiver Q without oriented cycles there exists a terminal KQ-
module M such that the stable category CM is triangle equivalent to the cluster category
CQ as defined in [BMRRT]. This uses a recent result by Keller and Reiten [KR]. We
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also construct an explicit functor CM → CQ which then yields an equivalence of additive
categories CM → CQ.
Part 3 develops the theory of mutations of rigid objects of CM . Sections 12, 13 and
14 contain the adaptation of the results in [GLS5, Sections 5, 6, 7] to our more general
situation of selfinjective torsion classes. In Section 15 we prove that cluster variables
are determined by their dimension vector, in the appropriate sense, and that one can
describe the mutation of clusters in terms of these dimension vectors. We also obtain
a characterization of all short exact sequences of Λ-modules which become split exact
sequences of KQ-modules after applying the restriction functor piQ. We show in Section 16
that EndΛ(TM ) is a quasi-hereditary algebra. This can be used to reformulate the results
in Section 15 in terms of ∆-dimension vectors, see Section 17. In Section 18 we construct
a sequence of mutations starting with our module TM which yields generalizations of
classical determinantal identities.
Part 4 contains the applications of the previous constructions to cluster algebras. In
Section 19 we repeat several known results on Kac-Moody Lie algebras, and also recall our
results about the multiplicative behaviour of the functions δX . One of the central parts of
our theory is the construction of dual PBW- and dual semicanonical bases for the cluster
algebras R(CM ). This is done in Section 20. The special case of acyclic cluster algebras is
discussed in Section 21. In Section 22 we prove all our results on cluster algebra structures
of coordinate rings. Finally, we present some open problems in Section 23.
1.3. Notation. Throughout let K be an algebraically closed field. For a K-algebra A
let mod(A) be the category of finite-dimensional left A-modules. By a module we always
mean a finite-dimensional left module. Often we do not distinguish between a module and
its isomorphism class. Let D = HomK(−,K) : mod(A)→ mod(A
op) be the usual duality.
For a quiver Q let rep(Q) be the category of finite-dimensional representations of Q
over K. It is well known that we can identify rep(Q) and mod(KQ).
By a subcategory we always mean a full subcategory. For an A-module M let add(M)
be the subcategory of all A-modules which are isomorphic to finite direct sums of direct
summands of M . A subcategory U of mod(A) is an additive subcategory if any finite direct
sum of modules in U is again in U . By Fac(M) (resp. Sub(M)) we denote the subcategory
of all A-modules X such that there exists some t ≥ 1 and some epimorphism M t → X
(resp. monomorphism X →M t).
For an A-moduleM let Σ(M) be the number of isomorphism classes of indecomposable
direct summands of M . An A-module is called basic if it can be written as a direct sum
of pairwise non-isomorphic indecomposable modules.
For a vector space V we sometimes write |V | for the dimension of V . If f : X → Y and
g : Y → Z are maps, then the composition is denoted by gf = g ◦ f : X → Z.
If U is a subset of aK-vector space V , then let SpanK〈U〉 be the subspace of V generated
by U .
By K(X1, . . . ,Xr) (resp. K[X1, . . . ,Xr]) we denote the field of rational functions (resp.
the polynomial ring) in the variables X1, . . . ,Xr with coefficients in K.
Let C be the field of complex numbers, and let N = {0, 1, 2, . . .} be the natural numbers,
including 0. Set N1 := N \ {0}. For natural numbers a ≤ b let [a, b] = {i ∈ N | a ≤ i ≤ b}.
Recommended introductions to representation theory of finite-dimensional algebras and
Auslander-Reiten theory are the books [ARS, ASS, GR, Ri1].
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2. Main results: Rigid modules over preprojective
algebras
2.1. Preprojective algebras. Throughout, let Q be a finite quiver without oriented
cycles, and let
Λ = ΛQ = KQ/(c)
be the associated preprojective algebra. We assume that Q is connected and has vertices
{1, . . . , n} with n at least two. Here K is an algebraically closed field, KQ is the path
algebra of the double quiver Q of Q which is obtained from Q by adding to each arrow
a : i → j in Q an arrow a∗ : j → i pointing in the opposite direction, and (c) is the ideal
generated by the element
c =
∑
a∈Q1
(a∗a− aa∗)
where Q1 is the set of arrows of Q. Clearly, the path algebra KQ is a subalgebra of Λ.
We denote by
piQ : mod(Λ)→ mod(KQ)
the corresponding restriction functor.
2.2. Terminal KQ-modules. Let τ = τQ be the Auslander-Reiten translation of KQ,
and let I1, . . . , In be the indecomposable injective KQ-modules. AKQ-moduleM is called
preinjective if M is isomorphic to a direct sum of modules of the form τ j(Ii) where j ≥ 0
and 1 ≤ i ≤ n. There is the dual notion of a preprojective module.
A KQ-module M =M1 ⊕ · · · ⊕Mr with Mi indecomposable and Mi 6∼=Mj for all i 6= j
is called a terminal KQ-module if the following hold:
(i) M is preinjective;
(ii) If X is an indecomposable KQ-module with HomKQ(M,X) 6= 0, then X ∈
add(M);
(iii) Ii ∈ add(M) for all indecomposable injective KQ-modules Ii.
In other words, the indecomposable direct summands of M are the vertices of a subgraph
of the preinjective component of the Auslander-Reiten quiver of KQ which is closed under
successor. We define
ti := ti(M) := max
{
j ≥ 0 | τ j(Ii) ∈ add(M) \ {0}
}
.
2.3. The subcategory CM . Let M be a terminal KQ-module, and let
CM := pi
−1
Q (add(M))
be the subcategory of all Λ-modulesX with piQ(X) ∈ add(M). Notice that ifQ is a Dynkin
quiver and M is the sum of all indecomposable representations of Q then CM = mod(Λ).
Theorem 2.1. Let M be a terminal KQ-module. Then the following hold:
(i) CM is a Frobenius category with n indecomposable CM -projective-injectives;
(ii) The stable category CM is a 2-Calabi-Yau category;
(iii) If ti(M) = 1 for all i, then CM is triangle equivalent to the cluster category CQ
associated to Q.
Part (i) and (ii) of Theorem 2.1 are proved in Section 8. Based on results in Section 7,
Part (iii) is shown in Section 10.
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Figure 1. A terminal module in type A3
2.4. An example of type A3. Let Q be the quiver
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Figure 1 shows the Auslander-Reiten quiver of KQ. The indecomposable direct sum-
mands of a terminal KQ-module M are marked in blue colour. In Figure 2 we show the
Auslander-Reiten quiver of the preprojective algebra Λ of type A3. We display the graded
dimension vectors of the indecomposable Λ-modules. (There is a Galois covering of Λ,
and the associated push-down functor is dense, a property which only holds for Dynkin
types An, n ≤ 4. In this case, all Λ-modules are uniquely determined (up to Z-shift) by
their dimension vector in the covering. See [GLS1] for more details.) Note that one has to
identify the objects on the two dotted vertical lines. The indecomposable CM -projective-
injective modules are marked in red colour, all other indecomposable modules in CM are
marked in blue. Observe that CM contains 7 indecomposable modules, and three of these
are CM -projective-injective. The stable category CM is triangle equivalent to the product
CA1 × CA1 of two cluster categories of type A1.
2.5. Maximal rigid modules and their endomorphism algebras. A Λ-module T is
rigid if Ext1Λ(T, T ) = 0. For a module X let Σ(X) be the number of isomorphism classes
of indecomposable direct summands of X.
Let C be a subcategory of mod(Λ). Define the rank of C as
rk(C) = max{Σ(T ) | T rigid in C}
if such a maximum exists, and set rk(C) =∞, otherwise.
The category C is called Q-finite if there exists some M ∈ mod(KQ) such that
piQ(C) ⊆ add(M).
In this case, if C is additive, one can imitate the proof of [GS, Theorem 1.1] to show that
rk(C) ≤ Σ(M). If M is a terminal KQ-module, then we prove that rk(CM ) = Σ(M), see
Corollary 7.4.
Recall that for all X,Y ∈ mod(Λ) we have dim Ext1Λ(X,Y ) = dim Ext
1
Λ(Y,X), see
[CB1] and also [GLS4]. Assume that T is a rigid Λ-module in an additive subcategory C
of mod(Λ) with rk(C) <∞. We need the following definitions:
• T is C-complete rigid if Σ(T ) = rk(C);
• T is C-maximal rigid if Ext1Λ(T ⊕X,X) = 0 with X ∈ C implies X ∈ add(T );
• T is C-maximal 1-orthogonal if Ext1Λ(T,X) = 0 with X ∈ C implies X ∈ add(T ).
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Figure 2. A category CM ⊂ mod(Λ) with CM triangle equivalent to CA1×A1
The notion of a maximal 1-orthogonal module is due to Iyama [Iy1]. These modules are
also called cluster tilting objects.
Theorem 2.2. Let M be a terminal KQ-module. For a Λ-module T in CM the following
are equivalent:
(i) T is CM -complete rigid;
(ii) T is CM -maximal rigid;
(iii) T is CM -maximal 1-orthogonal.
If T satisfies one of the above equivalent conditions, then the following hold:
• gl.dim(EndΛ(T )) = 3;
• The quiver ΓT of EndΛ(T ) has no loops and no 2-cycles.
The proof of Theorem 2.2 can be found in Section 13.
2.6. The complete rigid modules TM and T
∨
M . Let M =M1⊕· · ·⊕Mr be a terminal
KQ-module. Without loss of generality assume that Mr−n+1, . . . ,Mr are injective. Let
ΓM be the quiver of EndKQ(M). Its vertices 1, . . . , r correspond to M1, . . . ,Mr, and the
number of arrows i → j equals the number of arrows in the Auslander-Reiten quiver of
mod(KQ) which start in Mi and end in Mj .
Let Γ∗M be the quiver which is obtained from ΓM by adding an arrow i → j whenever
Mj = τ(Mi). Our results in Sections 6 and 7 yield the following theorem:
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Theorem 2.3. There exist two CM -complete rigid Λ-modules TM and T
∨
M such that
ΓTM = ΓT∨M = Γ
∗
M .
For the explicit description of TM and T
∨
M see Section 7. Here we just note that the CM -
projective direct summands of TM correspond to the rightmost vertices of Γ
∗
M , whereas
the CM -projective direct summands of T
∨
M correspond to the leftmost vertices of Γ
∗
M .
2.7. A quasi-hereditary algebra. Now consider B := EndΛ(TM ). We prove in Sec-
tion 16 the following theorem:
Theorem 2.4. (i) B is a quasi-hereditary algebra;
(ii) The restriction of the contravariant functor HomΛ(−, TM ) : mod(Λ) → mod(B)
induces an anti-equivalence F : CM → F(∆) where F(∆) is the category of ∆-
filtered B-modules and
∆ := {F (Mi) | 1 ≤ i ≤ r}
is the set of standard modules. (We interpret Mi as a Λ-module using the obvious
embedding functor.);
(iii) For a short exact sequence 0 → X → Y → Z → 0 in CM the following are
equivalent:
(a) The short exact sequence 0→ piQ(X)→ piQ(Y )→ piQ(Z)→ 0 splits;
(b) The sequence 0→ F (Z)→ F (Y )→ F (X)→ 0 is exact.
It turns out that HomΛ(T
∨
M , TM ) is the characteristic tilting module over B.In particu-
lar, EndΛ(T
∨
M ) is also quasi-hereditary.
3. Main results: Cluster algebras and semicanonical
bases
3.1. The cluster algebra A(CM ). We refer to [FZ4] for an excellent survey on cluster
algebras. Here we only recall the main definitions and introduce a cluster algebra A(CM , T )
associated to a terminal KQ-module M and any CM -maximal rigid module T .
If B˜ = (bij) is any r × (r − n)-matrix with integer entries, then the principal part B of
B˜ is obtained from B˜ by deleting the last n rows. Given some k ∈ [1, r − n] define a new
r × (r − n)-matrix µk(B˜) = (b
′
ij) by
b′ij =
−bij if i = k or j = k,bij + |bik|bkj + bik|bkj|
2
otherwise,
where i ∈ [1, r] and j ∈ [1, r − n]. One calls µk(B˜) a mutation of B˜. If B˜ is an integer
matrix whose principal part is skew-symmetric, then it is easy to check that µk(B˜) is also
an integer matrix with skew-symmetric principal part. In this case, Fomin and Zelevinsky
define a cluster algebra A(B˜) as follows. Let F = C(y1, . . . , yr) be the field of rational
functions in r commuting variables y = (y1, . . . , yr). One calls (y, B˜) the initial seed of
A(B˜). For 1 ≤ k ≤ r − n define
(1) y∗k =
∏
bik>0
ybiki +
∏
bik<0
y−biki
yk
.
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The pair (µk(y), µk(B˜)), where µk(y) is obtained from y by replacing yk by y
∗
k, is the
mutation in direction k of the seed (y, B˜).
Now one can iterate this process of mutation and obtain inductively a set of seeds.
Thus each seed consists of an r-tuple of algebraically independent elements of F called a
cluster and of a matrix called the exchange matrix. The elements of a cluster are its cluster
variables. A seed has r − n neighbours obtained by mutation in direction 1 ≤ k ≤ r − n.
One does not mutate the last n elements of a cluster, they serve as ”coefficients” and
belong to every cluster. The cluster algebra A(B˜) is by definition the subalgebra of F
generated by the set of all cluster variables appearing in all seeds obtained by iterated
mutation starting with the initial seed.
It is often convenient to define a cluster algebra using an oriented graph, as follows.
Let Γ be a quiver without loops or 2-cycles with vertices {1, . . . , r}. We can define an
r × r-matrix B(Γ) = (bij) by setting
bij = (number of arrows j → i in Γ)− (number of arrows i→ j in Γ).
Let B(Γ)◦ be the r× (r−n)-matrix obtained by deleting the last n columns of B(Γ). The
principal part of B(Γ)◦ is skew-symmetric, hence this yields a cluster algebra A(B(Γ)◦).
We apply this procedure to our subcategory CM . Let T = T1 ⊕ · · · ⊕ Tr be a basic
CM -maximal rigid Λ-module with Ti indecomposable for all i. Without loss of general-
ity assume that Tr−n+1, . . . , Tr are CM -projective. By ΓT we denote the quiver of the
endomorphism algebra EndΛ(T ). We then define the cluster algebra
A(CM , T ) := A(B(ΓT )
◦).
In particular, we denote by A(CM) the cluster algebra A(CM , TM ) attached to the complete
rigid module TM of Section 2.6. Thus A(CM ) := A(B(Γ
∗
M)
◦).
3.2. Mutation of rigid modules. Let T be a basic CM -maximal rigid Λ-module. Write
B(T ) = B(ΓT ) = (tij)1≤i,j≤r. For k ∈ [1, r − n] there is a short exact sequence
0→ Tk
f
−→
⊕
tik>0
T tiki → T
∗
k → 0
where f is a minimal left add(T/Tk)-approximation of Tk, i.e. the map HomΛ(f, T ) is
surjective, and every morphism h with hf = f is an isomorphism. Set
µTk(T ) = T
∗
k ⊕ T/Tk.
We show that µTk(T ) is again a basic CM -maximal rigid module. In particular, T
∗
k is
indecomposable. We call µTk(T ) the mutation of T in direction Tk.
There is also a short exact sequence
0→ T ∗k →
⊕
tik<0
T−tiki
g
−→ Tk → 0
where g is now a minimal right add(T/Tk)-approximation of Tk.
It turns out that the quivers of the endomorphism algebras EndΛ(T ) and EndΛ(µTk(T ))
are related via Fomin and Zelevinsky’s mutation rule:
Theorem 3.1. Let M be a terminal KQ-module. For a basic CM -maximal rigid Λ-module
T as above and k ∈ [1, r − n] we have
B(µTk(T ))
◦ = µk(B(T )
◦).
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The proof can be found in Section 14.
We conjecture that, given two basic CM -maximal rigid Λ-modules T and T
′, there always
exists a sequence of mutations changing T into T ′. Using Theorem 3.1, this would imply
that the cluster algebras A(CM , T ) do not depend on T . The following weaker result is
given and illustrated with examples in Section 18:
Theorem 3.2. There is a sequence of mutations changing TM into T
∨
M . Therefore
A(CM , T
∨
M ) = A(CM , TM ) = A(CM ).
3.3. The dual semicanonical basis. We recall the definition of the dual semicanonical
basis and its multiplicative properties, following [L1, L3, GLS1, GLS4]
From now on, assume that K = C. Let Λd be the affine variety of nilpotent Λ-modules
with dimension vector d ∈ Nn. For a module X ∈ Λd and an m-tuple i = (i1, . . . , im) with
1 ≤ ij ≤ n for all j, let Fi,X denote the projective variety of composition series of X of
type i. Thus an element in Fi,X is a flag
(0 = X0 ⊂ X1 ⊂ · · · ⊂ Xm = X)
of submodules Xj of X such that for all 1 ≤ j ≤ m the subfactor Xj/Xj−1 is isomorphic
to the simple Λ-module Sij associated to the vertex ij of Q. Let
di : Λd → C
be the map which sends X ∈ Λd to χc(Fi,X), the topological Euler characteristic of Fi,X
with respect to cohomology with compact support. LetMd be the C-vector space spanned
by the maps di and set
M :=
⊕
d∈Nn
Md.
Lusztig [L1, L3] has introduced a “convolution product” ? : M ×M → M such that
di ? dj = dk, where k := (i1, . . . , im, j1, . . . , jl) is the concatenation of i and j. (The
definition of ? is recalled in Section 19.4.) He proved that M equipped with this product
is isomorphic to the enveloping algebra U(n) of the maximal nilpotent subalgebra n of the
Kac-Moody Lie algebra g associated to Q.
Since U(n) is a cocommutative Hopf algebra, the graded dual
U(n)∗gr ≡M
∗ :=
⊕
d∈Nn
M∗d
is a commutative C-algebra. For X ∈ Λd we have an evaluation map δX ∈ M
∗
d ⊂ M
∗,
given by
δX(f) := f(X)
for f ∈ Md. In particular, δX(di) := χc(Fi,X). It is shown in [GLS1] that
δXδY = δX⊕Y .
In [GLS4] a more complicated formula is given, expressing δXδY as a linear combination
of δZ where Z runs over all possible middle terms of non-split short exact sequences with
end terms X and Y . The formula is especially useful when dim Ext1Λ(X,Y ) = 1 (see
Section 19.5).
Let Irr(Λd) be the set of irreducible components of Λd. For each Z ∈ Irr(Λd) there
exists a dense open subset U in Z such that δX = δY for all X,Y ∈ U . If X ∈ U we say
that X is a generic point of Z. Define ρZ := δX for some X ∈ U . By [L1, L3],
S∗ := {ρZ | Z ∈ Irr(Λd), d ∈ N
n}
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is a basis of M∗, the dual of Lusztig’s semicanonical basis S of M. In case X is a rigid
Λ-module, the orbit of X in Λd is open, its closure is an irreducible component Z, and
δX = ρZ belongs to S
∗.
3.4. The cluster algebra A(CM ) as a subalgebra of M
∗ ≡ U(n)∗gr. For a terminal
CQ-module M = M1 ⊕ · · · ⊕Mr let T (CM ) be the graph with vertices the isomorphism
classes of basic CM -maximal rigid Λ-modules and with edges given by mutations. Let
T = T1⊕· · ·⊕Tr be a vertex of T (CM ), and let T (CM , T ) denote the connected component
of T (CM ) containing T . Denote by R(CM , T ) the subalgebra of M
∗ generated by the
δRi (1 ≤ i ≤ r) where R = R1 ⊕ · · · ⊕Rr runs over all vertices of T (CM , T ).
Theorem 3.3. Let M = M1 ⊕ · · · ⊕Mr be a terminal CQ-module. Then the following
hold:
(i) There is a unique isomorphism ι : A(CM , T )→R(CM , T ) such that
ι(yi) = δTi (1 ≤ i ≤ r);
(ii) If we identify the two algebras A(CM , T ) and R(CM , T ) via ι, then the clusters of
A(CM , T ) are identified with the r-tuples δ(R) = (δR1 , . . . , δRr ), where R runs over
the vertices of the graph T (CM , T ). Moreover, all cluster monomials belong to the
dual semicanonical basis S∗ of M∗ ≡ U(n)∗gr.
The proof relying on Theorem 3.1 and the multiplication formula of [GLS4] is given in
Section 20.1.
We call (CM , T ) a categorification of the cluster algebra A(CM , T ) = A(B(ΓT )
◦).
Write R(CM ) := R(CM , TM ). By Theorem 3.2, we also haveR(CM ) = R(CM , T
∨
M ). The-
orem 3.3 shows that the cluster algebra A(CM ) is canonically isomorphic to the subalgebra
R(CM ) of U(n)
∗
gr.
3.5. Which cluster algebras did we categorify? The reader who is not familiar with
representation theory of quivers will ask which cluster algebras are now categorified by
our approach. We explain this in purely combinatorial terms.
As before, let Q = (Q0, Q1, s, t) be a finite quiver without oriented cycles. Here Q0 =
{1, . . . , n} denotes the set of vertices and Q1 the set of arrows of Q. An arrow a ∈ Q1
starts in a vertex s(a) and terminates in a vertex t(a). Let Qop be the opposite quiver of
Q. This is obtained from Q by just reversing the direction of all arrows.
Assume that Q is not a Dynkin quiver. Then the preinjective component IQ of the
Auslander-Reiten quiver of KQ can be identified with the translation quiver NQop which
is defined as follows. The vertices of NQop are (i, z) with 1 ≤ i ≤ n and z ∈ N =
{0, 1, 2, 3, . . .}. For each arrow a∗ : j → i in Qop there are arrows (a∗, z) : (j, z) → (i, z)
and (a, z) : (i, z + 1) → (j, z) for all z ∈ N. Let τ(i, z) := (i, z + 1) be the translation in
NQop. The vertices (1, 0), . . . , (n, 0) are the injective vertices of NQop.
Now take any finite successor closed full subquiver Γ of NQop such that Γ contains all
n injective vertices. Define a new quiver Γ∗ which is obtained from Γ by adding an arrow
from (i, z) to (i, z +1) whenever these vertices are both in Γ. Then Theorem 3.3 provides
a categorification of the cluster algebra A(B(Γ∗)◦).
For example, if Γ is the full subquiver of NQop with vertices
{(1, 1), (1, 0), (2, 1), (2, 0), . . . , (n, 1), (n, 0)},
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then A(B(Γ∗)◦) is the acyclic cluster algebra associated to the quiver Q. But note that this
cluster algebra comes along with n coefficients labelled by the vertices (1, 0), . . . , (n, 0).
If Q is a Dynkin quiver, then one obtains categorifications of cluster algebras A(B(Γ∗)◦)
in a similar way. The only difference is that now we have to work with successor closed
full subquivers Γ of the finite Auslander-Reiten quiver of KQ. We will not repeat here
how to construct this quiver in this case, but see e.g. [GLS2].
Let us discuss another example. If Q is the quiver
1
// // 2 // 3
then the quiver NQop looks as indicated in the following picture:
· · · (1, 3)
##G
GGG
GG
G
##G
GG
GG
GG
(1, 2)
##G
GGG
GG
G
##G
GG
GG
GG
(1, 1)
##G
GGG
GG
G
##G
GG
GG
GG
(1, 0)
· · · (2, 2)
;;wwwwwww
;;wwwwwww
##G
GG
GG
GG
(2, 1)
;;wwwwwww
;;wwwwwww
##G
GG
GG
GG
(2, 0)
;;wwwwwww
;;wwwwwww
· · · (3, 2)
;;wwwwwww
(3, 1)
;;wwwwwww
(3, 0)
;;wwwwwww
Now let Γ be the full subquiver with vertices
{(1, 2), (1, 1), (1, 0), (2, 1), (2, 0), (3, 1), (3, 0)}.
Clearly, Γ is successor closed. Then Γ∗ looks as follows:
(1, 2)
##G
GG
GGG
G
##G
GG
GG
GG
(1, 1)oo
##G
GG
GGG
G
##G
GG
GG
GG
(1, 0)oo
(2, 1)
;;wwwwwww
;;wwwwwww
##G
GG
GG
GG
(2, 0)
;;wwwwwww
;;wwwwwww
oo
(3, 1)
;;wwwwwww
(3, 0)
;;wwwwwww
oo
3.6. Dual PBW-bases and dual semicanonical bases. In the spirit of Ringel’s con-
struction of PBW-bases for quantum groups [Ri6], we construct dual PBW-bases for our
cluster algebras A(CM). This yields the following result, which we prove in Section 20.
Theorem 3.4. Let M =M1 ⊕ · · · ⊕Mr be a terminal CQ-module.
(i) The cluster algebra R(CM ) is a polynomial ring in r variables. More precisely, we
have
R(CM ) = C[δM1 , . . . , δMr ] = SpanC〈δX | X ∈ CM 〉,
where we interpret Mi as a Λ-module using the obvious embedding functor;
(ii) The set P∗M := {δM ′ |M
′ ∈ add(M)} is a C-basis of R(CM );
(iii) The subset of the dual semicanonical basis S∗M := S
∗ ∩ R(CM ) is a C-basis of
R(CM ) containing all cluster monomials.
Let R˜(CM ) be the algebra obtained from R(CM ) by formally inverting the elements
δP for all CM -projectives P . In other words, R˜(CM ) is the cluster algebra obtained from
R(CM ) by inverting the generators of its coefficient ring. Similarly, let R(CM ) be the
cluster algebra obtained from R(CM ) by specializing the elements δP to 1. For both
cluster algebras R˜(CM ) and R(CM ) we get a C-basis which is easily obtained from the
dual semicanonical basis S∗M and again contains all cluster monomials, see Sections 20.5
and 20.6.
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3.7. Adaptable elements of W . LetW be the Weyl group of g, with Coxeter generators
s1, . . . , sn. We say that w ∈ W is Q-adaptable if there exists a reduced decomposition
w = sit · · · si2si1 such that i1 is a sink of Q, and ik+1 is a sink of σik · · · σi2σi1(Q) for
every 1 ≤ k ≤ t − 1. Here σi is the operation on quivers which changes the orientation
of all the arrows incident to the vertex i. In this case (it, . . . , i1) is called a Q-adapted
reduced expression of w. We say that w is adaptable if it is Q-adaptable for some (acyclic)
orientation Q of the Dynkin diagram of g.
For example if W is finite, the longest element w0 of W is always adaptable. If Q has
only two vertices, for instance if Q is a (generalized) Kronecker quiver, then every w in
W is adaptable. On the other hand, if Q is a Dynkin quiver of type D4 with central node
labelled 3, then w = s3s1s2s3 is not adaptable.
It is easy to associate to a terminal CQ-moduleM a Qop-adaptable element w. Indeed,
let ∆+M := {dim(M1), . . . ,dim(Mr)} be the set of dimension vectors of the indecomposable
direct summands of M . It is well known that ∆+M is a subset of the set ∆
+ of positive
real roots of g. In fact ∆+M = {α ∈ ∆
+ | w(α) < 0} for a unique w = w(M) ∈ W , and
w(M) is Qop-adaptable, see Lemma 19.3. Conversely any Qop-adaptable w (not contained
in a proper parabolic subgroup of W ) comes from a unique terminal CQ-module M .
Moreover, if Q′ is a quiver obtained from Q by changing the orientation and if w is also
Q′op-adaptable, then CM = CM ′ where M
′ is the terminal CQ′-module attached to w (see
Section 22.7). This implies that CM depends only on the adaptable element w of W , and
we sometimes write CM = Cw.
3.8. Unipotent subgroups and cells. Let M be a terminal CQ-module, and let w =
w(M) be the associated Weyl group element. Let
nM = n(w) =
⊕
α∈∆+
M
nα
be the corresponding sum of root subspaces of n. This is a finite-dimensional nilpotent
Lie algebra. Let NM = N(w) be the corresponding finite-dimensional unipotent group.
If G is the Kac-Moody group attached to g as in [Ku, Chapter 6], which comes with a
pair of subgroups N and N− (denoted by U and U− in [Ku]), then
N(w) = N ∩ (w−1N−w).
We also define the unipotent cell
Nw = N ∩ (B−wB−)
where B− is the standard negative Borel subgroup of G.
The following theorem, proved in Section 22, is one of our main results. It shows that
CM can be regarded as a categorification of both N(w) and N
w.
Theorem 3.5. The algebras of regular functions on N(w) and Nw have a cluster algebra
structure. More precisely, we have natural isomorphisms
C[N(w)] ∼= R(CM ),
C[Nw] ∼= R˜(CM ).
Note that in the Dynkin case the cluster algebra structure on C[Nw] was already known
by work of Berenstein, Fomin and Zelevinsky [BFZ], but our proof is different and yields
the additional result that the upper cluster algebra is in fact a cluster algebra.
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Figure 3. The Auslander-Reiten quiver of a path algebra of type A4
3.9. An example. We are going to illustrate some of the previous results on an example.
Let Q be the quiver
1
=
==
==
2
=
==
==
4
  


3
Figure 3 shows the Auslander-Reiten quiver of CQ. The indecomposable direct sum-
mands of a terminal CQ-module M are marked in blue colour. In Figure 4 we show the
Auslander-Reiten quiver of the preprojective algebra Λ of type A4. As in Section 2.4,
we display the graded dimension vectors of the indecomposable Λ-modules. One has to
identify the objects on the two dotted vertical lines. The indecomposable CM -projective-
injective modules are marked in red colour, all other indecomposable modules in CM are
marked in blue. Observe that CM contains 18 indecomposable modules, and 4 of these
are CM -projective-injective. The stable category CM is triangle equivalent to the cluster
category CQ.
The maximal rigid module TM has 8 indecomposable direct summands, namely, the 4
indecomposable CM -projective-injective modules
I4 =
1 0
1 0
0 1
0 1
I3 =
1 0
1 1
1 1
0 1
I2 =
1 1
1 1
1 0
I1 =
0 0
1 0
1 0
and the modules
T1 =
1 0
1 0
0 1
T2 =
0 0
1 0
0 1
T3 =
0 0
1 1
0 1
T4 =
0 0
1 0
0 0
.
Similarly, T∨M has 4 non-projective indecomposable direct summands, namely,
T∨1 =
0 0
0 1
0 0
T∨2 =
1 0
1 1
0 1
T∨3 =
1 0
1 0
0 0
T∨4 =
1 0
0 0
0 0
.
Here, the group N can be taken to be the group of upper unitriangular 5×5 matrices with
complex coefficients. Given two subsets I and J of {1, 2, . . . , 5} with |I| = |J |, we denote
by DIJ ∈ C[N ] the regular function mapping an element x ∈ N to its minor DIJ(x) with
row subset I and column subset J . Every Λ-module X in CM gives rise to a linear form
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δX ∈ U(n)
∗
gr and by means of the isomorphism U(n)
∗
gr
∼= C[N ] to a regular function ϕX .
For example,
ϕI4 = D1234,2345, ϕI3 = D123,345, ϕI2 = D12,35, ϕI1 = D1,3,
ϕT1 = D123,234, ϕT2 = D123,134, ϕT3 = D123,135, ϕT4 = D12,13,
ϕT∨1 = D1234,1235, ϕT∨2 = D123,235, ϕT∨3 = D12,23, ϕT∨4 = D1,2.
The Weyl group element attached to CM is w = s3s4s2s1s3s4s2s1. The corresponding
unipotent subgroup N(w) consists of all 5× 5 matrices of the form
1 u1 u2 u7 u4
0 1 u5 u8 u6
0 0 1 0 0
0 0 0 1 u3
0 0 0 0 1
 , (u1, . . . , u8 ∈ C).
The unipotent cell Nw is a locally closed subset of N defined by the following equations
and inequalities:
Nw = {x ∈ N | D1,4(x) = D1,5(x) = D12,45(x) = 0,
D1234,2345(x) 6= 0, D123,345(x) 6= 0, D12,35(x) 6= 0, D1,3(x) 6= 0}
Note that the 4 inequalities are given by the non-vanishing of the 4 regular functions
ϕIk (k = 1, . . . , 4) attached to the indecomposable CM -projective-injective modules.
Our results show that the polynomial algebra C[N(w)] has a cluster algebra structure, of
which (ϕT1 , ϕT2 , ϕT3 , ϕT4 , ϕI1 , ϕI2 , ϕI3 , ϕI4) and (ϕT∨1 , ϕT∨2 , ϕT∨3 , ϕT∨4 , ϕI1 , ϕI2 , ϕI3 , ϕI4) are
two distinguished clusters. Its coefficient ring is the polynomial ring in the four variables
(ϕI1 , ϕI2 , ϕI3 , ϕI4). The cluster mutations of this algebra come from mutations of maximal
rigid modules in CM . Moreover, if we replace the coefficient ring by the ring of Laurent
polynomials in the four variables (ϕI1 , ϕI2 , ϕI3 , ϕI4), we obtain the coordinate ring C[N
w].
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Figure 4. A category CM ⊂ mod(Λ) with CM triangle equivalent to a cluster category of type A4
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Part 2. The category CM
4. Representations of quivers and preprojective
algebras
4.1. Nilpotent varieties. A Λ-moduleM is called nilpotent if a composition series of M
contains only the simple modules S1, . . . , Sn associated to the vertices of Q. Let nil(Λ) be
the abelian category of finite-dimensional nilpotent Λ-modules.
Let d = (d1, . . . , dn) ∈ N
n. By
rep(Q, d) =
∏
a∈Q1
HomK(K
ds(a) ,Kdt(a))
we denote the affine space of representations of Q with dimension vector d. Furthermore,
let mod(Λ, d) be the affine variety of elements
(fa, fa∗)a∈Q1 ∈
∏
a∈Q1
(
HomK(K
ds(a) ,Kdt(a))×HomK(K
dt(a) ,Kds(a))
)
such that the following holds:
(i) For all i ∈ Q0 we have∑
a∈Q1:s(a)=i
fa∗fa =
∑
a∈Q1:t(a)=i
fafa∗ .
By Λd = nil(Λ, d) we denote the variety of all (fa, fa∗)a∈Q1 ∈ mod(Λ, d) such that the
following condition holds:
(ii) There exists some N such that for each path a1a2 · · · aN of length N in the double
quiver Q of Q we have fa1fa2 · · · faN = 0.
If Q is a Dynkin quiver, then (ii) follows already from condition (i). One can regard (ii)
as a nilpotency condition, which explains why the varieties Λd are often called nilpotent
varieties. Note that rep(Q, d) can be considered as a subvariety of Λd. In fact rep(Q, d)
forms an irreducible component of Λd. Lusztig [L1, Section 12] proved that all irreducible
components of Λd have the same dimension, namely
dim rep(Q, d) =
∑
a∈Q1
ds(a)dt(a).
One can interpret Λd as the variety of nilpotent Λ-modules with dimension vector d. The
group
GLd =
n∏
i=1
GL(di,K)
acts on mod(Λ, d), Λd and rep(Q, d) by conjugation. Namely, for g = (g1, . . . , gn) ∈ GLd
and x = (fa, fa∗)a∈Q1 ∈ mod(Λ, d) define
g · x := (gt(a)fag
−1
s(a), gs(a)fa∗g
−1
t(a))a∈Q1 .
The action on Λd and rep(Q, d) is obtained via restriction. The isomorphism classes of
Λ-modules in mod(Λ, d) and Λd, and KQ-modules in rep(Q, d), respectively, correspond
to the orbits of these actions. For a module M with dimension vector d over Λ or over
KQ let OM be its GLd-orbit in mod(Λ, d), Λd or rep(Q, d), respectively.
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4.2. Dimension formulas for nilpotent varieties. The restriction functor
piQ : mod(Λ)→ mod(KQ)
induces a surjective morphism of varieties piQ,d : mod(Λ, d)→ rep(Q, d). There is a bilinear
form 〈−,−〉 : Zn × Zn → Z associated to Q defined by
〈d, e〉 =
∑
i∈Q0
diei −
∑
a∈Q1
ds(a)et(a).
The dimension vector of a KQ-module M is denoted by dim(M). For KQ-modules M
and N set
〈M,N〉 := dim HomKQ(M,N)− dim Ext
1
KQ(M,N).
It is known that 〈M,N〉 = 〈dim(M),dim(N)〉. Let (−,−) : Zn × Zn → Z be the sym-
metrization of the bilinear form 〈−,−〉, i.e. (d, e) := 〈d, e〉+ 〈e, d〉. Thus for Λ-modules X
and Y we have
(dim(X),dim(Y )) = 〈piQ(X), piQ(Y )〉+ 〈piQ(Y ), piQ(X)〉.
Lemma 4.1 ([CB1, Lemma 1]). For any Λ-modules X and Y we have
dim Ext1Λ(X,Y ) = dim HomΛ(X,Y ) + dim HomΛ(Y,X) − (dim(X),dim(Y )).
Corollary 4.2. dim Ext1Λ(X,X) is even, and dim Ext
1
Λ(X,Y ) = dim Ext
1
Λ(Y,X).
For a GLd-orbit O in Λd let codimO = dimΛd − dimO be its codimension.
Lemma 4.3. For any nilpotent Λ-module M we have dim Ext1Λ(M,M) = 2 codimOM .
Proof. Set d = dim(M). By Lemma 4.1 we have
dim Ext1Λ(M,M) = 2dim EndΛ(M)− (d, d).
Furthermore, dimOM = dim GLd−dim EndΛ(M). Thus
codimOM = dimΛd − dimOM =
∑
α∈Q1
ds(α)dt(α) −
n∑
i=1
d2i + dim EndΛ(M).
Combining these equations yields the result. 
Corollary 4.4. For a nilpotent Λ-module M with dimension vector d the following are
equivalent:
• The closure OM of OM is an irreducible component of Λd;
• The orbit OM is open in Λd;
• Ext1Λ(M,M) = 0.
Lemma 4.5 ([CB2, Theorem 3.3]). For each N ∈ rep(Q, d) the fibre pi−1Q,d(N) is isomorphic
to DExt1KQ(N,N).
Corollary 4.6 ([CB2, Lemma 3.4]). For N ∈ rep(Q, d) we have
dimpi−1Q,d(ON ) = dimON + dim Ext
1
KQ(N,N)
=
∑
i∈Q0
d2i − dim EndKQ(N) + dim Ext
1
KQ(N,N)
=
∑
i∈Q0
d2i − 〈d, d〉 =
∑
a∈Q1
ds(a)dt(a) = dim rep(Q, d).
Furthermore, pi−1Q,d(ON ) is locally closed and irreducible in mod(Λ, d).
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Corollary 4.7. Let N ∈ rep(Q, d) such that pi−1Q,d(N) ⊆ Λd. Then
pi−1Q,d(ON )
is an irreducible component of Λd.
4.3. Terminal KQ-modules and irreducible components. Following Ringel [Ri5] we
define a K-category C(1, τ) as follows: The objects are of the form (X, f) where X is in
mod(KQ) and f : X → τ(X) is a KQ-module homomorphism. Here τ = τQ denotes the
Auslander-Reiten translation in mod(KQ). The morphisms from (X, f) to (Y, g) are just
the KQ-module homomorphisms h : X → Y such that the diagram
X
f

h // Y
g

τ(X)
τ(h)
// τ(Y )
commutes. Then the categories mod(Λ) and C(1, τ) are isomorphic [Ri5, Theorem B].
More precisely, there exists an isomorphism of categories
Ψ: mod(Λ)→ C(1, τ)
such that Ψ(X) = (Y, f) implies piQ(X) = Y for all X ∈ mod(Λ).
Lemma 4.8. Let M be a terminal KQ-module. Assume N ∈ add(M). Then
pi−1Q,d(ON )
is an irreducible component of Λd. In particular, CM ⊆ nil(Λ).
Proof. Since M is a terminal KQ-module and N ∈ add(M), we know that pi−1Q,d(N) is
contained in Λd. Indeed, by [Ri5] for every KQ-module X the intersection
pi−1Q,d(X) ∩ Λd
can be identified with the space of KQ-module homomorphisms f : X → τ(X) such that
the composition
X
f
−→ τ(X)
τ(f)
−−→ τ2(X)
τ2(f)
−−−→ · · ·
τm−1(f)
−−−−−→ τm(X)
is zero for some m ≥ 1. Since N is preinjective, such an m always exists, namely we have
HomKQ(N, τ
m(N)) = 0 for m large enough. Then use Corollary 4.7. 
5. Selfinjective torsion classes in nil(Λ)
5.1. Tilting modules and torsion classes. We need to recall some facts on torsion
theories and tilting modules. Let A be a K-algebra, and let U be a subcategory of mod(A).
A module C in U is a generator (resp. cogenerator) of U if for each X ∈ U there exists
some t ≥ 1 and an epimorphism Ct → X (resp. a monomorphism X → Ct).
Let
U⊥ = {X ∈ mod(A) | HomA(U,X) = 0 for all U ∈ U},
⊥U = {X ∈ mod(A) | HomA(X,U) = 0 for all U ∈ U}.
The following lemma is well known:
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Lemma 5.1 ([Bo2, Section 1.1]). For a subcategory T of mod(A) the following are equiv-
alent:
(i) T = ⊥(T ⊥);
(ii) T is closed under extensions and factor modules.
A pair (F ,T ) of subcategories of mod(A) is called a torsion theory in mod(A) if T ⊥ = F
and T = ⊥F . The modules in F are called torsion-free modules and the ones in T are
called torsion modules. A subcategory T of mod(A) is a torsion class if it satisfies one of
the equivalent conditions in Lemma 5.1.
An A-module T is a tilting module if there exists some d ≥ 1 such that the following
three conditions hold:
(1) proj.dim(T ) ≤ d;
(2) ExtiA(T, T ) = 0 for all i ≥ 1;
(3) There exists a short exact sequence 0 → AA → T0 → T1 → · · · → Td → 0 with
Ti ∈ add(T ) for all i ≥ 0.
Such a module T is a classical tilting module if we can take d = 1. Note that over path
algebras KQ every tilting module is a classical tilting module.
Any classical tilting module T over an algebra A yields a torsion theory (F ,T ) where
F = {N ∈ mod(A) | HomA(T,N) = 0},
T = {N ∈ mod(A) | Ext1A(T,N) = 0}.
It is a well known result from tilting theory that T = Fac(T ). As a reference for tilting
theory we recommend [ASS, Bo1, HR, Ri1].
Let A and B be finite-dimensional K-algebras. The algebras A and B are derived
equivalent if their derived categories Db(mod(A)) and Db(mod(B)) are equivalent as tri-
angulated categories, see for example [H1, Section 0]. We need the following results:
Theorem 5.2 ([H1, Section 1.7]). If T is a tilting module over A, then A and EndA(T )
op
are derived equivalent.
Theorem 5.3 ([H1, Section 1.4]). If A and B are derived equivalent, then gl.dim(A) <∞
if and only if gl.dim(B) <∞.
5.2. Approximations of modules. Let A be a K-algebra, and let M be an A-module.
A homomorphism f : X → M ′ in mod(A) is a left add(M)-approximation of X if M ′ ∈
add(M) and the induced map
HomA(f,M) : HomA(M
′,M)→ HomA(X,M)
is surjective. A morphism f : V →W is called left minimal if every morphism g : W →W
with gf = f is an isomorphism. Dually, one defines right add(M)-approximations and
right minimal morphisms. Some well known basic properties of approximations can be
found in [GLS5, Section 3.1].
5.3. Frobenius subcategories. Let C be a subcategory of mod(Λ) which is closed under
extensions. A Λ-module C in C is called C-projective (resp. C-injective) if Ext1Λ(C,X) = 0
(resp. Ext1Λ(X,C) = 0) for all X ∈ C. If C is C-projective and C-injective, then C is also
called C-projective-injective.
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We say that C has enough projectives (resp. enough injectives) if for each X ∈ C there
exists a short exact sequence 0→ Y → C → X → 0 (resp. 0→ X → C → Y → 0) where
C is C-projective (resp. C-injective) and Y ∈ C.
Lemma 5.4. For a Λ-module C in C the following are equivalent:
• C is C-projective;
• C is C-injective.
Proof. This follows immediately from Corollary 4.2. 
If C has enough projectives and enough injectives, then C is called a Frobenius subcate-
gory of mod(Λ). In particular, C is a Frobenius category in the sense of Happel [H2].
5.4. Cluster torsion classes. Let C be a subcategory of nil(Λ). We call C a selfinjective
torsion class if the following hold:
(i) C is closed under extensions;
(ii) C is closed under factor modules;
(iii) There exists a generator-cogenerator IC of C which is C-projective-injective;
(iv) rk(C) <∞.
It follows from the definitions and Lemma 5.1 that for a selfinjective torsion class C of
nil(Λ) we have ⊥(C⊥) = C. In particular, (C⊥, C) is a torsion theory in mod(Λ).
We will show that each selfinjective torsion class C of nil(Λ) can be interpreted as a
categorification of a certain cluster algebra, provided the following holds:
(?) There exists a C-complete rigid module TC such that the quiver ΓTC of EndΛ(TC)
has no loops.
A selfinjective torsion class satisfying (?) will be called a cluster torsion class.
We will prove in Proposition 8.11 that for every terminal KQ-module M , the subcate-
gory CM is a cluster torsion class. For simplicity, in the introduction, Theorems 3.1 and
3.3 were only stated for subcategories of the form CM . But the proofs (Sections 14 and
20.1) are carried out more generally for cluster torsion classes.
5.5. CM is a torsion class. LetM =M1⊕· · ·⊕Mr be a terminal KQ-module as defined
in Section 2.2. Set
T :=
n⊕
i=1
τ ti(M)(Ii).
Note that the KQ-module T is a basic tilting module with Fac(T ) = add(M). We can
identify CM with the category of pairs (X, f) with X ∈ add(M) and f : X → τ(X) a
KQ-module homomorphism. Clearly, CM is an additive subcategory.
Lemma 5.5. CM is closed under extensions.
Proof. Let 0 → (X, f) → (Y, g) → (Z, h) → 0 be a short exact sequence of Λ-modules
with (X, f), (Z, h) ∈ CM . Applying the functor piQ we get a short exact sequence
0→ X → Y → Z → 0
in mod(KQ) with X,Z ∈ add(M). For each indecomposable direct summand Yi of Y
there exists a non-zero map X → Yi, which implies that Yi ∈ add(M), or Yi is a non-zero
direct summand of Z, which also implies Yi ∈ add(M). Thus (Y, g) ∈ CM . 
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Lemma 5.6. CM is closed under factor modules.
Proof. Let (Y, g) be a factor module of some (X, f) ∈ CM . Then for every indecomposable
direct summand Yi of Y there exists a non-zero map X → Yi, which implies Yi ∈ add(M).
It follows that (Y, g) ∈ CM . 
Corollary 5.7. For a terminal KQ-module M the following hold:
(i) CM =
⊥(C⊥M );
(ii) For each (X, f) ∈ CM there exists a short exact sequence
0→ (X1, f1)→ (X, f)→ (X2, f2)→ 0
with (X1, f1) ∈ CM and (X2, f2) ∈ C
⊥
M ;
(iii) C⊥M = {(Y, g) ∈ mod(Λ) | Y ∩ add(M) = 0}.
Proof. Part (i) follows from Lemma 5.1, Lemma 5.5 and Lemma 5.6. To prove (ii), let
(X, f) be a Λ-module. We can write
X = X1 ⊕X2
where X1 is a maximal direct summand of X such that X1 ∈ add(M), and X2 is some
complement. Note that X1 and X2 are uniquely determined up to isomorphism. By
f1 we denote the restriction of f to X1. Since M is a terminal KQ-module, we get
HomKQ(X1, τ(X2)) = 0. Thus, the image of f1 is contained in τ(X1). So we can regard
(X1, f1) as a Λ-module. In particular, (X1, f1) is a submodule of (X, f). We get a short
exact sequence of the form
0→ (X1, f1)→ (X, f)→ (X2, f2)→ 0
with (X1, f1) ∈ CM and (X2, f2) ∈ C
⊥
M . Also (iii) follows easily from these considerations.

6. Lifting homomorphisms from mod(KQ) to mod(Λ)
As before, let I1, . . . , In be the indecomposable injective KQ-modules. For natural
numbers a ≤ b define
Ii,[a,b] =
b⊕
j=a
τ j(Ii),
and let
ei,[a,b] =
( 0 1
. . .
. . .
0 1
0
)
: Ii,[a,b] → τ(Ii,[a,b])
be the KQ-module homomorphism with ei,[a,b](τ
a(Ii)) = 0 and whose restriction to τ
j(Ii)
is the identity for a+ 1 ≤ j ≤ b. The Λ-modules of the form (Ii,[a,b], ei,[a,b]) are crucial for
our theory.
Let (X, f) ∈ mod(Λ). Define HomKQ(X, τ
a(Ii))b as the subspace of HomKQ(X, τ
a(Ii))
consisting of all morphisms h such that
0 = τ b−a+1(h) ◦ τ b−a(f) ◦ · · · ◦ τ(f) ◦ f : X → τ b+1(Ii).
Lemma 6.1. For 1 ≤ i ≤ n and a ≤ b there is an isomorphism of vector spaces
HomKQ(X, τ
a(Ii))b → HomΛ((X, f), (Ii,[a,b], ei,[a,b]))
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ha 7→ h˜a :=
 haha+1...
hb

where
ha+j := τ
j(ha) ◦ τ
j−1(f) ◦ · · · τ2(f) ◦ τ(f) ◦ f : X → τa+j(Ii)
for 1 ≤ j ≤ b− a.
Proof. Let h ∈ HomΛ((X, f), (Ii,[a,b], ei,[a,b])). Thus
h =
 haha+1...
hb
 : X → b⊕
j=a
τ j(Ii)
is a KQ-module homomorphism such that the diagram
X
h //
f

Ii,[a,b]
ei,[a,b]

τ(X)
τ(h)
// τ(Ii,[a,b])
commutes, in other words ha+1...
hb
0
 = ( 0 1. . . . . .
0 1
0
)
·
 haha+1...
hb
 =
 τ(ha)fτ(ha+1)f...
τ(hb)f
 .
Thus ha : X → τ
a(Ii) determines ha+1, . . . , hb. So the homomorphisms space
HomΛ((X, f), (Ii,[a,b], ei,[a,b]))
can be identified with the space of all homomorphisms ha : X → τ
a(Ii) such that
0 = τ(hb) ◦ f = τ
b−a+1(ha) ◦ τ
b−a(f) ◦ · · · ◦ τ(f) ◦ f : X → τ b+1(Ii).
In this case, set
h˜a =
 haha+1...
hb
 : (X, f)→ (Ii,[a,b], ei,[a,b])
where ha+j = τ
j(ha) ◦ τ
j−1(f) ◦ · · · τ2(f) ◦ τ(f) ◦ f for 1 ≤ j ≤ b− a. 
In the above lemma we call h˜a the lift of ha : X → τ
a(Ii). The lift of a KQ-module
homomorphism
h = (hj)j : X →
⊕
j∈J
Yj
with Yj indecomposable preinjective for all j is defined by lifting every component hj of
this homomorphism. (Each indecomposable direct summand Yj is of the form τ
a(Ii) for
some 1 ≤ i ≤ n and a ≥ 0. Of course, we also have to specify with respect to which b ≥ a
we want to lift hj : X → τ
a(Ii).)
Corollary 6.2. Let (X, f) ∈ CM . Then for 1 ≤ i ≤ n and 0 ≤ a ≤ ti(M) we get
isomorphisms of vector spaces
HomKQ(X, τ
a(Ii))→ HomΛ((X, f), (Ii,[a,ti(M)], ei,[a,ti(M)]))
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ha 7→ h˜a =
 haha+1...
hti(M)

where ha+j = τ
j(ha) ◦ τ
j−1(f) ◦ · · · τ2(f) ◦ τ(f) ◦ f for 1 ≤ j ≤ ti(M)− a.
Proof. In Lemma 6.1 take b = ti(M). We have X ∈ add(M), but τ
ti(M)+1(Ii) is not in
add(M). Thus
HomKQ(X, τ
ti(M)+1(Ii)) = 0.
So there is no condition on the choice of ha. 
Let again (X, f) ∈ mod(Λ). For 1 ≤ i ≤ n and a ≤ b, define HomKQ(τ
b(Ii),X)a as the
subspace of HomKQ(τ
b(Ii),X) consisting of all morphisms h such that
0 = f ◦ τ−1(f) ◦ τ−2(f) ◦ · · · ◦ τ−(b−a)(f) ◦ τ−(b−a)(h) : τa(Ii)→ τ(X).
Lemma 6.3. There is an isomorphism of vector spaces
HomKQ(τ
b(Ii),X)a → HomΛ((Ii,[a,b], ei,[a,b]), (X, f))
hb 7→ h˜b = (ha, ha+1, . . . , hb)
where
hb−j := τ
−1(f) ◦ τ−2(f) ◦ · · · ◦ τ−j(f) ◦ τ−j(hb) : τ
b−j(Ii)→ X
for 1 ≤ j ≤ b− a.
Proof. Let h ∈ HomΛ((Ii,[a,b], ei,[a,b]), (X, f)) for some a ≤ b. Thus
h = (ha, ha+1, . . . , hb) :
b⊕
j=a
τ j(Ii)→ X
is a KQ-module homomorphism such that the diagram
Ii,[a,b]
h //
ei,[a,b]

X
f

τ(Ii,[a,b])
τ(h)
// τ(X)
commutes. In other words
(0, τ(ha), . . . , τ(hb−1)) = (τ(ha), τ(ha+1), . . . , τ(hb)) ·
( 0 1
. . .
. . .
0 1
0
)
= (fha, fha+1, . . . , fhb).
Thus hb : τ
b(Ii)→ X determines ha, . . . , hb−1. So the homomorphism space
HomΛ((X, f), (Ii,[a,b], ei,[a,b]))
can be identified with the space of all homomorphisms hb : τ
b(Ii)→ X such that
0 = f ◦ ha = f ◦ τ
−1(f) ◦ τ−2(f) ◦ · · · ◦ τ−(b−a)(f) ◦ τ−(b−a)(hb) : τ
a(Ii)→ τ(X).
In this case, set
h˜b = (ha, ha+1, . . . , hb) : (Ii,[a,b], ei,[a,b])→ (X, f)
where hb−j = τ
−1(f) ◦ τ−2(f) ◦ · · · ◦ τ−j(f) ◦ τ−j(hb) for 1 ≤ j ≤ b− a. 
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Corollary 6.4. Let (X, f) ∈ mod(Λ). Then for 1 ≤ i ≤ n and b ≥ 0 we get an isomor-
phism of vector spaces
HomKQ(τ
b(Ii),X)→ HomΛ((Ii,[0,b], ei,[0,b]), (X, f))
hb 7→ h˜b = (h0, h1, . . . , hb)
where hb−j = τ
−1(f) ◦ τ−2(f) ◦ · · · ◦ τ−j(f) ◦ τ−j(hb) for 1 ≤ j ≤ b.
Proof. In Lemma 6.3 take a = 0. We have identified HomΛ((Ii,[0,b], ei,[0,b]), (X, f)) with
the space of all homomorphisms hb : τ
b(Ii)→ X such that
0 = fh0 : Ii → τ(X),
where h0 is obtained from hb as described in Lemma 6.3. But for every X ∈ mod(KQ)
we have HomKQ(Ii, τ(X)) = 0. Thus there is no condition on the choice of hb. 
7. Construction of some CM-complete rigid modules
7.1. The modules TM and T
∨
M . In this section, let M = M1 ⊕ · · · ⊕Mr be a terminal
KQ-module, and for 1 ≤ i ≤ n and a ≤ b let (Ii,[a,b], ei,[a,b]) be the Λ-module defined in
Section 6. For brevity, let ti := ti(M). Define
TM :=
n⊕
i=1
ti⊕
a=0
(Ii,[a,ti], ei,[a,ti]) and T
∨
M :=
n⊕
i=1
ti⊕
b=0
(Ii,[0,b], ei,[0,b]).
Lemma 7.1. For 1 ≤ i, j ≤ n, 0 ≤ a ≤ ti and 0 ≤ c ≤ tj we have
Ext1Λ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj])) = 0.
Proof. By Lemma 4.1 we know that
|Ext1Λ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj ]))| = |HomΛ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj]))|
+ |HomΛ((Ij,[c,tj], ej,[c,tj]), (Ii,[a,ti], ei,[a,ti]))|
− |HomKQ(Ii,[a,ti], Ij,[c,tj])|
− |HomKQ(Ij,[c,tj ], Ii,[a,ti])|
+ |Ext1KQ(Ii,[a,ti], Ij,[c,tj ])|
+ |Ext1KQ(Ij,[c,tj], Ii,[a,ti])|.
From Corollary 6.2 we get
HomΛ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj]))
∼= HomKQ(Ii,[a,ti], τ
c(Ij)).
Furthermore, the Auslander-Reiten formula yields
Ext1KQ(Ij,[c,tj], Ii,[a,ti])
∼= DHomKQ(Ii,[a,ti], τ(Ij,[c,tj]))
= DHomKQ
Ii,[a,ti], τ
 tj⊕
l=c
τ l(Ij)

= DHomKQ
Ii,[a,ti], tj+1⊕
l=c+1
τ l(Ij)
 .
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Note that, since τ tj+1(Ij) 6∈ add(M), we have HomKQ(Ii,[a,ti], τ
tj+1(Ij)) = 0. This implies
|Ext1KQ(Ij,[c,tj], Ii,[a,ti])| =
|HomKQ(Ii,[a,ti], Ij,[c,tj])| − |HomΛ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj ]))|.
We also have a similar equality where i and j are exchanged, as well as a and c. Summing
up these two equalities, we get Ext1Λ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj ])) = 0. 
By Corollary 6.2 there is an isomorphism
Φ[a,ti],[c,tj] :
ti⊕
l=a
HomKQ(τ
l(Ii), τ
c(Ij))→ HomΛ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj ]))
defined by
hl,c := (0, . . . , 0, hc, 0, . . . , 0) 7→ h˜l,c =

hl,c
hl,c+1
...
hl,tj

where
hc ∈ HomKQ(τ
l(Ii), τ
c(Ij))
and
hl,c+k := τ
k(hl,c) ◦ τ
k−1(ei,[a,ti]) ◦ · · · ◦ τ(ei,[a,ti]) ◦ ei,[a,ti] : Ii,[a,ti] →
tj⊕
u=c
τu(Ij)
for 1 ≤ k ≤ tj − c. An easy calculation shows that
h˜l,c =

hc
τ(hc)
. . .
τm(hc)

: (Ii,[a,ti], ei,[a,ti])→ (Ij,[c,tj], ej,[c,tj])
where m = max{ti− l, tj− c}. Here, the entries of the (tj − c+1)× (ti−a+1)-matrix h˜l,c
are homomorphisms between the indecomposable direct summands of the KQ-modules
Ii,[a,ti] and Ij,[c,tj]. The only non-zero entries are the maps τ
k(hc), 0 ≤ k ≤ m. (To be
more precise, these are non-zero if and only if hc 6= 0.)
Lemma 7.2. For 1 ≤ i ≤ n and a ≤ b the endomorphism ring
EndΛ((Ii,[a,b], ei,[a,b]))
is local.
Proof. In the above situation, assume a = c, i = j and ti = tj. Let a ≤ l ≤ ti. If a < l,
then it follows easily that h˜l,c is nilpotent for all hc ∈ HomKQ(τ
l(Ii), τ
c(Ij)). It is also
clear that these homomorphisms form an ideal I in EndΛ((Ii,[a,b], ei,[a,b])). (If we write h˜l,c
again as a (tj − c+1)× (ti− a+1)-matrix, then this matrix is upper triangular with zero
entries on the diagonal. If a = l, then we obtain a diagonal matrix.) Every ideal consisting
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only of nilpotent elements is contained in the radical of EndΛ((Ii,[a,b], ei,[a,b])). Now the
factor algebra EndΛ((Ii,[a,b], ei,[a,b]))/I is 1-dimensional with basis the residue class of
1τa(Ii)
τ(1τa(Ii))
. . .
τ ti−a(1τa(Ii))
 .
Here we use that HomKQ(X,X) ∼= K for all indecomposable preinjective KQ-modules X.
This finishes the proof. 
Corollary 7.3. For 1 ≤ i ≤ n and a ≤ b, the Λ-module (Ii,[a,b], ei,[a,b]) is indecomposable.
Corollary 7.4. TM and T
∨
M are basic CM -complete rigid Λ-modules.
Proof. Clearly, the modules TM and T
∨
M are contained in CM . By Lemma 7.1 we know
that TM is rigid. Similarly one shows that T
∨
M is rigid. Each Λ-module of the form
(Ii,[a,b], ei,[a,b]) is indecomposable, and we have (Ii,[a,b], ei,[a,b]) ∼= (Ij,[c,d], ej,[c,d]) if and only
if i = j and [a, b] = [c, d]. Thus we get
Σ(TM ) = Σ(T
∨
M ) = r.
Imitating the proof of [GS, Theorem 1.1] it is easy to show that rk(CM ) ≤ r. Thus we get
rk(CM ) = Σ(M) = r. This finishes the proof. 
Corollary 7.5. rk(CM ) = r.
For later use, let us introduce the following abbreviations: For 1 ≤ i ≤ n and 0 ≤ a ≤
b ≤ ti set
Ti,[a,b] := (Ii,[a,b], ei,[a,b]),
Ti,a := (Ii,[a,ti], ei,[a,ti]),
T∨i,b := (Ii,[0,b], ei,[0,b]).
7.2. The quivers of EndΛ(TM ) and EndΛ(T
∨
M ). Let Γ
∗
M be defined as in Section 2.6.
As before, let ΓTM be the quiver of EndΛ(TM ).
Lemma 7.6. We have ΓTM = Γ
∗
M , where for 1 ≤ i ≤ n and 0 ≤ a ≤ ti the vertex τ
a(Ii)
of Γ∗M corresponds to the vertex (Ii,[a,ti], ei,[a,ti]) of ΓTM .
Proof. Let (Ii,[a,ti], ei,[a,ti]) and (Ij,[c,tj], ej,[c,tj]) be indecomposable direct summands of TM .
We want to construct a well behaved basis B(i,a),(j,c) of
HomΛ((Ii,[a,ti], ei,[a,ti]), (Ij,[c,tj ], ej,[c,tj ])).
We write B(i,a),(j,c) as a disjoint union
B(i,a),(j,c) =
ti⋃
l=a
B(i,l),(j,c).
where B(i,l),(j,c) are the images (under the map Φ[a,ti],[c,tj]) of residue classes of paths (in
the path category of IQ) from τ
l(Ii) to τ
c(Ij).
CLUSTER ALGEBRA STRUCTURES AND SEMICANONICAL BASES 29
Here we use that the mesh category of IQ is obtained from the path category by factoring
out the mesh relations, and that the full subcategory of indecomposable preinjective KQ-
modules is equivalent to the mesh category of IQ. For details on mesh categories we refer
to [GR, Chapter 10] and [Ri2, Lecture 1].
Now it is easy to check that the homomorphisms h˜l,c we constructed above are ir-
reducible in add(TM ) if and only if hc ∈ HomKQ(τ
l(Ii), τ
c(Ij)) is irreducible in IQ, or
l = a+ 1, i = j, c = a+ 1 and h˜l,c is a non-zero multiple of
0 1τa+1(Ii)
0 τ(1τa+1(Ii))
...
. . .
0 τm(1τa+1(Ii))
 : (Ii,[a,ti], ei,[a,ti])→ (Ii,[a+1,ti], ei,[a+1,ti])
where m = ti − a − 1. In other words, hc ∈ HomKQ(τ
a+1(Ii), τ
a+1(Ii)) is a non-zero
multiple of 1τa+1(Ii). This implies ΓTM = Γ
∗
M . 
The following Lemma is proved similarly as Lemma 7.6.
Lemma 7.7. We have ΓT∨
M
= Γ∗M , where for 1 ≤ i ≤ n and 0 ≤ b ≤ ti the vertex τ
b(Ii)
of Γ∗M corresponds to the vertex (Ii,[0,b], ei,[0,b]) of ΓT∨M .
Note that the CM -projective direct summands of TM correspond to the rightmost ver-
tices of Γ∗M , whereas the CM -projective summands of T
∨
M correspond to the leftmost ver-
tices of Γ∗M .
One could also use covering methods to prove Lemma 7.6 and Lemma 7.7, compare
[GLS2]. But note that in [GLS2] we only deal with Q being a Dynkin quiver and for
M we take the direct sum of all indecomposable KQ-modules. In this case, we have
TM = PQop and T
∨
M = IQop , where PQ and IQ are defined in [GLS2, Sections 1.7 and 1.2].
7.3. Dimension vectors of some EndΛ(TM )-modules. As before, let M =M1⊕ · · · ⊕
Mr be a terminal KQ-module, and set B := EndΛ(TM ). For a Λ-module (X, f) ∈ CM
we want to compute the dimension vector of the B-module HomΛ((X, f), TM ). Since the
indecomposable projective B-modules are just the modules HomΛ(Ti,a, TM ), 1 ≤ i ≤ n,
0 ≤ a ≤ ti, we know that the entries of the dimension vector dim(HomΛ((X, f), TM )) are
dim HomB(HomΛ(Ti,a, TM ),HomΛ((X, f), TM ))
where 1 ≤ i ≤ n, 0 ≤ a ≤ ti. We have
HomB(HomΛ(Ti,a, TM ),HomΛ((X, f), TM )) ∼= HomΛ((X, f), Ti,a)
∼= HomKQ(X, τ
a(Ii)).
The first isomorphism follows from Corollary 9.5 and Lemma 9.11. For the second iso-
morphism we use Corollary 6.2.
In other words, the entries of dim(HomΛ((X, f), TM )) are dim HomKQ(X,Ms) where
1 ≤ s ≤ r. We can easily calculate dim HomKQ(X,Ms) using the mesh category of IQ,
see [GR, Chapter 10], [Ri2, Lecture 1].
7.4. An example of type A3. Let Q be the quiver
1 2oo // 3
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and letM be the direct sum of all six indecomposable KQ-modules. Thus ΓM = ΓQ looks
as follows:
(1, 1)
$$II
III
(1, 0)
$$II
III
(2, 1)
$$II
III
::uuuuu
(2, 0)
(3, 1)
::uuuuu
(3, 0)
::uuuuu
The following picture shows the quiver of EndΛ(TM ) where the vertices corresponding to
the Ti,a are labelled by the dimension vectors dim(HomΛ(Ti,a, TM )).
1 0
1 0
0 1
##F
FF
F
1 1
1 1
0 1
##F
FF
F
oo
0 1
1 1
0 1
;;xxxx
##F
FF
F
0 1
1 2
0 1
oo
0 1
1 0
1 0
;;xxxx
0 1
1 1
1 1
oo
;;xxxx
Similarly, the quiver of EndΛ(T
∨
M ) looks as follows:
1 1
1 1
0 1
##F
FF
F
0 1
0 1
0 0
##F
FF
F
oo
0 1
1 2
0 1
;;xxxx
##F
FF
F
0 0
0 1
0 0
oo
0 1
1 1
1 1
;;xxxx
0 0
0 1
0 1
oo
;;xxxx
The vertices corresponding to the T∨i,b are labelled by the vectors dim(HomΛ(T
∨
i,b, TM )).
7.5. An example of type A˜2. Let Q be the quiver
3
b
=
==
=
a

2
c  

1
and let M be the terminal KQ-module with ti(M) = 1 for all i. Then the quiver of
EndΛ(TM ) looks as follows:
3
3 2
2 1
,,
,,XXXXX
XXXXX
XXXXX
XXXXX
XXXXX
XXXXX
XXXXX
XXX
3
3 2
2 1
3
oo
3
3 2
3 2 1
1
ddJJJJJJJJJ
##G
GG
GG
GG
3
3 2
3 2 1
1 3
2
oo
ddJJJJJJJ
3
3 2
3 2 1
2 1
OO
;;wwwwwwwww 3
3 2
3 2 1
2 1 3
3 2
1
oo
OO
;;wwwwww
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As vertices we display the indecomposable direct summands of the Λ-module TM . The
numbers can be interpreted as basis vectors or as composition factors. For example,
X :=
3
3 2
3 2 1
1 3
2
stands for a 9-dimensional Λ-module with dimension vector (2, 3, 4). More precisely, one
could display the module X as follows:
3
b  

3
b
  
 a
=
==
= 2
c  

3
a =
==
= 2 b∗
=
==
=c
  

1
a∗  

1
c∗ 
==
==
3
b  

2
This picture shows how the different arrows of the quiver Q of Λ act on the 9 basis
vectors of the module. For example, one can see immediately that the socle of X is
isomorphic to S2, and the top is isomorphic to S3 ⊕ S3 ⊕ S3. One can also clearly see
how the 2-dimensional indecomposable injective KQ-module I2 is “glued from below” to
the indecomposable KQ-module τ(I2) using the arrows a
∗, b∗, c∗. This gives a short exact
sequence
0→ (I2, 0)→ X → (τ(I2), 0)→ 0
of Λ-modules.
Using the same notation, the quiver of EndΛ(T
∨
M ) looks as follows:
3
3 2
2 1
3
--
++VVVV
VVVV
VVVV
VVVV
VVVV
VVVV
VVVV
VVVV
3oo
3
3 2
3 2 1
1 3
2
ddJJJJJJJ
  B
BB
BB
BB
B
3
2
oo
]];;;;;;;;;;
3
3 2
3 2 1
2 1 3
3 2
1
OO
;;wwwwww
3
3 2
1
oo
OO
CC
8. CM is a cluster torsion class and is stably
2-Calabi-Yau
8.1. CM is a cluster torsion class. As before, let M = M1 ⊕ · · · ⊕Mr be a terminal
KQ-module. Set
IM =
n⊕
i=1
(Ii,[0,ti(M)], ei,[0,ti(M)]).
The following two lemmas are a direct consequence of Lemma 6.1 and Corollary 6.2.
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Lemma 8.1. For all 1 ≤ i ≤ n and b ≥ 0, the Λ-module (Ii,[0,b], ei,[0,b]) has a simple socle
which is isomorphic to (Si, 0).
Lemma 8.2. For X ∈ CM we have dim HomΛ(X, IM ) = dimX.
Lemma 8.3. Let (X, f) ∈ CM . Then there exists a short exact sequence
0→ (X, f)→ (I, e)→ (Y, g)→ 0
of Λ-modules with (I, e) ∈ add(IM ) and (Y, g) ∈ CM .
Proof. Let
h : X →
n⊕
i=1
Imii
be a monomorphism of KQ-modules. Such a monomorphism exists, since I1, · · · , In are
the indecomposable injective KQ-modules. It follows from Corollary 6.2 that the lift
h˜ : (X, f)→ (I, e) :=
n⊕
i=1
(Ii,[0,ti(M)], ei,[0,ti(M)])
mi
of h is a monomorphism of Λ-modules. We denote its cokernel by (Y, g). Since CM is
closed under factor modules, (Y, g) is contained in CM . 
Corollary 8.4. IM is a cogenerator of CM .
Lemma 8.5. IM is CM -injective.
Proof. It is enough to show that for 1 ≤ i ≤ n the module (Ii,[0,ti(M)], ei,[0,ti(M)]) is CM -
injective. Suppose h′ : (X, f)→ (Y, g) is a monomorphism in CM , and let
h : (X, f)→ (Ii,[0,ti(M)], ei,[0,ti(M)])
be an arbitrary homomorphism. By Corollary 6.2 we know that
h = h˜0 =
 h0h1...
hti(M)

for some KQ-module homomorphism h0 : X → Ii. Since Ii is injective (as a KQ-module),
and since h′ : X → Y is a monomorphism, there exists some KQ-module homomorphism
h′′0 : Y → Ii such that h
′′
0 ◦ h
′ = h0.
X
h0

h′ // Y
h′′0~~
~~
~~
~~
Ii
We want to show that there exists a homomorphism h′′ : (Y, g) → (Ii,[0,ti(M)], ei,[0,ti(M)])
such that the diagram
(X, f)
h′ //
h

(Y, g)
h′′vvmmm
mmm
mmm
mmm
m
(Ii,[0,ti(M)], ei,[0,ti(M)])
commutes.
Recall that a homomorphism (X, f) → (Ii,[0,ti(M)], ei,[0,ti(M)]) is already determined by
its component X → Ii.
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Let
h′′ := h˜′′0 =

h′′0
h′′1
...
h′′
ti(M)

be the lift of h′′0 . It follows that the component X → Ii of the homomorphisms h
′′ ◦h′ and
h is equal, namely h′′0 ◦ h
′ = h0, thus h
′′ ◦ h′ = h.
For brevity, let I := (Ii,[0,ti(M)], ei,[0,ti(M)]). Assume Z ∈ CM . We have to show that
Ext1Λ(Z, I) = 0. Let
0→ I
f
−→ E → Z → 0
be a short exact sequence of Λ-modules. By the above considerations, we know that
HomΛ(f, I) is surjective. In particular, there exists a homomorphism f
′ : E → I such that
f ′f = idI . Thus f is a split monomorphism and the above sequence splits. This finishes
the proof. 
Lemma 8.6. If C is a cogenerator of CM , then add(C) contains all modules which are
CM -injective.
Proof. Let I be CM -injective. Then there exists a short exact sequence
0→ I
f
−→ C ′ → Coker(f)→ 0
of Λ-modules with C ′ ∈ add(C). We know that Coker(f) ∈ CM , because CM is closed
under factor modules. Since I is CM -injective, the above sequence splits. Therefore,
I ∈ add(C ′) ⊆ add(C). 
Summarizing, we obtain the following:
Proposition 8.7. If M is a terminal KQ-module, then
add(IM ) = {CM -projectives} = {CM -injectives}.
Now, let
T :=
n⊕
i=1
τ ti(M)(Ii).
Recall that T is a tilting module over KQ, and that
add(M) = Fac(T ) =
{
N ∈ mod(KQ) | Ext1KQ(T,N) = 0
}
.
Lemma 8.8. Let X be a KQ-module in add(M). Then there exists a short exact sequence
0→ T ′′ → T ′
h
−→ X → 0
of KQ-modules with T ′, T ′′ ∈ add(T ) and h a right add(T )-approximation.
Proof. We deduce the result from the proof of [Bo1, Prop. 1.4 (b)]. Let h : T ′ → X be
a right add(T )-approximation of X. Since X ∈ add(M) = Fac(T ), we know that h is an
epimorphism. Let T ′′ = Ker(h). We obtain a short exact sequence
0→ T ′′ → T ′
h
−→ X → 0.
Applying HomKQ(T,−) to this sequence yields an exact sequence
HomKQ(T, T
′)
HomKQ(T,h)
−−−−−−−−→ HomKQ(T,X)→ Ext
1
KQ(T, T
′′)→ Ext1KQ(T, T
′) = 0.
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Since h is a right add(T )-approximation, HomKQ(T, h) is surjective. It follows that
Ext1KQ(T, T
′′) = 0. Thus T ′′ ∈ add(M). Every indecomposable direct summand of T ′′
maps non-trivially to a module in add(T ). But the only modules in add(M) with this
property lie in add(T ). Thus T ′′ ∈ add(T ). This finishes the proof. 
Lemma 8.9. Let (X, f) ∈ CM . Then there exists a short exact sequence
0→ (Y, g)→ (I, e)→ (X, f)→ 0
of Λ-modules with (I, e) ∈ add(IM ) and (Y, g) ∈ CM .
Proof. Let
0→ T ′′ → T ′
h
−→ X → 0
be the short exact sequence appearing in Lemma 8.8. It follows that
T ′ =
n⊕
i=1
(τ ti(M)(Ii))
mi
for some mi ≥ 0. Set
(I, e) =
n⊕
i=1
(Ii,[0,ti(M)], ei,[0,ti(M)])
mi .
Note that (I, e) ∈ add(IM ). By Corollary 6.4 we can lift h to a Λ-module homomorphism
h˜ : (I, e)→ (X, f).
We denote the kernel of h˜ by (Y, g). Thus we obtain a short exact sequence of KQ-modules
0→ Y → I
h˜
−→ X → 0.
Since h occurs as a component of the homomorphism h˜ and since h is a right add(T )-
approximation of X, we know that the map
HomKQ(T, h˜) : HomKQ(T, I)→ HomKQ(T,X)
is surjective. The module I lies in add(M), thus Ext1KQ(T, I) = 0. So we get
Ext1KQ(T, Y ) = 0.
This implies Y ∈ add(M), and therefore (Y, g) ∈ CM . 
Corollary 8.10. IM is a generator of CM .
Proposition 8.11. Let M be a terminal KQ-module. Then CM is a cluster torsion class
of nil(Λ) with rk(CM ) = Σ(M).
Proof. Combine Lemma 5.5, Lemma 5.6, Proposition 8.7, Corollary 8.4, Corollary 8.10,
Corollary 7.4 and Lemma 7.6. 
Corollary 8.12. Let T be a CM -maximal rigid Λ-module, and let X ∈ CM . Then there
exists an exact sequence T ′′ → T ′ → X → 0 with T ′, T ′′ ∈ add(T ).
Proof. Every CM -maximal rigid Λ-module contains IM as a direct summand. Then use
Lemma 8.9 to get a surjective map h : T ′ → X with T ′ ∈ add(T ) and Ker(h) ∈ CM , and a
second time to get a surjective map T ′′ → Ker(h) with T ′′ ∈ add(T ). 
Corollary 8.13. Let M be a terminal KQ-module. Then CM is a Frobenius category.
Proof. Combine Proposition 8.7, Lemma 8.3 and Lemma 8.9. 
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8.2. The stable category CM is 2-Calabi-Yau. Let CM be the stable category of CM .
By definition the objects in CM are the same as the objects in CM , and the morphisms
spaces are the morphism spaces in CM modulo morphisms factoring through CM -projective-
injective objects. The category CM is a triangulated category in a natural way [H2]. The
shift is given by the relative syzygy functor
Ω−1M : CM → CM .
We know that CM is closed under extensions. This implies
Ext1CM (X,Y ) = Ext
1
Λ(X,Y )
for all objects X and Y in CM .
Since CM is a Frobenius category, there is a functorial isomorphism
(2) CM (X,Ω
−1
M (Y ))
∼= Ext1CM (X,Y )
for all X and Y in CM : Every f ∈ CM (X,Ω
−1
M (Y )) gives rise to a commutative diagram
ηf : 0 // Y // E //

X //
f

0
0 // Y // IY // Ω
−1
M (Y )
// 0.
The lower sequence is obtained from the embedding of Y into its injective hull IY in CM ,
and the upper short exact sequence is just the pull-back of f . Then f 7→ ηf yields the
isomorphism (2).
Furthermore, using the canonical projective bimodule resolution of Λ, it is not difficult
to show that for all Λ-modules X and Y there exists a functorial isomorphism
(3) Ext1Λ(X,Y )
∼= DExt1Λ(Y,X),
see [GLS4, §8].
Let T be a K-linear Hom-finite triangulated category with shift functor [1]. Then T is
a 2-Calabi-Yau category if for all X,Y ∈ T there is a functorial isomorphism
T (X,Y ) ∼= DT (Y,X[2]).
If additionally T = C for some Frobenius category C, then T is called algebraic.
Proposition 8.14. CM is an algebraic 2-Calabi-Yau category.
Proof. We have
CM (X,Y )
∼= Ext1CM (X,ΩM (Y ))
∼= DExt1CM (ΩM (Y ),X)
∼= DExt1CM (Y,Ω
−1
M (X))
∼= DCM (Y,Ω
−2
M (X)),
and all these isomorphisms are functorial. 
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9. Relative homology and C-maximal rigid modules
In this section, we recall some notions from relative homology theory which, for Artin
algebras, was developed by Auslander and Solberg [AS1, AS2].
9.1. Relative homology theory. Let A be a K-algebra, and let X,Y,Z, T ∈ mod(A).
Set
F T := HomA(−, T ) : mod(A)→ mod(EndA(T )).
A short exact sequence
0→ X → Y → Z → 0
is F T -exact if 0→ F T (Z)→ F T (Y )→ F T (X)→ 0 is exact. By F T (Z,X) we denote the
set of equivalence classes of F T -exact sequences.
Let XT be the subcategory of all X ∈ mod(A) such that there exists an exact sequence
(4) 0→ X → T0
f0
−→ T1
f1
−→ T2
f2
−→ · · ·
where Ti ∈ add(T ) for all i and
0→ Ker(fi)→ Ti → Im(fi)→ 0
are F T -exact for all i ≥ 0. Sequence (4) is an F T -injective coresolution of X in the sense
of [AS2]. Note that
add(T ) ⊆ XT .
For X ∈ XT and Z ∈ mod(A) let Ext
i
FT (Z,X), i ≥ 0 be the cohomology groups
obtained from the complex
(5) 0→ T0
f0
−→ T1
f1
−→ T2
f2
−→ · · ·
by applying the functor HomA(Z,−).
Lemma 9.1 ([AS1]). For X ∈ XT and Z ∈ mod(A) there is a functorial isomorphism
Ext1FT (Z,X) = F
T (Z,X).
Proposition 9.2 ([AS2, Prop 3.7]). For X ∈ XT and Z ∈ mod(A) there is a functorial
isomorphism
ExtiFT (Z,X)→ Ext
i
EndA(T )
(HomA(X,T ),HomA(Z, T ))
for all i ≥ 0.
Corollary 9.3. For X ∈ XT and Z ∈ mod(A) there is a functorial isomorphism
iZ,X,T : HomA(Z,X)→ HomEndA(T )(HomA(X,T ),HomA(Z, T ))
h 7→ (h′ 7→ h′h).
If X = Z, we define iX,T := iX,X,T .
Corollary 9.4. For X ∈ XT and Z ∈ mod(A) the map
iX,T : EndA(X)→ HomEndA(T )(HomA(X,T ),HomA(X,T ))
is an anti-isomorphism of rings. In other words, we get a ring isomorphism
EndA(X)→ EndEndA(T )(HomA(X,T ))
op.
Proof. It follows from the definitions that iX,T (h1 ◦ h2) = iX,T (h2) ◦ iX,T (h1). 
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Corollary 9.5. The functor
HomA(−, T ) : XT → mod(EndA(T ))
is fully faithful. In particular, HomA(−, T ) has the following properties:
(i) If X ∈ XT is indecomposable, then HomA(X,T ) is indecomposable;
(ii) If HomA(X,T ) ∼= HomA(Y, T ) for some X,Y ∈ XT , then X ∼= Y .
Note that Corollary 9.5 follows already from [A, Section 3], see also [APR, Lemma 1.3
(b)].
Corollary 9.6. Let T ∈ mod(A), and let C be an extension closed subcategory of XT . If
ψ : 0→ HomA(Z, T )
HomA(g,T )
−−−−−−−→ HomA(Y, T )
HomA(f,T )
−−−−−−−→ HomA(X,T )→ 0
is a short exact sequence of EndA(T )-modules with X,Y,Z ∈ C, then
η : 0→ X
f
−→ Y
g
−→ Z → 0
is a short exact sequence in mod(A).
Proof. By Proposition 9.2 there exists an F T -exact sequence
η′ : 0→ X
f ′
−→ E
g′
−→ Z → 0
with F T (η′) = ψ. Since C is closed under extensions, we know that E ∈ C. Now Corol-
lary 9.5 implies that E ∼= Y . So there is a short exact sequence
η′′ : 0→ X
f ′′
−→ Y
g′′
−→ Z → 0
with F T (η′′) = ψ. Again by Corollary 9.5 we get f ′′ = f and g′′ = g. 
9.2. Relative homology for selfinjective torsion classes. The following lemma is
stated in [GLS5, Lemma 5.1] for preprojective algebras of Dynkin type. But the same
proof works for arbitrary preprojective algebras.
Lemma 9.7. Let T and X be rigid Λ-modules. If
0→ X
f
−→ T ′ → Y → 0
is a short exact sequence with f a left add(T )-approximation, then T ⊕ Y is rigid.
Corollary 9.8. Let T and X be rigid Λ-modules in a selfinjective torsion class C of nil(Λ).
If T is C-maximal rigid, then there exists a short exact sequence
0→ X → T ′ → T ′′ → 0
with T ′, T ′′ ∈ add(T ).
Proof. In the situation of Lemma 9.7, if T is C-maximal rigid, we get Y ∈ add(T ). 
Corollary 9.9. Let T and X be rigid Λ-modules in a selfinjective torsion class C of
nil(Λ). If T is C-maximal rigid, then HomΛ(X,T ) is an EndΛ(T )-module with projective
dimension at most one.
Proof. Applying HomΛ(−, T ) to the short exact sequence in Corollary 9.8 yields a projec-
tive resolution
0→ HomΛ(T
′′, T )→ HomΛ(T
′, T )→ HomΛ(X,T )→ 0
of the EndΛ(T )-module HomΛ(X,T ). 
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Lemma 9.10. Let C be a selfinjective torsion class of nil(Λ). If T is a C-maximal 1-
orthogonal Λ-module, then for all X ∈ C the EndΛ(T )-module HomΛ(X,T ) has projective
dimension at most one.
Proof. Let X ∈ C, and let f : X → T ′ be a left add(T )-approximation of X. Clearly, f is
injective, since T is a cogenerator of C. We obtain a short exact sequence
0→ X
f
−→ T ′ → T ′′ → 0
where T ′′ = Coker(f). Applying HomΛ(−, T ) yields an exact sequence
η : 0→ HomΛ(T
′′, T )→ HomΛ(T
′, T )→ HomΛ(X,T )→ 0
of EndΛ(T )-modules. It also follows that Ext
1
Λ(T
′′, T ) = 0. Since C is closed under factor
modules, we know that T ′′ ∈ C. This implies T ′′ ∈ add(T ), because T is C-maximal
1-orthogonal. Thus η is a projective resolution of HomΛ(X,T ). 
Lemma 9.11. Let C be a selfinjective torsion class of nil(Λ). If T is a C-maximal rigid
Λ-module, then C ⊆ XT .
Proof. ForX ∈ C, let f : X → T ′ be a left add(T )-approximation, and let Y be the cokernel
of f . Since T is a cogenerator of C, we know that f is injective. The selfinjective torsion
class C is closed under factor modules, thus Y ∈ C. This yields the required F T -injective
coresolution of X. 
10. Tilting and C-maximal rigid modules
In this section, we adapt some results due to Iyama [Iy1, Iy2] to our situation of selfin-
jective torsion classes.
Theorem 10.1. Let M be a terminal KQ-module, and let T be a Λ-module in CM such
that the following hold:
(i) T is rigid;
(ii) T is a CM -generator-cogenerator;
(iii) gl.dim(EndΛ(T )) ≤ 3.
Then T is CM -maximal 1-orthogonal.
Proof. Let X ∈ CM with Ext
1
Λ(T,X) = 0. We have to show that X ∈ add(T ). By
Corollary 8.12, there exists an exact sequence T ′′ → T ′ → X → 0 with T ′, T ′′ ∈ add(T ).
(For an arbitrary selfinjective torsion class of nil(Λ), the existence of such an exact sequence
is not known.) Applying HomΛ(−, T ) yields an exact sequence
0→ HomΛ(X,T )→ HomΛ(T
′, T )→ HomΛ(T
′′, T )→ Z → 0
of EndΛ(T )-modules. Since gl.dim(EndΛ(T )) ≤ 3 we get proj.dim(Z) ≤ 3 and therefore
proj.dim(HomΛ(X,T )) ≤ 1. Let
0→ HomΛ(T2, T )
G
−→ HomΛ(T1, T )
F
−→ HomΛ(X,T )→ 0
be a projective resolution of HomΛ(X,T ). Thus T1, T2 ∈ add(T ). Furthermore, we know
by Corollary 9.3 that F = HomΛ(f, T ) and G = HomΛ(g, T ) for some homomorphisms f
and g. By Corollary 9.6,
0→ X
f
−→ T1
g
−→ T2 → 0
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is a short exact sequence. Since we assumed Ext1Λ(T,X) = 0, we know that this sequence
splits. Thus X is isomorphic to a direct summand of T1, and therefore X ∈ add(T ). This
finishes the proof. 
Theorem 10.2. Let C be a selfinjective torsion class of nil(Λ). If T1 and T2 are C-maximal
rigid modules in C, then HomΛ(T2, T1) is a classical tilting module over EndΛ(T1), and we
have
EndEndΛ(T1)(HomΛ(T2, T1))
∼= EndΛ(T2)
op.
Proof. Without loss of generality we assume Σ(T2) ≥ Σ(T1). Set
T := HomΛ(T2, T1) and B := EndΛ(T1).
Let f : T2 → T
′
1 be a left add(T1)-approximation of T2. Since T1 is a cogenerator of C, we
know that f is a monomorphism. Since T2 is rigid we can use Lemma 9.7 and get a short
exact sequence
(6) 0→ T2
f
−→ T ′1
g
−→ T ′′1 → 0
with T ′1, T
′′
1 ∈ add(T1). This yields a projective resolution
(7) 0→ HomΛ(T
′′
1 , T1)
HomΛ(g,T1)
−−−−−−−→ HomΛ(T
′
1, T1)
HomΛ(f,T1)
−−−−−−−→ HomΛ(T2, T1)→ 0.
So the B-module HomΛ(T2, T1) has projective dimension at most one, which is the first
defining property of a classical tilting module.
Next, we show that Ext1B(T, T ) = 0. Applying HomB(−, T ) to Sequence (7) yields an
exact sequence
(8) 0→ EndB(T )
F
−→ HomB(HomΛ(T
′
1, T1), T )
G
−→ HomB(HomΛ(T
′′
1 , T1), T )
→ Ext1B(T, T )→ Ext
1
B(HomΛ(T
′
1, T1), T )
where
F = HomB(HomΛ(f, T1), T ) and G = HomB(HomΛ(g, T1), T ).
Lemma 10.3. Ext1B(HomΛ(T
′
1, T1), T ) = 0.
Proof. This is clear, since HomΛ(T
′
1, T1) is a projective B-module. 
Lemma 10.4. The map G is surjective and Ext1B(T, T ) = 0.
Proof. One easily checks that the diagram
HomΛ(T2, T
′
1)
iT2,T ′1,T1

HomΛ(T2,g) // HomΛ(T2, T
′′
1 )
iT2,T ′′1 ,T1

HomB(HomΛ(T
′
1, T1), T )
G // HomB(HomΛ(T
′′
1 , T1), T )
is commutative. The morphism HomΛ(T2, g) is surjective, since T2 is rigid. Thus
iT2,T ′′1 ,T1 ◦HomΛ(T2, g) = G ◦ iT2,T ′1,T1
is surjective, since iT2,T ′′1 ,T1 is an isomorphism. This implies that G is surjective. Now the
result follows from Lemma 10.3. 
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The number Σ(T ) of isomorphism classes of indecomposable direct summands of T
is equal to Σ(T2). We proved that T is a partial tilting module over B. This implies
Σ(T ) ≤ Σ(T1). By our assumption, Σ(T2) ≥ Σ(T1). It follows that Σ(T1) = Σ(T2).
Thus we proved that T is a classical tilting module over B. Now apply HomΛ(T2,−) to
Sequence (6). This yields a short exact sequence
0→ EndΛ(T2)
HomΛ(T2,f)
−−−−−−−→ HomΛ(T2, T
′
1)
HomΛ(T2,g)
−−−−−−−→ HomΛ(T2, T
′′
1 )→ 0.
Lemma 10.5. There exists an anti-isomorphism of ring
ξ : EndΛ(T2)→ EndEndΛ(T1)(T )
such that the diagram
0 // EndΛ(T2)
HomΛ(T2,f) //
ξ

HomΛ(T2, T
′
1)
HomΛ(T2,g) //
iT2,T ′1,T1

HomΛ(T2, T
′′
1 )
//
iT2,T ′′1 ,T1

0
0 // EndB(T )
F // HomB(HomΛ(T
′
1, T1), T )
G // HomB(HomΛ(T
′′
1 , T1), T )
// 0
commutes and has exact rows.
Proof. Set ξ(h)(h′′) = h′′h for all h ∈ EndΛ(T2) and h
′′ ∈ HomΛ(T2, T1). Now one easily
checks that
(F ◦ ξ)(h) = (iT2,T ′1,T1 ◦ HomΛ(T2, f))(h) : h
′ 7→ h′fh.

Lemma 10.5 implies that EndEndΛ(T1)(T )
∼= EndΛ(T2)
op. This finishes the proof of
Theorem 10.2. 
Corollary 10.6. Let C be a selfinjective torsion class of nil(Λ). If T1 and T2 are C-maximal
rigid Λ-modules, then Σ(T1) = Σ(T2).
Corollary 10.7. Let C be a selfinjective torsion class of nil(Λ). For a Λ-module T the
following are equivalent:
• T is C-maximal rigid;
• T is C-complete rigid.
11. A functor from CM to the cluster category CQ
11.1. A triangle equivalence. Assume in this section that M is a terminal KQ-module
with ti(M) = 1 for all i. (Note that this assumption excludes the linearly oriented quiver
of Dynkin type An.) Thus
M =
n⊕
i=1
(Ii ⊕ τ(Ii))
where I1, . . . , In are the indecomposable injective KQ-modules. By CQ we denote the clus-
ter category associated to Q. Cluster categories were invented by Buan, Marsh, Reineke,
Reiten and Todorov [BMRRT]. Keller [K] proved that they are triangulated categories in
a natural way.
Theorem 11.1. Under the assumptions above, the categories CM and CQ are triangle
equivalent.
CLUSTER ALGEBRA STRUCTURES AND SEMICANONICAL BASES 41
Proof. We proved already that CM is an algebraic 2-Calabi-Yau category. According to
an important result by Keller and Reiten [KR], it is enough to construct a CM -maximal
1-orthogonal module T in CM such that the quiver of the stable endomorphism algebra
EndCM (T ) is isomorphic to Q
op. Using Lemma 7.6, it is easy to check that the module
TM we constructed in Section 7 has this property. 
The proof of Keller and Reiten’s theorem is quite involved and it does not seem to
provide an explicit functor. Here we present an elementary construction of a K-linear
functor G : CM → CQ such that the kernel of G consists precisely of the morphisms which
factor through CM -projective-injective modules. Thus we obtain a K-linear equivalence
G : CM → CQ. Note however that we do not discuss the possible triangulated structures
of CM and CQ.
11.2. Derived categories of path algebras. Let us review a few facts about the derived
category of a path algebra which we will use without further reference. This material can
be found in Happel’s book [H2]. Write D := Db(mod(KQ)) for the bounded derived
category of mod(KQ). Recall that
D =
∨
i∈Z
(mod(KQ))[i]
since KQ is hereditary, see also Figure 5. As usual, we identify mod(KQ) with the full
subcategory mod(KQ)[0] of D.
If I ∈ mod(KQ) is injective, then τ−1D (I) = (ν
−1(I))[1] may be considered as a complex
of projective KQ-modules which is concentrated in degree −1. Here ν : mod(KQ) →
mod(KQ) is the Nakayama functor, see for example [ASS, Ri1]. More generally, if
0→ L→ I ′
ι
−→ I ′′ → 0
is an injective resolution of a KQ-module L, then
τ−1D (L) = (ν
−1(I ′)
ν−1(ι)
−−−−→ ν−1(I ′′))[1]
may be viewed as a complex of projectives concentrated in degree −1 and 0. This is
essentially the same as saying that τ−1D is the right derived functor
RHomKQ(DKQ,−)[1] ∼= RHomKQ(DKQ[−1],−).
Here, we consider the injective cogenerator DKQ := HomK(KQ,K) of mod(KQ) as a
bimodule.
In particular, if L ∈ mod(KQ) has no projective direct summand, then τD(L) = τQ(L).
This follows from the usual construction of the Auslander-Reiten translation τ = τQ in
mod(KQ).
11.3. Cluster categories. Let us review the construction of the cluster category CQ as
a K-linear category. It is by definition the orbit category of D by the action of the group
〈F 〉 generated by the self-equivalence F := τ−1D ◦ [1] of D. Keller [K] proved that this is in
fact a triangulated category.
Now, let F be the full subcategory of D which consists of all objects which are isomorphic
to a complex 0→ I ′ → I ′′ → 0 of injective KQ-modules concentrated in degree 0 and 1. So
each object C in F is naturally of the form Cinj,1⊕Cmod,0 where Cmod,0 is isomorphic to a
KQ-module concentrated in degree 0, and Cinj,1 is isomorphic to an injective KQ-module
concentrated in degree 1.
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I[−1] P R I P[1] R[1] I[1] P[2]
F F (F)
Figure 5. Db(mod(KQ)) and F
Thus the indecomposable objects in F are just the indecomposable KQ-modules L and
the shifts Ii[−1] of the indecomposable injective KQ-modules I1, . . . , In. (Recall that we
identify mod(KQ) and mod(KQ)[0].)
Note that F (F) consists of those objects in D which are isomorphic to a complex
0→ P ′ → P ′′ → 0 of projective KQ-modules concentrated in degree −2 and −1. In fact,
F (I ′ → I ′′) = (ν−1(I ′) → ν−1(I ′′))[2] which is a complex of projectives concentrated in
degree −2 and −1, where ν is again the Nakayama functor of mod(KQ).
We conclude that we may consider F as a fundamental domain of the action of the
group 〈F 〉 on D. Thus we can identify the objects of CQ and F . Note that with this
identification we have
CQ(X,Y ) = D(X,Y )⊕D(X,F (Y ))
for X,Y ∈ F . The composition is given by
(φ0, φ1) ◦ (ψ0, ψ1) = (φ0ψ0, (Fφ0)ψ1 + φ1ψ0)
Recall that for M,N ∈ mod(KQ) we have HomD(M,N [i]) = 0 unless i ∈ {0, 1}, see also
Figure 5.
11.4. Description of CM . Recall that the objects in CM are of the form X = (I
′′ ⊕
τ(I ′), f), where I ′ and I ′′ are injective KQ-modules and
f ∈ HomKQ(I
′′ ⊕ τ(I ′), τ(I ′′)⊕ τ2(I ′)).
For obvious reasons we can and will identify f with a homomorphism f : τ(I ′) → τ(I ′′).
If Y = (J ′′ ⊕ τ(J ′), g) is another object in CM , then we have
CM (X,Y ) =
{(
ϕ′′ ϕ˜
0 ϕ′
)
∈ HomKQ(I
′′ ⊕ τ(I ′), J ′′ ⊕ τ(J ′)) | g ◦ ϕ′ = τ(ϕ′′) ◦ f
}
.
Thus the diagram
τ(I ′)
f

ϕ′ // τ(J ′)
g

τ(I ′′)
τ(ϕ′′) // τ(J ′′)
commutes. Note that there is no condition on ϕ˜ ∈ HomKQ(τ(I
′), J ′′).
11.5. Description of the functor G. Using the above conventions and notations we
define G : CM → CQ on objects as
G(X) := (0→ I ′
τ−1(f)
−−−−→ I ′′ → 0) ∈ F .
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For a morphism ϕ ∈ CM (X,Y ) we define
G(ϕ) :=
(
(τ−1(ϕ′), ϕ′′), τ−1D (ϕ˜)
)
The first component, (τ−1(ϕ′), ϕ′′) is by the definition of the homomorphisms in CM a
homomorphism between complexes of injective modules. So this is well defined. As for
the second component consider the following diagram for morphisms G(X) → FG(Y ) in
D:
0 //

τ−1D (J
′)
τ−2
D
(g)

I ′
τ−1
D
(ϕ˜)
//
τ−1(f)

τ−1D (J
′′)

I ′′ // 0
Theorem 11.2. The functor G is an epivalence. For ϕ ∈ CM (X,Y ) we have G(ϕ) = 0 if
and only if there exists
η =
(
η2 0
η˜ η1
)
∈ D(I ′′ ⊕ τ(I ′), τ−1D (J
′′)⊕ J ′)
such that
(9) ϕ =
(
ϕ′′ ϕ˜
0 ϕ′
)
=
(
τ−1(g) ◦ η˜ τ−1(g) ◦ η1 + τ(η1) ◦ f
0 τ(η˜) ◦ f
)
.
Moreover, the condition (9) is equivalent to the condition that ϕ factors through a CM -
projective-injective module. This implies that G : CM → CQ is an equivalence.
Proof. (a) Obviously, G is dense. On morphisms, G is surjective in the first component
because (τ−1(ϕ′), ϕ′′) can be any morphism between the two complexes of injectives which
are concentrated in degree 0 and 1. Moreover, in the derived category D homomorphisms
between bounded complexes of injectives are just given by morphisms of complexes modulo
homotopy.
(b) In order to see that G is also surjective in the second component, we consider the
standard triangles
I ′
τ−1(f)
−−−−→ I ′′ → G(X)[1] → I ′[1]
and
τ−1D (J
′)
τ−2(g)
−−−−→ τ−1D (J
′′)→ FG(Y )→ τ−1D (J
′)[1]
in D. For i 6= j and a, b ∈ {′,′′ } we get D(Ia[i], τ−1D (J
b)[j]) = 0. From the corresponding
long exact sequences we obtain the following commutative diagram with exact rows and
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columns:
D(I′′,τ−1D (J
′)) //

D(I′′,τ−1D (J
′′)) //

D(I′′,FG(Y )) //

0

D(I′,τ−1
D
(J ′)) //

D(I′,τ−1
D
(J ′′)) //

D(I′,FG(Y )) //

0

D(G(X),τ−1
D
(J ′)) //

D(G(X),τ−1
D
(J ′′)) //

D(G(X),FG(Y )) //

D(G(X),τ−1
D
(J ′)[1])

0 // 0 // D(I′′[−1],FG(Y )) // 0
Thus, D(I ′′[1], FG(Y )) = 0 = D(G(X), τ−1D (J
′)[1]), and we conclude that
D(G(X), FG(Y )) ∼=
D(I ′, τ−1D (J
′′))
(τ−2D (g))D(I
′, τ−1D (J
′)) +D(I ′′, τ−1D (J
′′))(τ−1(f))
.
(c) Our claim on the kernel of G follows from the end of steps (a) and (b), respectively.
Now one can use our results in Section 6 to describe the morphisms in CM which factor
through CM -projective-injectives. It follows that this is equivalent to the description of
the kernel of G in (9). 
In practice, the functor G : CM → CQ is (at least on objects) easy to handle: Take an
indecomposable KQ-module L, and let
0→ L→ I ′
f
−→ I ′′ → 0
be a minimal injective resolution of L. Define a Λ-module
L˜ :=
(
I ′′ ⊕ τ(I ′),
(
0 τ(f)
0 0
))
.
Then we have G(L˜) = L. In particular, if L = Ii is injective, then L˜ = (τ(Ii), 0). Note
that there is a short exact sequence
0→ (I ′′, 0)→ L˜→ (τ(I ′), 0)→ 0.
of Λ-modules.
Next, let L := Ii[−1] be the [−1]-shift of an indecomposable injective KQ-module Ii.
Set L˜ := (Ii, 0). Again, we have G(L˜) = L.
This describes the preimages of the indecomposable objects in CQ under the equivalence
G : CM → CQ.
Example: Let Q be the quiver
1
=
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  


2
and let
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3oo_ _ _ _ _ _
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be the Auslander-Reiten quiver of KQ. (The dotted arrows show how the Auslander-
Reiten translation τ acts on the non-projective indecomposable KQ-modules.) Then
0→ 1 2 →
1 3
2
f
−→ 3 → 0
is a minimal injective resolution of the KQ-module L := 1 2 , where f is just the obvious
projection map. It follows that
L˜ =
(
3 ⊕ 2 ,
(
0 τ(f)
0 0
))
= 2 3 .
Note that τ(f) : 2 → 1 2 is the obvious inclusion map. (Here we are using the same
notation as in Section 7.5: The numbers 1, 2, 3 correspond to composition factors of KQ-
modules and Λ-modules, respectively. For example 2 3 is the 2-dimensional indecompos-
able Λ-module with top S2 and socle S3.)
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Part 3. Mutations
12. Mutation of C-maximal rigid modules
Proposition 12.1. Let T ⊕X be a basic rigid Λ-module such that the following hold:
• X is indecomposable;
• X ∈ Sub(T ).
Then there exists a short exact sequence
0→ X
f
−→ T ′
g
−→ Y → 0
such that the following hold:
• f is a minimal left add(T )-approximation;
• g is a minimal right add(T )-approximation;
• T ⊕ Y is basic rigid;
• Y is indecomposable and X 6∼= Y .
Proof. Let f : X → T ′ be a minimal left add(T )-approximation of X. Since X ∈ Sub(T ),
it follows that f is a monomorphism. Now copy the proof of [GLS5, Proposition 5.6]. 
In the situation of the above proposition, we call {X,Y } an exchange pair associated to
T , and we write
µX(T ⊕X) = T ⊕ Y.
We say that T ⊕ Y is the mutation of T ⊕X in direction X. The short exact sequence
0→ X
f
−→ T ′
g
−→ Y → 0
is the exchange sequence starting in X and ending in Y .
Proposition 12.2. Let X and Y be indecomposable rigid Λ-modules with
dim Ext1Λ(Y,X) = 1,
and let
0→ X
f
−→ E
g
−→ Y → 0
be a non-split short exact sequence. Then the following hold:
(i) E ⊕X and E ⊕ Y are rigid and X,Y /∈ add(E).
(ii) If we assume additionally that T ⊕ X and T ⊕ Y are basic C-maximal rigid Λ-
modules for some selfinjective torsion class C of nil(Λ), then f is a minimal left
add(T )-approximation and g is a minimal right add(T )-approximation.
Proof. If X and Y are in some selfinjective torsion class C, then E ∈ C, since C is closed
under extensions. Now copy the proof of [GLS5, Proposition 5.7]. 
Corollary 12.3. Let C be a selfinjective torsion class of nil(Λ). Let {X,Y } be an exchange
pair associated to some basic rigid Λ-module T such that T ⊕X and T ⊕Y are C-maximal
rigid, and assume dim Ext1Λ(Y,X) = 1. Then
µY (µX(T ⊕X)) = T ⊕X.
Proof. Copy the proof of [GLS5, Corollary 5.8]. 
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13. Endomorphism algebras of C-maximal rigid modules
In this section, let C be a selfinjective torsion class of nil(Λ). We denote by IC its
C-projective generator-cogenerator. We work mainly with basic rigid Λ-modules in C.
However, all our results on their endomorphism algebras are Morita invariant, thus they
hold for endomorphism algebras of arbitrary rigid Λ-modules in C.
Let A be a K-algebra, and let M =Mn11 ⊕· · ·⊕M
nt
t be a finite-dimensional A-module,
where theMi are pairwise non-isomorphic indecomposable modules and ni ≥ 1. As before
let Si = SMi be the simple EndA(M)-module corresponding to Mi. Then HomA(Mi,M)
is the indecomposable projective EndA(M)-module with top Si. The basic facts on the
quiver ΓM of the endomorphism algebra EndA(M) are collected in [GLS5, Section 3.2].
Theorem 13.1 ([Ig]). Let A be a finite-dimensional K-algebra. If gl.dim(A) < ∞, then
the quiver of A has no loops.
Proposition 13.2 ([GLS5, Proposition 3.11]). Let A be a finite-dimensional K-algebra.
If gl.dim(A) < ∞ and if the quiver of A has a 2-cycle, then Ext2A(S, S) 6= 0 for some
simple A-module S.
Lemma 13.3 ([GLS5, Lemma 6.1]). Let {X,Y } be an exchange pair associated to a basic
rigid Λ-module T . Then the following are equivalent:
• The quiver of EndΛ(T ⊕X) has no loop at X;
• Every non-isomorphism X → X factors through add(T );
• dim Ext1Λ(Y,X) = 1.
Lemma 13.4. Let T be a basic C-maximal rigid Λ-module. If the quiver of EndΛ(T ) has
no loops, then every indecomposable C-projective module has a simple socle.
Proof. Let P be an indecomposable C-projective module. Let h : P → T ′ be a minimal left
add(T/P )-approximation, and set X := P/Ker(h). Since P is C-projective, Ker(h) 6= 0.
Let U be a non-zero submodule of P , and set X ′ := P/U . Since C is closed under factor
modules, we get X ′ ∈ C. By p : P → X ′ we denote the canonical projection morphism.
We know that T is a cogenerator of C. Thus there exists a monomorphism
φ =
 φ1...
φm
θ
 : X ′ → Pm ⊕ T ′′
with T ′′ ∈ add(T/P ). Since U 6= 0, none of the homomorphisms φi : X
′ → P is invertible.
In particular, none of the φi is an epimorphism. The image of
φ ◦ p =
 φ1◦p...
φm◦p
θ◦p
 : P → Pm ⊕ T ′′
is isomorphic to X ′, and φi ◦ p : P → P is not invertible for all i. Since the quiver of
EndΛ(T ) has no loops, there exist homomorphisms φ
′
i : P → T
′
i and φ
′′
i : T
′
i → P with
T ′i ∈ add(T/P ) such that
φi ◦ p = φ
′′
i ◦ φ
′
i
for all i. Set
φ′ =
 φ
′
1
...
φ′m
θ◦p
 : P → ( m⊕
i=1
T ′i
)
⊕ T ′′.
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It follows that φ ◦ p = φ′′ ◦ φ′ where
φ′′ =
 φ
′′
1
. . .
φ′′m
1T ′′
 .
Thus the image of φ′ has at least the dimension of X ′, and we have
Ker(φ′) ⊆ Ker(φ ◦ p) = Ker(p) = U.
Now h is a left add(T/P )-approximation, thus φ′ factors through h. Therefore dimX ′ ≤
dim Im(h) = dimX. It follows that Ker(h) must be simple.
Next, assume that U1 and U2 are simple submodules of P with U1 6= U2. Thus there
exists a monomorphism P → P/U1 ⊕ P/U2. From the above considerations we know
that P/U1 and P/U2 are both in Sub(T/P ). This implies that P is in Sub(T/P ), a
contradiction. We conclude that P has a simple socle. 
Proposition 13.5. Let T be a basic C-maximal rigid Λ-module. If the quiver of EndΛ(T )
has no loops, then
gl.dim(EndΛ(T )) = 3.
Proof. Set B = EndΛ(T ). By assumption, the quiver of B has no loops. It follows that
Ext1B(S, S) = 0 for all simple B-modules S. Let T = T1⊕· · ·⊕Tr with Ti indecomposable
for all i. As before, denote the simple B-module corresponding to Ti by STi .
Assume that X = Ti is not C-projective. Let {X,Y } be the exchange pair associated
to T/X. Note that IC ∈ add(T/X). This implies X ∈ Fac(T/X) and X ∈ Sub(T/X).
By Lemma 13.3 we have dim Ext1Λ(Y,X) = 1. Let
0→ X → T ′ → Y → 0
and
0→ Y → T ′′ → X → 0
be the corresponding non-split short exact sequences. As in the proof of [GLS5, Proposi-
tion 6.2] we obtain a minimal projective resolution
0→ HomΛ(X,T )→ HomΛ(T
′′, T )→ HomΛ(T
′, T )→ HomΛ(X,T )→ SX → 0.
In particular, proj.dimB(SX) = 3.
Next, assume that P = Ti is C-projective. By Lemma 13.4 we know that P has a simple
socle, say S. As in [GLS5, Proposition 9.4] one shows that X := P/S is rigid. Note also
that X ∈ C. Let f : X → T ′ be a minimal left add(T/P )-approximation. It is easy to
show that f is injective. We get a short exact sequence
0→ X
f
−→ T ′ → Y → 0.
It follows that Y ∈ add(T ). The projection pi : P → X yields an exact sequence
P
h
−→ T ′ → Y → 0
where h = fpi. One can easily check that h is a minimal left add(T/P )-approximation.
Applying HomΛ(−, T ) to this sequence gives a projective resolution
0→ HomΛ(Y, T )→ HomΛ(T
′, T )
HomΛ(h,T )
−−−−−−−→ HomΛ(P, T )→ SP → 0.
This implies proj.dim(SP ) ≤ 2. For details we refer to the proof of [GLS5, Proposition
6.2]. This finishes the proof. 
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Recall the definition of a cluster torsion class of nil(Λ) (see Section 5.4). The statements
in the following theorem are presented in the order in which we prove them.
Theorem 13.6. Let C be a cluster torsion class of nil(Λ). Let T be a basic C-maximal
rigid Λ-module, and set B = EndΛ(T ). Then the following hold:
(1) The quiver of B has no loops;
(2) gl.dim(B) = 3;
(3) For all simple B-modules S we have Ext1B(S, S) = 0 and Ext
2
B(S, S) = 0;
(4) The quiver of B has no 2-cycles.
Proof. By Theorem 10.2 we know that EndΛ(TC) and EndΛ(T ) are derived equivalent,
since every C-complete rigid module is obviously C-maximal rigid. Since the quiver of
EndΛ(TC) has no loops, Proposition 13.5 implies that gl.dim(EndΛ(TC)) = 3 < ∞. This
implies gl.dim(EndΛ(T )) < ∞. Thus by Theorem 13.1 the quiver of EndΛ(T ) has no
loops. Then again Proposition 13.5 yields gl.dim(EndΛ(T )) = 3. This proves (1) and (2).
Since the quiver of B has no loops, we have Ext1B(S, S) = 0 for all simple B-modules
S. Let X be a direct summand of T such that X is not C-projective. In the proof of
Proposition 13.5, we constructed a projective resolution
0→ HomΛ(X,T )→ HomΛ(T
′′, T )→ HomΛ(T
′, T )→ HomΛ(X,T )→ SX → 0,
and we also know that X /∈ add(T ′′). Thus applying HomB(−, SX) to this resolution yields
Ext2B(SX , SX) = 0. Next, assume P is an indecomposable C-projective direct summand
of T . As in the proof of Proposition 13.5 we have a projective resolution
0→ HomΛ(Y, T )→ HomΛ(T
′, T )
HomΛ(h,T )
−−−−−−−→ HomΛ(P, T )→ SP → 0
where P /∈ add(T ′). Since the module T ′ projects onto Y , we conclude that P /∈ add(Y ).
Applying HomB(−, SP ) to the above resolution of SP yields Ext
2
B(SP , SP ) = 0. This
finishes the proof of (3).
We proved that for all simple B-modules S we have Ext2B(S, S) = 0. We also know that
gl.dim(B) = 3 < ∞. Then it follows from Proposition 13.2 that the quiver of B cannot
have 2-cycles. Thus (4) holds. This finishes the proof. 
Corollary 13.7. Let C be a cluster torsion class of nil(Λ). Let T be a basic C-maximal
rigid Λ-module, and let X be an indecomposable direct summand of T which is not C-
projective. Let
0→ X → T ′ → Y → 0
be the corresponding exchange sequence starting in X. Then the following hold:
• We have dim Ext1Λ(Y,X) = dim Ext
1
Λ(X,Y ) = 1, and the exchange sequence end-
ing in X is of the form
0→ Y → T ′′ → X → 0
for some T ′′ ∈ add(T/X);
• The simple EndΛ(T )-module SX has a minimal projective resolution of the form
0→ HomΛ(X,T )→ HomΛ(T
′′, T )→ HomΛ(T
′, T )→ HomΛ(X,T )→ SX → 0;
• We have add(T ′) ∩ add(T ′′) = 0.
Proof. Copy the proof of [GLS5, Corollary 6.5]. 
Theorem 13.8. Let M be a terminal KQ-module. For a Λ-module T in CM the following
are equivalent:
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(i) T is CM -maximal rigid;
(ii) T is CM -complete rigid;
(iii) T is CM -maximal 1-orthogonal.
Proof. Since CM is a selfinjective torsion class of nil(Λ), we know from Corollary 10.7
that (i) and (ii) are equivalent. Every CM -maximal 1-orthogonal module is obviously CM -
maximal rigid. Vice versa, assume that T is CM -maximal rigid. We know that there exists
some CM -complete rigid module TM such that the quiver of EndΛ(TM ) has no loops. By
Theorem 13.6 we get that gl.dim(EndΛ(T )) = 3. Thus we can use Theorem 10.1 and get
that T is CM -maximal 1-orthogonal. 
We conjecture that Theorem 13.8 can be generalized to the case where C is a cluster
torsion class of nil(Λ). Note however that in this article (and also in [GLS5]) we do not
make any use of the fact that every CM -maximal rigid module is CM -maximal 1-orthogonal.
Proposition 13.9. Let C be a cluster torsion class of nil(Λ). Let T be a basic C-maximal
rigid Λ-module, and let X be an indecomposable direct summand of T which is not C-
projective. Set B = EndΛ(T ). Then for any simple B-module S we have
dim Ext3−iB (SX , S) = dim Ext
i
B(S, SX)
where 0 ≤ i ≤ 3.
Proof. Copy the proof of [GLS5, Proposition 6.6]. 
14. From mutation of modules to mutation of matrices
In this section, let C be a cluster torsion class of nil(Λ).
Let T = T1 ⊕ · · · ⊕ Tr be a basic C-maximal rigid Λ-module with Ti indecomposable
for all i. Without loss of generality we assume that Tr−n+1, . . . , Tr are C-projective. For
1 ≤ i ≤ r let Si = STi be the simple EndΛ(T )-module corresponding to Ti. The matrix
CT = (cij)1≤i,j≤r
where
cij = dim HomEndΛ(T )(HomΛ(Ti, T ),HomΛ(Tj , T )) = dim HomΛ(Tj , Ti)
is the Cartan matrix of the algebra EndΛ(T ).
By Theorem 13.6 we know that gl.dim(EndΛ(T )) = 3. As in [GLS5, Section 7] this
implies that
(10) RT = (rij)1≤i,j≤r = C
−t
T
is the matrix of the Ringel form of EndΛ(T ), where
rij = 〈Si, Sj〉 =
3∑
i=0
(−1)i dim ExtiEndΛ(T )(Si, Sj).
Lemma 14.1. Assume that i ≤ r − n or j ≤ r − n. Then the following hold:
• rij = dim Ext
1
EndΛ(T )
(Sj , Si)− dim Ext
1
EndΛ(T )
(Si, Sj);
• rij = −rji;
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• rij =

number of arrows j → i in ΓT if rij > 0,
−(number of arrows i→ j in ΓT ) if rij < 0,
0 otherwise.
Proof. Copy the proof of [GLS5, Lemma 7.3]. 
Recall that B(T ) = B(ΓT ) = (tij)1≤i,j≤r is the r × r-matrix defined by
tij = (number of arrows j → i in ΓT )− (number of arrows i→ j in ΓT ).
Let B(T )◦ = (tij) and R
◦
T = (rij) be the r × (r − n)-matrices obtained from B(T ) and
RT , respectively, by deleting the last n columns. As a consequence of Lemma 14.1 we get
the following:
Corollary 14.2. R◦T = B(T )
◦.
The dimension vector of the indecomposable projective EndΛ(T )-module HomΛ(Ti, T )
is the ith column of the matrix CT .
For 1 ≤ k ≤ r − n let
(11) 0→ Tk → T
′ → T ∗k → 0
and
(12) 0→ T ∗k → T
′′ → Tk → 0
be exchange sequences associated to the direct summand Tk of T . Keeping in mind the
remarks in [GLS5, Section 3.2], it follows from Lemma 14.1 that
T ′ =
⊕
rik>0
T riki and T
′′ =
⊕
rik<0
T−riki .
Set
T ∗ = µTk(T ) = T
∗
k ⊕ T/Tk.
For an m×m-matrix B and some k ∈ [1,m] we define an m×m-matrix S = S(B, k) =
(sij) by
sij =
−δij +
|bij| − bij
2
if i = k,
δij otherwise.
By St we denote the transpose of the matrix S = S(B, k).
Now let S = S(RT , k). The proofs of the following proposition and its corollaries are
identical to the ones in [GLS5].
Proposition 14.3. With the above notation we have
CT ∗ = SCTS
t.
Corollary 14.4. RT ∗ = S
tRTS.
Corollary 14.5. R◦T ∗ = µk(R
◦
T ).
Now we combine Corollary 14.2 and Corollary 14.5 and obtain the following theorem:
Theorem 14.6. B(µTk(T ))
◦ = µk(B(T )
◦).
In particular, applying Theorem 14.6 to the cluster torsion class CM we have proved
Theorem 3.1.
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15. Mutations of clusters via dimension vectors
Let C be a cluster torsion class of nil(Λ) of rank r. Let TC be a fixed basic C-maximal rigid
module and set B = EndΛ(TC). In this section we prove that every indecomposable rigid
module X in C is determined by the dimension vector dX of the B-module HomΛ(X,TC).
If {X,Y } is an exchange pair associated to U = U1 ⊕ · · · ⊕ Ur−1, we also give an easy
combinatorial rule to calculate dY in terms of dX and the vectors dUi .
15.1. Dimension vectors of rigid modules. Let A be a finite-dimensional K-algebra,
and assume that K is algebraically closed. For d ≥ 1 let Ad be the free A-module of rank
d. Let U be an A-module which is isomorphic to a submodule of Ad, and set
e = dim(Ad)− dim(U).
By mod(A, e) we denote the affine variety of A-modules with dimension vector e.
The Richmond stratum S(U,Ad) is the subset of mod(A, e) consisting of the modules
M such that there exists a short exact sequence
0→ U → Ad →M → 0.
Theorem 15.1 ([R, Theorem 1]). The Richmond stratum S(U,Ad) is a smooth, irre-
ducible, locally closed subset of mod(A, e), and
dimS(U,Ad) = dim HomA(U,A
d)− dim EndA(U).
Corollary 15.2. Assume that gl.dim(A) <∞. Let M and N be A-modules such that the
following hold:
• dim(M) = dim(N);
• M and N are rigid;
• proj.dim(M) ≤ 1 and proj.dim(N) ≤ 1;
Then M ∼= N .
Proof. Let d = (d1, . . . , dn) be the dimension vector of the modules M and N , and set
d = d1 + · · · + dn. So there are epimorphisms f : A
d → M and g : Ad → N . Since the
projective dimensions of M and N are at most one, we get two short exact sequences
0→ P ′ → Ad →M → 0 and 0→ P ′′ → Ad → N → 0
with P ′ and P ′′ projective modules which have the same dimension vector.
Since gl.dim(A) <∞, the Cartan matrix of A is invertible. Thus the dimension vectors
of the indecomposable projective A-modules are linearly independent. These two facts
yield that P ′ and P ′′ are isomorphic. SinceM and N are rigid, the orbits OM and ON are
dense in the Richmond stratum S(P ′, Ad), thus OM = ON and therefore M ∼= N . Here
we use the fact that Richmond strata are irreducible. 
Corollary 15.2 is in some sense optimal as the following two examples show. Let Q be
the quiver with two vertices 1 and 2, and two arrows a : 1→ 2 and b : 2→ 1.
Let A1 = KQ/I1 where the ideal I1 of the path algebra KQ is generated by the path
ba. Let M = 12 and N =
2
1 . Obviously, dim(M) = dim(N) = (1, 1) and M 6
∼= N . The
following hold:
• M and N are rigid;
• proj.dim(M) = 1 and proj.dim(N) = 2;
• gl.dim(A) = 2.
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Next, let A2 = KQ/I2 where the ideal I2 of the path algebra KQ is generated by the
paths ab and ba. Define the modules M and N as above. Then the following hold:
• M and N are rigid;
• proj.dim(M) = proj.dim(N) = 0;
• gl.dim(A) =∞.
Corollary 15.3. Let X and Y be indecomposable rigid modules in C. If dX = dY then
X ∼= Y .
Proof. Let M = HomΛ(X,TC) and N = HomΛ(Y, TC). Since M and N are direct sum-
mands of tilting modules over B they are rigid, and by Corollary 9.9 they have projec-
tive dimension at most one. Hence by Corollary 15.2 we have M ∼= N . Now applying
Lemma 9.11 and Corollary 9.5 we get that X ∼= Y . 
15.2. Mutations via dimension vectors. We now explain how to calculate mutations
of clusters via dimension vectors. We start with some notation: For d = (d1, . . . , dr) and
e = (e1, . . . , er) in Z
r define
max{d, e} := (f1, . . . , fr)
where fi = max{di, ei} for 1 ≤ i ≤ r. Set Max{d, e} := d if di ≥ ei for all i. In this case,
we write d ≥ e. Of course, Max{d, e} = d implies max{d, e} = d. By |d| we denote the
sum of the entries of d.
Let Γ∗ be a quiver as constructed in Section 3.5. We assume that Γ∗ has r vertices.
Now replace each vertex i of Γ∗ by some di ∈ Z
r. Thus we obtain a new quiver (Γ∗)′
whose vertices are elements in Zr.
For k 6= (i, 0) define the mutation µdk((Γ
∗)′) of (Γ∗)′ at the vertex dk in two steps:
(1) Replace the vertex dk of (Γ
∗)′ by
d∗k := −dk +max
 ∑
dk→di
di,
∑
dj→dk
dj

where the sums are taken over all arrows in (Γ∗)′ which start, respectively end in
the vertex dk;
(2) Change the arrows of (Γ∗)′ following Fomin and Zelevinsky’s quiver mutation rule
for the vertex dk.
Thus starting with (Γ∗, (di)i) we can use iterated mutation and obtain quivers whose
vertices are elements in Zr. It is an important and interesting question, if these quivers
parametrize the seeds or clusters of the cluster algebra A(B(Γ∗)◦) associated to Γ∗, and
if the elements in Zr appearing as vertices are in bijection with the cluster variables of
A(B(Γ∗)◦).
For example, if for each i we choose di = −ei, where ei is the ith canonical basis
vector of Zr, then the resulting vertices (i.e. elements in Zr) are the denominator vectors
of the cluster variables of A(B(Γ∗)◦), compare [FZ5, Section 7, Equation (7.7)]. (The
variables attached to the vertices (i, 0) serve as (non-invertible) coefficients. To obtain
the denominator vectors as defined in [FZ5] one has to ignore the entries corresponding
to these n coefficients.) It is an open problem, if these denominator vectors actually
parametrize the cluster variables of A(B(Γ∗)◦).
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We will show that for an appropriate choice of the initial vectors di, the quivers obtained
by iterated mutation of (Γ∗)′ are in bijection with the seeds and clusters of A(B(Γ∗)◦).
All resulting vertices (including the di) will be elements in N
r, and we will show that for
our particular choice of initial vectors, we can use “Max” instead of “max” in the formula
above. (This holds for all iterated mutations.)
Proposition 15.4. Let T and R be C-maximal rigid Λ-modules, and assume that R is
basic. Let
η′ : 0→ Rk
f ′
−→ R′
g′
−→ R∗k → 0 and η
′′ : 0→ R∗k
f ′′
−→ R′′
g′′
−→ Rk → 0
be the two exchange sequences associated to an indecomposable direct summand Rk of R
which is not C-projective. Then dim HomΛ(R
′, T ) 6= dim HomΛ(R
′′, T ), and we have
dim(HomΛ(Rk, T ))+dim(HomΛ(R
∗
k, T )) = max{dim(HomΛ(R
′, T )),dim(HomΛ(R
′′, T ))}.
Furthermore, the following are equivalent:
(i) η′ is F T -exact;
(ii) dim HomΛ(R
′, T ) > dim HomΛ(R
′′, T );
(iii) dim(HomΛ(R
′, T )) ≥ dim(HomΛ(R
′′, T )).
Proof. Set B = EndΛ(T ). By [H3, Lemma 2.2] we may assume without loss of generality
that Ext1B(HomΛ(R
∗
k, T ),HomΛ(Rk, T )) = 0. By Proposition 9.2,
1 = dim Ext1Λ(R
∗
k, Rk) ≥ dim Ext
1
FT (R
∗
k, Rk)
= dim Ext1B(HomΛ(Rk, T ),HomΛ(R
∗
k, T )) > 0.
This implies Ext1Λ(R
∗
k, Rk) = Ext
1
FT (R
∗
k, Rk). Thus η
′ is F T -exact, and
η : 0→ HomΛ(R
∗
k, T )
HomΛ(g
′,T )
−−−−−−−→ HomΛ(R
′, T )
HomΛ(f
′,T )
−−−−−−−→ HomΛ(Rk, T )→ 0
is a (non-split) short exact sequence. If we apply HomΛ(−, T ) to η
′′, we obtain an exact
sequence
0→ HomΛ(Rk, T )
HomΛ(g
′′,T )
−−−−−−−−→ HomΛ(R
′′, T )
HomΛ(f
′′,T )
−−−−−−−−→ HomΛ(R
∗
k, T ).
Now HomΛ(f
′′, T ) cannot be an epimorphism, since that would yield a non-split ex-
tension and we know that Ext1B(HomΛ(R
∗
k, T ),HomΛ(Rk, T )) = 0. Thus for dimension
reasons we get dim HomΛ(R
′, T ) > dim HomΛ(R
′′, T ). Using the functors HomB(P,−)
where P runs through the indecomposable projective B-modules, it also follows that
dim(HomΛ(R
′, T )) > dim(HomΛ(R
′′, T )). Finally, the formula for dimension vectors fol-
lows from the exactness of η. 
Proposition 15.4 yields an easy combinatorial rule for the mutation of C-maximal rigid
modules. Let T = T1 ⊕ · · · ⊕ Tr be a C-maximal rigid Λ-module. We assume that
Tr−n+1, . . . , Tr are C-projective. For 1 ≤ i ≤ r let di := dim(HomΛ(Ti, TC)).
As before, let ΓT be the quiver of EndΛ(T ). The vertices of ΓT are labelled by the
modules Ti. For each i we replace the vertex labelled by Ti by the dimension vector di.
The resulting quiver is denoted by Γ′T .
For k ∈ [1, r − n] let
0→ Tk → T
′ → T ∗k → 0 and 0→ T
∗
k → T
′′ → Tk → 0
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be the two resulting exchange sequences. We can now easily compute the dimension vector
of the EndΛ(TC)-module HomΛ(T
∗
k , TC), namely Proposition 15.4 yields that
d∗k := dim(HomΛ(T
∗
k , TC)) =
{
−dk +
∑
dk→di
di if
∑
dk→di
|di| >
∑
dj→dk
|dj |,
−dk +
∑
dj→dk
dj otherwise,
where the sums are taken over all arrows in Γ′T which start, respectively end in the vertex
dk. More precisely, we have
(13) d∗k = −dk +max
 ∑
dk→di
di,
∑
dj→dk
dj

and we know that
(14) max
 ∑
dk→di
di,
∑
dj→dk
dj
 = Max
 ∑
dk→di
di,
∑
dj→dk
dj
 .
15.3. Example. Let M be a terminal KQ-module such that ΓM is the quiver
(1, 2)
##G
GG
GGG
G
##G
GG
GG
GG
(1, 1)
##G
GG
GGG
G
##G
GG
GG
GG
(1, 0)
(2, 1)
;;wwwwwww
;;wwwwwww
##G
GG
GG
GG
(2, 0)
;;wwwwwww
;;wwwwwww
(3, 1)
;;wwwwwww
(3, 0)
;;wwwwwww
which appeared already in Section 3.5. Let TM = T1 ⊕ · · · ⊕ T7. As always we as-
sume without loss of generality that T5, T6, T7 are CM -projective. The following picture
shows the quiver Γ′TM . Its vertices are the dimension vectors of the EndΛ(TM )-modules
HomΛ(Ti, TM ). These dimension vectors can be constructed easily by standard calcu-
lations inside the mesh category of NQop, see also Section 7.3. The dimension vectors
associated to the indecomposable CM -projectives are labelled in red colour.
1 3 9
2 6
0 2
$$JJ
JJJ
$$JJ
JJJ
1 4 12
2 8
0 2
%%JJ
JJJ
%%JJ
JJJ
oo 1 4 132 8
0 2
oo
0 2 6
1 4
0 1
99ttttt
99ttttt
%%JJ
JJJ
0 2 8
1 5
0 1
oo
99ttttt
99ttttt
0 2 4
1 3
1 0
::ttttt
0 2 6
1 4
1 1
oo
99ttttt
Compare this also to the example in Section 7.4.
Now let us mutate the Λ-module Tk where
dim(HomΛ(Tk, TM )) =
1 4 12
2 8
0 2
.
We have to look at all arrows starting and ending in the corresponding vertex of Γ′TM , and
add up the entries of the attached dimension vectors, as explained in the previous section.
Since ∣∣∣ 1 4 132 8
0 2
∣∣∣+ 2 · ∣∣∣ 0 2 61 4
0 1
∣∣∣ = 58 > 57 = ∣∣∣ 1 3 92 6
0 2
∣∣∣+ 2 · ∣∣∣ 0 2 81 5
0 1
∣∣∣ ,
we get
dim(HomΛ(T
∗
k , TM )) =
1 4 13
2 8
0 2
+ 2 ·
0 2 6
1 4
0 1
−
1 4 12
2 8
0 2
=
0 4 13
2 8
0 2
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and the quiver Γ′µTk (TM )
looks as follows:
1 3 9
2 6
0 2
// 0 4 132 8
0 2
yyttt
ttyyttt
tt
// 1 4 132 8
0 2
ww
0 2 6
1 4
0 1
%%JJ
JJJ
//
////
0 2 8
1 5
0 1
?
ttt
eeJJJJJ
eeJJJJJ
0 2 4
1 3
1 0
::ttttt
0 2 6
1 4
1 1
oo
?
ttt
Note that we cannot control how the arrows between vertices corresponding to the three
indecomposable CM -projectives behave under mutation. But this does not matter, because
these arrows are not needed for the mutation of seeds and clusters. In the picture, we
indicate the missing information by lines of the form ___ . This process can be iterated,
and our theory says that each of the resulting dimension vectors determines uniquely a
cluster variable.
15.4. Characterization of Q-split exact sequences. In this section, let M = M1 ⊕
· · · ⊕Mr be a terminal KQ-module. We need the following result.
Lemma 15.5. Let N1, N2 ∈ add(M). If dim HomKQ(N1,Mi) = dim HomKQ(N2,Mi)
for all 1 ≤ i ≤ r, then N1 ∼= N2.
Proof. For i = 1, 2 we have HomKQ(Ni, N) = 0 for all indecomposable KQ-modules N
with N 6∈ add(M). It is a well known result by Auslander that for any finite-dimensional
algebra A the numbers dim HomA(X,Z), where Z runs through all finite-dimensional
indecomposable A-modules, determine a finite-dimensional A-module X uniquely up to
isomorphism. Applying this to X = Ni yields the result. 
As before let piQ : mod(Λ) → mod(KQ) be the restriction functor, which is obviously
exact. Let
TM =
n⊕
i=1
ti⊕
a=0
Ti,a
be the CM -complete rigid module we constructed before. Set B := EndΛ(TM ).
We know that the contravariant functor HomΛ(−, TM ) yields an embedding
CM → mod(B).
If X ∈ CM , then the entries of the dimension vector dimB(HomΛ(X,TM )) are
dim HomB(HomΛ(Ti,a, TM ),HomΛ(X,TM )) = dim HomKQ(piQ(X), τ
a(Ii))
where 1 ≤ i ≤ n and 0 ≤ a ≤ ti, compare Section 7.3. This together with Lemma 15.5
yields the following result:
Lemma 15.6. For Λ-modules X,Y ∈ CM the following are equivalent:
• piQ(X) ∼= piQ(Y );
• dimB(HomΛ(X,TM )) = dimB(HomΛ(Y, TM )).
A short exact sequence η : 0 → X → Y → Z → 0 of Λ-modules is called Q-split if the
short exact sequence 0→ piQ(X)→ piQ(Y )→ piQ(Z)→ 0 splits.
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Proposition 15.7. For a short exact sequence η : 0→ X → Y → Z → 0 of Λ-modules in
CM the following are equivalent:
• η is F TM -exact;
• η is Q-split.
Proof. Clearly, η is F TM -exact if and only if
dimB(HomΛ(X,TM )) + dimB(HomΛ(Z, TM )) = dimB(HomΛ(Y, TM )).
By Lemma 15.6 this is equivalent to piQ(X)⊕piQ(Z) ∼= piQ(Y ). This is the case if and only
if η is Q-split. 
Proposition 15.7 singles out a distinguished class of short exact sequences of modules
over preprojective algebras. We believe that these sequences are important and deserve
much attention.
For each indecomposable direct summand (Ii,[a,ti], ei,[a,ti]) of TM we know its projection
to mod(KQ), namely
piQ(Ii,[a,ti], ei,[a,ti]) = Ii,[a,ti] =
ti⊕
j=a
τ j(Ii).
Using the mesh category of IQ we can compute dimB(HomΛ((Ii,[a,ti], ei,[a,ti]), TM )). Thus,
combining Propositions 15.4 and 15.7 we can inductively determine theKQ-module piQ(R)
for each cluster monomial δR in R(CM , TM ).
15.5. Example. Let Λ be of Dynkin type A3. Then the short exact sequences
η′ : 0→ 1 32 →
2
1 3
2
→ 2 → 0 and η′′ : 0→ 2 → 1 2 ⊕
3
2 →
1 3
2 → 0
are exchange sequences in mod(Λ). There are four Dynkin quivers of type A3. In each
case, we determine if η′ or η′′ is Q-split:
Q η′ η′′
1←− 2←− 3 - Q-split
1 −→ 2 −→ 3 - Q-split
1←− 2 −→ 3 - Q-split
1 −→ 2←− 3 Q-split -
16. The algebra EndΛ(TM) is quasi-hereditary
16.1. The partial ordering of tilting modules. Let TA (resp. T
cl
A ) be a set of repre-
sentatives of isomorphism classes of all basic tilting modules (resp. basic classical tilting
modules) over A.
For a tilting module T ∈ TA let
T⊥ :=
{
Y ∈ mod(A) | ExtiA(T, Y ) = 0 for all i ≥ 1
}
,
⊥T :=
{
X ∈ mod(A) | ExtiA(X,T ) = 0 for all i ≥ 1
}
.
From now on we use ⊥ only in this sense, so there is no danger of confusing it with the
notation in Section 5.1.
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For R,T ∈ TA define R ≤ T if R
⊥ ⊆ T⊥. Thus (TA,≤) and also (T
cl
A ,≤) become
partially ordered sets. It follows that there is a unique maximal element, namely we have
T ≤ AA for all T ∈ TA. Minimal elements need not exist in general.
Riedtmann and Schofield [RS] define a quiver KA as follows: The vertices of KA are the
elements in TA, and there is an arrow T → R if and only if the following hold:
(i) T = N ⊕X and R = N ⊕ Y with X and Y indecomposable and X 6∼= Y ;
(ii) There exists a short exact sequence
0→ X → N ′ → Y → 0
with N ′ ∈ add(N).
In this case, we have Ext1A(X,Y ) = 0. Here are some known facts:
(a) If T and R are basic tilting modules satisfying (i), then there is an arrow T → R
or R→ T in KA;
(b) The quiver KA is the Hasse quiver of the partially order set (TA,≤), see [HU2];
(c) If there is an arrow T → R in KA, then R ≤ T and proj.dim(R) ≥ proj.dim(T );
(d) If R ∈ T⊥, then R ≤ T , see [HU1, Lemma 2.1, (a)] and [HU2, Proof of Theorem
2.1].
16.2. Quasi-hereditary algebras. Let A be a finite-dimensional algebra. By P1, . . . , Pr
and Q1, . . . , Qr and S1, . . . , Sr we denote the indecomposable projective, indecomposable
injective and simple A-modules, respectively, where Si = top(Pi) = soc(Qi).
For a class U of A-modules let F(U) be the class of all A-modules X which have a
filtration
X = X0 ⊇ X1 ⊇ · · · ⊇ Xt = 0
of submodules such that all factors Xj−1/Xj belong to U for all 1 ≤ j ≤ t. Such a filtration
is called a U -filtration of X. We call these modules the U -filtered modules.
Let ∆i be the largest factor module of Pi in F(S1, . . . , Si), and set
∆ = {∆1, . . . ,∆r}.
The modules ∆i are called standard modules. The algebra A is called quasi-hereditary
if EndA(∆i) ∼= K for all i, and if AA belongs to F(∆). Quasi-hereditary algebras first
occured in Cline, Parshall and Scott’s [CPS] study of highest weight categories.
Note that the definition of a quasi-hereditary algebra depends on the chosen ordering
of the simple modules. If we reorder them, it could happen that our algebra is no longer
quasi-hereditary.
Now assume A is a quasi-hereditary algebra, and let F(∆) be the subcategory of ∆-
filtered A-modules. For X ∈ F(∆) let [X : ∆i] be the number of times that ∆i occurs as
a factor in a ∆-filtration of X. Then
dim∆(X) = ([X : ∆1], . . . , [X : ∆r]) ∈ N
r
is the ∆-dimension vector of X.
Let ∇i be the largest submodule of Qi in F(S1, . . . , Si), and let
∇ = {∇1, . . . ,∇n}.
The modules ∇i are called costandard modules.
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Let A be a quasi-hereditary algebra. The following results (and the missing definitions)
can be found in [Ri3, Ri4]:
(i) There is a unique (up to isomorphism) basic tilting module T∆∩∇ over A such that
add(T∆∩∇) = F(∆) ∩ F(∇).
(ii) We have F(∆) = ⊥(T∆∩∇) and F(∇) = (T∆∩∇)⊥.
(iii) F(∆) is closed under extensions and under direct summands.
(iv) F(∆) is a resolving and functorially finite subcategory of mod(A).
(v) F(∆) has Auslander-Reiten sequences.
(vi) [Pi : ∆j ] = [∇j : Si] for all 1 ≤ i, j ≤ r, where [∇j : Si] is the Jordan-Ho¨lder
multiplicity of Si in ∇j.
(vii) If X ∈ F(∆), then [X : ∆i] = dim HomA(X,∇i) for all i.
(viii) HomA(∆i,∆j) = 0 for all i > j.
(ix) Ext1A(∆i,∆j) = 0 for all i ≥ j.
(x) The F(∆)-projective modules are the projective A-modules. The F(∇)-injective
modules are the injective A-modules.
(xi) The F(∆)-injective modules are the modules in add(T∆∩∇). The F(∇)-projective
modules are the modules in add(T∆∩∇).
(xii) If Ext1A(X,∇i) = 0 for all i, then X ∈ F(∆). Similarly, if Ext
1
A(∆i, Y ) = 0 for all
i, then Y ∈ F(∇).
The module T∆∩∇ is called the characteristic tilting module of A. In general, T∆∩∇ is not
a classical tilting module. The endomorphism algebra EndA(T
∆∩∇) is called the Ringel
dual of A. It is again a quasi-hereditary algebra in a natural way, see [Ri3].
16.3. ΓM -adapted orderings. Let M = M1 ⊕ · · · ⊕Mr be a terminal KQ-module. An
ordering x(1) < x(2) < · · · < x(r) of the vertices of the quiver ΓM is called ΓM -adapted if
the following hold: If there exists an oriented path from x(j) to x(i) in ΓM we must have
j > i. Such orderings always exist since ΓM is a quiver without oriented cycles.
16.4. The algebra EndΛ(TM ) is quasi-hereditary. As before, let M =M1 ⊕ · · · ⊕Mr
be a terminal KQ-module, and let ti = ti(M) for all 1 ≤ i ≤ r. For brevity set
B := EndΛ(TM ).
Recall that there is an inclusion functor ιQ : mod(KQ)→ mod(Λ) defined by ιQ(X) =
(X, 0). For every Λ-module (X, f) we have ιQ(piQ(X, f)) = (X, 0).
Assume that x(1) < x(2) < · · · < x(r) is a ΓM -adapted ordering of the vertices of ΓM ,
compare Section 22.4. Thus we get a bijection
v : {x(1), . . . , x(r)} → {M1, . . . ,Mr}.
Set M(x(i)) := v(x(i)). It follows that HomKQ(M(x(i)),M(x(j))) = 0 if i < j.
For each x(j) we have
M(x(j)) = τa(Ii)
for some uniquely determined 1 ≤ i ≤ n and 0 ≤ a ≤ ti. Define
Mi,a :=M(x(j)),
Px(j) := Pi,a := HomΛ(Ti,a, TM ),
∆x(j) := ∆i,a := HomΛ((M(x(j)), 0), TM ),
Sx(j) := Si,a := top(Px(j)).
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For the definition of Ti,a we refer to Section 7.1. Recall that Px(j) is an indecomposable
projective B-module, so its top Sx(j) is simple. We get an ordering
Sx(1) < Sx(2) < · · · < Sx(r)
of the simple B-modules.
Set
∆ :=
{
∆x(1), . . . ,∆x(r)
}
.
Lemma 16.1. For each x(j) the following hold:
(i) proj.dim(∆x(j)) ≤ 1;
(ii) top(∆x(j)) ∼= Sx(j);
(iii) EndB(∆x(j)) ∼= K.
Proof. For 1 ≤ i ≤ n and 0 ≤ a ≤ ti we get a Q-split short exact sequence
0→ (τa(Ii), 0)→ Ti,a → Ti,a+1 → 0
of Λ-modules. This follows easily from the construction of Ti,a. Applying HomΛ(−, TM )
yields a short exact sequence
(15) 0→ Pi,a+1 → Pi,a → ∆i,a → 0
of B-modules. Here we set Ti,ti+1 = 0 and Pi,ti+1 = 0. Clearly, the exact sequence
(15) is a projective resolution of ∆i,a. Thus proj.dim(∆i,a) ≤ 1. Furthermore, Pi,a is
an indecomposable projective module and therefore has a simple top. It follows that
top(∆i,a) ∼= Si,a. Finally, we have
EndB(∆x(j)) ∼= EndΛ((M(x(j)), 0)) ∼= EndKQ(M(x(j))) ∼= K.
(TheKQ-moduleM(x(j)) is indecomposable preinjective, and therefore its endomorphism
ring is K.) 
Lemma 16.2. We have BB ∈ F(∆).
Proof. The short exact sequence (15) in the proof of Lemma 16.1 yields a filtration
0 = Pi,ti+1 ⊂ Pi,ti ⊂ · · · ⊂ Pi,a+1 ⊂ Pi,a
such that Pi,k/Pi,k+1 ∼= ∆i,k for all a ≤ k ≤ ti. Since each indecomposable projective
B-module is of the form Pi,a for some i and a, this implies BB ∈ F(∆). 
Lemma 16.3. A simple B-module Sx(i) occurs with multiplicity
[∆x(j) : Sx(i)] = dim HomKQ(M(x(j)),M(x(i)))
in every composition series of ∆x(j).
Proof. Clearly, for each i and a we have
[∆x(j) : Si,a] = dim HomB(HomΛ(Ti,a, TM ),∆x(j)).
Then by the considerations in Section 7.3 we know that Si,a occurs
dim HomKQ(M(x(j)), τ
a(Ii))
times in every composition series of ∆x(j). 
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Let (X, f) ∈ CM , and let
X =M(x(1))mx(1) ⊕ · · · ⊕M(x(r))mx(r)
be a direct sum decomposition of X into indecomposables. We assume that X 6= 0. Let k
be minimal such that mx(k) > 0. It follows that
HomKQ(M(x(k)), τM(x(j))) = 0
for all j with mx(j) > 0. For some direct summand M(x(k)) of X let ι : M(x(k))→ X be
the canonical inclusion map, and let pi : X → X/M(x(k)) be the corresponding projection.
Furthermore, let i : X/M(x(k)) → X be the obvious inclusion.
We obtain a short exact sequence
(16) 0
0

// M(x(k))
0

ι // X
f

pi // X/M(x(k)) //
f ′

0
0

τ(0) // τ(M(x(k)))
τ(ι) // τ(X)
τ(pi) // τ(X/M(x(k))) // τ(0)
of Λ-modules, where f ′ = τ(pi) ◦ f ◦ i. Clearly, the short exact sequence (16) is Q-split. It
follows that it stays exact if we apply HomΛ(−, TM ).
For an algebra A let P≤1(A) be the subcategory of all modules X ∈ mod(A) with
proj.dim(X) ≤ 1.
The main result of this section is the following:
Theorem 16.4. Let M be a terminal KQ-module. The following hold:
(i) The algebra B := EndΛ(TM ) is quasi-hereditary with standard modules
∆ =
{
∆x(1), . . . ,∆x(r)
}
;
(ii) F(∆) = HomΛ(CM , TM );
(iii) T∆∩∇ = HomΛ(T
∨
M , TM );
(iv) F(∆) ⊆ P≤1(B).
Proof. (i): By Lemma 16.3 we know that [∆x(j) : Sx(i)] 6= 0 implies j ≥ i. Furthermore,
we have Si,a+1 > Si,a. Using this and the short exact sequence
0→ Pi,a+1 → Pi,a → ∆i,a → 0
and the fact top(Pi,a+1) ∼= Si,a+1, we get that ∆i,a is the largest factor module of Pi,a in
F({S | S ≤ Si,a}) where S runs through the simple B-modules. By Lemma 16.2 we know
that BB ∈ F(∆). Now Lemma 16.1, (iii) yields that B is quasi-hereditary.
(ii): For X,Z ∈ CM and we have a functorial isomorphism
Ext1
FTM
(Z,X)→ Ext1B(HomΛ(X,TM ),HomΛ(Z, TM )).
Thus the image of the functor
F := HomΛ(−, TM ) : CM → mod(B)
is extension closed. Clearly, for all x(j) the standard module ∆x(j) is in the image of F .
It follows that F(∆) ⊆ Im(F ).
Using the short exact sequence (16) and induction on the number of indecomposable
direct summands of X one shows that
HomΛ((X, f), TM ) ∈ F(∆)
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for all (X, f) ∈ CM . Here one uses that F(∆) is closed under extensions. Thus Im(F ) ⊆
F(∆).
(iii): Let 1 ≤ i ≤ n and 0 ≤ b ≤ ti. Recall that T
∨
i,b = (Ii,[0,b], ei,[0,b]) and
T∨M =
n⊕
i=1
ti⊕
b=0
T∨i,b.
Thus HomΛ(T
∨
i,b, TM ) ∈ F(∆). To prove that HomΛ(T
∨
i,b, TM ) ∈ F(∇) we have to show
that
Ext1B(∆x(j),HomΛ(T
∨
i,b, TM )) = 0
for all x(j), compare Section 16.2, (xii). This is equivalent to showing that
Ext1
FTM
(T∨i,b, (M(x(j)), 0)) = 0
for all x(j). In other words, we have to show that every Q-split short exact sequence
(17) 0→ (M(x(j)), 0)
f
−→ E → T∨i,b → 0
splits. Without loss of generality we can assume that
f =
[
1
0
]
: M(x(j)) →M(x(j)) ⊕ Ii,[0,b].
Let N be the terminal KQ-module defined by tk(N) = b for all 1 ≤ k ≤ n. (If we are
in the Dynkin case, it can happen that τ b(Ij) = 0 for some j. In this case, let tj(N) be
the minimal l such that τ l(Ij) 6= 0.)
Case 1: If M(x(j)) ∈ add(N), then T∨i,b = Ti,0 is CM -projective-injective. Thus the
sequence (17) splits.
Case 2: Assume thatM(x(j)) /∈ add(N). This implies HomKQ(Ii,[0,b], τ(M(x(j)))) = 0.
Since the sequence (17) is Q-split we know that E is isomorphic to (M(x(j)) ⊕ Ii,[0,b], h)
where h is of the form
h =
(
0 h′
h′′ ei,[0,b]
)
: M(x(j)) ⊕ Ii,[0,b] → τ(M(x(j))) ⊕ τ(Ii,[0,b]).
It follows that h′′ = 0, otherwise f would not yield a homomorphism in CM . We also have
h′ = 0, since HomKQ(Ii,[0,b], τ(M(x(j)))) = 0. This implies that the short exact sequence
(17) splits.
So we proved that
HomΛ(T
∨
M , TM ) ∈ F(∆) ∩ F(∇).
Since T∨M has the correct number of isomorphism classes of indecomposable direct sum-
mands, namely r, we know that HomΛ(T
∨
M , TM ) = T
∆∩∇. This finishes the proof of
(iii).
(iv): This follows directly from Lemma 16.1, (i). 
Corollary 16.5. Let M be a terminal KQ-module. Then HomΛ(−, TM ) yields an anti-
equivalence
CM → F(∆).
Proof. Combine Corollary 9.5, Lemma 9.11 and Theorem 16.4, (ii). 
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One can easily construct examples of the form B = EndΛ(TM ) such that F(∆) is a
proper subcategory of P≤1(B), see Example 2 in Section 16.7.
Next, we describe theB-modules∇i,a. By Section 16.2, (vi) and the proof of Lemma 16.2
we know that
[∇i,a : Sj,b] = [Pj,b : ∆i,a] =
{
1 if i = j and b ≤ a ≤ tj ,
0 otherwise.
Thus the B-modules∇i,a are very easy to describe, namely ∇i,a is a serial B-module which
has a unique composition series
0 = Ui,a+1 ⊂ Ui,a ⊂ Ui,a−1 ⊂ · · · ⊂ Ui,1 ⊂ Ui,0 = ∇i,a
such that Ui,k/Ui,k+1 ∼= Si,k for all 0 ≤ k ≤ a. In particular, we have
top(∇i,a) ∼= Si,0.
There is no other indecomposableB-module U with dim(U) = dim(∇i,a), since the support
of ∇i,a is a quiver of type Aa+1.
It follows from the proof of Lemma 16.2 and Section 16.2, (ix) that each ∆-filtration of
the indecomposable projective B-module Pi,a is structured as follows:
∆i,a
∆i,a+1
· · ·
∆i,ti
(We just display the factors of the ∆-filtration of Pi,a.)
Next, let us analyse the structure of the characteristic tilting module
T∆∩∇ =
n⊕
i=1
ti⊕
b=0
HomΛ(T
∨
i,b, TM )
in more detail: It follows easily from the definitions that for all 1 ≤ i ≤ n and 0 ≤ b ≤ ti
there is a Q-split short exact sequence
0→ T∨i,b → Ti,0 → Ti,b+1 → 0
of Λ-modules. Applying HomΛ(−, TM ) yields a short exact sequence
0→ Pi,b+1 → Pi,0 → HomΛ(T
∨
i,b, TM )→ 0
of B-modules. (Again, we set Ti,ti+1 = 0 and Pi,ti+1 = 0.) It follows that each ∆-filtration
of the B-module HomΛ(T
∨
i,b, TM ) has the following structure:
∆i,0
∆i,1
· · ·
∆i,b
Thus, it is enough to know the structure of the F(∆)-projective-injective B-modules Pi,0 =
HomΛ(Ti,0, TM ), in order to describe all indecomposable direct summands of BB and
T∆∩∇.
Next, let QopM be the full subquiver of ΓTM with vertices Ti,[ti,ti] where 1 ≤ i ≤ n. (For
example, if ti = tj for all i and j, then Q
op
M
∼= Qop.) Let M ′ be the terminal KQ
op
M -module
defined by ti(M
′) = ti(M) for all 1 ≤ i ≤ n. Then one can check that
EndΛ(T
∨
M )
op ∼= EndΛ(TM ′).
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Note that EndΛ(T
∨
M )
op is the endomorphism algebra of our characteristic tilting module
T∆∩∇. In other words, EndΛ(T
∨
M )
op is the Ringel dual of EndΛ(TM ). It follows that
EndΛ(T
∨
M )
op (and therefore also EndΛ(T
∨
M )) is again a quasi-hereditary algebra.
We conclude that EndΛ(TM ) belongs to a rather special and interesting class of quasi-
hereditary algebras:
(a) The characteristic tilting module T∆∩∇ has projective dimension one.
(b) Each indecomposable projective EndΛ(TM )-module and each indecomposable di-
rect summand of T∆∩∇ is “∆-serial”, i.e. it has a unique ∆-filtration. In particular,
its ∆-dimension vector has only entries 0 or 1.
(c) All modules in ∇ are serial modules.
Lemma 16.6. The characteristic tilting module T∆∩∇ is the unique minimal element in
the poset (T clB ∩ F(∆),≤).
Proof. Let T ∈ T clB ∩ F(∆) with T ≤ T
∆∩∇. This implies Ext1B(T
∆∩∇, T ) = 0. By
Section 16.2, (ii) we get
T ∈ F(∆) ∩ F(∇) = add(T∆∩∇).
Therefore T = T∆∩∇. This shows that T∆∩∇ is a minimal element in (T clB ∩ F(∆),≤).
To show uniqueness, assume T is a minimal element in (T clB ∩F(∆),≤). Since T ∈ F(∆)
we know again by Section 16.2, (ii) that T∆∩∇ ∈ T⊥. Now Section 16.1, (d) yields that
T∆∩∇ ≤ T . This implies T = T∆∩∇. 
Lemma 16.7. The modules HomΛ(Ti,0, TM ), 1 ≤ i ≤ n are the indecomposable F(∆)-
projective-injectives modules.
Proof. The modules HomΛ(Ti,0, TM ) are the only indecomposable projective B-modules,
which are direct summands of T∆∩∇. Therefore, by Section 16.2, (xi) we know that
HomΛ(Ti,0, TM ) is F(∆)-injective. Furthermore, any F(∆)-projective module is projective
by Section 16.2, (x). This finishes the proof. 
Corollary 16.8. If T is a tilting module in F(∆), then T has a direct summand isomor-
phic to
n⊕
i=1
HomΛ(Ti,0, TM ).
It is straightforward to construct examples where the B-module HomΛ(Ti,0, TM ) is not
injective in mod(B), see Example 2 in Section 16.7.
Conjecture 16.9. The Hasse diagram of (T clB ∩ F(∆),≤) is connected.
Lemma 16.10. For a Λ-module (X, f) ∈ CM the following hold:
(i) [HomΛ((X, f), TM ) : ∆x(j)] = [HomΛ((X, 0), TM ) : ∆x(j)];
(ii) dim∆(HomΛ((X, f), TM )) = dim∆(HomΛ((X, 0), TM ));
(iii) dim(HomΛ((X, f), TM )) = dim(HomΛ((X, 0), TM )).
Proof. Using the short exact sequence (16) one shows by induction on the number of
indecomposable direct summands of X that (i) holds. It follows from the definitions that
(i) and (ii) are equivalent. Modules having the same ∆-dimension vector, also have the
same dimension vectors, i.e. (ii) implies (iii). 
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16.5. Examples of type A3. Every finite-dimensional algebra A with global dimension
at most two is quasi-hereditary, i.e. one can find an ordering of the simple A-modules
such that A becomes quasi-hereditary with respect to that ordering. If T is a CM -maximal
rigid Λ-module, then gl.dim(EndΛ(T )) = 3. It seems to be difficult to determine when
EndΛ(T ) is quasi-hereditary and when not.
Even if Q is a quiver of type A3 there are maximal rigid modules whose endomorphism
algebra is not quasi-hereditary: Let T be the maximal rigid Λ-module
2
3 ⊕
2
1 3 ⊕
2
1 ⊕
1
2
3
⊕
2
1 3
2
⊕
3
2
1
.
The quiver of EndΛ(T ) looks as follows:
2
3

2
1 3
oo // 2
1

1
2
3
// 21 3
2
OO
3
2
1
oo
It is not difficult to show that EndΛ(T ) is not a quasi-hereditary algebra.
As another example (also in the type A3 case), let T be the maximal rigid Λ-module
2
3 ⊕
2
1 3 ⊕ 3 ⊕
1
2
3
⊕
2
1 3
2
⊕
3
2
1
.
The quiver of EndΛ(T ) looks as follows:
2
3

2
1 3
!!C
CC
CC
CC
C
oo 3oo
1
2
3
// 21 3
2
OO
3
2
1
oo
OO
The algebra EndΛ(T ) can be equipped with the structure of a quasi-hereditary algebra.
However, it turns out that for each of these structures, there are standard modules ∆i
with proj.dim(∆i) = 2. Thus the image of the functor HomΛ(−, T ) does not coincide with
the category F(∆) of ∆-filtered EndΛ(T )-modules.
16.6. An example of type A4. Let Q be the quiver
3
  


=
==
==
2
  


4
1
of Dynkin type A4.
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The Auslander-Reiten quiver AR(KQ) of KQ looks as follows:
0
0 0
1
""F
FF
F
0
1 0
1
""F
FF
F
||xx
xx
0
0 1
0
||xx
xx
0
1 0
0
OO





""F
FF
F
1
1 1
1
||xx
xx
""F
FF
F
1
1 1
0
OO





||xx
xx
""F
FF
F
1
1 0
1
OO





||xx
xx
1
0 1
0
OO





""F
FF
F
1
1 0
0
OO





||xx
xx
1
0 0
0
OO





As usual, the solid arrows correspond to the irreducible maps between the indecompos-
able KQ-modules, and the dotted arrows describe the Auslander-Reiten translation in
mod(KQ).
Next, let M(x(1)), . . . ,M(x(10)) be the 10 indecomposable KQ-modules labelled in
such a way that x(1) < x(2) < · · · < x(10) is a ΓM -adapted ordering of the vertices of
ΓM , where M is just the direct sum of all indecomposable KQ-modules. For example,
x(10)
$$HH
HHH
x(8)
##F
FF
F
zzvvv
vv
x(9)
{{xx
xx
x(7)
$$HH
HHH
x(6)
{{xx
xx
##F
FF
F
x(4)
zzvvv
vv
##F
FF
F
x(5)
{{xx
xx
x(2)
$$HH
HHH
x(3)
{{xx
xx
x(1)
is such a labelling. This labelling of the indecomposable KQ-modules will be fixed for the
rest of this section.
Now we replace the dotted arrows in AR(KQ) by solid arrows, and for simplicity we
label the vertices by i instead of x(i). In this way we obtain the quiver ΓTM = Γ
∗
M of the
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algebra EndΛ(TM ), where M :=M(x(1)) ⊕ · · · ⊕M(x(10)):
10
  @
@@
@@
@
8
=
==
==
=
~~ ~
~~
~~
9
  


7
OO
  @
@@
@@
@ 6
  


=
==
==
=
4
OO
~~ ~
~~
~~
=
==
==
= 5
OO
  


2
OO
  @
@@
@@
@ 3
OO
  


1
OO
Note that EndΛ(TM ) contains as a subalgebra the Auslander algebra of KQ (just delete
the solid arrows which came from the dotted arrows of AR(KQ)).
For each vertex x(i) of the quiver of EndΛ(TM ) let ∆x(i) be the associated standard
module. It turns out that ∆x(i) is just the indecomposable projective module over the
Auslander algebra of KQ considered as an EndΛ(TM )-module.
For example, as a quiver representation the EndΛ(TM )-module ∆x(8) looks as follows:
0
  A
AA
AA
A
K
id
  A
AA
AA
A
id
~~}}
}}
}}
0
~~}}
}}
}}
K
OO
id
  A
AA
AA
A K
id
~~}}
}}
}} id
  A
AA
AA
A
K
0
OO
~~}}
}}
}} id
  A
AA
AA
A K
OO
id
~~}}
}}
}}
0
OO
  A
AA
AA
AA K
0
OO
~~}}
}}
}}
0
OO
The arrows without a label are just zero maps. Another way of displaying this module
would be
8
7 6
4 5
3
The numbers correspond to composition factors. Here is a table of all the modules ∆x(i)
and ∇x(i):
∆x(i) 1
2
1
3
1
4
2 3
1
5
3
1
6
4 5
2 3
1
7
4
3
8
7 6
4 5
3
9
6
4
2
10
8
6
5
∇x(i) 1 2 3
1
4 5
3
6
2
7
1
4
8
5
9
2
7
10
Here are pictures describing the structure of the indecomposable projective EndΛ(TM )-
modules. The factors of a ∆-filtration of the modules Px(i) are marked by different colours.
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The top Sx(i) of a standard module ∆x(i) is displayed as i . Note that Px(8) ⊂ Px(4) ⊂
Px(1), Px(10) ⊂ Px(7) ⊂ Px(2), Px(6) ⊂ Px(3) and Px(9) ⊂ Px(5).
1

2
 =
==
==
4



 >
>>
>>
7
 =
==
==
1

2
 =
==
==
8
  

  A
AA
AA
3
~~}}
}}
}}

10
  @
@@
@
4
 9
99
9
7
  A
AA
AA 1

6
||yy
yy
y
  A
AA
AA 8
=
==
= 3

4
""E
EE
EE 5
~~}}
}}
}
6
  A
AA
AA
3 5
3
    
  
 

5




1

6
~~}}
}}
}
=
==
=
3



9
  

4
~~}}
}}
}
""E
EE
EE 5
~~}}
}}
}
1

6
  

2
  A
AA
AA 3
||yy
yy
y 4
}}zz
zz
z
1 2
Next, we would like to construction TM explicitly. First, observe that the Auslander-
Reiten quiver AR(KQop) of KQop looks as follows:
AR(KQop) : x(1)
zzvvv
vv
##F
FF
F
x(2)
$$HH
HHH
x(3)
{{xx
xx
##F
FF
F
x(4)
OO




zzvvv
vv
##F
FF
F
x(5)
{{xx
xx
x(7)
OO




$$HH
HHH
x(6)
OO




{{xx
xx
##F
FF
F
x(8)
OO




zzvvv
vv
x(9)
OO




x(10)
OO




Qop : 3
zzuuu
uuu
u
$$I
III
II
I
2
yysss
sss
s 4
1
Again, we will just write i instead of x(i).
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Denote the Auslander algebra of KQop by C, and let P (i), 1 ≤ i ≤ r be the indecom-
posable projective C-modules. Set
Ti := Fλ(P (i)) and TM = T1 ⊕ · · · ⊕ Tr.
Here Fλ is the push-down functor mod(Λ˜) → mod(Λ) where Λ˜ is the obvious covering
(with Galois group Z) of Λ. We can consider C as a subalgebra of Λ˜, so the expression
Fλ(P (i)) makes sense. The following table illustrates how the modules P (i) and Ti look
like:
P (i)
1
2 3
4 5
6
2
4
6
9
3
4 5
7 6
8
4
7 6
8 9
5
6
8
10
6
8 9
10
7
8
8
10 9 10
Ti
2
1 3
2 4
3
1
2
3
4
3
2 4
1 3
2
2
1 3
2 4
4
3
2
1
3
2 4
1
1
2
2
1 4 1
Note that Q could be identified with the full subquiver given by the vertices {10, 8, 6, 9}.
Then one easily checks that the restriction of Ti to the full subquiver given by {10, 8, 6, 9}
is just the module M(x(i)).
16.7. Examples of type D4. Let Q be the quiver
1
=
==
==
= 2

4
  


3
of Dynkin type D4. The Auslander-Reiten quiver of KQ looks as follows:
0 0 0
1
xxrrr
rrr
rrr
rrr
rr




""D
DD
DD
DD
DD
D
1 0 0
1
&&LL
LLL
LLL
LLL
LLL
0 1 0
1
:
::
::
::
:
0 0 1
1
||zz
zz
zz
zz
zz
1 1 1
2
xxrrr
rrr
rrr
rrr
rr




""D
DD
DD
DD
DD
D
OO








0 1 1
1
&&LL
LLL
LLL
LLL
LLL
OO








1 0 1
1
:
::
::
::
:
OO








1 1 0
1
||zz
zz
zz
zz
zz
OO








1 1 1
1
xxrrr
rrr
rrr
rrr
rr




""D
DD
DD
DD
DD
D
OO








1 0 0
0
OO








0 1 0
0
OO








0 0 1
0
OO
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As before, we label the indecomposable KQ-modules M(x(1)), . . . ,M(x(12)) such that
x(1) < x(2) < · · · < x(12) is a ΓM -adapted ordering:
x(12)
wwooo
ooo
ooo
o
~~ ~
~~
~~
$$H
HH
HH
HH
x(9)
''OO
OOO
OOO
OO
x(10)
  @
@@
@@
@
x(11)
zzvvv
vvv
v
x(8)
wwooo
ooo
ooo
o
~~ ~
~~
~~
$$H
HH
HHH
H
x(5)
''OO
OOO
OOO
OO
x(6)
  @
@@
@@
@
x(7)
zzvvv
vv
vv
x(4)
wwooo
ooo
ooo
o
~~ ~
~~
~~
$$H
HH
HH
HH
x(1) x(2) x(3)
For simplicity we write again just i instead of x(i).
Example 1: Let
M :=
12⊕
i=1
M(x(i)).
The following picture describes the indecomposable projective EndΛ(TM )-modules Px(1)
and Px(4). Up to symmetry, the projectives Px(2) and Px(3) look like Px(1). The factors of
a ∆-filtration of each of these modules is highlighted by different colours.
1

4
}}{{
{{
{{
{{
{{
{{




 ?
??
??
??
??
?
5
 ?
??
??
??
??
?
1

2

8
}}{{
{{
{{
{{
{{
{{




 ?
??
??
??
??
?
3

9
  A
AA
AA
AA
AA
A
4
<
<<
<<
<<
<<
<




5
 ""E
EE
EE
EE
EE
EE
E 6
 5
55
55
55
55
12
||yy
yy
yy
yy
yy
y
		
		
		
		
  A
AA
AA
AA
AA
7
~~}}
}}
}}
}}
}}
}

2

8




>
>>
>>
>>
>>
3

9
##G
GG
GG
GG
GG
GG 10
7
77
77
77
7 4 4
{{ww
ww
ww
ww
ww
w




 !!D
DD
DD
DD
DD
D 11
}}{{
{{
{{
{{
{{
6
0
00
00
00
7
    
  
  
  
 
1

2

8 8
{{ww
ww
ww
ww
ww
w




!!D
DD
DD
DD
DD
D 3

4
}}{{
{{
{{
{{
{{
{ 5
##G
GG
GG
GG
GG
GG
G 6
7
77
77
77
7 7
}}{{
{{
{{
{{
{{
{
1 4
Note that
dim(Px(4)) = (2, 2, 2, 4, 2, 2, 2, 3, 1, 1, 1, 1).
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Thus dimPx(4) = 23. We know that Px(4) ∈ F(∆)∩F(∇). We leave it as an easy exercise
to work out that Px(4) has a ∇-filtration of the following structure:
∇12
∇9 ⊕∇10 ⊕∇11
∇8 ⊕∇8
∇5 ⊕∇6 ⊕∇7
∇4
Example 2: We keep the notation from above, but now we define
M :=
8⊕
i=1
M(x(i)).
Again, set B := EndΛ(TM ). The following picture describes the indecomposable projective
B-modules Px(i). The factors of a ∆-filtration are marked by different colours. Note that
Px(8) ⊂ Px(4), Px(5) ⊂ Px(1), Px(6) ⊂ Px(2) and Px(7) ⊂ Px(3).
4
}}{{
{{
{{
{{
{{
{{




 <
<<
<<
<<
<<
<
1

2

8
}}{{
{{
{{
{{
{{
{{




<
<<
<<
<<
<<
<
3

1

5
""E
EE
EE
EE
EE
EE
E 6
4
44
44
44
4 7
  
  
  
  
  
5
  A
AA
AA
AA
AA
A
4 4
{{ww
ww
ww
ww
ww
w




  A
AA
AA
AA
AA
4




  @
@@
@@
@@
@@
@
1 2 3 2 3
2

3

6
4
44
44
44
4
7
    
  
  
  
 
4
{{ww
ww
ww
ww
ww
ww
  A
AA
AA
AA
AA
A 4
}}{{
{{
{{
{{
{{
{




1 3 1 2
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Note that none of the modules Px(i) has a simple socle. Thus there are no non-zero
projective-injective B-modules.
This time there is a ∇-filtration of Px(4) which is structured as follows:
∇8
∇5 ⊕∇6 ⊕∇7
∇4 ⊕∇4
∇1 ⊕∇2 ⊕∇3
There is an obvious embedding ι : Px(1) → Px(4) such that the cokernel Z of ι looks as
follows:
4




 >
>>
>>
>>
>>
2

8




>
>>
>>
>>
>>
3

6
0
00
00
00
7
    
  
  
  
 
4
~~}}
}}
}}
}}
}}
1
Thus we obtain a short exact sequence
0→ Px(1)
ι
−→ Px(4) → Z → 0.
This shows that proj.dim(Z) ≤ 1.
Next, we apply HomB(−, Z) to the short exact sequence above. Up to scalars there is
only one homomorphism f : Px(1) → Z. (The image of f is the socle Sx(1) of Z.) It is also
obvious that f factors through ι, i.e. there exists a homomorphism g : Px(4) → Z such
that g ◦ ι = f . (The image of g is the unique 2-dimensional submodule of Z.) It follows
that
HomB(Px(4), Z)
HomB(ι,Z)
−−−−−−−→ HomB(Px(1), Z)
is surjective. Since Px(4) is projective, we have Ext
1
B(Px(4), Z) = 0. It follows that
Ext1B(Z,Z) = 0.
It is also clear that Z does not lie in F(∆). (The top of Z is isomorphic to Sx(4), so if
Z ∈ F(∆), then ∆x(4) has to be a factor module of Z, which is not the case.)
Taking the Bongartz completion of Z we obtain a classical tilting module in T clB which
is not contained in F(∆). In particular, F(∆) and P≤1(B) do not coincide.
17. Mutations of clusters via ∆-dimension vectors
For d = (d1, . . . , dr) and e = (e1, . . . , er) in Z
r define
d · e :=
r∑
i=1
diei.
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Let M = M1 ⊕ · · · ⊕Mr be a terminal KQ-module, and let x(1) < x(2) < · · · < x(r)
be a ΓM -adapted ordering of the vertices of ΓM . Set B := EndΛ(TM ).
We know that the K-dimension of the standard module ∆x(i) is
dim∆x(i) = dim HomΛ((M(x(i)), 0), TM )
=
r∑
j=1
dim HomKQ(M(x(i)),M(x(j)))
=
i∑
j=1
dim HomKQ(M(x(i)),M(x(j)))
for all i. So dim∆x(i) can be calculated in the mesh category. Define
d∆ := (dim∆x(1), . . . ,dim∆x(r)).
As before, for a Λ-module X ∈ CM let dim∆(HomΛ(X,TM )) be the ∆-dimension vector
of the B-module HomΛ(X,TM ).
Now let T = T1 ⊕ · · · ⊕ Tr be a basic CM -maximal rigid Λ-module, and suppose that
Tk is not CM -projective-injective. Then we can mutate T in direction Tk. We obtain two
exchange sequences
0→ Tk → T
′ → T ∗k → 0 and 0→ T
∗
k → T
′′ → Tk → 0
with T ′, T ′′ ∈ add(T/Tk).
For brevity, set
di := dim∆(HomΛ(Ti, TM ))
for all 1 ≤ i ≤ r. Similarly to the definition of Γ′T in Section 15 let Γ
′′
T be the quiver which
is obtained from the quiver of EndΛ(T ) be replacing the vertex corresponding to Ti by the
∆-dimension vector dim∆(HomΛ(Ti, TM )).
Proposition 17.1. The ∆-dimension vector of the B-module HomΛ(T
∗
k , TM ) is
d∗k :=
{
−dk +
∑
dk→di
di if
∑
dk→di
di · d∆ >
∑
dj→dk
dj · d∆,
−dk +
∑
dj→dk
dj otherwise.
Here the sums are taken over all arrows of the quiver of Γ′′T which start, respectively end
in the vertex dk.
Proof. This follows immediately from our results in Section 15. 
In the example in Section 15.3, the graph Γ′′TM looks as follows:
1 0 0
0 0
0 0
$$JJ
JJJ
$$JJ
JJJ
1 1 0
0 0
0 0
$$JJ
JJJ
$$JJ
JJJ
oo 1 1 10 0
0 0
oo
0 0 0
1 0
0 0
::ttttt
::ttttt
$$JJ
JJJ
0 0 0
1 1
0 0
oo
::ttttt
::ttttt
0 0 0
0 0
1 0
::ttttt
0 0 0
0 0
1 1
oo
::ttttt
The ∆-dimension vectors associated to the indecomposable CM -projectives are labelled in
red colour.
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An easy calculation in the mesh category shows that
d∆ =
23 6 1
14 3
11 4
.
Again, we mutate the Λ-module Tk where
dim∆(HomΛ(Tk, TM )) =
1 1 0
0 0
0 0
.
We get
dim∆(HomΛ(T
∗
k , TM )) = −
1 1 0
0 0
0 0
+
1 1 1
2 0
0 0
=
0 0 1
2 0
0 0
since
1 1 1
0 0
0 0
· d∆ + 2 ·
0 0 0
1 0
0 0
· d∆ = 58 > 57 =
1 0 0
0 0
0 0
· d∆ + 2 ·
0 0 0
1 1
0 0
· d∆.
In this easy example, the calculation of the above inequality was not necessary. Using
∆-dimension vectors one can see immediately that
−
1 1 0
0 0
0 0
+
1 0 0
0 0
0 0
+ 2 ·
0 0 0
1 1
0 0
contains a negative entry, so the other option, namely taking the arrows in Γ′′T ending in
1 1 0
0 0
0 0
,
is the correct one.
This shows that in some situations it can be more convenient to calculate mutations
using ∆-dimension vectors in contrast to using ordinary dimension vectors as in Section 15.
18. A sequence of mutations from TM to T
∨
M
18.1. The algorithm. LetM =M1⊕· · ·⊕Mr be a terminal KQ-module, and (as before)
let QopM be the full subquiver of ΓTM with vertices Ti,[ti,ti] where 1 ≤ i ≤ n.
Without loss of generality we assume that the vertices 1, . . . , n of QM are numbered in
such a way that 1 is a sink of QM and k + 1 is a sink of the quiver
σk · · · σ2σ1(QM )
for all 1 ≤ k ≤ n − 1. We call 1 < 2 < · · · < n a QM -adapted ordering of the vertices of
QM . (If k is a vertex of a quiver Γ, then σk(Γ) is the quiver obtained from Γ by reversing
all arrows ending or starting at k. For brevity we just wrote i for the vertex Ti,[ti,ti] of QM
and QopM .)
Now we describe an algorithm which will yield a directed path in the Hasse quiver of
the partial ordering T clB from the (unique) maximal element TM to the (unique) minimal
element T∨M . The proof is done by induction on the number r − n of indecomposable
non-injective direct summands of M . This is left as an exercise to the reader.
In the following, we just ignore the symbols of the form Ti,[a,b] in case a < 0 or b < 0.
Step 1: We mutate the following
r1 :=
n∑
i=1
ti
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vertices of ΓTM in the given order:
T1,[t1,t1], T1,[t1−1,t1], T1,[t1−2,t1], . . . , T1,[1,t1],
T2,[t2,t2], T2,[t2−1,t2], T2,[t2−2,t2], . . . , T2,[1,t2],
· · ·
Tn,[tn,tn], Tn,[tn−1,tn], Tn,[tn−2,tn], . . . , Tn,[1,tn]
We obtain a new quiver Γ1TM with r1 new vertices
T1,[t1−1,t1−1], T1,[t1−2,t1−1], T1,[t1−3,t1−1], . . . , T1,[0,t1−1],
T2,[t2−1,t2−1], T2,[t2−2,t2−1], T2,[t2−3,t2−1], . . . , T2,[0,t2−1],
· · ·
Tn,[tn−1,tn−1], Tn,[tn−2,tn−1], Tn,[tn−3,tn−1], . . . , Tn,[0,tn−1]
Step 2: We mutate the following
r2 :=
n∑
i=1
max{0, ti − 1}
vertices of Γ1TM in the following order:
T1,[t1−1,t1−1], T1,[t1−2,t1−1], T1,[t1−3,t1−1], . . . , T1,[1,t1−1],
T2,[t2−1,t2−1], T2,[t2−2,t2−1], T2,[t2−3,t2−1], . . . , T2,[1,t2−1],
· · ·
Tn,[tn−1,tn−1], Tn,[tn−2,tn−1], Tn,[tn−3,tn−1], . . . , Tn,[1,tn−1]
We obtain a new quiver Γ2TM with r2 new vertices
T1,[t1−2,t1−2], T1,[t1−3,t1−2], T1,[t1−4,t1−2], . . . , T1,[0,t1−2],
T2,[t2−2,t2−2], T2,[t2−3,t2−2], T2,[t2−4,t2−2], . . . , T2,[0,t2−2],
· · ·
Tn,[tn−2,tn−2], Tn,[tn−3,tn−2], Tn,[tn−4,tn−2], . . . , Tn,[0,tn−2]
Step k: We mutate the following
rk :=
n∑
i=1
max{0, ti − (k − 1)}
vertices of Γk−1TM in the following order:
T1,[t1−(k−1),t1−(k−1)], T1,[t1−k,t1−(k−1)], T1,[t1−(k+1),t1−(k−1)], . . . , T1,[1,t1−(k−1)],
T2,[t2−(k−1),t2−(k−1)], T2,[t2−k,t2−(k−1)], T2,[t2−(k+1),t2−(k−)1], . . . , T2,[1,t2−(k−1)],
· · ·
Tn,[tn−(k−1),tn−(k−1)], Tn,[tn−k,tn−(k−1)], Tn,[tn−(k+1),tn−(k−1)], . . . , Tn,[1,tn−(k−1)]
We obtain a new quiver ΓkTM with rk new vertices
T1,[t1−k,t1−k], T1,[t1−(k+1),t1−k], T1,[t1−(k+2),t1−k], . . . , T1,[0,t1−k],
T2,[t2−k,t2−k], T2,[t2−(k+1),t2−k], T2,[t2−(k+2),t2−k], . . . , T2,[0,t2−2],
· · ·
Tn,[tn−k,tn−k], Tn,[tn−(k+2),tn−k], Tn,[tn−(k+3),tn−k], . . . , Tn,[0,tn−k]
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The algorithm stops when all vertices are of the form Ti,[0,b] where 1 ≤ i ≤ n and 0 ≤ b ≤ ti.
This will happen after
r(M) :=
n∑
i=1
ti(ti + 1)
2
mutations.
As an example, assume Q is a Dynkin quiver of type E8, and let M be the direct sum of
all 120 indecomposable KQ-modules. In this case, we get ti = 14 for all 8 vertices i of Q.
Then our algorithm says that starting with TM we can reach T
∨
M after r(M) = 8·105 = 840
mutations.
Note that if we start with our initial maximal rigid module TM , and if we only perform
the r(M) mutations described in the algorithm, then we obtain the subset{
Ti,[a,b] | 1 ≤ i ≤ n, 0 ≤ a ≤ b ≤ ti
}
of the set of indecomposable rigid modules of CM . In particular, this subset contains all
modules (Mi, 0) where 1 ≤ i ≤ r, namely
{(Mi, 0) | 1 ≤ i ≤ r} =
{
Tl,[c,c] | 1 ≤ l ≤ n, 0 ≤ c ≤ tl
}
.
It follows that a given rigid module of CM has at most n indecomposable direct summands
of the form (Mi, 0). (Otherwise we would get a rigid CQ-module with more than n
isomorphism classes of indecomposable direct summands, and this is not possible.)
18.2. Generalized determinantal identities. Recall from Section 3.3 the definition of
δX for X ∈ nil(Λ). The known multiplicative properties of these functions are reviewed
below in Theorem 19.7. In view of these properties, the previous explicit sequence of
mutations from TM to T
∨
M yields an interesting family of identities satisfied by the δTi,[c,d] .
To avoid cumbersome notation, in the following theorem, for Λ-modules X and Y we write
X · Y instead of δX · δY . If c > d, then set Ti,[c,d] := 1.
Theorem 18.1 (Generalized determinantal identities). Let M = M1 ⊕ · · · ⊕ Mr be a
terminal KQ-module. Then for 1 ≤ i ≤ n and 1 ≤ a ≤ b ≤ ti we have
(18) Ti,[a−1,b] · Ti,[a,b−1] = Ti,[a,b] · Ti,[a−1,b−1]
−
∏
i→j
Tj,[a+(tj−ti),b+(tj−ti)]
∏
k→i
Tk,[a−1+(tk−ti),b−1+(tk−ti)]
where the products are taken over all arrows of the quiver QopM which start and end in i,
respectively.
Proof. This follows immediately from Theorem 19.7 and the algorithm described in Sec-
tion 18.1. Formula (18) is just an exchange relation corresponding to the mutation of
Ti,[a,b] with T
∗
i,[a,b] = Ti,[a−1,b−1]. 
If M is a terminal KQ-module such that all ti’s are equal to a fixed t, then the formula
in Theorem 18.1 simplifies as follows:
(19) Ti,[a−1,b] · Ti,[a,b−1] = Ti,[a,b] · Ti,[a−1,b−1] −
∏
i→j
Tj,[a,b]
∏
k→i
Tk,[a−1,b−1]
where the products are taken over all arrows of the quiver QopM = Q
op, which start and
end in i, respectively.
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Remark 18.2. Fomin and Zelevinsky [FZ1, Theorem 1.17] prove generalized determinan-
tal identities associated to pairs of Weyl group elements for all Dynkin cases (including the
non-simply laced cases). Using the material of Sections 22.3, 22.4 below, the formula (18)
can be seen as a generalization of some of their identities to the symmetric Kac-Moody
case.
Note that the intervals appearing on the right hand side of Formula (18) all have length
b − a + 1. On the left hand side we have the interval [a − 1, b] of length b − a + 2 and
the interval [a, b− 1] of length b− a. Thus we obtain a recursive description of any δTi,[a,b]
in terms of the δTl,[c,c]. This shows that every δTi,[a,b] is a rational function of the δTl,[c,c] .
Recall that each δTl,[c,c] is of the form δ(Mi,0) for some i.
In fact, we will show that for any Λ-moduleX ∈ CM we have δX ∈ C[δ(M1,0), . . . , δ(Mr ,0)],
see Theorem 20.1. In particular, for all 1 ≤ i ≤ n and 0 ≤ a ≤ b ≤ ti the rational function
δTi,[a,b] is a polynomial in δ(M1,0), . . . , δ(Mr ,0).
Another proof of the polynomiality of the δTi,[a,b] was found by Kedem and Di Francesco
[DFK], using ideas of Fomin and Zelevinsky (in particular [BFZ, Lemma 4.2]). We thank
these four mathematicians for communicating their insights to us at MSRI in March 2008.
18.3. Examples. Let Q be the quiver
1
3
^^===
  
  

5
  

2
  

4
Let M be the terminal KQ-module with t1 = t3 = 3, t2 = t5 = 2 and t4 = 1. In the
following we just write i,[a,b] instead of Ti,[a,b]. Then the quiver ΓTM of EndΛ(TM ) looks
as follows:
1,[3,3]
%%KK
KK
1,[2,3]oo
%%KK
KK
1,[1,3]
&&LL
LL
oo 1,[0,3]oo
&&LL
LL
3,[3,3]
%%KK
KK
%%KK
KK
99ssss
3,[2,3]oo
99rrrr
%%LL
LL
%%LL
LL
3,[1,3]oo
88rrrr
&&LL
LL
&&LL
LL
3,[0,3]oo
5,[2,2]
%%KK
KK
99ssss
99ssss
5,[1,2]oo
&&LL
LL
88rrrr
88rrrr
5,[0,2]oo
88rrrr
88rrrr
2,[2,2]
99ssss
%%KK
KK
2,[1,2]oo
99rrrr
%%LL
LL
2,[0,2]oo
88rrrr
4,[1,1]
99ssss
4,[0,1]oo
88rrrr
Clearly, QopM looks like this:
1
=
==
3
=
==
=
==
5
2
=
==
@@
4
(Note that we have chosen the numbering of the vertices of Q in such a way that the
ordering of the vertices of QM is QM -adapted.)
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Starting at ΓTM , it takes 19 mutations to reach the quiver of EndΛ(T
∨
M ). In the following
pictures we perform sometimes two mutations at the same time, in case these mutations
do not affect each other. The vertices we are going to mutate are marked in different
colours.
Step 1:
1,[3,3]
%%LL
LL
1,[2,3]oo
$$I
II
II
1,[1,3]
$$J
JJ
JJ
oo 1,[0,3]oo
$$J
JJ
JJ
3,[3,3]
&&MM
MM
&&MM
MM
99ttttt
3,[2,3]oo
::uuuuu
%%LL
LL
%%LL
LL
3,[1,3]oo
::ttttt
&&LL
LL
&&LL
LL
3,[0,3]oo
5,[2,2]
$$I
II
II
99ssss
99ssss
5,[1,2]oo
$$JJ
JJ
J
88rrrr
88rrrr
5,[0,2]oo
88rrrr
88rrrr
2,[2,2]
99tttt
%%JJ
JJ
2,[1,2]oo
::uuuuu
$$II
II
I
2,[0,2]oo
::ttttt
4,[1,1]
::uuuuu
4,[0,1]oo
::ttttt
1,[2,2] // 1,[2,3]
%%LL
LL
1,[1,3]
$$J
JJ
JJ
oo 1,[0,3]oo
$$J
JJ
JJ
3,[3,3]
&&MM
MM
&&MM
MM
ddIIIII
3,[2,3]oo
99sssss
&&MM
MM
&&MM
MM
3,[1,3]oo
::ttttt
&&LL
LL
&&LL
LL
3,[0,3]oo
5,[2,2]
yyttt
tt
77ppppp
77ppppp
5,[1,2]oo
$$JJ
JJ
J
88rrrr
88rrrr
5,[0,2]oo
88rrrr
88rrrr
2,[1,1] // 2,[1,2]
99ssss
%%KK
KK
2,[0,2]oo
::ttttt
4,[1,1]
eeJJJJJ
4,[0,1]oo
::ttttt
1,[2,2]
++XXXX
XXXXX
XXXXX
XXXXX
1,[1,2] //oo 1,[1,3]
%%KK
KK
1,[0,3]oo
$$J
JJ
JJ
3,[3,3]
%%KK
KK
%%KK
KK
ddIIIII
3,[2,3]oo
ddIIIII
&&MM
MM
&&MM
MM
3,[1,3]oo
::ttttt
&&LL
LL
&&LL
LL
3,[0,3]oo
5,[2,2]
yysss
s
99rrrr
99rrrr
5,[1,2]oo
xxqqq
q
88qqqq
88qqqq
5,[0,2]oo
88rrrr
88rrrr
2,[1,1]
,,YYYYY
YYYYYY
YYYYYY
YY
22eeeeeeeeeeeeeeeeeeee
2,[0,1] //oo 2,[0,2]
88rrrr
4,[1,1]
eeKKKK
4,[0,1]oo
?
q
q
ffMMMM
1,[2,2]
,,XXXXX
XXXXXX
XXXXXX
XXXXX 1,[1,2]
oo
,,XXXXX
XXXXX
XXXXX
XXXXX
1,[0,2] //oo 1,[0,3]
$$JJ
JJ
J
2,[3,3]
%%LL
LL
%%LL
LL
eeJJJJ
3,[2,3]oo
eeKKKKK
$$JJ
JJ
J
$$JJ
JJ
J
3,[1,3]oo
ddJJJJJ
$$JJ
JJ
J
$$JJ
JJ
J
3,[0,3]oo
5,[2,2]
wwppp
pp
99sssss
99sssss
5,[1,2]oo
xxrrr
r
::ttttt
::ttttt
5,[0,2]oo
::ttttt
::ttttt
2,[1,1]
,,XXXXX
XXXXXX
XXXXXX
XXXX
22eeeeeeeeeeeeeeeeeeeee
2,[0,1] //oo 2,[0,2]
88rrrr
4,[1,1]
eeLLLL
4,[0,1]oo
ddJJJJJ
?
t
t
t
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1,[2,2]
$$I
II
II
1,[1,2]oo
,,XXXXX
XXXXX
XXXXX
XXXXXX
1,[0,2] //oo 1,[0,3]
$$JJ
JJ
J
3,[2,2] // 3,[2,3]
eeKKKK
%%KK
KK
%%KK
KK
3,[1,3]oo
ddJJJJJ
$$JJ
JJ
J
$$JJ
JJ
J
3,[0,3]oo
5,[2,2]
yyrrr
r
ddIIIII
ddIIIII
5,[1,2]oo
xxqqq
q
::ttttt
::ttttt
5,[0,2]oo
::ttttt
::ttttt
2,[1,1]
%%LL
LL
22eeeeeeeeeeeeeeeeeeee
2,[0,1] //oo 2,[0,2]
88rrrr
4,[0,0] // 4,[0,1]
ffMMMM
?
r
r
1,[2,2]
$$I
II
II
1,[1,2]oo
$$JJ
JJ
J 1,[0,2]
//oo 1,[0,3]
$$JJ
JJ
J
3,[2,2]
::uuuuu
++XXXXX
XXXXX
XXXXX
XXXXX
++XXXXX
XXXXX
XXXXX
XXXXX
3,[1,2]oo // 3,[1,3]
eeKKKK
%%KK
KK
%%KK
KK
3,[0,3]oo
5,[2,2]
yyrrr
r
ddIIIII
ddIIIII
5,[1,2]oo
xxrrr
r
ddJJJJJ
ddJJJJJ
5,[0,2]oo
::ttttt
::ttttt
2,[1,1]
%%LL
LL
22eeeeeeeeeeeeeeeeeee
2,[0,1] //oo 2,[0,2]
88qqqq
4,[0,0] // 4,[0,1]
ffLLLL
?
q
q
1,[2,2]
%%KK
KK
1,[1,2]oo
&&MM
MM
1,[0,2] //oo
&&LL
LL
1,[0,3]
&&LL
LL
3,[2,2]
88qqqq
,,XXXXX
XXXXX
XXXXX
XXXXXX
,,XXXXX
XXXXXX
XXXXXX
XXXX
3,[1,2]oo
88rrrr
++XXXXX
XXXXX
XXXXX
XXXXX
++XXXXX
XXXXX
XXXXX
XXXXX
3,[0,2]oo // 3,[0,3]
llYYYYYYYYYYYYYYYYYYY
5,[2,2]
yyttt
t
eeJJJJ
eeJJJJ
5,[1,2]oo
zzttt
tt
ddJJJJJ
ddJJJJJ
5,[0,2]oo
ddJJJJJ
ddJJJJJ
?
t
t
t
2,[1,1]
&&MM
MM
22fffffffffffffffffffff
2,[0,1] //oo 2,[0,2]
::ttttt
4,[0,0] // 4,[0,1]
ffLLLL
?
r
r
1,[2,2]
%%KK
KK
1,[1,2]oo
&&LL
LL
1,[0,2] //oo
&&MM
MM
1,[0,3]
&&LL
LL
3,[2,2]
99rrrr
$$I
II
II
$$II
II
I
3,[1,2]oo
88qqqq
,,XXXXX
XXXXX
XXXXXX
XXXXX
,,XXXXX
XXXXXX
XXXXXX
XXXX
3,[0,2]oo // 3,[0,3]
llYYYYYYYYYYYYYYYYYYYY
5,[1,1] // 5,[1,2]
yysss
s
eeKKKK
eeKKKK
5,[0,2]oo
ddJJJJJ
ddJJJJJ
?
t
t
t
2,[1,1]
%%LL
LL
::uuuuu
2,[0,1] //oo 2,[0,2]
::ttttt
4,[0,0] // 4,[0,1]
ffMMMM
?
q
q
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1,[2,2]
%%LL
LL
1,[1,2]oo
$$JJ
JJ
J 1,[0,2]
//oo
$$JJ
JJ
J 1,[0,3]
$$JJ
JJ
J
3,[2,2]
99sssss
&&MM
MM
&&MM
MM
3,[1,2]oo
::ttttt
&&LL
LL
&&LL
LL
3,[0,2]oo // 3,[0,3]
kkXXXXXXXXXXXXXXXXXXX
5,[1,1]
88rrrr
88rrrr
$$J
JJ
JJ
5,[0,1]oo // 5,[0,2]
ffLLLL
ffLLLL
ssfffff
fffff
fffff
ffff
?
r
r
2,[1,1]
%%KK
KK
99ssss
2,[0,1] //oo
::ttttt
2,[0,2]
::ttttt
4,[0,0] // 4,[0,1]
ddJJJJJ
?
t
t
t
1,[1,1] // 1,[1,2]
%%KK
KK
1,[0,2] //oo
$$JJ
JJ
J 1,[0,3]
$$JJ
JJ
J
3,[2,2]
ddIIIII
&&MM
MM
&&MM
MM
3,[1,2]oo
::ttttt
&&LL
LL
&&LL
LL
3,[0,2]oo // 3,[0,3]
kkXXXXXXXXXXXXXXXXXXX
5,[1,1]
88qqqq
88qqqq
xxqqq
q
5,[0,1]oo // 5,[0,2]
ffLLLL
ffLLLL
rreeeeee
eeeeee
eeeeee
e
?
r
r
2,[0,0] // 2,[0,1] //
88rrrr
xxqqq
q
2,[0,2]
88rrrr
4,[0,0] //
ffMMMM
4,[0,1]
ffLLLL
?
r
r
1,[1,1]
,,XXXXX
XXXXX
XXXXX
XXXXXX
1,[0,1] //oo 1,[0,2] //
$$JJ
JJ
J 1,[0,3]
$$JJ
JJ
J
3,[2,2]
eeJJJJ
%%KK
KK
%%KK
KK
3,[1,2]oo
ddJJJJJ
$$JJ
JJ
J
$$JJ
JJ
J
3,[0,2]oo // 3,[0,3]
kkXXXXXXXXXXXXXXXXXXX
5,[1,1]
::ttttt
::ttttt
xxqqq
q
5,[0,1]oo // 5,[0,2]
ddJJJJJ
ddJJJJJ
rreeeeee
eeeeee
eeeeee
e
?
t
t
t
2,[0,0] // 2,[0,1] //
88rrrr
xxrrr
r
2,[0,2]
88rrrr
4,[0,0] //
ffMMMM
4,[0,1]
ffLLLL
?
r
r
1,[1,1]
$$I
II
II
1,[0,1] //oo 1,[0,2] //
$$JJ
JJ
J 1,[0,3]
$$JJ
JJ
J
3,[1,1] // 3,[1,2]
eeKKKK
%%KK
KK
%%KK
KK
3,[0,2]oo // 3,[0,3]
kkXXXXXXXXXXXXXXXXXXX
5,[1,1]
ddJJJJJ
ddJJJJJ
xxrrr
r
5,[0,1]oo // 5,[0,2]
ddJJJJJ
ddJJJJJ
rreeeeee
eeeeee
eeeeee
ee
?
t
t
t
2,[0,0] // 2,[0,1] //
88qqqq
xxqqq
q
2,[0,2]
88rrrr
4,[0,0] //
ffLLLL
4,[0,1]
ffMMMM
?
r
r
1,[1,1]
%%LL
LL
1,[0,1] //oo
&&MM
MM
1,[0,2] //
&&LL
LL
1,[0,3]
&&LL
LL
3,[1,1]
88qqqq
,,XXXXX
XXXXXX
XXXXXX
XXXX
,,XXXXX
XXXXXX
XXXXXX
XXXX
3,[0,1]oo // 3,[0,2] //
llYYYYYYYYYYYYYYYYYYYY
zzttt
ttzzttt
tt
3,[0,3]
llYYYYYYYYYYYYYYYYYYY
5,[1,1]
eeKKKK
eeKKKK
yysss
s
5,[0,1]oo //
ddJJJJJ
ddJJJJJ
5,[0,2]
ddJJJJJ
ddJJJJJ
ssfffff
fffff
fffff
ffff
?
t
t
t
2,[0,0] // 2,[0,1] //
::ttttt
xxqqq
q
2,[0,2]
::ttttt
4,[0,0] //
ffMMMM
4,[0,1]
ffLLLL
?
r
r
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Step 3:
1,[1,1]
%%KK
KK
1,[0,1] //oo
$$J
JJ
JJ
1,[0,2] //
$$J
JJ
JJ
1,[0,3]
$$J
JJ
JJ
3,[1,1]
::ttttt
&&LL
LL
&&LL
LL
3,[0,1]oo // 3,[0,2] //
kkXXXXXXXXXXXXXXXXXXX
xxrrr
rxxrrr
r
3,[0,3]
kkXXXXXXXXXXXXXXXXXXX
5,[0,0] // 5,[0,1] //
ffLLLL
ffLLLL
rreeeeee
eeeeee
eeeeee
e 5,[0,2]
ffLLLL
ffLLLL
rreeeeee
eeeeee
eeeeee
e
?
r
r
2,[0,0] //
88rrrr
2,[0,1] //
88rrrr
xxrrr
r
2,[0,2]
88rrrr
4,[0,0] //
ffLLLL
4,[0,1]
ffLLLL
?
r
r
1,[0,0] // 1,[0,1] //
$$JJ
JJ
J
1,[0,2] //
$$JJ
JJ
J
1,[0,3]
$$JJ
JJ
J
3,[1,1]
eeKKKK
%%KK
KK
%%KK
KK
3,[0,1]oo // 3,[0,2] //
kkXXXXXXXXXXXXXXXXXXX
zzttt
ttzzttt
tt
3,[0,3]
kkXXXXXXXXXXXXXXXXXXX
5,[0,0] // 5,[0,1] //
ddJJJJJ
ddJJJJJ
rreeeeee
eeeeee
eeeeee
ee 5,[0,2]
ddJJJJJ
ddJJJJJ
rreeeeee
eeeeee
eeeeee
e
?
t
t
t
2,[0,0] //
88qqqq
2,[0,1] //
88rrrr
xxrrr
r
2,[0,2]
88rrrr
4,[0,0] //
ffMMMM
4,[0,1]
ffLLLL
?
r
r
1,[0,0] //
&&LL
LL
1,[0,1] //
&&LL
LL
1,[0,2] //
&&LL
LL
1,[0,3]
&&LL
LL
3,[0,0] // 3,[0,1] //
xxrrr
rxxrrr
r
llYYYYYYYYYYYYYYYYYYY
3,[0,2] //
llYYYYYYYYYYYYYYYYYYY
xxrrr
rxxrrr
r
3,[0,3]
llYYYYYYYYYYYYYYYYYYY
5,[0,0] //
ffLLLL
ffLLLL
5,[0,1] //
ffLLLL
ffLLLL
rreeeeee
eeeeee
eeeeee
e 5,[0,2]
ffLLLL
ffLLLL
rreeeeee
eeeeee
eeeeee
e
?
r
r
2,[0,0] //
88rrrr
2,[0,1] //
88rrrr
xxrrr
r
2,[0,2]
88rrrr
4,[0,0] //
ffLLLL
4,[0,1]
ffLLLL
?
r
r
We finally arrived at a quiver whose vertices correspond to the indecomposable direct
summands of T∨M . Since we know how the quiver of EndΛ(T
∨
M ) looks like, we also obtain
the missing arrows marked by ___ . Namely we have an arrow 3,[0,3] // // 5,[0,2] and
two arrows 2,[0,2] // 4,[0,1] .
Next, we discuss another example, which illustrates why we call the formula in The-
orem 18.1 a generalized determinantal identity. This time we will display explicitly the
Λ-modules occuring in our sequence of mutations from TM to T
∨
M . Let Q be the quiver
4
  


3
  


2
  


1
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The Auslander-Reiten quiver of CQ is:
M4 =
4
3
2
1
?
??
?
M3 =
3
2
1
??
?
??
??
?
M7 =
4
3
2
?
??
??
?
oo_ _ _ _
M2 = 21
??
?
??
??
??
M6 = 32
??
?
??
??
??
oo_ _ _ _ M9 = 43
?
??
??
??
oo_ _ _ _
M1 = 1
??
M5 = 2
??
oo_ _ _ _ _ M8 = 3
??
oo_ _ _ _ _ M10 = 4oo_ _ _ _ _
Let us display a sequence of mutations from TM to T
∨
M :
4
3
2
1
?
??
3
2
1
??
?
??
??
3
2 4
1 3
2
?
??
oo
2
1
??
?
??
??
??
2
1 3
2
??
?
??
??
oo
2
1 3
2 4
3
?
??
oo
1
??
1
2
??
oo 1 2
3
??
oo
1
2
3
4
oo
4
3
2
1
?
??
3
2
1
??
?
??
??
3
2 4
1 3
2
?
??
oo
2
1
??
 



2
1 3
2
??
?
??
??
oo
2
1 3
2 4
3
?
??
oo
2 // 1 2
??
1
2
3
??
oo
1
2
3
4
oo
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4
3
2
1
?
??
3
2
1
??
?
??
??
3
2 4
1 3
2
?
??
oo
2
1
??
 



2
1 3
2
??
oo
 


2
1 3
2 4
3
?
??
oo
2
44jjjjjjjjjjjjjjjjjjjj 2
3
//oo 1 2
3
??
1
2
3
4
oo
4
3
2
1
?
??
3
2
1
??
?
??
??
3
2 4
1 3
2
?
??
oo
2
1
??
 


2
1 3
2
??
oo
 


2
1 3
2 4
3
??
?
oo
 

2
44jjjjjjjjjjjjjjjjjjjj 2
3
oo
44jjjjjjjjjjjjjjjjjjj 2
3
4
//oo
1
2
3
4
4
3
2
1
?
??
3
2
1
 


??
3
2 4
1 3
2
?
??
oo
3
2
// 21 3
2
??
 


2
1 3
2 4
3
??
?
oo
 

2
??
2
3
oo
44jjjjjjjjjjjjjjjjjjj 2
3
4
//oo
1
2
3
4
4
3
2
1
?
??
3
2
1
 


??
3
2 4
1 3
2
??
?
oo
 

3
2
?
??
??
??
44jjjjjjjjjjjjjjjjjjj 3
2 4
3
//oo
2
1 3
2 4
3
??
?
 

2
??
2
3
oo
??
2
3
4
//oo
1
2
3
4
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4
3
2
1
 
 ??
?
4
3
2
//
3
2 4
1 3
2
??
?
 

3
2
?
??
??
??
??
3
2 4
3
//oo
2
1 3
2 4
3
??
?
 

2
??
2
3
oo
??
2
3
4
//oo
1
2
3
4
4
3
2
1
 
 ??
?
4
3
2
//
3
2 4
1 3
2
??
?
 

3
2
??
 



3
2 4
3
//oo
2
1 3
2 4
3
??
?
 

3 // 2 3
??
2
3
4
//oo
1
2
3
4
4
3
2
1
 
 ??
?
4
3
2
//
3
2 4
1 3
2
??
?
 

3
2
??
 


3
2 4
3
//oo
 


2
1 3
2 4
3
??
?
 

3
44jjjjjjjjjjjjjjjjjjjj 3
4
//oo 2 3
4
//
__?????
1
2
3
4
4
3
2
1
 
 ??
?
4
3
2
//
 


3
2 4
1 3
2
??
?
 

4
3
// 32 4
3
//
 


__?????
2
1 3
2 4
3
??
?
 

3
??
3
4
//oo 2 3
4
//
__?????
1
2
3
4
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4
3
2
1
 
 ??
?
4
3
2
//
 


3
2 4
1 3
2
??
?
 

4
3
//
 



3
2 4
3
//
 


__?????
2
1 3
2 4
3
??
?
 

4 // 3
4
//
__???????
2
3
4
//
__?????
1
2
3
4
The first quiver on the list above is the quiver of the endomorphism algebra EndA(TM ),
and the last quiver on the list is the quiver of EndΛ(T
∨
M ).
Define a matrix
X :=

1 x1 x2 x3 x4
0 1 x5 x6 x7
0 0 1 x8 x9
0 0 0 1 x10
0 0 0 0 1

The matrix X has columns and rows indexed by [1, 5]. For two subsets I, J ⊆ [1, 5] with
the same cardinality k let
∆I,J ∈ C[x1, . . . , x10]
be the minor of X with respect to the rows I and columns J . For example,
∆23,35 = det
(
x5 x7
1 x9
)
= x5x9 − x7.
If I = [1, b] ∪ I ′ and J = [1, b] ∪ J ′, then we have ∆I,J = ∆I′,J ′ . Also, for some subsets I
and J of [1, 5], the minor ∆I,J will be zero. If I = [1, k], we will just write ∆J instead of
∆I,J .
We now take the quiver of EndΛ(TM ) as displayed in the list above and replace the
vertices by polynomials in C[x1, . . . , x10] as follows:
∆5
?
??
??
?
∆4
??
?
??
??
?
∆45
?
??
??
?
oo
∆3
??
?
??
??
?
∆34
??
?
??
??
?
oo ∆345
?
??
??
?
oo
∆2
??
∆23
??
oo ∆234
??
oo ∆2345oo
There is an isomorphism
η : C[x1, . . . , x10]→ C[δ(M1,0), . . . , δ(M10 ,0)] = R(CM )
which is defined by xi 7→ δ(Mi,0). Note that
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x1 = ∆2, x2 = ∆3, x3 = ∆4, x4 = ∆5,
x5 = ∆13, x6 = ∆14, x7 = ∆15,
x8 = ∆124, x9 = ∆125,
x10 = ∆1235
Now one can easily show that for 1 ≤ i ≤ 4 and 0 ≤ a ≤ b ≤ i− 1 we have
η : ∆[1,i−a],[1,i−b−1]∪[4−b+1,4−a+1] 7→ δTi,[a,b] .
(We assume that [1, 0] := ∅.) Thus all cluster variables appearing in the above sequence
of mutations from TM to T
∨
M are images of minors of the matrix X.
On the other hand, there are cluster variables δR in R(CM ) which are not images of
minors of the matrix X, compare [GLS1, Section 13.1].
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Part 4. Cluster algebras
In this part, let K = C be the field of complex numbers.
19. Kac-Moody Lie algebras and semicanonical bases
In this section we recall known results on Kac-Moody Lie algebras and semicanonical
bases.
19.1. Kac-Moody Lie algebras. Let Γ = (Γ0,Γ1, γ) be a finite graph (without loops).
It has as set of vertices Γ0, edges Γ1 and γ : Γ1 → P2(Γ0) determining the adjacency of
the edges; here P2(Γ0) denotes the set of two-element subsets of Γ0. If Γ0 = {1, 2, . . . , n}
we can assign to Γ a symmetric generalized Cartan matrix CΓ = (cij)i,j=1,2,...n, which is
an n× n-matrix with integer entries
cij :=
{
2 if i = j,
−
∣∣γ−1({i, j})∣∣ if i 6= j.
Obviously, the assignment Γ 7→ CΓ induces a bijection between isomorphism classes of
graphs with vertex set {1, 2, . . . , n} and symmetric generalized Cartan matrices in Zn×n
up to simultaneous permutation of rows and columns.
If Q = (Q0, Q1, s, t) is a quiver without oriented cycles (in particular without loops) its
underlying graph |Q| := (Q0, Q1, q) is given by q(a) = {s(a), t(a)} for all a ∈ Q1 i.e. it is
obtained by “forgetting” the orientation of the edges. We write then also CQ := C|Q|.
It will be convenient for us to consider g := gQ := g(CQ) the (symmetric) Kac-Moody
Lie algebra associated to Q, which is defined as follows: Let h be a C-vector space of
dimension 2n − rank(CQ), and let Π := {α1, . . . , αn} ⊂ h
∗ and Π∨ := {α∨1 , . . . , α
∨
n} ⊂ h
be linearly independent subsets of the vector spaces h∗ and h, respectively, such that
αi(α
∨
j ) = cij
for all i, j. Then g = (g, [−,−]) is the Lie algebra over C generated by h and the symbols
ei and fi (1 ≤ i ≤ n) satisfying the following defining relations:
(L1) [h, h′] = 0 for all h, h′ ∈ h,
(L2) [h, ei] = αi(h)ei, and [h, fi] = −αi(h)fi,
(L3) [ei, fi] = α
∨
i and [ei, fj ] = 0 for all i 6= j,
(L4) (ad(ei)
1−cij )(ej) = 0 for all i 6= j,
(L5) (ad(fi)
1−cij )(fj) = 0 for all i 6= j.
(For x, y ∈ g and m ≥ 1 we set ad(x)(y) := ad(x)1(y) := [x, y] and ad(x)m+1(y) :=
ad(x)m([x, y]).)
The Lie algebra g is finite-dimensional if and only if Q is a Dynkin quiver. In this case,
g is the usual simple Lie algebra associated to Q.
Conversely, if g = g(C) is a Kac-Moody Lie algebra defined by a symmetric generalized
Cartan matrix C, we say that g is of type Γ if C = CΓ. This is well defined for symmetric
Kac-Moody Lie algebras. We call Γ the Dynkin graph of g.
For α ∈ h∗ let
gα := {x ∈ g | [h, x] = α(h)x for all h ∈ h}.
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One can show that dim gα < ∞ for all α. By R := Zα1 ⊕ · · · ⊕ Zαn we denote the root
lattice of g. Define R+ := Nα1 ⊕ · · · ⊕ Nαn. The roots of g are defined as the elements in
∆ := {α ∈ R \ {0} | gα 6= 0}.
Set ∆+ := ∆ ∩ R+ and ∆− := ∆ ∩ (−R+). One can show that ∆ = ∆+ ∪ ∆−. The
elements in ∆+ and ∆− are the positive roots and the negative roots, respectively. The
elements in {α1, . . . , αn} are positive roots of g and are called simple roots.
One has the triangular decomposition g = n− ⊕ h⊕ n with
n− =
⊕
α∈∆+
g−α and n =
⊕
α∈∆+
gα.
The Lie algebra n is generated by e1, . . . , en with defining relations (L4). Set nα := gα if
α ∈ R+ \ {0}.
For 1 ≤ i ≤ n define an element si in the automorphism group Aut(h
∗) of h∗ by
si(α) := α− α(α
∨
i )αi
for all α ∈ h∗. The subgroup W ⊂ Aut(h∗) generated by s1, . . . , sn is the Weyl group
of g. The elements si are called Coxeter generators of W . The identity element of W is
denoted by 1. The length l(w) of some w 6= 1 in W is the smallest number t ≥ 1 such that
w = sit · · · si2si1 for some 1 ≤ ij ≤ n. In this case (it, . . . , i2, i1) is a reduced expression for
w. Let R(w) be the set of all reduced expressions for w. We set l(1) = 0.
Let us repeat the following definition from Section 3.7. A Weyl group element w is Q-
adaptable if there exists a reduced expression (it, . . . , i2, i1) ∈ R(w) such that i1 is a sink of
Q, and ik+1 is a sink of σik · · · σi2σi1(Q) for all 1 ≤ k ≤ t−1. If this is the case, we say that
(it, . . . , i2, i1) is a Q-adapted reduced expression. A Weyl group element w is adaptable if
there exists an orientation Q of the Dynkin graph of g such that w is Q-adaptable.
A root α ∈ ∆ is a real root if α = w(αi) for some w ∈ W and some i. It is well known
that dim gα = 1 if α is a real root. By ∆re we denote the set of real roots of g. Define
∆+re := ∆re ∩∆
+.
Finally, let us fix a Z-basis {$j | 1 ≤ j ≤ 2n − rank(CQ)} of h
∗
Z such that
$j(α
∨
i ) = δij , (1 ≤ i ≤ n, 1 ≤ j ≤ 2n − rank(CQ)),
(see [Ku, §6.1.6]). The $j are the fundamental weights. We denote by
P :=
2n−rank(CQ)⊕
i=1
Z$i
the integral weight lattice, and we set
P+ := {ν ∈ P | ν(α∨i ) ≥ 0 for 1 ≤ i ≤ n}.
19.2. The universal enveloping algebra U(n). The universal enveloping algebra U(n)
of the Lie algebra n is the associative C-algebra defined by generators E1, . . . , En and
relations
1−cij∑
k=0
(−1)kE
(k)
i EjE
(1−cij−k)
i = 0
for all i 6= j, where the cij are the entries of the generalized Cartan matrix CQ, and
E
(k)
i := E
k
i /k!.
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We have a canonical embedding ι : n → U(n) which maps ei to Ei for all 1 ≤ i ≤ n. We
consider n as a subspace of U(n), and we also identify ei and Ei.
Let
J =
{
N1 if dimn =∞,
[1, d] if dimn = d.
Let P := {pi | i ∈ J} be a C-basis of n such that P ∩ nα is a basis of nα for all positive
roots α. We assume that {e1, . . . , en} ⊂ P. Thus ei is a basis vector of the (1-dimensional)
space nαi .
For k ≥ 0 define p
(k)
i := p
k
i /k!. Let N
(J)
be the set of tuples (mi)i∈J of natural numbers
mi such that mi = 0 for all but finitely many mi. For m = (mi)i≥1 ∈ N
(J)
define
pm := p
(m1)
1 p
(m2)
2 · · · p
(ms)
s
where s is chosen such that mj = 0 for all j > s.
Theorem 19.1 (Poincare´-Birkhoff-Witt). The set
P :=
{
pm |m ∈ N
(J)
}
is a C-basis of U(n).
The basis P is called a PBW-basis of U(n). For d = (d1, . . . , dn) ∈ N
n let Ud be
the subspace of U(n) spanned by the elements of the form ei1ei2 · · · eim , where for each
1 ≤ i ≤ n the set {ik | ik = i, 1 ≤ k ≤ m} contains exactly di elements.
It follows that
U(n) =
⊕
d∈Nn
Ud.
This turns U(n) into an Nn-graded algebra.
Furthermore, U(n) is a cocommutative Hopf algebra with comultiplication
∆: U(n)→ U(n)⊗ U(n)
defined by ∆(x) := 1⊗ x+ x⊗ 1 for all x ∈ n. It is easy to check that
(20) ∆(pm) =
∑
k
pk ⊗ pm−k,
where the sum is over all tuples k = (ki)i≥1 with 0 ≤ ki ≤ mi for every i.
By U∗d we denote the vector space dual of Ud. Define the graded dual of U(n) by
U(n)∗gr :=
⊕
d∈Nn
U∗d .
It follows that U(n)∗gr is a commutative associative C-algebra with multiplication defined
via the comultiplication ∆ of U(n): For f ′, f ′′ ∈ U(n)∗gr and x ∈ U(n), we have
(f ′ · f ′′)(x) =
∑
(x)
f ′(x(1))f
′′(x(2)),
where (using the Sweedler notation) we write
∆(x) =
∑
(x)
x(1) ⊗ x(2).
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Let P∗ :=
{
p∗m |m ∈ N
(J)
}
be the dual PBW-basis of U(n)∗gr, where
p∗m(pn) :=
{
1 if m = n,
0 otherwise.
The element in P∗ corresponding to pi ∈ P is denoted by p
∗
i . It follows from (20) that
p∗m · p
∗
n = p
∗
m+n,
that is, each element p∗m in P
∗ is equal to a monomial in the p∗i ’s. Hence, the graded dual
U(n)∗gr can be identified with the polynomial algebra C[p
∗
1, p
∗
2, . . .] (with countably many
variables p∗i ).
19.3. The Lie algebra n(w). Let
n̂ :=
∏
α∈∆+
nα
be the completion of the Lie algebra n.
A subset Θ ⊆ ∆+ is bracket closed if for all α, β ∈ Θ with α+β ∈ ∆+ we have α+β ∈ Θ.
One calls Θ bracket coclosed if ∆+ \Θ is bracket closed.
For w ∈W set
∆+w :=
{
α ∈ ∆+ | w(α) < 0
}
.
It follows that for each (it, . . . , i2, i1) ∈ R(w) we have
∆+w = {αi1 , si1(αi2), . . . , si1si2 · · · sit−1(αit)}.
The set ∆+w contains l(w) positive roots, all of these are real roots. See for example [Ku,
1.3.14]. The next lemma is well known.
Lemma 19.2. For every w ∈W , the set ∆+w is bracket closed and bracket coclosed.
Let
n(w) :=
⊕
α∈∆+w
nα
be the nilpotent Lie algebra associated to w. Thus dim n(w) = l(w).
The following lemma is also well known (see [Be]).
Lemma 19.3. Let M =M1 ⊕ · · · ⊕Mr be a terminal CQ-module, and let x(1) < x(2) <
· · · < x(r) be a ΓM -adapted ordering of the vertices of ΓM . For 1 ≤ j ≤ r set ij = i where
i is the vertex of Q with x(j) = (i, a) for some a. Then
w := w(M) := sir · · · si2si1
is Qop-adaptable, and we have
∆+w = ∆
+
M := {dim(M1), . . . ,dim(Mr)}.
Moreover, w does not depend on the choice of the adapted ordering.
Let us discuss an example. Let Q be the quiver
3
2
^^=====
1
@@
OO
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We take a terminal CQ-module M defined by t1 = 2 and t2 = t3 = 1. Thus the quiver
ΓM looks as follows:
x(6)
""E
EE
EE
EE
E

x(7) //
77ooooooooooooo
x(5) //
||yy
yy
yy
yy
x(3)
""E
EE
EE
EE
E

x(4) //
66lllllllllllllllll
x(2)
||yy
yy
yy
yy
x(1)
The vertices are labelled such that the ordering x(1) < x(2) < · · · < x(7) is ΓM -adapted.
Thus w = w(M) := s1s3s2s1s3s2s1 is a Q
op-adaptable Weyl group element. We get
∆+w :=
{
0
0
1
,
0
1
1
,
1
1
2
,
1
2
2
,
2
2
3
,
2
3
3
,
3
3
4
}
.
These are just the dimension vector of the indecomposable direct summands of M . For
example, we have
s1s2s3(α1) = s1s2
(
1
0
1
)
= s1
(
1
2
1
)
=
(
1
2
2
)
.
The part of the preinjective component of CQ, where the indecomposable direct summands
of M lie, looks like this:
2
3
3
=
==
==
==
=

3
3
4
//
99tttttttttttttt 2
2
3
//
  



1
1
2
=
==
==
==
=

ffN N
N
N N
N
N N
1
2
2
eeJ
J
J
J
J
J
J
//
88pppppppppppppppp 0
1
1
  



ffN N
N
N N
N
N N
0
0
1
ffN N
N
N N
N
N N
19.4. Semicanonical bases. Recall that for each dimension vector d = (d1, . . . , dn) we
defined the affine variety Λd of nilpotent Λ-modules with dimension vector d. A subset C
of Λd is said to be constructible if it is a finite union of locally closed subsets. A function
f : Λd → C
is constructible if the image f(Λd) is finite and f
−1(m) is a constructible subset of Λd
for all m ∈ C. The set of constructible functions on Λd is denoted by M(Λd). This is a
C-vector space.
Recall that the group GLd acts on Λd by conjugation. By M(Λd)
GLd we denote the
subspace of M(Λd) consisting of the constructible functions which are constant on the
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GLd-orbits in Λd. Set
M˜ :=
⊕
d∈Nn
M(Λd)
GLd .
For f ′ ∈M(Λd′)
GLd′ , f ′′ ∈M(Λd′′)
GLd′′ and d = d′+ d′′ we define a constructible function
f := f ′ ? f ′′ : Λd → C
in M(Λd)
GLd by
f(X) :=
∑
m∈C
mχc
({
U ⊆ X | f ′(U)f ′′(X/U) = m
})
for all X ∈ Λd, where U runs over the points of the Grassmannian of all submodules of
X with dim(U) = d′. Here, for a constructible subset V of a complex variety we denote
by χc(V ) its (topological) Euler characteristic with respect to cohomology with compact
support. This turns M˜ into an associative C-algebra.
Remark 19.4. Note that the product ? defined here is opposite to the convolution prod-
uct we have used in [GLS1, GLS3, GLS4]. This new convention turns out to be better
adapted to our choice of categorifying C[N(w)] and C[Nw] by categories closed under fac-
tor modules. It is also compatible with our choice in [GLS6] of categorifying coordinate
rings of partial flag varieties by categories closed under submodules (see Remark 22.22).
For the canonical basis vector ei := dim(Si) we know that Λei is just a point, which (as
a Λ-module) is isomorphic to the simple module Si. Define 1i : Λei → C by 1i(Si) := 1.
ByM we denote the subalgebra of M˜ generated by the functions 1i where 1 ≤ i ≤ n. Set
Md :=M∩M(Λd)
GLd . It follows that
M :=
⊕
d∈Nn
Md
is an Nn-graded C-algebra.
Theorem 19.5 (Lusztig [L3]). There is an isomorphism of Nn-graded C-algebras
U(n)→M
defined by Ei 7→ 1i for 1 ≤ i ≤ n.
Let Irr(Λd) be the set of irreducible components of Λd.
Theorem 19.6 (Lusztig [L3]). For each Z ∈ Irr(Λd) there is a unique fZ : Λd → C in
Md such that fZ takes value 1 on some dense open subset of Z and value 0 on some dense
open subset of any other irreducible component Z ′ of Λd. Furthermore, the set
S := {fZ | Z ∈ Irr(Λd), d ∈ N
n}
is a C-basis of M.
The basis S is called the semicanonical basis of M. By Theorem 19.5 we just identify
M and U(n) and consider S also as a basis of U(n).
Now we turn to the graded dual
U(n)∗gr =
⊕
d∈Nn
U∗d
of U(n). Let M∗d be the dual space of Md, and set
M∗ :=
⊕
d∈Nn
M∗d.
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For X ∈ Λd define a linear form
δX : Md → C
by δX(f) := f(X). It is not difficult to show that the map X 7→ δX from Λd to M
∗
d is
constructible, i.e. this map has a finite image and the preimage of each element in M∗d
is constructible in Λd. So on every irreducible component Z ∈ Irr(Λd) there is a Zariski
open set on which this map is constant. Define ρZ := δX for any X in this open set. The
C-vector space M∗d is spanned by the functions δX with X ∈ Λd. Then by construction
S∗ := {ρZ | Z ∈ Irr(Λd), d ∈ N
n}
is the basis of M∗ ≡ U(n)∗gr dual to Lusztig’s semicanonical basis S of U(n).
19.5. A cluster character. The map X 7→ δX from nil(Λ) to U(n)
∗
gr has the following
multiplicative properties.
Theorem 19.7 ([GLS1, Lemma 7.2] and [GLS4, Theorem 2]). Let X,Y ∈ nil(Λ).
(i) We have
δXδY = δX⊕Y .
(ii) If dim Ext1Λ(X,Y ) = 1 with
0→ X → E′ → Y → 0 and 0→ Y → E′′ → X → 0
the corresponding non-split short exact sequences, then
δXδY = δE′ + δE′′ .
In fact, the main result of [GLS4] is a more general multiplication formula (without the
restriction to the case dim Ext1Λ(X,Y ) = 1). However, in this paper we do not need this.
19.6. Dual Verma modules. We present some of the results of [GLS3] in a form conve-
nient for our present purpose. For i = 1, . . . , n, let Îi denote the injective Λ-module with
simple socle Si. If Λ is not of Dynkin type, Îi is infinite-dimensional. For ν ∈ P
+ we write
Îν :=
n⊕
i=1
Î
ν(α∨i )
i .
For i = 1, . . . , n and a nilpotent Λ-module X we denote by G(i,X) the variety of submod-
ules Y of X such that X/Y ∼= Si. Similarly, if
soc(X) =
n⊕
i=1
Smii
and ν ∈ P+ is such that ν(α∨i ) ≥ mi for 1 ≤ i ≤ n, then we have an embedding X ↪→ Îν .
In this case, we denote by G(i, ν,X) the variety of submodules Y of Îν such that X ⊂ Y
and Y/X ∼= Si. Hence, if dim(X) = β and f ∈ Mβ−αi , we can form the following sum
S =
∑
m∈Z
mχc({Y ∈ G(i,X) | f(Y ) = m}).
For convenience we shall denote such an expression by an integral, for example,
S =
∫
Y ∈G(i,X)
f(Y ).
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Similarly, there exists a partition
G(i,X) =
m⊔
j=1
Aj
into constructible subsets such that δY = δY ′ for all Y, Y
′ ∈ Aj . Then, choosing arbitrary
Yj ∈ Aj for j = 1, . . . ,m, we can also denote by an integral the following element of
M∗β−αi ∫
Y ∈G(i,X)
δY =
m∑
j=1
χc(Aj)δYj .
Theorem 19.8. Let λ ∈ P be an integral weight, and let Mlow(λ) be the lowest weight
Verma right U(g)-module, with lowest weight λ. Under the identifications
Mlow(λ) ≡ U(n) ≡M
we equip M with the structure of a right U(g)-module as follows. The generators ei ∈
n, fi ∈ n−, h ∈ h act on g ∈ M(β) by
(g · ei)(X
′) =
∫
Y ∈G(i,X′)
g(Y ),
(g · fi)(X) =
∫
Y ∈G(i,ν,X)
g(Y )− (ν − λ)(α∨i )g(X ⊕ Si),
g · h = (λ− β)(h)g,
where X ′ ∈ Λβ+αi , X ∈ Λβ−αi and ν ∈ P
+ are as above.
Note that g · ei = g ∗ 1i by our convention for the multiplication in M. Moreover, the
formula for g · fi ∈Mβ−αi is in fact independent of the choice of ν.
Recall, that for each h-diagonalizable right U(g)-module
M =
⊕
µ∈h∗
Mµ
one can consider the dual representation
M∗ =
⊕
µ∈h∗
M∗µ
defined by M∗µ := HomC(Mµ,C) and
(x · φ)(m) := φ(m · x), (x ∈ g, m ∈M).
Consider the canonical epimorphism from the Verma module Mlow(λ) to the irreducible
lowest weight right U(n)-module Llow(λ). For the corresponding dual representations we
obtain an inclusion
L∗low(λ) ↪→M
∗
low(λ).
It is well known that L∗low(λ) is isomorphic to the irreducible highest weight left module
L(λ). This yields the following realization of L(λ) in terms of δ-functions.
Theorem 19.9. Let λ ∈ P+ be a dominant weight. The subspace of U(n)∗gr spanned by all
δX such that X is isomorphic to a submodule of Îλ carries the above-mentioned structure
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of an irreducible highest weight module L(λ). For such X with dim(X) = β the action of
the Chevalley generators of U(g) is given by
ei · δX =
∫
Y ∈G(i,X)
δY ,
fi · δX =
∫
Y ′∈G(i,λ,X)
δY ′ ,
h · δX = (λ− β)(h)δX .
Note that U(n)∗gr carries also a right U(n)-module structure coming from the left regular
representation of U(n). In order to describe it, we introduce the following definition. For
X ∈ Λβ we denote by G
′(i,X) the variety of submodules Y of X such that dim(Y ) = αi.
Each element of this space is isomorphic to Si and clearly G
′(i,X) is a projective space.
It is easy to see that
δX · ei =
∫
S∈G′(i,X)
δX/S .
Under the above identification M∗low(λ) ≡ U(n)
∗
gr, the subspace of U(n)
∗
gr carrying the
U(g)-module L(λ) can be described as follows.
Corollary 19.10. We have
L(λ) =
{
φ ∈ U(n)∗gr | φ · e
λ(α∨i )+1
i = 0, (i = 1, . . . , n)
}
.
Proof. The nilpotent Λ-module X is isomorphic to a submodule of Îλ if and only if
δX · e
λ(α∨i )+1
i = 0 for every i. The claim then follows from Theorem 19.9. 
20. A dual PBW-basis and a dual semicanonical basis for
A(CM)
In this section we prove Theorem 3.3 and Theorem 3.4. We also deduce from these
results the existence of semicanonical bases for the cluster algebras R˜(CM ) and R(CM )
obtained by inverting and specializing coefficients, respectively.
20.1. Proof of Theorem 3.3. By the definition of the cluster algebra A(CM , T ), its
initial seed is (y, B(T )◦). Let F = C(y1, . . . , yr). Since T is rigid, by Theorem 19.7 (i)
every monomial in the δTi belongs to the dual semicanonical basis S
∗, hence the δTi are
algebraically independent and (δT1 , . . . , δTr ) is a transcendence basis of the subfield G it
generates inside the fraction field of U(n)∗gr. Let ι : F → G be the field isomorphism defined
by ι(yi) = δTi (1 ≤ i ≤ r). Combining Theorem 3.1 and Theorem 19.7 (ii) we see that
the cluster variable z of A(CM , T ) obtained from the initial seed (y, B(T )
◦) through a
sequence of seed mutations in successive directions k1, . . . , ks will be mapped by ι to δX ,
where X ∈ CM is the indecomposable rigid module obtained by the same sequence of
mutations of rigid modules. It follows that ι restricts to an isomorphism from A(CM , T )
to R(CM , T ). This isomorphism is completely determined by the images of the elements
yi, hence the unicity. The cluster monomials are mapped to elements δR where R is a (not
necessarily maximal or basic) rigid module in CM , hence an element of S
∗. This finishes
the proof of Theorem 3.3.
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20.2. Proof of Theorem 3.4. Let M = M1 ⊕ · · · ⊕Mr be a terminal CQ-module. We
fix for this section a ΓM -adapted ordering x(1) < x(2) < · · · < x(r) of the vertices of ΓM
and we may assume that Mi corresponds to the vertex x(i) for 1 ≤ i ≤ r. Moreover, we
write α(i) := dim(Mi).
We have
C[δ(M1,0), . . . , δ(Mr ,0)] ⊆ R(CM ) ⊆ SpanC〈δX | X ∈ CM 〉,
where the first inclusion follows from the observation that each of the Λ-modules (Mi, 0)
for 1 ≤ i ≤ r is the direct summand of a maximal rigid module on the mutation path
from TM to T
∨
M , see Section 18. The second inclusion follows from the observation that
SpanC〈δX | X ∈ CM 〉 is an algebra. This follows from the fact that CM is an additive
category together with Theorem 19.7 (i).
For each M ′ ∈ add(M) we can choose a CQ-module homomorphism
fM ′ : M
′ → τ(M ′)
such that (M ′, fM ′) is generic in pi
−1
Q,d(OM ′), where d = dim(M
′). It follows that δ(M ′,fM′)
belongs to the dual semicanonical basis S∗ of U(n)∗gr. If M
′ = Mi is an indecomposable
direct summands of M , then HomCQ(M
′, τ(M ′)) = 0 and therefore fM ′ = 0.
The following theorem is a slightly more explicit statement of Theorem 3.4:
Theorem 20.1. Let M be a terminal CQ-module. Then the following hold:
(i) We have
R(CM ) = C[δ(M1,0), . . . , δ(Mr ,0)] = SpanC〈δX | X ∈ CM 〉;
(ii) The set
P∗M :=
{
δ(M ′,0) |M
′ ∈ add(M)
}
is a C-basis of R(CM );
(iii) The subset
S∗M :=
{
δ(M ′,fM′) |M
′ ∈ add(M)
}
of the dual semicanonical basis is a C-basis of R(CM ), and all cluster monomials
of R(CM ) belong to S
∗
M .
The basis P∗M will be called dual PBW-basis of R(CM ), and S
∗
M the dual semicanonical
basis of R(CM ). The proof of this theorem will be given after a series of lemmas.
LetMQ,d be the C-vector space of GLd-invariant constructible functions rep(Q, d)→ C.
Set
MQ :=
⊕
d∈Nn
MQ,d.
Note that the affine space rep(Q, d) of representations of Q with dimension vector d can
be viewed as an irreducible component of Λd. In fact, dim rep(Q, d) = dimΛd, and we
have
rep(Q, d) = {(fa, fa∗)a∈Q1 ∈ Λd | fa∗ = 0 for all a ∈ Q1},
compare Section 4. Thus we have a natural restriction ResQ : M → MQ, which is an
algebra homomorphism.
Lemma 20.2 ([L1, S]). Let f ∈Md. If ResQ(f) = 0, then f = 0.
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Let
n =
⊕
d∈∆+
nd
be the root space decomposition of n. We consider n as a subspace of the universal
enveloping algebra U(n). Since we identify U(n) and M, we can think of an element f in
nd as a constructible function f : Λd → C in Md.
Lemma 20.3. Let f ∈ nd. If d 6∈ {α(i) | 1 ≤ i ≤ r}, then
f(X) = 0 for all X ∈ CM .
Proof. We know from Lemma 19.2 and Lemma 19.3 that {α(i) | 1 ≤ i ≤ r} is a bracket
closed subset of ∆+. Thus if X ∈ CM has a dimension vector d
′ in ∆+ we must have
d′ ∈ {α(i) | 1 ≤ i ≤ r}. Therefore, since f ∈ Md with d ∈ ∆
+ and d 6∈ {α(i) | 1 ≤ i ≤ r},
we have f(X) = 0 for every X ∈ CM . 
Next, we construct a PBW-basis of U(n) as follows. Choose a C-basis
P := {pj | j ∈ J}
of n consisting of weight vectors for the adjoint representation. We number it so that
for 1 ≤ j ≤ r the vector pj belongs to nα(j). We denote by P = {pm | m ∈ N
(J)
} the
PBW-basis of U(n) with respect to P (see Theorem 19.1).
Lemma 20.4. Let pm ∈ P where m = (mj)j∈J . If mj > 0 for some j > r, then
pm(X) = 0 for all X ∈ CM .
Equivalently, δX(pm) = 0 for all X ∈ CM .
Proof. We regard pm as an element of M, hence as a convolution product
pm = p
(m1)
1 ? p
(m2)
2 ? · · · ? p
(ms)
s .
Let us assume that s > r and ms > 0. It follows that pm = p ? ps where
p :=
1
ms
(
p
(m1)
1 ? p
(m2)
2 ? · · · ? p
(ms−1)
s−1 ? p
(ms−1)
s
)
.
Now let X ∈ CM . Then
pm(X) = (p ? ps)(X) =
∑
m∈C
mχc({U ⊆ X | p(U)ps(X/U) = m}).
Since CM is closed under factor modules, we get X/U ∈ CM for all submodules U of X.
Now Lemma 20.3 yields ps(X/U) = 0 for all such U . Thus we proved that pm(X) = 0 for
all X ∈ CM . 
We denote by P∗ the dual of the PBW-basis P of U(n). Define
P∗M := {(p
∗
1)
m1 · · · (p∗r)
mr | mi ≥ 0} ⊆ P
∗.
Recall that the dimension vectors of the indecomposable representations of the quiver
Q are known ([K1]):
Theorem 20.5 (Kac). There is an indecomposable representation in rep(Q, d) if and
only if d ∈ ∆+. Furthermore, there is (up to isomorphism) exactly one indecomposable
representation in rep(Q, d) if and only if d ∈ ∆+re.
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Let ∆: U(n) → U(n) ⊗ U(n) be the comultiplication of U(n). For f ∈ U(n) it is well
known that
∆(f) = 1⊗ f + f ⊗ 1
if and only if f ∈ n, see for example [D]. As before, we identify U(n) and M, and we
denote the comultiplication of M also by ∆. If f ∈ Md, X
′ ∈ Λd′ and X
′′ ∈ Λd′′ with
d = d′ + d′′, then
f(X ′ ⊕X ′′) = ∆(f)(X ′,X ′′),
see [GLS1]. Thus, if f ∈ nd for some d, and X ∈ Λd is not indecomposable, we can write
X = X ′ ⊕X ′′ with X ′ 6= 0 6= X ′′ and
f(X) = (1⊗ f)(X ′,X ′′) + (f ⊗ 1)(X ′,X ′′) = f(X ′) + f(X ′′) = 0,
since dim(X ′) 6= d 6= dim(X ′′). Therefore we proved the following result:
Lemma 20.6. For a dimension vector d, let Λindd be the constructible subset of Λd con-
sisting of the indecomposable Λ-modules in Λd. If f ∈ nd, then supp(f) ⊆ Λ
ind
d .
We know by Lemma 20.2 that the map ResQ : Md → MQ,d is injective. Thus, if
0 6= f ∈ Md, then ResQ(f) 6= 0. Let d be a real root. Thus ind(Q, d) = OM ′ for some
CQ-module M ′. Therefore, if f ∈ nd, then
ResQ(f) = cM ′1OM′
for some cM ′ 6= 0. In particular, for the functions p1, . . . , pr in P we get
ResQ(pi) = ci1O(Mi)
(for typographical reasons we write here O(Mi) = OMi). We can assume (after possibly
rescaling the pi) that ci = 1 for all 1 ≤ i ≤ r.
Lemma 20.7. We have
ResQ(p
(m1)
1 ? · · · ? p
(mr)
r ) = 1
(m1)
O(M1)
? · · · ? 1
(mr)
O(Mr)
= 1OM′
where M ′ :=Mm11 ⊕ · · · ⊕M
mr
r .
Proof. Since x(1) < x(2) < · · · < x(r) is a ΓM -adapted ordering of the vertices of ΓM , we
get that Ext1CQ(Mi,Mj) = 0 for all i ≥ j. Now the result follows from the definition of
the multiplication ? of constructible functions. 
Lemma 20.8. We have P∗M =
{
δ(M ′,0) |M
′ ∈ add(M)
}
.
Proof. For M ′,M ′′ ∈ add(M) with M ′ := Mm11 ⊕ · · · ⊕M
mr
r we have
δ(M ′′,0)(p
(m1)
1 ? · · · ? p
(mr)
r ) = (p
(m1)
1 ? · · · ? p
(mr)
r )(M
′′, 0)
= ResQ(p
(m1)
1 ? · · · ? p
(mr)
r )(M
′′)
= 1OM′ (M
′′) =
{
1 if M ′ ∼=M ′′,
0 otherwise.
This follows from Lemma 20.7, and the fact that (M ′′, 0) is the image of M ′′ under the
natural inclusion rep(Q) → nil(Λ) which sends a CQ-module L to the Λ-module (L, 0).
Hence, using also Lemma 20.4, the claim is proved. 
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Proof of Theorem 20.1. Let X ∈ CM . By Lemma 20.4 and Lemma 20.8, δX is a linear
combination of dual PBW-basis vectors of the form δ(M ′,0) with M
′ ∈ add(M). Hence
δX ∈ C[δ(M1,0), . . . , δ(Mr ,0)], and
SpanC〈δX | X ∈ CM 〉 ⊆ C[δ(M1,0), . . . , δ(Mr ,0)] ⊆ R(CM ).
Using the known reverse inclusions we get (i) and (ii) of Theorem 20.1.
Next, letM ′ ∈ add(M). Thus δ(M ′,fM′) is an element in the dual semicanonical basis S
∗.
Since (M ′, fM ′) ∈ CM , we know thatδ(M ′,fM′ ) ∈ R(CM ). For dimension reasons this implies
that
S∗M :=
{
δ(M ′,fM′) |M
′ ∈ add(M)
}
= S∗ ∩R(CM )
is a C-basis of R(CM ). By what we proved before, the cluster monomials of R(CM ) are a
subset of S∗M . This proves (iii). 
20.3. Example. Let us discuss an example of base change between P∗M and S
∗
M . Let Q
be the quiver
2
  


=
==
==
1 3
The Auslander-Reiten quiver of mod(CQ) looks as follows:
1
  A
AA
AA
AA
AA
2
3
?
??
??
??
?
oo_ _ _ _ _ _ _ _
2
1 3
=={{{{{{{{
!!D
DD
DD
DD
D
2oo_ _ _ _ _ _ _
3
>>}}}}}}}}}
2
1
??
oo_ _ _ _ _ _ _ _
The Λ-modules Ti,[a,b] are the following:
T1,[0,0] =
2
1 , T1,[1,1] = 3 , T1,[0,1] =
3
2
1
,
T2,[0,0] = 2 , T2,[1,1] =
2
1 3 , T2,[0,1] =
2
1 3
2
,
T3,[0,0] =
2
3 , T3,[1,1] = 1 , T3,[0,1] =
1
2
3
.
Let M = M1 ⊕ · · · ⊕M6 be the direct sum of all six indecomposable CQ-modules. For
each indecomposable Λ-module of the form (Mi, 0) one easily checks that Fi,X is either
empty or a single point, so χc(Fi,X) is either 0 or 1.
Thus the functions δ(Mi,0) are known. Using Theorem 18.1 we get
δT1,[0,1] = δT1,[1,1] · δT1,[0,0] − δT2,[1,1] ,
δT2,[0,1] = δT2,[1,1] · δT2,[0,0] − δT1,[0,0] · δT3,[0,0] ,
δT3,[0,1] = δT3,[1,1] · δT3,[0,0] − δT2,[1,1] .
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The initial cluster of our cluster algebra R(CM ) looks as follows:
δT3,[1,1]
%%JJ
JJJ
J
δT3,[1,1] · δT3,[0,0] − δT2,[1,1]
,,XXXXX
XXXXX
XXXX
oo
δT2,[1,1]
55kkkkkkkkkkk
))TTT
TTTT
TTTT
δT2,[1,1] · δT2,[0,0] − δT1,[0,0] · δT3,[0,0]oo
δT1,[1,1]
99tttttt
δT1,[1,1] · δT1,[0,0] − δT2,[1,1]
22ffffffffffffff
oo
The cluster variables in R(CM ) are{
δTi,[c,c] , δTi,[0,1] | 1 ≤ i ≤ 3 and c = 0, 1
}
∪
{
δ 1
2
, δ 3
2
, δ 1 3
2
}
.
(Here we consider the three coefficients δTi,[0,1] also as cluster variables.) Beginning with
our initial cluster we can mutate several times and get
δ 1
2
= δ 1 · δ 2 − δ 2
1
,
δ 3
2
= δ 2 · δ 3 − δ 2
3
,
δ 1 3
2
= δ 2
1 3
+ δ 1 · δ 2 · δ 3 − δ 1 · δ 2
3
− δ 3 · δ 2
1
.
So we wrote all cluster variables as linear combinations of dual PBW-basis vectors.
20.4. Non-adaptable Weyl group elements: an example. Let Γ be the graph
1
==
==
= 2 3



4
of type D4. Let w be the Weyl group element s3s4s2s1s4. The set of reduced expressions for
w is R(w) = {(3, 4, 2, 1, 4), (3, 4, 1, 2, 4)}. It follows that w is not adaptable. Furthermore,
an easy calculation shows that
∆+w = {
0 0 0
1 ,
1 0 0
1 ,
0 1 0
1 ,
1 1 0
1 ,
1 1 1
2 } .
Let i = (3, 4, 2, 1, 4). Using a construction dual to the one in [BIRS, Section II.2], we
obtain a subcategory Cw of mod(Λ), which by definition has a generator
Ti := T1 ⊕ · · · ⊕ T5 := 4 ⊕ 41 ⊕
4
2 ⊕
4
1 2
4
⊕
4
1 2
4
3
.
It follows that
Cw = add (Ti ⊕ 41 2 ) .
We can think of Cw as a categorification of a cluster algebra of type A1 with four coefficients.
Now let Q be any quiver with |Q| = Γ. By M1, . . . ,M5 we denote the five indecom-
posable KQ-modules with ∆+w = {dim(Mi) | 1 ≤ i ≤ 5}. Then the projection piQ(T5)
is not in add(M). Note also that the dimension vector of T5 is a root, but piQ(T5) is a
decomposable KQ-module. Another calculation shows that
pi−1Q (piQ(Cw)) 6= Cw.
This indicates that our proof of Theorem 20.1 does not work for non-adaptable Weyl
group elements.
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20.5. Some generalities on bases of algebras. We start with the following:
Lemma 20.9. Let M ′ =M ′1 ⊕M
′
2 be in add(M) such that
M ′2
∼=
ti⊕
a=0
τa(Ii)
for some i. Then we have δ(M ′,fM′) = δ(M ′1,fM′
1
) · δ(M ′2,fM′
2
).
Proof. Note that the Λ-module (M ′2, fM ′2) is a projective-injective object in CM . The claim
then follows easily from [GLS1, Theorem 1.1] in combination with explanations in [GLS1,
Section 2.6]. 
This lemma gives rise to the following definition: A CQ-module M ′ ∈ add(M) is called
interval-free if M ′ does not have a direct summand isomorphic to Ii⊕ τ(Ii)⊕ · · · ⊕ τ
ti(Ii).
Let B := {bi | i ≥ 1} be a K-basis of a commutative K-algebra A. For some fixed n ≥ 1
let C := {b1, . . . , bn}. A basis vector b ∈ B is called C-free if b /∈ biB for some bi ∈ C.
Assume that the following hold:
(i) For all bi ∈ C we have biB ⊆ B;
(ii) If bz11 · · · b
zn
n b = b
z′1
1 · · · b
z′n
n b′ for some zi, z
′
i ≥ 0 and some C-free elements b, b
′ ∈ B,
then b = b′ and zi = z
′
i for all i.
It follows that
B = {bz11 · · · b
zn
n b | b ∈ B is C-free, zi ≥ 0} .
Define
A := A/(b1 − 1, . . . , bn − 1).
For a ∈ A, let a be the residue class of a in A. Furthermore, let Ab1,...,bn be the localization
of A at b1, . . . , bn. The following lemma is easy to show:
Lemma 20.10. With the notation above, the following hold:
(1) The set B := {b | b is C-free} is a K-basis of A;
(2) The set Bb1,...,bn := {b
z1
1 · · · b
zn
n b | b is C-free, zi ∈ Z} is a K-basis of Ab1,...,bn.
20.6. Inverting and specializing coefficients. One can rewrite the basis S∗M appearing
in Theorem 3.4 as
S∗M =
{
(δT1,[0,t1])
z1 · · · (δTn,[0,tn])
znδ(M ′,fM′) |M
′ ∈ add(M),M ′ interval-free, zi ≥ 0
}
.
The next two theorems deal with the situation of invertible coefficients and specialized
coefficients.
Theorem 20.11 (Invertible coefficients). Let M be a terminal CQ-module. Then
S˜∗M :=
{
(δT1,[0,t1])
z1 · · · (δTn,[0,tn])
znδ(M ′,fM′) |M
′ ∈ add(M),M ′ interval-free, zi ∈ Z
}
is a C-basis of R˜(CM ), and S˜
∗
M contains all cluster monomials of the cluster algebra
R˜(CM ).
Next, we specialize all n coefficients δTi,[0,ti] of the cluster algebra R(CM ) to 1. We
obtain a new cluster algebra R(CM ) which does not have any coefficients. The residue
class of δX ∈ R(CM ) is denoted by δX .
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Theorem 20.12 (No coefficients). Let M be a terminal CQ-module. Then
S∗M :=
{
δ(M ′,fM′) |M
′ ∈ add(M),M ′ interval-free
}
is a C-basis of R(CM ), and S
∗
M contains all cluster monomials of the cluster algebra
R(CM ).
Proof of Theorem 20.11 and Theorem 20.12. Let B := {bi | i ≥ 1} := S
∗
M be the dual
semicanonical basis of R(CM ). We can label the bi such that
{b1, . . . , bn} =
{
δT1,[0,t1], . . . , δTn,[0,tn]
}
.
Using Lemma 20.9 it is easy to check that the elements bi satisfy the properties (i) and
(ii) mentioned in Section 20.5. Then apply Lemma 20.10. 
21. Acyclic cluster algebras
In this section we will study the case of acyclic cluster algebras, which is of special
interest. Assume that M is a terminal CQ-module with ti(M) = 1 for all i. Thus M is of
the form
M =
n⊕
i=1
(Ii ⊕ τ(Ii)),
then R(CM ) is an acyclic cluster algebra associated to Q having n coefficients, whereas
R(CM ) is the acyclic cluster algebra associated to Q having no coefficients.
Theorem 21.1. Let M = M1 ⊕ · · · ⊕M2n be a terminal CQ-module with ti(M) = 1 for
all i. Then the following hold:
(i) R(CM ) = C[δ(M1,0), . . . , δ(M2n,0)] = SpanC〈δX | X ∈ CM 〉;
(ii)
{
δ(M ′,0) |M
′ ∈ add(M)
}
is a C-basis of R(CM );
(iii)
{
δ(M ′,0) |M
′ ∈ add(M),M ′ interval-free
}
is a C-basis of R(CM );
(iv) There is an isomorphism of cluster algebras R(CM ) ∼= AQ, where AQ is the coef-
ficient free acyclic cluster algebra associated to Q.
Proof. Part (i) and (ii) were already proved before for M arbitrary. Part (iv) is clear
from our description of the initial seed (labelled by TM ) for the cluster algebra R(CM ). It
remains to prove (iii): We have
R(CM ) =
⊕
d∈Nn
Rd
where Rd is the C-vector space with basis
{
δ(M ′,fM′) |M
′ ∈ add(M) ∩ rep(Q, d)
}
. We
know that
{
δ(M ′,0) |M
′ ∈ add(M) ∩ rep(Q, d)
}
is a basis of Rd as well. After specializing
the coefficients δTi,[0,1] to 1, we get
R(CM ) =
⊕
d∈Nn
Rd
where Rd is the C-vector space with basis{
δ(M ′,fM′) |M
′ ∈ add(M) ∩ rep(Q, d),M ′ interval-free
}
.
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Now one can use the formula
δTi,[0,1] = δTi,[1,1] · δTi,[0,0] −
∏
i→j
δTj,[1,1] ·
∏
k→i
δTk,[0,0]
(where the products are taken over all arrows of Qop which start and end in i, respectively)
and induction on the vertices of Q to show that for every interval-free M ′ ∈ add(M),
the vector δ(M ′,fM′) is a linear combination of elements of the form δ(M ′′,0) where M
′′ is
interval-free in add(M) and |dim(M ′′)| ≤ |dim(M ′)|. For dimension reasons we get that
the vectors δ(M ′′,0) with M
′′ interval-free form a linearly independent set. This implies
(iii). 
It is interesting to compare (iii) to Berenstein, Fomin and Zelevinsky’s construction of a
basis for the acyclic cluster algebra AQ. Let y := {y1, . . . , yn} be the initial cluster whose
exchange matrix BQ is encoded by Q, as in Section 3.1. Let {y
∗
1 , . . . , y
∗
n} be the n cluster
variables obtained from y by mutation in the n possible directions.
The n sets {y1, . . . , yn} \ {yk} ∪ {y
∗
k} are the neighbouring clusters of our initial cluster
y. Using a simple Gro¨bner basis argument, the following is shown in [BFZ]:
Theorem 21.2 (Berenstein, Fomin, Zelevinsky). The monomials
{yp11 (y
∗
1)
q1 · · · ypnn (y
∗
n)
qn | pi, qi ≥ 0, piqi = 0}
form a C-basis of the acyclic cluster algebra AQ.
Now assume that the vertices 1, . . . , n of Q are numbered in such a way that 1 is a sink
of Q, and k + 1 is a sink of σk · · · σ2σ1(Q) for 1 ≤ k ≤ n − 1. We perform n mutations
µk · · ·µ2µ1, 1 ≤ k ≤ n of the initial seed (y, BQ). In each step we obtain a new cluster
variable which we denote by y†k. Note that y
†
1 = y
∗
1, but already y
†
2 and y
∗
2 may be different.
Observe that µn · · ·µ2µ1(BQ) = BQ. We get that
({y†1, . . . , y
†
n}, BQ)
is a seed of the cluster algebra AQ where
{y1, . . . , yn} ∩ {y
†
1, . . . , y
†
n} = ∅.
Our version of Theorem 21.2 looks then as follows:
Theorem 21.3. The monomials{
yp11 (y
†
1)
q1 · · · ypnn (y
†
n)
qn | pi, qi ≥ 0, piqi = 0
}
form a C-basis of the acyclic cluster algebra AQ.
Note that in our setting, the initial cluster {y1, . . . , yn} comes from TM and the cluster
{y†1, . . . , y
†
n} comes from T∨M .
22. The coordinate rings C[N(w)] and C[Nw]
22.1. Nilpotent Lie algebras and unipotent groups. As before, let
n̂ :=
∏
α∈∆+
nα
be the completion of the Lie algebra n. This is a pro-nilpotent pro-Lie algebra. Let N be
the pro-unipotent pro-group with Lie algebra n̂. We refer to Kumar’s book [Ku, Section
4.4] for all missing definitions.
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We can assume that N = n̂ as a set and that the multiplication of N is defined via the
Baker-Campbell-Hausdorff formula. Hence the exponential map Exp: n̂ → N is just the
identity map.
Put H := U(n)∗gr. This is a commutative Hopf algebra. We can regard H as the
coordinate ring C[N ] of N , that is, we can identify N with the set
maxSpec(H) ≡ Homalg(H,C)
of C-algebra homomorphisms H → C. An element f ∈ Homalg(H,C) is determined by
the images ci := f(p
∗
i ) for all i ≥ 1.
It is well known (see e.g. [Ab, §3.4]) that Homalg(H,C) can also be identified with the
group G(H◦) of all group-like elements of the dual Hopf algebra H◦ of H, by mapping
f ∈ Homalg(H,C) to
yf =
∑
m
(∏
i
cmii
)
pm ∈ G(H
◦).
Note that the map f 7→ yf does not depend on the choice of the PBW-basis {pm}. Note
also that G(H◦) is contained in the vector space dual H∗ of H, which is the completion
Û(n) of U(n) with respect to its natural grading. When we use this second identification,
an element x ∈ N = n̂ is simply represented by the group-like element
exp(x) :=
∑
k≥0
xk/k!
in Û(n). To summarize, we have H = U(n)∗gr ≡ C[N ] and
N ≡ maxSpec(H) ≡ Homalg(H,C) ≡ G(H
◦) ⊂ H◦ ⊂ H∗ = Û(n).
Let Θ be a bracket closed subset of ∆+. Recall from Section 19.3 the definition of the
Lie subalgebra n̂(Θ) ⊆ n̂. Let N(Θ) := Exp(n̂(Θ)) be the corresponding pro-unipotent
pro-group. For example, if α ∈ ∆+re, then Θα := {α} is bracket closed. In this case, N(α)
is called the one-parameter subgroup of N associated to α. We have an isomorphism of
groups N(α) ∼= (C,+).
If Θ is bracket closed and bracket coclosed, then set N ′(Θ) := N(∆+ \Θ). In this case,
the multiplication yields a bijection [Ku, Lemma 6.1.2]
m : N(Θ)×N ′(Θ)→ N.
For w ∈ W let N(w) := N(∆+w) be the unipotent algebraic group of dimension l(w)
associated to the Lie algebra n(w). Similarly, define N ′(w) := N ′(∆+w).
22.2. The coordinate ring C[N(w)] as a ring of invariants. We start by noting that
the PBW-basis of U(n) and the dual PBW-basis of U(n)∗ are homogeneous with respect to
the (root lattice) Nn-grading of U(n). We write |m| = d ∈ Nn in case pm is a homogeneous
element of degree d ∈ Nn. Let us denote by (ei)i∈J the usual coordinate vectors of Z
(J)
.
For example, |ei| = α(i) for 1 ≤ i ≤ r.
The multiplication µ : U(n)⊗U(n)→ U(n) is given by its effect on the PBW-basis, say
pm · pn =
∑
|k|=|m+n|
ckm,n pk.
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Next, the comultiplication µ∗ : C[N ] → C[N ] ⊗ C[N ] is a ring homomorphism, so it is
determined by the value on the generators p∗i = p
∗
ei
. By construction, we have
µ∗(p∗i ) =
∑
|m+n|=|ei|
ceim,np
∗
m ⊗ p
∗
n
Lemma 22.1. Let 1 ≤ i ≤ r and 0 6= n ∈ N
(J)
such that nj = 0 for 1 ≤ j ≤ r. Then
ceim,n = 0.
Proof. Let m = m< +m> such that m<j = 0 for j > r and m
>
j = 0 for 1 ≤ j ≤ r, so
pm = pm< · pm> . Since ∆
+
w is bracket closed and coclosed we have
pm> · pn =
∑
|k′|=|m>+n|
ck
′
m>,npk′
with k′j = 0 for 1 ≤ j ≤ r. Thus
pm · pn =
∑
|k′|=|m>+n|
ck
′
m>,npk′+m< .
Putting k = k′+m< we get ckm,n = c
k′
m>,n. Thus, if in our situation c
k
m,n 6= 0 then kj 6= 0
for some k > r. 
Now, let us turn to the subgroups N(w) and N ′(w). Consider the ideals
I(w) := (p∗r+1, p
∗
r+2, . . .), I
′(w) = (p∗1, . . . , p
∗
r)
in C[N ]. Then we have
N(w) = {ν ∈ Homalg(C[N ],C) | ν(I(w)) = 0}, and
N ′(w) = {ν ′ ∈ Homalg(C[N ],C) | ν
′(I ′(w)) = 0}.
In other words we have canonically C[N(w)] = C[N ]/I(w) and C[N ′(w)] = C[N ]/I ′(w).
We consider the action of N ′(w) on N via right multiplication. By definition, this comes
from the left action of N ′(w) on C[N ] given by
ν ′ · f = (id ⊗ ν ′)µ∗(f)
for f ∈ C[N ] and ν ′ ∈ N ′(w). (Here we identify C[N ]⊗ C ≡ C[N ] in the canonical way.)
We denote by C[N ]N
′(w) the invariant subring for this group action.
Proposition 22.2. Consider the injective ring homomorphism
p˜i∗w : C[N(w)]→ C[N ]
defined by p∗i + I(w) 7→ p
∗
i for 1 ≤ i ≤ r. The corresponding morphism (of schemes)
p˜iw : N → N(w) is N
′(w)-invariant and is a retraction for the inclusion of N(w) into N .
As a consequence, p˜i∗w identifies C[N(w)] with C[N ]
N ′(w) = C[p∗1, . . . , p
∗
r ].
Proof. We have
µ∗(p∗i ) = 1⊗ p
∗
i + p
∗
i ⊗ 1 +
∑
|m+n|=|ei|
ceim,np
∗
m ⊗ p
∗
n
where in the last sum |m| 6= 0 6= |n|. Thus for 1 ≤ i ≤ r and ν ′ ∈ N ′(w) we get
ν ′ · p∗i = 1 · 0 + p
∗
i · 1 +
∑
|m+n|=|ei|
ceim,np
∗
m · ν
′(p∗n)
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with the last sum vanishing by Lemma 22.1 and the definition of N ′(w). In other words,
p∗i ∈ C[N ]
N ′(w) for 1 ≤ i ≤ r. Thus, p˜iw : N → N(w) is N
′(w)-equivariant, that is,
p˜iw(nn
′) = p˜iw(n) for any n
′ ∈ N ′(w).
Now, since the multiplication map N(w) × N ′(w) → N is bijective, each N ′(w)-orbit
on N is of the form n · N ′(w) for a unique n ∈ N(w). We conclude that the inclusion
N(w) ↪→ N is a section for p˜iw. Our claim follows. 
By Theorem 20.1 we know that R(CM ) = C[p
∗
1, . . . , p
∗
r]. Therefore we have proved:
Corollary 22.3. Under the identification U(n)∗gr ≡ C[N ] the cluster algebra R(CM ) gets
identified to the ring of invariants C[N ]N
′(w), which is isomorphic to C[N(w)].
22.3. The coordinate ring C[Nw] as a localization of C[N ]N
′(w). We start with some
generalities on Kac-Moody groups. Let Gmin be the Kac-Moody group with Lie(Gmin) = g
constructed by Kac-Peterson (see [Ku, 7.4]). It has a refined Tits system
(Gmin,NormminG (H), N ∩G
min, N−,H).
Write Nmin := Gmin ∩ N . Moreover, Gmin is an affine ind-variety in a unique way [Ku,
7.4.8].
For any real root α of g, the one-parameter root subgroup N(α) is contained in Gmin,
and the N(α) together with H generate Gmin as a group. We have an anti-automorphism
g 7→ gT of Gmin which maps N(alpha) to N(−α) for each real root α, and fixes H. We
have another anti-automorphism g 7→ gι which fixes N(α) for every real root α and such
that hι = h−1 for every h ∈ H.
For i = 1, . . . , n we have a unique homomorphism ϕi : SL2(C)→ G
min satisfying
ϕi
(
1 t
0 1
)
= exp(tei), ϕi
(
1 0
t 1
)
= exp(tfi), (t ∈ C).
We define
si = ϕi
(
0 −1
1 0
)
.
For w ∈ W , we define w = sir · · · si1 , where (ir, . . . , i1) is a reduced expression for w.
Thus, we choose for every w ∈ W a particular representative w of w in the normalizer
NormG(H).
We have the following analogue of the Gaussian decomposition.
Proposition 22.4. Let G0 be the subset N− ·H ·N
min of Gmin.
(i) The subset G0 is dense open in G
min and each element g ∈ G0 admits a unique
factorization g = [g]−[g]0[g]+ with [g]− ∈ N−, [g]0 ∈ H and [g]+ ∈ N
min.
(ii) The map g 7→ [g]+ (resp. g 7→ [g]0) is a morphism of ind-varieties from G0 to
Nmin (resp. to H).
Part (i) follows from the fundamental properties of a refined Tits system [Ku, Theorem
5.2.3]. For part (ii), see [Ku, Proposition 7.4.11].
Following Fomin and Zelevinsky [FZ1] we can now define for each $j a generalized
minor ∆$j,$j as the regular function on G
min such that
∆$j,$j(g) = [g]
$j
0 , (g ∈ G0).
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For w ∈W , we also define ∆$j ,w($j) by
∆$j,w($j)(g) = ∆$j ,$j(gw¯).
The generalized minors have the following alternative description. Let L($j) denote the
irreducible highest weight g-module with highest weight $j. Let vj be a highest weight
vector of L($j). This is an integrable module, so it is also a representation of G
min.
Proposition 22.5. Let g ∈ G. The coefficient of vj in the projection of gvj on the weight
space L($j)$j is equal to ∆$j,$j(g).
Proof. Let g = [g]−[g]0[g]+ ∈ G0. We have [g]+vj = vj, and [g]0vj = [g]
$j
0 vj. The result
then follows from the fact that [g]−vj is equal to vj plus elements in lower weights. 
Proposition 22.6. We have
G0 =
{
g ∈ Gmin | ∆$i,$i(g) 6= 0 for 1 ≤ i ≤ n
}
.
Proof. We use the Birkhoff decomposition [Ku, Theorem 5.2.3]
Gmin =
⊔
w∈W
N−wHN
min,
where G0 is the subset of the right-hand side corresponding to w = e. If g = [g]−[g]0[g]+ ∈
G0, then ∆$j ,$j(g) = [g]
$j
0 6= 0. Conversely, if g 6∈ G0 we have g = n−whn for some
n− ∈ N−, n ∈ N
min, h ∈ H and w 6= e. Then for some j we have w($j) 6= $j and whnvj
is a multiple of the extremal weight vector wvj . Since the projection of n−wvj on the
highest weight space of L($j) is zero, it follows that ∆$j,$j(g) = 0. Finally, note that for
any j > n the minor ∆$j ,$j does not vanish on G
min. Indeed, the corresponding highest
weight irreducible module L($j) is one-dimensional since $j(αi) = 0 for any i. Hence in
the above description of G0, we may omit the minors ∆$j ,$j with j > n. 
Let us now consider the groups N(w) and N ′(w) introduced in Section 22.1.
Lemma 22.7. We have
N(w) = N ∩ (w−1N−w),
N ′(w) = N ∩ (w−1Nw),
N ′(w) ∩Nmin = Nmin ∩ (w−1Nminw).
Proof. This follows from [Ku, 5.2.3] and [Ku, 6.2.8]. 
It follows that ∆$j,w−1($j) is invariant under the action of N
′(w) ∩Nmin on Gmin via
right multiplication. Indeed, for g ∈ Gmin and n′ ∈ N ′(w)∩Nmin, we have n′w−1 = w−1n′′
for some n′′ ∈ N ′(w) ∩Nmin, hence
∆$j ,w−1($j)(gn
′) = ∆$j ,$j(gn
′w−1) = ∆$j ,$j(gw
−1n′′)
= ∆$j ,$j(gw
−1) = ∆$j ,w−1($j)(g).
Define
Nw :=
{
n ∈ Nmin | ∆$i,w−1($i)(n) 6= 0 for all i
}
.
This is the subset of Nmin consisting of elements n such that wnT ∈ G0. Indeed,
∆$i,w−1($i)(n) = ∆$i,$i(nw
−1) = ∆$i,$i((nw
−1)T ) = ∆$i,$i(wn),
since w−1 = wT .
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Following [BZ, Section 5], we can now define the map η˜w : Nw → N
min given by
η˜w(z) = [wz
T ]+.
Proposition 22.8. The following properties hold:
(i) The map η˜w is a morphism of ind-varieties.
(ii) The image of η˜w is N
w.
(iii) η˜w(x) = η˜w(y) if and only if x = yn
′ for some n′ ∈ N ′(w) ∩Nmin.
(iv) η˜w restricts to a bijective morphism N(w) ∩Nw → N
w.
(v) We have Nw ⊂ Nw, and η˜w restricts to a bijection ηw : N
w → Nw.
(vi) The inverse of ηw is given by η
−1
w (x) = ηw−1(x
ι)ι for x ∈ Nw. It follows that ηw
is an automorphism of Nw.
Proof. Property (i) follows from Proposition 22.4 (ii). Next, we have
[wzT ]+ = ([wz
T ]−10 [wz
T ]−1− )wz
T ∈ B−wB−.
This shows that the image of η˜w is contained in N
w. The rest of Property (ii) and
Property (iii) are proved as in [BZ, Proposition 5.1]. Property (iv) follows from (ii), (iii),
and the decomposition Nmin = N(w) × (N ′(w) ∩Nmin). Finally, (v) and (vi) are proved
exactly in the same way as in [BZ, Propositions 5.1, 5.2]. 
Proposition 22.9. The map p˜iw restricts to a morphism piw : N
w → Nw ∩N(w). This is
an isomorphism with inverse
η−1w η˜w : Nw ∩N(w)→ N
w.
In particular, Nw is an affine variety with coordinate ring identified to the localized ring
C[N ]
N ′(w)
∆w
, where
∆w =
n∏
i=1
∆$i,w−1$i .
Proof. By Proposition 22.8 (iv) and (v), we know that η−1w η˜w is a bijection. On the other
hand p˜iw(N
w) ⊂ N(w) ∩Nw because N
w ⊂ Nw. Now, by Proposition 22.8 (iii), we have
that
η˜w(piw(x)) = η˜w(x) = ηw(x)
for every x ∈ Nw. Hence η−1w η˜wpiw(x) = x for every x in N
w. So we have η−1w η˜wpiw = idNw ,
and this proves that piw is the inverse of η
−1
w η˜w.
These maps are morphisms of varieties so they induce isomorphisms
C[Nw]
∼
−→ C[N(w) ∩Nw] = C[N(w)]∆w
∼
−→ C[N ]
N ′(w)
∆w
.

22.4. Generalized minors arising from T∨M . For w ∈W and 1 ≤ j ≤ n, we denote by
D$j ,w($j) the restriction of the generalized minor ∆$j ,w($j) to N . For example, D$j ,$j
is equal to the constant function 1.
Recall the identifications M∗ ≡ U(n)∗gr = C[N ]. To every X ∈ nil(Λ), we have associ-
ated a linear form δX ∈ U(n)
∗
gr. We shall also denote δX by ϕX when we regard it as a
function on N . For i = 1, . . . , n, define
xi(t) := exp(tei).
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The following formula shows how to evaluate ϕX on a product of xi(t)’s. To state it, we
introduce some notation. Given a sequence i = (i1, . . . , ik) and X ∈ nil(Λ), we denote by
Fi,X the variety of ascending flags of submodules
0 = X0 ⊂ X1 ⊂ · · · ⊂ Xk = X
with Xj/Xj−1 ∼= Sij (j = 1, . . . , k). Equivalently, a point of Fi,X can be seen as a compo-
sition series of X of type i.
Proposition 22.10. Let X ∈ nil(Λ). We have
ϕX(xi1(t1) · · · xik(tk)) =
∑
a=(a1,...,ak)∈Nk
χc(Fia,X)
ta11 · · · t
ak
k
a1! · · · ak!
.
Here ia is short for the sequence (i1, . . . , i1, . . . , ik, . . . , ik) consisting of a1 letters i1 followed
by a2 letters i2, etc.
Proof. By Section 22.1 we can regard xi1(t1) · · · xik(tk) as an element of Û(n), namely,
xi1(t1) · · · xik(tk) =
∑
a=(a1,...,ak)∈Nk
ta11 · · · t
ak
k
a1! · · · ak!
ea1i1 · · · e
ak
ik
.
It follows from the identification ϕX = δX that
ϕX(xi1(t1) · · · xik(tk)) =
∑
a=(a1,...,ak)∈Nk
ta11 · · · t
ak
k
a1! · · · ak!
δX(e
a1
i1
· · · eakik ).
Now, in the geometric realization M of the enveloping algebra U(n) in terms of con-
structible functions, ea1i1 · · · e
ak
ik
becomes the convolution product 1a1i1 ? · · · ? 1
ak
ik
and it is
easy to see that
δX(1
a1
i1
? · · · ? 1akik ) = χc(Fia,X).

Remark 22.11. The formula for ϕX given in [GLS5, §9] involves descending flags instead
of ascending flags of submodules of X. This is because in the present paper we have taken
a convolution product ? opposite to that of our previous papers (see Remark 19.4).
We are going to show that all generalized minors D$j ,w($j) can be expressed as some
functions ϕX for certain Λ-modules X. In order to do this, we need to recall some results
on Kac-Moody groups.
Let C[Gmin]s.r. denote the algebra of strongly regular functions on G
min [KP, §2C].
Define the invariant ring
C[N−\G
min]s.r. =
{
f ∈ C[Gmin]s.r. | f(ng) = f(g) for all n ∈ N−, g ∈ G
min
}
.
This ring is endowed with the usual left action of Gmin given by
(g · f)(g′) = f(g′g), (f ∈ C[N−\G
min]s.r., g, g
′ ∈ Gmin).
It was proved by Kac and Peterson [KP, Cor. 2.2] that as a left Gmin-module, it decom-
poses as follows
C[N−\G
min]s.r. =
⊕
λ∈P+
L(λ).
This is a multiplicity-free decomposition, in which the highest weight irreducible module
L(λ) is carried by the subspace
S(λ) =
{
f ∈ C[N−\G
min]s.r. | f(hg) = ∆λ(h)f(g) for all h ∈ H, g ∈ G
min
}
,
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where we denote
∆λ :=
∏
j
∆
λ(α∨j )
$j ,$j .
Clearly, ∆λ ∈ S(λ) and is a highest weight vector. Moreover, for any w ∈ W , the one-
dimensional extremal weight space of S(λ) with weight w(λ) is spanned by
∆w(λ) :=
∏
j
∆
λ(α∨j )
$j ,w($j)
.
Now consider the restriction map
ρ : C[N−\G
min]s.r. → C[N
min]s.r.
given by restriction of functions from Gmin to Nmin.
Lemma 22.12. For every λ ∈ P+, the restriction
ρλ : S(λ)→ C[N
min]s.r.
of ρ to S(λ) is injective.
Proof. We have
Nmin ⊂ G0 = N−HN
min = B−N
min.
It follows that the natural projection from Gmin onto B−\G
min restricts to an embedding
of Nmin, with image the open subset of the flag variety X = B−\G
min defined by the
non-vanishing of the minors ∆$j ,$j . Now C[N−\G
min]s.r. can be regarded as the multi-
homogeneous coordinate ring of X with homogeneous components S(λ) (λ ∈ P+). It
follows that C[Nmin] can be identified with the subring of degree 0 homogeneous elements
of the localized ring obtained from C[N−\G
min]s.r. by formally inverting the element
∆ =
∏
j
∆$j ,$j .
Therefore, the restriction ρλ of ρ to every homogeneous piece S(λ) is an embedding. 
It follows that we can transport the Gmin-module structure from S(λ) to ρ(S(λ)) by
setting
g · ϕ = ρ(g · ρ−1λ (ϕ)), (g ∈ G
min, ϕ ∈ ρ(S(λ))).
In this way, we can identify the highest weight module L(λ) with the subspace ρ(S(λ)) of
C[Nmin]s.r.. The highest weight vector is now ρ(∆λ) = 1, and the extremal weight vectors
are the minors
Dw(λ) :=
∏
j
D
λ(α∨j )
$j ,w($j)
,
for w ∈W .
At this point, we note that a strongly regular function on Nmin is just the same as
an element of U(n)∗gr. Indeed, the elements of C[N
min]s.r. are the restrictions to N
min of
the linear combinations of matrix coefficients of the irreducible integrable representations
L(λ) (λ ∈ P+) of Gmin (see [KP, Lemma 4.2]). Now, by Theorem 19.9, we can realize
every L(λ) as a subspace of U(n)∗gr, and every f ∈ U(n)
∗
gr belongs to such a subspace for
λ sufficiently dominant. It follows that each element of U(n)∗gr can be seen as a matrix
coefficient for some L(λ), and vice-versa. We can therefore identify
C[Nmin]s.r. ≡ U(n)
∗
gr ≡ C[N ].
Moreover, these two ways of embedding L(λ) in C[N ] coincide.
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Lemma 22.13. Under the identification U(n)∗gr ≡ C[N
min]s.r., the embedding of L(λ) in
U(n)∗gr given by Theorem 19.9 coincides with ρ(S(λ)).
Proof. The natural right action of U(n) on U(n)∗gr defined before Corollary 19.10 coincides
with the right action of U(n) on C[Nmin]s.r. obtained by differentiating the right regular
representation of Nmin:
(f · n)(x) = f(nx), (x, n ∈ Nmin, f ∈ C[Nmin]s.r.).
Consider first the case of a fundamental weight λ = $j . It is easy to check that
∆$j ,$j(xi(t)g) =
{
∆$j ,$j(g) if i 6= j,
∆$j ,$j(g) + t∆sj($j),$j (g) if i = j.
Now, the subspace ρ(S(λ)) is spanned by the functions n 7→ ∆$j ,$j(ng), (n ∈ N−, g ∈
Gmin). By differentiating the previous equation with respect to t and setting t = 0, we
obtain that
ρ(S(λ)) ⊂
{
f ∈ C[Nmin]s.r. | f · ei = 0 for i 6= j, f · e
2
j = 0
}
.
Hence, using Corollary 19.10, we see that ρ(S(λ)) is contained in the embedding of L($j)
given by the dual Verma module. Since these spaces have the same graded dimensions,
they must coincide. The case of a general λ follows using the fact that
∆λ =
∏
j
∆
λ(α∨j )
$j ,$j
and that the ei’s act as derivations on C[N
min]s.r.. 
Let M = M1 ⊕ · · · ⊕Mr be a terminal CQ-module. Let w = w(M) = sir · · · si1 be
the element of W attached to M with its reduced expression (ir, . . . , i1) obtained from a
ΓM -adapted ordering, as in Lemma 19.3. Set
w−1≤k = si1 · · · sik , (k = 1, . . . , r).
Finally, let T∨M = T1 ⊕ · · · ⊕ Tr be the CM -maximal rigid Λ-module defined in Section 7.
Here we number the indecomposable direct summands of T∨M using the same ΓM -adapted
ordering.
Proposition 22.14. We have
ϕTk = D$ik ,w
−1
≤k
($ik )
, (k = 1, . . . , r).
In particular, we have D$i,w−1($i) = ϕTi,[0,ti] for every 1 ≤ i ≤ n.
Proof. Using Lemma 22.13, we can realize the fundamental module L($ik) as the subspace
ρ(S($k)) of C[N ]. Then using Theorem 19.9 and arguing as in the proof of [GLS2,
Theorem 2], we can check that the function ϕTk is an extremal vector of weight w
−1
≤k($ik)
in L($ik), hence it coincides with D$ik ,w
−1
≤k
($ik )
up to a scalar. Moreover, its image under
emaxik · · · e
max
i1
is equal to 1, so the normalizations agree and we have ϕTk = D$ik ,w
−1
≤k
($ik )
.

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22.5. Example. Let ΓM be the following quiver, which appeared already in Section 3.5.
(1, 2)
##G
GG
GG
GG
##G
GG
GGG
G
(1, 1)
##G
GG
GG
GG
##G
GG
GGG
G
(1, 0)
(2, 1)
;;wwwwwww
;;wwwwwww
##G
GG
GGG
G
(2, 0)
;;wwwwwww
;;wwwwwww
(3, 1)
;;wwwwwww
(3, 0)
;;wwwwwww
The following is a ΓM -adapted ordering:
x(6)
""E
EE
EE
E
""E
EE
EE
E
x(3)
""E
EE
EE
E
""E
EE
EE
E
x(1)
x(5)
<<yyyyyy
<<yyyyyy
""E
EE
EE
E
x(2)
<<yyyyyy
<<yyyyyy
x(7)
<<yyyyyy
x(4)
<<yyyyyy
This gives i = (3, 1, 2, 3, 1, 2, 1). The indecomposable direct summands of T∨M are
T1 = 1 , T2 = 1 12 , T3 =
1 1 1
2 2
1
,
T4 =
1 1
2
3
, T5 =
1 1 1 1 1 1
2 2 2 2
1 3 1
2
,
T6 =
1 1 1 1 1 1 1 1 1
2 2 2 2 2 2
1 3 1 3 1
2 2
1
, T7 =
1 1 1 1
2 2 2
1 1
2
3
.
Here, the Λ-modules are represented by their radical filtration. The indecomposable CM -
injective modules are T5, T6 and T7. The corresponding functions ϕTi are given by
ϕT1 = D$1,s1($1), ϕT2 = D$2,s1s2($2), ϕT3 = D$1,s1s2s1($1),
ϕT4 = D$3,s1s2s1s3($3), ϕT5 = D$2,s1s2s1s3s2($2),
ϕT6 = D$1,s1s2s1s3s2s1($1), ϕT7 = D$3,s1s2s1s3s2s1s3($3).
It is also interesting to calculate the expansions of these minors in terms of the dual
PBW-basis using our generalized determinantal identity in Theorem 18.1. For this, it is
convenient to change notation and to write
T1 = T1,[0,0], T2 = T2,[0,0], T3 = T1,[0,1], T4 = T3,[0,0],
T5 = T2,[0,1], T6 = T1,[0,2], T7 = T3,[0,1].
With this notation, our initial seed becomes
T1,[0,2]
$$JJ
JJ
JJ
J
$$JJ
JJ
JJ
J
T1,[0,1]
$$JJ
JJ
JJ
J
$$JJ
JJ
JJ
J
oo T1,[0,0]oo
T2,[0,1]
::ttttttt
::ttttttt
$$JJ
JJ
JJ
J
T2,[0,0]
::ttttttt
::ttttttt
oo
T3,[0,1]
::ttttttt
T3,[0,0]
::ttttttt
oo
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Now, writing Ti,[a,b] instead of ϕTi,[a,b] , we obtain immediately
T1,[0,1] = T1,[1,1]T1,[0,0] − T
2
2,[0,0],
T2,[0,1] = T2,[1,1]T2,[0,0] − T
2
1,[1,1]T3,[0,0],
T3,[0,1] = T3,[1,1]T3,[0,0] − T2,[1,1].
Again by Theorem 18.1 and a short calculation we get
T1,[0,2] = T1,[2,2]T1,[1,1]T1,[0,0] − T1,[2,2]T
2
2,[0,0] − T
2
2,[1,1]T1,[0,0]+
+ 2T2,[1,1]T2,[0,0]T1,[1,1]T3,[0,0] − T
3
1,[1,1]T
2
3,[0,0].
22.6. Proof of Theorem 3.5. Everything is now ready for the proof of Theorem 3.5. By
Proposition 22.9, we know that C[Nw] is the localization of the ring C[N(w)] with respect
to the minors D$i,w−1($i). By Corollary 22.3, C[N(w)] is equal to the cluster algebra
R(CM ). By Proposition 22.14, the minors D$i,w−1($i) coincide with the functions ϕX
where X runs through the set of indecomposable CM -projective-injective. In other words,
theD$i,w−1($i) coincide with the generators of the coefficient ring of R(CM ). Hence C[N
w]
is equal to the cluster algebra R˜(CM ).
22.7. The subcategory Cw. In Lemma 19.3 we have associated to a terminal CQ-module
M a Qop-adaptable element w of the Weyl group. It is not difficult to see that the map
M 7→ w is a bijection from the set of isomorphism classes of terminal CQ-modules to
the set of sincere Qop-adaptable elements w of W . (Here w is called sincere if for any
reduced expression (it, . . . , i1) ∈ R(w) we have i ∈ {i1, . . . , it} for all 1 ≤ i ≤ n. Looking
at sincere Weyl group elements is not really a restriction, since we could just pass from Q
to a smaller quiver by deleting the vertices which do not occur in {i1, . . . , it}.)
On the other hand, an element w of W may be adaptable to several orientations Q of
the Dynkin graph of g. (For example if g is finite-dimensional, the longest element w0 of
W is adaptable to every orientation of the Dynkin graph.) In this case, w is associated
with a terminal CQ-module M =MQ for several orientations Q of the Dynkin graph.
Lemma 22.15. Let Q and Q′ be two orientations of the Dynkin graph of g. Let w ∈ W
be Qop-adaptable and Q′op-adaptable, and let M ∈ mod(CQ) and M ′ ∈ mod(CQ′) be the
corresponding terminal modules. Then, the subcategories CM and CM ′ of nil(Λ) are equal.
Proof. Recall that, by Proposition 22.14, the elements of C[N ] attached to the CM -injective
indecomposable direct summands of T∨M are the D$i,w−1($i) for 1 ≤ i ≤ n. In particular,
they depend only on w and not on the choice of a reduced expression. Now, if X and Y
are two rigid modules such that ϕX = ϕY , we have that X is isomorphic to Y . Otherwise,
the closures of their orbits would be different irreducible components of the nilpotent
variety on which they lie, and therefore ϕX and ϕY would be different elements of the
dual semicanonical basis. It follows that CM and CM ′ have the same generator-cogenerator,
so they are equal. 
Therefore we may define Cw := CM , and we have associated to every adaptable element
w ∈ W a subcategory Cw of nil(Λ). This subcategory is, up to duality, the same as the
one introduced in a different manner in [BIRS]. To check this, one only needs to compare
our maximal rigid module T∨M (as described in Proposition 22.14) with the cluster tilting
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object
r⊕
k=1
Λ/Isi1 ···sik
defined in [BIRS, Theorem II.2.6]. More precisely, if in our construction we would replace
our terminal CQ-module M in the preinjective component by an “initial” CQ-module in
the preprojective component, then we would get exactly the cluster tilting objects and the
subcategories Cw of [BIRS, Theorem II.2.8], but only for the adaptable elements w of W .
Thus we have proved:
Theorem 22.16. Conjecture III.3.1 of [BIRS] holds for every adaptable element w ∈W .
22.8. Calculation of Euler characteristics. We retain the notation of Section 22.4. In
particular M =M1⊕· · ·⊕Mr is a terminal CQ-module, and w = w(M) = sir · · · si1 is the
corresponding Weyl group element. Let T be a CM -maximal rigid module in the mutation
class of TM , or equivalently in the mutation class of T
∨
M = T1 ⊕ · · · ⊕ Tr. Let X be an
indecomposable direct summand of T and let j = (j1, . . . , jd). By Proposition 22.10, the
Euler characteristic χc(Fj,X) is equal to the coefficient of t1 · · · td in ϕX(xj1(t1) · · · xjd(td)).
Using mutations, we can express algorithmically ϕX as a Laurent polynomial in the func-
tions ϕTi (i = 1, . . . , r). Again, by Proposition 22.10, to evaluate ϕTi on xj1(t1) · · · xjd(td),
we only need to know the Euler characteristic χc(Fk,Ti) for arbitrary types k of composi-
tion series. These Euler characteristics can in turn be calculated via a simple algorithm
that we shall now describe.
To this end, it will be convenient to embed U(n)∗gr
∼= C[N ] in the shuffle algebra F ∗, as
explained in [Le, §2.8]. As a C-vector space, F ∗ has a basis consisting of all words
w[k] = w[k1, k2, . . . , ks] := wk1wk2 · · ·wks , (1 ≤ k1, . . . , ks ≤ n, s ∈ N),
in the letters w1, . . . , wn. The multiplication in F
∗ is the classical commutative shuffle
product of words with unit the empty word w[] (see e.g. [Le, §2.5]). By [Le, Prop. 9,
10], for any X ∈ nil(Λ) the image of ϕX in this embedding is just the generating function
gX :=
∑
k
χc(Fk,X)w[k]
of the Euler characteristics χc(Fk,X) for all types k of composition series.
Let λ ∈ P+ and 1 ≤ i ≤ n. Define endomorphisms ρλ(ei), ρλ(fi) of the vector space F
∗
by
ρλ(ei)(w[j1, . . . , jk]) = δi,jkw[j1, . . . , jk−1],
ρλ(fi)(w[j1, . . . , jk]) =
k∑
r=0
(λ− αj1 − · · · − αjr)(α
∨
i )w[j1, . . . , jr, i, jr+1, . . . , jk].
Proposition 22.17. The formulas above extend to a linear representation ρλ of g on
F ∗. This turns F ∗ into a U(g)-module. The image of C[N ] in its embedding in F ∗ is
a U(g)-submodule isomorphic to the dual Verma module M(λ)∗low (see Section 19.6). In
particular the set
{ρλ(fi1 · · · fis)(w[]) | s ∈ N, 1 ≤ i1, . . . , is ≤ n}
spans a copy of the irreducible module L(λ).
The above formulas for ρλ(ei) and ρλ(fi) can be obtained by specializing q to 1 in the
formulas of the proof of [Le, Prop. 50]. We omit the details.
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By Proposition 22.14, we have
ϕTk = D$ik ,w
−1
≤k
($ik )
, (k = 1, . . . , r),
that is, ϕTk is the (suitably normalized) extremal weight vector of L($ik) with weight
si1 · · · sik($ik). This implies that ϕTk is obtained by acting on the highest weight vector
of L($ik) with the product f
(b1)
i1
· · · f
(bk)
ik
of divided powers of the Chevalley generators,
where bk = $ik(α
∨
ik
) = 1 and bj = (sij+1 · · · sik($ik))(α
∨
ij
) (j = 1, . . . , k− 1). Therefore we
have
(21) gTk = ρ$ik
(
f
(b1)
i1
· · · f
(bk)
ik
)
(w[]).
Hence to calculate the generating function gTk one only needs to apply b1+· · ·+bk = dimTk
times the above combinatorial formula for ρ$ik (fi).
Thus we have obtained an algorithm for calculating the Euler characteristics χc(Fk,T )
for any rigid module T in the mutation class of T∨M . This applies in particular to every
summandMi of the terminal CQ-module M . Hence, by varying M , we see that the Euler
characteristics χc(Fk,L) are (in principle) computable for any preinjective CQ-module L.
22.9. Example. We continue the example of Section 22.5. Clearly, we have
gT1 = ρ$1(f1)(w[]) = $1(α
∨
1 )w[1] = w[1].
Similarly
gT2 = ρ$2(f
(2)
1 f2)(w[]).
Now we calculate successively
ρ$2(f2)(w[]) = $2(α
∨
2 )w[2] = w[2],
ρ$2(f1)(w[2]) = $2(α
∨
1 )w[1, 2] + ($2 − α2)(α
∨
1 )w[2, 1] = 2w[2, 1],
ρ$2(f1)(2w[2, 1]) = 2($2(α
∨
1 )w[1, 2, 1] + ($2 − α2)(α
∨
1 )w[2, 1, 1]
+($2 − α2 − α1)(α
∨
1 )w[2, 1, 1])
= 4w[2, 1, 1].
Hence, taking into account that f
(2)
1 = f
2
1 /2, we get
gT2 = 2w[2, 1, 1].
Similar applications of formula (21) yield the following results
gT3 = ρ$1
(
f
(3)
1 f
(2)
2 f1
)
(w[]) = 4w[1, 2, 1, 2, 1, 1] + 12w[1, 2, 2, 1, 1, 1],
gT4 = ρ$3
(
f
(2)
1 f2f3
)
(w[]) = 2w[3, 2, 1, 1],
gT7 = ρ$3
(
f
(4)
1 f
(3)
2 f
(2)
1 f2f3
)
(w[])
= 288w[3, 2, 1, 1, 2, 2, 2, 1, 1, 1, 1] + 144w[3, 2, 1, 1, 2, 2, 1, 2, 1, 1, 1]
+96w[3, 2, 1, 2, 1, 2, 2, 1, 1, 1, 1] + 48w[3, 2, 1, 1, 2, 2, 1, 1, 2, 1, 1]
+48w[3, 2, 1, 2, 1, 1, 2, 2, 1, 1, 1] + 48w[3, 2, 1, 2, 1, 2, 1, 2, 1, 1, 1]
+48w[3, 2, 1, 1, 2, 1, 2, 2, 1, 1, 1] + 16w[3, 2, 1, 2, 1, 2, 1, 1, 2, 1, 1]
+16w[3, 2, 1, 2, 1, 1, 2, 1, 2, 1, 1] + 16w[3, 2, 1, 1, 2, 1, 2, 1, 2, 1, 1].
The generating functions gT5 and gT6 are too large to be included here. For example gT5
is a linear combination of 402 words.
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22.10. Coordinate rings of unipotent radicals. In this section, we assume that Q
is of finite Dynkin type A,D,E. We first recall some standard notation (we refer the
reader to [GLS6] for more details). The group G is now a simple complex algebraic group
of the same type as Q. Let J be a subset of the set of vertices of Q, and let K be the
complementary subset. ToK one can attach a standard parabolic subgroupBK containing
the Borel subgroup B = HN . We denote by NK the unipotent radical of BK . This is a
subgroup of N . LetWK be the subgroup of the Weyl groupW generated by the reflexions
sk (k ∈ K). This is a finite Coxeter group and we denote by w
K
0 its longest element. The
longest element of W is denoted by w0.
In finite type, the preprojective algebra Λ is finite-dimensional and self-injective. In
agreement with [GLS6], we shall denote by Pi the indecomposable projective Λ-module
with top Si and by Qi the indecomposable injective module with socle Si. We write
QJ =
⊕
j∈J
Qj and PJ =
⊕
j∈J
Pj .
In [GLS6], we have shown that C[NK ] is naturally isomorphic to the subalgebra
RK := SpanC〈ϕX | X ∈ Sub(QJ)〉
of C[N ]. As before, Sub(QJ) is the full subcategory of mod(Λ) whose objects are submod-
ules of direct sums of finitely many copies of QJ . This allowed us to introduce a cluster
algebra AJ ⊆ RK , whose cluster monomials are of the form ϕX with X a rigid object of
Sub(QJ). We conjectured that in fact AJ = RK [GLS6, Conj. 9.6].
We are going to prove that this conjecture follows from the results of this paper if w0w
K
0
is adaptable.
Lemma 22.18. We have NK = N
′(wK0 ) = N(w0w
K
0 ).
Proof. We know that N ′(wK0 ) is the subgroup of N generated by the one-parameter sub-
groups N(α) with α > 0 and wK0 (α) > 0. These are exactly the one-parameter subgroups
of N which do not belong to the Levi subgroup of BK , hence the first equality follows.
Now, since N = w0N−w0, we have
N ′(wK0 ) = N ∩ w
K
0 Nw
K
0 = N ∩ w
K
0 w0N−w0w
K
0 = N(w0w
K
0 ).

As before, let Fac(PJ ) be the subcategory of mod(Λ) whose objects are factor modules
of direct sums of finitely many copies of PJ .
Lemma 22.19. We have Cw0wK0
= Fac(PJ ).
Proof. By Proposition 22.14, we know that the indecomposable projective-injective object
Ii of Cw0wK0
with socle Si satisfies
ϕIi = D$i,wK0 w0($i)
, (i ∈ I).
By [GLS6, §6.2], it follows that Ii = EwK0
Qi, where EwK0
is the functor defined in [GLS6,
§5.2]. It readily follows that Ii is the projective-injective indecomposable object of Fac(PJ )
with simple socle Si. Hence Cw0wK0
and Fac(PJ) have the same projective-injective gener-
ator. 
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Let S denote the self-duality of mod(Λ) induced by the involution a 7→ a∗ mapping
an arrow a of Q to its opposite arrow a∗ (see [GLS2, §1.7]). This restricts to an anti-
equivalence of categories Fac(PJ)→ Sub(QJ ), that we shall again denote by S.
Lemma 22.20. For every X ∈ mod(Λ) and every n ∈ N we have
ϕX(n
−1) = (−1)dimXϕS(X)(n).
Proof. We know that N is generated by the one-parameter subgroups xi(t) attached to
the simple positive roots. By Proposition 22.10 we have
ϕX(xi1(t1) · · · xik(tk)) =
∑
a=(a1,...,ak)∈Nk
χc(Fia,X)
ta11 · · · t
ak
k
a1! · · · ak!
.
Now, if n = xi1(t1) · · · xik(tk), we have n
−1 = xik(−tk) · · · xi1(−t1) and the result follows
from the fact that F(ia,X) ∼= F(i
aop
op , S(X)), where iop and aop denote the sequences
obtained by reading i and a from right to left. 
We can now prove:
Theorem 22.21. Conjecture 9.6 of [GLS6] holds if w0w
K
0 is adaptable.
Proof. Suppose that w0w
K
0 is Q-adapted. Let CM = Cw0wK0
be the corresponding sub-
category of mod(Λ). The cluster algebra R(CM ) = R(Fac(PJ )) is isomorphic to AJ via
the map ϕX 7→ ϕS(X). This comes from the fact that S : Fac(PJ ) → Sub(QJ) is an
anti-equivalence which maps the maximal rigid module T∨M used to define the initial seed
of R(CM ) to the maximal rigid module Ui of [GLS6, §9.2] used to define the initial seed
of AJ . (Here we assume that i is the reduced word of w
K
0 w0 obtained by reading the
Q-adapted reduced word of w0w
K
0 from right to left.) In particular the cluster variables
ϕMi which, by Theorem 20.1, generate R(Fac(PJ )) = C[N(w0w
K
0 )] are mapped to cluster
variables ϕS(Mi) of AJ . They also form a system of generators of the polynomial alge-
bra C[N(w0w
K
0 )] = C[NK ] by Lemma 22.20, because the map n 7→ n
−1 is a biregular
automorphism of NK . Hence AJ = C[NK ]. 
Remark 22.22. The previous discussion shows that we obtain two different cluster al-
gebra structures on C[NK ], coming from the two different subcategories Fac(PJ) and
Sub(QJ).
When using Fac(PJ ) = Cw0wK0
, we regard C[NK ] as the subring of N
′(w0w
K
0 )-invariant
functions of C[N ] for the action of N ′(w0w
K
0 ) on N by right translations (see Section 22.2).
This allows us to relate the first cluster structure to the cluster structure of the unipotent
cell C[Nw0w
K
0 ] (see Proposition 22.9).
When using Sub(QJ), we regard C[NK ] as the subring of N
′(w0w
K
0 )-invariant functions
of C[N ] for the action of N ′(w0w
K
0 ) = N(w
K
0 ) on N by left translations. These functions
can then be “lifted” to B−K -invariant functions on G for the action of B
−
K on G by left
translations. This allows us to “lift” the second cluster structure to a cluster structure on
C[B−K\G] (see [GLS6, §10]).
23. Open problems
23.1. It is known that the dual canonical basis B∗ and the dual semicanonical basis S∗
ofM∗ ≡ U(n)∗gr do not coincide, see [GLS1]. But one might at least hope that both bases
have some interesting elements in common:
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Conjecture 23.1 (Open Orbit Conjecture). Let Z be an irreducible component of Λd,
and let bZ and ρZ be the associated dual canonical and dual semicanonical basis vectors of
M∗. If Z contains an open GLd-orbit, then bZ = ρZ.
We know that each cluster monomial of the cluster algebra A(CM ) is of the form ρZ ,
where Z contains an open GLd-orbit. So if the conjecture is true, then all cluster monomials
belong to the dual canonical basis.
23.2. Finally, we would like to ask the following question. Is it possible to realize every
element of the dual canonical basis of M∗ as a δ-function? We know several examples of
elements b of B∗ which do not belong to S∗. In all these examples, b is however equal to
δX for a non-generic Λ-module X.
Let us look at an example. Let Q be the quiver
1 2oooo
and let Λ be the associated preprojective algebra. For λ ∈ C∗ we define representations
M(λ, 1) and M(λ, 2) of Q as follows:
M(λ, 1) := C C
(λ )
oo
( 1 )oo and M(λ, 2) := C2 C2(
λ 1
0 λ
)oo
( 1 00 1 )oo
Let ι : rep(Q, (2, 2)) → Λ(2,2) be the canonical embedding, defined by M
′ 7→ (M ′, 0).
Clearly, the image of ι is an irreducible component of Λ(2,2), which we denote by ZQ. It is
not difficult to check that the set
{(M(λ, 1) ⊕M(µ, 1), 0) | λ, µ ∈ C∗}
is a dense subset of ZQ. It follows that
δ(M(λ,1)⊕M(µ,1),0) = ρZQ
is an element of the dual semicanonical basis S∗. It is easy to check that
δ(M(λ,2),0) 6= δ(M(λ,1)⊕M(µ,1),0).
Indeed the variety of ascending flags of type (1, 2, 1, 2) has Euler characteristic 2 for
(M(λ, 1) ⊕M(µ, 1), 0) and Euler characteristic 1 for (M(λ, 2), 0). Furthermore, one can
show that
δ(M(λ,2),0) = bZQ
belongs to the dual canonical basis B∗ of M∗.
Note that the functions δ(M(λ,1)⊕M(µ,1),0) and δ(M(λ,2),0) do not belong to any of the
subalgebras R(CM ), since M(λ, 1) and M(λ, 2) are regular representations of the quiver
Q for all λ.
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