INTRODUCTION
Vertical search engines provide Web users with an alternative way to search for information on the Web by providing customized searching in particular domains. However, two issues need to be addressed when developing these search engines: how to locate relevant documents on the Web and how to filter out irrelevant documents from a set of documents collected from the Web. This paper reports the research in addressing the second issue. Traditional approaches, such as a manual approach or a keywordbased approach have their shortcomings. A more promising approach is by using text classifiers, but a major problem is that most text classifiers rely on a large number of testing data and do not effectively incorporate Web characteristics into their models. In this research a machine-learning-based approach that combines Web content analysis and Web structure analysis is proposed. The following research questions are investigated in this research: First, can Web structure analysis techniques be used to help create a vertical search engine? Second, can domain knowledge be used to enhance Web page filtering for a vertical search engine? Lastly, can Web page classification be applied to a large collection with only a small number of training examples?
PROPOSED APPROACH
Instead of representing each document as a bag of words, each Web page is represented by a limited number of content and link features. This reduces the dimensionality of the classifier and thus the number of training examples needed. The characteristics of Web structure also can be incorporated into these features easily.
Based on review of the literature, it is determined that, in general, the relevance and quality of a Web page can be reflected in the following aspects: (1) the content of the page itself, (2) the content of the page's neighbor documents, and (3) the page's link information. A set of 4 to 6 features, calculated based on metrics such as TFIDF, PageRank and HITS, are defined for each aspect. A total of 14 features are defined and used as the input values to machine learning classifiers. A feedforward-backpropagation neural network (NN) [3] and a support vector machine (SVM) [2] are adopted as the classifiers.
EVALUATION
An experiment was conducted to compare the proposed approach with two traditional approaches, namely a TFIDF approach and a keyword-based text classifier approach, in the medical domain. A set of 1,000 documents were randomly selected from a medical testbed [1] . A 50-fold cross validation testing was adopted. In general, the experimental results showed that the proposed approach performed better than the traditional approaches in both accuracy and F-measure (p < 0.005), especially when the number of training documents is small. When comparing the two proposed methods, it was found that the NN classifier performed better than the SVM classifier (p < 0.05). In terms of efficiency, the proposed approach also performed better than the traditional keyword-based approach.
The experimental results are encouraging and show that the proposed approach can be used for Web page filtering by effectively applying Web content and link analysis. The proposed approach also is useful for vertical search engine development, as well as other Web applications.
