Imprecise values arise when bacterial colonies are too numerous to be counted or when no colonies grow at a specific dilution. Our objective was to show the usefulness of multiple imputation in analysing data containing imprecise values. We also indicate that interval censored regression, which is faster computationally in situations where it applies, can be used, providing similar estimates to imputation. We used bacteriological data from a large epidemiological study in daycare centres to illustrate this method and compared it to a standard method which uses single exact values for the imprecise data. The data consisted of numbers of FC on children's and educators ' hands, from sandboxes and from playareas. In general, we found that multiple imputation and interval censored regression provided more conservative intervals than the standard method. The discrepancy in the results highlights both the importance of using a method that best captures the uncertainty in the data and how different conclusions might be drawn. This can be crucial for both researchers and those who are involved in formulating and regulating standards for bacteriological contamination.
INTRODUCTION
Bacteriological analysis of environmental samples often provides imprecise estimates of the number of colonies, especially when the number is small. The problem of imprecise values is commonly found in environmental microbiology [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . For example, in water, colonies of bacteria tend to be distributed in clusters [19] , so that laboratory results may include values less than the value of the lowest dilution used or values more than the value of the highest dilution used. Therefore, it is possible that no colony will grow on the Petri dish, for a given screening dilution. Similarly, it is possible that the Petri dish will be completely covered by bacterial growth. The laboratory will then report that the number of colonies was less than what would have been reported had one colony grown, or that the number of colonies was more than what could maximally have been reported at that screening dilution, respectively. These situations lead to the reporting of imprecise values by the laboratory because the bacteria in the samples cannot be precisely counted at the screening dilution used. If additional dilutions are performed, the number of samples which cannot be counted will decrease, but it is more than likely that some imprecise values will still be reported. Given the large variation in faecal coliform (FC) concentrations in time and space [20] and, given the increasing consideration of laboratory costs, the choice of a screening dilution is usually set at one (or two) optimal levels. The screening dilution is that dilution of liquid volume used that can best measure the bacterial concentration present in the study samples. The screening dilution differs by type and quantity of sample examined (e.g. water, saliva ; litre, millilitre) and type of outcome to be measured (e.g. virus, bacteria). The possibility of precisely determining the concentration by adding dilutions may not be possible. Thus, bacteriological analyses performed either routinely or for research purposes will include imprecise values and these will need to be taken into account in any data analysis.
Problems arise when data containing imprecise values are used in univariate and multivariate analyses ; for example, when summarizing contamination levels or identifying risk factors associated with higher levels of contamination. Different approaches have been proposed to analyse data with imprecise results. Results have sometimes simply been dichotomized into positive and negative categories -resulting not only in the loss of potentially valuable information but also in introducing the possibility of important misclassification bias [21] [22] [23] [24] . Other researchers have replaced imprecise counts with exact values representing half the value of the lowest screening dilution [25, 26] . Another technique, well known to statisticians but not yet applied to bacterial count data, is multiple imputation [27] . Here one takes the average results from several analyses, each analysis having used a data set constructed by randomly drawing (imputing) one value from the feasible range of each imprecisely known FC count. The imputation variances from both within and between iterations are included in making the final inferences, so that the uncertainty inherent in the imprecise data is fully accounted for. How imprecise results are represented in analyses may affect both the type of data analyses performed and the conclusions drawn.
Our objective is to show how techniques which account for the uncertainty inherent in imprecise values reported by the laboratory, including multiple imputation and interval censored regression, can be used to provide better point and interval estimates. We compare results from analyses of bacterial count data containing imprecise values using multiple imputation and interval censored regression to the standard method where the imprecise values are replaced with values representing half the minimal detectable level. The data set originated from a baseline survey of the bacterial contamination of the indoor and outdoor environments of 52 daycare centres (DCCs) in Que! bec, Canada (28) .
In theory, if one uses the ' correct ' imputation model, one can rigorously prove that final inferences are then also statistically ' correct ' [27] . In practice, one can never be certain that values which are imprecise have been imputed from a perfect model. Nevertheless, it is always the case that much uncertainty is left unaccounted for by either ignoring or assuming ' exact ' values for imprecise results.
MATERIALS AND METHODS

Data set
Indoor and outdoor environmental samples from 52 DCCs in Que! bec, Canada had been evaluated for bacterial contamination as follows :
Indoor sampling
Children and educators in one or two toddler groups in each DCC were asked to wash their hands for 40 s in a 200 ml rinse bag (Ziploc2, Dow Brands, London, Canada) filled with a solution of saline and 0n1% Tween 80 (Anachema, Lachine, Canada). Three randomly selected toys from each group 's classroom were rinsed for 45 s in similar bags. If two groups shared the same room and were using the same toys during the day, only three randomly selected toys were sampled for the two groups. Bags from each toddler group (for children 's hands, educators ' hands and toy samples, respectively) were pooled. All samples were stored at 4 mC until analysed.
Outdoor sampling
Both the sandbox and the play area of each DCC were sampled. The surfaces of the sandbox and play area of each DCC were measured and divided into 25 equal areas and each sampled to maximize recovery and minimize the important spatial variation in contamination [20] . From each area, for the sandbox and play area separately, 100 ml of sand was obtained and put into a 5 l bottle (Fisher, Montre! al, Canada) containing a solution of 2 l of saline with 0n1% of Tween 80. Therefore, a total of 2n5 l each of sand and soil were sampled. Bottles were shaken for 1 min by hand and left to sediment for an additional 1 min. Multiple imputation for imprecise values Two litres of this liquid were collected in a plastic bottle (Fisher, Montre! al, Canada) and stored at 4 mC until analysis.
Bacteriological analysis
All samples were kept at 4 mC until arrival at the laboratory (less than 6 h). Bacteriological analyses were performed at the Centre de Recherche en Virologie, Institut Armand-Frappier, Laval, Que! bec, Canada. A membrane filtration method for the identification of FC was used [29] . First, the liquid was shaken to homogenize the sample. The samples were left to sediment at 4 mC overnight. The samples were then filtered (Millipore Ltd, Toronto, Canada), placed on m-FC medium (Difco, Montreal, Canada) and incubated at 44 mC for 24 h. Blue colonies with metallic sheen were counted. One dilution (1 : 100 ml) was used for each sample except for sandboxes and play areas where two dilutions were used (1 : 0n1 ml and 1 : 1 ml). Bacteriological results were reported as number of FC colonies per ml.
Methods for replacing imprecise values in a data set
Routine statistical methods used to estimate the distribution of the average number of FCs or to identify factors associated with contamination cannot be used when the laboratory data contain imprecise values. Imprecise values were defined as any laboratory result where either no FC colonies had grown at the lowest screening dilution used or the number of colonies at the highest screening dilution were too dense to count (e.g. 50, 1, 100 FC\ml, etc.). There was no specific number of colonies defined as too high to be counted. The laboratory technician subjectively assessed what could be counted. Usually, colonies could not be counted when they had entirely covered the petri dish.
Standard method
There are several types of methods commonly used to deal with imprecise microbiological data. These include assuming a zero value for the imprecise count, dichotomizing the results [21] [22] [23] [24] , adding a value of 1 and then log "! transforming the data (therefore attributing a value of 1 to every imprecise value) [9, 19] , and replacing the imprecise value with a value equal to half the lowest screening dilution used [13, 19, 25] . This latter method is perhaps the most common and will be used as the comparison method in this paper. All imprecise values in the data set are replaced by single ' exact ' numbers equal to half the lowest screening dilution used. The data are then log "! transformed and analysed. If the number of colonies were too numerous to be counted, we have used the average between the value of the highest screening dilution used and the sum of that highest screening dilution plus one log "! .
Multiple imputation method
Each imprecise value is replaced by an imputed value obtained from a distribution of values randomly selected from within a feasible range. Since we are uncertain about the true value for the imprecise value, we reflect this uncertainty by selecting more than one value. We then average over these values, while incorporating the imputation-to-imputation variance.
In this way we correctly account for all inherent uncertainty. More precisely, using the example of FC counts when no colonies have been observed, one assumes that the imprecision in the true value could be represented by a probability distribution covering a feasible range between the minimal detectable value to the number of FC that would have been reported had one colony grown at that dilution. We define the latter as the ' maximal possible log "! (FC) '. A uniform distribution over the possible range of values was selected to best represent the uncertainty in our data set, although in principle any distributional form can be used. We chose to use a uniform distribution rather than estimating values from the rest of the data because, as is common in environmental microbiology, values were not missing at random but rather from the lower tail of the distribution of FC counts.
The multiple imputation algorithm proceeds as follows : an independent uniform random number is selected for each imprecise value from its feasible range. These imputed values are then combined with that portion of the data set that is precisely known to form a ' complete ' data set of ' exact ' values. Statistical analyses then proceed as usual for this now ' complete ' data set, and the results are stored. This procedure is then repeated a large number of times (we used 10 000 repetitions), providing slightly different results each time, since the randomly imputed values are different in each iteration. Final inferences are then computed which account for both usual sampling variability (within iteration variances of parameter estimates) and variability due to the imprecise data (between iteration variances of parameter estimates). The final variance for each parameter is essentially the sum of these two components. Multiple imputation is attractive, since no specialized statistical methods are required to account for imprecise values, as in each iteration, one creates a ' complete ' data set. This Bayesian approach requires the calculation of a joint posterior distribution over all unknown parameters, which in turn leads to a predictive distribution for future, missing or imprecise data. Therefore, once a model is created for the full data, imputations can be created with little extra effort, if a Bayesian approach is used. See Rubin for details [27] .
Interval censored regression method
The procedure intreg of Stata release 6 was used to run a model with a dependent variable that could have any value between a defined interval [35] . The programme samples the value for the imprecise data from a normal distribution between the two limits of the interval, assuming the errors are normally distributed. In the current model, intreg samples values from the feasible range (log transformed), which is the equivalent of sampling from a log normal distribution. This method is computationally more efficient that the multiple imputation procedure described above, and could be preferred in cases where all of the assumptions are likely to hold.
Statistical analysis
As is common for this type of data, the FC counts were log-transformed in order to normalize their distribution [19] . Since the unit of analysis was the DCC and since the group sizes of children and number of educators per group varied, weighted averages were used to calculate mean log "! (FC counts) for children 's and educators ' groups within each DCC.
Minimum detectable values are required for the multiple imputation method. The minimal detectable number was assumed to be 1 colony per 100 ml for outdoor samples from the sandbox and the play area, and 1 colony per 200 ml was set as the minimum detectable number for indoor samples in the rinse bags. For the standard method, half the value of the minimal screening dilution used was assumed to be an exact value. For the multiple imputation method, the outdoor imprecise values were sampled from a uniform distribution ranging from log "! (0n01) to the log "! of the number of FC that would have been found at the minimal screening dilution used (maximal possible log "! (FC counts)). Similarly, the indoor imprecise values were sampled from a uniform distribution ranging from log "! (0n005) to the maximal possible log "! (FC counts). When the number of colonies were too numerous to be counted, we used the minimum number of colonies reported by the laboratory as the lower tail of the distribution and the sum of that minimum number of colonies plus one log "! for the upper tail of the distribution. The imprecise values were then sampled from a uniform distribution ranging from that minimum (in log "! scale) to that maximum. We used non-informative priors so that our inferences are based solely (or almost) on the data. We used the method of Raftery and Lewis [30] to ensure accuracy of final estimates. Convergence was assured by running the model many times from widely divergent starting points and checking that all results were very close in each run.
For the two methods, descriptive statistics were first computed and reported as the median and InterQuartile Range (IQR), since the log-transformed data still remained quite skewed. SAS software was used to obtain summary statistics (quartiles, IQR, medians) [31] .
While in theory multiple imputation could be used simultaneously with a model selection procedure, this would involve creating a large number of imputation data sets for each possible model under consideration. For ease of calculation, therefore, we carried out our model selection procedure using a single ' complete ' data set where imprecise values were replaced by exact values corresponding to the midpoint in the log "! scale of the feasible range. We preferred the midpoint on the log "! scale because it is in fact the log "! scale that is used in the models. This method was used to identify the risk factors associated with bacterial contamination in the play area (with and without bacterial contamination in the sandbox as an independent variable) and bacterial contamination of children 's hands (with bacterial contamination of educators ' hands as an independent variable). The factors tested for their association with the outcome for the different models are described in Table 1 . The Bayesian Information Criterion (BIC) was used to select the model best supported by the data using each imputation method. The BIC is designed to give, on average, the best out-of-sample predictions and is not Presence of a disease outbreak in the DCC the day of sampling, sampling of children 's hands after outdoor play, sampling of children 's hands after handwashing, average indoor humidity level the day of sampling (percent), average indoor temperature the day of sampling (mC), presence of the two groups of children in a same room, sharing of rooms with older age children, average classroom size, average space per child (m$), presence of an infants ' room, geographical region, legal status, proportion of educators with a formal training, products used to disinfect toys, frequency of toys ' cleaning, housekeeping done every day, participation in a government subsidy program, presence of a poster on handwashing, presence of a poster on infectious diseases, years of operation of the DCC, intervention by public health authorities because of an outbreak in the past 9 months, use of potties, log (FC) on educators ' hands subject to the overfitting tendencies of the usual backward and forward model selection techniques [32] . The BIC was computed using ProcReg ln SAS
as niln(1kr#)j[(p)iln(n)]
where r# is the coefficient of determination for the current model, n is the sample size and p the number of parameters in the model without the intercept [31] . Estimates of the linear regression coefficients and their 95 % credible intervals (CI), which are Bayesian analogs of the usual confidence intervals, were computed. The statistical package BUGS was used to compute the estimates of linear regression coefficients and for the multiple imputation [33] . The interval regression method was applied to the play area using the procedure intreg in Stata. The BUGS programme we used for our analysis is available from the authors. The goodness-of-fit and extreme values of the models were checked for all models using jackknife residuals and Cook distances [34] , using SAS software [31] .
RESULTS
The percentage of imprecise values reported by the bacteriology laboratory for the daycare study ranged from 25 to 60 % ( Table 2 ). For educators ' hands and both indoor and outdoor toys, more than 40 % of the samples had imprecise values. Table 3 reports the median values and IQRs across DCCs of the different samples using the standard and the multiple imputation methods. It is important to remember that the results are presented on the log "! scale and per ml of sample, which reduces the apparent size of any difference. Both methods had the samples ranked in the same order, in terms of amount of contamination. The most contaminated area was the play area, followed by the sandbox and children 's hands. Outdoor toys had higher median counts than indoor toys. The standard method gave higher median values than the multiple imputation method except for educators ' hands and the play area. The IQRs from the multiple imputation method were always larger than the ones calculated from the standard method, except for the outdoor toys where they were almost equal.
The performance of the two methods is contrasted and compared in Tables 4 (play area) and 5 (children 's hands). In addition, the interval regression method results are reported in Table 4 .
Model for bacterial contamination in the play area (Table 4)
The model selected includes the temperature on the day of sampling (mC), sighting of cats in the backyard * Standard method : Take half of the minimal detectable value and then log "! transform ; Multiple imputation method : Impute value from a uniform distribution of log "! values over the feasible range. † The data set containing imprecise values originated from a study of indoor and outdoor environmental contamination in 52 daycare centers in Que! bec, Canada.
‡ m, median logarithm (in base 10) of faecal coliform counts. § IQR (Q1, Q3) : Interquartile range (first quartile, third quartile) of log "! of faecal coliform counts. R n, 51 DCCs.
(by the DCC director), the presence of residential neighbours (neighbours could either be residential or industrial) and the presence of soil in the backyard. Linear regression coefficient estimates from the standard method were always lower than the estimates obtained using the multiple imputation and the interval regression methods. The two latter methods gave very similar results. Credible intervals were always narrower using the standard method. The presence of soil in the backyard was significantly associated with bacterial contamination in the play area when using the multiple imputation method (β l 0n73 ; 95 % CI 0n05, 1n44) or the interval regression method (β l 0n7200 ; 95 % confidence interval l 0n0912, 1n3489) but not when the standard method was used (β l 0n45 ; 95 % CI k0n13, 1n09).
Model for bacterial contamination on children 's hands (Table 5)
The model selected includes the use of a disinfectant (other than bleach) to clean the toys, the frequency of toy cleaning, the presence of a poster on infectious diseases at the DCC (usually affixed to the wall at the entrance of the DCC), the use of cloth toys by toddlers, housekeeping done every day and log "! (FC) on educators ' hands. In this model, imprecise values had been reported in both the dependent variable and Constant k0n3874 (k1n4420, 0n6456) k0n9850 (k2n2870, 0n28760) k0n9847 (k2n1517, 0n1824) Temperature* 0n0599 (0n0139, 0n1083) 0n0683 (0n0133, 0n12500) 0n0693 (0n0176, 0n1210) Cats † 0n7469 (0n1699, 1n3360) 1n0090 (0n3546, 1n6670) 1n0014 (0n3961, 1n6067) Neighbors ‡ 0n3678 (k0n2013, 0n9135) 0n5458 (k0n0861, 1n1940) 0n5383 (k0n0603, 1n1369) Soil § 0n4760 (k0n1289, 1n0870) 0n7275 (0n0466, 1n4420) 0n7200 (0n0912, 1n3489) * Outdoor temperature the afternoon of sampling (mC). † Sighting of cats in the backyard. ‡ Presence of residential neighbours. § Presence of soil in the play area. Standard method Multiple imputation method Constant k0n8958 (k2n072, 0n257) k0n0862 (k1n7220, 2n1060) Disinfectant* k0n7551 (k1n343, k0n189) k0n8448 (k1n4420, k0n2380) Toy cleaning 1 † 1n5520 (0n698, 2n419) 1n8110 (0n9000, 2n7270) Toy cleaning 2 † 1n0579 (0n202, 1n909) 0n8851 (k0n0430, 1n8170) Toy cleaning 3 † 1n159 (0n046, 2n299) 1n1170 (k0n1160, 2n3460) Poster ‡ 0n7882 (0n154, 1n427) 0n4641 (k0n2800, 1n1850) Cloth § 0n7398 (0n119, 1n384) 0n9283 (0n2620, 1n5970) HousekeepingR k1n0540 (k1n727, k0n358) k0n9597 (k1n6570, k0n2520) Educators ' hands ¶ 0n6208 (0n311, 0n923) 1n3900 (0n3350, 2n5690) * Use of a disinfectant other than bleach to clean the toys. † Frequency of toy cleaning, with cleaning every 1 or 2 days as the reference group ; toy cleaning 1 : toys cleaned once a week ; toy cleaning 2 : toys cleaned at least once a month but less than once a week ; toy cleaning 3 : no systematic rules of cleaning. ‡ Presence of a poster on infectious diseases at the DCC. § Children play with cloth toys. R Housekeeping done every day. ¶ Logarithm (in base 10) of FC counts on educators' hands.
one of the independent variables and therefore needed to be taken into account in the analysis. Important discrepancies in the results obtained were found between the two methods. In the multiple imputation method, the 95 % CIs were always larger than those using the standard method, the most striking difference being in the 95 % CI of the multiple linear coefficient of educators ' hands. The point estimate of the effect of log "! (FC) on educators ' hands is more than twice the point estimates using the standard method. However, the large 95 % CI for this variable indicates that uncertainty in its measurement is large. It is of course not surprising that the multiple imputation method is usually associated with the largest CIs, since the uncertainty inherent in the imprecise values is included in the analyses, in contrast to the standard method which assumed ' exact ' values. In addition, variables that seemed significant using the standard method became non-significant using the multiple imputation method. For example, using the standard method, the presence of a poster on infectious disease in the classroom was found to be associated with an increased risk of contamination on children 's hands whereas it was not significant using the multiple imputation method. The biological and epidemiological interpretation of these results are not only difficult but they can be different depending on which method was used to impute the imprecise values.
DISCUSSION
Both methods provided similar estimations of median bacterial contamination, except in one instance (the sandbox) where it was higher using the standard method. The small differences observed could be explained by the narrow range of possible values from which imputed values were selected in the multiple imputation method. If preliminary results had suggested a larger variation in the number of faecal coliform counts, we might have used a wider feasible range for imputing the imprecise values which would have reflected a greater variability in the data.
As the outcome is expressed in log "! scale, differences in the point estimates of the multiple linear regression coefficients and their 95 % CI appear small. It is interesting to note that, even though the uncertainty around the estimates was larger using the multiple imputation method, the point estimates were also considerably larger, changing the interpretation one can make about the strength of association between risk factors and play area contamination.
Methods other than multiple imputation may sometimes be usable for adjusting for missing or censored data of the type discussed here. For example, the procedure intreg contained in the Stata statistical package [35] implements normal parameter estimation for interval censored data. We used the intreg procedure to run a multiple linear regression with the data on the log "! (FC) in the sandbox (data not shown) and play area. The coefficient estimates were very similar to those obtained with the multiple imputation method. This procedure does not directly apply to the indoor data because an average of two observations is used, with missing values occurring in one or both of the observations. In the case of a single missing value, a reasonable ad hoc procedure would be to consider the non-missing value as the average. If both are missing, one can consider the average as a single missing value, and again apply the intreg procedure.
The model selected to predict bacterial contamination on children 's hands shows important discrepancies between the two methods. The model includes two variables with imprecise values : children 's hands and educators ' hands. The 95 % CI of the effect of the log "! (FC) on educators ' hands on the log "! (FC) on children 's hands is much larger using the multiple imputation method. This is because an outcome with some uncertainty is predicted using a variable which also has some uncertainty. The large 95 % CIs obtained using multiple imputation demonstrate its more comprehensive accountability of variation in the data. Large 95 % CIs will change the interpretation of the model and the resulting conclusion but they more appropriately reflect the increased uncertainty inherent in a data set which includes replacement of imprecise values by imputed values.
These results show that using multiple imputation for imprecise values yields more conservative estimates of credible intervals especially in models where one or more variables have imprecise values. In effect, multiple imputation would seem theoretically more valid, since it better incorporates the uncertainty inherent in the imprecise values. If the conclusion after applying multiple imputation is similar to the results obtained using the standard method, then one should feel confident that the conclusions are robust to this sort of uncertainty. On the other hand, if the conclusions change, then this paper illustrates the importance of including the extra source of uncertainty in the analysis. The exact form of the imputation distribution, however, can play a role. Using a model selected with values assumed on the log "! scale may often be the best choice, given that the range of values on the logarithmic scale is more realistic for bacterial data. FC counts follow a log "! normal distribution [19] , consequently, using the log "! normal scale to impute values (for the imprecise values) is coherent with standard practice. A uniform distribution on the log "! -transformed scale seems the most plausible choice, but other distributions could also be considered depending on the data source.
Bacteriological results often include imprecise values [2, 6, 11, 14-16, 19, 21-25] . How imprecise values are incorporated into the data analysis is critical to correctly interpret the results. Replacing imprecise values with singly imputed ' exact ' values for a moderate or large proportion of the data would seem unwarranted because the standard errors of any results would be artificially too small and consequently lead to questions of data validity. By allowing the values of the imprecise results to vary within the feasible range, multiple imputation improves both the validity and reported precision of the statistical inferences made from the data. These results are important for researchers, health professionals, public Multiple imputation for imprecise values health authorities and others who are involved in the formulation and regulation of standards for bacteriological contamination and for related research.
