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Abstract
In this paper we consider a direct hypersingular integral approach to solve harmonic problems with nonlinear boundary
conditions by using a practical variant of the Galerkin boundary element method. The proposed approach provides an
almost optimal balance between the order of convergence and the numerical e0ort of work to compute the approximate
solution. Numerical examples con3rm the theoretical results. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Boundary integral formulations are useful to compute numerical solutions of linear partial dif-
ferential equations with nonlinear boundary conditions. As a model problem, including application
to the steady-state di0usion equations [2,12], we are interested in computing an isolated harmonic
solution u satisfying
>u(x)= 0 for x ∈ ⊂Rn (n=2; 3) (1.1)
and the nonlinear boundary condition
@
@nx
u(x) + g(x; u(x))=f(x) for x ∈ 	; (1.2)
where  is a bounded domain with a Lipschitz boundary 	. In (1.2), nx is the outer normal unit
vector de3ned almost everywhere for x ∈ 	 and f :	 → R, g :	 × R→ R are given functions.
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We assume that the following hold:
(A0) f ∈ L2(	).
(A1) (1.1) and (1.2) has an isolated solution u ∈ H 1+s() for some s¿ 12 .
(A2) For all x ∈ 	; g(x; ·) :R→ R is twice di0erentiable and the derivatives are locally bounded,
i.e., for every 3nite interval [a; b], there exist a constant M[a;b] such that
∣∣∣∣@ig(x; )@i
∣∣∣∣6M[a;b] for x ∈ 	; a66b; i=1; 2:
We use the standard notation Hs(	) for the usual Sobolev space on 	 with its dual H−s(	) and
the norm ‖ · ‖s. With 〈·; ·〉 we denote the duality pairing in L2(	).
The standard approach to derive a boundary integral equation equivalent to (1.1) and (1.2) is based
on a direct formulation using the single- and double-layer potentials. Boundary element methods
for the resulting non linear boundary integral equation were investigated by many authors, see
[1,4–6,8,14,15].
In [9] we proposed some novel nonlinear boundary integral formulations based on the Steklov–
PoincarIe and the hypersingular integral operators. The Galerkin boundary element method for the
Steklov–PoincarIe formulation and for the indirect perturbed hypersingular integral equation were
investigated in [10]. While the Steklov–PoincarIe formulation (involving the inverse single-layer
potential) provides the best order of convergence, the iterative solution of the nonlinear equations
is costly compared with the indirect hypersingular integral formulation. This is mostly due to the
inversion of the discrete Steklov–PoincarIe operator required in the Newton iteration. Therefore, in
[10] we considered 3nally a hybrid approach to combine the fast solution process of the indirect hy-
persingular integral formulation with the high order of convergence of the Steklov–PoincarIe operator
formulation. The lack of optimal order convergence of the indirect hypersingular integral approach is
due to the mapping properties of the double-layer potential (which appears as a density of the corre-
sponding Nemytskii operator) for general Lipschitz domains, with slight improvement for polygonal
bounded domains.
In this paper we describe a direct hypersingular boundary integral formulation equivalent to (1.1)
and (1.2) and 3rst prove a regularity result similar to that of the Steklov–PoincarIe formulation. In this
case, while operators in the resulting nonlinear boundary integral equation behave as in the indirect
approach, the trade-o0 is that the nonlinear Nemytskii operator appears as a density of the adjoint
double-layer potential. So we can apply fast iterative solution methods with suitable approximation
to nonlinear densities. We analyze a practical variant of the Galerkin boundary element method to
discretize the standard Newton iterates of the nonlinear hypersingular boundary integral equation
equivalent to (1.1) and (1.2).
The rest of the paper is organized as follows: In Section 2 we describe the nonlinear hypersin-
gular integral equation under consideration and initiate a discretization process by 3rst applying the
standard Newton scheme. Main results are given in Section 3 where a Galerkin discretization pro-
cess is considered to solve the linear Newton iterate equations. For practical reasons, an additional
approximation of the Nemytskii operator is introduced and corresponding error estimates are given.
In Section 4, a preconditioning strategy to solve the resulting linear systems is given and we wind
up the paper in Section 5 with numerical examples.
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Throughout the paper, by c we will denote a general constant which may have di0erent values at
di0erent occurrences and is independent of the boundary element discretization parameter h and the
Newton iteration index k.
2. A nonlinear hypersingular boundary integral equation and Newton scheme
To reformulate the nonlinear boundary value problem (1.1) and (1.2) as a nonlinear boundary
integral equation we consider a direct approach. Taking normal derivatives in the standard Green’s
representation formula for harmonic functions (see for example (2.6)), we get for  	 x˜ → x ∈ 	
and using t(x) := (@=@nx)u(x),
(Du)(x)= 12 t(x)− (K ′t)(x) for x ∈ 	; (2.1)














U ∗(x; y)t(y) dsy (2.3)
is the adjoint (normal derivative) of the double (single)-layer potential. In (2.2) and (2.3), U ∗(x; y)









|x − y| for n=3:
For a bounded domain ⊂Rn (n=2; 3) with a Lipschitz continuous boundary 	, the boundary
integral operators (2.2) and (2.3) are bounded for s ∈ [− 12 ; 12 ] (see [3]):
D :H 1=2+s(	) → H−1=2+s(	); K ′ :H−1=2+s(	) → H−1=2+s(	):
The hypersingular integral operator D is self-adjoint and H 1=2(	)-semi-elliptic, i.e.,
〈Dv; v〉¿c · ‖v‖21=2 for all v ∈ H 1=20 (	)
with
H 1=20 (	) :=
{






In addition to the boundary integral operators (2.2) and (2.3) we de3ne the Nemytskii operator
(Nu)(x)= g(x; u(x)) for x ∈ 	: (2.4)
Inserting the nonlinear boundary condition (1.2) into the boundary integral equation (2.1) we get a
nonlinear hypersingular boundary integral equation in u:
(Du)(x) + (12 I − K ′)(Nu)(x)= (12 I − K ′)f(x) for x ∈ 	: (2.5)
For a general domain with a Lipschitz boundary 	 we have the following equivalence and regularity
result.
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Lemma 2.1. The nonlinear boundary value problem (1:1) and (1:2) has a solution u ∈ H 1+s()
for some s ∈ [0; 12 ] if and only if the nonlinear boundary integral equation (2:5) has a solution
u∗ ∈ H 1=2+s(	).
Proof. If u ∈ H 1+s() is a solution of the nonlinear boundary value problem (1.1) and (1.2), we
de3ne u∗ := trace(u) ∈ H 1=2+s(	) (by the trace theorem) and let t∗(x) := (@=@nx)u(x) for x ∈ 	. Using









U ∗(x˜; y)u∗(y) dsy for x˜ ∈ : (2.6)
Applying the normal derivative @=@nx on both sides of (2.6) and taking the limit  	 x˜ → x ∈ 	
gives the equality
(Du∗)(x)= (12 I − K ′)t∗(x) for x ∈ 	 (2.7)




u(x)=f(x)− (Nu)(x)=f(x)− (Nu∗)(x): (2.8)
Using (2.8) in (2.7) shows that u∗ ∈ H 1=2+s(	) is a solution of the nonlinear boundary integral
equation (2.5).
For the converse case, let u∗ ∈ H 1=2+s(	) be a solution of (2.5) and let t∗ be the unique solution
of the 3rst kind single-layer equation:∫
	






U ∗(x; y)u∗(y) dsy for x ∈ 	: (2.9)
If we de3ne u on  as in (2.6) then u satis3es the partial di0erential equation (1.1). Taking the
limit x˜ → x ∈ 	 in (2.6), using the jump relation of the double-layer potential and (2.9) yield
u(x)= u∗(x) for x ∈ 	. Hence from (2.6) and Green’s formula for the harmonic function u, we get
for x ∈ 	, t∗(x)= (@=@nx)u(x) and t∗(x) satis3es (2.7). Using (2.7), the bijectivity of 12 I − K ′ and
the fact that u∗ satis3es (2.5),
@
@nx
u(x)= t∗(x)= (12 I − K ′)−1(Du∗)(x)=f(x)− Nu(x); x ∈ 	:
Hence u(x) satis3es the nonlinear boundary condition (1.2). Applying the inverse trace theorem
gives u ∈ H 1+s() and is a solution of (1.1) and (1.2).
In the case of a (piecewise) C∞ boundary 	, the above result holds true for all s¿0.
Using (A1), let us denote by u∗ ∈ H 1(	) the trace of the isolated solution u of the nonlinear
boundary value problem (1.1) and (1.2). As in the proof of Lemma 2.1, u∗ is then an isolated
solution of (2.5). In the remainder of this section we describe a Newton scheme as a 3rst step
to compute the numerical solution of the nonlinear boundary integral equation (2.5) (and hence of
(1.1) and (1.2)).
For any  ¿ 0, let
U (u∗) := {’ ∈ H 1=2(	): ‖’− u∗‖1=26 }
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be a ball in H 1=2(	) with centre u∗ and radius  . To describe a Newton scheme to solve (2.5),
following detailed analysis in our earlier work [9], we assume in rest of the paper that for any
9xed ’ ∈ U (u∗), the homogeneous Robin problem obtained by linearizing (1:1) and (1:2) at ’
has only the trivial solution. Using arguments in Lemma 3.1 and Theorem 3:1 of Ganesh [9], it is
straightforward to derive the following result.
Theorem 2.2. Let assumptions (A0)–(A2) hold. For each ’ ∈ U (u∗); the following holds:
• The Fr?echet derivative N ′(’) exists as a bounded linear linear operator on L2(	).
• The bounded linear map D + (12 I − K ′)N ′(’) :H 1=2(	) → H−1=2(	) is invertible.
For convenience, if we de3ne the nonlinear operator
F(v) :=Dv+ (12 I − K ′)[Nv− f]; (2.10)
then (2.5) can be written as
F(u)= 0: (2.11)
Using Theorem 2.2, for any ’ ∈ U (u∗) the FrIechet derivative F ′(’) :H 1=2(	) → H−1=2(	) given
by
F ′(’)v= [D + (12 I − K ′)N ′(’)]v (2.12)
exists and is invertible. So we are in a comfortable position to describe the standard Newton method
to solve the nonlinear boundary integral equation (2.5) (or (2.11)):
Let u0 be an initial guess suNciently close to the solution u∗, i.e., we assume u0 ∈ U ˜(u∗) for
some 0¡ ˜¡ 1. Then the standard Newton iterates for (2.11) are
uk+1 := uk − [F ′(uk)]−1F(uk) for k =0; 1; 2; : : : : (2.13)
Using (2.12), we compute the iterates by solving the linear boundary integral equations
[D + (12 I − K ′)N ′(uk)]uk+1 = (12 I − K ′)[f + N ′(uk)uk − Nuk] (2.14)
and check the convergence of the Newton iterates by computing the residuals
r k+1 :=Duk+1 + (12 I − K ′)[Nuk+1 − f] for k¿0:
Using the standard arguments in [9,13], we can prove the following existence, uniqueness, regu-
larity and convergence result of the Newton iterates.
Theorem 2.3. Let assumptions (A0)–(A2) hold. Let u0 ∈ U ˜(u∗) be given for some 0¡ ˜¡ 1.
For all k¿0; (2:14) has a unique solution uk+1 ∈ H 1(	) ∩U k+1(u∗) for some  k+1 ¿ 0 with
‖uk+1‖16c‖f + N ′(uk)uk − Nuk‖0 (2.15)
and
‖uk+1 − u∗‖1=26c‖uk − u∗‖21=2: (2.16)
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As a consequence of Theorem 2.3 we conclude that if we choose  0 =  ˜ suNciently small satisfying
c ˜26 ˜, then
‖uk+1 − u∗‖1=26c ˜2 ¡ ˜
implies that uk+1 ∈ U ˜(u∗) for all k¿0.
3. A boundary element method
In this section we study a practical variant of the Galerkin method to compute the solution of
(2.14) at each step of the Newton iteration.
For this purpose, we 3rst de3ne a 3nite-dimensional trial space
Wh =span{’'j }Mj=1⊂H 1=2(	) (3.1)
of continuous B-splines of (piecewise polynomial) degree ' satisfying the approximation property
inf
wh∈Wh
‖w − wh‖H*(	)6ch+−*‖w‖H+(	) (3.2)
for all w ∈ H+(	) with *6+6'+1 and *¡'+ 12 (n=2); *6' (n=3). (For example, we can use
piecewise linear hat functions, i.e., '=1, de3ned over a triangulation 	h.) Note that the approxi-
mation property (3.2) requires only a regular triangulation, i.e., we allow adaptive re3nements and
appropriate non-uniform meshes. The de3nition of Wh may depend on the Newton iteration index k
to solve the linearized system. This means that we can adapt Wh during the Newton iteration process
and hence we denote hk to be the mesh size of the triangulation at the kth Newton step.
The standard Galerkin variational formulation of (2.14) is: 3nd uk+1h ∈ Wh such that
〈[D + (12 I − K ′)N ′(uk))]uk+1h ; vh〉= 〈f˜(uk); vh〉 for all vh ∈ Wh; (3.3)
where
f˜(’)= (12 I − K ′)[f + N ′(’)’− N’]: (3.4)
In practical computations we have to replace uk in (3.3) by the previous iterate Galerkin solution
ukh . So we need to solve instead the modi3ed Galerkin variational problem: 3nd u˜
k+1
h ∈ Wh such that
〈(D + (12 I − K ′)N ′(u˜ kh))u˜ k+1h ; vh〉= 〈f˜(u˜ kh); vh〉 (3.5)
is satis3ed for all wh ∈ Wh.
To implement the modi3ed Galerkin scheme (3.5) we have to use the FrechIet derivative N ′(u˜ kh) as
density of the adjoint double-layer potential. This in general requires a numerical quadrature. Since
we allow almost arbitrary nonlinear functions g in (1.2) such an approach may be ineNcient and
diNcult to analyze. On the other hand, it is not diNcult to evaluate the adjoint double-layer potential
with a density function in Wh. This motivates the following additional Galerkin approximation: For
’ ∈ U (u∗) and  ∈ L2(	), de3ne
N˜
′
(’) := -h; (3.6)
where -h ∈ Wh satis3es the variational problem
〈-h; wh〉= 〈N ′(’) ; wh〉 for all wh ∈ Wh: (3.7)
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Note that from Theorem 2.2, N ′(’) ∈ L2(	) and the above inner product is to be considered in
the usual L2(	) sense. Since -h ∈ Wh is the usual L2 Galerkin projection of N ′(’) , we get for
’ ∈ U (u∗) and  ∈ L2(	),
‖[N ′(’)− N˜ ′(’)] ‖06c inf
*h∈Wh
‖N ′(’) − *h‖0: (3.8)
For s ∈ [0; ' + 1], using the norm de3nition in H−s(	), the approximation property of Wh in
L2(	), (3.7) and (3.8), we get
‖[N ′(’)− N˜ ′(’)] ‖−s = sup
0 = v∈Hs(	)








‖N ′(’) − *h‖0: (3.9)
To apply the approximation property of Wh in L2(	) in (3.8) and (3.9), we need to have some
smoothness property of N ′(’) .
Since we have only minimal assumptions on the nonlinear function, in general even if ’;  
are smooth functions, N ′(’) may not be smooth. However, using (A2) and with the additional
assumption that @g(·; )=@ =: g(·; ) :	 → R is Lipschitz continuous for all ||6 , we can prove
the following result.
Lemma 3.1. Let ’ ∈ U (u∗);  ∈ H 1=2(	) ∩ L∞(	). Then N ′(’) ∈ H 1=2(	).
Proof. The Sobolev–Slobodeckii norm in H 1=2(	) is given by







| (x)−  (y)|2
|x − y|n dsx dsy:
Using the de3nition of N ′(’) and (A2), we get 3rst
‖N ′(’) ‖20 =
∫
	
|g(x; ’(x)) (x)|2 dsx6max
x∈	
|g(x; ’(x))|2‖ ‖206c‖ ‖20:
Further using (A2) and  ∈ H 1=2(	) ∩ L∞(	),





|g(x; ’(x)) (x)− g(y; ’(y)) (y)|2








| (x)−  (y)|2






[g(x; ’(x))− g(y; ’(y))]2| (y)|2
|x − y|n dsx dsy
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|g(x; ’(x))− g(x; ’(y))|2






|g(x; ’(y))− g(y; ’(y))|2
|x − y|n dsx dsy:
Using the Lipschitz continuity of g with respect to both the variables and the mean value theorem,
we get













|x − y|n dsx dsy:
Since ’ ∈ H 1=2(	), the result follows.
From Theorem 2.3 we have uk+1 ∈ H 1(	) ∩U ˜(u∗) for all k¿0. Hence in the two-dimensional
case (n=2) using (3.9) (with s= 12), Lemma 3.1 and the approximation property in Wh, we get for
all k¿0,
‖[N ′(uk)− N˜ ′(uk)]uk+1‖−1=26chk+1‖uk+1‖1=2: (3.10)
For the case n=3, if we assume that uk+1 ∈ L∞(	), then the above estimate (3.10) holds true.
This is similar to assumption (A1) with s¿ 12 . In rest of the paper we assume that (3.10) holds for
all k¿0.
So following (3.5), our actual computable approximation to uk+1 is: 3nd uˆ k+1h ∈ Wh satisfying




h ; vh〉= 〈f˜(uˆ kh); wh〉 (3.11)
for all test functions vh ∈Wh, with uˆ0h = u0 ∈Wh. This corresponds to the standard Galerkin approxi-
mation of the modi3ed nonlinear boundary integral equation: 3nd uˆ k+1 ∈ H 1=2(	) such that
[D + (12 I − K ′)N˜
′
(uˆ kh)]uˆ
k+1 = f˜(uˆ kh): (3.12)
Using (3.6) and (3.7) in (3.11), we compute uˆ k+1h ; z
k
h ∈ Wh by solving the coupled discrete problem
〈Duˆk+1h ; vh〉+ 〈( 12 I − K ′)z kh ; vh〉= 〈f˜(uˆ kh); vh〉;
〈z kh ; wh〉 − 〈N ′(uˆ kh)uˆ k+1h ; wh〉=0
(3.13)
















Dh[j; i] = 〈D’'i ; ’'j 〉; Ih[j; i] = 〈’'i ; ’'j 〉;
Kh[j; i] = 〈K’'i ; ’'j 〉; fj = 〈f˜(’h); ’'j 〉;
N ′h(’h)[j; i] = 〈N ′(’h)’'i ; ’'j 〉
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for i; j=1; : : : ; M; ’h ∈ Wh. Finally, the Schur complement system of (3.14) is given by
[Dh + (12 I
T
h − KTh )I−1h N ′h(uˆ kh)]u k+1 =f: (3.15)
We will discuss preconditioned iterative solution strategies for solving the above linear systems
at each step of the Newton iteration in the next section. First, we show that our computable
Galerkin-type approximation is stable and it converges to the unique solution of the correspond-
ing continuous linear problem.
Theorem 3.2. Let (A0)–(A2) be satis9ed. Let u0h = uˆ
0
h = u
0 ∈ Wh∩U (u∗) with  su@ciently small.
Then there exists a h0 ¿ 0 such that for all k¿0 and all h ∈ (0; h0); (3:11) has a unique solution
uˆ k+1h ∈ Wh satisfying the error estimate










Further; for all k¿0;
‖uk+1 − uˆ k+1h ‖1=26c{h1=2k+1‖uk+1‖1 + ‖uk − uˆ kh‖0 + hk+1‖uk+1‖1=2} (3.17)
and
‖uk+1 − uˆ k+1h ‖1=26c
k∑
‘=0
{h1=2‘+1‖u‘+1‖1} → 0 as h‘ → 0 ∀‘: (3.18)
Proof. Let k =0. Let us 3rst consider the error of the Galerkin solution uˆ k+1h where (3.11) is the
Galerkin variational formulation of the continuous equation (3.12).




u(y) dsy for u ∈ H 1=2(	); x ∈ 	: (3.19)
Then it can be shown that (see [11]) D + L :H 1=2(	)→H−1=2(	) is a linear bounded and positive-
de3nite operator, i.e., there exists a positive constant c1 such that
〈(D + L)u; u〉¿c1‖u‖21=2 for all u ∈ H 1=2(	):
Moreover using uˆ kh ∈ U (u∗) and Theorem 2.2, ( 12 I −K ′)N˜
′
(uˆ kh)−L : L2(	) → H−1=2(	) is bounded
and compact. Hence D + (12 I − K ′)N˜
′
(uˆ kh) : H
1=2(	) → H−1=2(	) is a linear and bounded operator
satisfying a GPaardings inequality, i.e., there exist positive constants c2; c3; c4 such that
Re(〈(D + (12 I − K ′)N˜
′
(uˆ kh))u; u〉)¿c2‖u‖21=2 − c3‖u‖20;
|〈(D + (12 I − K ′)N˜
′
(uˆ kh))u; v〉|6c4‖u‖1=2‖v‖1=2
for all u; v ∈ H 1=2(	). Then, using the boundedness of the linear form 〈f˜(uˆ kh); ·〉 in H 1=2(	), the
injectivity of D + (12 I − K ′)N˜
′
(uˆ kh) in H
1=2(	) and the GPaardings inequality yield (see [16,18,19])
that there exists a hk0 ¿ 0 such that for all h ∈ (0; hk0 ) the variational problem (3.11) has a unique
solution uˆ k+1h ∈ Wh satisfying the quasi-optimal error estimate
‖uˆ k+1 − uˆ k+1h ‖1=26c infvh∈Wh ‖uˆ
k+1 − vh‖1=2: (3.20)
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Hence from (3.20),
‖uk+1 − uˆ k+1h ‖1=26‖uk+1 − uˆ k+1‖1=2 + c infvh∈Wh ‖uˆ
k+1 − vh‖1=2: (3.21)
To bound the 3rst term in (3.21) we write the linearised boundary integral equation (2.14) as
[D + (12 I − K ′)N˜
′
(uˆ kh)]u
k+1 = (12 I − K ′)[N˜
′
(uˆ kh)− N ′(uk)]uk+1 + f˜(uk):
Hence, using (3.1) and (3.4), we have
[D + (12 I − K ′)N˜
′
(uˆ kh)](u
k+1 − uˆ k+1)
= (12 I − K ′)[N˜
′
(uˆ kh)− N ′(uk)]uk+1
+ (12 I − K ′)[N ′(uk)uk − N ′(uˆ kh)uˆ kh + Nuˆkh − Nuk]:
Since uˆ kh ∈ U (u∗) and the operator D + (12 I − K ′)N˜
′
(uˆ kh) : H
1=2(	) → H−1=2(	) has a bounded
inverse, we get using the mapping properties of the adjoint double-layer potential K ′,
c‖uk+1 − uˆ k+1‖1=26 ‖[N˜ ′(uˆ kh)− N ′(uk)]uk+1‖−1=2
+ ‖[N ′(uk)− N ′(uˆ kh)]uk‖0 + ‖N ′(uˆ kh)[uk − uˆ kh]‖0
+ ‖Nuˆkh − Nuk‖0: (3.22)
Using the mean-value theorem, (A2) and uk ; uk+1; uˆ kh ∈ U (u∗),
|[N ′(uk)− N ′(uˆ kh)]uk+1(x)| = |g(x; uk(x))− g(x; uˆ kh(x))‖uk+1(x)|
= |uk(x)− uˆ kh(x)‖g(x; 1(x))‖uk+1(x)|
6 c|uk(x)− uˆ kh(x)|
with |1(x)|6|uk(x)− uˆ kh(x)|. Hence, using similar arguments, we 3nd
‖[N ′(uk)− N ′(uˆ kh)]uk‖0 + ‖N ′(uˆ kh)[uk − uˆ kh]‖0 + ‖Nuˆkh − Nuk‖06c‖uk − uˆ kh‖0: (3.23)
Finally, using triangle inequality, Cea’s lemma and the above arguments, we get
‖[N˜ ′(uˆ kh)− N ′(uk)]uk+1‖−1=2
6‖[N˜ ′(uˆ kh)− N˜
′
(uk)]uk+1‖0 + ‖[N˜ ′(uk)− N ′(uk)]uk+1‖−1=2
6c‖[N ′(uˆ kh)− N ′(uk)]uk+1‖0 + ‖[N˜
′
(uk)− N ′(uk)]uk+1‖−1=2
6c‖uk − uˆ kh‖0 + ‖[N˜
′
(uk)− N ′(uk)]uk+1‖−1=2: (3.24)
Hence (3.16) follows from 3rst using (3.23) and (3.24) in (3.22) and then using (3.22) in (3.21).
Since  is suNciently small, uk ; uk+1 ∈ H 1(	)∩U (u∗) (see Theorem 2.3). Using this and estimate
(3.10) in (3.16), we get (3.17). Since uˆ0h = u
0 we get (3.18) from (3.17).
Since uk+1 ∈ U (u∗), using
‖u∗ − uˆk+1h ‖1=26‖u∗ − uk+1‖1=2 + ‖uk+1 − uˆk+1h ‖1=2; (3.25)
from (3.17), for suNciently small hk+1; uˆ
k+1
h ∈ U (u∗).
If we replace k by k + 1 and repeat the above arguments, we get the result for all k¿0, with
h0 =min‘=0; :::; k h‘0. This completes the proof.
Using the above theorem and (3.10) we get
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Corollary 3.3. Under the assumptions as in Theorem 3:2 there holds the error estimate




‖u∗ − wh‖1=2 + ‖[N˜ ′(uk)− N ′(uk)]uk+1‖−1=2
+ ‖u∗ − uk+1‖1=2 + ‖u∗ − uk‖0 + ‖u∗ − uˆ kh‖0
}
: (3.26)
If u∗ ∈ H+(	),
‖u∗ − uˆk+1h ‖1=26c{hs−(1=2)k+1 ‖u∗‖s + hk+1‖u∗‖1=2 + ‖u∗ − uˆ kh‖0 +  2k} (3.27)
for all 126s6min{+; ' + 1}.
As a conclusion of Corollary 3.3 we get an optimal order of convergence in H 1=2(	) to be one,
due to the approximation of the FrechIet derivative N ′(·).
Using (3.9) for s=1 and the Aubin–Nitsche duality trick we can formulate a corresponding error
estimate in L2(	):
Corollary 3.4. Let the assumptions of Theorem 3:2 be satis9ed. Then there holds
‖u∗ − uˆk+1h ‖06c{hsk+1‖u∗‖s + h3=2k+1‖u∗‖1=2 + ‖u∗ − uˆ kh‖0 +  2k} (3.28)
for all 126s6min{+; ' + 1}.
4. Preconditioned iterative solution strategies
The numerical solution of the nonlinear boundary integral equation (2.5) requires to solve a
sequence of linear problems given by (3.15) (at each step of the Newton iteration), which can be
written as













Note that the sti0ness matrix in (4.1) is nonsymmetric, hence we use the GMRES method as iterative
solution technique. Since the order of the hypersingular integral operator D involved in (4.1) being
one, the condition number of the matrix in (4.1) behaves like O(h−1). Hence, we need to 3nd some
eNcient preconditioning matrix to solve the 3nite-dimensional systems. This will be based on the
following result [10], which ensures also the convergence of the GMRES method [7].
Lemma 4.1. Let Lh[j; i] = 〈L’'i ; ’'j 〉 with L as de9ned in (3:19). There exists a h0 ¿ 0 such that
1
2 ((Dh + Lh)v; v)6((Dh + Bh)v; v)
and
((DH + Lh)−1(Dh + Bh)v; (Dh + Bh)v)6322((Dh + Lh)v; v)
for all v ∈ RM and some 32 ¿ 0.
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Table 1
Results for Example 1
N ‖u− uh‖L2(	) Order ‖u− uh‖H1=2(	) Order Iter sec
32 8:82− 4 3:41− 3 3 0.01
64 2:98− 4 1.57 1:30− 3 1.39 3 0.03
128 1:04− 4 1.52 5:28− 4 1.30 3 0.08
256 3:70− 5 1.49 2:29− 4 1.21 3 0.26
512 1:31− 5 1.50 1:05− 4 1.12 3 1.46
Hence, instead to 3nd a preconditioning matrix Ch for Dh+Bh it is suNcient to 3nd Ch spectrally
equivalent to Dh + Lh. Following [17], we de3ne using the single-layer operator Vh[j; i] = 〈V’'i ; ’'j 〉
for i; j=1; : : : ; M . Then, a spectrally equivalent matrix of Dh + Lh is given by
Ch = IhV−1h Ih: (4.2)






requires twice the inversion of the sparse and diagonal dominant (n = 2) mass matrix Ih and one
matrix times vector multiplication with Vh, which can be carried out with the same order as a
multiplication with Dh itself. Moreover, the action to multiply with Bh requires an additional inversion
of Ih. Note that for n=3 the mass matrix Ih is in general not diagonal dominant, but still sparse,
symmetric, positive de3nite and well conditioned when applying a diagonal preconditioner.
5. Numerical results
In our numerical examples we chose a family of trial spaces Wh (see (3.1)) spanned by piecewise
linear continuous trial functions ('=1) with respect to uniform meshes with N boundary elements
independent of the Newton iteration. To set up the matrix system (3.14) we have to compute the
Galerkin weights of both boundary integral operators involved only once, and this is done using
analytic integration formulae for polygonal bounded domains. As stopping criteria of the Newton
scheme we used a relative residual reduction of 5N =10−8. To solve the linear systems involved,
we used a preconditioned GMRES method as described in Section 4. We used the previous Newton
iterate approximate solution uˆ kh as initial guess for the iterative solution of the linear system in the
(k + 1)th step, and hence a residual reduction of 5L = 10−4 is suNcient. In Tables 1 and 2 Iter
denotes the number of Newton iterations and sec is the computing time needed for the nonlinear
solution process.
A 9rst example: First we consider the nonlinear boundary value problem
>u(x)= 0 for x ∈ =(0; 0:5)2;
@u
@n
(x) + u3(x)=f(x) for x ∈ 	
with f chosen in such a way that the exact solution is given as
u∗(x)= x21 − x22 :
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Table 2
Results for Example 2
N ‖u− uh‖L2(	) Order ‖u− uh‖H1=2(	) Order Iter sec
32 2:01− 3 7:62− 3 5 0.02
64 6:22− 4 1.69 2:76− 3 1.47 5 0.07
128 2:11− 4 1.56 1:08− 3 1.35 5 0.17
256 7:39− 5 1.51 4:57− 4 1.24 5 0.66
512 2:61− 5 1.50 2:06− 4 1.15 5 2.95
1024 9:27− 6 1.49 9:73− 5 1.08 6 26.91
We took the initial guess of the Newton iteration to be the trivial function u0(x)= 0. Since the
solution is regular, we can apply all corresponding error estimates discussed in Section 3. The order
of convergence is 1 when measuring the error in H 1=2(	) (see (3.27)) and 1.5 when measuring the
error in L2(	) (see (3.28)).
A second example: Now we consider the Laplace equation in the L-shaped domain described by





and f chosen in such a way, that the exact solution is
u(x)=− log |x − x∗|; x∗=(0:3;−0:3):
We chose the initial guess of the Newton iteration to be u0(x)= 1.
Since the solution is again regular we expected the same order of convergence as described in
the 3rst example. This is very well substantiated in Table 2.
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