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RESEARCH OBJECTIVES AND A FEW ILLUSTRATIVE EXAMPLES
1. Introduction
1. 0 The nature of the research and the kind of problems which are the main objectives
of this project can best be described by means of some particular, representative
examples. We prefer this kind of presentation for the following reasons:
a. Some partial objectives and problems associated with this project are well
established, and the nature of the problems is well understood. They admit a definite
mathematical characterization, and the mathematical instrumentation for extracting
the solutions is well known. We shall call these problems "class a" problems.
b. There are some interesting problems - perhaps of basic importance in the
general theory of communication - which we have been unable to attack because we do
not understand their intrinsic nature in the light of classical terms, and, therefore,
the possibility of their solution may be in question. These problems (to be referred
to as "class b" problems) have an involved internal structure, and for this reason it
is difficult to find a simple and constructive mathematical characterization.
However, because of results and experience gained in handling problems of class a,
and of some experimental evidence, we have the feeling that some of the class b
problems may have a rather simple internal structure and may admit of mathematical
analysis similar to that used for class a problems.
1. 1 We propose to produce some examples of class a and class b problems. In pre-
senting them - especially those of class a - we are merely illustrating what we intend
to do in this research, and shall not enter into a detailed discussion of the particular
problems. For convenience, we have selected stimulative problems that are well
known - for which partial or particular solutions may already exist - with the under -
standing that these examples, or situations, do not cover the whole field of our pro -
gram.
2. Illustrative class a problems
2. 0 A few considerations are needed before presenting these examples:
I. The problems are natural, direct extensions of the problems encountered in the
classical approach to the synthesis of networks and general linear systems, particularly
its description in the time domain. Mathematically speaking, all of the problems are
completely described in a linear space. Their characterization is made in terms of
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linear functionals of this space, and their representation is made by the appropriate
linear operators. This general representation and the solutions of the problems by
the operator method are the basic task of our research. Since the theory of linear
spaces, linear operators, and functionals is established and well known, we omit
further comment on these topics.
II. Methods of solution must be applicable to linear systems with either time -
varying or constant elements.
III. Postulation of network- or system-finiteness will be introduced and accepted
as a basic principle in our research. The requirement of finiteness has had a strong
effect on limiting the extension of the class of problems that have a solution. For
example, problems having simple solutions requiring infinite networks may have only
approximate solutions in a set of restricted time intervals, and so forth. For this
reason, several classical problems already studied should be re-evaluated.
To reconcile the considerable constraining effect of the finiteness postulation with
the practical needs of synthesis problems it has been necessary to introduce the so -
called set of tolerances and the set of apertures. The first of these sets is concerned
with the degree of approximation which is allowed inside the time intervals in which
an approximate solution may exist. The second is concerned with the time intervals
in which a solution would not exist, at least inside of those prescribed tolerances.
The necessity for accepting approximate solutions to synthesis problems has
raised the important question: How much can one distort a signal and still recognize
it ? This question is far from being answered. One method of attacking this problem
is to introduce the concept of a resolution. We propose to undertake this question as
one of basic importance in our research.
IV. For theoretical and practical reasons, it is almost compulsory to incorporate
active elements into linear systems. This immediately raises the question of system
stability. There are several methods for testing whether or not a given linear system
is stable. In the general theory of linear synthesis, we are confronted, however, with
a peculiar situation. We must know - prior to the structure determination - whether a
given process or a given system would or would not be stable in itself without regard
to the linear structure that afterwards constitutes the system.
There are several ways of guaranteeing the stability of a system. For example,
we know that linear systems with passive, lossy, constant elements are absolutely
stable. For this reason, we shall demand, in what follows, that the system be syn-
thesizable in constant passive elements, not because we want to disregard active
elements, but because we want to insure that the solution of a certain process is stable.
The actual physical realization of the system is another matter.
V. The particular examples that have been selected under class a are intended to
illustrate some of the main topics that we propose to investigate; the problems
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themselves or their solutions are, at present, of secondary importance. It may happen
that some of the problems are regularly treated in other branches of general communi-
cation theory; this overlapping is of no consequence. Several class a examples follow.
2. 1 Problems concerning class a
al) Having prescribed a set of excitation functions k(t); k = 1, 2, .. ., n and a set of
response functions y (t); v = 1, 2, .. ., , satisfying well-known restrictions that are
immaterial at the present moment, we ask: "Is it possible to find a finite, passive,
linear system - or structure - having n + v available pairs of external terminals that is
such that when it is excited by the set of prescribed driving forces 4k(t) its response
at the other set of terminals is given by the set of prescribed output functions y (t) ?"
A few pertinent considerations follow:
a 2 ) Mathematically speaking, this problem establishes a transformation of the set
of functions 4k(t), k = 1, . . ., n into the set yv(t), v = 1, 2, ..., .
a 3 ) Since the system is linear, the output functions are linear functions of the input
functions.
a 4 ) Because of the postulation of the system finiteness, these functions are not
generally defined in the whole function space, but only in certain immersed manifolds
of a finite number of dimensions spanned by the excitation functions. This situation
implies a strong restriction on the class of output functions, which can no longer
be selected completely arbitrarily.
To keep the discussion simple, we must speak in more definite mathematical terms
and select a particular situation which, although it is not the most general one, is quite
illuminating, particularly in connection with the mathematical process involved. This
is done in the next section.
a5) We propose to give a simplified version of the problem of transformation that
is considered here. To do so we shall assume:
First: 4 = n.
Second: the system function can be completely described in a finite time interval
tb - ta [A detailed mathematical discussion is presented in Technical Report 270 (to
be published).]
Third: the process can be described over an intrinsic lattice having a finite number
m of points, say, ta < T1 < Z < T3 ... Tm < tb, m > n. Under these assumptions, the
functional over the manifold spanned by the excitation functions can be expressed by
Yv(t) = av 1(T 1) 1 (t - T1) + av1 (T 2 ) 1(t - T2 ) + ... + av(T) m (t- Tm )
+ av2(T) 2(t - T 1 ) + av2 (T 2 ) p2 (t - T2) + ... + a 2(Tm) p2(t- T (1)
+ a(T1) (t 1) ayn(T 2 ) n (t T2) + ... + an(Tm ) n(t  m
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The coefficients a vk(T), v, k = 1, 2,..., n; j = 1, 2,..., n, ... , m are generated by n2
functions of time, say avk(t), t a < t < t b , and are called the "window distributions."
In general, m > n. The difference m - n is called the "resolution" index. For the
meaning of m, see problems P below. It can be shown that for a linear system with
constant elements, the distribution functions a vk(t) associated with the interval
ta < t < t b remain the same for other time intervals of the form pta < t < pt b , where
p is a positive integer. This is not so with the distribution functions associated with
time -varying elements.
2With the n distribution functions a (t) we form the matrix
vk
A(t) = [avk(t)] (2)
This matrix completely describes the required linear system. The actual determination
of the matrix A(t) and the determination of the physical structure of the system from
this matrix constitute the two fundamental steps of synthesis.
It is outside the scope of this presentation of the research program to enter into
the specific and detailed procedure of synthesis. In the following examples we produce
(without proof) specific results for the purpose of illustration.
Problem P. The problem of transmission.
The problem of transmission is fully described by the following expression:
yV(t) = pv(t+ T) v= 1, Z...n (3)
If T = 0, then the process is called pure transmission; if -co < T = To < 0, then the
process is called delayed transmission; if 0 < T = T < oo, then the process is calledo
advanced transmission.
The process of transmission is represented by the functions
n m
4v(t+T) = a vk( ) k(t - TX) v = 1, ... , n
k=l X=l
For pure transmission, T = 0, the problem has an eigenvalue character (for systems
that have finite time description).
Let the total measure of a distribution function be
m
4vk = z avk(t )
X=l
It can be shown that in pure transmission
1 vkk
vk 0k
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To produce a more definite illustration, take n, v = 1. Then
m
(t) Z z a(-r) (t- TX)
k=l
The system of equations that determines the distribution function a(t) at the points
t = T 1, T2 ,. .., Tm is given by
m
1 = a(T.)
X=l
m
0 = 3k a(T) k = 1, 2,. . , m
X=l
A detailed discussion of the problem of transmission with n = 1 and y(t) = (t ± To),
is given in Technical Report 270 (to be published), Quarterly Progress Report of
October 15, 1956, pages 66-89, and the present Quarterly Progress Report, Section X-G.
We shall now insert some pertinent comments on the problem of transmission.
p . It can be shown that in the problem of transmission for T = 0 and T > 0, the
class of functions which can be exactly transmitted is the class of functions having only
a finite number of derivatives. Other functions can be transmitted within certain
"resolution."
2. 2 Problems describing operational processes
A simple problem of this kind is the following. Let us demand that the functions
V(t), v = 1, 2, .. ., n be certain prescribed derivatives of one or more input functions.
For simplicity, let us assume n = 1, and require that
dg 4(t)y(t)- m>g>1
dtg
In this problem, the minimum number of points in the intrinsic lattice is g. The system
of equations that determines the distribution function a(t) at the points t = T 1, 2 .. . T m
is given by
k=l
0= T a( ) k: , 2,..., g- 1, g 1,. ,m
Xkl
(-1)0 T
g 
a( 0 k - g
x(l
(A detailed discussion of this subject is given in Technical Report 270.)
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2. 3 Example of a problem of signal separation
In this example, and in sections 2.4, 2. 5, 2. 6, and 2. 7, we shall simply state the
problems, sometimes adding brief comments. Detailed discussions will appear in
future Quarterly Progress Reports.
A simple, but not complete, problem of signal separation can be described as
follows. Let c(t) and 1(t) be two different classes of functions, satisfying some con-
straints which are irrelevant for the purpose of the illustration. Let 'y(t) and T(t) be
the response of a linear system when excited by (t) and D(t), respectively. Now, the
suggested problem reads: Is it possible to find a two terminal-pair, finite, passive,
linear system that is such that when excited with 4(t) the output function y(t) satisfies
the condition
almost everywhere for t > 0
IO t)- y(t)- <
0 < E << 1 prescribed
and when the same system is excited with #(t), the output function I(t) satisfies the
condition
almost everywhere for t > 0
I (t)l < << 1
6 prescribed
2. 4 Example of a problem involving a functional constraint
A simple example of a problem of this kind is the following. Take n = 1 in Eq. 1.
Is it possible to find a two terminal-pair, finite, passive network whose input (t) and
output y(t) satisfy the functional equation y(t + 1) - y(t) = (t) ?
This kind of problem and its generalization have fundamental importance in modern
theories of the synthesis of linear systems. The function (t) is called the "difference"
of y(t), and y(t) is called the "integrance" of 4(t).
2. 5 Examples of problems involving more elaborate functional constraints: functions
of functions
To illustrate this kind of problem, consider an operational equation of the form
9f(t + 1) = 0(t) f(t)
with
T(t) = F(y(t))
0(t) = F(4(t))
the function F being prescribed. The question is: Under what condition can we find
a two terminal-pair, finite, linear system that is such that the functional relations
above are satisfied ?
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To illustrate one possibility, take 'l,(t) = log y(t) and 0(t) = log 4(t). Then, problem
2. 5 reduces, in this case, to problem 2.4.
2. 6 Example of a problem involving a variational constraint
This kind of problem is illustrated by the following question. Is it possible to find
a two terminal-pair network that is such that when it is excited by a given prescribed
function 4(t), its output function y(t) must minimize a given integral
b d d y(t)
M = Fr (t), y(t dt
t dt
a
as well as satisfy the constraint
tb
G[y(t), h(t)] dt = constant
t
a
where the functions F, G, and h(t) are given ?
2. 7 Example of problem leading to the characterization of a linear operator
A problem of this kind might read: "Find, if possible, a multiterminal, finite,
passive, linear system that is such that when excited by a prescribed excitation function
(t) at a prescribed terminal, the output functions in the remaining terminals must be
the set of eigenfunctions of a given linear, bounded operator M[y(t)] = X(t)."
2. 8 Enough examples of class a problems have been suggested to introduce the reader
to the kind of research that this project hopes to conduct. As we have mentioned, these
problems are mathematically well established and their solution can be obtained by
using linear operators.
The presentation of research objectives will be concluded in the Quarterly Progress
Report of April 15, 1957.
M. V. Cerrillo
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