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Abstract
Exploiting a nonlinear resistor network on a square lattice in two dimen-
sions, I investigate discharge when two opposite sides of the lattice are sub-
jected to a fixed voltage difference. Each site is ionized with a probability
which is in proportion to the strength of the electric field, and the resistivity
between two ionized sites is assumed to be 10−6 times smaller than the original
resistivity.
Using Monte Carlo simulation, I obtain the current and the distribution
of clusters of ionized sites as functions of the fraction of ionized sites. It
is found that a wall of potential drop is formed as the fraction approaches
a critical value, which is followed by discharge. The critical value is much
smaller than the critical percolation probability of the standard site percolation
process of the ionized site on the square lattice. I also find that the cluster
distribution becomes singular at a critical fraction different from that for the
current, and that the critical exponents characterizing the cluster distribution
satisfy the scaling relation known for two dimensional percolation, while the
critical exponent of the percolation probability is close to the value reported
for a directed percolation.
I improve the resistor network model so that the dependence of the dis-
charge on the applied voltage difference can be investigated by introducing
recombination and rejuvenation of ionized state. I obtain the current and the
fraction of ionized sites as functions of the potential difference. As the poten-
tial difference is increased, the system change its state discontinuously from
the non-conductive to the conductive state, similar to a first-order phase tran-
sition because non-conductive and conductive states can coexist at a applied
potential difference. I also find that the equilibrium mechanism of each state
depends on the distribution of local electric field. I analyze the transition on
the basis of a mean field approach and find that the local effect of a cluster
structure of ionized sites on ionization and rejuvenation is important for the
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Discharges take place in various forms and characteristics depending on the
condition (glow, arc, corona, and streamer discharge, and so on), and they are
used in a wide variety of applications, for example, light sources, pollutant re-
moval, surface processing, and mechanical applications. However, the physics
of discharge has not been established although lightning has been known to
be caused by electric discharge since Franklin’s kite experiment. In particular,
it has not been understood what the necessary conditions are for lightning
initiation, and there has been a strong demand to devise a method that in-
duces discharge partly because of safety and partly because of the possibility
of obtaining electricity from discharge. In addition, to clarify the physics of
discharge like lightning and streamer discharge, which are caused by local
ionization (α mechanism) without electron emission from electrodes (γ mech-
anism), is useful for scientific interest and industrial application.
Although the structure of discharge has been reproduced in previous re-
searches, the critical behavior of discharge in which α mechanism is dominant,
when ionized region is increased and applied voltage difference is increased,
has not been investigated.
Sasaki et al.[1] introduced a nonlinear resistor network model in order to
understand the effects of laser ionization on discharge, which includes both the
local growth of a streamer due to the enhanced electric field at the streamer’s
tip and the propagation of a leader due to remote ionization. They succeeded in
reproducing the stochastic behavior of discharge through a preformed plasma
channel that shows complex paths with detouring and bifurcation.
Discharge is closely related to a percolation process [2]. It is, therefore,
interesting to see how the characteristics of percolation will be modified by the
nonlinear nature of stochastic ionization.
Although dielectric breakdown will occur in an electric field whose strength
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is larger than the breakdown threshold, it does not occur always at the same
condition [3, 4]. This fact suggests that the system is in a bistable state under
the electric field.
In this dissertation, I study nonlinear resistor network models in two di-
mensions on the basis of the percolation theory. Although discharge occurs
at various length scales (e.g., lightning and streamer discharge), I consider
that the physics must be the same for various discharges with different length
scales. Hence, I employ coarse grained models that does not depend on the
length scale explicitly.
First, I focus on the anisotropic nature of the process, since the discharge
process in the resistor network occurs under a unidirectional electric field. I
present a detailed analysis of the formation of conductive channels and cluster
statistics. I find that conductivity percolation occurs at a critical density of
ionized sites much lower than the critical density of cluster growth. Employing
the finite-size scaling, I determine critical exponents, some of which are found
to be identical to the directed percolation process [5]. I also test the scaling
relations among critical exponents known for the standard percolation process.
The growth of clusters of ionized sites is the same as that in the ordinary per-
colation process since the scaling relations are satisfied by exponents obtained
from the cluster distribution.
Secondly, to investigate the dependence of the discharge on the applied
potential difference, I improve the resistor model in which each site in the
ionized state can be neutralized or rejuvenated. Using a coarse-grained model,
I focus on the voltage dependence of the discharge. A neutral site is ionized
by a probability given by exp(−E0/Ei) and an ionized site is neutralized by a
relaxation and is rejuvenated by a probability given by exp(−E0/Ei). I show
that a nonlinear ionization process induces a discontinuous transition when
the potential difference between two electrodes is increased. I analyze the
discontinuous transition on the basis of a mean field approach. The equilibrium
states are affected by the local structure of ionized region.
This dissertation is organized as follows. In chapter 2, I explain experi-
mental results of the discharge and models proposed for discharge simulations.
Employing the percolation approach in chapter 3, I analyze a transition phe-
nomenon observed when the fraction of ionized sites is increased. In chapter
4, I introduce a coarse-grained model so that the dependence of the discharge
on the applied potential difference can be investigated and in which a site can
take one of three states. I find that as the potential difference is increased the
fraction of ionized sites and the current vary discontinuously, similar to a first-
order phase transition. A theoretical analysis of the discontinuous transition
on the basis of a mean field approach is presented in chapter 5. I conclude this





In inhomogeneous electric field, for example, which is applied voltage in needle
to planar electrodes, dielectric breakdown occurs locally and it is called corona
discharge. The structure depends on conditions and it is called streamer dis-
charge that the discharge expands like fibrous.
Figure 2.1 shows typical structure of positive streamers which they emerge
from a needle electrode placed 40 mm above a planar electrode in ambient
air at 1 bar [6]. Streamer discharges have the structure with detouring and
bifurcation as the lightning. It is thought that streamer discharges are caused
by α mechanism but it has yet to be revealed why discharges caused by α
mechanism (like streamers and the lightning) form the complex structure.
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Figure 2.2: Breakdown probability per pulse per meter of structure vs gradient
at 150 ns pulse length [3].
2.2 Breakdown probability of discharge
Gas discharge between electrodes occur when the applied voltage is increased
sufficiently. It has been observed in an accelerator that the probability of
breakdown when pulsed voltages are applied depends on the external filed and
does not behave as a step function against the voltage as shown in Fig 2.2 [3].
The voltage dependence of breakdown probability has also been observed in
SF6 applied AC voltage (see Fig. 2.3) [4].
Although breakdown occurs when the applied voltage is greater than the
withstand voltage, the breakdown probability depends on applied electric fields
and therefore breakdown does not always occur in the same condition.
2.3 Laser guiding of the discharge
Since a laser pulse can propagate over long distances and produces a plasma
channel, triggering and guiding discharge using an ultra-short pulse laser has
attracted attention [7]. Inducing discharge by the laser is important for appli-
cations such as the lightning control and protection.
Figure 2.4 shows a long gap discharge induced by laser plasma channels
[8]. This indicates that discharge can be considered as a percolation process
of plasma region which has high electrical conductivity.
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Figure 2.3: Breakdown probability obtained with AC voltage in SF6 for various
protrusion lengths of the electrode, where 1 p.u. is 3.74 kV/mm [4].
Figure 2.4: 8.5 m gap discharge guided by laser plasma channels [8].
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2.4 Percolation and the discharge
Discharges has been investigated as a fractal because of the structure with
self-similarity [2, 9]. In the simulations, local breakdown caused by the local
electric field reproduces the structure. In addition, Kishimoto et al. reproduce
the structure of discharge by kinetic simulation including atomic and relax-
ation processes for a lightning process with the particle-in-cell (PIC) method
that solves the nonlinear wave-particle interaction has been widely used in
simulating plasma dynamics [10]. In the PIC simulation, lots of tiny ioniza-
tion spots appear in the entire system before an avalanche-like propagation of
the spots (Fig. 2.5 (d)). Because micro-scale discharges are triggered between
neighboring spots when the packing fraction of the spots exceeds a certain
value, the process is similar to that of percolation dynamics.
Figure 2.5: Ion density distribution at three different times. Figure 2.5 (d)
illustrates the ion spots distribution prior to prominent streamer formation
and avalanches [10].
Sasaki et al. exploited the percolation theory and a resistor network [1]
to understand the discharge. Figure 2.6 shows the resistor network in three
dimensions. The space between planar electrodes is divided into coarse-grained
cells which take one of two states, either ionized or neutral, and each nearest
neighbor cells are connected by a resistor which also takes either ionized or
neutral and becomes ionized when the resistor is between ionized cells. A
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neutral cell is ionized by a probability in proportion to the local electric field:
pion ∝ |Ei|α, (2.1)
where pion is the ionization probability, Ei is a local electric field, and α
is a parameter. Figure 2.7 shows development of percolated ionized region,
whose structure has detouring and bifurcation, for α = 0 (random ionization)
when ionized region is increased without neutralizing from all cells are neutral.
Sasaki et al. have investigated success rate of laser guiding of the discharge
which vary depending on laser patterns and ionization parameter α.
The characteristics of discharge as a percolation process has not been clar-
ified although researches about the configuration of the discharge have been
reported. In particular, the discharge has not been investigated as a transition
phenomenon [11].
Figure 2.6: A coarse-grained model and the corresponding resistor network in
three dimensions [1].
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Figure 2.7: Development of discharge due to random ionization [1].
2.5 Purpose of this research
From observations of discharges, I suggest the characteristics of the discharge
as follows:
1. The scale universality for structural formation
Although streamer discharges differ from the lightning in the scale, the
structures are similar to one another and they are formed mainly by α
mechanism.
2. Discontinuous transition from non-conductive to conductive state when
the voltage increases
Since the breakdown does not always occur in the same condition, there is
two states, one is non-conductive and the other is conductive. Therefore,
it is expected that the discharge transfer the state varying the electric
current discontinuously when the voltage is increased.
In previous researches, the percolation transition of the discharge in the coarse-
grained model has not been analyzed thoroughly and the discontinuous tran-
sition has never been analyzed theoretically.
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In this dissertation, I investigate the discharge as a transition phenomenon
using coarse-grained models in consideration of the universality of structural
formation. I clarify the critical behavior of the discharge as the percolation pro-
cess in the nonlinear resistor network proposed by Sasaki et al. By proposing
a new coarse-grained model in which ionized region can be neutralized and re-
juvenated, I investigate the discontinuous transition behavior of the discharge







In this chapter, I investigate the discharge as a function of the fraction of ion-
ized sites by Monte Carlo simulation. I present a detailed percolation analysis
of transition from a non-conductive to a conductive state.
3.1 Nonlinear resister network model and Monte
Carlo simulation
Employing the nonlinear resistor network model proposed by Sasaki et al.[1],
I prepare an N × N resistor network on a square lattice in two dimensions
and denote the resistor between the sites (i, j) and (i + 1, j) by Rxij and the
resistor between the sites (i, j) and (i, j+1) by Ryij. Each site, which is neutral
initially, can be ionized at each time step with a probability in proportion to
the strength of the electric field at the site. Once a site is ionized, it keeps the
ionized state throughout the simulation.
Two adjacent sites are connected by a resistor, which can be either non-
conductive or conductive according to the following rule: a resistor is non-
conductive unless both ends are ionized and becomes conductive when and
only when both ends are ionized.
11
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In the initial state, the resistivity of resistor k is set to
Rk = r0(0.01 + 0.99∆rk) (3.1)




ij, and ∆rk is a uniform random number
in [0, 1). When resistor k becomes conductive, its resistivity is set to R∗k =
10−6Rk. Fluctuation is introduced so that randomness in the atmosphere can
be represented in the resistor network. I confirmed that such randomness does
not affect the critical behavior studied in this chapter.
I connect one pair of edges of the network to a dc power supply and keep the
potential difference across the network constant. I set the periodic boundary














Figure 3.1: Model nonlinear resistor network, which is set under a periodic
boundary condition in the horizontal direction.
I label each site by two indexes (i, j) and denote the electric potential at
(i, j) by V (i, j). I also denote the current between (i, j) and (i + 1, j) by Ixij
and that between (i, j) and (i, j + 1) by Iyij. Ohm’s law can be written as
IxijR
x
ij = V (i, j)− V (i+ 1, j), (3.2)
IyijR
y
ij = V (i, j)− V (i, j + 1), (3.3)












Figure 3.2: The transition route from neutral to ionized state.
At each time step, I solve Kirchhoff’s equation Eq. (3.4) to obtain V (i, j),
Ixij, and I
y
ij, and then calculate E
2(i, j) = E2x(i, j)+E
2
y(i, j), where the electric
fields Ex(i, j) and Ey(i, j) at (i, j) are calculated using
Ex(i, j) =




V (i, j − 1)− V (i, j + 1)
2a
. (3.6)
Here, a is the lattice constant. At the next step, I select a site to be ionized
with a probability in proportion to E2(i, j) and update the resistivity of bonds
affected by the ionization. Each site is ionized as shown in Fig. 3.2. This
completes one step of the Monte Carlo simulation. I repeat this process until
all sites are ionized. As the Monte Carlo simulation proceeds, the fraction of
the ionized sites, p, increases, and I obtain the electric potential profile, the
current between the electrodes, and the distribution of clusters of ionized sites
as functions of p. Here, a cluster is defined as a group of ionized sites that are
mutually connected by conductive bonds. In this dissertation, I note that the
term “percolate” is only used as the state in which a cluster of ionized sites
connects both electrodes.
This simulation method is identical to that of the model proposed by Sasaki
et al.[1] in two dimensions with α = 2, where α is the exponent of ionization
probability (pion ∝ |Ek|α).
3.2 Conductivity percolation and electric dis-
charge
3.2.1 Non-conductive-to-conductive transition




i0 as a function of the fraction of ionized
sites, p. Note that I(0) ≡ I0 = V/Rr, where Rr is the resultant resistance of
the resistor network, corresponds to the non-conductive state of the system
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with no conductive bonds and that I(1) ≡ I1 = 106I0 corresponds to the
high conductive state. Figure 3.3 shows I(p) averaged over 1000 samples as a
function of p. From Fig. 3.3, I see a sharp transition from the non-conductive
state to the conductive state at a critical density, pc.
In order to estimate the critical exponent µ for the current, I plot the








Here, L = aN is the system size and I introduced a critical exponent ν of
the correlation length. The inset of Fig. 3.3 shows the scaled plot of the
current. I found perfect collapse of data for µ = 1.8± 0.2, ν = 1.0± 0.1, and








Figure 3.3: Current as a function of the fraction of ionized sites. ⃝:N = 10,
△:N = 25, :N = 50. The inset shows the scaled plot obtained using Eq.
(3.7). Error bars are not drawn because they are smaller than the symbol.
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3.2.2 Profile of the electric potential
The potential profile shows marked changes during the electric discharge pro-
cess. Figure 3.4 shows the evolution of the electric potential profile for several
values of p. Note that the potential profile is flat at both p = 0 and p = 1.
I found that electric discharge occurs when the potential has a steep wall,
namely, when there is a strong electric field. In fact, I plot the strongest
electric field Emax as a function of p for one run of the simulation in Fig. 3.5.
It is interesting to find that the first burst of the strongest electric field at
p = 0.314 is the critical point of the conductivity for one run of the simulation.
In Fig. 3.5, I see that several bursts of electric field appear as the fraction of
ionized sites increases. I found that each burst corresponds to the opening of a
conductive channel. For example, Fig. 3.6 shows the conductive channel at the
burst for p = 0.314, which is to be percolated in the next step of simulation.
Figure 3.4: Profile of the electric potential. The potential is colored in ten
scales by its height.
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Figure 3.5: Strongest electric field as a function of the fraction of the ionized
sites for one run of the simulation. The first burst occurs at p = 0.314,
which is the critical point for this run. E0 is the average electric field strength
V/(N + 1)a.
3.3 Analysis of clusters
3.3.1 Density of the largest cluster
In the standard percolation problem, percolation probability is defined as the
probability that a given site belongs to an infinite cluster in an infinite system.
It is known that the percolation probability is closely related to the density of
the largest cluster. In particular, the percolation process in complex networks
is analyzed using the largest cluster in general [12]. I plot the density of the
largest cluster, PLC(p), in Fig. 3.7 for several system sizes where the data were
obtained by averaging over 1000 samples.







which is shown in the inset of Fig. 3.7. I obtain p∗c = 0.38±0.01, ν∗ = 1.7±0.2,
and β∗ = 0.6± 0.1 from this plot, which are significantly different from those
obtained in Sect. 3.2.1.
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Figure 3.6: Conductive channel at the burst for p = 0.314. Open circles are
ionized sites. Open squares are ionized sites of the cluster before connecting
between electrodes. Closed squares are sites that will be ionized and will close
the channel in the next Monte Carlo step.
3.3.2 Distribution of percolated paths
In random percolation, the critical point of cluster growth and that of con-
ductivity are identical. In the present model, however, they are different. To
compare with the random percolation, I define a distribution of percolated
paths, in which an isolated cluster connecting two electrodes is counted as one
path regardless of the number of multiple connectors to the electrode. Figure
3.8 shows the distribution of percolated paths normalized by the number of
samples, i.e., 1000, as a function of the fraction of ionized sites for a system
size N = 50.
From Fig. 3.8, note that, in random percolation, generally one percolated
path exists and the probability of a percolated path rises up near the critical
fraction of standard percolation (∼ 0.59). On the other hand, in our system,
the probability of one percolated path increases at approximately pc and that
of two percolated paths increases at approximately p∗c . This result shows that
critical points of conductivity and cluster growth are different and that clus-
ters tend to grow in the direction of the electric field in contrast to that in
random percolation, where clusters grow isotropically. Although the number
of percolated paths clearly depends on the system size or the aspect ratio of
18
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Figure 3.7: Density of the largest cluster. The inset shows the scaled plot
obtained using Eq. (3.9). ⃝: N = 10, △:N = 25, :N = 50. Error bars are
not drawn because they are smaller than the symbol.
the system, I found that the critical density pc for the current determined by
the first percolated path is independent of the system size. It is also interesting
to note that the density at which the distribution of multiple percolated paths
rapidly increases coincides with the critical point of cluster growth.
3.3.3 Analysis of conducting channels
Because of the anisotropic boundary conditions, clusters grow anisotropically.
I respectively define two correlation lengths, i.e., parallel and perpendicular
correlation lengths, where the direction parallel or perpendicular refers to the







































Figure 3.8: Distribution of percolated paths. ⃝:one percolated path, △:two
percolated paths, :three percolated paths. Closed symbols are for random
percolation and open symbols are for the present model.
Here, s and ns are the size of clusters and the number of clusters of size s per
site, respectively. In addition, s∥ and s⊥ are the parallel and perpendicular
lengths of clusters of size s. Therefore, s∥ and s⊥ are given as
s∥ = a× (parallel size of clusters of size s), (3.12)
s⊥ = a× (perpendicular size of clusters of size s), (3.13)
where a is the lattice constant.
In order to estimate the critical exponent, I plot the logarithm of ξ2 against
log |p− p∗c | in Figs. 3.9(a) and 3.9(b). Figures 3.9(a) and 3.9(b) were obtained
by averaging over 1000 samples. From the slope of this plot, I find that ξ2∥
diverges at p∗c = 0.38 as ξ
2
∥ ∝ |p − p∗c |−2ν∥ with the critical exponent ν∥ =
1.0±0.1, and in the same way ξ2⊥ behaves as ξ2⊥ ∝ |p−p∗c |−2ν⊥ with the critical
exponent ν⊥ = 1.7± 0.2.
It is interesting to note that the exponent of the parallel correlation length
is consistent with that determined in Sect. 3.2.1. Since the cluster size distri-
bution diverges at p∗c , the parallel correlation length also diverges at p
∗
c , but
the critical behavior is determined by current percolation.
20
CHAPTER 3. NONLINEAR RESISTOR NETWORK MODEL I


































Figure 3.9: Logarithm of squared correlation lengths against log |p − p∗c |.
⃝:N = 10, △:N = 25, : N = 50. Error bars are not drawn because
they are smaller than the symbol.
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3.3.4 Other critical exponents
I also determined the critical exponents α and γ, which characterize the critical
behavior of the zeroth and second moments of the cluster size distribution.





where s and ns are the same as those defined in Sect. 3.3.3. The critical
exponents α and γ are defined by assuming the behavior of the moments
around the critical fraction,
M0 ∼ |p− pc|2−α (p ≃ pc), (3.15)
M2 ∼ |p− p∗c |−γ (p ≃ p∗c). (3.16)
Here, I set the critical fraction of the zeroth moment at the threshold of current
percolation. In fact, I plot the second derivative of the zeroth moment as a
function of the fraction of ionized sites in Fig. 3.10. From Fig. 3.10, note that
the second derivative of the zeroth moment increases around the critical point
of current percolation.
By analyzing the zeroth moment of the cluster size distribution [Fig. 3.11(a)]
and plotting the second moment of the cluster size distribution in log-log form
[Fig. 3.11(b)], I obtained α = −0.7± 0.1 and γ = 1.7± 0.2.
3.4 Scaling relation
I presented a percolation analysis of the discharge process in the nonlinear
resistor network model proposed by Sasaki et al [1]. I found that the critical
density for the current percolation is pc ∼ 0.30, much lower than the ordinary
critical percolation density (∼ 0.59) of the square lattice, and that the statistics
of the growth of clusters can be characterized by a characteristic density p∗c ∼
0.38, which is also lower than the ordinary critical percolation density but
larger than pc. This result indicates that the non-conductive-to-conductive
transition is related to the appearance of a conductive channel in the direction
of the electric field, and that the cluster size distribution is controlled by the
growth of cluster in both directions, parallel and perpendicular to the direction
from one electrode to the other.
I also determined various critical exponents using the finite-size scaling
based on simulation up to a 50× 50 square lattice. As for the current percola-
tion, I obtained µ ∼ 1.8 and ν ∼ 1.0, and found that µ/ν ∼ 1.8 is larger than
22
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Figure 3.10: Secondary differentiation of the zeroth moment as a function of
the fraction of ionized sites. ⃝:N = 10, △:N = 25, :N = 50.
the that for an ordinary resistor network (∼ 1.0) [13]. From the density of
the largest cluster, I obtained the critical exponents β∗ ∼ 0.58 and ν∗ ∼ 1.7.
It is interesting to note that β∗ is very close to the exponent β = 0.5834 for
directional percolation [5].
From the direct measurement of cluster size, I obtained two critical expo-
nents, i.e., ν∥ ∼ 1.0 and ν⊥ ∼ 1.7, of the correlation lengths in the directions
parallel and perpendicular to the direction from one electrode to the other.
Here, also note that ν∥ is consistent with the value of the exponent of parallel
correlation length obtained by the finite size scaling of current and that ν⊥ is
consistent with the exponent ν of perpendicular correlation length obtained
by the finite-size scaling of cluster growth.
Although I could determine the critical exponents α ∼ −0.7 and γ ∼ 1.7
from the cluster size distribution, their values are less reliable since the system
employed here is not sufficiently large for the analysis of these quantities. In
addition, note that the parallel correlation length diverged at p∗c (not at pc)
because the contribution of small clusters to the cluster distribution is not
small compared with that of the percolated cluster due to the system size.
It is well known that critical exponents satisfy the following scaling relations








































Figure 3.11: Zeroth (a) and second (b) moments of the cluster size distribution.
⃝:N = 10, △:N = 25, :N = 50. Error bars are not drawn because they are
smaller than the symbol.
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for the ordinary percolation process [13]:
α + 2β + γ = 2, (3.17)
2β + γ − dν = 0. (3.18)
In the present percolation process, I defined ν and ν∗. Therefore, it is interest-
ing to see what kinds of scaling relations are satisfied by what combinations of
exponents. In order to test the scaling relations for the exponents of each cor-
relation length, I summarize our data in Table 3.1. Note that α+2β∗ + γ = 2
and 2β∗ + γ − dν∗ = 0 are satisfied. This result suggests that, in a system
with two characteristic lengths of the current and cluster growth, the scaling
relations are satisfied by the critical exponents of one correlation that describes
the cluster growth, but not by those of the other correlation that describes the
current.
The critical exponents that satisfy the scaling relation are associated with
the fractal dimension D as D = d − β/ν. From this relation, I estimate the
fractal dimension at p∗c D
∗ = 1.7 ∼ 1.8. It is slightly smaller than that of
the ordinary percolation[13], i.e., D0 ∼ 1.9 because of the anisotropy of the
system. On the other hand, I obtained the fractal dimension determined by
the gyration radius when the cluster connects both electrodes, i.e., D ∼ 1.3.
This result indicates that clusters grow anisotropically (in the direction from
one electrode to the other), resulting in a slightly small fractal dimension in
comparison with the fractal dimension of the ordinary percolation, D0.
In conclusion, the nonlinear resistor network model shows a mixed behavior
of ordinary and directional percolation processes, and the scaling relations are
satisfied by exponents obtained from the cluster distribution. Namely, the
growth of clusters in the present model is the same as that in the ordinary
percolation process. However, the critical behavior of the current percolation
is different from that of the cluster distribution. This indicates that discharge
occurs before the ionization regions expand sufficiently for the system owing
to the nonlinearity of ionization and the local growth of ionization regions.
Table 3.1: Verification of scaling relations. The scaling relations are satisfied
by the exponents obtained from the cluster distribution.
α + 2β∗ + γ = 2? 2β∗ + γ − dν(ν∗) = 0?
ν





– Reversible ionization model
In this chapter, I investigate the discharge as a function of applied potential
difference improving the model described in chapter 3. The difference from
the model is that each site is updated in one Monte Carlo step, the ionization
probability of each site can be determined by only the local electric field, and
an ionized site can be neutralized. I find that the fraction of ionized sites and
current vary discontinuously in transition from non-conductive to conductive
state.
4.1 Nonlinear resistor network with three states
I modify the coarse-grained model so that I can discuss the dependence of
discharge on the potential drop. I also include the possibility of an ionized site
neutralized and rejuvenated.
I assume that a site can take one of three states; freshly-ionized (F-site),
aged-ionized (A-site) and neutral (N-site) states. I note that the difference
between freshly-ionized and aged-ionized states is the energy. In high energy
mediums (for example their temperature is high because of Joule heat caused
by the local high-current), recombination of ionized state is inhibited. An
F-site rejuvenates with some probability and when it does not rejuvenate, it
stays as an A-site or it is neutralized by recombination with some probability
to become an N-site. An A-site can be rejuvenated back to an F-site or it can
be neutralized. It can also stay as an A-site with older age. An N-site can be
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ionized with some probability. Figure 4.1 shows these processes schematically.
The detail of resistor network is same as shown in Fig. 3.1. The adjacent
sites are connected by a resistor which is conductive when sites at both ends of
the resistor are ionized (F-site or A-site) and non-conductive otherwise. The
resistivity of non-conductive state is r0 and that of conductive state is 10
−6r0.
One set of edges is subjected to a potential difference V and the other set of









Figure 4.1: Transition routes and branching ratios among freshly-ionized, aged-
ionized, and neutral states.
4.2 Monte Carlo simulation of the coarse-grained
model
I exploit the Townsend form [14] as the normalized ionization probability f ,
f(Ei) = exp(−E0/Ei), (4.1)
where Ei is the electric filed of site i, E0 is an electric field characterizing the
ionization of a medium (V0 ≡ E0(N + 1)a is the reference voltage when the
mean electric field in the resistor network coincides with E0). The normalized
recombination probability g is assumed to
g(τ) = 1− e−t0/τ , (4.2)
4.3. DISCONTINUOUS TRANSITION 27
where t0 is the time scale of one Monte Carlo step. The probabilities, a and b,
of rejuvenation of an F-site and an A-site are assumed to be the same as f .
Our Monte Carlo simulation proceeds as follows: At the beginning, all sites
are set to be neutral and all resistors are assumed to be non-conductive. I solve
the circuit equations (3.3) ∼ (3.4) to obtain the potential at each site and the
current flowing on each bond. I also calculate the strength of the electric
field at each site from the difference of the potentials. After completing these
calculations, I update the state of each site according to the branching ratios
shown in Fig. 4.1.
This completes one Monte Carlo step. I repeated 5.0 × 103 steps of the
elementary Monte Carlo process and obtained physical quantities from the
time average, taking samples from the last 4.0×103 steps, for various potential
differences.
4.3 Discontinuous transition
4.3.1 Coexistence of conductive state and non-conductive
state
Figures 4.2 and 4.3 show the V dependence of the fraction of the ionized
sites, the current flowing from the electrode, and the breakdown probability
for τ/t0 = 0.5, 1.0, 3.0, and 10.0 in a 20 × 20 square lattice. I defined the
breakdown probability as the frequency of a conductive state appearing during
Monte Carlo steps. From the semi-logarithm plot of the breakdown probability
(Fig. 4.3 (b)), the breakdown probability is linear increased with the voltage,
which is the same behavior observed in experiments.
There is a discontinuous transition from non-conductive to conductive state
when the potential difference is increased. Since the transition appears promi-
nently in shorter relaxation time, I analyze the transition for τ/t0 = 0.5 in
detail.
I averaged physical quantities among the same states which are shown in
Fig. 4.4. From V/V0 = 0.5 to V/V0 = 1.8, there are few conductive states
which remain the state transiently so the events have no appreciable effect on
the average. Although the system is maintained in only conductive state at
higher voltage difference, I found that the system is sustained either conductive
or non-conductive state around V/V0 ≃ 2.0.
Figure 4.5 shows the time evolution of the fraction of ionized sites at V/V0 =
1.90. There are two stable states at the same voltage difference. Therefore,
the discontinuous transition from non-conductive to conductive state is similar
28
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Figure 4.2: The fraction of ionized sites (a) and the current (b) as a function
of applied potential difference for various relaxation times; blue: τ/t0 = 0.5,
black: τ/t0 = 1.0, green: τ/t0 = 3.0, and red: τ/t0 = 10.0.
to a first-order phase transition because non-conductive and conductive states
coexist at a applied potential difference.
4.3.2 Cluster structure and local electric fields
To clarify the property of conductive and non-conductive states, I investigated
the cluster structure and the electric potential in each state at the voltage in
which the two states can be stable. Figure 4.6 shows the cluster structure and
the electric potential of a non-conductive state and Fig. 4.7 shows those of a
conductive state. In a non-conductive state, the local electric field of ionized
sites is weak and that of neutral sites is strong. On the other hand, local
electric field of each site is comparable in a conductive state.
Figure 4.8 shows a histogram of local electric fields in the two states at
V/V0 = 1.90. As evidenced in Fig. 4.7, local electric fields in the conductive
state distribute around the strength of the external electric field. In the non-
conductive state, local electric fields are distributed around two values. One
is zero and the other is twice as high as the applied electric field. Therefore,
I found that the distribution of local electric fields is different between the
conductive and non-conductive states.
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Figure 4.3: Breakdown probability in linear scale (a) and logarithm scale (b)
as a function of applied potential difference in various relaxation times; blue:
τ/t0 = 0.5, black: τ/t0 = 1.0, green: τ/t0 = 3.0, red: τ/t0 = 10.0.



















Figure 4.4: The fraction of ionized sites (a) and the current (b) as a function
of applied potential difference for τ/t0 = 0.5 averaged among the same state
individually; blue: non-conductive state, red: conductive state.
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Figure 4.5: Time evolution of the fraction of ionized sites at V/V0 = 1.90 for














Figure 4.6: The cluster structure (a) and the electric potential (b) of a non-
conductive state at V/V0 = 1.90 for τ/t0 = 0.5. Black squares are neutral
sites, red squares are aged-ionized sites, and yellow squares are freshly-ionized
sites, respectively. The potential is colored in ten scales by its height.













Figure 4.7: The cluster structure (a) and the electric potential (b) of a con-
ductive state at V/V0 = 1.90 for τ/t0 = 0.5. Black squares are neutral sites,
red squares are aged-ionized sites, and yellow squares are freshly-ionized sites,





















Figure 4.8: Histogram of local electric fields of a conductive state and a non-
condutive state at V/V0 = 1.90 for τ/t0 = 0.5.
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4.4 Mechanism for coexistence of conductive
and non-conductive states
I can understand why the conductive and non-conductive states coexist at a
given potential drop on the basis of the distribution of local electric fields.
In the non-conductive state, electric fields of most of ionized sites are weak
(around zero) and those of neutral sites are strong, more than twice as strong as
the external fields. Since, in our simulation, ionized sites are rejuvenated with
a probability which depends on the strength of the electric field, ionized sites
can not be rejuvenated and they are neutralized. Therefore, the equilibrium
of the non-conductive state is caused by the balance between creation and
extinction of ionized sites without rejuvenation.
Rejuvenation of ionized sites occurs in the conductive state because the
local electric field of each site is comparable with the external electric field.
Thus ionized sites sustained the state by the rejuvenation which depends on
the local electric field. Therefore, the equilibrium of the conductive state is
caused by the balance ionization of neutral sites and recombination of ionized
sites which can be rejuvenated.
4.5 In the absence of rejuvenation of ionized
states
To see the effect of rejuvenation, I investigate the voltage dependence of the
discharge when there is no rejuvenation (a = b = 0). Figure 4.9 show the V
dependence of the fraction of the ionized cells and the current flowing from
the electrode. The fraction of ionized sites and the current does not vary
discontinuously when the applied voltage is increased.
A percolated cluster appears when the applied potential difference is in-
creased. Since an ionized state is only neutralized by relaxation even if the
local electric field is strong, the percolated cluster can not be sustained and it
remains for periods determined by the relaxation time. Thus, there is only the
equilibrium caused by the balance between creation and extinction of ionized
sites without sustaining ionized states. This indicates that the maintaining
ionized sites caused by rejuvenation induces the discontinuous transition of
the discharge.
It is important to rejuvenate aged-ionized state for the discontinuous transi-
tion. I note that the rejuvenation of ionized state in our simulation is indirectly
caused by the local current because local voltage drops are determined by the
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product of the local current and the local resistivity.



















Figure 4.9: The fraction of ionized sites (a) and the current (b) as a function
of applied potential difference for various relaxation times where ionized sites
can not be rejuvenated; blue: τ/t0 = 0.5, black: τ/t0 = 1.0, green: τ/t0 = 3.0,
and red: τ/t0 = 10.0.
In conclusion, the nonlinear resistor network with three states shows a dis-
continuous transition when the applied potential difference is increased. The
transition is similar to a first-order phase transition because non-conductive
and conductive states can coexist at a applied potential drop. The discontin-
uous transition of the discharge is induced by rejuvenation of ionized state.

Chapter 5
Theoretical Analysis of the
Discontinuous Transition on the
Discharge
5.1 Rate equation
























where NF, NA and NN denote the numbers of F, A, and N sites and [·] denotes
that a function corresponds to the transition rate shown in Fig. 4.1. Because
of the properties of F-sites and A-sites, the time evolution of the number of








where NI = NF +NA is total number of ionized sites. I analyze this equation
on the basis of a mean field approach.
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where I divided both sides of the equation by the total number of sites, Nsite =
NF +NA +NN. I also rewrite this equation as follows:
dp
dt
= (1− p) ⟨Fi⟩N − pA ⟨Gk⟩A , (5.6)
where p = NI/Nsite is the fraction of ionized sites, and pA = NA/Nsite is the
fraction of aged ionized sites. I can obtain equilibrium states by fixed point
analysis (dp/dt = 0).
5.2 Mean field analysis
Since an A-site is a site which is not rejuvenated and not neutralized, I assume
the fraction of aged-ionized sites and the averaged transition rates as follows:
⟨Fi⟩N = we−E0/⟨Ei⟩N , (5.7)






where w is ionization rate of the medium and τ is the relaxation time. Thus,
the equation to obtain the fixed point is given by




where τ ∗ ≡ τw is the scaled relaxation time.
I estimate the averaged electric field of resistor network in 2-dimensional
square lattice on the basis of a mean field theory. When each site is uniform
by averaging, the perpendicular electric field, where direction is perpendicular


























where iy is the uniform current flowing a resistor and Ry are a resistor parallel
to the direction from one electrode to the other. In an N×N resistor network,
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whole current separate N ways. Therefore, the relation between the uniform











The strength of averaged electric field is required to coincide with that of the
external field at p = 0 and p = 1.
I assume the current and averaged resistor as follows:






















where α, ζ and η are parameters, and r0 is the resistivity of a resistor of non-
conductive state. The current is determined so that it monotonically increases
when p is increased and the derivative is zero at p = 0. For η = ∞, the
resistivity behaves as a step function whose value is r0 under p = ζ and ϵr0
above p = ζ. A(ζ, η) and B(ζ, η) are normalization constants of averaged














I determine the parameters with consideration for the effect of local structure
of ionized region.
Figure 5.1 shows the conductivity, the averaged resistivity, and the averaged
electric field as a function of the fraction of ionized sites where parameters are
set to α = 36, ζ = 0.7, and η = 43. The conductivity obtained from Eq. (5.15)
is smaller than that obtained from the simulation in chapter 4 as shown in Fig.
5.2 in the p = 0.5 to p = 1.0 range. This effect is caused by the local structure
of ionized region because most all of the current flows through the percolated
ionized region and therefore the current flowing neutral region, which affects
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Figure 5.1: The averaged electric field, resistivity, and conductivity as a func-
tion of the fraction of ionized sites when α = 36, ζ = 0.7, and η = 43; red
dashed line: the averaged electric field, green solid line: the resistivity, and
blue dotted line: the conductivity.
the creation of ionized region, becomes smaller than the apparent current.
Since there is mostly no rejuvenation of ionized sites until percolated clusters
of ionized region appears, I assume that the averaged resistivity decreases from
the fraction of ionized sites which starts to appear percolated clusters.
To obtain the fixed point of equation (5.6), I plot the left and right sides
of equation (5.10) for τ ∗ = 0.5 at various voltage differences as shown in Fig.
5.3, where F ∗(p, V ) denotes the following form:




The fraction of ionized sites of an intersection point is a fixed point. There
is a one fixed point when the external field is weak and too strong, while
there appears more than one fixed point as the external field exceeds a critical
value. The number of fixed points becomes one again when the external filed
is moreover increased. The voltage dependence of the fraction of ionized sites
in the equilibrium state depends on the shape of F ∗(p, V ) and therefore the
averaged electric field determines the equilibrium curve.
Figure 5.4 shows dp/dt (Eq. (5.6)) as a contour plot on the p−V plane for
given fraction of ionized sites and the applied voltage. The solid line in Fig.













Figure 5.2: The conductivity of the resistor network in chapter 4 as a function
of the fraction of ionized sites for various relaxation times; blue: τ/t0 = 0.5,
black: τ/t0 = 1.0, τ/t0 = 3.0, and τ/t0 = 10.0.
5.4 represents the line of which dp/dt = 0. Therefore, the line indicates the
voltage dependence of the equilibrium state.
The equilibrium curve roughly reproduces the voltage dependence of the
fraction of ionized sites obtained from the simulation in chapter 4 for each
relaxation time as shown in Figs. 5.4 and 5.5. Thus, it is important to take
into account the local structure of ionized sites as shown in chapter 4.
In conclusion, I presented a mean field analysis of the discontinuous tran-
sition of the discharge. By incorporating the effect of the local structure of
ionized region in the current, I obtained the equilibrium curve which repro-
duces the simulation results for different relaxation times.
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Figure 5.3: F ∗(p, V )(1−p) and p against the fraction of ionized sites at various
voltage differences for τ ∗ = 0.5; blue: V/V0 = 1.0, green: V/V0 = 2.0, red:
V/V0 = 5.0. The fractions of ionized which a dashed line intersects with the
solid line are fixed points at the applied potential difference.
τ = 0.5, a = 36, b = 9, c = 20





















Figure 5.4: The voltage dependence of dp/dt for given the fraction of ionized
sites for τ ∗ = 0.5, where α = 36 for Eq. (5.15), and ζ = 0.7 and η = 43 for
Eq. (5.16). The black solid line indicates dp/dt = 0.
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τ = 1.0, a = 36, b = 9, c = 20






















τ = 3.0, a = 36, b = 9, c = 20






















τ = 10.0, a = 36, b = 9, c = 20






















Figure 5.5: The voltage dependence of dp/dt for given the fraction of ionized
sites for τ ∗ = 1.0 (a), 3.0 (b), and 10.0 (c), where α = 36 for Eq. (5.15), and




In this dissertation, I presented a percolation analysis of the discharge pro-
cess in the nonlinear resistor network model proposed by Sasaki et al. and
a theoretical analysis of the discontinuous transition of the discharge in the
other nonlinear resistor network which I newly proposed with consideration of
rejuvenation of ionized state.
The discharge has a mixed behavior of ordinary and directional percola-
tion process in the percolation transition. The scaling relations are satisfied
by exponent obtained from the cluster distribution and therefore the cluster
growth is identical with that in the ordinary percolation process.
The transition from non-conductive to conductive state when the applied
potential difference is increased is similar to a first-order phase transition. The
distribution of local electric fields varies between non-conductive and conduc-
tive state. The variation of the distribution of local electric fields induces the
change of the equilibrium mechanism of the state.
I also analyzed the discontinuous transition on the basis of a mean field
theory. In the discontinuous transition, the physical quantities vary discon-
tinuously when the voltage difference is increased but it is invariant that the
temporal differentiation of the fraction of ionized region is zero. I noticed that
the effect of local structure of ionized region is important for the transition.
It is necessary to take into account the cluster structure in averaging the local
electric fields for more detailed analysis.
Since present models do not depend on the scale, the discontinuous transi-
tion when the voltage difference is increased should be observed in discharges
in which α mechanism is dominant.
The present results indicate that the discharge can be treated as transi-
tion phenomena in non-equilibrium system. The modelings and analyses can
be applied to not only the discharge but also other nonlinear phenomena by
43
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configuring the coarse-grained model and the interactions. Although the non-
linear system is dissipative, it is expected that there is a physical quantity
which becomes invariant as time advances.
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