We present a decomposition formula for U n , an integral of time-ordered products of operators, in terms of sums of products of the more primitive quantities C m , which are the integrals of time-ordered commutators of the same operators. The resulting factorization enables a summation over n to be carried out to yield an explicit expression for the time-ordered exponential, an expression which turns out to be an exponential function of C m . The Campbell-BakerHausdorff formula and the nonabelian eikonal formula obtained previously are both special cases of this result.
I. INTRODUCTION
The path-ordered exponential U(T, T ′ ) = P exp( The function H(T ) can be a finite-dimensional matrix or an infinitedimensional operator. In the latter case all concerns of domain and convergence will be ignored. The parameter t labelling the path shall be referred to as 'time', so path-ordering and time-ordering are synonymous in the present context. The path-ordered exponential is usually computed from its power series expansion, U(T, T ′ ) = ∞ n=0 U n , in terms of the time-ordered products U n = P(
Path-ordered exponential can be found in many areas of theoretical physics. It is the time-evolution operator in quantum mechanics if iH is the Hamiltonian. It is the nonintegrable phase factor (Wilson line) of the Yang-Mills theory if −iH = A is the nonabelian vector potential. It defines an element of a Lie group connected to the identity via a path whose tangent vector at time t is given by the Lie-algebra element −iH(t). It can be used to discuss canonical transformation and classical particle trajectories [1] . It also gives rise to useful formulas in many other areas of mathematical physics by suitable choices of H(t), some of which will be mentioned later. Likewise, time-ordered products are ubiquitous. For example, free-field matrix elements of time-ordered products of an interaction Hamiltonian give rise to perturbation diagrams.
The main result of this paper is a decomposition theorem for the time-ordered products U n . It provides a formula equating them to sums of products of the more primitive quantities C m . The factorization thus achieved enables U n to be summed up and U(T, T ′ ) expressed as an exponential function of the C m 's.
This result grew out of a nonabelian eikonal formula. The abelian version of the eikonal formula [2] is well known. It gives rise to a geometrical interpretation for elastic scattering at high energies [3] , besides being a useful tool in dealing with infrared divergence [4] in QED.
The nonabelian version was originally developed to deal with the consistency problem of baryonic amplitudes in large-N c QCD [5, 6] , but it proves to be useful also in in understanding gluon reggeization and reggeon factorization [7, 8] . It is expected to be valuable also in the discussion of geometrical pictures and infrared problems in QCD.
The generalization in this paper can be used to take the nonabelian eikonal formula a step further to include small transverse motions of the high-energy trajectory. Such corrections to the usual eikonal formula are known to be crucial in obtaining the Landau-PomeranchukMigdal effect [9] in QED, so are expected to be important as well in the case of QCD.
However, we shall postpone all such physical applications and concentrate in this paper to the development of mathematical formulas.
On the mathematical side, one can derive the Campbell-Baker-Hausdorff formula [10] as a corollary of the formulas developed in these pages.
Statements, explanations, and simple illustrations of the results will be found in the main text, while proofs and other details will be relegated to the Appendices.
The formulas are combinatorial in character. They cannot be adequately explained without a suitable set of notations, which we develop in Sec. 2. The main result of the paper, the decomposition theorem, will be discussed in Secs. 3 and 4. This theorem can be stated for a more general time-ordered product U n , in which all the H i (t) are different. This will be dealt with in Sec. 3. The special case when these H i (t) = H(t) are identical will be taken up in Sec. 4. This in turn leads to the exponential formula for U(T, T ′ ) in Sec. 5. The final section, Sec. 6, is put in mainly to illustrate the versatility of our results in deriving other formulas useful in mathematics and physics, by suitable choices of H i (t). Among them are the Campbell-Baker-Hausdorff formula for the multiplication of group elements, and the nonabelian generalization of the eikonal formula in physics.
II. DEFINITIONS
We start by generalizing the definition of U n to cases when the operators H(t) are all different.
be a permutation of the n numbers [12 · · · n], and S n the corresponding permutation group. We define the time-ordered product U[s] to be the integral
then defined to be the average of U[s] over all permutations s ∈ S n :
In the special case when all H i (t) = H(t) are identical, this U n coincides with the one in the Introduction.
The decomposition theorem expresses U n as sums of products of the time-ordered com-
, but with the products of H i 's changed to nested multiple commutators:
defined to be the average of C[s] over all permutations s ∈ S n :
It is convenient to use a 'cut' (a vertical bar) to denote products of C[· · ·]'s. For example,
We are now in a position to state the main theorem.
with cuts placed this way will be denoted by [s] c .
In view of the fundamental nature of this theorem, two separate proofs shall be provided for it in Appendix A.
A. Examples
For illustrative purposes here are explicit formulas for n = 1, 2, 3, and 4:
The formula (3.1) can be displayed graphically, with a filled circle with n lines on top indicating U n , and an open circle with n tops on top indicating C[s]. This is shown in Fig. 1 for n = 3. 
B. Factorization
In the special case when all the H i (t)'s mutually commute, the only surviving C[· · ·]'s are those with one argument, so eq. (3.1) reduces to a factorization theorem:
Thus the general decomposition theorem in (3.1) may be thought of as a nonabelian generalization of this factorization theorem.
IV. SPECIAL DECOMPOSITION THEOREM

Great simplification occurs when all H i (t) = H(t) are identical, for then U[s] and C[s]
depend only on n but not on the particular s ∈ S n . Hence all U[s] = U n and all C[s] = C n .
In this case the decomposition theorem becomes
The sum in the first equation is taken over all k, and all m i > 0 such that
is not symmetric under the interchange of the m i 's. It is this asymmetry that produces the commutator terms in the formulas for K n in eq. (5.4) .
See Appendix B for a proof of this special decomposition theorem.
The case for n = 3 is explicitly shown in Fig. 2 .
The factorization character in (4.1) and (4.2) suggests that it may be possible to sum up the power series U n to yield an explicit exponential function of the C n 's. This is indeed the case.
First assume all the C m i in (4.1) commute with one another. Then, as will be shown in Appendix C,
Explicit calculation of low-order terms can also be obtained from (4.2) for further verification. This yields 2) where R contains products of C's whose subscript indices add up to 6 or more.
B. General Exponential Formula
In general the C j 's do not commute with one another so the exponent in (5.1) must be corrected by terms involving commutators of the C j 's. The exponent K can be computed by taking the logarithm of U(T, T ′ ): K. This is so because in the special case when H(t) is a member of a Lie algebra, U(T, T ′ ) is a member of the corresponding Lie group and so K must also be a member of a Lie algebra.
By definition, K i contains i factors of H(t). Calculation for the first five is carried out in Appendix D. The result is
K n consists of C n /n, plus the compensating terms in the form of commutators of the C's. By counting powers of H(t) it is clear that the subscripts of these C's must add up to n, but beyond that all independent commutators and multiple commutators may appear.
For that reason it is rather difficult to obtain an explicit formula valid for all K n , if for no other reason than the fact that new commutator structures appear in every new n. It is however very easy to compute K n using (5.3) in a computer. This is actually how K 5 was obtained.
Nevertheless, when we stick to commutators of a definite structure, their coefficients in K can be computed as follows.
It is not difficult to compute η(m 1 · · · m k ) for small k (but arbitrary m i ). The computation for k ≤ 4 will be given below. In order to avoid excessive subscripts we shall use variables like w, x, y, z to denote the positive integers m i .
η(xy)
According to (5.3) , C x C y can come from U x+y , or U x U y . The former corresponds to ℓ = 1, and the latter ℓ = 2. Using (4.2), we obtain
The antisymmetry under x, y exchange shows explicitly that it is the commutator
Using this formula, we can verify the coefficients of the single commutator terms appearing in (5.4): η(2, 1) = 1/12, η(3, 1) = 1/12, η(4, 1) = 3/40, η(3, 2) = 1/60.
η(xyz)
According to (5.3) ,
and U x U y U z (ℓ = 3). Using (4.2), we get
Because of the Jacobi identity there are only two independent double commutators in K.
They can be taken to be
We may take β = 0 if x = y. In any case, we have α = η(xyz).
We can use this formula to verify the double commutator terms in (5.4) :
It can be shown (Appendix E) that this is also the coefficient of the triple commutator
This formula leads to η(1, 1, 1, 2) = 1/720, agreeing with the coefficient of the last term in (5.4).
D. Gauge Invariance
Under the 'guage transformation' 8) where Λ(t) is an arbitrary operator vanishing at t = T and t = T ′ , U(T, T ′ ) is gauge invariant. This means that K = K(T, T ′ ) must also be gauge invariant. Since δ −1 decreases the power of H by one, and δ 0 leaves it unchanged, the gauge invariance must be implemented order-by-order as
The first equation is easy to verify but the second is not. See Appendix F. The reason is that U n transforms simply under a gauge change, as in (5.9), but C n does not. It is this complexity of gauge behaviour of C n that makes the verification of (5.10) complicated, but we will do it explicitly for the first few orders in Appendix F. From this point of view, the reason why the dependence of K n on C m is so complicated is simply because the complexity is necessary to offset the complexity of the gauge behaviour of C m , so that the gauge change of K n becomes simple again, as in (5.10).
VI. FORMULAS RESULTING FROM SPECIFIC CHOICES OF H I (T )
It is well known that the path-ordered exponential U[T, T ′ ] obeys the composition law
We can combine this with a judicious choice of H(t) to obtain many mathematical formulas. Three of them are presented below for illustrative purposes. The first two are purely mathematical results; the third is a nonabelian eikonal formula useful for high-energy scattering amplitudes.
A. Campbell-Baker-Hausdorff Formula
Let T = 2, T ′′ = 1, and
where P and Q are arbitrary matrices or operators. Using (6.1) and (5.4), we obtain in this case (see Appendix G for details)
where as usual (ad P )V ≡ [P, V ] for any operator V . Substituting this into (5.4) we get 3) which is the Campbell-Baker-Hausdorff formula. The case when [P, Q] commutes with P and Q is well known. In that case all K n for n ≥ 3 are zero. Otherwise, up to and including K 4 this formula can be found in eq. (15), §6.4, Chapter II of Ref. [10] .
If necessary, we may also use the general knowledge for the coefficient η(m) obtained in Sec. 5.3 to deduce information on higher-order terms.
B. Translational Operator
A simple and trivial example to illustrate the commutative formula (5.1) is obtained by , 2] , and
is an arbitrary function of x and a is a constant. In this case C n /n = (a n /n!)(d n f (x)/dx n ) (see Appendix H), so all commutators of C i vanish and (5.1) is valid. We get
well-known. There is absolutely no need to derive it with this heavy apparatus. We include it here just to illustrate how different choices of H(t) can lead to different formulas.
C. Nonabelian Eikonal Formula
A useful formula in high-energy scattering is obtained from (3.1) by choosing In that case, (3.1) reads . n!U n is then the complete tree amplitude obtained by summing the n! tree diagrams. The decompostion theorem for U n in this case has been derived directly [5] . Its onshell version exhibits spacetime and colour interference, and can be used to prove the self-consistency of the baryonic scattering amplitudes in large-N c QCD [6] . It also explains the emergence of reggeized gluons and the factorization of high-energy near-forward scattering amplitudes into multiple-reggeon exchanges [7, 8] . On account of the importance of the decomposition theorem (3.1) to the rest of this paper, we shall provide two separate proofs for it. Actually a third proof exists, along the lines given in Ref. [5] for the 'multiple commutator formula' (which is simply the 'nonabelian eikonal formula' (6.5)). However, this requires the expansion of every operator H i (t) into a sum over a complete set of time-independent operators, thus introducing lots of indices and even more complicated notations. So we shall skip that third proof here.
The combinatorics needed for a general proof are unfortunately rather involved, though the basic idea in either case is really quite simple. In order not to be bogged down with complicated notations, we will start with the simplest case, n = 2, which already contains most of the basic ideas.
In that case, the decomposition theorem (3.1) reads
The first proof makes use of the simple observation that the union of the two triangular
c. Second Proof for n = 2
Eq. (3.1) is clearly true when T = T ′ , for both sides then vanish. To prove its general validity for any T ′ , it is sufficient to show the T ′ -derivatives of both sides to be equal. For n = 2, we have to show that
This identity is true because
We shall now proceed to the general proofs.
First Proof for Arbitrary n
In the case of n = 2, the 'first proof' involves two crucial steps.
Step one is to recognize that the union of the two triangular regions, R[12] and R [21] , is a square, thus allowing the first term on the right-hand-side of (A6) to be factorized. The generalization of this to an arbitrary n is the subject of discussions immediately follows. The second crucial step is to introduce commutators to rewrite H 2 (t 2 )H 1 (t 1 ) as a sum of two terms:
The generalization of this step to arbitrary n will then be discussed. In a final subsection, these two steps will be assembled to complete the proof of the general decomposition theorem. [7] . We define the set {s 1 ;s 2 ; · · · ;s p } to consist of all sequences of these n natural numbers, obtained by merging and interleaving the numbers ins 1 ,s 2 , · · · ,s p in all possible ways, subject to the condition that the original orderings of numbers within eachs i be kept fixed. This set then contains n!/(k 1 !k 2 ! · · · k p !) sequences, where k i is the number of numbers in the subsequences i , and 
A factorization theorem similar to this will be used for the proof of the decomposition theorem. 
Note that the first three terms of (A10) are canonical operators but not the fourth. This is then fixed in (A11) so that all its five operators are now canonical. 
The last step is similar to the one used to obtain the factorization theorem (A9). Summing over all possible [u] ∈ S n is equivalent to summing over all possible s ∈ S n , by doing so we will get from (A12) the general decomposition theorem (3.1).
Second Proof for Arbitrary n
The decomposition theorem is trivially true when T = T ′ , thus its general validity would follow if the T ′ -derivatives of (3.1) is obeyed:
Our second proof consists of proving this equation, with the help of the identities
where r is the last element in [u] ∈ S n and s is the last element of [ũ j ]. In other words, 
Let S n−1 [m] be the permutation group of the first n natural numbers with the number m removed. Using (A14), the left-hand-side of (A13) becomes
In order for (A13) to be true, the right-hand-side must also be given by (A17). In that case, it is not allowed to insert m at the end of [ũ
and all the resulting [u] ∈ S n with these insertions of the number m. Using (A15) and (A16), it is now easy to see that
. Summing over all [u ′ ] and all m, we therefore regain the right-hand-side of (A17), and hence proving (A13), provided
This last identity follows from the induction hypothesis (on n), which we may invoke, because (3.1) is true for n = 2. This completes the second proof of the decomposition theorem. Continuing thus, the total number of ways is simply the product of these numbers. After dividing by n!, we get
which is the same as the formula given in (4.1).
APPENDIX C: EXPONENTIAL FORMULA FOR COMMUTING C I 'S
To obtain (5.1) when all the C i 's commute, we need to know the number of [s] c whose vertical bars separate the sequence into m j subsequences of length j (j = 1, 2, 3, · · ·).
The number of ways that n numbers can be divided into m j groups of j numbers is 
. From this the rest of (5.1) follows easily.
APPENDIX D: GENERAL EXPONENTIAL FORMULA (5.4) can be computed from (5.3) and (4.1) as follows. If P (U n ) is a polynomial of U n , then [P (U n )] m is obtained from P (U n ) by discarding all products of U i 's whose 'degree' (sum of indices i) is not equal to m. With this convention we have
Substituting in the expressions given in (4.2) for U i into the last two equation, we obtain the expression for K 4 and K 5 given in (5.4) .
APPENDIX E: NESTED MULTIPLE COMMUTATORS
Given n operators C m i ≡ B i , we denoted their nested multiple commutators by
where s ∈ S n . We want to show that the (n − 1)! nested operators B[s We shall use M n to denote the vector space generated by all n-tuple multiple commutators. We shall now proceed to show that M n = V n .
To denote a multiple commutator not of the nested type, we use parentheses to single out those factors within it that are nested. For example, To prove (i), we must show that all the parentheses can be removed. This can be accomplished via the Jacobi identity
with A 1 being the operator contained in the leftmost pair of parentheses. The identity will be used to move A 1 to the right. If it reaches the end then the parenthses can be dropped.
Repeating this procedure eventually we can gradually move all the parentheses to the end and have them all dropped. This shows that M n = V n .
We shall now prove (ii) by induction.
For n = 2 this is obvious because
For n = 3 this follows from (E4) and the Jacobi identity (E3). We merely have to take
Assuming this can be done for n up to n = m − 1, we must now show it to be true for n = m.
Unless B 1 is at the beginning position there is nothing to prove, for otherwise B 1 and operators to its right are located in an M n = V n for n ≤ m − 1, so B 1 can be moved to the end. This result can also be used to understand why only the particular nested commutators of H i defined in C m occurs in K.
APPENDIX F: GAUGE INVARIANCE
We want to study in this Appendix the behaviour of U n , C n , and K n under the 'gauge transformation'
where Λ(t) is an arbitrary function of t vanishing at the boundaries: that this operator appears as a factor in a straight product in the former, and it appears inside a nested multiple commutator in the latter.
We shall now introduce an index with a prime to denote the operator Λ. At the position
where i ′ appears in the sequence will be the operator Λ(t i ). If the primed index is inside
, then Λ is a member of a straight product as before. If it appears inside C[· · ·], then it is a part of the nested commutators.
We will also introduce parenthesis (i ′ i) to denote commutators. Thus at the position this appears should stand the operator [Λ(t i ), H(t i )].
With these notations we are now ready to discuss the gauge properties of the various quantities.
For U n = U[123 · · · n] it is simple:
Clearly (5.9) is satisfied and U is gauge invariant. Now for C n :
so they look deceptively similar to the equations for U n . However, since the operators in C[· · ·] appear in nested commutators, the two terms in (F4) can be combined into
only with the help of the Jacobi identity, and this we can do only for j ≤ n − 1. Jacobi identity involves double commutators and those are absent at j = n.
Instead, we can use the antisymmetry of a single commutator to add up these two terms.
The parenthesis in the last term may be dropped; we kept it there just for the uniformity of notation with the other terms. The main difference between this and (F2) is that this last term now has a factor of 2, which makes δ −1 C n+1 +δ 0 C n = 0. It is this 'slight' difference that eventually makes K very complicated just in order to keep its gauge invariance according to (5.10)!
We shall now use (??) and (F6) to verify (5.10) for the first few orders. Since K n contains the term C n /n, it is useful to compute
Referring back to (5.4) , commutator terms are not present at K n for n = 1, 2, which means that gauge invariance of K demands (F7) to be zero for n = 1, which it is. For n = 2,
The last expression is arrived at by using (F7), δ 
Substituting this back into (F8) we conclude that δ −1 K 3 + δ 0 K 2 = 0.
I have verified (5.10) to one higher order. The verification becomes increasingly more difficult at larger n.
APPENDIX G: CAMPBELL-BAKER-HAUSDORFF FORMULA
Consider a special case in which T = 2, T ′ = 0, H(t) = P for 2 ≥ t ≥ 1, and H(t) = Q for 1 ≥ t ≥ 0. The operators P and Q are completely arbitrary.
We consider the ramification of (5.4) in this special case. Using (6.1) with T ′′ = 1, the left-hand-side of (5.4) is just exp(P ) exp(Q). To compute the right-hand-side we must first compute the C m 's in this special situation using (2.3).
Clearly C 
APPENDIX H: TRANSLATIONAL OPERATOR
Consider now the special case when T = 3, T ′ = 0, H(t) = ad/dx for t between 3 and 2, H(t) = f (x) for t between 2 and 1, and H(t) = −ad/dx for t between 1 and 0. Here f (x)
is an arbitrary function and a is a constant.
By using (6.1) the left-hand-side of (5.4) becomes exp(ad/dx) · exp(f (x))· exp(−ad/dx). To compute the right-hand-side we need to compute C m using (2.3). It is clear that C 1 = f (x). To compute C m+1 for m ≥ 1, note the following. In order for the commutators in (2.3) not to vanish, t m+1 must either be between 0 and 1, or between 1 and 2. We shall denote the former contribution by C 
