An accurate estimation of the maximum possible scour depth at bridge abutments is of paramount importance in decision-making for the safe abutment foundation depth and also for the degree of scour counter-measure to be implemented against excessive scouring.
abutments and piers is a common occurrence. Local scour at foundations has long been a concern for engineers ( Cardoso & Betts 1999) . In the safety evaluation of bridges, local scour of bridge foundation material near pier/abutment is therefore an important issue (Huber 1991; Dey & Barbhuya 2004a) .
Various approaches to the scour depth prediction at abutments are generally classified into three categories:
(1) regime approach relating the scour depth to the increased discharge intensity;
(2) empirical approach using dimensional analysis of the main parameters causing scour; and (3) analytical or semi-empirical approach.
Experimental and theoretical investigations have been reported which provide a better understanding of the problem; however, it remains unexplored in many cases.
From the available literature, it is also revealed that the exact scour mechanism and effects of different parameters on scour depth are yet to be fully understood or explored (Barbhuya & Dey 2004 ). Bateman et al. (2005) developed a morphodynamic model to predict temporal evolution of local scour at bridge piers. They distinguished three different phases of the scouring process including the active, passive and equilibrium phase. The active phase is controlled by the vortex dynamics; the passive phase is due to the crumbling of sediment into the active pit. The equilibrium phase depends on the non-hydrostatic pressure distribution.
The scour process was analyzed based on the concept of vortex energy dissipation and hydrological concept to recreate continuous crumbling of the scoured wall. A nonlinear system of two total differential equations was obtained, which agree very well with experimental data.
However, they suggested that a deeper study of the parameters involved has to be carried out to know more about their sensitivity in the process of scour evaluation. Johnson & Ayyub (1996) . Shrestha et al. (1996) carried out the fuzzy rule-based control systems for reservoir operation. Kindler (1992) applied fuzzy logic for optimal water allocation. Bardossy & Disse (1993) employed fuzzy logic to model the infiltration and water movement in the unsaturated zone. Pongracz et al. (1999) reported that fuzzy rule-based methodology on regional drought prediction provided an excellent tool. Altunkaynak There are two types of fuzzy inference systems:
(1) Mamdani and (2) Takagi-Sugeno (TS). Mamdani's fuzzy inference method is the most commonly seen fuzzy methodology and was among the first control systems built using fuzzy set theory. The Mamdani approach provides the outcome of the fuzzy rule as a fuzzy set for the output variable and hence the defuzzification step is essential to obtain a crisp value of the output variable. The TS approach, however, does not require a classical defuzzification procedure and the outcome of the fuzzy rule is a scalar rather than a fuzzy set for the output variable. The main problem associated with the TS fuzzy logic modelling is related to the selection of the parameters. An effective method is therefore required to tune the membership functions in order to minimize the error measures. Jang proposed the ANFIS approach to optimize the parameters of the membership functions and the consequent part by using a hybrid-learning algorithm ( Jang 1993 
where L is the length of abutment perpendicular to the flow direction; h is the depth of approach flow; U is the mean flow velocity; U c is the critical velocity of bed sediment and d is the median size of the sediment. K s represents the abutment shape factor, being 1 for vertical-wall abutments, 0.82 for 458 wing-wall abutments and 0.75 for semicircular abutments.
Since the scour depth at an abutment occurs when the excess approaching flow velocity (U e ) is greater than zero,
where U e ¼ U 2 0.5U c , Equation (1) may therefore be expressed:
Equation (2) may also be reduced in terms of a set of non-dimensional parameters in the form:
where F e ¼ U e /(DgL) 0.5 ; D ¼ s 2 1; and s is the relative density of sediment particles. A power law form of Equation (3) may expressed:
where K is the coefficient and n 1 , n 2 and n 3 are the exponents of the equation, which may be easily obtained from the regression analysis of the observed data of scour.
ANALYSIS, RESULTS AND DISCUSSIONS

Dataset of scour parameters
Laboratory data of the scour parameters relating to equilibrium scour depth around vertical-wall, 458 wing-wall and semicircular abutments (Figure 1 ) for the case of clear water condition in uniform sediments were obtained from the literature (Dey & Barbhuya 2004a) .
The time for running the experiment is generally considered to be an important variable of interest to avoid erroneous equilibrium scour depth. Lim (1997) reported that the required time to reach the equilibrium scour at abutments in clear water scour is 3 -8 days, depending on the flow and sediment conditions. Melville & Chiew (1999) defined the time to reach equilibrium conditions such that the rate of increase of scour depth does not exceed 5% of the pier diameter in the succeeding 24-hour period.
Dey & Barbhuya (2004a) reported that when a negligible
(1 mm or less) difference of scour depth of a particular run was observed at an interval of 2 hours after 48 hours, it was assumed that an equilibrium state has been achieved. Table 1 shows the range of parameters for this dataset. Figure 2 shows the definition sketch of scour at a typical abutment.
Regression method for the scour depth prediction using a non-dimensional dataset A non-linear regression method was used to obtain the regression parameters of the scour prediction model (Equation (4)) using 80% of the available entire data selected randomly after removing 20% of the available data. It leads to the following equations for the estimation of scour depth at the bridge abutments: 
where K s is the abutment shape factor and is equal to 1 for vertical-wall abutments, 0.82 for 458 wing-wall abutments and 0.75 for semicircular abutments.
The present scour model (Equation (5) The scour depth prediction Equation (5) has been obtained using a regression method (RM). The following drawbacks in any RM application have been pointed out (Sun & Cheng 2005; Uyumaz et al. 2006 ).
The deviations of scatter points from the fitted curve
have zero value with assumed constant variance.
However, in the actual scatter diagram the variance is often not constant but varying depending on the independent variable value.
2. The regression curve may pass close to a certain percentage of points in the scattered diagram, but this cannot account for the validity of the method.
3. The prediction errors are expected to abide with a Gaussian distribution function, which is not the case in many practical studies.
4. The prediction errors are also expected to be independent from each other i.e. completely random (noise).
In order to avoid such problems in the application of the regression method, an alternative approach is generally advocated ( Johnson & Ayyub 1996; Uyumaz et al. 2006) .
ANN approach for scour depth prediction using non-dimensional data set
The concepts involved in ANNs along with their applications in water resources engineering are well described in the ASCE Task Force (2000a,b) . Applications of ANN in the hydraulic engineering have been presented by Muzzammil & Siddiqui (2003) , Azmathullah et al. (2005 Azmathullah et al. ( , 2006 and Bateni et al. (2007a) .
With commonly used algorithms such as the Feed the aim is to shift towards Newton's method as quickly as possible. Thus, m is decreased after each successful step (reduction in performance function) and is increased only when a tentative step would increase the performance function. In this way, the performance function will always be reduced at each iteration of the algorithm. The optimum value of m in the present case has been found empirically to be 0.001. The method involves the training of ANN with excess Froude number (F e ), relative flow depth (h/L), relative sediment size (d/L) and shape factor (K s ) as inputs and the relative scour depth (d se /L) as output. The training data was the same randomly selected 80% of the available entire data for the network that was used in the regression analysis. The remaining 20% data was used for validation.
The performance of various ANN models against the regression models was assessed quantitatively in terms of performance indices, as shown in Table 3 . Figure 4 indicates a relative comparision of various ANN prediction models qualitatively.
It may be observed that all the ANN models are superior to the regression models. Further, the FFBP training algorithm appears to be the best of the other training algorithms of ANN under consideration. The FFBP model may therefore be recommended for the abutment scour depth prediction.
The weights and biases of the optimal architecture of the FFBP are provided in Table 4 . Figure 5 shows the network configuration that may be used for the prediction of the maximum equilibrium scour depth around bridge abutments, along with the weights and biases.
ANFIS-based models for scour depth prediction using non-dimensional parameters
The ANFIS was used to obtain the fuzzy parameters for the prediction of scour depth at the bridge abutments. As in the previous case, only 80% of the available data was The clustering of numerical data forms the basis of many classification and system modelling algorithms. The purpose of clustering is to identify natural groupings of data from a large dataset to produce a concise representation of system behaviour. The Fuzzy Logic Toolbox is equipped with some tools that allow us to find clusters in input-output training data. We can use the cluster information to generate a Sugeno-type fuzzy inference system that best models the data behaviour using a minimum number of rules. The rules partition themselves according to the fuzzy qualities associated with each of the data clusters.
The optimum value of cluster radius was determined by trial and error based on the criterion of maximum correlation coefficient and minimum root mean square error. The optimal radius of cluster was found to be 0.40. Table 5 . It may be observed that eight fuzzy rules correspond to the cluster radius of 0.40. The performance of the ANFIS was assessed and performance indices are given in Table 6 for training as well as validation processes. An overall assessment of the various scour depth prediction models has also been made. This is to assess the performance of the ANFIS model over other scour prediction models. Table 7 shows the details of the performance indices of the various models under consideration for training as well as validation of datasets. It may be observed that the performance of ANFIS is the best among the prediction ANFIS models for scour depth prediction using original dataset
The pattern of the data presented for the training is considered to be one of the important aspects of the ANFIS network approach. In this case, the ANFIS along with a subtractive clustering method was used for the scour depth prediction with the excess approach velocity (U e ), the abutment length (L), flow depth (h), sediment size (d) and shape factor (K s ) as inputs and the scour depth (d se ) as output.
Details of the parameters for the ANFIS model for raw data are provided in Table 8 . A comparison of model performance based on grouped data and raw data is provided in Table 9 . A close inspection of this table indicates that the raw data provides a better performance than that of non-dimensional parameters. These results are in line with those of Bateni et al. (2007a) . 
CONCLUSIONS
An attempt was made to assess the performance of the various predictions of RM, ANN and ANFIS using an adequate volume of laboratory data for scour depth at the bridge abutments.
In the case of ANN models, FFBP training algorithm was found to be the best among the other training algorithms. The performance of ANN with all three training algorithms (FFBP, FFCC and RBF) was found to be better than that of the regression method.
As far as the performance of the ANFIS model is considered, it was found to be best between the regression model and the artificial neural networks model. These results indicate that the ANFIS-based treatment to nonlinearity in the scour data worked much better than other approaches. As such, the scour data of the bridge abutments appear to be more amenable to fuzzy if-then rules rather than crisp processing. Further, it was found that the ANFIS approach predicts scour depth better when trained with raw data rather than grouped data.
