We study the performance of an on-line algorithm for learning dichotomies, with a dynamical error-dependent learning rate. The asymptotic scaling form of the solution to the associated Markov equations is derived, assuming certain smoothness conditions. We show that the system converges to the optimal solution and the generalization error vanishes inversely with the number of examples. The system is capable of escaping from local minima, and adapts rapidly to shifts in the target function. The general theory is illustrated for the perceptron and committee machine.
Much of learning theory has analyzed the paradigm of batch learning, in which the learner has free access to a xed set of examples stored in memory. This paradigm leads naturally to an equilibrium statistical mechanical approach based on an energy function that is the learner's error on the training set. The theoretical advantage of this equilibrium formulation is that the learner's performance as a function of the number of examples can be studied without addressing the complex dynamic aspects of learning. The disadvantage is that it gives no information about the learner's performance as a function of training time. Many learning phenomena, especially biological ones, t more naturally in an on-line learning paradigm, rather than a batch one. At each time step, the learner receives a single new example drawn at random, and is unable to store previous examples in memory (see e.g. 1]{ 4]). In the simplest cases, the change in the learner depends only on the new example and its current state. Hence training time is proportional to the number of examples.
Interesting theoretical results have been derived for on-line learning of functions that are smooth functions of the system's parameters, using stochastic approximation theory 5] and statistical mechanical methods 1]{ 4]. In this Letter, we focus on learning of dichotomies, to which most of this existing theory is inapplicable. We also address the trade-o between global and local convergence properties. If the learning rate is held constant, the learner can never converge to the global optimum of zero error, even in the in nite time limit. Hence various schedules for decreasing the learning rate with time have been proposed. However, if the learning rate decreases too quickly, the learner can become trapped in a local minimum. If the learning rate decreases slowly, the learner may escape from local minima, but convergence to the global optimum is slow. We propose a dynamical error-dependent learning rate that both overcomes local minima and provides fast asymptotic convergence to the correct target.
We consider dichotomies that are de ned by thresholded smooth functions, (s; w) = sgn(f(w; s)) (1) where f is a di erentiable function of a set of parameters w, called the weight vector of the system, and s is the input vector. The smooth function f represents the local eld induced on the system's output unit by the input s. The target function is the dichotomy, 0 (s) de ned by 0 (s) = sgn(f(w 0 ; s)), where the target weight vector w is assumed to be in the space of w. formance of the learner is usually measured by the generalization error, de ned as the probability of disagreement between the system and the target function on a random input g (w) = h (w; s)i (4) We rst discuss the behavior for small xed . Although w = w 0 is a xed point of the dynamics, Eq. (2), it is unstable for any nite xed value of .
Starting from w w?w 0 6 = 0 the errors induce random uctuations in w that lead at long times to an equilibrium distribution of w with a width proportional to . This implies that as time n grows to 1 the typical generalization error is g (1) / . To show this we convert Eq. (2) into a Markov equation for the probability distribution, P(w; n), P(w; n + 1) = Z dw 0 T(wjw 0 )P (w 0 ; n) (5) where T(wjw 0 ) = h (w ? w 0 ? g(w 0 ; s))i is the transition matrix from w 0 to w. Evaluating Eq. (5) in the limit of small xed , we nd that the equilibrium distribution, P 1 , has the scaling form, P 1 (w; ) = ?1 F( ?1 w) (6) where F(x) is a distribution which obeys the equation
The matrixt is the scaling form of T(wjw 0 ) ? (w ? w 0 ), and is given by t(xjy) = ? (y ? x) hj x rf 0 (s)j i B + (8)
Here rf 0 (s) is the value of the gradient of f(w; s) at w = w 0 , and h: : :i B means averaging over the decision boundary of s, namely, R Ds (f 0 (s)). This result is valid provided the input distribution is smooth and nonvanishing near the decision boundary, and rf 0 is not identically zero on the decision boundary. Finally, from the de nition of g , Eq.(4), it follows that for small w, g is homogeneous of order 1, and hence scales linearly with . Thus, we obtain for the in nite time limit of the average g at small ,
It should be noted that, unlike other on-line learning problems 1, 2, 3], the equilibrium distribution in our case is not Gaussian.
One way to guarantee asymptotic convergence to w 0 is to adopt a xed power law schedule in which is a decreasing function of time n: (n) = 0 n ?z where 0 < z < 1. In this case, w 0 is a stable xed point of the dynamics and P(w; n) at long times is of the form P(w; n) = ?1 (n)(F ( w ?1 (n)) + n z?1
where F is the stationary distribution, given by Eq. (7). The coe cient of the correction term, G, solves the inhomogeneous equation
where the operatort is de ned in Eq. (8) . Thus, to leading order in inverse time, the system follows adiabatically the nite-stationary distribution, and g (n) vanishes asymptotically as g (n) = 0 (n) / n ?z , where 0 is given by Eq. (9). The optimal schedule is obtained for = 0 n ?1 . In this case, the scaled distribution F(x) solves the homogeneous equation
This equation is expected to have a well-behaved solution at least for su ciently large 0 , implying that g / n ?1 provided that 0 is smaller than some critical value.
The above analysis assumes that the system is in the neighborhood of the global minimum w 0 , and thus ignores completely the e ect of local minima. In fact, the above power-law schedule for the learning rate poses a major problem concerning the ability to escape from a local minimum of E(w), since it leads with probability 1 to convergence to the nearest local minimum 5]. On the other hand, if is constant, the uctuations in the dynamics may be su cient to escape from local minima so that at long time the system will spend most of its time in the basin of attraction of the global minimum 7, 8]. However, as noted above, with xed , the system will not reach the optimal solution, but will maintain a residual error of order . As the escape time from local minima is expected to scale exponentially with , a small decrease in the generalization error requires a large increase in time. A well known alternative is to choose (n) 1= log n, which guarantees escape from local minima 6]. Unfortunately, the rate of decrease of g then scales as 1= log n, which is extremely slow.
An additional undesired feature of choosing a learning rate that is an explicit function of time is the introduction of an absolute origin of time. Consequently, as time passes, the system becomes less able to learn new functions or to adapt to changes in the input distribution.
To overcome the above problems we propose a simple model in which is a dynamical variable that obeys the following update rule 
which has to be evaluated self-consistently, through Eqs. (9) and (12) . Thus, for su ciently small A, the asymptotic behavior is the same as the optimal convergence rate. On the other hand, if the system is near a local minimum of E, then g and therefore also are nonzero, which will lead to the eventual escape from the local minimum 9]. Finally, if the target or the input distribution change in time, the error will increase, and with it the capability of the system to adapt fast. We rst demonstrate our results for on-line perceptron learning, 0 (s) = sgn(w 0 s), where w 0 ; s 2 R N and w 0 w 0 = 1. We assume that the input distribution is a Gaussian centered at zero with a unit variance in each direction. A perceptron w is trained by the algorithm Eq. (2), which reduces to the well-known perceptron rule g = (?w s 0 (s)) 0 (s)s. To guarantee that the algorithm does not diverge we add a normalization at each time step so that w w = 1 at all times. The learning rate is modi ed via Eq. (13). We To study convergence in the presence of local minima of the energy, we consider a target function generated by a two-layer network, called a committee machine. This is another instance of the general class of dichotomies Eq. (1) For su ciently large this extremum is a local minimum 11, 12] .
The behavior of this system was studied by simulations with N = 150, K = 3 and = 1, which posseses a symmetric local minimum. Figure 2 compares three xed schedules for with our Eq. (13). Only our algorithm both escapes from the local minimum and converges rapidly to the global minimum of zero error.
In summary, we have investigated on-line learning of general thresholded smooth functions with various schedules of learning rates. We have shown that simple update rules for the weights and the learning rate, Eqs. (2) and (13), yield not only local but also global convergence to the zero error state, with a convergence rate that is inversely proportional to the number of examples. This power-law is probably the optimal performance for learning of this class of functions, as suggested by known results on batch learning 10, 13]. More complex on-line rules may, however, improve the coe cient of the power-law, as suggested by the results of Ref. 14] regarding on-line perceptron learning. An important question is how the escape times of our algorithm grow with the size of the system. Another important issue is the extension of our results to the on-line learning of noisy data where the optimal state has a nite error 4]. 
