We present a new type of optical wave-front sensor: the sampling field sensor ͑SFS͒. The SFS attempts to solve the problem of real-time optical phase detection. It has a high space-bandwidth product and can be made compact and vibration insensitive. We describe a particular implementation of this sensor and compare it, through numerical simulations, with a more mature technique based on the ShackHartmann wave-front sensor. We also present experimental results for SFS phase estimation. Finally, we discuss the advantages and drawbacks of this SFS implementation and suggest alternative implementations.
Introduction
Wave-front sensing is used to detect the amplitude and phase of the field for optical testing and hybrid optical imaging systems. 1 Optical testing applications include surface reconstruction techniques for eye surgery, 2 lens testing, 3 and diffractive optical element characterization. 4 Hybrid imaging systems use amplitude and phase measurements for postdetection or predetection processing. Adaptive optical systems 5 use predetection processing to improve image quality by removing wave-front distortions. Deconvolution 1 and tomographic reconstruction 6 systems use postdetection processing for digital object reconstruction.
Wave-front sensors include interferometric and noninterferometric systems. 7 Shearing interferometers, point-diffraction interferometers, 8 and the pseudo-phase-conjugate interferometer 9 are a few examples of interferometric wave-front sensors. Noninterferometric wave-front sensors include the Shack-Hartmann sensor ͑SHS͒ 10 and the curvature sensor 11 with the SHS being the most commonly used wave-front sensor. The SHS is constructed by one mounting an array of lenses in front of an array of detectors. The detectors determine the position of the focal spot intensity centroid of each lens. The set of centroid positions for a normally incident plane wave serves as a zero reference. The offsets between the detected centroids for an arbitrary input wave front and the zero reference positions provide measures of the average wave-front tilt coefficients over each lens subaperture. The input wave front is then reconstructed with data reduction techniques by use of these average tilt measurements.
In one technique we can find the wave-front phase at each sampling point ͑for example, the center of each lens͒ by considering that phase differences between adjacent sampling points are given by a linear combination of the local tilt coefficients. This technique is known as zonal reconstruction. [12] [13] [14] Zonal reconstruction has a low computational complexity because it uses sparse matrices to connect the values of the input wave front on the sampling grid to the measurements taken by the sensor. However, when the bandwidth of the input wave front is large, the higher-order aberration coefficients can no longer be neglected. In other words, the average tilt measurements are not a good representation of a highbandwidth input field, and the zonal reconstruction method fails. In this case one could use a more complete representation of the subaperture wave front in terms of structure functions 15 or relate the average tilt measurements to a better representation of the input, which is the essence of modal reconstruction techniques. 14, 16 The first approach needs more processing than the zonal reconstruction method, whereas the second one is faulted by modal cross coupling or aliasing. 17 In this paper we present a new wave-front sensing device, the sampling field sensor ͑SFS͒. The SFS is a self-referencing interferometric wave front sensor similar, in this respect, to a shearing interferometer, or to a point-diffraction interferometer. The SFS consists of a sampling stage and a fan-out stage. The input wave front is sampled with an array of small apertures. Each sample of the field is fanned out to multiple photodetectors in the sensor's output plane, where it overlaps with the field fanned out from adjacent samples. The interference from each pair of samples is detected, with different phase shifts, at a set of points in the output plane associated with the pair. The phase difference between the field coming from adjacent samples is estimated by use of techniques similar to phase-shift interferometry. In this paper we test numerically and experimentally a SFS design in which the sampling stage is a mask patterned with holes and the fan-out stage is simply Fresnel diffraction. We also show how a SFS can be built by placing an array of tapered sampling holes a small distance in front of a CCD array. This results in a compact, vibration-insensitive interferometric sensor. It combines the sensitivity of interferometric wave-front sensors with the robust, compact nature of the noninterferometric ones. In addition, we suggest alternative implementations of the fan-out stage. We use a numerical simulation to show that the SFS could sense input fields with bandwidths up to the Nyquist limit using only zonal reconstruction methods. This makes the SFS a good candidate for applications that require detection of high information content fields, i.e., fields with a high space-bandwidth product. 18 In Section 2 we provide the SFS design equations and the input reconstruction ͑inversion͒ algorithm. In Section 3 we choose a particular set of design parameters and test this particular design numerically and experimentally. We discuss the results of the tests and propose alternative designs for the sampling and fan-out stages. In Section 4 we outline the characteristics of the SFS that could help spread use of optical phase detection systems outside the laboratory environment.
Sampling Field Sensor Design

A. General Principle
The principle behind the SFS can be viewed independently of the particular physical implementation of its constitutive elements. It relies on the fact that a band-limited function, such as an optical field, can be approximately represented over a finite aperture by a finite number of sample values. The SFS uses optical elements to separate sample values from the input field and to interfere them such that their phase and amplitude can be decoded. In the particular implementation we describe here we sample the input field using a hole grating and then detect the irradiance a specific distance away. This distance is chosen to ensure that the adjacent far-field patterns from each sampling hole overlap partially at the edges in the detection plane. Figure 1͑a͒ illustrates the concept by showing only two sampling holes and their partially overlapping far-field diffraction patterns. We processed multiple intensity measurements in each overlap region using an algorithm similar to phase-shifting interferometry to estimate the phase difference between the two adjacent sampling points. One measurement in each nonoverlap region is enough to estimate the irradiance of the corresponding sampling point. We can obtain the phase shifts required by the phase estimation algorithm by placing the detectors at specified positions in the output plane to take advantage of the quadratic phase shift given by the propagation in free space. In practice, one also includes spectral or spatial filtering components or other types of focusing or windowing components in the sensor.
B. Design Procedure
The goal of the SFS is to estimate the phase and amplitude of a band-limited field across an input aperture. We consider an input field f in ͑x, y͒ with bandwidth B. According to the Whittaker-Shannon theorem, 19 f in ͑x, y͒ ϭ ͚ m,n f in ͑mh, nh͒sinc͑x Ϫ mh͒sinc͑ y Ϫ nh͒. If we could measure the field directly, we could use Eq. ͑1͒ to determine f in ͑x, y͒ by measuring sample values. In optical systems, however, one measures the time average of the intensity of the field rather than the field itself. In general, reconstructing f in ͑x, y͒ from samples of ͉͗ f in ͑x, y͉͒ 2 ͘ is difficult or impossible. The idea of the SFS is to use sampling and linear transformation between the input aperture and the intensity at the detection plane to obtain an invertible relationship between the detected intensity and the input field. Sampling, by use of pinholes, for example, isolates the field values f in ͑mh, nh͒. Diffraction or other linear transformations between the pinholes and the detection plane maps the field samples onto new distributions. The field at the detection plane is then represented as
where r͑x, y͒ are called receiver pattern functions. We seek to design the receiver pattern r͑x, y͒ such that the field values f in ͑mh, nh͒, and thus f in ͑x, y͒, can be estimated from samples of ͉͗ f receiver ͑x, y͉͒ 2 ͘. Practical difficulties that one confronts in implementing this design include the fact that Eq. ͑3͒ is not quite accurate because it is not possible to isolate f in ͑mh, nh͒ exactly with finite pinholes and the fact that reconstruction from ͉͗ f receiver ͑x, y͉͒ 2 ͘ will be sensitive to noise. Discussion of these practicalities is deferred to Section 3 because in this section we are more concerned with the physical implementation of the SFS design concept. Figure 1͑b͒ shows a more detailed diagram of the SFS. In the input plane of the SFS there is a sampling mask consisting of small ͑compared to the sampling distance͒ clear regions or holes on an otherwise opaque substrate. Each hole is circular with diameter a and is placed on a rectangular grid with spacing h in both directions. This is the sampling stage of the device. The fan-out stage consists of a 4f system with its object plane placed a distance d behind the sampling mask. The Fourier plane of the 4f system has a low-pass filter with band limit B L . The intensity in the output field of the 4f system is detected with an array of photodetectors, like a CCD camera. The output plane of the 4f system is the receiver plane shown in Fig. 1͑b͒ .
We now show how one can design the system described above to implement controlled fan-out from the sampling plane to the receiver plane and how to use intensities measured by the photodetectors in the receiver plane to estimate the amplitude and phase of the input field. The idea is to choose the parameters a, d, h, and B L such that the field in the receiver plane of the 4f system can be considered to have the functional form of Eq. ͑3͒ with an appropriate receiver pattern. We consider a receiver pattern to be appropriate if Eq. ͑3͒ can be efficiently and accurately inverted to estimate the field samples. To achieve this goal, we design the SFS to have receiver patterns such that
. (4) Equation ͑4͒ implies that only two adjacent receiver pattern functions overlap at any point in the output plane. Also, there is a region in each receiver pattern of approximate size ε where there is no overlap. It is clear that the representation of the receiver field given by Eqs. ͑3͒ and ͑4͒ is an approximation. Because its output is band limited it cannot be space limited as suggested by Eq. ͑4͒. However, if the intensity in the receiver pattern function outside the specified support region is small enough, we can consider it to be zero. Therefore we specify the design parameters a, d, h, and B L such that the error in Eq. ͑3͒ is negligible when r͑x, y͒ is of finite support. The design equations are found by one considering the diffraction of the field scattered by the sampling mask using Kirchhoff boundary conditions ͑KBC͒ with a propagation kernel derived from a Fourier optics approach. Assuming the four design parameters have been found, we can describe the output of the system, to a good approximation, by Eq. ͑3͒. The next step is to then specify the positions of the photodetectors in the receiver plane. We assume that, in general, the placement of photodetectors or receiver pixels in the receiver plane can be arbitrary and is not limited to a regular square grid. Therefore these positions are additional design parameters. The final step is to specify an inversion algorithm to estimate the amplitude and phase of the input field at the sampling points based on the intensity measurements at the receiver pixels. We show in this paper that the measured intensity values depend on the amplitude and phase of the input field at each sampling point by way of a transformation that is parameterized by a set of constants. The constants depend on the construction of the SFS, especially the position of the receiver pixels ͑ x p , y p ͒. We choose these positions such that the resulting set of parameters will give a robust inversion of the data to reconstruct the input.
To specify the design parameters a, d, h, B L , and ͑x p , y p ͒ we must consider the physical implementation of the SFS in more detail. Assuming KBC, the field right after the sampling mask f sampled ͑x, y͒ is given by
where the function s 0 ͑x, y͒ describes the transmission through one period of the mask and is given by
The function ͑x, y͒ is
where ͑x, y͒ is sinc͑x, y͒. The receiver field is the sampled field convolved with the free-space propagation Fresnel kernel, followed by the convolution with the point-spread function of the band-limited 4f system. Thus the receiver field is represented by
where R is the two-dimensional convolution operator, h d ͑x, y͒ is the Fresnel kernel representing propagation over distance d, and h 4f ͑x, y͒ is the point-spread function of the 4f system. Note that the consideration of the second convolution operation in Eq. ͑8͒ neglects vignetting. 19 We can also write Eq. ͑8͒ using a property of the Fourier transform as
where FT Ϫ1 is the inverse Fourier-transform operator, H d is the Fourier transform of h d , H 4f is the Fourier transform of h 4f , and H SFS is the transfer function of the SFS, i.e., the Fourier transform of the point-spread function of the SFS. If we assume that the 4f system has no aberrations and that it implements a low-pass filter in its Fourier plane, H 4f will be a low-pass filter also. Therefore H SFS is the Fourier transform of the Fresnel kernel windowed by the lowpass filter in the Fourier plane of the 4f system. Using Eqs. ͑5͒-͑8͒ we find that the field in the receiver plane is
where h SFS ϭ FT Ϫ1 ͑H SFS ͒, and the receiver pattern function is given by
over all integers m and n. The parameter hЈ is the distance between the centers of adjacent receiver patterns in the receiver plane. We can assume, without loss of generality, 1ϫ magnification for the 4f system. Thus hЈ is equal to h, and the coordinates in the receiver plane are the same as in the sampling plane. Because the sampling mask is periodic with period h, it follows that r͑x-mh, y-nh͒ ϭ r͑x, y͒ over all integers m and n. Substituting Eq. ͑7͒ into Eq. ͑11͒ yields the receiver pattern function
The limited support requirement in Eq. ͑4͒ cannot be satisfied, in general, for the case in which KBC apply and h SFS is band limited because both the factor in the square brackets in Eq. ͑12͒ as well as h SFS have unlimited support. However, if the size of the sampling hole is small compared to the sampling distance, the contributions from the zero crossings of ͑x, y͒ can be neglected. This allows the factor in the square brackets in Eq. ͑12͒ to satisfy the requirement of limited support. The size of the sampling hole can be found by one trying different values until the SFS wave-front reconstruction error becomes appropriately small, i.e., when the expansion in Eq. ͑3͒ is still valid with the limited support requirement of Eq. ͑4͒ satisfied. Assuming that we can neglect the terms in the sum that multiply the regions around the zero crossings of ͑x, y͒ and allow ͑x, y͒ Х 1 over the sampling hole region in the main lobe of ͑x, y͒, we use Eq. ͑12͒ and the definition of h SFS to obtain
By grouping the two factors of the first convolution in s 0 Ј͑ x, y͒ and using the Fresnel diffraction kernel 19 for
where u and v are the spatial frequencies where the Fourier transform is evaluated. Thus, for a sampling hole of size a much smaller than h and d, the receiver pattern function is approximately given by the Fourier transform of the band-limited sampling hole s 0 Ј͑ x, y͒ with an additional quadratic phase factor. We can pick the windowing function in the Fourier plane of the 4f system such that it reduces the ripples of h SFS outside of the specified support region. If we pick an appropriate windowing function ͑Han-ning or Hamming͒ with a band limit
then r͑x, y͒ will be given only by the main lobe of a sinc function. In Section 3.A we give more details about the numerical simulations of the SFS wave-front reconstruction. Among other tests, we considered a sincshaped incident field diffracted by a mask in which we sampled the input function at the central lobe and adjacent zero crossings. This gives an output field r͑x, y͒ that consists of a set of diffraction patches arranged on a grid with spacing h. We observed that a ratio h͞a of 10 makes the ratio of the intensities in the patches coming from the zero crossings and the central patch to be of the order of 10
Ϫ4
. This ratio increases with our increasing the size of the hole compared to the sampling distance. Also, the case with h ϭ 110, a ϭ 10, ϭ 0.633, d ϭ 1400 m and a Hanning window with B L ϭ 0.1 m Ϫ1 gave a 20% mean reconstruction error at maximum input bandwidth. Considering this to be satisfactory, we obtained a design equation giving a to be roughly
Enforcing the limited support of the receiver pattern functions in the context of using KBC to model the diffraction from the sampling mask severely limits the ratio a͞h. The main drawback is to severely limit the amount of light transmitted by the system. We also note that the model presented here is not valid for h less than approximately 70 m because this would require a less than 7 m or approximately 10 wavelengths, which in turn makes the KBC invalid. We can derive the equation that gives the propagation distance d from relation ͑14͒ by noting that s 0 Ј͑x, y͒ is band limited to B L and that the support of r͑x, y͒ is required to be inside the square ͉x͉ Յ qh and ͉ y͉ Յ qh with q Ͻ 1. On the other hand, d needs to be large enough to ensure the overlap of adjacent patterns, i.e., ͉r͑x, y͉͒ has to be nonzero for ͉x͉ Ն h͞2 and ͉ y͉ Ն h͞2. Thus we obtain
To summarize, Eqs. ͑2͒ and ͑15͒, approximation ͑16͒, and inequality ͑17͒ are the design equations that give the parameters h, B L , a, and d, respectively. Next we consider the equations giving the positions of the receiver pixels, but first we need to model their intensity measurements. We specify the detection area of each receiver pixel by the function i, j ͑x p , y p ͒, where the individual receiver pixel coordinates are denoted by x p and y p with respect to the center of the corresponding receiver pattern r͑x-ih, y-jh͒, which is centered at ͑ih, jh͒. The function i, j ͑x p , y p ͒ is unity over the area of the detector centered at ͑x p , y p ͒ in receiver cell ͑i, j͒ and zero elsewhere. The receiver cell ͑i, j͒ is the region of support for r͑x-ih, y-jh͒. Thus the signal measured by the photodetector at the receiver pixel i, j ͑x p , y p ͒ is proportional to
where at most two terms of the sum interfere at each point according to the finite support requirement of Eq. ͑4͒. We consider three classes of receiver pixels: amplitude pixels, phase 1 pixels, and phase 2 pixels. The amplitude pixels are placed in the nonoverlap regions at the center of each receiver pattern. Therefore the size of the amplitude pixels needs to be less than ε or 2h͑1-q͒ in each direction. Both types of phase pixels are placed in the overlap regions. All three classes of receiver pixels are placed in the receiver plane in a periodic structure. Each receiver cell will contain nine receiver pixels: one amplitude pixel, four phase 1 pixels, and four phase 2 pixels. Figure 2 shows three adjacent, overlapping receiver cells. The signal in the amplitude pixel of receiver cell ͑m, n͒ is given by
Equation ͑19͒ can be written in the form
where K a is a real number that is independent of the input, depending only on the construction of the SFS. The signal measured by the phase pixels differs from Eq. ͑19͒ in that the overlap of two adjacent ͑horizon-tally or vertically͒ receiver patterns needs to be considered. Thus the signal for a phase-type receiver pixel in the receiver cell ͑m, n͒ is found by one keeping two horizontally ͑vertically͒ adjacent terms from Eq. ͑18͒. This results in
where ͑x Pi , y Pi ͒ is the position of each phase pixel of type i ϭ 1, 2 in the x direction ͑note that the symbol * represents complex conjugate͒. Equation ͑21͒ can be rewritten as
where ͑x, y͒ is the phase of the complex wave front f in ͑x, y͒. Equation ͑22͒ also defines four other constants, K 1i , K 2i , K Pi , and ␣ i for each phase pixel of type i ϭ 1, 2. Thus there are a total of nine constants that define the output of the SFS system independently of the input, as long as the input is band limited and Eq. ͑3͒ with the restriction of Eq. ͑4͒ remains valid. These constants are
, and ␣ 2 . They are enumerated as follows:
Extending Eqs. ͑21͒-͑23͒ to the y direction is just a matter of considering the adjacency of the receiver patterns in that direction and calculating the new constants. In certain cases, circularly symmetric or separable receiver patterns, the pixel assignment can be done so that the K parameters are the same in both Cartesian directions. By changing the values of m and n, one can relate the values of the field at all the points ͑mh, nh͒ to the signals detected in the receiver pixels by Eqs. ͑20͒, ͑22͒, and ͑23͒. Equations ͑20͒
and ͑22͒ constitute what we call the SFS representation of the input field, whereas Eqs. ͑23͒ give the physical meaning of its parameters. The inversion algorithm is based on the SFS representation, parameterized by the K parameters and the assumption that ␣ 1,2 are different. We directly estimate the amplitude at each sampling point from the intensity measurement at the amplitude pixel for each receiver cell using Eq. ͑20͒ with
The phase difference between adjacent sampling points is found with a procedure similar to phaseshift interferometry. 20 The two intensities measured by both phase pixels of a receiver cell may be considered as two frames with different phase shifts in a phase-shift phase estimation algorithm. The difference is that the average intensity and the fringe modulation factor are changing from one phase pixel to another, making classical phase-shift techniques unusable. The alternative that we propose is to solve the system of equations formed by Eq. ͑22͒ with i ϭ 1, 2 for the quantities
where
The values of D 1 and D 2 can be estimated by use of the values of the field amplitudes calculated with Eq. ͑20͒. Finally, we find the phase difference by taking the inverse tangent of the ratio of the two quantities in Eqs. ͑25͒. The result is extended over the ͑Ϫ, ͒ interval by use of the signs of the numerator and denominator. To summarize, the amplitude and phase of the input field are given by the following inversion algorithm: Fig. 2 . Layout of overlapping adjacent receiver patterns. A receiver cell is the area covered by the corresponding receiver pattern.
The phase map of the input wave front can be generated from these phase differences by use of wellknown techniques from shearing interferometry. The last step of the derivation in this subsection is to give the rule for choosing the positions of the phase pixels ͑x P1 , y P1 ͒ and ͑x P2 , y P2 ͒. This has to be done such that it gives the best phase estimation error because the amplitude estimation depends only on K a , therefore it is independent on the positions of the phase pixels. 
We also consider the regions of integration to be small enough such that we can approximate the integrals in Eqs. ͑23͒ with the values of the integrand at the receiver pixel position ͑x Pi , y Pi ͒ or ͑0, 0͒. Thus K 11 ͞ K P1 and K 21 ͞K P1 are given by
,
Similarly, K 12 ͞K P2 and K 22 ͞K P2 are given by
From Eqs. ͑29͒ and ͑30͒ we find that, to obtain equal sensitivity to measurement errors in ͉ f in estimated ͑mh, nh͉͒ and ͉ f in estimated ͓͑m ϩ 1͒h, nh͔͉ we need to have x P1 ϭ x P2 ϭ h͞2 independently of y because of receiver pattern separability. A similar set of equations is found for y adjacency and, likewise, the result is that y P1 ϭ y P2 ϭ h͞2 independently of x.
The last design constraint that needs to be considered is the phase difference ͉␣ 1 Ϫ ␣ 2 ͉. In fact, Eqs. ͑25͒ state that the sine and cosine of the phase difference depend on the numerator and denominator in the last equation of Eqs. ͑27͒ through 1͞sin͑␣ 1 Ϫ ␣ 2 ͒. If this is big then the errors in estimating the quantities in the numerator and the denominator will be amplified. Therefore we have the design equation
where p is any positive integer or zero. To find the pixel positions that would satisfy the requirement placed on the difference between both phase angles, we use relation ͑14͒ and Eqs. ͑23͒. First we note that we can use the built-in output phase shift of the Fresnel transformation by appropriately positioning the receiver phase pixels. We consider two phase pixels placed between two adjacent amplitude pixels somewhere on the y ϭ 0 line symmetrically with respect to the middle point x ϭ h͞2 that was found to be optimal for amplitude error sensitivity. The difference in phase angles is given by
Again, we assume the size of the phase pixels to be small enough such that to consider the integration over their areas as a multiplication by a delta function. By using relation ͑14͒ for the receiver pattern functions and neglecting the phase of the Fourier transform of s 0 Ј͑ x, y͒, we simplify Eq. ͑32͒ to obtain
Thus by substituting the requirement from Eq. ͑31͒ ͑ p ϭ 0͒ into Eq. ͑33͒ we obtain the design equation
Because Eq. ͑34͒ is found by drastically approximating Eqs. ͑23͒, it should thus be treated as a rule of thumb and used to obtain an order-of-magnitude value for the phase pixel separation distance. In fact, the actual phase pixel positions are found by trial and error iteration starting with values around the midpoint, x ϭ h͞2, and given by Eq. ͑34͒. Finally, because the intensity measured by the phase pixels is the integration of a local fringe pattern, the modulation of the detected signal is proportional to the ratio between the inverse of the local spatial frequency and the size of the receiver pixel. Therefore the modulation would increase with decreasing pixel size ⌬x ϫ ⌬y. However, this would decrease the level of the detected signal, and the biggest pixel size that still gives good reconstruction error has to be chosen. In Subsections 3.A and 3.B we test this SFS design both numerically and experimentally.
Testing the Sampling Field Sensor
A. Numerical Simulations
The following numerical simulations depend on particular design parameters chosen to closely match our experimental system. The particular design parameters are enumerated here for completeness as follows: 
The meaning of the parameters in the last three equations in Eqs. ͑35͒ is shown in Fig. 3 . Only one period of the periodic structure of receiver pixels is shown. The period of the structure is given to be h ϭ 110 m, and the focal lengths of the lenses in the 4f system are not given because we assumed a perfect unit magnification imaging system. It is of interest to know how well the SFS described in Section 2 detects the amplitudes and the phase differences between adjacent samples of the input field. As a measurement of detection error we use the difference between the simulated input field ͑am-plitude or phase͒, evaluated at the center point of each sampling period, and the estimate obtained using our method and SFS device. That is, the detection error is defined as
where ⌬f is the amplitude error and ⌬ is the phase error. Only x adjacency is shown in Eqs. ͑36͒ for brevity. We simulate the field transformation implemented by the SFS and described in Section 2 by considering it to be a windowed Fresnel transformation. As noted above, this neglects vignetting and the aberrations of the 4f system. The simulated input field was generated by approximate prolate interpolation 21 from a set of samples that oversampled the band-limited input field. In this way it is possible for one to go to a higher order of accuracy in the Fresnel diffraction calculations by changing only the interpolation distance and not the input samples. The samples had the real and imaginary parts uniformly distributed random variables in the interval ͓Ϫ0.5, 0.5͔. The lateral dimensions of the simulated fields were 2.2 mm ϫ 2.2 mm sampled at 1 m in both Cartesian directions. We used fast Fourier transforms to calculate the Fresnel diffraction integral. This was performed in a serial fashion by our considering that the output of one receiver cell is due to the field coming from a corresponding 3 ϫ 3 region in the input. The error would go to zero if the corresponding input region were extended to include all the input points. This would be impractical for the size of the input in our case. To check if the 3 ϫ 3 window is big enough, we increased its size to 5 ϫ 5 and ran a simulation for the field with the highest input bandwidth. We found that the change in the error was insignificant so we kept a 3 ϫ 3 window in all subsequent tests. The SFS had 20 ϫ 20 periods, hence there were 400 detection points. To calculate the error, the input field f in ͑mh, nh͒ is taken after the interpolation step to avoid including the interpolation error in the estimation error. The SFS simulations consisted of two steps. First, we calibrated the system by finding the values of the K parameters ͑␣ 1,2 included͒. For this we used each of the input fields as the test input. We fit the input data to the measurements using least squares with Eqs. ͑20͒ and ͑22͒. The results of the calibration are given in Table 1 for the different simulated input fields. The calibration error for K a is under 0.05% and is not included. The results show that the error in calibrating the system increases with input bandwidth. This is due to the gradual breakdown with increasing input bandwidth of the modal representation of the output given in Eq. ͑3͒. This will make the detection error increase with input bandwidth and is considered a systematic error of the model as no noise factors were considered. Phase wrapping causes an additional increase in the estimation error. The second step was to use the calibrated parameters to estimate the amplitude and phase of the input field with Eqs. ͑27͒. We used the parameters obtained from one of the calibration tests in all the simulated measurement tests. For comparison we simulated the detection of the same input field using a SHS. The SHS consisted of an array of lenses with focal length F ϭ 1400 m and a lens period of h ϭ 110 m ͑the same as the SFS sampling period͒. The working aperture of each lens was considered to cover the entire 110 m ϫ 110 m area of its corresponding period. We estimated the amplitude associated with the center of each lens or central sampling point by integrating the intensity in the SHS focal plane. We estimated the phase difference between sampling points at the opposite edges of each period ͑both x and y directions͒ in the input plane by finding the centroid of the intensity distribution in the focal plane of each lens. The intensity in the output plane is detected by an array of detectors placed on a rectangular grid with a 1.73-m spacing in both directions. We considered the field in the focal plane of each lens to be given by the Fourier transform of the field at the lens plane. This is justified for a slow lens ͑ f͞10 and slower͒ as described by Goodman. 19 Both the aberrations of the lenses as well as the cross talk between the output fields of adjacent lenses were neglected because this would only increase the estimation error. Neglecting the cross talk effectively amounted to a spatial frequency band limit B ϭ x max ͞F Х 0.06 m Ϫ1 for x max ϭ 55 m. This is comparable to the 0.1-m Ϫ1 limit in the SFS case. The phase estimation error for both sensors, as given by the second relation in Eqs. ͑36͒, is shown in Table 2 with absolute and relative values that are normalized to the actual phase difference. The points where the error was within five standard deviations from 2 were excluded from the absolute error calculations to avoid including wrapping error. The standard deviation figure used initially was obtained by our considering only the points with an error less than 0.5 rad. Also, the points where the input phase difference was smaller than 10 Ϫ2 rad were additionally excluded from the relative error calculations. Note that 97% on average and no less than 93% of the total number of points were included in the calculations in all cases for both sensors. The amplitude error is not shown as it is practically zero for the SFS and ranges from 5-100% for the bandwidths considered in the SHS case. Note that the standard deviations for the 1͞880-, 1͞440-, and 1͞220-m Ϫ1 entries in Table 2 are much bigger than in the rest of the cases and are comparable in size to . This is because there are a few points in the input phase differences that are close to or Ϫ and are estimated to be at the opposite side, i.e., close Ϫ and , respectively. The possible cause for this is an error in calibrating the ␣ 1,2 parameters corroborated with the wrapping of the phase. As explained above, this error increases with input field bandwidth ͑see Table 1͒ . A possible remedy would be to use more than two phase pixels having different phase shifts. The inversion algorithm would then use this redundant information to reduce the error. If we eliminate the points for which the difference between the input and the detected phase difference is within 2.0 rad of 2, the errors change to 0.01 Ϯ 0.02 rad for the 1͞880-m Ϫ1 case, to 0.03 Ϯ 0.05 rad for the 1͞440-m Ϫ1 case, and to 0.1 Ϯ 0.15 rad for the 1͞220-m
Ϫ1
case. Note that only 2 points in the first case, 4 points in the second, and 14 points in the third case had to be eliminated. This is from a total of 760 phase differences. Another way to see that there are just few points around Ϯ that cause this problem is to plot the histogram of the error vector ͑difference between the input and the detected values͒ as we show in Fig. 4 for the 1͞220-m Ϫ1 case. Although limited in scope, the simulations show a considerably smaller error for the SFS method as opposed to the SHS method. In a real situation, however, the poor light throughput of this particular SFS implementation is likely to tip the balance of the comparison in the opposite direction. To quantify this statement we consider the detection SNR as limited by the shot noise only. We consider SNR SFS and SNR SHS to be the signal-to-noise ratios of the two systems. For the case described here, the ratio SNR SFS ͞SNR SHS will be approximately equal to the ratio of the power throughput of the two systems, which is of the order of 10
Ϫ2
. This means that 10 2 more power is required by the SFS to have the same shot-noise-limited SNR as the SHS. This implementation of the fan-out stage is a simple one meant for testing the sensor concept. Other implementations, from the realm of array generation techniques, can potentially increase the power throughput by 2 orders of magnitude. On the other hand, its simplicity and real-time phase detection capability may make it attractive for applications such as highenergy laser testing. We also note that our sensor concept has a ͑Ϫ, ͒ dynamic range, similar to any shearing interferometer. The SHS does not have this limitation. Figures 5 and 6 show the results obtained with both sensors for two types of input fields. Figure 5 shows the maximum input bandwidth and Figure 6 shows a typical low-bandwidth field. The amplitude detection error is shown only for the SHS because it is small in the SFS case. Each set of figures contains a view of the real part of the input field, the estimated amplitude versus the input amplitude, and the estimated phase difference versus the input phase difference. The estimated values are marked in the figures with crosses and the input values with circles for each of the 400 detection points. Perfect estima- , ͑b͒ SHS amplitude detection, ͑c͒ SFS phase detection, and ͑d͒ SHS phase detection. , ͑b͒ SHS amplitude detection, ͑c͒ SFS phase detection, and ͑d͒ SHS phase detection. tion occurs every time the cross is centered in the circle for the respective detection point.
The poor amplitude and phase estimation of the SHS are due to the fact that the values of the field amplitude and phase at the sampling point are close to the values estimated only when the input field has a low enough spatial bandwidth. This is because the sensor estimates the average values of the two quantities 10 for each subaperture. According to the mean value theorem, these values are close to the actual values at the sampling points only for small enough input bandwidths. This explains why the output of the SHS for 1͞2200 m Ϫ1 is much better than for 1͞220 m
Ϫ1
. Also, the SHS still shows considerable error compared with the SFS at certain estimation points, even for low input bandwidths. Figure 7 shows a detail of the graphs in Figs. 6͑c͒ and 6͑d͒ to illustrate this fact.
B. Experimental Results
We performed a set of experiments to further test our method. Ideally we want to find the K parameters to be able to estimate an arbitrary field. Here we propose a first step toward that goal: input a tilted plane wave to the system and check if the intensities in the phase pixels show a sinusoidal variation with the change in incidence angle. The experimental setup is shown in Fig. 8 . It consists of two cascaded 4f systems that form the image of a sampling mask on a CCD camera. The first 4f system had a 3-mm hard-edge low-pass aperture in the Fourier plane and a magnification of 2.0ϫ. The focal lengths of the two lenses were 50 and 100 mm, respectively. The second cascaded 4f system was identical to the first one but without any stop in its Fourier plane. The CCD pixel size was 22 ϫ 22 m. As discussed in Subsection 2.B, a small enough receiver pixel size is necessary to obtain good modulation in the phase pixels. The overall magnification of 4.0ϫ ensured an effective receiver pixel size of around 5 m, close to the value in the simulations. The sampling mask consisted of 10-m-square holes spaced at 110 m. It was placed approximately 1 mm in front of the object plane of the system. The input to the system was a collimated beam coming from a laser diode and steered with a mirror mounted on a rotation stage.
The wavelength of the laser radiation was between 620 and 680 nm according to manufacturer's specifications. Our measurements indicated a value of 690 Ϯ 20 nm. The output of the system at normal incidence is shown in Fig. 9͑d͒ . The log base 10 of the measured intensity is shown. The experiment consisted of rotating the steering mirror over a ͓Ϫ0.2°, ϩ0.2°͔ interval to scan the incidence angle. The signal at the amplitude and the phase pixels was recorded. For a clean measurement, the tilted plane wave model of the experiment predicts a sinusoidal modulation in the phase pixels of a period given by Assuming ϭ 680 nm, Eq. ͑34͒ yields a value T ϭ 177 mdeg of stage rotation angle. Figure 9͑a͒ shows the intensity at a phase pixel ͓pixel ͑63,63͒ in Fig. 9͑d͒ , which is 81 ϫ 81͔, and Fig. 9͑b͒ shows the intensity in the corresponding x adjacent amplitude pixels. We note the modulation of the signal in the amplitude pixels that is due to variable intensity in the input wave front. This degrades the ideally sinusoidal signal in the phase pixels. The phase signal has lowfrequency components because of a number of other factors that are not related to the phase difference between the two adjacent sampling points. The most important factor is the change in the receiver pattern function with incidence angle. As pointed out by the numerical simulations, the representation in Eq. ͑3͒ is valid on a limited range of input spatial frequencies. To measure the sinusoidal modulation period we scanned the incidence angle and we exceeded the angular range where Eq. ͑3͒ is valid. Therefore we could not use it to represent the detected signal over the entire range of angles. In fact, the receiver pattern functions shift laterally and, when the incidence angle is increased over a certain value, the shift cannot be neglected. The fact that we use a hard-edge stop in the Fourier plane as opposed to the windowed Fourier transform used in the simulations makes the receiver pattern functions even more dependent on the incidence angle of the input field because of the more pronounced sidelobes. Figure 10͑a͒ shows the change in the receiver patterns with incidence angle. Restricting the data to a 200-mdeg range roughly corresponding to the ͓Ϫ1͞ 2h, 1͞2h͔ working bandwidth, we obtain a modulation period of approximately 160 mdeg, close to the one predicted by Eq. ͑34͒. Figure 9͑c͒ shows the signal in this range as well as the fitted sinusoidal modulation. In fact, we considered the signals from 300 phase pixels placed in the middle region between adjacent amplitude pixels. The amplitude pixels were placed at the maxima of the intensity patterns. Figure 10͑b͒ shows the histogram of the measured periodicity distribution. The average value is approximately 150 mdeg with a standard deviation of 40 mdeg, which is in agreement with the theoretical estimation from Eq. ͑34͒. Also, our experiments emphasized the real-time capability of the SFS. We attempted to make the same measurement but using a phase-stepped Mach-Zehnder shearing interferometer instead. We did not obtain meaningful data until we decreased the shear to approximately 16 m as opposed to 110 m in the SFS case. This was due to the beam pointing error of the laser diode and the fact that we were using a multiframe technique. We used the measurements taken with the MachZehnder interferometer to estimate a sinusoidal period of 182 Ϯ 10 mdeg, confirming our previous estimate.
C. Discussion
We tested the consistency of the SFS method both numerically and experimentally. Numerical simulations proved the wave-front sensing principle of this device. We showed experimentally that the signal detected in the phase pixel is proportional to the cosine of the phase difference between two adjacent sampling points. The most important drawback of the current implementation of the fan-out stage is the low light throughput. Alternative methods, such as array generation techniques, may also be considered. For example, one can use diffractive masks placed in the Fourier plane of the 4f system. This could increase the light throughput by 2 orders of magnitude. Also, one can use matrices of diffractive lenses instead of the refractive lenses used in this research. By reducing the focal lengths, we could make the system more compact, possibly by 2 orders of magnitude. Ideally, use of an array generator as the fanout element would create multiple phase-shifted replicas of the sampling mask at the receiver plane, thus making possible use of one-shot phase-stepping interferometry techniques. Use of the sampling stage is the key element to allow for allocating the blocked regions in the input to measurement regions in the output. However, the setup that we presented has the advantage of being easy to implement. Equations ͑13͒ suggest that we can eliminate the 4f system if we could make the sampling function s 0 ͑x͒ band limited, like a tapered hole, for example. In this way the first two factors of the convolution could be replaced by a tapered sampling hole without changing the overall operation of the system. The tapered-hole SFS sampling mask would be placed approximately 1 mm in front of a CCD array. This simple improvement would make the system considerably smaller and thus less sensitive to vibrations. Materials for true gray-level masks are commercially available.
One problem that must be solved, before a successful implementation of the SFS can be accomplished, is the calibration procedure. Obtaining the values of the K parameters was easy in the simulation because we had access to the input field directly. This was not the case for the experiment. Having greater Fig. 10 . Experimental verification. ͑a͒ Change in the receiver pattern function with angle of incidence. The receiver pattern function is different for different values of the incidence angle. This is due to the failure of the SFS representation to model the output field at high input bandwidths ͑the model breaks down͒. ͑b͒ Histogram of the measured period for 300 phase pixels. The average period is approximately 150 mdeg with a standard deviation of 40 mdeg which is in agreement with the theoretical estimate.
light throughput as well as a better SNR of the signal in the phase pixels would allow use of more-refined calibration procedures.
Conclusions
We proposed a new wave-front sensing method based on reconstructing the input field from its samples and demonstrated a particular sensor implementation. Numerical tests showed that it can detect the phase of input fields up to the Nyquist limit with an error increasing with bandwidth but lower than 20%. Experimental tests showed the consistency of the model by correctly measuring the tilt of a plane wave at a variable incidence angle. However, we were unable to solve the system calibration problem and therefore reconstruct arbitrary fields. Alternative techniques similar to array generation may be used in designing the fan-out stage of the device and improving its light efficiency. The fact that the SFS could sense fields with bandwidths up to the Nyquist limit make it a good candidate for applications that require detection of high information content fields. Its one-shot phase detection capability could benefit a number of applications needing real-time full-field detection. In summary, the main qualities of the SFS are its potential compactness, ease of use, and real-time phase detection. Compactness reduces its sensitivity to vibrations and, together with the other two characteristics, could help spread use of optical phase detection systems outside the laboratory environment.
