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Abstract. It is shown that NP is equal to PSPACE if and only if for every oracle set A, NP(A) 13 
equal to the class NPQUERY(A) of languages accepted by noudeterministic polynomial space- 
bounded oracle machines that are allowed to query the oracle for A only a polynomia\l number of 
times. Further, it is shown that there is an oracle set B such that NPQUERY(B) is not equal to the 
class PQUERY(B) of languages accepted by deterministic polynomial space-bounded oracle 
machines that are allowed to query the oracle for B only a polynomial number of times. 
1, hdmIoction 
Is NP equal to PSPACE? 
One might attempt to prove that NP equals PSPACE if and only if for every oracle 
set A the class NP(A) of languages accepted inpolynomia? time by nondeterministic 
oracle machi: es with A as oracle set is equal to the class PSPACE(A) of languages 
accepted by oracle machines that use at most a polynomial amount of work space and 
have A as oracle set. However, esta:blishing this equivalence is no easier than 
showing directly that NP is not equal to PSPACE since it is known [l, 2, 141 that 
there is an oracle set A such that NP(A) is not equal to PSPACE(A). One would like 
to have positive properties of NP relativize but this is not the case if NP = PSPACE 
since for the set A noted above NP(A) # PSPACB(A). This suggests hat one slould 
reconsider the relativization of PSPACE. The proofs in [l,2,14] of the existence of 
such a set A require a space-bounded oracle machine to query its oracle a number of 
times that is exponential in the size of its input. Here we consider the situation of 
polynomial space-bounded oracle machines that are allowed to query their oracles 
only a polynomial number of times. 
For any oracle set A, let NPQUERY(A) (PQUERY(A)) be the class of languages 
accepted by nondeterministic (resp., deterministic) oracle machines that use A as 
uracle set, that use at most a polynomial amount of work space, and that are 
restricted so that the oracle is queried only a (fixed) polynomial number of times in 
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any accepting computation. An equivalent formulation is that for any set A, a 
language L is in NPQa6JERY(A) (PQUERY(A)) if and only if there is a nondeter- 
ministic (resp., deterministic) oracle machine M such that L(M, A) = L, M uses at 
most a polynomial amount of work space, and in any accepting comput ption M can 
query its oracle about only a polynomial number of different strings. 
The main result (Theorem 3.1) is that NP is equal to PSPACE if and only if for all 
sets A, NP(A) is equal to NPQUERY(A). Thus, if one could show the err istence of an 
oracle set ;1 such that NP(A) is not equal to NPQUERY(A), then one would have 
shown that ‘NP is not eq_ual to PSPACE. 
The classes of the form PQUERY(.A) and NPQUERY(A) are interesting in their 
own right. It is shown (Theorem 4.1) tha; there is an oracle set 23 such that 
PQUERY(B) # NPQUERY(B). Thus the deterministic simulation of a nondeter- 
ministic space-bounded machine within the square of the space bound [ 101 does not 
apply to this model even though it does apply to space-bounded oracle machines that 
do not restrict the number of oracle queries [ 131. 
There are two principal contributions in this paper. First, the new relativizations of 
the class PSPACE provide a framework in which one can attack the “NP= ? 
PiSPACE” question. Second, the properties of PQUERY(A) and NPQUERY(A) 
for an arbitrary oracle set A show that placing a bound on the number of c,racle 
queries forces a class of languages pecified by space-bounded machines to’have 
properties very similar to those of a class specified by time-bounded maP.chines. The 
proof techniques illustrate both the power and the usefulness of tile algebraic 
approach to formal language theory :vhen studying questions about computational 
complexity. 
There are some fundamental questions about the nature of computation that are 
reflected in the properties of clr;sses cf the form PQUERY(A) and NPQUERY(A). 
Apparently these classes have not been studied before. 
2. Preliminaries 
It is assumed that the reader is familiar with the basic concepts from the theories of 
automata, computability, and formal languages. Some of the concepts that are most 
importitnt for this paper are reviewed here and notation is established, , 
For a string w, 1 w 1 &notes the length of w. The empty string is denoted by e, le:i = 0. 
If f is a function on the nonnegative integers, then a homomorphism h : C* + ,A* is 
f-erasing on a language L E: C* if there is a constant k > 0 such that for all w E X*, if 
w E L and 1 w I> k, then ] w 1 G kf (Ih ( w )I). A class 2’ of languages is closed tinder 
pdynomiaberasing homomorphism if for every language L ~9 and every 
homomorphism h, if there is a polynomial f(n) = izP such that h is f-erasing ion L, 
thenh(L)={h(w)lwEL}isinE 
An oracle machine is a multitape Turing with a distinguished work tape, the 
query tape, and three distinguished states Y, YES and NO. At some step of a 
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computation on an input string W, A4 may transfer into the state QUERY. In state 
QUERY, &Z transfers into the state YES if the string currently appearing on the 
query tape is in some oracle set A; otherwise, 1M transfers into the state NO; in either 
case the tape is instantly erased. The set of strings accepted by MFelative to the oracle 
set A is L(M, A) = (w 1 there is an accepting computation of A4 on input tic ‘when the 
oracle set is A}. Xf AZ has no query tape, we write L(M) instead of L(M, $3). 
Oracle machines may be deterministic or nondeterministic. An oracle machine 
may operate within some time bound T, where T is a function of the length of the 
input string, and the notion of operation within a time bound for an oracle machine is 
just the same as that notion for an ordinary Turing machine. An oracle machine may 
operate within some space bound S, where S is a function of the length of the input 
string, and here we require that the query tape as well as the ordinary work tapes be 
b’ounded in-length by S. 
For any space bound S, where S(n) 3 n, and any oracle set, let NSPACE(S, A) 
(DSPACE(S, A)! be the class of languages accepted by nondet+zrministic (resp., 
deterministic) oracle machines that have A as the oracle set and that operate within 
space bound &n), and let PSPACE(A) =Ukal DSPACE(& A). It is known 
[lo, 131 that for every oracle set A and all k 2 1, NSPACE@, A) c_ 
DSPACE(n’*, A) so that F’SPACE(A) = Ukal NSPACE(n’, A). If machines 
without query tapes are considered, we write DSPACE(S) for DSPACE(S, 0) and 
NSPACE(S j for NSPACE(S, 0). 
For any time bound T, where T(n) 2 n, and any oracle set A, let NTIME(T, A) 
(DTIME(T, A)) be the class of languages accepted by nondeterministic (resp., 
deterministic) oracle machines that have A as oracle set znd that operate within time 
bound T(n). For any oracle set A, let NP(A) (P(A)) be the class of languages 
accepted by nondeterministic (resp., deterministic) oracle machines that have A as 
oracle set and that operate within polynomial time. 
We write P for P(p)), NP for NP;0), and PSPACE for PSPACE(0). Recall that for 
every oracle set A, P(A) 5 NP(A) E PSPACE(A) and P c NP G PSPACE. 
Let DTIME(LIN) (NTIME(LIN)) be the class of languages accepted in linear time 
by deterministic (resp., nondetern-iinistic) Turing machines and let DSPACE(LIN) 
(NSPACE(LIN)) be the class of languages accepted by deterministic (resp., 
nondeterministic) Turing machines that use at most linear work space. 
3. Main result 
Here the new classes are defined and the main result is established. 
Fbr any oracle set A, let NPQUERY(A) (PQUERY( cl)) be the ~1~s ol” languages 
accepted by nondeterministic (resp., deterministic) oracle machines th;a? have A as 
oracle set, that operate within polynomial work space, s-nd that are rest&ted so that 
ill every computation the oracle can be queried only a poiy~omiai number tii f&es 
(for some fixed polynomial that depends only on the machine). Thus, each class of th 
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ferm NPQUERY(A) is specified by nondeterministic machines while each class of 
the form PQUERY(A) is specified by deterministic machines. 
It is clear that for any oracle set A, PSPACE c PQUERY(A) c NPQUERY(4) G 
BSPACE(A), P E P(A) c PQCERY(A), and NP c NP(A) c NPQUERY(.4) E 
PSPACE(A). Notice that PQUERY(lb) = NPQUERY((b) = PSPACE s! a that classes 
of the form PQUERY(A) and NPQUERY(A) do relativize the class %PACI~Z. In 
Section 5 it is shown that there are oracle sets A and B such that PQ’JERY(A) = 
NPQUERY(A) and PQUERY(B) # NPQUERY(B). 
Notice that for any oracle set A, a language L is in NPQ? rERY(A) (P~UERY(A)) 
if and only if there is a nondeterministic (resp., determirxiic) oracle ma&line M such 
that L(M, A) = L, M uses at most polynomial work space, and in every accepting 
computation M can query the oracle about only a polynomial number of distinct 
strings. 
Oracle machines that have space bounds and also bounds on the number of times 
the oracle can be queried will be referred to as bounded query machines. Classes of 
languages pecifipd by such machines will be referred to as bounded query classes. 
Now the main result can be stated. 
Theorem 3.1. The following are equivalent: 
(a) NP = PSPACE; 
(h) for every oracle set A, NP(A) = NPQUERY(A). 
Thus the question of NP = ?PSPACE can be resolved either by finding a set A such 
that NP(A) #NPQUERY(A) or by showing that for all sets .I#, NP(B) = 
NPQUERY(B). 
To prove Theorem 3.1 a series of lemmas is developed.. 
For any set A, let A be the smallest alphabet such that A c_ A*, let /i = A* -A, let c, 
d be two symbols not in A, and let A @A = (c)A u{d}A. 
emma 3.2. Suppose that M is a nortdeterministic (deterministrc) oracle machine that 
uses work space bounded by pi(n) = n ’ and that is restricted so that in every accepting 
computation the oracle can be queried at most pz(n) = nq times. Then there exisl 
homomorphisms hl, hZ and a language LOE NSPACE(LIN) (resp., LOE 
DSPACE(LIN)) such that for any oracle set A, L(,W, A) = hl(Lon hi’((A@A)*)) 
and 021 isp3-erasingon Lonhil((A@A)*) wherep3(n)=pz(n)(l+pl(n)), 
roof. The proof is similar to that of Proposition 3.5 of [15]. Consider the following 
Turing machine MO which has the same number of ‘.dpes as M, The input tape of MO 
has three tracks, and in an accepting computation MO first checks that the strings on 
:;re three tracks take the following form: track B contains a string w on the input 
alphabet of M (a candidate for a string in L(M, A)); t: ack 2 contains a string in 
({c, dl)A*)* (recall that A G A* and c, d& A) such that each segment, a string in 
{c, d)A*, has length at most 1 + p1 (I w I) and there are at most p2(1 w I) such segments; 
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and track 3 contains marking symbols to bring the length of the input string to p3( 1 w I’). 
Given the information on the first two tracks, MO can &zlate a computation of M 
on w, using its work tapes as M would, except that when M would query its oracle, 
lMV must chec-k that the string on the query tape is the same as that in the next 
sepment on track 2 (erasing the query tape in the process) and, if they agree, MO 
ci;,,iinues with the YES state if the first symbol of that segment was c and the NO 
state otherwise. The machine MO accepts an input string exactly when M would 
accept the first track of MO’s input when given the information in (an initial portion 
of) the second track, and for any oracle set A and any string w in L(M, A) there is an 
input that Ma accepts with w as its first track. 
If h1 and hz are the homomorphisms defined by projection onto the alphabet- of 
the first and second tracks, respectively, of MO’s input tape, then for any oracle set A, 
L(M, A) = hl(L(Mo) n Ii;* ((A @a)*)). The machine & never queries an oracle and 
the space bound for M and the length of track 3 ensure that M0 operates in space 
linear in the length of its input string, so that Lo = L(Mo) E NSPACE(LIN) if M is 
nondeterministic and L,o = L(MO) E DSPACE(LIN) if M is deterministic. For any 
string x in L(MO) n hT1 ((A@&*), if w is the string in the first track of X, then the 
space-filling symbols on track 3 force 1x1 to be &[wl). Thus hl is p3-erasing on 
L(A&) n h;’ ((A @A’)*). 
Lemma 3.3. For any oracle set A, NPQUERY(A) is the smallest class of langua,~s 
that contains every language in DSPACE(LIN) and every language h-‘((A 9 a)*) 
where h is a homctmorphism and rhat is closed under intersection and polynnmial- 
erasing homomorphism. 
Proof. Let S(A) denote the second class. It is easy to see that NPQUERY(A) is 
closed under intersection, polynomial-erasing homomorphism, and inverse 
homomorphism (see r17]), and clearly (.4@A)* is in NPQUERY(A). Also, 
DSPACE(LIN) G PSPACEG NPQUERY(A). Thus, the choice of 5?(A) as the 
smallest such class yields S!?(A) c NPQUERY(A). Recall that if a language L is in 
NSPACE(LIN), then there is a deterministic Turing machine M such that M uses 
work space at most n * and L(M) = L [lo], and so any class containing every language 
in DSPACE(LIN) and closed under polynomial-erasing homomorphism includes 
NSPACE(LIN) and PSPACE. In particular, NSPACE(LIN) c Z’(A) and it follows 
from Lemma 3.2 that NPQUERY(A) G Z’(A). 
The characterization given by Lemma 3.3 will be useful throughout this paper. 
Lemrnia 3.4. For any oracle set I i, W(A) is the smallest ci!ass of languages that 
contains every language in DTIMIE&IN) and every language h-‘((A Oki)*) where h 
is a hbmomorphism and that is c:losed under intersection and polynomial-erasing 
homomorphism. 
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roof. This follows immediately from Proposition 3.5 of [ 161 or the Representation 
Lemma of [7]. 
Now the main result is established. 
roof of eorem 3.1. If for every oracle set A, NP(A) = NPQUERY ,A), then this 
equation holds when A is the empty set and SO NP= PSPACE. !buppose that 
NP = PSPACE. For any oracle set A, it is clear that NP(A) G NPQ!JERY(A). 
Since DSPACE(LIN) G PSPACE and NP G NP(A), if NP = PSPKE, then 
DSPACE(LIN) c_ NP(A). The characterization of NPQUERY(A) given by Lemma 
3.3 and the closure properties of NP(A) given by Lemma -3.4 combine to yield 
NPQUERYQA) E NP(A). 
The result of Theorem 3.1 leads one to consider necessary and sufficient conditions 
for NP(A) to be equal to NPQUERY(A) for any fixed oracle set A. The following 
lemma is useful in developing such conditions. 
Lemma 3.5. For eoep)l oracle set A, the class NPQUERY(A) is the image of the class 
PQUERY(A) under polynomial-erasing homomorphism. 
Proof. For any oracle set A, DSPACE(LIN) G PSPACEG PQUERY (A), and 
h-‘((A @A)*) E PQUERY(A) for every homomorphism h. Clearly, PQUERY(A) 
is closed under intersection. Since PQUERY(A) G NPQUER f(_ 
follows from these facts and Lemma 3.2. 
For every oracle st t A, NPQUERY(A) is closed under polynomial-erasing 
homomorphism and s3 NPQUERY(A) is the closure of PQUERY(A) un&r 
polynomial-erasing homomorphism. 
For any oracle set A, let NQUERY(LIN, A) (DQUERY(LIN, A)) be the class of 
all languages L(M, A) where M iri a nondeterministic (resp., deterministic) oracle 
machine that uses at most a linear amount of work space and in any accepting 
computation is allowed to query the oracle only a linear number of times. 
For every oracle set A, the following are equivalent: 
(a) NP(A) = NPQUERY(A); 
(b) PQUERYCA) E NP(A); 
(c) DQUERY(LIN, A) c NP(A). 
(d) DSPACE(LIN) c_ NP(A); 
(e) PSPACE. G NP(A). 
Since DSPACE(LIN) s PSPACE E PQUE 
DSPACFWJ) G DQUERY(LIN, A) G PQUERY( ), it is clear that (a) implies (b), 
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(b) implies (c), and (c) implies (d). Since NP(A) is closed under polynomial-erasing 
homomorphism and PSPACE is the closure of DSPACE(LIN) under polynomial- 
erasing homomorpbnim, (d) implies (e). From Lemmas 3.2 and 3.4, it follows that (e) 
implies (a). Hence the five conditions are equivalent. 
A sufficient condition for classes of the form NP(A) and NPQUERY(A) to be 
equal can be obtained by considering classes of the form P(A) and PQUERY(A) 
Lemma 3.7. For every oracle set A, P(A) = PQUERY(A) i,” and only if 
DQUERY(LIN, A) c P(A). 
Proof. If P(A) = PQUERY (,4), then DQUERY(LIN, A) c P(A) since 
DQUERY(LIN, A) G PQUERY(A). Proving the converse requires an argument 
based on the technique of padding. Since this technique can be useil to prove some of 
the results in Section 5, the argument is sketched here. 
Suppose that DQUERY(LIN, A) eP(A). Let L1 be an arbitrary language in 
PQUERY(A) so that there is a deterministic oracle machine Ml such that 
L(Ml, A) = L1, Ml uses work space bounded by pi(n) where pi(n) is a polynomial, 
and in any computation Ml makes at most pz(n) oracle queries where pz(n) is a 
polynomial. Let p3 be the maximum of p1 and p2. If C is the smallest alphabet such 
that L1 cS*, then let L 2 = (wdk 1 w E %I, k = p3(1wI)} where d is a new symbol not in 
2. From Ml me can construct a deterministic oracle machine A& such that on input 
wdk, M2 first checks that k = p3(1 w I> and then simulates M1 on w, accepting wdk if 
and only if both ie = p3(lwl) and also Ml accepts w. Thus, L(M2, A) = L2. Now M2 
needs at most linear work space since Iwdk]~P3(lwl)~Pl(lwI) if k =p3(!wl), and in 
every computation M2 makes at most a linear number of oracle queries since 
lwd”l aa&l) ap&l)e Thus, L 2 is in DQUERY(LIN, A) and so L2 is in P(A). 
Since L2 is in P(A), there is a deterministic oracle machine M3 such that L(M3, A) = 
L2 and M3 operates in polynomial time. From M3 one can construct a deterministic 
oracle machine Md such that upon input w E C*, Md first writes wdk, k = p3(1 w I), on 
one of iai work tapes and then simulates M3 on wdk, so tihat Md accepts w if and only 
if M3 accepts wcikk. Thus, L(A&, A) = L1 and it is clear that M4 can be made to operate 
in polynomial time. Hence, L1 is in P(A), and since L1 was taken arbitrarily from 
PQUERY(A), this means that PQUERY(A) c P(A), so that PQUERY( 4) = P(A). 
Theorem 3.8. For every oracle set A, if .P(A) = PQUERY(A), then NP(A) = 
NPQUERY(A). 
Proof. This is immediate from Theorem 3.6 and Lemma 3.7. 
The relationship between PQUERY(A) and NPQUERY(A) for any fixed oracle 
set A will be investigated in Section 5. 
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4. NPQUERY(A) vs. PSPACE(A) 
One may ask if any new class has actually been introduced here since il is possible 
that for all sets A, NPQUERY(A) = PSPACE(A). However, the folk-<wing result 
shows that this is not the case. 
.l. There exists oracle sets A and B such that NPQUERY(A) = 
PSPACE(A) and NPQUERY(B) # PSPACE(B). 
Proof. If A = 8, then NPQUERY(A) = PSPACE(A) = PSPACE; To describe the 
set B, some machinery must be described. 
Consider an enumeration NPo, NP1, . . . of all the polynomial-bounded 
nonoeterministic query machines. Without loss of generality, assume that pi(n) = 
i + ni is an upper bound on both the work space used by machine NPi and on the 
number of times that machine NPi can query its oracle duriag any accepting 
co;nputation on an input string of length n. 
For any set X c (0, l}*, let S(X) = { y E (0, 1)” 1 there exists x E X such that 1x1= 
lyl}. Clearly S(X) E NP(X) c NPQUERY(X). 
we will describe a set B c (0, 1}* such that S(B) @ NPQUERY(B), thus showing 
that NPQUERY(B) is not closed under complementation. Since for ever: oracle set 
X, PSPACE(X) is closed under complementation, this will show that 
NPQUERY(B) # PSPACE(R). 
The construction of the set B proceeds in stages. Denote by B( 1) t!le finite set of 
input strings placed into B prior to stage i. Let B(0) = 0 and let no = 0. 
Stage i. Choose n >ni SO large that pi(n)<2”. Run polynomial-bounded 
nondeterministic query machine NPi with oracle B(i) on input xi = On. If NPi with 
oracle B(i) accepts xi, then choose any accepting computation of NPi with oracle B(i) 
on xi and place into B some string of length n not queried during this computation. 
Since there are 2” strings of length n and NPi can query the oracle at most 
pi(n) = i + n i times during any accepting computation, there must be some string in 
(0, l}* of length n that this computation does not query. If NPi with oracle B(i) does 
not accept xi, then place no new string into B.at this stage. Let ni+i = 2n and go to the 
next stage. 
The computation on NPi on input xi is the same whether B or B(i) is used as oracle 
because B has a string of length Ixi I if and only if B(i + 1) has a string of length [xile Hy 
construction xi E R;(NPi, B) if and only if xi E L(NPi, B(i)) if and only if some string of 
length [Xii is in B if and only if all strings of length Ixil are in S(B) if and only if 
q E S(B). ‘Thus L(NPi, B) f S(B). since this is true for every i, S(B) is not in 
GPQuERY(B). 
e There exists an oracle set B such that NP UERY(B) is not closed 
under compleni:entation. 
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The reader will ncte that the proof of Theorem 4.1 is essentially that of Theorem 4 
of Baker, Gill, and Solovay [l]. 
The result of Theorem 4.1 suggests that one might investigate necessary and 
sufficient 4:onditions such that for a given oracle set A, NPQUERY(A) = 
For every set A, let DSPACE(LIN, A) (NSPACE(LIN, A)) be the class of all 
languages L(A4, A) where M is a deterministic (resp., nondeterministic) oracle 
machine that uses at most linear work space. 
Theorem 4.3. AFor every oracle set A, the following are equivalent: 
(a) NPQUERY(A) = PSPACE(A); 
(b) DSPACE(LIN, A) c_ NPQUERY(A). 
Proof. Since DSPACE(LIN, A) c PSPACE(A), it is clear that (a) ilnplies (b). To see 
that (b) implies (a), recall that PSPACE(A) is the closure of DSPACE(LIN, A) under 
polynomial-erasing homomorphism [5, 131. Since NPQUERY(A) is closed under 
polynomial-erasing homomorphism (Lemma 3.3) means that if 
DSPACE(LIN, A) ENPQUERYCA), then PSPACE(A) c YPQUERY(A j. But 
NPQUERY(A) c PSPA<:E(A) so that equality is obtained. 
Many of the combinatorial problems that have been shown to be “complete” for 
PSPACE implicitly involve the encoding of the transitive closure of some binary 
relation. An interpretation of transitive closure as an operation on a class oE 
languages was developed earlier [4,5]. 
Consider n-ary relations on strings. If R is a binary relation on strings over the 
alphabet 2, then the transitive closure of R is R* = {(x, y) 1 X, y E C* and either x = y 
or there exist n 3 1 and zo, . . . , z,, EZ* such that z. = X, zn = y, and for each 
i=l 9 ’ l l 9 n, R(+1, Zi) holds}. A binary relation R is length-preserving if for all x, y, 
when R (x, y) holds, then 1x1= 1y I. 
Let R be an n -ary relation on strings over the alphabet 2. Let # be a symbol not in 
C. The language S&(R)=(wl#-+w,l for i-l,...,n, wiEC*; and 
R!wl, ’ 9 ’ 9 w,) holds} is the sequential F+ -encoding of R. 
We are interested in interpreting a language as an encoding of a binary relation. 
Let L be a language and let C be a finite alphabet such that L c C*. For any a E C the 
binary relation a-encoded by L is R,(L) = {(x, y)Ix, y E (2 -{a})* and xay EL]. 
A class 2 of languages is weakly transitmely closed if the following condition holds: 
Let L be any language in 9,l.et .Z be the smallest finite alphabet such that ,G c 2’*, and 
let a be a symbol in C. If R,(L) is length-preserving, then SE,(Rz (L)) is in 22’. 
It was shown in [4] that NP = PSPACE if and only if NP is weakly transitively 
closed, and it was shown in [SJ that for every oracle set A, NP(A) = PSPACL(A) if 
and only if NP(A j is weakly transitively closed. Following the arguments in [5] it is 
easy to prove the following result. 
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.4. For ewy oracle set A, NPQUERY(A) = PSPKE(A) if and only if 
NPQUERY(A) is weakly transitively closed. 
The polynomial-bounded query classes have been described in ter.ms of lboth 
deterministic and nondeterministic oracle machines. One might ask if Savitch’s [101 
results apply so that for all oracle sets A, PQUERY(A) = NPQUERY(A). The 
answer is ‘no’? 
Theorem 5.1. There exist oracle sets A and B such that PQUERY(A) = 
NPQUERY(A) and PQUEPY(B) f NPQUERY(B). 
Pr&. If A = 0, then PQUERY(A) = NPQUERY(A) = PSPACE- To describe the 
set B, some machinery must be developed. 
Just as iq the proof of Theorem 4.1, consider an enumeration NPo, NPI, l . . of 
all the nondeterministic polynomial-bounded query machines. Also consider an 
enumeration p0, PI, . . . of all the deterministic polynomial-bour&d query 
machines. Without loss of generality, assu_mz that pi(n) = i + n i is an upper bound on 
both the work space used by machine NPi (and also by machine fi) and on the 
number of times machine NPi (and also machine Pi) can query its cracle during any 
accepting computation on an input string of length n. 
Assume e, 0, 1, 00, 01, 10, 11,000, . . . is an enumeration of the strings in (0, l}*. 
For any set X c (0, l}*, let S(X) = { y E (0, l)* 1 there exists x E X such that 1x1 =
1 y I}. Clearly S(X) E NP(X) G N?QUERY(X). 
We will describe a set B G (0, 1}* such that S(B) & PQUERY(B), thus showing 
that PQUERY(B) # NPQUERY(B). 
The oracle set B is constructed in stages. Denote by B(i) the finite set of strings 
placed in B prior to stage B. Let B(0) = 8 and let no = 0. 
Stage i. Choose n > ni so large that pi(n) < 2”. Run query machine pi with oracle 
set B(i) on input xi = On. If Pi accepts xr (so xr E L(Pl, B(i))), then place =?o strings into 
oracle set B at this s&age. If Pi rejects xi (SO xi& L(Pi, B(i))), then add to B the least 
string in the canonical enumeration of binary strings of lemgth n not queried by Pi 
with oracle B(i) on its computation on xi. Finally, let nl+l = 2” and go to the next 
stage. 
The computation of Pi on input string xi is the same whether B or B(i) 1s used as 
the oracle set since no string queried by Pi on input xi is later added or deleted from 
B. At stage i, membership in L(Pi, B) is spoiled so that Pi with oracle set B does not 
): by construction, xi& L(Pi, L(Pi, B) if and on 
string of length lxil belongs to , that is, if and only if xi E S( zrefore S(B) is not 
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2. There is an oracle set B such that NP(B) G PQUERY(B). 
The reader will notice that the proof of Theorem 5.1 is essentially that of Theorem 
3 of Baker, Gill? and Solovay [l]. 
Savitrh IlO] has shown that for any space bound S, NSPACE(S) G DSPACE(S*), 
where S*(n) = (s(n))*. Simon [ 131 has extended Savitch’s proof to show that for any 
space bound S and any oracle set A, NSPACE(S, A) c DSPACE(S*, A). Theorem 
5.1 appears “to be the first known case whelre this type of polynomial-bounded 
deterministic simulation of a nondeterministic process does not hold for classes 
specified by space-bounded machines. 
The result of Theorem 5.1 suggests that 01113 consider necessary and sufficient 
conditions such that for a given oracle set A, P’QUERY(A) = NPQUERY(A). 
Theorem 5.3. For every oracle set A, the follorkng are equivalent: 
(a) PQUERY(A) = NPQUERY(A); . 
(b) PQUERY(A) is closed undeOy nonerasing homomorphism ; 
(c) NQUERY(LIN, A) E PQUERY(A). 
Proof. Since NPQUERY(A) is closed under polynomial-erasing homomorphism 
(Lemmas 3.2 and 3.3), it is clear that (a) implies (b). Since NQUERY(LIN, A) c_ 
NPQUERY(A), it is clear that (a) implies (c). 
Since NPQUERY(A) is the closure of PQIJERY(A) under polynomial-erasing 
homomxphism, to show that (b) implies (a) it is sufficient to show that if 
PQUERY(A) is closed under w-F*c*~ J1 Wfiu3irrg homomorphism, then PQUERY(A) is 
closed under polynomial-erasing homomorphism. A proof off this last fact can be 
based on a simple padding argument similar to that used in the proof of Lemma 3.7. 
Also the same type of argument can be used to prove that (c) implies (a). The details 
are left to the reader. 
Corollary 5,4. Xhcre is an oracle set A such that DQUERY(LIN, A) s 
NQUERY(LIN, A) and NQUERY(LIN, $1) rig BQUERY(A). 
In [3] it is shown that P = NP if and only if P is closed under nonerasing 
homomorphism if and only if NTIME(LIN) G I’. Thus, Theorem 5.3 gives evidence 
of the structural similarity between classes of the form PQUERY(A) and 
NPQUERY(A) and the classes P and GP. 
Some inequalities can be established based on the fact that certain classes can be 
decomposeci into infinite hierarchies. These inequalities are similar to those in [3]. 
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The standard separation theorems for complexity classes specified by time- 
bounded machines yield the fact that the class P can be decomposed into am 
infinite hierarchy of classes corresponding to the polynomial degrees: 
DTIME(n) 5 DTIME(n’) s l l l s The standard techniques used to prove :his fact can 
be applied to classes pecified by time-bounded oracle machines to ot ?ain a proof 
of the fact that for every oracle set A, the class P(A) can also be slecomposed 
into an infinite hierarchy based on the polynomial degrees: 
DTIME(n, A) s DTI&lE(n2, A) s l l a . Similarly, the class PSPACE oan be de- 
composed into an infinite hierarchy based on the polynomial degrees and for every 
oracle set A, the class PSPACE(A) has the same property. Cook [9] and Seiferas [11, 
121 have shown that the class NP can be decomposed into an infinite hierarchy based 
on the polynomial degrees, and Wrathall [ 151 used SeiZcras’ techniques to show that 
this is alsa true for NP(A) where A is any recursive oracle set. 
For any function f(n)an and every oracle set A, let DQUERY(f, A) 
(NQUERY(f, A)) be the class of all languages L(M, A) where 1M is a deterministic 
(resp., nondeterministic) oracle machine that uses work space bounded by f(n) and 
at can query its oracle 
string of length n. 
most f( ’ It ‘1 times in any accepting computrJtion on an input 
Consider a recursive oracle set A. The standard techniques used to prove 
separation theorems for classes pecified by deterministic space-bounded machines 
can be used to show that PQUERY(A) can be decomposed into an infinitt. hierarchy 
based on the polynomial degrees: DQUERY(n, A) G DQUERY(n 2, A) s a . l . 
Seiferas’ techniques can be used to show that NPQUERY(A) can also be 
decomposed into an infinite hierarchy based on the polynomial 
degrees: NQUERY(n, A) s NQUEIRY(n2, A) 5 . l l . These facts are established 
in [6]. 
Theorem 6.1. Let A be a recursive oracle set. 
(a) For every integer k, P(A) f DQUERY(r?, A), P(A) # NQUERY(n k, A), 
NP(A) Z DQUERY(n k, A), and NP(A) # NQUERY(n k, A). 
(b) For every integer k, PQUERY(A) # DSP.4CE(n k, A), PQUERY(A) # 
N§PACE(n k, A), NPQUERY(A) f DSPACE(n k, A), and NPQUERY(A) # 
NSPACE(n ‘, A). 
(c) For every integer k, PSPACE(A) Z DQUERY(n k, A), and PSPACE(A) # 
NQUERY(n k, A). 
roof. For every k and every A, if DQUERY(n ‘, A) C_ P(A), then 
QUERY(LIN, A) E P(A) so by Lemma 3.7, PQUERY(A) = P(A). Since 
DQUERY(n k, A) 5 PQUERY(A), this means that DQUERY(n k, A) # P(A). Xl 
of the proofs of the statements in parts (a) and (b) are similar. For part (c) 
simply notice that DQUERYin k, 
NQUERY(a2 k, A) s NPQUERY(A) G PS 
Y(A) E PSPACElA) and 
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7. Remarks 
The bounded query classes are defined in terms of space-bounded oracle 
mzhinzs. However, many of the results presented here make it appear that classes of 
the form PQUERY(A) and NBQUERY(A) have structural properties that are very 
similar to those of P(A) and NP(A) and even P and NP (see [3]). Thus these classes 
appear to behave more like classes specified by time-bounded machines than like 
classes specified by space-bounded machines. This results from the fact that the 
number of times that a machine can query its oracle is restricted. 
These facts shed light on the nature of relativized computation by complexity 
restricted machines. One might consider other parameters uch that when they are 
bounded, classes specified by space-bounded machines have structural properties 
that are similar to classes pecified by time-bounded machines or vice versa. In [S] 
other similarities between the operators PQUERY( ) and NPQUERY( ) on the one 
hand, and Fi ) and NP( ) on the other hand, are investigated. 
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