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Resumen
La miner¶³a de datos en b¶usqueda de reglas de asociaci¶on intenta encontrar relaciones
de asociaci¶on o correlaci¶on entre grandes colecciones de datos. Si bien las reglas de
asociaci¶on brindan una t¶ecnica que sintetiza una gran colecci¶on de datos, las mismas por
s¶³ solas pueden resultar poco informativas si no son visualizadas correctamente.
Este trabajo presenta distintos aspectos vinculados a la integraci¶on de reglas de aso-
ciaci¶on con t¶ecnicas de visualizaci¶on. Se discuten las caracter¶³sticas de un software
(Miner.ar) para obtenci¶on de reglas de asociaci¶on, y distintas alternativas para su in-
tegraci¶on con t¶ecnicas de visualizaci¶on.
1 Introducci¶on y motivaciones
El descubrimiento de conocimiento a partir de bases de datos, denominado gen¶ericamente
datamining, es un proceso de extracci¶on no trivial de informaci¶on impl¶³cita, previamente des-
conocida y potencialmente ¶util a partir de bases de datos. Dentro de las diversas t¶ecnicas
existentes, las reglas de asociaci¶on constituyen una de las t¶ecnicas de datamining que intenta
encontrar relaciones de asociaci¶on o correlaci¶on entre grandes colecciones de datos.
La obtenci¶on de reglas de asociaci¶on a partir de grandes bases de datos transaccionales
resulta atractiva en diversas ¶areas. Algunos ejemplos de aplicaci¶on son la determinaci¶on
de nuevas estrategias de marketing para organizaciones comerciales, detectecci¶on de fraudes
¯nancieros, determinaci¶on de la causa de enfermedades y utilizaci¶on de patrones de informaci¶on
clim¶atica para predicci¶on meteorol¶ogica [Toi96]. En tal sentido, cabe se~nalar que, si bien las
reglas de asociaci¶on brindan una t¶ecnica que sintetiza una gran colecci¶on de datos, las mismas
por s¶³ solas pueden resultar poco informativas si no son presentadas al usuario ¯nal de manera
correcta. Es aqu¶³ donde resulta importante contar con t¶ecnicas de visualizaci¶on [CMS99,
Chi00] apropiadas para resolver este problema.
Este trabajo describe los principales aspectos de una l¶³nea de investigaci¶on que ha comen-
zada a ser desarrollada en el ¶ambito del Departamento de Cs. e Ingenier¶³a de Computaci¶on
de la Universidad Nacional del Sur, que involucra la integraci¶on de reglas de asociaci¶on con
t¶ecnicas de visualizaci¶on. El trabajo se estructura como sigue: primeramente se describen los
principales conceptos te¶oricos para obtenci¶on de las reglas de asociaci¶on. Luego se mencionan
brevemente las caracter¶³sticas del software Miner.ar [FG02] para obtenci¶on de reglas de aso-
ciaci¶on, y ¯nalmente se discuten los elementos m¶as relevantes al momento de integrar dichas
reglas con t¶ecnicas de visualizaci¶on.
1Laboratorio de Visualizaci¶on y Gr¶a¯ca (VyGLab), UNS.
2Laboratorio de Investigaci¶on y Desarrollo en Inteligencia Arti¯cial (LIDIA), UNS.
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2 Reglas de Asociaci¶on en Bases de Datos
Seguidamente introduciremos las de¯niciones b¶asicas necesarias para la caracterizaci¶on de
reglas de asociaci¶on. Como punto de partida se toma un conjunto de items I = fi1; i2; : : : ; img
y un conjunto D de transacciones, donde cada transacci¶on d 2D tiene un identi¯cador ¶unico
y contiene un conjunto de items, tambi¶en llamado itemset. Un itemset con k items es tambi¶en
llamado un k-itemset. El soporte de un itemset X, denotado como ¾(X ), es el n¶umero de
transacciones en las cuales X aparece como subconjunto. Un itemset es maximal si no es
subconjunto de ning¶un otro itemset. Un itemset es frecuente si su soporte es superior al
m¶³nimo soporte (min sup) especi¯cado por el usuario.
Una regla de asociaci¶on es una implicaci¶on de la forma X ) Y , X ½ I, Y ½ I y
X\Y = ;. El soporte de una regla est¶a dado por ¾(X[Y ) y la con¯anza como ¾(X[Y )/¾(X)
(i.e., la probabilidad condicional que una transacci¶on contenga Y, dado que contiene X). Una
regla es fuerte si su con¯anza es mayor a la m¶³nima con¯anza espec¶³¯cada por el usuario
(min conf). Nota: n¶otese que las reglas de asociaci¶on no son transitivas, en virtud de que
S ) T y T ) U no implica necesariamente S ) U .
El problema de extraer reglas de asociaci¶on de un conjunto de transacciones D consiste
en generar todas las reglas de asociaci¶on que tengan un soporte y con¯anza mayor que el
m¶³nimo especi¯cado por el usuario (min sup y min conf respectivamente). Esta tarea puede
ser descompuesta en dos partes:
² Buscar los itemset frecuentes. Dados m ¶³tems existen potencialmente 2m itemset fre-
cuentes, por lo que su computaci¶on por fuerza bruta es inviable. Se requieren algoritmos
especializados para esta tarea.
² Generar todas las reglas de asociaci¶on fuertes. Estas ser¶an reglas de la forma XnY ) Y
donde Y ½X , para todos los itemsets X frecuentes que superen el m¶³nimo de con¯anza.
La obtenci¶on de los itemset frecuentes es en consecuencia un aspecto clave en la determi-
naci¶on de reglas de asociaci¶on. Existen diversas t¶ecnicas, destac¶andose las siguientes:
Apriori [AS94] Ampliamente utilizado por su simplicidad. Utilizando el principio anterior
se generan los itemset de tama~no k candidatos a partir de los itemset frecuentes previos.
FP-Growth [HPY00] Es un m¶etodo m¶as reciente y supera al anterior. Aplica la t¶ecnica de
dividir y conquistar y con ello reduce el espacio de b¶usqueda, transformando el problema
de buscar largos fragmentos de patrones en buscar fragmentos m¶as cortos y luego realizar
la concatenaci¶on de su¯jos construyendo un ¶arbol y trabajando sobre el mismo.
2.1 El software Miner.ar. Caracter¶³sticas
El sistema Miner.ar [FG02] es una herramienta desarrollada en Java para extracci¶on de reglas
de asociaci¶on. Provee una interface gr¶a¯ca que permite tomar una base de datos arbitraria,
seleccionar atributos espec¶³¯cos y extraer reglas de asociaci¶on a partir de par¶ametros de¯nidos
por el usuario. El m¶etodo de extracci¶on usado es FP-Growth. Se realizaron experimentos de su
performance a partir de una base de datos con informaci¶on administrativa de la Universidad
Nacional del Sur (m¶as de 12.000 transacciones).3
3Para mayores detalles consultar [FG02].
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3 Visualizaci¶on de Reglas de Asociaci¶on
Las reglas de asociaci¶on constituyen uno de los patrones m¶as importantes que pueden ser
descubiertos utilizando datamining. Su exploraci¶on es una de las tareas centrales en el proceso
de la miner¶³a de datos. Se ha invertido mucho tiempo y esfuerzo de investigaci¶on en el estudio
de las mismas, principalmente en lo que hace a su generaci¶on o descubrimiento de una manera
e¯ciente. La inclusi¶on de algoritmos que permitan su descubrimiento de manera autom¶atica en
la mayor¶³a, sino en todas, las herramientas de datamining es un indicativo de su importancia.
Centramos nuestra atenci¶on en dos aspectos de la manipulaci¶on de las reglas de asociaci¶on
que a¶un no han sido totalmente resueltos:
² La gran cantidad de reglas generadas.
² La di¯cultad en el entendimiento de las reglas de asociaci¶on.
Realizaremos nuestro abordaje a los problemas planteados desde la Visualizaci¶on de Informa-
ci¶on.
3.1 Visualizaci¶on: Conceptos preliminares
La Visualizaci¶on de Informaci¶on favorece el entendimiento y el an¶alisis de datos abstractos
mediante el uso de Computaci¶on Gr¶a¯ca Interactiva y de T¶ecnicas de Visualizaci¶on. Los datos
abstractos no son inherentemente geom¶etricos y presentan desaf¶³os a los investigadores en
Visualizaci¶on porque evidentemente no es obvio poner los datos abstractos en formas visuales
efectivas. La Visualizaci¶on de Informaci¶on es la representaci¶on gr¶a¯ca adecuada tanto de los
datos con par¶ametros m¶ultiples como de las tendencias y las relaciones subyacentes que existen
entre ellos. Su prop¶osito no es la creaci¶on de las im¶agenes en s¶³ mismas sino la asimilaci¶on
r¶apida de informaci¶on o monitoreo de grandes cantidades de datos. Este medio es promisorio
fundamentalmente por varias razones:
² Acrecienta los recursos del humano en la forma de procesamiento perceptual expandiendo
su memoria de trabajo.
² Favorece el reconocimiento de patrones.
² Permite el uso de inferencia y monitoreo perceptual.
² El medio mismo es manipulable e interactivo.
Un aspecto fundamental en las t¶ecnicas de Visualizaci¶on de Informaci¶on es el de la inter-
acci¶on, pues ¶esta es central para el proceso exploratorio del espacio de informaci¶on, siendo la
generadora de un proceso de retroalimentaci¶on que potencia la tarea. En un sentido amplio,
podemos atacar el problema de visualizar grandes vol¶umenes de informaci¶on desde distintas
perspectivas:
² En uno de los extremos tenemos la visualizaci¶on de los datos propiamente dichos, tra-
tando de mostrar visualmente todos los items de datos, o su mayor¶³a, y proveer t¶ecnicas
que favorezcan su exploraci¶on. La principal limitaci¶on de estas t¶ecnicas es que podemos
mostrar simult¶aneamente un n¶umero limitado de ¶³tems de datos.
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² Una alternativa es mostrar visualmente alg¶un tipo de metainformaci¶on (por ej. alg¶un tipo
de resultado producido por datamining como son las reglas de asociaci¶on) y favorecer la
exploraci¶on visual de ¶esta en un segundo nivel de abstracci¶on o en una etapa de sinton¶³a
¯na. Esta estrategia, si bien manipula conjuntos de datos de cardinalidad inferior a la
del conjunto original, debe permitir visualizar los conjuntos de datos generados por los
algoritmos de datamining que suelen ser de gran tama~no y dif¶³ciles de entender para los
usuarios.
3.2 Aspectos relevantes a visualizar en Reglas de Asociaci¶on
Como se vio anteriormente, las reglas de asociaci¶on de la forma X ) Y , son interpretadas
como: \Si en una transacci¶on ocurre X, entonces es frecuente que en la misma transacci¶on
tambi¶en ocurra Y". En este contexto, la noci¶on de \frecuente" es cuanti¯cada por dos medidas
(el soporte y la con¯anza), las cuales re°ejan la utilidad y la certeza de la regla repectivamente.
Es indudable que la manera en que se visualicen las reglas deber¶a proveer informaci¶on sobre:
² Los valores que componen X
² Los valores que componen Y
² La con¯anza de cada regla
² El soporte que tiene cada regla
Previamente se estableci¶o que el problema de las reglas de asociaci¶on ofrec¶³a por lo menos
dos frentes: cantidad de las reglas y el entendimiento de las mismas. En cuanto a la
cantidad de las reglas generadas por los algoritmos, se ha realizado mucho trabajo para ¯ltrar
y generar conjuntos de reglas de asociaci¶on fuertes. El problema surge del hecho de que las
reglas desechadas pueden aportar al usuario informaci¶on que le ser¶³a de utilidad para entender
las reglas fuertes que quedaron en el conjunto. Lo anterior no signi¯ca que los algoritmos no
deban realizar un ¯ltrado de las reglas, todo lo contrario, lo que s¶³ se debe considerar es la
manera de ofrecer informaci¶on adicional y herramientas que le permitan al usuario comprender
la estructura subyacente de las reglas de asociaci¶on.
4 L¶³nea de investigaci¶on a desarrollar
En una primer instancia se realizar¶a un relevamiento de las distintas t¶ecnicas utilizadas en
distintas herramientas disponibles para los ¯nes propuestos. Se evaluar¶an las mismas con
respecto a diferentes per¯les de usuario desde el punto de vista de la efectividad y la facilidad
de uso de las mismas.
Se realizar¶a en particular un an¶alisis de los acercamientos utilizados en los principales pa-
quetes de software para datamining ya existentes (ej. DBMiner). Se contrastar¶an las t¶ecnicas
usadas en estos paquetes con aquellas t¶ecnicas que han sido exploradas e implementadas en el
¶ambito del VyGLab.
En una etapa posterior se tratar¶a de combinar el software Miner.ar con las herramientas
visuales para potenciar el software existente, a partir de la incorporaci¶on de diferentes t¶ecnicas
de visualizaci¶on.
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5 Trabajos relacionados. Conclusiones
La visualizaci¶on de reglas de asociaci¶on ha sido explorada en distintas variantes. Entre algunas
de las muchas alternativas propuestas pueden mencionarse el uso de un ball graph (grafo de
bolas) que interrelaciona distintas reglas de asociaci¶on, la utilizaci¶on de una `grilla' de reglas4
y propuestas basadas en `Mosaic plots' [HSW00]. Tambi¶en se ha estudiado el an¶alisis visual
de reglas de asociaci¶on a lo largo de un per¶³odo de tiempo [ZL00].
La extracci¶on de reglas de asociaci¶on a partir de grandes bases de datos transaccionales
resulta atractiva en diversas ¶areas, y su aplicabilidad est¶a condicionada en gran medida a la
posibilidad de visualizarlas adecuadamente.
Si bien se han desarrollado diferentes abordajes en la visualizaci¶on de reglas de asociaci¶on,
entendemos que los mismos carecen muchas veces de un enfoque uni¯cador y obedecen a in-
tuiciones de los dise~nadores de software. Consideramos que dicho enfoque puede ser provisto y
sistematizado a partir de las t¶ecnicas de visualizaci¶on existentes, muchas de ellas desarrolladas
a nivel protot¶³pico en el VyGLab. En esta direcci¶on se desarrollar¶an las etapas de investigaci¶on
futuras.
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