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Introducción
En esta tesis se pretende cumplir con dos objetivos: el primero consiste en
revisar los modelos clásicos de regresión espacial con varianza constante y
mostrar cómo se derivan y se hacen las estimaciones de máxima verosimili-
tud en dichos modelos y el segundo en hacer una propuesta bayesiana para
modelar y estimar la concentración de la tierra en Colombia.
Para el cumplimiento del primero se revisó los artículos escritos por Anselin
(1988) y (2001) y la literatura encontrada en los libros de econometría espa-
cial. Esta área de la econometría nace con la necesidad de ver las relaciones
existentes entre las variables económicas y la zona geográfica, donde se quie-
ren observar. Primero se identificó la relaciones de dependencia espacial de
la variable o variables que se quieren analizar, utilizando métodos descripti-
vos, similares al análisis exploratorios de datos. Por ejemplo, para analizar
la autocorrealción espacial de un variable particular se define una matriz de
vecindades que permita estudiar la relación existente entre la variable obser-
vada en una ubicación geográfica determinada y su comportamiento en su
vecindad, actúa como el operador retardo de las series de tiempo. Se revi-
san los modelos clásicos de regresión espacial con varianza homosedástica en
Anselin (1988), Moreno y Vaya (2000), y Arbia(2006), aplicándolos para mo-
delar y estimar la concentración de tierra en Colombia utilizando variables
exógenas que permitan explicar su comportamiento.
Para la concreción del segundo objetivo se examinaron algunos métodos de
simulación con cadenas de markov conocidos como MCMC como el muestreo
de Gibbs, Geman y Geman (1984) y el algoritmo de Metrópolis-Hastings. Se
hizo un estudio detallado del planteamiento de Cepeda y Gamerman (2001)
con el fin de implementar la propuesta bayesiana para modelar y estimar la
v
distribución de tierra en Colombia.
Este trabajo consta de 4 capítulos. En el primero, se define la curva de Lorenz
y el índice de Gini, se muestra el comportamiento de estos en la distribución
de tierra en Colombia para los años 1985, 1996 y 2000. La curva de Lorenz
permite determinar el porcentaje de tierra que poseen una proporción de
propietarios, en particular, se usará un porcentaje fijo de 95% de propie-
tarios y se determinará la proporción de tierra que poseen. Se realiza una
comparación del comportamiento de esta variable en el periodo mencionado.
En el segundo capítulo, en la sección 1, se presenta el análisis exploratorio de
datos es paciales. En la sección 2 y 3 se muestran las definiciones de heteroge-
neidad y autocorrelación espacial global y local. En la sección 4, se muestra
los métodos de representación de la tendencia espacial en Geo-Da (Anselin,
2004), que permite analizar este tipo de datos y se muestra el análisis de las
variables: concentración de tierra, necesidades básicas insatisfechas, violencia
de grupos armados al margen de la ley, en la geografía colombiana.
El tercer capítulo, en la sección 2 se define el modelo lineal general espacial
presentado por Anselin (1988) y los casos particulares más conocidos de
este modelo, así como los estimadores máximo verosímil de los parámetros
y finalmente se analizan los datos de la distribución de tierra privada en
Colombia para el año 2000 utilizando esta metodología.
Por último, en el cuarto capítulo, en la sección 1 se presenta el teorema
de Bayes, se muestran las formas que puede tener la distribución a priori,
informativa y no nformativa, se expone como puede simularse la distribución
a posteriori y se desarrollan algunos métodos de MCMC en particular, el de
Gibbs y el de Metrópolis-Hastings y sus algoritmos. En la sección 2 se hace
una propuesta bayesiana para estimar un modelo para la distribución de
tierra en Colombia sugerido por Cepeda y Gamerman (2001) y se presentan
las conclusiones de la implementación de la metodología bayesiana.
vi
Capítulo 1. Curva de Lorenz e
índices de concentración.
Tierra privada rural en
Colombia
Introducción
La concentración de las variables económicas como ingreso, tierra y pro-
ducción agricola, se determina con los índices de Theil, Gini y Hirschman-
Herfindal, entre otros. En este capítulo se calcula el índice de Gini para la
tierra en Colombia, estudiando los predios privados rurales, mediante el ín-
dice de Gini. En este estudio se exluyen los departamentos de Amazonas,
Guanía, Guaviare y Vichada, dado que, para estos departamentos, no se po-
see información de los predios registrados en el IGAC para los años 1996 y
2000.
La información catastral registrada por el Instituto Geográfico Agustín Co-
dazzi (IGAC) para 1985 indicaba que el total de tierra registrada en Colom-
bia era de 36.6 millones de hectáreas, de las cuales, el 89% era propiedad
privada (Candelo, Mera y Ossa, 2000). En 1996, según IGAC y Catastro de
Antioquía, la tierra registrada era de 79.4 millones de hectáreas, presentán-
dose un incremento en el número de hectáreas registradas con respecto a la
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década pasada, debido a la inclusión de tierras de indígenas, negritudes y
el departamento de Antioquía. De la tierra registrada en 1996, el 52% era
propiedad privada, 32% correspondía a tierras indígenas y el 16% a tierras
del estado. En ese año, el total de la tierra registrada correspondía al 70%
de la superficie total de la República de Colombia, que es de 114 millones de
hectáreas.
En el estudio de Candelo etal.(2000), publicado por la Contraloría General
de la República se afirma que hay una relación positiva entre la presencia de
grupos alzados en armas y la concentración de la tierra. Identificando varias
zonas del país que presentan este fenómeno, como el corredor de Frontino,
que se inicia en el Urabá Antioqueño y termina en el Norte de Santan-
der, pasando por el Magdalena bajo y medio; el pie de monte llanero, que
comprende Arauca, Casanare, Meta, Putumayo y Caquetá, y en los depar-
tamentos del Valle del Cauca y Huila los cuales tenían presencia paramilitar
y/o guerrillera.
Según (Machado 2004) la concentración de la propiedad de los factores pro-
ductivos es el aspecto más notorio de la inequidad en el sector rural, gene-
rando serias implicaciones en el acceso y disponibilidad de recursos. Según
(Fajardo 2002), en 1996 los predios de 200 hectáreas correspondientes al 2.8%
del total de las fincas, concentraban el 39.9% de la tierra, con un porcentaje
mínimo de uso agrícola; y las fincas de hasta 5 hectáreas, que corresponden
al 46.8% del total de los predios solo poseían el 3.2% de la tierra.
El informe del Banco Mundial (2004) afirma que en el año 2002 la desigual-
dad en la tenencia de la tierra era alta, con un índice de Gini de 0.85. Según
este informe, esta desigualdad se debe a tres aspectos: el primero, la subuti-
lización de la tierra productiva donde el suelo apto para la actividad agraria
y zonas ecologícamente frágiles se usan en ganadería, el segundo, se refiere
a la poca inversión de los gobiernos locales en el mejoramiento de los servi-
cios públicos, y el tercero, incremento de la violencia en áreas con ausencia
de oportunidades económicas, generando desplazamiento e inequidad social.
(Banco-Mundial and CEDE 2004).
En este capítulo, se aplican los conceptos de curva de Lorenz y el índice de
Gini al estudio de la concentración de tierra en Colombia. El índice de Gini
trata de poner en evidencia el mayor o menor grado de desigualdad en el
reparto del total de los valores de la variable de interés. Es un indicador del
grado de distribución de la variable.
En la sección 1.3 se muestra la metodología para calcular la curva de Lorenz
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y el índice de Gini, se dan ejemplos correspondientes a tres departamentos.
Igualmente, se presenta el comportamiento de concentración de la tierra
privada rural para Colombia en el año 2000.
1.1. Curva de Lorenz e índice de concentración de
Gini
Sea 푋 una variable aleatoria con función de distribución 퐹 (푡), y media finita
휇. Dado
퐹−1(푥) = inf {푡 : 퐹 (푡) ≥ 푥} , 0 ≤ 푥 ≤ 1,
la curva de Lorenz se define mediante una función 퐿(푡), definida en el inter-
valo [0, 1], donde
퐿(푥) = 휇−1
∫ 퐹−1(푡)
0
푦푑퐹 (푦).
El índice de Gini (IG), (Gini, 1912) es una medida definida por
퐼퐺 = 1− 2
∫ 1
0
퐿(푥)푑퐹,
cuya interpretación geométrica corresponde al doble del área comprendida
entre la bisectriz del cuadrado unidad y la curva de Lorenz, como se muestra
en la figura (1.1). Así,
퐼퐺 = 2
[
1/2−
∫ 1
0
퐿(푥)푑퐹
]
y 0 ≤ 퐼퐺 ≤ 1, (Sen 1986). Este índice se expresa comunmente en porcentaje.
En el caso discreto, sea 푋 es una variable aleatoria, con valores posibles
푥1 < 푥2 < . . . < 푥푛, con 푃 (푋 = 푥푖) = 푝푖 y media 휇 =
∞∑
푖=1
푥푖푝푖. La curva
de Lorenz es la función en 푋, definida a trozos, con vertices en (퐹푘, 퐺푘),
donde 퐹푘 = 푃{푋 ≤ 푥푘} y 퐺푘 = 1휇
푘∑
푖=1
푥푖푝푖. Así, el área bajo la curva de
Lorenz es 푇 =
푛∑
푘=1
퐴푘, con área del trapecio dada por 퐴푘 = 푝푘(퐺푘+퐺푘−1)/2
para 푘 = 1, 2, ..., 푛 y con 퐺0 = 0. (Mehran 1975; Gastwirth and Glauberman
3
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Figura 1.1. Curva de Lorenz.
1976). Por tanto el índice de Gini es
퐼퐺 = 1− 2푇 = 1− l´ım
푛→∞
푛∑
푘=1
푝푘(퐺푘 +퐺푘−1) = 1− 퐸(퐺푘)− 퐸(퐺푘−1).
equivalente a
퐼퐺 = 1− 1
휇
∞∑
푘=1
푥푘푝
2
푘 −
2
휇
∞∑
푘=1
푝푘
푘−1∑
푖=1
푥푖푝푖.
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1.2. Cálculo de la curva de Lorenz
y coeficiente de Gini
1.2.1. Cálculo de la curva de Lorenz
Para determinar la curva de Lorenz en el caso de la distribución de la tie-
rra se debe tener en cuenta el concepto de distribución equitativa. Existe
una distribución equitativa de la tierra entre los miembros de una población
cuando a cada uno de ellos le corresponde una fracción proporcional del total
de la misma. Por ejemplo, en una población de 100 propietarios, si la tierra
está distribuida equitativamente, cada uno de los miembros de la población
debe ser propietario de un 1 % del total de la superficie de la tierra.
La función de equidistribución está determinada por la ecuación 퐺(푥) = 푥,
donde 푥 es el porcentaje de los propietarios de la tierra y 푦 = 퐺(푥) es el
porcentaje de tierra que le corresponde. Cuando existe concentración de la
tierra la curva de Lorenz se encuentra por debajo de la diagonal, y a mayor
concentración de la tierra mayor es la curvatura.
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La metodología para construir la curva de Lorenz es la siguiente:
1. Ordenar la información del área de los predios en sentido ascendente,
en hectáreas, y establecer el número de rangos.
2. Calcular las frecuencias acumuladas del número de hectáreas y del
número de propietarios, de acuerdo con los rangos establecidos.
3. Se determinan pares ordenados (푥, 푦), donde 푥 corresponde al porcenta-
je acumulado de propietarios y 푦 al porcentaje acumulado de hectáreas,
y se localizan en el plano coordenado.
4. La curva de Lorenz se obtiene uniendo los puntos correspondientes a
los pares ordenados (푥, 푦), mediante una línea continua.
1.2.2. Cálculo del Gini
El coeficiente Gini es el cociente entre el área de la región limitada por la
curva de Lorenz y la recta Y=X, y el área de la región limitada por las rectas
X=1, Y=X y Y=0. Así,
퐼퐺 = 2
(1
2
− 푇
)
= 1− 2푇
donde 푇 es el área comprendida entre la curva de Lorenz, el eje 푋 y 푋 =1.
Para calcular el área bajo la curva de Lorenz, T, se realiza la suma de las
áreas de los trapecios cuyas bases corresponden a los rangos porcentuales
acumulados de los propietarios de la tierra. En consecuencia,
푇 =
1
2
푛∑
푖=1
[퐺푖−1(푥) +퐺푖(푥)][푃 (푋 ≤ 푥푖)− 푃 (푋 ≤ 푥푖−1)],
donde 퐺푖, 푖 = 1, 2, . . . , 푛, es el porcentaje acumulado de superficie de tierra
rural y 푃 (푋 ≤ 푥푖), 푖 = 1, 2, . . . , 푛, es el porcentaje acumulado de propietarios
de la tierra. Este método de cálculo del Gini se considera bastante preciso
cuando se aplican a distribuciones de ocho o más rangos. (Lora 1991).
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1.3. Distribución de tierra en Colombia
1.3.1. Naturaleza de los datos
La información de predios rurales resgistrados fue suministrada por el Insti-
tuto Geográfico Agustín Codazzi (IGAC) y para el año de 1996 del catastro
de Antioquía. Los periodos de tenencia de la tierra con registro catastral son
los años 1986, 1996, 1999, 2000 y 2001. Esta información esta desagregada
por cada municipio del país. Las variables que maneja el IGAC son: Código
del departamento,Código del municipio (este código es el mismo que utiliza
el DANE), Índice del rango, Nombre del Departamento, Nombre del Mu-
nicipio, Rangos de área en hectáreas, Total de predios por rango, Total de
propietarios por rango, Total de superficie por rangos.
En la tabla 1.1 se muestra la estructura de la base de datos presentada por
municipios, se considran 13 rangos, en hectáreas, como es registrado por el
IGAC, tomando como ejemplo el municipio de Sopó en el departamento de
Cundinamarca.
Rango (퐻푎푠) Predios Propie Area Constr (푚2) Avalúo
< a 1 73 80 215.118 4.809 31.6893.500
1 - 3 48 93 900.477 7.522 105.429.700
3 - 5 23 27 887.665 2.468 334.404.000
5 - 10 16 19 1.201.487 15.000 1.491.322.000
10 - 15 22 25 2.692.937 2.234 588.022.000
15 - 20 9 10 1.563.713 6.128 671.727.000
20 - 50 30 39 9.784.236 24.262 3.939.730.000
50 - 100 6 11 4.147.000 4.898 1.078.234.000
100 - 200 8 9 10.713.998 14.765 2.208.735.000
200 - 500 2 2 6.800.000 2.680 1.958.803.000
500 - 1000 0 0 0 0 0
1000 - 2000 1 1 10.710.000 0 369.500.000
> 2000 0 0 0 0 0
Cuadro 1.1. Distribución de la tierra por Rangos
Los rangos en hectáreas fueron asumidos por el DANE y el IGAC para
estudios de avalúo.
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1.3.2. Distribución de la tierra
En esta sección se presentan datos correspondientes a la estructura de con-
centración de la tierra en Colombia, para los años 1996 y 2000. La tabla 1.2
muestra datos de la concentración de tierra en la región Andina. Indica, por
ejemplo, que en 1996, en el departamento de Boyacá, el 45.1% de la tierra
rural estaba distribuida en el 95% de los propietarios. Así, el 54.9% de la
tierra rural estaba distribuida en un 5% de los propietarios rurales. Para este
departamento, en el año 2000 se evidencia un incremento en la concentración
de la tierra, debido a que el porcentaje de la tierra rural distribuida en el
5% de los propietarios alcanza el 58.3%. En la misma tabla, se muestra que
en Quindío, en este periodo de tiempo, en porcentaje de tierra en manos del
95% de los propietarios paso del 20% al 44.6%, indicando un proceso de
desconcentración. Este fenómeno también se presenta en el Huila, que es el
departamento de la región Andina con menor concentración.
% de Prop. 40 60 80 90 95 40 60 80 90 95
Antioquía 1.8 3.5 13.3 32.9 38.6 1.2 3.5 10.1 20.0 39.4
Boyacá 3.4 7.9 16.1 30.0 45.1 3.2 8.1 18.1 30.0 41.7
Caldas 1.5 4.7 18.0 29.2 45.6 3.1 7.2 17.8 30.1 46.8
Cund. 2.8 7.0 20.0 30.7 43.7 3.0 9.1 20.4 33.0 46.1
Huila 3.1 9.0 21.1 37.5 51.6 3.2 10.2 26.6 45.2 62.0
N. Sant. 2.6 8.5 22.2 35.3 47.1 3.1 10.0 28.9 45.1 59.2
Quindío 1.9 4.5 11.3 19.5 26.6 2.9 7.9 19.0 31.1 44.6
Risaralda 2.4 7.6 17.9 28.1 40.0 3.3 9.0 20.2 32.0 48.0
Santander 2.0 8.1 18.8 32.1 44.0 3.3 8.1 20.1 37.0 49.1
Tolima 2.2 8.0 20.1 38.3 49.1 3.0 9.2 22.1 40.0 57.1
Cuadro 1.2. Porcentaje de Tenencia de Tierra. Región Andina. 1996 y 2000
En la Región Atlántica se presenta menor concentración en la tenencia de la
tierra rural en el periodo comprendido entre 1996 y 2000, como se observa en
la tabla 1.3. En todos los departamentos dismunuyó la cantidad de tierra en
manos del 5% de los propietarios. Durante este periodo, en el departamento
del Cesar, que es donde se presentan el mayor cambio, el porcentaje de
la tierra en manos del 5% de los propietarios paso del 50.8% al 33.4%,
presentandose un cambio del 17.4% en la concentración de la tierra. La mayor
concentración de tierra, en el año 2000, se presenta en el departamento de
la Guajira con el 55.6% de la tierra en manos del 95% de los propietarios.
8
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% de Prop. 40 60 80 90 95 40 60 80 90 95
Atlántico 4.5 12.6 29.0 45.0 54.3 4.1 12.1 30.0 46.0 66.1
Bolívar 4.3 11.1 28.0 40.0 52.0 4.1 8.7 27.8 47.2 64.3
Cesar 3.6 11.0 24.1 38.5 49.2 5.2 16.3 34.3 52.5 66.6
Córdoba 1.9 9.1 23.0 39.0 54.4 2.3 8.5 25.3 40.0 60.0
Guajira 1.0 3.4 9.2 14.5 20.0 3.1 10.5 25.8 43.1 55.6
Magdalena 3.0 12.0 26.5 38.9 52.2 3.7 14.1 30.3 46.8 65.4
Sucre 1.9 7.6 25.4 40.1 57.5 2.3 10.0 27.8 48.3 63.5
Cuadro 1.3. Porcentaje de Tenencia de Tierra. Región Atlántica. 1996 y 2000
La región Pacífica muestra mayor concentración que las regiones Atlántica y
Andina. La tabla 1.4 muestra que el departamento de Chocó tiene un cambio
notorio en la estructura de tenencia de la tierra, debido al incremento de
predios registrados durante el periodo 1996 a 2000. En el año 2000, en el
departamento del Valle del Cauca el 64.3% de la tierra estaba en en manos
del 5% de los propietarios y, en el departamento del Cauca, el 61.5% de la
tierra correspondía al 5% de los propietarios.
% de Prop. 40 60 80 90 95 40 60 80 90 95
Cauca 1.3 4.6 12.5 20. 30. 2.0 6.9 18.3 28.7 38.5
Chocó 0.06 0.9 4.5 5.2 7.1 0.03 14.2 38.5 56.1 66.0
Nariño 2.4 8.2 16.9 28.6 35.7 2.9 9.3 19.2 32.1 42.5
Valle 0.8 3.1 11.1 22.9 31.8 0.7 3.4 11.9 24.2 35.7
Cuadro 1.4. Porcentaje de Tenencia de Tierra. Región Pacífica. 1996 y 2000
En la región Orinoquía-Amazonía se encuentran varios de los departamentos
con mayor concentración de tierra de Colombia. Por ejemplo, para el año
2000, en el departamento de Arauca, el 33% de la tierra estaba en manos
del 95% de los propietarios, mientras que en los departamentos de Putumayo,
Casanare y Meta, estaba el 35.7%, 37.6% y el 38.5%, respectivamente, com
se muestra en la tabla 1.5.
1.3.3. Mapas de porcentajes
Los mapas muestran la evolución de la estructura de concentración de la
tierra para el 60%, 90% y 95% de los propietarios. Mostrando, lo dicho
anteriormente, la mayor concentración en Antioquía y Boyacá en la región
Andina, los departamentos de Cáuca y Valle del Cáuca en la región Pacífica,
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% de Prop. 40 60 80 90 95 40 60 80 90 95
Caquetá 1.6 5.1 10.4 15.6. 18.1 7.5 14.5 29.3 39.6 48.0
Meta 0.9 3.1 10.0 17.6 28.1 0.9 3.0 10.2 20.7 38.0
Arauca 3.1 8.0 16.1 22.1 33.2 2.6 8.0 15.6 22.1 33.2
Casanare 1.2 5.1 12.9 21.9 34.4 1.4 7.5 14.5 26.7 37.6
Putumayo 0.8 3.1 11.1 22.9 31.8 0.7 3.4 11.9 24.2 35.7
Cuadro 1.5. Porcentaje de Tenencia de Tierra. Región Orinoquía y Amazo-
nía. 1996 y 2000
los departamentos del pie de monte llanero: Meta, Casanare, Arauca y de
menor concentración Caquetá y Putumayo; en la región Atlantica se eviden-
cia menor concentración que las otras regiones como se muestra en los mapas
1.2, 1.3 y 1.4, donde se ve que los departamentos de Córdoba y Guajira tiene
la mayor concentración en esta región.
Porcentaje de tierra
para el 60& de los propietarios
0,00 - 3,50
3,51 - 7,50
7,51 - 9,30
9,31 - 12,10
Figura 1.2. Distribución del 60% de la tierra en Colombia. 2000
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Porcentaje de tierra
para el 90% de los propietarios
0,00
0,01 - 24,20
24,21 - 33,00
Figura 1.3. Distribución del 90% de la tierra en Colombia. 2000
Procentaje de tierra
para el 95% de los propietraios
0,00
0,01 - 41,70
41,71 - 49,10
Figura 1.4. Distribución del 95% de la tierra en Colombia
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1.4. Análisis da la distribución de tierra
con el Gini
1.4.1. Curva de Lorenz
La estructura de tenencia de la tierra, en este caso, es especificada mediante
la curva de Lorenz. Esta curva muestra la proporción de tenencia de la tierra
como una función de la proporción de propietarios. La figura (1.5) muestra
la curva de Lorenz para la distribución de la tierra en Colombia y en los
departamentos de Antioquía, Córdoba y Cesar, en el año 2000. En esta fi-
gura, se observa que la mayor concentración de la tierra se presentó en el
departamento de Antioquía, pués la concavidad de la curva de Lorenz es ma-
yor con respecto a los departamento de Córdaba y Cesar. Si comparamos la
curva de Lorenz para Colombia con la curva del departamento de Antioquía
sus concavidades son similares, lo que indica similaridad en la estructura de
concentración de la tierra.
La estructura de tenencia de la tierra en Colombia para el año 2000 muestra
que el 57.1% de los propietarios tiene el 3% de la tierra, y el 97.1% de los
propietraios poseen el 41,6% de la tierra, es decir el 2.9% de los propietraios
de fincas en el país poseen el 58.4% de la tierra registrada en los catastros
de Antioquía y el IGAC. Figura (1.5).
1.4.2. Cálculo del Gini para el año 2000
El Gini para la concentración de la tierra rural en Colombia, en el año 2000, es
de 0.8479. Esto indica una alta acumulación de la tierra en pocos propietarios.
Como se observa en la tabla 1.6, la región con más alta concentración de la
tierra es Orinoquía - Amazonía con un Gini de 0.7843 y la menor es la región
Atlántica con un Gini de 0.6811.
Región Gini
Andina 0.7579
Atlántica 0.6811
Pacífica 0.7584
Orinoquía - Ama 0.7843
Cuadro 1.6. Gini por regiones, año 2000.
En la región Atlántica, se encuentra Cesar, que es el departamento con menor
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Figura 1.5. Curva de Lorenz Año 2000.
concentración de tierra en el país en el año 2000, con un Gini de 0.6178. En
esta región, el departamento donde se presenta una mayor concentración es
Córdoba, con un Gini de 0.7295.
La región Andina tiene un Gini de 0.7579. Allí se encuentra el departamento
que presenta la mayor concentración de tierra del territorio colombiano, An-
tioquía, con un Gini de 0.8583. El departamento con menor concentración de
tierra en esta región es Norte de Santander, con un Gini de 0.6923. La Tabla
1.7 muestra el Gini para 27 de los departamentos del país. La alta concentra-
ción de la tierra en el departamento de Antioquía también es evidenciada en
el estudio de Gaviria y Muñoz (2007), que muestra la relación entre propiedad
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de la tierra y desplazamiento forzado, sustentada en datos que demuestran
como a medida que aumenta el número de personas desplazadas, aumenta
la concentración de la propiedad de la tierra, con los consecuentes efectos
negativos sobre la producción agrícola y la población rural.
Departamento Gini Departamento Gini
Antioquía 0.8583 Guajira 0.7090
Boyacá 0.7619 Magdalena 0.6547
Caldas 0.7821 Sucre 0.6972
Cundin 0.7529 Cauca 0.7579
Huila 0.7025 Chocó 0.6314
Nort-San 0.6923 Nariño 0.7646
Quindío 0.7755 Valle 0.8429
Risaralda 0.7591 Casanare 0.8108
Santander 0.7539 Caquetá 0.6904
Tolima 0.7404 Meta 0.8544
Atlántico 0.6662 Arauca 0.8198
Bolívar 0.6937 Casanare 0.8108
Cesar 0.6178 Putumayo 0.7459
Córdoba 0.7295
Cuadro 1.7. Gini por departamentos. 2000
La región Pacífica tiene, para este año, un Gini de 0.7584. Allí se encuentra
el departamento del Valle del Cauca, el tercero con mayor concentración en
el país. Su Gini es de 0.8429. En esta región el departamento con menos
concentración de tierras es Chocó, con un Gini de 0.6314. La alta cocentra-
ción de esta región en particular de los departamentos del Valle del Cauca
y Cauca también lo evidencia el estudio de (Gamarra 2007), quien afirma
que hay una baja productividad agrícola debido a la calidad de los suelos,
agudizando así, por un lado, la necesidad de la población rural por tener
extenciones mayores de tierra y por otro el incremento de la pobreza en la
población campesina, índigena y afrocolombiana.
La región con mayor cocentración de tierras es Orinoquía-Amazonía, con un
Gini de 0.7843. Allí se encuentran algunos de los departamentos con mayor
concentración de tierras en Colombia. Meta, que tiene la segunda concenta-
ción de tierras más alta del país, con un Gini de 0.8544, Arauca con un índice
de 0.8198 y Casanare con 0.8108. El departamento con menor concentración
es Caquetá, con un Gini de 0.6904. En esta región la alta cocentración se
debe, según (Ortiz 2003), a la presencia de un alto porcentaje de cultivos
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ilícitos y de actores del conflicto armado en Colombia: paramilitares, guerri-
lla y fuerza pública. Igualmente, la presencia de narcotráfico y su relación con
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el conflicto armado, genera desplazamiento y, posiblemente, mayor cocentra-
ción de tierra (Díaz and Sánchez 2004).
En la figura (1.6) se representa el índice de Gini por departamentos. En ella,
se observa que los departamentos del pie de monte llanero, Antioquía y Valle
del Cauca son los que tienen mayor concentración de tierra; los de menor
concentarción están en la región Atlántica.
Gini 2000
Departamentos
0,000000
0,000001 - 0,666219
0,666220 - 0,729512
0,729513 - 0,794566
Figura 1.6. Gini - 2000 por departamentos.
1.4.3. Conclusiones
Colombia presenta un alto nivel de concentración de tierras, con un índice
de Gini de 0.8479. Los departamentos del pie de monte llanero, Antioquía y
Valle del Cauca son los que tienen mayor concentración. En Colombia el 80%
de la tierra está en manos del 10% de los propietarios. En el departamento
del Valle del Cauca el 80% de la tierra está en manos del 11.5% de los
propietarios, y en Antioquía el 80% de la tierra está en manos del 11% de
los propietarios. Este alto grado de concentación de tierras se presenta, en
general, en todos los departamentos y regiones del país.
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La concentración de tierras, en Colombia, tiene multiples causas. (Ibañez
and Querubín 2004) afirma que una de las causas de alta concentración está
dada por la prolongación de los conflictos agrarios del siglo pasado, y el
narcotráfico, que tienen una relación estrecha con el conflicto armado debido
a la lógica e intereses de los actores (paramilitares, guerrilla y fuerza pública),
generando desplazamiento forzoso. (Ortiz 2003; Díaz and Sánchez 2004).
Dada la distribución de los indicadores de concentración de la tierra en Co-
lombia, podemos concluir, como en el estudio de (Gaviria and Muñoz 2007),
que incrementos en la concentración de la tierra parecen estar relacionados
con el conflicto armado y, en especial, con los móviles de intimidación a la
población no partícipe, que ha traído consigo un aumento significativo de
personas que abandonan sus tierras por causa de la violencia (Ibañez and
Querubín 2004).
El estudio de los incrementos en la concentración de la tierra y en el desplaza-
miento forzado, resultado de luchas históricas por el poder y la acumulación
de la riqueza (Gaviria and Muñoz 2007), son áreas de especial interés para
el desarrollo de investigaciones futuras que permitan entender los diversos
fenómenos sociales y políticos presentes en Colombia durante los últimos
años.
En el apéndice se definen otros índices de concentración y la información de
la estructura de distribución de la tierra en Colombia para el año 1985.
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Introducción
Según Tukey (1977) el Análisis Exploratorio de Datos (AED) puede definirse
como el conjunto de herramientas gráficas y descriptivas utilizadas para iden-
tificar patrones de comportamiento en los datos y para establecer hipótesis
con la menor estructura posible.
El Análisis Exploratorio de Datos Espaciales (AEDE), en palabras de (Anse-
lin 999a), puede definirse como el conjunto de técnicas que: describen y visua-
lizan distribuciones espaciales, identifican puntos atípicos espaciales (spatial
outliers), descubren esquemas de asociación espacial, visualizan agrupamien-
tos (clusters) o puntos calientes (hot spots) y sugieren estructuras espaciales
u otras formas de heterogeneidad espacial. Por tanto, estos métodos tienen
un carácter descriptivo, aunque la detección de estructuras espaciales en las
variables geográficas hace posible la formulación de hipótesis para la mode-
lación econométrica y posible predicción espacial.
En particular, en el estudio de datos espaciales, cuando no existe un marco
formal o teoría previa acerca del fenómeno que se analiza, deben utilizarse
las técnicas del AEDE. Esta situación se presenta en el campo de las ciencias
sociales, cuando se analizan grandes bases de datos geográficos cuya distribu-
ción no se conoce a priori. En los últimos años, el AEDE ha sido introducido
18
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en algunas aplicaciones de economía regional como el crecimiento económico
en los países Europeos (Moreno y Vayá, 2000) o como el estudio de econo-
metría espacial aplicada a la predicción-extrapolación de datos espaciales de
regiones españolas (Chasco, 2003).
El AEDE combina el análisis estadístico y el análisis grafico de los datos, dan-
do lugar a lo que podría denominarse una visualización científica (Haining
et al., 2000), que une a los contrastes estadísticos sobre los efectos espaciales
de dependencia y de heterogeneidad un amplio marco de gráficos o vistas
múltiples y dinámicas sobre la información geográfica (Unwin 2000), siendo
fundamental el papel que juga los paquetes informáticos especializados.
Como dice (Chasco 2005), el software desarrollado en los últimos años se ha
concentrado en la conexión de los sistemas de información georeferenciada
(GIS por sus siglas en inglés) disponibles en el mercado (Grassland, ESRI,
MapInfo) con paquetes estadísticos tradicionales (S-PLUS, SPSS, Matlab,
SAS, R) o específicos de AEDE. De este modo, a la potente capacidad de
visualización y análisis de los GIS se le une la especialización propia del
análisis espacial estadístico y gráfico, (Bao et al. 2000). En estos momentos,
junto a estos módulos de enlace, existe también un esfuerzo creciente por
elaborar programas de AEDE en entornos de opensource como R, Java y
Python, que se encuentran libremente disponibles en Internet y cuya fuente
abierta hace posible su constante renovación. Muchos de estos programas
pueden consultarse en la página web del Center for Spatially Integrated
Social Science, CSISS: http://www.csiss.org/clearinghouse/.
Un buen método gráfico de AEDE es aquél que es capaz de analizar y re-
presentar dos características fundamentales en toda distribución espacial:
suavizamiento (smooth) y asperezas (rough) (Wise et al, 1999). La propie-
dad de alisado, que en el campo temporal serían la tendencia central de la
variable (medida a través de la mediana) y su dispersión (recorrido inter-
cuartílico), en las variables geográficas incluiría elementos globales, referidos
a todo el mapa, como la tendencia espacial y autocorrelación espacial global.
La propiedad de asperezas (rough) de la distribución se refiere a aquellos
datos localizados a cierta distancia del elemento de alisado (mediana), como
los llamados atípicos (outliers), situados bajo/sobre el primer/tercer cuartil
de un diagrama de caja. Esta última propiedad es local, a diferencia de la
propiedad de suavizamiento que es global, que incluye, por ejemplo, casos
que se revelan como muy distintos de sus correspondientes valores vecinos
en el mapa (atípicos espaciales), regiones que se encuentran agrupadas en
forma de valores altos o bajos de una variable produciendo autocorrelación
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espacial local (agrupamientos o clusters de zonas calientes o frías) o incluso,
líneas de discontinuidad geográfica (heterogeneidad espacial).
Según (Cressie 1993), el AEDE puede ser abordado desde el punto de vista
del análisis desarrollado por la geoestadística o a partir de la econometría
espacial. El objeto del análisis geoestadístico se encuentra, por lo general,
en el entorno de las ciencias medioambientales (física, geología, hidrología,
etc.) y se centra en el análisis de muestras de datos puntuales procedentes de
distribuciones geográficas continuas (por ejemplo, precipitación atmosférica,
humedad de la tierra, altura del océano, etc.). Por su parte, la econometría
espacial analiza localizaciones geográficas discretas de puntos o polígonos
(departamentos, municipios, etc.). Es lo que se denomina perspectiva de re-
tícula o lattice, y se encuentra en el análisis de los fenómenos socioeconómicos
(distribución de la renta, clientes, votantes, etc.)
A continuación se presentan las principales técnicas del AEDE que conside-
ran las propiedades de suavizamiento (global) y asperezas (local), desde la
perspectiva reticular o lattice.
1. Distribución espacial univariada:
a) Mapa de caja y/o diagrama de caja.
b) Asociación espacial global:
1) Mapa de contigüidades espaciales.
2) Gráfico del retardo espacial.
3) Diagrama/mapa de dispersión de Moran.
c) Asociación espacial local:
1) Puntos atípicos en el diagrama de dispersión de Moran.
2) Mapas LISA (Local Indicator of Spatial Asociation, por sus
siglas en inglés).
3) Diagrama de caja LISA.
2. Distribución espacial multivariada:
a) Diagrama dispersión-caja.
b) Asociación espacial multivariante:
Diagrama de dispersión multivariante de Moran.
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3. Heterogeneidad espacial:
a) Mapa del histograma de frecuencias.
b) Diagrama de dispersión.
2.1. Heterogeneidad y autocorrelación
espacial
En esta sección se describen efectos espaciales que se pueden presentar cuan-
do se trabaja con datos georreferenciados. Estos efectos son los que impiden
que los métodos estándar del análisis econométrico sean una buena herra-
mienta para el estudio de este tipo de datos, los cuales poseen los efectos
espaciales de autocorrelación y de heterogeneidad.
2.1.1. Heterogeneidad espacial
La heterogeneidad espacial es la carencia de uniformidad de los efectos espa-
ciales en la variable de estudio. Esto implica que, en los modelos espaciales,
las formas funcionales y los parámetros varían según la localización geográ-
fica, no siendo homogéneos para la matriz de datos (Anselin 1988; Chasco
2003). Esta variabilidad espacial suele ocurrir, por ejemplo, cuando se utili-
zan datos de una variable económica para explicar un fenómeno como con-
centración de riqueza en los departamentos de un país que contiene regiones
pobres y regiones ricas.
La heterogeneidad espacial puede tratarse con técnicas econométricas clási-
cas, a través de la consideración de cambios considerables en los parámetros,
coeficiente aleatorios o varias formas de cambios estructurales, tales como la
regresión de cambio bruscos.
2.1.2. Autocorrelación o dependencia espacial
Según Goodchild (1987), la autocorrelación espacial refleja el grado en que los
objetos o actividades en una unidad geográfica son similares a otros objetos
o actividades en unidades geográficas próximas. Para (Cliff and Ord 1973), la
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autocorrealción espacial o dependencia espacial aparece como consecuencia
de la existencia de una relación funcional entre lo que ocurre en un punto
determinado del espacio y lo que ocurre en otro lugar. Es decir, el valor
que toma una variable en una región se explica no solo por las condiciones
internas de la región, sino también por el valor que toma esa variable en las
regiones vecinas.
La autocorrelación espacial puede ser positiva o negativa. Positiva cuando
la presencia de un fenómeno determinado en una región lleva a que este se
extienda por las regiones vecinas, favoreciendo la concentración del mismo.
Por ejemplo, si la concentración de la tierra en la región 푖 es alta, se espera que
en las regiones que la rodean se presente una alta concentración de la tierra.
Por el contrario, se tiene autocorrelación negativa cuando la presencia de un
fenómeno en una región impide o dificulta su aparición en las regiones vecinas
a ella. Esta situación sería compatible con la existencia de jerarquías, por
ejemplo, de tipo centro-periferia, donde una favorable evolución del centro
podría verse acompañado de un empeoramiento de las regiones periféricas
próximas. Por último cuando la variable se distribuye de forma aleatoria, no
existirá autocorrealción espacial (Moreno and Vayá 2000).
2.1.3. Matriz de pesos espaciales
En el caso espacial la autocorrelación depende de la interdpendencia de las
regiones contiguas entre si. Por tanto, un operador retardo como el que se
conoce en el caso de series temporales no es útil pues recoge solo una relación
interdireccional. La solución en el caso espacial está dada por la matriz de
pesos espaciales o matriz de contigüidad espacial, W:
푊 =
⎛⎜⎜⎝
0 푤12 ... 푤1푁
푤21 0 ... 푤2푁
. . . .
푤푁1 푤푁2 ... 0
⎞⎟⎟⎠
Esta es una matriz cuadrada no estocástica cuyos elementos 푤푖푗 reflejan la
intensidad de la interdependencia existente entre cada par de regiones 푖 y
푗. Los pesos 푤푖푗 de la matriz deben de ser positivos y finitos, pero no hay
una definición única de estos pesos. La forma más usada es la contigüidad
física de primer orden, utilizado por Moran (1948) y Geary (1954), donde
푤푖푗 es igual a 1 si las regiones 푖 y 푗 son físicamente adyacentes o 0 en caso
contrario.
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A partir de una cuadricula regular, a continuación se presenta los criterios
de contigüidad física o de vecindad que se definen para construir la matriz
푊 .
1. Criterio lineal. Serán vecinas de 푖 las regiones que comparten el lado
izquierdo o derecho de 푖.
2. Criterio torre o rook. Serán vecinas de 푖 las regiones que comparten
algún lado de 푖.
3. Criterio alfil o bishop. Serán vecinas de 푖 las regiones que comparten
algún vértice con 푖.
4. Criterio reina o queen. Serán vecinas de 푖 las regiones que comparten
algún lado o vértice con 푖.
El número de vecinos en el criterio 1 es 2, en los criterios 2 y 3 es 4, y en el
criterio 4 es 8.
Esta matriz de contigüidad, también llamada matriz Booleana, es claramente
simétrica, pero presenta limitaciones para determinar la interdependencia
regional pues solo tiene en cuenta la adyacencia física dejando de lado algunas
interdependencia diferentes a las físicas como de tipo comercial entre regiones
que no son vecinas.
Cliff y Ord (1973,1981) sugieren la siguiente definición para la matriz 푊
basada en la distancia entre regiones:
푤푖푗 = 푑
−푎
푖푗 훽
푏
푖푗
donde 푑푖푗 es la distancia que separa a las unidades 푖 y 푗 y 훽푖푗 la longitud
relativa de la frontera común entre 푖 y 푗 con relación al perímetro de 푖, siendo
푎 y 푏 parámetros a estimar. (Anselin 1980) sugiere que estos parámetros sean
dados a priori y no estimarlos para evitar mayor complejidad.
(Anselin 1980) propone la utilización de una matriz 푊 con componentes
푤푖푗 =
1
푑2푖푗
,
donde 푑2푖푗 es la distancia al cuadrado del centro de la región 푖 al centro de
la región 푗. Otras propuestas de 푊 se encuentran en la literatura. Ver por
ejmeplo, (Dacey 1968) y Bodson y Peeters (1975).
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2.1.4. Operador de retardo espacial
Para definir el retardo espacial se debe tener en cuenta las diferentes ve-
cindades de una región. Si suponemos una malla regular (Cressie 1993), el
concepto de cambio espacial implica considerar observaciones que están ale-
jadas una o más unidades de distancia de una localización (푖, 푗), donde las
unidades de distancia, determinadas por los retículos, pueden medirse en dos
o en cuatro direcciones. Así, por ejemplo si seguimos el criterio reina, cada
celda en una estructura regular (푖, 푗) tiene ocho vecinos:
푖− 1, 푗 + 1 푖, 푗 + 1 푖+ 1, 푗 + 1
푖− 1, 푗 푖, 푗 푖+ 1, 푗
푖− 1, 푗 − 1 푖, 푗 − 1 푖+ 1, 푗 − 1
En el caso de estructuras regulares, el número de vecinos que resulta depende
del criterio de contigüidad que se utilice. Según (Anselin 1988), cuando la
estructura es irregular, se puede encontrar un gran cantidad de direcciones
posibles. Por tanto, el número de parámetros asociados con las diferentes
vecindades puede llevar a un análisis significativamente difícil. Además, si se
tiene una gran cantidad de datos y una estructura regular, podría suceder
que los grados de libertad restantes no serían suficientes para permitir una
estimación eficiente de estos parámetros. Este problema se soluciona si se
considera la suma de los pesos de todos los valores pertenecientes a una clase
de contigüidad dada, en vez de tomar cada una de ellas individualmente.
Los términos de la suma son obtenidos multiplicando la variable observada
en la vecindad 푖, con los pesos asociados de la matriz de pesos espacial.
Formalmente se tiene que
푊푠푦 =
∑
푗
푤푖푗푦푗 , ∀푗 ∈ 퐽 (2.1)
donde 푊푠 es el operador de retardo espacial asociada con la clase de con-
tigüidad 푠, 푗 es el índice de las observaciones que pertenecen a la clase de
contigüidad 푠 con respecto a la localización 푖, y 푤푖푗 son los pesos espaciales
de la matriz de pesos espacial. 푊푠푦 es una variable retardada espacialmente,
que guarda cierta similitud con la distribución retardo que se menciona en
el análisis de series de tiempo. En este caso, los pesos son dados a apriori,
reduciendo así un problema de linealidad y el riesgo de imponer un error
estructural (Anselin 1988).
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La matriz de pesos 푊 usada en el retardo espacial es frecuentemente estan-
darizada por filas, es decir, para cada 푖,
∑
푗 푤푖푗 = 1. Por tanto, el retardo
espacial puede ser interpretado como un promedio de pesos de la variable
aleatoria en las vecindades de 푖푗 o como un suavizamiento espacial (Anselin
999b).
2.2. Autocorrelación global y local
2.2.1. Contrastes globales de autocorrelación espacial
Para determinar la presencia o ausencia de dependencia espacial a nivel uni-
variado, se debe probar si se cumple la hipótesis de que una variable se
encuentra distribuida de forma aleatoria en el espacio o si por el contrario,
existe una asociación significativa de valores similares o disímiles entre re-
giones vecinas. Para ello, se ha propuesto unos estadísticos de dependencia
espacial, entre los que se destacan la I de Moran, la C de Geary y la G(d)
de Getis y Ord.
1. El contraste I de Moran (Moran 1948)
퐼 =
푁
푆0
푁∑
푖푗
푤푖푗(푦푖 − 푦)(푦푗 − 푦)
푁∑
푖=1
(푦푖 − 푦)2
푖 ∕= 푗 (2.2)
donde 푦푖 refleja el valor de la variable cualitativa 푦 en la región 푖, 푦 es
la media muestral, 푤푖푗 son los pesos de la matriz W, N es el tamaño
muestral y 푆0 =
∑
푖
∑
푗
푤푖푗 . Según (Cliff and Ord 1981), cuando el ta-
maño muestral es suficientemente grande, la I de Moran estandarizada
sigue una distribución asintótica normal estándar. Se denotará 푍(퐼) la
variable estandarizada del I de Moran.
En este caso, un valor no significativo de 푍(퐼) llevará a no rechazar
la hipótesis nula de no autocorrelación espacial, mientras que un valor
significativo positivo del mismo informará acerca de la presencia de un
esquema de autocorrelación espacial positiva, es decir, la presencia de
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una concentración de valores similares de la variable aleatoria 푌 entre
regiones vecinas. En caso contrario, un valor significativo negativo del
mismo informará acerca de la presencia de un esquema de autocorre-
lación espacial negativa, es decir, se encontrará una concentración de
valores disímiles de la variable aleatoria 푌 entre regiones vecinas.
2. C de Gary (Geary 1954)
Es el segundo contraste de autocorrelación espacial, el cual tiene la
siguiente expresión:
퐶 =
(푁 − 1)
2푆0
푁∑
푖푗
푤푖푗(푦푖 − 푦푗)
푁∑
푖=1
(푦푖 − 푦)2
푖 ∕= 푗 (2.3)
donde el significado de sus elementos es equivalente al definido para la
I de Moran.
La distribución del estadístico, después de su estandarización, es a nivel
asintótico una distribución normal estándar. Al igual que en el caso
anterior, la hipótesis nula del estadístico C de Gary es la inexistencia
de autocorrealción espacial frente a la hipótesis alternativa de presencia
de un esquema de dependencia espacial. En este caso, al contrario de
lo ocurrido por la I de Moran, un valor negativo y significativo de la
C de Gary estandarizada 푍(퐶) indicará la existencia de un esquema
de dependencia espacial positiva, y sucede lo contrario para un valor
positivo y significativo de la C de Geary que mostrará una dependencia
espacial negativa.
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3. G(d) de Getis y Ord (Getis and Ord 1992)
El tercer contraste presenta la siguiente expresión:
퐺(푑) =
푁∑
푖=1
푁∑
푗=1
푤푖푗(푑)푦푖.푦푗
푁∑
푖=1
푁∑
푗=1
푦푖.푦푗
푖 ∕= 푗 (2.4)
donde dos pares de regiones 푖 y 푗 son considerados vecinas siempre que
se encuentra dentro de una distancia 푑 determinada (tomando, en este
caso, 푤푖푗(푑) un valor igual a 1 si son vecinas o 0 en caso contrario).
La variable estandarizada 퐺(푑) se distribuye a nivel asintótico según
una normal estándar. En este caso, la hipótesis nula asociada al con-
traste ya estandarizado, 푍(퐺), es la ausencia de asociación espacial,
mientras que un valor positivo (negativo) y significativo indica la exis-
tencia de una tendencia a la concentración de valores elevados (bajos)
de la variable aleatoria en el espacio analizado.
Para el computo de estos test, se puede usar cualquier definición de la matriz
de contigüidad 푊 . Sin embargo, los resultados obtenidos por los diferentes
contrastes pueden variar, a veces drásticamente, en función de la matriz 푊
especificada. Además, es importante anotar que el cálculo de la I de Moran
o de la C de Gary no excluye el estudio de la 퐺(푑) de Getis y Ord en
la medida en que todos ellos, en forma conjunta, suministra información
complementaria.
2.2.2. Contrastes locales de autocorrelación espacial
Estos contrastes se realizan para determinar las asociaciones de dependencia
espacial entre alguna localización específica con sus vecinos, determinando
agrupaciones o cluster. Generalmente se usa el mapa de la variable aleatoria
para detectar estas agrupaciones (Unwin and Unwin 1998).
Entre los contrastes locales de asociación espacial, los más usados son: el
estadístico de Moran, 퐼푖, basados en el test tradicional de la I de Moran y
la 퐺푖(푑) y 퐺∗푖 (푑) de Getis y Ord. Para cada caso, se obtendrá un valor de
dichos estadísticos en cada región de la muestra, de esta manera se puede
analizar la situación de cada unidad espacial por separado.
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1. El contraste local 퐼푖 de Moran (Anselin and Florax 1995):
퐼푖 =
푧푖∑
푖
푧2푖 /푁
∑
푗∈퐽푖
푤푖푗푧푗 (2.5)
donde 푧푖 es el valor correspondiente de la variable normalizada en la
región 푖, 퐽푖 el conjunto de regiones vecinas a 푖.
Al igual que los estadísticos anteriores, se puede asumir la hipótesis de
que 퐼푖 estandarizada se distribuye normal estándar. Un valor positivo
(negativo) del contraste 퐼푖 indicará la existencia de un cluster de valores
similares (disímiles) de la variable analizada alrededor de la región 푖.
2. 퐺푖(푑) de Getis y Ord (1992).
Getis y Ord presentan varios índices locales. El primero de ellos está
dado por
퐺푖(푑) =
푁∑
푗=1
푤푖푗(푑)푦푗
푁∑
푗=1
푦푗
, 푖 ∕= 푗 (2.6)
donde 푦푖 es el valor de la variable de interés en la región 푖 y 푤푖푗(푑)
son los elementos de la matriz de contigüidad 푊 para una distancia 푑
dada.
Un segundo contraste presentado por Getis y Ord, denominado 퐺∗푖 (푑)
incluye la observación para la cual se calcula el valor del estadístico,
es decir, no incorpora la restricción presente en el estadístico anterior,
permitiendo que a su vez 푤푖푖 sea diferente de 0. Así:
퐺∗푖 (푑) =
푁∑
푗=1
푤푖푗(푑)푥푗
푁∑
푗=1
푥푗
(2.7)
Los estadísticos locales construidos por (Getis and Ord 1992) inicial-
mente solo podían ser aplicados al caso de variables naturales posi-
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tivas y para matrices de contigüidad simétricas (binarias o de distan-
cia). Para solucionar dichas limitaciones, Ord y Getis (1995) reespecifi-
can ligeramente los estadísticos anteriores, obteniendo los denominados
푁푒푤 −퐺푖 y 푁푒푤 −퐺∗푖 .
Después de la estandarización de estos estadísticos locales de Getis y
Ord (distribuyéndose en todos los casos asintóticamente normal están-
dar), un valor significativo y positivo (negativo) de los mismos indicará
la existencia de un cluster alrededor de la región 푖 de valores similares
elevados (bajos) de la variable 푥.
Es importante resaltar que los cálculos de los estadísticos locales de Moran
junto con los de Getis y Ord son complementarios, en la medida que ambos
tipos de índices suministran información derivada del significado diferente
de sus signos.
2.3. Métodos de representación de la tendencia
espacial global en GeoDa
Entre los programas de AEDE reticular, se destaca GeoDa, que incluye tam-
bién un módulo dedicado al análisis de regresión espacial. Este programa
ha sido desarrollado por el Profesor Luc Anselin, de la Universidad de Illi-
nois, para presentar la capacidad y posibilidades del AEDE. En términos
generales, las diferentes funciones de GeoDa podrían ser clasificadas en 6
categorías: tratamiento de datos geográficos, transformación de datos, re-
presentación gráfica en mapas, gráficos estadísticos, dependencia espacial
y regresión espacial. La última versión de GeoDa es la 0.9.5i del 2004 y
se encuentra en la web en http://geodacenter.asu.edu/software/downloads.
(Anselin 2004; Chasco 2005).
2.3.1. Análisis exploratorio de la dependencia espacial
global
Como se enunció en la sección anterior, la dependencia o autocorrelación es-
pacial, consiste en la existencia de una relación funcional entre lo que ocurre
en un punto determinado del espacio y lo que sucede en lugares cercanos
o vecinos al mismo. Es decir, una variable estará espacialmente autocorre-
lacionada cuando los valores observados en un punto o región dependan de
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los valores observados en regiones vecinas. La principales técnicas de asocia-
ción espacial en el AEDE reticular son: el diagrama de dispersión de Moran
y los gráficos Local Indicator of Spatial Association, su sigla es LISA (ma-
pa/diagrama de caja), así como sus correspondientes versiones multivarian-
tes.
La tendencia espacial es de carácter geográfico y tiene un sentido global,
es decir, referido a todo el mapa (y no a una parte del mismo). Por eso,
las técnicas del AEDE que analizan esta componente son herramientas de
representación cartográfica, donde lo fundamental no es el mapa en sí mismo,
si no la representación gráfica de los estadísticos básicos.
Diagrama de dispersión de Moran univariado
En el diagrama de dispersión de Moran el eje 푋 representa la variable de
interés previamente estandarizada y en el eje 푌 el retardo espacial de dicha
variable estandarizada. Como se enunció en la sección 2.1.4, se entiende por
retardo espacial el promedio ponderado de los valores que adopta una varia-
ble en el subconjunto de observaciones vecinas a una dada. La pendiente de
la recta de regresión es el valor del estadístico I de Moran de autocorrelación
espacial global.
Este diagrama de dispersión divide el tipo de asociación espacial en cuatro
categorías: dos para autocorrelación espacial positiva (valores altos de una
variable rodeados de valores altos o valores bajos rodeados de valores ba-
jos) y dos para autocorrelación espacial negativa (valores altos rodeados por
valores bajos, y viceversa). Las categorías de asociación espacial positiva co-
rresponden con los cuadrantes I y III y las categorías de asociación negativa
vienen dadas por los cuadrantes II y IV.
Si la recta de regresión que ajusta la variable de interés estandarizada en
función de su retardo espacial cruza los cuadrantes I y III, existe una au-
tocorrelación espacial positiva de la variable de interés. Los puntos que se
encuentran en el cuadrante II están asociados a valores “bajos” de la variable
de interés y a valores “altos” de la variable en su vecindad y viceversa para
los puntos que se encuentran en el cuadrante IV. Si los puntos se concentran
en la recta de regresión que pasa por los cuadrantes II y IV se dice que existe
una autocorrelación espacial negativa.
La regresión del retardo espacial sobre la variable de interés, se realiza ba-
jo las hipótesis clásicas del análisis de regresión. Así, la interpretación del
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test I de Moran permite conocer el grado en que este estadístico resume la
estructura global de asociación lineal existente en un fenómeno espacial.
Dado que los valores de la variable se encuentran estandarizados, es posible
conseguir información tanto de la asociación espacial global (pendiente de
la recta de regresión) como de la asociación espacial local. De este modo,
los valores en el diagrama de dispersión de Moran situados a más de dos
unidades del origen del sistema coordenado pueden considerarse como puntos
atípicos en el diagrama de dispersión de Moran, es decir, outliers locales de
no estacionariedad espacial.
En este estudio de la concentración de la tierra en Colombia, por departa-
mentos, se consideran las variables: porcentaje de tierra que tiene el 95% de
la población (PR95), necesidades básicas insatisfechas en el sector rural en
2005 (NBI05 rural), cobertura en educación secundaria (SEC00), Porcentaje
de hectáreas con presencia de cultivos ilícitos (COCA00), número de actos
violentos generados por grupos al margen de la ley (FARC, ELN, Autode-
fensas), denotada VIOL-GML, y número de desplazados en las cabeceras
municipales (REP-DES).
Figura 2.1. Indice de Moran para la variable PR95.
La figura (2.1) corresponde al gráfico de dispersión de Moran para la variable
PR95. Muestra que la relación espacial es positiva, con un Índice de Moran
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de 0.3150 y un p-valor de 0.0200. De este p-valor se puede concluir, por
ejemplo, que la concentración de la tierra en Colombia no es aleatoria.
En los cuadrantes I y III se encuentran los departamentos que presentan
asociación espacial positiva; en el cuadrante I encontramos los departamen-
tos de la Guajira, Cesar, Bolívar y Atlántico, que tiene una concentración
moderada de tierra y en el cuadrante III se encuentran los departamentos
con alta concentración de tierra, que corresponde a los departamentos del pie
de monte llanero y a los departamentos de Cundinamarca, Boyacá, Nariño,
Cauca, Quindío, Risaralda y Caldas. Los departamentos que presentan una
asociación espacial negativa están en los cuadrantes II y IV; en el cuadran-
te II se encuentran los departamentos con concentración alta de tierra, que
tienen departamentos vecinos con una concentración moderada de tierra, y
ellos son los departamentos de Antioquia, Valle del Cauca y Santander. En el
cuadrante IV encontramos los departamentos con concentraciones modera-
das de tierra y que están rodeados de departamentos con una concentración
alta de tierra y que corresponden a los departamentos de Huila, Tolima,
Putumayo y Chocó.
Figura 2.2. Índice de Moran para la variable NBI05 Rural.
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La figura (2.2) corresponde al gráfico de dispersión de Moran para la variable
NBI05 Rural. Muestra que la relación de asociación espacial es positiva,
con un Índice de Moran de 0.2780 y un p-valor de 0.010. De este p-valor
se puede concluir, por ejemplo, que a un nivel de significancia del 5% el
comportamiento de la variable NBI05 en Colombia no es aleatoria.
La existencia de correlación espacial positiva se encuentra en los departa-
mentos de la región Caribe y el departamento de Nariño con NBI altos y
los departamentos de Quindío, Risaralda, Caldas, Cundinamarca, Boyacá,
Arauca y Meta con un NBI bajos. Los departamentos que presentan una
asociación espacial negativa son Antioquia, Atlántico, Santander y Putuma-
yo, con NBI bajos con respecto a sus vecinos y Casanare, Valle del Cauca,
Chocó y Caquetá con NBI altos con respecto sus vecinos.
De igual manera, la variable COCA00 muestra una autocorrelación espacial
positiva, con un Índice de Moran de 0.2649 y un p-valor de 0.0050. Lo que
significa, por ejemplo, que a un nivel de significancia del 0.01% el compor-
tamiento de la presencia de cultivos de coca en Colombia no es aleatorio. Se
destaca el departamento de Caquetá con una presencia elevada de cultivos
de coca junto con su vecino Putumayo. Los demás departamentos muestran
la presencia de estos cultivos en menor proporción, ver figura (2.3).
Diagrama de dispersión
Este gráfico muestra la relación entre dos variables, GeoDa superpone la rec-
ta de regresión ajustada por el método de mínimos cuadrados ordinarios y
presenta el valor de la pendiente de la misma. Este gráfico se puede calcular
para los valores estandarizados de las variables, de forma que la pendien-
te de la recta de regresión se corresponda con el coeficiente de correlación
de Pearson. Adicionalmente, el análisis de los 4 cuadrantes del diagrama de
dispersión permite identificar las localizaciones con valores superiores o in-
feriores a la media en ambas variables o al contrario, valores superiores a la
media en una variable e inferiores a la media en otra.
El gráfico (2.4) muestra que la correlación entre las dos variables estandari-
zadas NBI05 y PR95 es de 0.4074. En general, un índice de NBI alto tiene
concentración moderada de tierra y un índice NBI medio tiene una concen-
tración alta de tierra. Entre los departamentos con moderada concentración
de tierra y NBI bajo están Atlántico, Putumayo, Huila y Tolima. Entre los
departamentos con NBI medio y alta concentración de tierra están Cundina-
marca, Boyacá, Santander, Quindío, Risaralda, Caldas, Antioquia, Valle del
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Figura 2.3. Índice de Moran para la variable COCA00.
Cauca y Meta. Los departamentos que presentan moderada concentración
de tierra y altos niveles de NBI son los departamentos de la región Caribe
y el departamento del Chocó. Los departamentos que presentan alta con-
centración de tierra y altos niveles de NBI son los departamentos Arauca,
Casanare, Caquetá, Nariño y Cauca.
Para las variables estandarizadas de violencia de los grupos armados al mar-
gen de la ley (VIOL-GRARM) y PR95, se evidenció una correlación negativas
de -0.4239, como lo muestra la gráfica (2.5). Esto significa que a mayor nive-
les de violencia mayor es la concentración de tierra. Entre los departamentos
con mayor violencia y alto nivel de concentración de tierra se destacan: An-
tioquia, Valle del Cauca, Cauca, Nariño, Risaralda Santander y Arauca. Los
departamentos que muestran un nivel medio de violencia y moderada con-
centración de tierra están los departamentos de Chocó, Guajira, Atlántico,
Sucre, Magdalena, Córdoba, Huila, Tolima y Putumayo. Los departamentos
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Figura 2.4. Diagrama de dispersión para PR95 y NBI05.
Figura 2.5. Diagrama de dispersión para PR95 y Violencia de Grupos Ar-
mados al Margen de la Ley.
con moderada concentración de tierra y alto nivel de violencia son Bolívar y
Norte de Santander.
Las demás variables con respecto a la concentración de tierra no presentan
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correlaciones relevantes.
Diagrama de dispersión de Moran bivariado
Se trata de un diagrama de dispersión de Moran, que en el eje vertical 푌
representa el retardo espacial de la variable que se desea explicar y en el eje
푋 la variable explicativa. Ambas variables deben estar previamente estanda-
rizadas, de tal forma que la media de ambas sea cero y la desviación estándar
sea uno. Es decir, se trata de ver la relación que existe, en cada punto de la
muestra, entre los valores de una variable y el valor medio de otra variable en
las vecindades de dicho punto. La pendiente de la línea de regresión muestra
el grado de relación lineal existente entre la variable del eje horizontal y los
valores de la variable del eje vertical en los puntos vecinos a uno dado.
Figura 2.6. Índice de Moran para NBI05 Rural y el retardo espacial de PR95.
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En el caso del NBI05 vs W-PR95 se encontró que el I de Moran es de 0.2288,
con un p-valor de 0.0010, como se evidencia en el gráfico (2.6). Se identifi-
ca una relación positiva en la variable NBI05 con el retardo espacial de la
variable PR95. Se destaca el comportamiento de la región Caribe que pre-
senta valores altos de NBI05, con promedios de concentración moderada de
tierra en estos departamentos y en los departamentos de Boyacá, Casanare
y Arauca que presenta valores medios de la variable NBI05, con promedios
de concentración alta de tierra de los mismos.
2.3.2. Análisis exploratorio de la dependencia espacial local
Los indicadores LISA, Local Indicator of Spatial Association se representa
en un mapa y/o en un diagrama de caja. El indicador LISA definido por
(Anselin and Florax 1995), cumple con dos objetivos: el primero, que el valor
del estadístico obtenido para cada observación suministre información acerca
de la relevancia de una agrupación espacial de valores similares alrededor de
la misma, y segundo, que la suma del valor del estadístico para todas las
observaciones sea proporcional a un indicador global de asociación espacial.
Sin embargo, no siempre se cumplen estos dos objetivos simultáneamente.
El mapa LISA representa las localizaciones de las asociaciones espaciales
locales de valores similares alrededor de un valor específico de la variable de
interés (Getis and Ord 1992; Anselin and Florax 1995; Unwin and Unwin
1998). Los gráficos LISA incluidos en GeoDa se basan en el estadístico I
de Moran de asociación local. Se trata de un estadístico que, a diferencia
del estadístico I de Moran, no se calcula de forma global para todas las
observaciones del mapa, sino que adquiere un valor diferente para todas y
cada una de ellas, ver la ecuación (2.5).
Este estadístico mide el grado de concentración de valores altos/bajos de
una variable en el entorno geográfico de cada una de las observaciones de la
muestra. Para cada valor del estadístico es posible realizar una inferencia pa-
ra evaluar el nivel de significancia estadística de rechazo de la hipótesis nula
de ausencia de similitud o disimilitud de valores en una localización geográ-
fica. De este modo, se pone de manifiesto la presencia de atípicos espaciales,
cuya mayor o menor intensidad dependerá de la significancia asociada a el
estadístico I de Moran local.
En el mapa (2.7) se identifica dos clusters asociados con la variable PR95
(Guajira, Atlántico, Magdalena y Bolívar), con valores bajos de concentra-
ción de tierra y un nivel de significancia de 0.05. El segundo cluster está
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conformado por los departamentos de Boyacá, Arauca y Casanare, con va-
lores altos de concentración de tierra y un p-valor de 0.01.
Figura 2.7. Mapa LISA para la variable PR05 Rural.
2.3.3. Análisis exploratorio de datos multivariados
El análisis exploratorio de datos multivariados muestra las relaciones espa-
ciales existentes entre las variables geográficas en cuestión. Mencionaremos
únicamente el gráfico condicional.
Gráficos condicionales
Este tipo de gráficos utiliza 2 variables condicionales que dividen a la mues-
tra de datos en diferentes grupos (categorías). Se trata de dibujar, para una
tercera variable, un gráfico o mapa diferente para cada grupo o categoría.
El programa GeoDa considera, para cada una de las 2 variables condicio-
nales, 3 grupos o categorías, por lo que se producirá un total de 9 gráficos
o mapas. Este programa permite variar los intervalos que determinan cada
categoría. En concreto, con el programa GeoDa se pueden diseñar 4 tipos de
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gráficos condicionales: mapas, diagramas de caja, histogramas condicionales
y diagramas de dispersión condicionales.
Figura 2.8. Mapa Condicional de PR95, NBI05 Rural y de Violencia de
grupos al margen de la ley.
Por último, se muestra en la figura (2.8) un gráfico condicional que permite
ver las relaciones existentes entre tres variables, dos variables condicionales
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que son PR95 y NBI05 Rural con la variable VIOL-GRARM. En estos mapas
se muestra que Valle del Cauca y Meta tienen alta concentración de tierra
con bajo NBI y con un nivel medio de violencia de los grupos al margen de
la ley. En esta misma categoría del alta concentración de tierra pero con un
NBI medio se encuentran los departamentos de Antioquia con una violencia
muy alta, le sigue Arauca y Cauca con un nivel medio-alto de violencia y
luego los departamentos de Boyacá y Nariño con niveles medio de violencia.
Se destaca también la categoría de baja concentración y nivel medio de NBI
con niveles medio de violencia en los departamentos de Cesar, Magdalena,
Bolívar y Norte de Santander, Huila y Putumayo. Los departamentos de
Chocó, Córdoba y Sucre que tienen un NBI alto, con moderada concentración
de tierra presenta nivel bajo de violencia.
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3.1. Introducción
La econometría espacial surge de la necesidad de analizar datos regionales
de corte transversal. Cuando se utilizan este tipo de datos aparecen los efec-
tos espaciales: la dependencia espacial y la heterogeneidad espacial. Estas
características permite el uso de técnicas econométricas no convencionales.
Por ello es necesario un conjunto de métodos y técnicas diferentes a las cono-
cidas en econometría. En la década de los 50, (Moran 1948) y (Geary 1954)
son quienes presentan los primeros índices para medir la autocorrelación o
dependencia espacial. Posteriormente, el término de econometría espacial lo
presenta (Paelinck and Klaassen), destacando cinco características de estu-
dio: 1) El papel de la interdependencia espacial en modelos espaciales. 2) La
asimetría en las relaciones espaciales. 3) La importancia de factores explica-
tivos en áreas (espacios) diferentes. 4) Diferenciación de las interacciones ex
ante y ex post. 5) Modelización explícita del espacio. Luego Anselin en 1988
define la econometría espacial como el “Conjunto de técnicas que tratan las
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peculiaridades causadas por el espacio en el análisis estadístico de modelos
de ciencia regional”.
Entre los modelos más conocidos para el estudio del comportamiento de va-
riables con distribución espacial se encuentran tres: el primer modelo, incluye
retardo espacial en la variable dependiente, el segundo, presenta el retardo
espacial en los errores y es conocido como un modelo de autocorrelación es-
pacial residual y el tercero, presenta heterogeneidad en los errores (Anselin
988b). En los dos primeros modelos es necesario recurrir a la matriz de ve-
cindades o matriz de pesos 푊 definida en el capítulo anterior, para incluir
la autocorrelación espacial, la cual permite incorporar las influencias mutuas
presentes entre las unidades espaciales de la muestra. En el tercer caso, pue-
de presentarse el retardo espacial en el error o en la variable dependiente o
en ambas, en cuyo caso necesita las matrices de vecindades 푊1 y 푊2 que en
algunos casos pueden ser iguales.
En este capítulo, en la sección 3.2 se define el modelo lineal general espa-
cial presentado por (Anselin) y los casos particulares más conocidos de este
modelo, en la sección 3.2.1 se muestra los estimadores máximo verosímil de
los parámetros y finalmente en la sección 3.2.2 se analizan los datos de la
distribución de tierra privada en Colombia para el año 2000 utilizando esta
metodología.
3.2. Modelo de regresión lineal espacial
Los modelos de regresión lineal espaciales los presenta (Anselin 1988), con
una estructura general para organizar varias situaciones modelo en la eco-
nometría espacial. Las especificaciones se refieren a situaciones donde las
observaciones son disponibles para una sección cruzada de unidades espacia-
les en un punto en el tiempo. La expresión del modelo es
y = 휌W1y + X휷 + 흐,
흐 = 휆W2흐+ 흁,
con 휇 ∼ 푁(0,Ω)
(3.1)
y los elemnetos de la matriz de covarianzas Ω como:
Ω푖푖 = ℎ푖(푍훼) hi > 0, (3.2)
donde 푋0, . . . , 푋푘, son las variables exógenas, con 푋0 = 1 para asumir un
modelo con intercepto, X es una matrix de tamaño 푁 ×퐾 que contiene 푛
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observaciones de las 푘+ 1 variables exógenas consideradas; 휷 = (훽0, . . . , 훽푘)
es el vector de parámetros asociado con 푘+1 variables exógenas; 휌 es el coefi-
ciente de la variable dependiente retardada espacialmente y 휆 es el coeficiente
en la estructura autorregresiva espacial de 흐.
La perturbación 흁 tiene una distribución normal con media un vector de
ceros y con matriz de covarianza diagonal Ω. Los elementos de la diagonal
principal muestran la heteroscedasticidad como una función de 푃 + 1 varia-
bles exógenas Z, la cual incluye un término constante. Los 푃 parámetros 휶
son los términos no constantes de Z, en caso de que 휶 = 0, se tiene ℎ = 휎2,
es decir, la situación clásica de homoscedasticidad.
Las matrices W1 y W2 son matrices de peso espacial estandarizadas o no
estandarizadas de 푁 × 퐾, asociadas con un procesos autorregresivo en la
variable dependiente y uno en el término de la perturbación, respectivamente,
cabe anotar que las matrices pueden ser iguales. Este hecho permite que los
dos procesos pueden ser derivados por una estructura espacial diferente, como
lo expresa (Hordijk).
El modelo tiene en total 푃 +퐾 + 3 parámetros desconocidos, que en forma
vectorial se expresaría
Θ = [휌,휷
′
, 휆,흈2,휶
′
] (3.3)
El modelo lineal general se pude expresar como
y = 휌W1y + X휷 + 휆W2흐+ 흁, (3.4)
y substituyendo en la ecuación (3.4) por 흐 = y −X휷 − 흆W1y se obtiene:
y = 휌W1y + X휷 + 휆W2(y −X휷 − 휌W1y) + 흁,
= 휌W1y + X휷 + 휆W2y − 휆W2X휷 − 휆휌W2W1y + 흁,
(3.5)
Se tienen dos posibles formas de analizar este modelo, cuando 푊1 y 푊2
son diferentes y cuando son iguales. En el primer caso, las matrices de peso
no tienen elementos en común pues corresponden a diferentes ordenes de
contigüidad y por tanto 푊1푊2 = 0. Luego la ecuación (3.5) quedaría:
y = 휌W1y + X휷 + 휆W2y − 휆W2X휷 + 흁, (3.6)
y se reduce a un retardo espacial biparamétrico con algunas restricciones en
los parámetros. En el segundo caso, la ecuación quedaría:
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y = (휌+ 휆)W1y + X휷 − 휆W1X휷 − 휆휌W21y + 흁, (3.7)
y los dos parámetros 휌 y 휆 tienen restricciones (posibles conflictos), así que
no se pueden identificar univocamente como lo muestra (Anselin and Bera).
El método de mínimos cuadrados ordinarios para el modelo de retardo espa-
cial no provee estimadores consistentes del modelo expresado en la ecuación
(3.1) por la presencia de retardos espaciales entre las variables explicativas.
Del modelo lineal general se pueden expresar varios casos particulares cuan-
do los subvectores del vector Θ son conjuntos de ceros, las estructuras del
modelo espacial cambia a formas conocidas de los modelos espaciales. A
continuación se mostraran las cuatro formas más conocidas en la literatura.
1. Para 휌 = 0, 휆 = 0, 휶 = 0 (푃 + 2 restricciones):
y = X휷 + 흐 (3.8)
es el modelo de regresión lineal clásica, sin efectos espaciales.
2. Para 휆 = 0, 휶 = 0 (푃 + 1 restricciones):
y = 휌W1y + X휷 + 흐 (3.9)
es el modelo mixto regresivo espacial autorregresivo de primer orden,
la cual incluye las especificaciones del factor común, con 푊X incluida
en las variables explicativas, como un caso especial.
3. Para 휌 = 0, 휶 = 0 (푃 + 1 restricciones):
y = X휷 + (I− 휆W2)−1흁 (3.10)
es un modelo de regresión lineal con perturbación autorregresiva de
primer orden.
4. Para 휶 = 0 (푃 restricciones):
y = 휌W1y + X휷 + (I− 휆W2)−1흁 (3.11)
es un modelo mixto regresivo espacial autorregresivo con perturbación
autoregresiva de primer orden.
Se pueden plantear más especificaciones de modelos si en las ecuaciones (4)
al (7) se permite heteroscedasticidad en ℎ(Z휶).
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3.2.1. Estimadores máximo verosímil para el modelo lineal
general
En orden a introducir los estimadores máximo verosímil, se deriva la función
de verosimilitud del modelo lineal general. De la ecuación (3.1) se obtiene:
(I− 휌W1)y = X휷 + 흐 (3.12)
y
흐 = (I− 휆W2)−1흁 (3.13)
de las ecuaciones (3.12) y (3.13) se obtiene:
흁 = (I− 휆W2)[(I− 휌W1)y −X휷] (3.14)
La función de verosimilitud para 흁 ∼ 푁(0,Ω) esta dada por:
퐿(휎2;흁) = 풌(흁)∣Ω∣− 12 푒푥푝[− 1
2
흁′Ω−1흁
]
(3.15)
Si Ω = 휎2I, se tiene que ∣Ω∣ = 휎2푛∣I∣ = 휎2푛. Además la inversa de la matriz
de varianzas y covarianzas es Ω−1 = 휎−2I. Por tanto
퐿(휎2;흁) = 풌(흁)(휎2푛)−
1
2 푒푥푝
[− 1
2휎2
흁′흁
]
(3.16)
El jacobiano de la transformación de 흁 en y expresada en la ecuación (3.14)
es:
퐽 =
∣∣∣흏흁
흏풚
∣∣∣ = ∣∣I− 휆W2∣∣∣∣(I− 휌W1)∣∣ (3.17)
Entonces con la ecuación (3.16) y el jacobiano de la transformación se puede
expresar la función de verosimilitud de y como:
퐿(휌, 휆, 휎2,휷; y) = 푘(y)(휎2푛)−
1
2
∣∣I− 휆W2∣∣∣∣(I− 휌W1)∣∣푒푥푝[− 1
2휎2
흁′흁
]
(3.18)
con 흁 como una función de y, así como se expresa en la ecuación (3.14).
Consecuentemente, la log-verosimilitud se expresa como:
푙(휌, 휆, 휎2,휷; y) = 푘(y)− 1
2
푙푛(휎2푛) + 푙푛
∣∣I− 휆W2∣∣+ 푙푛∣∣(I− 휌W1)∣∣
+
[− 1
2휎2
{
(I− 휆W2)[(I− 휌W1)y −X휷]
}′{
(I− 휆W2)[(I− 휌W1)y −X휷]
}
(3.19)
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La función anterior no se puede maximizar analiticamente debido a que los
parámetros que se encuentran en ella tienen un alto grado de no linealidad.
(Arbia) muestra en su libro una aproximación a esta función de verosimilitud
usando una metodología planteada inicialmente por (LeSage) la cual consiste
en cambiar algunos parámetros molestos por estimadores consistentes de
ellos.
(LeSage 1999) propone estimar los parámetros del vector 휷 con los estima-
dores de mínimos cuadrados del modelo reducido:
(I− 휆W2)y = X휷 + 흐 (3.20)
Usando como matriz de pesos a T = (I− 휌W1)′(I− 휌W1), se obtiene:
휷ˆ = (X′TX)−1X′T(I− 휆W2)y (3.21)
Seguido, se define el estimador de los residuos del modelo (3.20) como:
흐ˆ = (I− 휆W2)y −X휷ˆ (3.22)
y usando lo anterior se encuentra el estimador consitente de la varinaza del
ruido blanco dado por:
휎ˆ2 =
흐ˆ′흐ˆ
풏
(3.23)
Sustituyendo las estimaciones de los betas y de la varianza en la ecuación
(3.19) se obtiene:
푙(휌, 휆, ; y) = 푘(y) + 푙푛
∣∣I− 휆W2∣∣+ 푙푛∣∣(I− 휌W1)∣∣
+
[− 1
2휎2
{
(I− 휆W2)[(I− 휌W1)y −X휷ˆ]
}′{
(I− 휆W2)[(I− 휌W1)y −X휷ˆ]
}
(3.24)
que se puede maximizar numéricamente para obtener los máximos de la
función seudo-verosimilitud de los parámetros 휆 y 휌, llamados 휆ˆ y 휌ˆ. Las
estimaciones de los parámetros 휷 y 휎2 se hallan al sustituir 휆ˆ y 휌ˆ en las
ecuaciones (3.21),(3.22) y (3.23).
La prueba de hipótesis para mostrar la independencia espacial en el modelo
espacial general se especifica como 퐻0: 휆 = 휌 = 0 vs 퐻1 : 휆 ∕= 휌 ∕= 0. Para
esta prueba se utiliza la aproximación de la razón de verosimilitud. Bajo la
hipótesis nula la función log-verosimilitud se expresa como:
푙0(휎
2,휷; y) = 푘(y)− 푛
2
푙푛휎2 − 1
2휎2
[I−X휷]′[I−X휷] (3.25)
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y la prueba de razón de verosimilitud esta dada por:
푇푅푉 = −2[푙(휌, 휆, 휎2,휷; y)− 푙0(휎2,휷; y)] (3.26)
estadístico que está distribuido asintóticamente como una 휒2 con dos grados
de libertad.
Selección del modelo
La selección de los modelos se hace utilizando el criterio de información de
Akaike, AIC por sus siglas en inglés,
퐴퐼퐶 =
−2푙푛퐿+ 2퐾
푇
(3.27)
y el criterio de información bayesiana, BIC por sus siglas en inglés, o criterio
de Schwarz
퐵퐼퐶 =
−2푙푛퐿+ 푘푙푛푇
푇
(3.28)
donde 퐿 es la verosimilitud, 푇 es el número de observaciones y 푘 es el número
de parámetros estimados en el modelo. Estos dos criterios permiten deter-
minar la bondad del ajuste del modelo. Entre los modelos que satisfacen los
supuestos de no correlación de los residuales y de los residuales al cuadrado,
se escoge el de menor valor de BIC o AIC.
3.2.2. Aplicación
En esta sección se estudia el modelo que se ajustará a los datos de concen-
tración de tierra, utilizando la variable independiente de concentración de
tierra denotada por PR-95 que corresponde, como se dijo anteriormente, a la
proporción del 95 % de propietarios de la tierra que tiene un porcentaje acu-
mulado de tierra y está calculada para el año 2000, los datos originales fueron
suministrados por el IGAC y el Banco de la República. Se consideraron co-
mo variables explicativas del nivel de concentración de tierra en Colombia,
las siguientes: necesidades básicas insatisfechas del sector rural para el año
2005 (NBI05 rural), tasa de cobertura en educación secundaria para el año
2000 (SECU00), tasa de cobertura en la educación superior para el año 2000
(TC-ES00), tasa de participación de los departamentos con cultivos ilícitos
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(coca y amapola) durante el año 2000 (Coca00), la variable violencia de gru-
pos armados al margen de la ley para el año 2000 (VIOL-GML) y tasa de
recepción de desplazados para el año 2000 (TR-DES). Los datos, de estas
variables, utilizados en este análisis fueron suministrados por diversas insti-
tuciones. Los datos de la variable NBI05 rural fueron suministrados por el
DANE, Departamento Administrativo Nacional de Estadísticas, los de SE-
CU00 y TC-ES00 por el Ministerio de Educación Nacional, los de Coca-00
por la Policía Nacional - Dirección Antinarcóticos, y los de VIOL-GML y
TR-DES por el Departamento Nacional de Planeación.
Para comparar el desempeño del análisis estadístico de estos datos, conside-
ramos a continuación varios modelos, el modelo de regresión lineal, el modelo
con retardo espacial en la variable dependiente y el modelo con retardo es-
pacial en los errores, y se muestra que el modelo con mejor ajuste es el que
presenta dependencia espacial en los errores.
Modelo de regresión clásica
En este modelo no se tiene en cuenta la dependencia espacial y su estimación
se realiza por mínimos cuadrados ordinarios (MCO), cuya expresión esta
dada por y = X휷 + 흐.
Se ajustaron dos modelos. En el primero se consideraron las siguientes va-
riables explicativas: NBI05, SECU00, Coca00, VIOL-GML y TR-DES, los
parámetros estimados se encuentran en el cuadro (3.1). Para este modelo el
criterio de información de Akaike (AIC) está dado por 퐴퐼퐶 = 195.36 y el
criterio de información bayesiana, (BIC) está dado por 퐵퐼퐶 = 202.91 En
el segundo, las variables explicativas que se tomaron fueron: NBI05R, SE-
CU01 y VIOL-GML. Los parámetros estimados se presentan en el cuadro
(3.2). Para este modelo el valor del 퐴퐼퐶 = 193.45 y el 퐵퐼퐶 = 198.48. Entre
los dos modelos de regresión lineal el segundo presenta menor valor en los
criterios de información de Akaike y Bayesiano.
훽0 훽1 훽2 훽3 훽4 훽5
1퐸푆푡 -17.3943 0.2256 0.7407 0.1893 -0.0537 0.5345
s.d 39.04215 0.1165 0.4898 0.2276 0.0242 0.4874
p.v 0.6607 0.0670 0.1461 0.4153 0.0380 0.2858
Cuadro 3.1. Parámetros estimados para el modelo 1
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Modelo 훽0 훽1 훽2 훽3
2 -25.3634 0.1945 0.8796 -0.04534
s.d 37.4410 0.1124 0.4626 0.0228
p.v 0.5051 0.0977 0.0704 0.0597
Cuadro 3.2. Parámetros estimados para el modelo 2
La prueba de normalidad de los errores de Jarque-Bera, cuya hipótesis nula es
el supuesto de normalidad versus la hipótesis alternativa de no normalidad,
no rechaza la hipótesis 퐻0, a un nivel de significancia del 5 %, en ninguno
de los dos modelos. De igual forma para ambos modelos, el diagnóstico de
heteroscedasticidad de los residuos dado por el estadístico de Breusch-Pagan,
cuya hipótesis nula es que los parámetros de la varianza son ceros versus la
alterniativa de que alguno de ellos es diferente de cero, no rechaza la hipótesis
퐻0, a un nivel de significancia del 5 %, esto es ausencia de heteroscedasticidad
(Breusch and Pagan 1979).
Modelo de regresión espacial con la variable dependiente retardada
espacialmente
El modelo de regresión espacial con la variable dependiente retardada espa-
cialmente, se expresa como y = 휌W1y + X휷 + 흐. En este caso se ajustaron
dos modelos, el primero tiene la variable retardada espacialmente y las varia-
bles independientes NBI05 rural, SECU00, Coca00, VIOL-GML, TR-DES y
TC-ES00. Para este modelo el criterio de información de Akaike (AIC) es-
tá dado por 퐴퐼퐶 = 195.76 y el criterio de información bayesiana, (BIC)
está dado por 퐵퐼퐶 = 202.82 y los parámetros estimados se muestran en
el cuadro (3.3). El segundo modelo tiene la variable dependiente retardada
espacialmente y las variables explicativas NBI05 rural, Coca00, VIOL-GML
y TC-ES00. Los parámetros estimados se presentan en el cuadro (3.4).Pa-
ra este modelo el criterio de información de Akaike (AIC) está dado por
퐴퐼퐶 = 194.29 y el criterio de información bayesiana, (BIC) está dado por
퐵퐼퐶 = 201.84. Así el mejor modelo es el segundo, ya que tiene menor valor
en los dos criterios.
Para ambos modelos, el diagnóstico de heteroscedasticidad de los residuos
dado por el estadístico de Breusch-Pagan, no rechaza la hipótesis 퐻0, a un
nivel de significancia del 5 % de ausencia de heteroscedasticidad.
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Modelo 훽0 훽1 훽2 훽3 훽4 훽5 훽6 휌
1 -1.9034 0.2944 0.3075 0.3495 -0.0609 0.5101 0.4283 0.2163
s.d 34.6007 0.1212 0.4704 0.2086 0.0205 0.4106 0.3100 0.2153
p.v 0.9561 0.0151 0.5132 0.0939 0.0030 0.2140 0.1670 0.3151
Cuadro 3.3. Parámetros estimados para el modelo con retardo espacial
Modelo 훽0 훽1 훽2 훽3 훽4 휌
2 19.0137 0.2868 0.3393 -0.0572 0.4893 0.3211
s.d 12.9083 0.1073 0.2101 0.0195 0.2750 0.2086
p.v 0.1407 0.0075 0.1063 0.0033 0.0751 0.1237
Cuadro 3.4. Parámetros estimados para un modelo con retardo espacial
La prueba de razón de verosimilitud, está dada por 퐿푅 = 2(퐿∗푆퐴푅 − 퐿∗푂퐿푆),
donde 퐿∗푆퐴푅 es la función log-verosimilitud de un modelo espacial autorre-
gresivo evaluada en los estimadores máximos verosímiles de los coeficientes
y 퐿∗푂퐿푆 es la función log-verosimilitud para un modelo de regresión de mí-
nimos cuadrados ordinarios igualmente evaluado usando los estimadores de
este modelo. Este estadístico se distribuye 휒2 con un grado de libertad (An-
selin 1988). Las hipótesis nula y alternativa se expresan como 퐻0 : 휌 = 0 y
퐻1 : 휌 ∕= 0, respectivamente. En este caso la prueba de dependencia espacial
dada por la prueba de razón de verosimilitud no rechaza la hipótesis 퐻0 de
dependencia, a un nivel de significancia del 5 %.
Modelo de Regresión espacial con retardo espacial en el error
El modelo con retardo espacial en el error, expresado como y = X휷+ 흐 con
흐 = 휆푊흐+ 흁, y con 흁 ∼ 푁(0, 휎2퐼). En este caso se ajustaron dos modelos,
el primer modelo tiene las variables independientes NBI05 rural, SECU00,
Coca00, VIOL-GML, TR-DES y la variable retardada espacialmente en el
error Para este modelo el criterio de información de Akaike (AIC) está dado
por 퐴퐼퐶 = 192.39 y el criterio de información bayesiana, (BIC) está dado
por 퐵퐼퐶 = 199.94. El segundo modelo se encuentra las variables NBI05 ru-
ral, Coca00, VIOL-GML y la variable retardada espacialmente en el error. A
continuación en los cuadros (3.5) y (3.6) se presentan los parámetros estima-
dos de ambos modelos. Para este modelo el criterio de información de Akaike
(AIC) está dado por 퐴퐼퐶 = 190.83 y el criterio de información bayesiana,
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(BIC) está dado por 퐵퐼퐶 = 195.86. Así, el mejor modelo es el segundo cuyos
valores de ambos criterios son menores que los del primer modelo.
Modelo 훽0 훽1 훽2 훽3 훽4 훽5 휆
1 7.3875 0.1806 0.4693 0.3649 -0.0572 0.3500 0.5043
s.d 31.7992 0.1039 0.3823 0.2010 0.0204 0.3845 0.1963
p.v 0.8162 0.0823 0.2196 0.0695 0.0051 0.3627 0.0102
Cuadro 3.5. Parámetros estimados para un modelo con retardo espacial en
los errores
Modelo 훽0 훽1 훽2 훽3 휆
2 47.2447 0.1630 0.3685 -0.0535 0.5898
s.d 7.5395 0.1056 0.2087 0.0181 0.1743
p.v 0.0000 0.1228 0.0775 0.0032 0.0007
Cuadro 3.6. Estimadores para un modelo con retardo espacial en los errores
El diagnóstico de heteroscedasticidad de los residuos dado por el estadístico
de Breusch-Pagan, no rechaza la hipótesis 퐻0, a un nivel de significancia del
5 % de ausencia de heteroscedasticidad. La prueba de dependencia espacial en
los errores dada por la prueba de razón de verosimilitud rechaza la hipótesis
퐻0, a un nivel de significancia del 5%, evidenciando la dependencia espacial
en los errores.
3.3. Conclusiones
Como lo muestra el cuadro (3.7), los modelo con menor AIC y BIC corres-
ponden a los de retardo espacial en los errores, siendo el de mejor ajuste el
segundo, cuyas variables independientes están dadas por NBI05 rural, Co-
ca00, VIOL-GML. Lo que evidencia que la variable concentración de la tierra
privada rural en Colombia para el año 2000 es explicada por estas variables.
Se utilizó el modelo de regresión lineal clásica para mostrar la diferencia con
un modelo que presenta dependencia espacial, teniendo mejor ajuste el que
presenta dependencia espacial.
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Regresión clásica: MCO
Modelo R-cuadrado AIC BIC
1 0.4540 195.36 202.91
2 0.4084 193.451 198.483
Modelo con retardo espacial
1 0.5300 195.76 202.82
2 0.4894 194.29 201.84
Modelo con retardo espacial en los errores
1 0.5454 192.39 199.94
2 0.5157 190.83 195.86
Cuadro 3.7. Criterios R-cuadrado, AIC y BIC
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4.1. Teorema de Bayes
La inferencia estadística en el marco de la teoría bayesiana se basa en la
distribución a posteriori de los parámetros, la cual se obtiene a partir de su
información a priori y de la información contenida en el conjunto de datos,
expresada a través de la función de verosimilitud.
La distribución a posteriori se obtiene aplicando el teorema de Bayes. Sea 휃
un parámetro, posiblemente no observable, del cual se supone que se tiene
información o supuestos iniciales, sintetizados en H, y que pueden expresarse
en términos probabilísticos, esto es, resumirse por una función de densidad
de probabilidad 푝(휃 ∣ 퐻). Sea 푦′ = (푦1, 푦2, ..., 푦푛) una muestra aleatoria de la
población 푝(푦 ∣ 휃), que depende de 휃. Así, una vez observado 푦, la información
a posteriori acerca de 휃 está dada por:
푝(휃 ∣ 푦,퐻) = 푝(휃, 푦 ∣ 퐻)
푝(푦 ∣ 퐻) =
푝(푦 ∣ 휃,퐻)푝(휃 ∣ 퐻)
푝(푦 ∣ 퐻) , (4.1)
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donde
푝(푦 ∣ 퐻) =
∫
Θ
푝(푦, 휃 ∣ 퐻)푑휃. (4.2)
Note que 푝(푦 ∣ 퐻) no depende de 휃, entonces la distribución a posteriori de
휃 se puede escribir como
푝(휃 ∣ 푦,퐻) ∝ 푝(푦 ∣ 휃,퐻)푝(휃 ∣ 퐻). (4.3)
El teorema de Bayes permite actualizar la función de densidad de probabi-
lidad de 휃, una vez se ha observado una muestra aleatoria 푦′ = (푦1, ..., 푦푛),
de una población 푃휃.
Se obtiene la distribución a posteriori 휋(휃 ∣ 푦) = 푝(휃 ∣ 푦)푝(휃), mediante
el producto de la función de verosimilitud 푙(휃; 푦) = 푝(휃 ∣ 푦), esto es, la
información proveniente de la muestra, y de la distribución a priori 푝(휃), es
decir, la información histórica acerca del parámetro.
4.1.1. Distribución a priori
En esta sección se discutirán las forma que puede tener la densidad de pro-
babilidad a priori según el conocimiento que se tiene acerca de 휃. Esta distri-
bución debe reflejar el conocimiento previo que se tiene acerca del parámetro
antes de observar una nueva muestra.
A prioris informativas
En este caso se tiene un conocimiento previo sobre la población de la cual
es muestreado el parámetro 휃 y puede ser utilizado para especificar una
densidad a priori con alguna forma funcional paramétrica particular. Dentro
de este contexto es importante el concepto de distribuciones conjugadas que
se da a continuación:
Definición. Sea 퐹 = {푝(휃 ∣ 푦), 휃 ∈ Θ} una familia de distribuciones muestra-
les. Se dice que la clase de distribuciones 푃 es conjugada con respecto a la
familia 퐹 si para toda 푝(휃 ∣ 푦) ∈ 퐹 y 푝(휃) ∈ 푃 , 푝(푦 ∣ 휃) ∈ 푃 .
Las distribuciones a priori conjugadas tienen ventajas prácticas. Al pertene-
cer la a priori y la posteriori a la misma familia paramétrica, la actualización
de la información acerca de 휃 involucra tan sólo un cambio en el valor de los
parámetros de la distribución.
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A prioris no informativas
Cuando no se tiene información inicial disponible para la densidad a priori
se puede proponer 푝(휃) ∝ 푘 para 휃 variando en un subconjunto de ℝ. Esta
opción tiene algunos dificultades: 푝(휃) puede ser una distribución impropia
si el rango de 휃 es ilimitado, es decir
∫
푝(휃)푑휃 no es igual a 1 o incluso ser
divergente, violando uno de los supuestos de una densidad de probabilidad.
Además, si 휙 = 휙(휃) es una transformación inyectiva de 휃, por el teorema de
la transformación de variables la densidad de 휙 es
푝(휙) = 푝(휙(휃))
∣∣∣ 푑휃
푑휙
∣∣∣ ∝∣∣∣ 푑휃
푑휙
∣∣∣.
y resulta constante sólo si ℎ es una función lineal.
Definición. Sea 푦 una observación de 푝(푦 ∣ 휃). La a priori no informativa de
Jeffrey tiene densidad dada por
푝(휃) ∝ [퐼(휃)]1/2, 휃 ∈ Θ,
donde 퐼(휃) es la información de Fisher.
Para el caso multivariado, 휽 = (휃1, ...., 휃푘), 퐼(휽) es la matriz de información
de Fisher y 푝(휃) ∝ 푑푒푡[퐼(휃)]1/2. La ventaja de la priori no informativa de
Jeffrey es que es invariante bajo transformaciones del parámetro como se
afirma en el lema siguiente:
Lema. Sean 푝(휃) ∝ [퐼(휃)]1/2 la priori no informativa de Jeffrey para 휃 y
휙 = ℎ(휃) una transformación inyectiva de 휃, entonces, la priori no informativa
de Jeffrey para 휙 es 푝(휙) ∝ [퐼(휙)]1/2.
4.1.2. Estimación de los parámetros de un modelo,
utilizando el método de simulación
En los modelos bayesianos sencillos con frecuencia es fácil tomar muestras
de la distribución a posteriori especialmente si se asumen distribuciones con-
jugadas. En caso, en que el parámetro no es unidimensional o no se tiene
suficiente información para obtener la distribución a posteriori, se utilizan
métodos de simulación basados en cadenas de Markov conocidos como ca-
denas de Markov y simulación de Montecarlo, MCMC. En estos métodos se
toman muestras sucesivas del parámetro 휃 de distribuciones aproximadas a
la de 푝(휃∣푦) y éstas, en cada paso, dependen del valor de la muestra inme-
diatamente anterior, formando así, una cadena de Markov donde los estados
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son las muestras sucesivas del parámetro. (Una cadena de Markov es una
sucesión de variables aleatorias 휃1, 휃2, ..., 휃푡, ... donde la probabilidad de 휃푡
dados todos los valores anteriores depende únicamente de 휃푡−1). La cadena
se construye de tal manera que sea irreducible y aperiódica, garantizando
así, la existencia de una única distribución límite y la convergencia de la
cadena; las probabilidades de transición se proponen de tal manera que la
cadena tenga como distribución límite la distribución a posteriori 푝(휃∣푦).
Método de muestreo de Gibbs
En este método la probabilidad de transición o kernel está constituida por
todas las distribuciones condicionales completas. Gamerman (1997) lo pre-
senta de la manera siguiente: sea 휋(휃) donde 휃′ = (휃1, ..., 휃푑) una distribución
conocida y suponga que deseamos generar una muestra de 휋 utilizando el
método de muestreo de Gibbs (Geman and Geman 1984). Cada una de las
componentes 휃푖 puede ser un escalar, un vector o una matriz. Además, las
distribuciones condicionales 휋(휃푖) = 휋(휃푖∣휃−푖) para 푖 = 1, ..., 푑 son conocidas
y 휃−푖 es el vector 휃 sin la componente i-ésima 휃. El problema que se desea re-
solver es muestrear de 휋 cuando la generación directa es costosa, complicada
o imposible de hacer, pero generar de 휋푖 es posible. El método de muestreo
de Gibbs consiste en:
1. Inicialice el contador de la cadena 푗 = 1 y de un valor inicial de la
cadena (휃)(0) = (휃(0)1 , 휃
(0)
2 , ..., 휃
(0)
푑 ).
2. Obtenga un nuevo valor (휃)푗 = (휃(푗)1 , 휃
(푗)
2 , ..., 휃
(푗)
푑 ) generando sucesiva-
mente el conjunto de valores
휃
(푗)
1 ∼ 휋(휃1∣휃(푗−1)2 , 휃(푗−1)3 , ..., 휃(푗−1)푑 )
휃
(푗)
2 ∼ 휋(휃2∣휃(푗)1 , 휃(푗−1)3 , ..., 휃(푗−1)푑 )
.
.
.
휃
(푗)
푑 ∼ 휋(휃푑∣휃(푗)1 , 휃(푗)2 , ..., 휃(푗)푑−1)
3. Incremente el contador de 푗 a 푗 + 1 y regrese al paso 2 hasta que la
cadena converja.
Cuando se obtiene la convergencia el valor 휃(푗) resultante es una muestra de
la distribución 휋.
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Algoritmo de Metrópolisis-Hasting
El algoritmo de Metrópolis-Hasting utiliza las cadenas de Markov. Siguiendo
la manera en que lo presenta (Gamerman 1997), sea 휋 una distribución
conocida de la cual queremos generar una muestra. En este caso se debe
construir una función de transición o Kernel 푝(휃, 휙) de manera tal que 휋 es
la distribución de equilibrio de la cadena. Una forma sencilla de hacer esto
es en el caso que 푝 satisface las condiciones de reversibilidad de la cadena
휋(휃)푝(휃, 휙) = 휋(휙)푝(휙, 휃) para todo 휃, 휙. (4.4)
Esta es una condición suficiente para que 휙 sea la distribución de equilibrio
de la cadena, debido a que de (4.4)
휋(휙) =
∫
휋(휃)푝(휃, 휙)푑휙 para todo 휙. (4.5)
El kernel 푝(휃, 휙) puede ser construido en dos partes: un kernel arbitrario
푞(휃, 휙), tal que
∫
푞(휃, 휙)푑휙 = 1, y una probabilidad de aceptación 훼(휃, 휙) tal
que
푝(휃, 휙) = 푞(휃, 휙)훼(휃, 휙) si 휙 ∕= 휃. (4.6)
y
푝(휃, 휙) = 1−
∫
푞(휃, 휙)훼(휃, 휙)푑휙. (4.7)
El kernel de transición 푞(휃, 휙) propone un movimiento en la cadena y cuando
el proceso se encuentre en el punto 휃, genera un candidato 휙 de 푞(휃, 휙). La
expresión para la probabilidad de aceptación es
훼(휃, 휙) = mı´n
{
1,
휋(휙)푞(휙, 휃)
휋(휃)푞(휃, 휙)
}
. (4.8)
A la razón de esta expresión, (Hasting 1970), la llamó la prueba de la razón.
Si 훼 se define de esta manera, puede mostrarse que 푝(휃, 휙) satisface las
condiciones de reversibilidad dada en (4.4).
La simulación de una muestra de 휋 utilizando el método de Metropolis-
Hasting puede describirse de la siguiente manera:
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1. Inicialice el contador de la cadena 푗 = 1 y de un valor inicial de la
cadena (휃)′.
2. Genere un nuevo valor 휙 a partir de la densidad 푞(휃푗−1, .) y un valor
푢 ∼ 푈(0, 1).
3. Calcule la probabilidad de aceptación del movimiento, 훼(휃푗−1, 휙). Si
푢 ≤ 훼(휃푗−1, 휙), el movimiento es aceptado y entonces 휃푗 = 휃푗−1 y la
cadena no cambia de estado.
4. Incremente el contador de 푗 a 푗 + 1 y regrese al paso 2 hasta que la
cadena converja.
En muchas ocasiones 휃 es un vector y no es fácil hallar una propuesta adecua-
da para 푞. En este caso 휃 puede ser dividido en bloques de menor dimensión.
En cada iteración un bloque es actualizado. Las selección del bloque puede
hacerse en forma aleatoria o con algún patrón fijo. El único requerimien-
to técnico es que cada uno de los bloques tenga una probabilidad positiva
de ser visitado. Así, una versión del algoritmo de Metropolis-Hasting puede
ser implementado para cada una de las componentes de 휃. El algoritmo es
entonces:
1. Inicialice el contador de la cadena 푗 = 1 y dé un valor inicial de la
cadena (휃)′.
2. Asigne el valor 푖 del contador de las componentes en forma aleatoria o
de manera fija.
3. Proponga un movimiento para la i-ésima componente del vector 휃 a
nuevo valor 휙푖 generado a partir de la densidad 푞푖(휃
푗−1
푖 , .) y un valor
푢 ∼ 푈(0, 1).
4. Calcule la probabilidad de aceptación del movimiento, 훼푖(휃
푗−1
푖 , 휙푖). Si
푢 ≤ 훼(휃푗−1푖 , 휙푖), el movimiento es aceptado, entonces 휃푗푖 = 휃푗−1푖 y la
cadena no cambia de estado.
5. Incremente el contador de 푗 a 푗 + 1 y regrese al paso 2 hasta que la
cadena converja.
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Se puede mostrar que las probabilidades de aceptación están dadas por
훼(휃, 휙) = mı´n
{
1,
휋푖(휙푖)푞푖(휙푖, 휃푖)
휋푖(휃푖)푞(휃푖, 휙푖)
}
. (4.9)
donde 휋푖(휃푖 = 휋푖(휃푖∣휃−1) es el vector que obtiene de 휃 al eliminar la compo-
nente i-ésima.
4.2. Una aproximación Bayesiana para modelar la
concentración de la tierra en Colombia
4.2.1. Metodología propuesta
Para el ajuste del modelo de la concentración de la tierra en Colombia se
aplicará la metodología Bayesiana propuesta en (Cepeda and Gamerman
2001), que se resume a continuación. Cepeda y Gamerman consideran el
siguiente modelo:
Y = 휌푊Y + 휇+ 휀
휇 = X훽 y 휀푖 son ind. 푁(0, 휎2푖 )
휎2푖 = 푒푥푝(푧훾)
(4.10)
donde Y es el vector (푁 × 1) de observaciones de la variable dependiente,
X es la matriz (푁 × 퐾) de observaciones de las variables independientes,
훽 = (훽0, 훽1, ...., 훽푘) es el vector de parámetros para la media, 푊 es la matriz
de retardos espaciales, 푊Y es el operador de retardo espacial, 휌 es el pará-
metro de la variable dependiente retardada espacialmente, 푧 = (1, 푧1, ..., 푧푝)
es el vector de las variables explicativas de la varianza y 훾 = (훾0, ..., 훾푝)
los parámetros de la varianza. Las variables explicativas de la varianza pue-
den ser las variables independientes o los retardos espaciales de la variable
dependiente.
Para implementar una metodología bayesiana para el ajuste del modelo,
se necesita especificar una distribución a priori para los parámetros. Por
simplicidad, se asume que la distribución a priori 푝(휃) para 휃′ = (훽, 훾) esta
dada por 휃 ∼ 푁(휃0,
∑
0), donde 휃
′
0 = (훽0, 훾0) y
∑
0 es una matriz definida
positiva. Así, si 퐿(훽, 훾) es la función de verosimilitud de la distribución a
priori, la función de distribución a posteriori 휙(훽, 훾) se halla mediante el
teorema de Bayes, 휙(훽, 훾) = 퐿(훽, 훾)푝(훽, 훾).
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Como 휋(훽, 훾) es intratable analíticamente, se propone un procedimiento de
muestreo utilizando el método de cadenas de Markov de la sección previa.
En este caso, si el valor actual de 훽 es 훽(푐), un nuevo 훽, 훽(푛) es propuesto de
la distribución 푁(훽(푛), 퐵0), donde 퐵0 es una matriz de varianzas-covarianzas
conocidas.
Las distribuciones condicionales completas de 훾 dado 훽, 휋(훾∣훽) también es
intratable analíticamente y no es fácil generar de ésta. La metodología pro-
puesta por (Cepeda and Gamerman 2001) es la adecuada para este caso, en
ella aplica elementos del algoritmo de Fisher Scoring para construir propues-
tas adecuadas.
El algoritmo requiere variables para aproximar la transformación de las ob-
servaciones alrededor de las estimaciones del parámetro. En la iteración 푐, el
valor de 훽 es 훽(푐), y el modelo observado es
푤푖 = (푦푖 − 푥′푖훽(푐))2 ∼ 휎2푖 휒21, para 푖 = 1, 2, ..., 푛. (4.11)
Las observaciones 푤푖 tienen media 퐸(푤푖) = 휎2푖 , varianza 푉 (푤푖) = 2휎
4
푖 y están
relacionadas con los parámetros de regresión 훾 por medio de 푔[퐸(푤푖)] = 푧′푖훾.
Dado que 푔 es una función diferenciable, podemos usar la aproximación lineal
alrededor de 퐸(푤푖),
푔(푤푖) ≃ 푔[퐸(푤푖)] + 푔′[퐸(푤푖)][푤푖 − 퐸(푤푖)] := 푦˜푖 (4.12)
y
푉 푎푟[푔(푤푖)] = 푔
′[퐸(푤푖)]2푉 푎푟(푤푖) (4.13)
en alguna vecindad de 퐸(푤푖) = 휎2푖 . Por lo tanto, si 훽
(푐) y 훾(푐) son los valores
actuales de 훽 y 훾, el valor apropiado de la observación es
푦˜푖 = 푧
′
푖훾
(푐) + 푔′[푔−1푧′푖훾
(푐)][(푦푖 − 푥′푖훽(푐))2 − 푔−1(푧′푖훾(푐))] (4.14)
y su varianza está dada por
푉 푎푟[푔(푦˜푖)] = 2{푔′[푔−1(푧′푖훾(푐))]푔−1(푧′푖훾(푐))}2 (4.15)
Si 푔 = 푙표푔 la expresión anterior se puede simplificar y el vector de las obser-
vaciones es 푦˜′ = (푦˜1, 푦˜2, ..., 푦˜푛)
푦˜푖 = 푧
′
푖훾
(푐) +
(푦푖 − 푥′푖훽(푐))2
푒푥푝(푧′푖훾(푐))
− 1, 푖 = 1, 2, ..., 푛 (4.16)
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y con varianza asociada igual a 2. Suponiendo que la distribución a priori
condicional para 훾∣훽 está dada por 훾∣훽 ∼ 푁(푔푏, 퐺푏), donde 푔푏 y 퐺푏 son
la media y la matriz de varianzas-covarianzas, respectivamente, el kernel
de transición 푞훾 basándose en el método de Fisher Scoring (Cepeda and
Gamerman 2001), puede obtenerse como
푞훾(훾
(푐), 훾(푛)) = 푁(푔∗푏 , 퐺
∗
푏) (4.17)
donde 푔∗푏 = 퐺
∗
푏(퐺
−1
푏 푔푏 + 0.5푍
′푌˜ ) y 퐺∗푏 = (퐺
−1
푏 + 0.5푍
′푍)−1.
Note que esta propuesta es la misma que resulta como la distribución a pos-
teriori de 훾, obtenida de la combinación de la priori con el modelo observado
푦˜푖 ∼ 푁(푧′푖훾, 2), 푖 = 1, 2, ..., 푛. (4.18)
De esta manera, se tiene la propuesta para que la cadena cambie o no de
estado, utilizando el kernel de transición 푞훾 y el criterio de aceptación definido
por la ecuación (4.8) del algoritmo de Metrópolis-Hastings.
4.2.2. Aplicación
Se estiman dos modelos como los definidos por las ecuaciones (4.10) para
la concentración de la tierra en Colombia, utilizando métodos de MCMC
y la metodología bayesiana descrita en la sección anterior. Se generan las
cadenas de cada uno de los parámetros, y para cada parámetro, tanto los de la
media como los de la varianza, se realizaron 13.000 iteraciones. Para obtener
las estimaciones a posteriori se eliminan los primeros 8.000 valores de cada
cadena, se calculan la media y la desviación estándar de estos valores, y se
obtienen así, las estimaciones a posteriori de los parámetros y las desviaciones
estándar respectivas.
Modelo 1.
Y = 휌푊Y + 휇+ 휀
휇 = 푋훽 y 휀푖 son ind. 푁(0, 휎2푖 )
휇i = 훽0 + 훽1(푁퐵퐼05) + 훽2(푉 퐼푂퐿−퐺푀퐿)
휎2i = 푒푥푝(훾0 + 훾1(푁퐵퐼05) + 훾2(푊Y))
(4.19)
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Donde:
NBI05 corresponde a las necesidades básicas insatisfechas del 2005,
sector rural. Se uso este valor debido a que no se encontró el NBI para
1993 en el sector rural y buscar un promedio entre estos dos valores.
VIOL-GML corresponde a la violencia registrada por los grupos arma-
dos al margen de la ley para el año 2000.
W es la matriz de retardo espacial.
Y es la variable dependiente PR-95 que se define como la proporción
del 95% de propietarios de la tierra que tiene un porcentaje acumu-
lado de tierra y está calculada para el año 2000. Indica el grado de
concentración de la tierra.
Los valores de beta y gama están dados en el cuadro (4.1), con sus respectivas
varianzas.
Modelo 훽0 훽1 훽2 휌 훾0 훾1 훾2
1 45.02 0.2548 -0.0522 7.3148 -1.6572 -0.0496 0.6370
s.d 5.651 0.1281 0.01902 2.7201 1.4420 0.0265 0.5595
Cuadro 4.1. Estimadores a posteriori, media y varianza
En este modelo el criterio de información bayesiano (BIC) es de 192.306 y
se evidencia una varianza mayor en 훾2. Se plantea un segundo modelo de la
siguiente manera:
Modelo 2:
휇i = 훽0 + 훽1(푁퐵퐼05) + 훽2(푉 퐼푂퐿−퐺푀퐿) + 휌푊 (푃푅− 95)
휎2i = 푒푥푝(훾0 + 훾1(푁퐵퐼05))
(4.20)
Los valores de beta y gama están dados en el cuadro (4.2), con sus respectivas
varianzas.
En este modelo el criterio de información bayesiano (BIC) es de 190.641. Las
distribuciones a priori de los parámetros de la media y la varianza son nor-
males, de media cero, varianzas grandes (del orden de 105)y la verosimilitud
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Modelo 훽0 훽1 훽2 휌 훾0 훾1
1 45.02 0.2551 -0.0530 7.3150 -1.6560 -0.0489
s.d 5.651 0.1281 0.01878 2.720 1.439 0.0255
Cuadro 4.2. Estimadores a posteriori, media y varianza
es normal multivariada para ambos modelos. Las cadenas a posteriori de los
parámetros de la media y la varianza para el segundo modelo, se muestran
en las figuras (4.1), (4.2), (4.3), (4.4) y en las figuras (4.5) y (4.6).
8000 9000 10000 11000 12000 13000
30
50
70
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Figura 4.1. Cadena a posteriori de Beta 0
Los histogramas para las distribuciones marginales a posteriori de los pará-
metros del modelo de la media, se muestran en las figuras (4.7), (4.8), (4.9),
(4.10) y de la varianza en las figuras (4.11), (4.12). Para verificar si se dis-
tribuyen normal se realizaron pruebas de bondad de ajuste para cada uno
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Figura 4.2. Cadena a posteriori de Beta 1
de los parámetros, mediante los estadísticos de Kolmogorov-Smirnov para
la prueba de la hipótesis 퐻0: la distribución del parámetro a posteriori es
normal versus 퐻1: la distribución del parámetro a posteriori no es normal.
Para todos los parámetros, el estadístico de Kolmogorov-Smirnov rechaza la
hipótesis 퐻0, a un nivel de significancia del 5 %.
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Figura 4.3. Cadena a posteriori de Beta 2
4.2.3. Conclusiones
Los modelos planteados desde la metodología bayesiana presentan me-
jor ajuste que los modelos clásicos.
Los modelos con varianza variable presentan mejor ajuste que los mo-
delos con varianza constante.
La variable concentración de tierra expresada como 푃푅 − 95 se auto-
correlaciona espacialmente, esto significa que si un departamento tiene
concentración alta de tierra sus vecinos se comportan de igual forma.
La relación entre la proporción de tierra que poseen el 95 % de los
propietarios con el NBI rural es directa, es decir a mayor proporción
de tierra en manos del 95 % de los propietarios mayor es el NBI rural.
En la propuesta bayesianos se modeló la varianza del error, con un
mejor ajuste que los modelos de regresión espacial clásicos.
La relación entre la proporción de tierra que poseen el 95 % de los
propietarios y la violencia es inversa, esto es a mayor proporción de
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Figura 4.4. Cadena a posteriori de 휌
tierra en manos del 95 % de los propietarios menor es la violencia. Esto
se traduce en menor concentración tierra menor es la violencia.
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Figura 4.5. Cadena a posteriori de Gama 0
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Figura 4.6. Cadena a posteriori de Gama 1
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Figura 4.7. Histograma Beta 0
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Figura 4.8. Histograma Beta 1
70
4.2. UNA APROXIMACIÓN BAYESIANA PARA MODELAR LA CONCENTRACIÓN DE LA
TIERRA EN COLOMBIA
Histograma de Beta 2
Beta 2
Fr
ec
ue
nc
ia
−0.15 −0.10 −0.05 0.00
0
20
0
40
0
60
0
80
0
Figura 4.9. Histograma Beta 2
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Figura 4.10. Histograma para 휌
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Figura 4.11. Histograma Gama 0
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Figura 4.12. Histograma Gama 1
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Otras definiciones de la curva de Lorenz
Definición de la Curva de Lorenz dada por (Gastwirth 1971). Sea ℒ la clase
de todas las variables no negativas con esperanza positiva finita. Para una
varible aleatoria 푋 de ℒ con funión de distribución inversa 퐹−1, la curva de
Lorenz asociada con 푋 es definida por
(푝) =
[∫ 푝
0
퐹−1(푦)푑푦
]/[∫ 1
0
퐹−1(푦)푑푦
]
, 0 ≤ 푝 ≤ 1.
donde
퐹−1(푡) = 푖푛푓{푥 : 퐹 (푥) ≥ 푡}, 0 ≤ 푡 ≤ 1,
Una caracterización de la Curva de Lorenz está dada por el siguiente teorema
(Sen 1986; Sarabia, Castillo, and Slottje 1999; Sarabia, Castillo, and Slottje
2001).
Teorema 1. Supongase que 퐿(푝) es definida y continua sobre el intervalo
[0, 1] con segunda derivada 퐿′′(푝). La función 퐿(푝) es la curva de Lorenz si
y solo si,
(푝) = 0, 퐿(1) = 1, 퐿′(0+) ≥ 0, 퐿′′(푝) ≥ 0 para 푝 ∈ (0, 1)
Si se reparametriza la curva de Lorenz 퐿(푝; 휃, 휙), donde 휃 y 휙 denotan vec-
tores de parámetros. En el caso más simple, supondremos que 휃 es un pará-
metro escalar el cual denota algún factor heterogéneo de la población. Para
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modelar este factor se supone que 휃 varia acorde con una función de densidad
de probabilidad continua 휋(휃;휓) con soporte sobre un conjunto Θ ⊂ ℝ, y
donde 휓 es un vector de parámetros.
Teorema 2. Bajo las condiciones previas, la siguiente expresión:
퐿˜(푝;휙, 휓) =
∫
Θ
퐿(푝; 휃, 휙)휋(휃, 휓)푑휃,
define una genuina curva de Lorenz.
Prueba. Directa, usando teorema 1. (Sarabia et al. 2005)
El siguiente resultado provee una expresión para el índice de Gini de la nueva
curva de Lorenz 퐿˜ en términos de la curva de Lorenz inicial.
Teorema 3. El índice de Gini 퐺(퐿˜) de la curva de Lorenz 퐿˜ definida en el
teorema 2 esta dada por
퐺(퐿˜) =
∫
Θ
퐺(퐿)휋(휃)푑휃 = 퐸휋[퐺(퐿)]
donde 퐺(퐿) denota el índice de Gini de la curva de lorenz inicial 퐿 y 퐸휋
corresponde al valor esperado de 퐺(퐿) con respecto a la función de densidad
de probabilidad 휋(휃).
Prueba. Directa, usando el teorema de Fubini y el teorema 2.
Note que el índice de Gini de la nueva curva de Lorenz corresponde a los
pesos del índice de Gini inicial con función de densidad de probabilidad 휋(휃).
Otros índices de concentración
Entre los índices de concnetración más conocidos tenemos los indices de
entropía generalizda, de ellos se destaca los índices de Theil, Hirschman-
Herfindahl y Bourguignon. (Fernández and Costa 1998),
El índice de entropía generalizada de grado 훽 para una población de tama-
ño n, con 푌 la variable aleatoria (renta, tierra, ingresos, etc.), con valores
(푦1, 푦2, . . . , 푦푖, . . . , 푦푛), y con media 푌 , se define como:
퐼훽 =
1
훽(훽 + 1)
1
푛
푛∑
푖=1
푦푖
푌
[(
푦푖
푌
)훽
−1
]
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Cualquier índice de desigualdad perteneciente a la familia de los índices de
entropía generalizada referido a una población que está particionada en va-
rias subpoblaciones puede descomponerse aditivamente en la suma de dos
componentes: la contribución a la desigualdad total atribuible a la desigual-
dad dentro de cada subconjunto de la población o desigualdad intra-grupos y
la contribución a la desigualdad total atribuible a la desigualdad entre dichos
subconjuntos.
La noción de descomposición aditiva consiste en expresar el índice de de-
sigualdad de toda la población, 퐼, por la suma de dos componentes 퐼 =
퐼푏 + 퐼푤. El primero de ellos, 퐼푏, representa la parte de la desigualdad total
que se puede atribuir a la desigualdad entre subpoblaciones y el segundo,
퐼푤, cuantifica la parte de la desigualdad total que se debe a la desigualdad
interna que existe dentro de cada subpoblación. El componente 퐼푏 se cal-
cula como el índice de desigualdad 퐼 aplicado al vector de medias de cada
subpoblación. El componente 퐼푤 se calcula como una suma ponderada de
los valores que toma el índice de desigualdad 퐼 dentro de cada una de las
subpoblaciones.
La descomposición que se ha descrito es aplicable a cada uno de los miembros
particulares de la familia de indices de entropía generalizada, entre los que se
cuentan el índice de Theil (1967), que es límite del indice de entropía cuando
훽 → 0, el índice de Hirschman-Herfindahl, para el valor 훽 = 1, y el índice de
Bourguignon (1979), cuando 훽 → −1.
El índice de Theil (1967) se define como:
푇 =
1
푛
푛∑
푖=1
푦푖
푌
푙푛
(
푦푖
푌
)
El índice de Hirschman-Herfindahl se define como:
퐼1 =
1
2
푉 2
con 푉 2 el coeficiente de variación de Pearson.
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El índice de Bourguignon (1979), se define como:
퐼−1 = 푙푛
(
푌
푌˜
)
con 푌˜ la media geométrica.
Análisis de la estructura de tenencia de la tierra en
Colombia. 1985
A continuación se encuentra el análisis de la estructura de tenencia de la
tierra para el año 1985 urtilizando la curva de Lorenz. El análisis se realiza
de igual manera como se realizó para los años 1996 y 2000, se presentan:
la región Andina en la tabla 3, la región Atlántica en la tabla 4, la región
Pacífica en la tabla 5 y la región Oronoquía-Amazonía en la tabla 6.
% de Propietarios 40 60 80 90 95
Antioquia
Boyacá 4.2 8.9 18.2 30.0 40.5
Caldas 2.1 7.5 16.1 30.1 41.2
Cundinamarca 4.5 9.5 21.0 34.2 47.1
Huila 3.4 8.8 26.5 41.1 50.3
N. Sant. 2.6 9.0 26.5 40.1 58.3
Quindío 3.1 9.6 22 37.7 46.6
Risaralda 4.3 8.5 18.6 30.7 47.2
Santander 3.1 9.1 18.1 33.6 50.9
Tolima 2.2 8.9 19.1 34.2 48.7
Cuadro 3. Porcentaje de Tenencia de la tierra. Región Andina. 1985
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% de Propietarios 40 60 80 90 95
Atlántico 28.5 42.5 66.5 80.0 87.1
Bolívar 1.1 10.0 25.0 40.0 55.7
Cesar 6.5 14.5 32.5 48.0 65.2
Córdoba 1.6 7.0 23.0 40. 64.9
Guajira 1.9 2.5 14.0 25 41.9
Magdalena 3.5 14.5 35.5 39.5 50.3
Sucre 1.8 7.5 23.8 40.0 56.9
Cuadro 4. Porcentaje de Tenencia de Tierra. Región Atlántica. 1985
% de Propietarios 40 60 80 90 95
Cauca 2.9 6.0 16.3 26.0 40.6
Nariño 2.8 8.5 19.1 30.6 42.5
Valle 1.4 5.2 18.5 34.9 48.5
Cuadro 5. Porcentaje de Tenencia de Tierra. Región Pacífica. 1985
% de Propietarios 40 60 80 90 95
Caquetá 10.0 20.0 36.5 50.2 57.6
Meta 1.0 2.4 9.9 18.5 26.6
Arauca 3.1 10.0 19.7 28.6 39.5
Casanare 1.0 3.2 11.3 22.3 33.0
Putumayo 1.0 7.3 25.4 40.0 55.4
Cuadro 6. Porcentaje de Tenencia de Tierra. Región Orinoquía. 1985
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