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Abstract
This thesis presents and discusses the results of two distinct investigations. The first
is a Direct Numerical Simulation investigation of prescribed transverse oscillations
of a two-dimensional circular cylinder in a fluid flow of Reynolds number 100. The
second involves the numerical simulation of the Vortex-Induced Vibrations of long
riser pipes in the sub-critical Reynolds number regime, using a strip theory code
that employed a Large Eddy Simulation model. Before commencing the long riser
investigation the code was thoroughly benchmarked against data from appropriate
prescribed cross-stream oscillation experiments; the results of that benchmarking
work are also presented in this thesis.
The principal objectives of the low Reynolds number Direct Numerical Simu-
lations were to use prescribed oscillations to explain phenomena that have been
observed in free oscillation experiments, and also to investigate the different lev-
els and types of synchronisation that exist between the cylinder and its wake in a
given amplitude-frequency domain. It was found that the contour of zero hydrody-
namic excitation closely matches the response envelopes reported from experimental
and numerical investigations of the transverse Vortex-Induced Vibrations of lightly
damped cylinders. Furthermore, the zero contour inferred that the maximum am-
plitude of free cross-stream vibration is 0.56 cylinder diameters in Reynolds number
100 flow, and the shape of the contour confirmed the existence of hystereses at low
and high reduced velocities in free vibration. The present study also revealed two
new coalesced shedding modes, here labelled C∗(2S) and C∗(P+S), that differ in
their formation mechanism from the known C(2S) mode.
In the benchmarking of the Large Eddy Simulation code at sub-critical Reynolds
numbers a clear trend was observed in which the prediction of the flow physics was
altered by changing the level of sub-grid scale turbulence dissipation in the code’s
Smagorinsky turbulence dissipation model. It was found that by carefully tuning the
level of turbulent dissipation the code could deliver very good predictions of the key
physical quantities important in Vortex-Induced Vibrations; namely the component
of the lift coefficient at the oscillation frequency and the phase angle by which this
lift coefficient leads the cylinder displacement.
Regarding the simulations of the Vortex-Induced Vibrations of a long model riser,
it has been shown that responses in high modes of vibration at harmonics of the
displacement-dominant response frequency (at 3 and 5 times the cross-stream dis-
placement dominant frequency in the cross-stream direction and at 2 and 3 times the
in-line displacement dominant frequency in the in-line direction) can be important
with regard to the curvature variation along the riser, and can therefore contribute
very significantly to the overall fatigue damage rate experienced by a riser under-
going VIV. Comparisons with experimental data in terms of maximum and mean
displacements and modes and frequencies of vibration, were generally good for both
uniform and linearly sheared flow profiles. Furthermore, it was observed that the
majority of the responses involved travelling waves, even when the flow profile was
uniform.
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Chapter 1
Introduction
1.1 Vortex-shedding and Vortex-Induced Vibra-
tions
In fluid dynamics the shedding of vortices from a bluff body in a flow represents a
classic problem. Reported in the scientific studies of Leonardo da Vinci as long ago
as the 15th century, the phenomenon continues to attract a great deal of attention
from researchers due to its relevance to certain modern day engineering problems.
But what is vortex shedding and what, indeed, is a bluff body?
Dealing firstly with the bluff body question, this term simply refers to any non-
streamlined body: Zdravkovich (1997) states that “bluff bodies may have sharp
edges on their circumferences such as flat plates, triangular, rectangular, and polyg-
onal cylinders, or may be rounded like circular, elliptical, and arbitrary oval cylin-
ders”. In order to understand the process of vortex shedding it is useful to consider
a fluid flow past a two-dimensional (i.e. of constant cross-section) cylindrical body.
If the Reynolds number, Re, is low enough the streamlines of the flow follow the
shape of the body’s surface and no separation is observed. Increasing the Reynolds
number beyond a certain threshold, the value of which depends on the shape of the
bluff body, results in the separation of the flow and the formation of two large regions
of recirculating flow–vortices–in the cylinder wake. When the Reynolds number is
increased still further, beyond a second threshold, an instability occurs in the wake
which allows the vortices to detach alternately from each side of the body at a certain
frequency. At this point vortex shedding has been established, and as the vortices
are convected downstream they form an oscillating wake, known as a vortex street,
behind the body. The body itself is subjected to fluctuating lift and drag forces as
a result. In bluff bodies that are compliant or elastically supported, these forces
can cause vibrations that are widely known as Vortex-Induced Vibrations (VIV).
The vibrations can occur perpendicular to the direction of the flow (commonly re-
ferred to as transverse), and parallel to it (in-line), with bodies usually responding
with larger amplitudes in the transverse direction. The situation is complicated
by a non-linear occurrence known as lock-in, in which synchronisation between the
vortex-shedding and the vibration of the body leads to a dramatic increase in the
amplitudes of vibration.
VIV occurs in many engineering situations where structures, including bridges,
tall chimneys and heat exchangers, are exposed to current flows. The subject contin-
ues therefore to be the focus of a great deal of industrially relevant research activity,
while on a fundamental scientific level the classic problem of flow past a circular
cylinder remains the subject of sustained interest. In particular, current-induced
VIV demands considerable attention in offshore industries as it is known to have
a direct influence on fatigue damage in flexible marine riser pipes. These are the
long, slender structures that connect floating oil platforms to the sea bed, and which
perform one of two possible functions: conducting the drill string to the bed to reach
oil, or transportation of the oil to the platform at the surface.
Given the important role played by VIV in the fatigue damage of marine risers,
the prediction of this phenomenon is highly desirable. The sheer physical dimensions
of a typical riser pipe, though, ensure that laboratory testing is fraught with diffi-
culties and compromises in terms of simultaneously achieving field-scale Reynolds
numbers and realistic pipe dimensions. Typically a riser pipe will have an axial
length, L, of over 1000m and an outer diameter, D, of less than 1m, yielding a typ-
ical length to diameter ratio, L/D, of O(103). The current conditions experienced
by risers are varied, with flow speeds, U , of up to 2m/s yielding Reynolds numbers
in the range O(105) ≤ Re = UD/ν ≤ O(106) where ν is the kinematic viscosity of
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water, and are known to change considerably with depth. Indeed, it can be argued
that the contribution of VIV to fatigue failure becomes more significant for longer
risers in deeper waters, such as those employed in the Gulf of Mexico and Norway, as
these long pipes can be excited into very high vibrational modes (Trim et al. 2005).
The obvious limitations of laboratory tests in terms of pipe dimensions mean that
numerical codes that are capable of accurately and consistently predicting VIV are
now hugely desirable tools for industry. It is against this backdrop that the research
presented in this thesis has been undertaken; two existing numerical methods have
been used to simulate various fluid-structure interactions that have direct relevance
to the problem of VIV in marine riser pipes. The models each use Computational
Fluid Dynamics (CFD) to compute fluid flows in a given domain by solving the in-
compressible time dependent Navier-Stokes equations, but take different approaches
to modelling small scale flow structures.
1.2 Layout of the thesis
This thesis is divided into five chapters. The bulk of chapter 1 is dedicated to a
survey of the existing literature that was considered relevant to the present study.
Experimental and numerical studies are discussed separately. Within each of these
areas the literature has been grouped together in four sub-divisions according to
whether it reports on stationary cylinder flows, prescribed cylinder oscillations, elas-
tically supported rigid cylinder oscillations or VIV in long slender pipes. Progress
in these spheres is introduced in chronological order wherever possible, and impor-
tant definitions and theoretical ideas are introduced along the way. The aims of the
present study are also introduced at the end of the chapter.
In chapter 2 the results of a detailed parametric study of the prescribed transverse
oscillations of a circular cylinder in a flow of Reynolds number 100 are presented. The
investigation was carried out using Nǫκταr, a spectral element Direct Numerical
Simulation code, further details of which are also given in chapter 2. The numerical
results are compared to the experiments of Anagnostopoulos & Bearman (1992)
and the numerical simulations of Shiels et al. (2001) and Singh & Mittal (2005).
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Reference is also made to the shedding pattern observations of Williamson & Roshko
(1988).
The first half of chapter 3 details the benchmarking of V IV IC, a fluid-structure
interaction code that employs strip theory to compute fluid flow in multiple two-
dimensional planes along the length of a three-dimensional pipe; further details of
the numerical method are given in chapter 3. The accuracy of the code’s predictions
in the Reynolds number range (104 < Re < 6×104) was tested against data from the
prescribed transverse oscillation experiments of Gopalkrishnan (1993) and Staubli
(1983).
In the second half of chapter 3 results are presented from numerical simulations
of the Vortex-Induced Vibrations of a model scale riser pipe that was subjected to
uniform and sheared flows in the Reynolds number range 7000 . Re . 56000. The
simulations were performed using the VIVIC code. The chapter presents compar-
isons with the experimental data of Trim et al. (2005).
1.3 A review of existing literature
1.3.1 Vortex shedding from stationary circular cylinders
Before proceeding to outline the most relevant work that has been done in this field it
will be useful to define the coordinate system that is generally used when considering
a fluid flow past a circular cylinder. Consider a three-dimensional circular cylinder
with constant cross-section that is subjected to an incident flow, as illustrated in
fig. 1.1. In the figure the direction in− line with the flow is from top left to bottom
right, and is denoted x. The y-axis is perpendicular to both the direction of the
flow and the axis of the pipe, and is often called the transverse or cross − flow
direction. The z-axis is always the axis of the pipe, and is usually referred to as the
spanwise direction. These denotations shall be used throughout this thesis, except
where otherwise stated.
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Figure 1.1: Illustration of flow past a circular pipe (Newman & Karniadakis,
1997), showing the axes of orientation: x, parallel to the direc-
tion of fluid flow; y, perpendicular to the fluid flow and the
cylinder/riser; z, the spanwise coordinate.
1.3.1.1 Early experimental findings
The seminal works of a small number of disparate researchers in the late 19th and
early 20th centuries marked the beginnings of a concerted attempt to understand the
phenomenon of vortex shedding which continues to this day. Some of these findings
and assertions, namely those of Vincenc Strouhal and Theodore von Ka´rma´n, con-
stitute the basic framework on which have been built a great many investigations
into vortex shedding and Vortex-Induced Vibrations during the last one hundred
years.
After studying the “Aeolian Tones” produced by wires vibrating in wind in
1878, Strouhal deduced that the frequency of these tones, and therefore the wires’
frequency of vibration, fo, was directly proportional to wind speed, U , divided by
wire diameter, D. The constant of proportionality in this relationship, which has
subsequently become known as the Stouhal number, St, can be regarded as a non-
dimensional representation of the vortex shedding frequency, fs.
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St =
fsD
U
(1.1)
The value of St depends on the geometry of the cylinder and the Reynolds
number, Re = UD/ν, of the flow, where ν is the kinematic viscosity of the fluid.
At the time of Strouhal’s observations, it was not yet known that the vibrations
were being caused by the shedding of vortices from the wire; this discovery was first
made by Be´nard in 1908 as he studied the wake of a circular cylinder as it was towed
through still water and remarked on the presence of a trail of eddies at the surface.
1.3.1.2 Circular cylinders: regimes of flow and the mechanics of vortex
shedding
The nature of the wake of a stationary circular cylinder in a flow depends principally
on the Reynolds number of the flow, although other influencing factors such as
upstream turbulence intensity, surface roughness and blockage ratio do exist. Roshko
(1954) conducted a very thorough study of the various changes that occur in the
nature of vortex shedding from a stationary circular cylinder, and the character of
its vortex wake, due to Reynolds number changes. He defined a number of regimes
in which the wake is defined by a particular feature. The boundaries between some
of these regimes have attracted a great deal of research attention since Roshko’s
landmark investigation, and as such they have been subject to some refinement and
redefinition over the years.
Sumer & Fredsøe (1997) proposed an up-to-date outline of the various regimes of
flow that have thus far been defined, based on wake characteristics, for a smooth cir-
cular cylinder in a steady current (figure 1.2). The boundaries between the regimes
detailed in figure 1.2 have since received some refinements, and these will be de-
scribed in turn, but for the most part the figure gives a good overview of the regimes.
For the lowest Reynolds number flows, Re ≤ 5, the streamlines follow the shape
of the cylinder and no separation of the flow occurs. Increasing Re beyond 5 results
in the separation from the cylinder surface of the shear layers which, as they contain
a significant amount of vorticity, roll up to form two large symmetrical vortices of
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Figure 1.2: Regimes of flow around a smooth, circular cylinder in steady
flow (Summer & Fredsøe, 1997).
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Figure 1.3: The mechanism of vortex detachment for two-dimensional flow
past a circular cylinder (diagram reproduced from Summer &
Fredsøe (1997), illustrating the vortex shedding process de-
scribed by Gerrard (1966)).
opposing vorticity on the back wall of the cylinder, as shown in figure 1.2(b). The
length of these vortices increases with increasing Reynolds number, up to a threshold
that is now known to occur at Re ≈ 47 rather than 40 as Sumer & Fredsøe indicated.
Beyond this threshold an instability occurs whereby, according to Gerrard (1966),
one of the vortices grows larger than the other. This process is illustrated in two
simple stages in figure 1.3. Initially the smaller vortex (vortex B in the figure),
attracted by its larger counterpart (A), moves across the wake until it effectively
cuts off vortex A from its shear layer. At this moment, vortex A is considered to have
been shed by the cylinder and will be convected downstream. Vortex B, no longer
attracted by the presence of a large mass of opposing vorticity, moves back across
the wake to where it was initially formed; this allows a third vortex, C to grow from
the shear layer that had previously produced A. The process then repeats from the
other side of the cylinder; vortex C is drawn to vortex B, which eventually detaches
from the cylinder and travels downstream. This process repeats ad infinitum, the
vortices detaching periodically and forming what is known as a Ka´rma´n wake aft of
the cylinder.
The shedding mechanism described above persists throughout the Reynolds num-
ber range 47 ≤ Re ≤ 180 to 200, depending on end conditions. In this range the
flow is completely laminar, and the shedding of vortices is expected to be entirely
two-dimensional. That is to say, in a laboratory flow past a long stationary cir-
cular cylinder at these Reynolds numbers the shedding would not be expected to
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Figure 1.4: Strouhal-Reynolds number relationship for 47 ≤ Re ≤ 290
(Williamson, 1996a). Note that here Williamson denotes the
Strouhal number by S, rather than the St which is used in this
thesis.
vary in the spanwise direction (Williamson 1989). Increasing the Reynolds num-
ber through this range results in a quite significant change in the Strouhal number,
from St ≈ 0.12 at Re ≈ 47 to St ≈ 0.185 at Re ≈ 180, as illustrated in figure
1.4, reproduced from Williamson (1988, 1992). Figure 1.4 reveals two important
discontinuities in the variation of Strouhal number with Reynolds number, which
correspond to distinct transitions to three-dimensional shedding that were first iden-
tified by Williamson (1988). The first of these transitions, at 180 ≤ Re ≤ 194, in-
volves the change from two-dimensional shedding to Mode A shedding and exhibits
hysteresis while the second, at 230 < Re < 250, entails a much more gradual shift
from Mode A to Mode B shedding. Mode A is the name given by Williamson to
denote three-dimensional laminar shedding in which vortex loops, the wavelength of
which scales on 3 to 4 diameters in the spanwise direction , appear in the wake as
a result of the onset of deformation in the primary vortices in the near wake. The
three-dimensional structures associated with Mode B shedding are much smaller,
with a spanwise wavelength typically of about one diameter.
The forces acting on the cylinder also undergo some notable changes with the
transition from two- to three-dimensional vortex wakes. The lift force, which acts
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Figure 1.5: Variation of root mean square lift coefficient, here denoted by
C ′L, as a function of Reynolds number, Re, from various exper-
iments involving flows past stationary circular cylinders (Nor-
berg, 2003) Note that CLrms is used to denote the root mean
square lift coefficient elsewhere in this thesis.
Figure 1.6: Variation of base suction coefficient, here denoted by −CPB, as
a function of Reynolds number, Re, for flow past a stationary
circular cylinder (Roshko, 1993). Note that −Cpb is used to
denote base pressure coefficient elsewhere in this thesis.
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perpendicular to the flow, can be represented non-dimensionally by the lift coeffi-
cient, CL:
CL =
Fy
1
2
ρU2D
(1.2)
where Fy is the force experienced by the cylinder perpendicular to the flow and ρ is
the density of the fluid. Similarly, the in-line force can be represented by the drag
coefficient, CD. Roshko (1993) stated that rather than plotting CD as a function
of Re in order to study Reynolds number effects, it is preferable to consider the
base pressure coefficient, Cpb, as this displays a far greater sensitivity to changes in
the Reynolds number. The two quantities are defined by equations (1.3) and (1.4)
below:
CD =
Fx
1
2
ρU2∞D
(1.3)
Cpb =
pb − p∞
1
2
ρU2∞
(1.4)
where Fx is the force in the direction of the flow, pb is the pressure at the base of
the cylinder and p∞ is the static pressure of the free stream. In fact Roshko elected
to plot the latter of the coefficients as −Cpb, known as the base suction coefficient,
so as to make the link between it and the drag more explicit. Roshko’s plot of
base suction coefficient versus Reynolds number, in which he collated various sets
of experimental pressure data, is reproduced in fig. 1.6, and reveals that a sharp
decrease in −Cpb coincides approximately with the fall in St that occurs at the
onset of three-dimensional Mode A shedding. Figure 1.6 also indicates that the base
suction coefficient reaches a maximum at approximately the same Reynolds number
at which the shift from Mode A to Mode B three-dimensionality is observed. In fact
a local maximum in the rms lift coefficient, CLrms, also occurs at this transition, as
illustrated in figure 1.5.
Increasing the Reynolds number beyond Re = 350 to 400 results in a progression
to what is widely known as the subcritical regime, which is characterised by a fully
three-dimensional wake and a laminar boundary layer. This regime extends to
Re = 2 × 105. Although an initial increase in the length of the vortex formation
region–the formation length–is observed up to 1×103 ≤ Re ≤ 2×103, increasing the
Reynolds number beyond Re ≈ 2×103 has the effect of gradually reducing it again,
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as the free shear layers become increasingly turbulent. These changes are mirrored in
the force variations; as figs. 1.5 and 1.6 show, CLrms and −Cpb decrease dramatically
in the region of increasing formation length, 350 to 400 ≤ Re ≤ 1×105, and increase
equally dramatically as the formation length decreases though 2×103 ≤ Re ≤ 2×104.
As Reynolds number is increased beyond Re ≈ 2×104 no changes of any signifi-
cance occur regarding the character of the wake or the forces acting on the cylinder
until, at Re ≈ 2 × 105, the critical regime is encountered. In this regime, which
occupies the range 2× 105 ≤ Re ≤ 1× 106, the free shear layers become fully tur-
bulent and reattach to the surface of the cylinder; separation-reattachment bubbles
are produced on each side. The net result is that final separation is delayed with
respect to the position on the cylinder, and a narrower wake than that observed in
the sub-critical regime is thus observed, along with an inherent reduction in drag
(see the reduction in −Cpb in figure 1.6 for confirmation of this).
Above Re ≈ 1 × 106 lies the supercritical regime, in which the boundary layer
becomes turbulent and the separation points travel nearer to the front of the cylinder.
This regime is not of immediate interest with regards to the work discussed in this
thesis.
1.3.2 VIV of rigid circular cylinders
Apart from its purely scientific attraction as a classical fluid dynamics problem,
vortex shedding from circular cylinders constitutes an important engineering concern
due to the role that it plays in the Vortex-Induced Vibration (VIV) of cylinders that
are compliant or elastically supported. VIV represents a crucial consideration in the
design of various structures such as bridges, heat exchangers and marine riser pipes,
to name but a few. It therefore comes as no surprise to discover that the literature
includes a large array of laboratory experiments, made over the last fifty or so years,
that have aimed to improve understanding of these vibrations. The vast majority
of these investigations have involved rigid circular cylinders that were elastically
supported in a water flume or in a wind tunnel and subjected to a fluid flow. In some
cases the cylinders have been constrained to move only in the transverse direction,
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in order to simplify the problem, while at others they have also been free to respond
in-line with the flow. Another popular approach has been to artificially control the
movement of a cylinder in a fluid flow (see section 1.3.3), while more recently VIV
of long flexible pipes has been investigated, usually using very large scale facilities
(see section 1.3.4).
The seminal experiment of Feng (1968) provides a convenient starting point for
a review of experimental VIV progress. In his investigation, Feng subjected an
elastically mounted rigid circular cylinder, that was free to move in the transverse
direction only, to a steady flow of air and observed its response. The dynamics of
the cylinder can effectively be represented by a simple mass-spring-damper model,
with its equation of motion as follows:
m
d2yb
dt2
+ c
dyb
dt
+ ky = Fy(t) (1.5)
where m is the mass per unit length of the cylinder, y(t) is the displacement of the
cylinder in the transverse direction as a function of time, t. The springs on which
the cylinder is mounted have a linear stiffness, k, and are associated with a viscous
damping force, the coefficient of which is given by c.
In Feng’s experiments the flow speed was increased in small increments of reduced
velocity, Vr, which is a normalised representation of the flow speed and in the case
of a freely oscillating cylinder is defined by the following relationship:
Vr =
U
Dfn
(1.6)
where fn is the in vacuo natural frequency of the undamped oscillating system. Many
researchers in VIV conduct experiments on cylinders in water and therefore choose
to consider a reduced velocity based on the natural frequency in that medium rather
than in a vacuum. The natural frequency in water, fwn , and the reduced velocity on
which it is based, V wr , are given as follows:
fwn = fn
(
m∗
m∗ + CA
) 1
2
(1.7)
V wn = Vn
(
m∗ + CA
m∗
) 1
2
(1.8)
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where CA, the added mass coefficient is calculated according to CA = mA/(πρD
2/4),
where mA is the added mass per unit length of the oscillating cylinder. The added
mass of an oscillating body is an imaginary mass of fluid that is considered to be
attached to the body while it moves, thereby adding a certain amount of inertia to
the system. In reality the added mass is the average (or integral) of the acceleration
of all particles in the flow around the body. This acceleration decreases with dis-
tance from the body. For cylinders undergoing small amplitude oscillations in air,
CA ≈ 0.0, and in water CA ≈ 1.0, according to various experimentalists (Khalak &
Williamson 1999).
In addition to the reduced velocity, two further non-dimensional parameters are
commonly used to characterise bluff-body free-oscillation experiments: the mass
ratio, m∗, which is defined as the ratio of the mass of the cylinder to the mass of the
fluid displaced by it; and the structural damping ratio, β, which gives the ratio of the
actual experimental damping coefficient to the coefficient that would be required to
achieve critical damping, c0. These parameters are defined algebraically as follows:
m∗ =
m
πρD2/4
(1.9)
β =
c
c0
(1.10)
Many researchers tend to take into account the potential flow added mass when
defining the damping ratio:
β =
c
2
√
k(m+mA)
. (1.11)
In Feng’s experiment the mass ratio of the cylinder was 248, while the damping
ratio was 0.001. In the context of the present investigation it is worthwhile noting
that this mass ratio is much larger than those typically associated with marine riser
pipes, which are usually ofO(1). In terms of other engineering scenarios, a mass ratio
of 248 would be much more representative of a chimney stack in air, for example. In
the experiment the following quantities were measured at each increment of reduced
velocity: the cylinder’s amplitude and frequency of oscillation, A and fo respectively;
the vortex-shedding frequency, fv; and the phase angle, φ, by which the lift force
exerted on the cylinder led its displacement.
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Figure 1.7: Transverse response of an elastically-mounted circular cylinder
subject to steady current in air. Note that here fn denotes the
cylinder’s natural frequency in air, whereas it is used to denote
in vacuo natural frequency in the present study. The A and f
in the plot are exactly equivalent to the Ay and fo used in the
present study. The data is from Feng(1968), the plot reproduced
from Summer & Fredsøe (1997).
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Clearly the phase angle can only be meaningful if there is a constant phase
relationship between the lift force and the cylinder motion, i.e. the two must be
synchronised in some way. This is directly relevant to the crucial result of Feng’s
investigation, the discovery of a phenomenon now commonly known as ‘lock-in’,
which refers to the coincidence of the natural and vortex-shedding frequencies. A
freely oscillating bluff body, when subjected to a flow such that vortex shedding
is observed, will generally oscillate at a frequency equal to the vortex-shedding
frequency, and not at its natural frequency. However, when the vortex shedding
frequency approaches the body’s natural frequency the two frequencies may ‘lock-
in’ (change so that they coincide). In this condition, good approximations to the
cylinder’s transverse displacement, y(t), and the lift force, Fy(t), can be given by:
y(t) = Ay sin(2πfot) (1.12)
Fy(t) = Fˆy sin(2πfot+ φ) (1.13)
where Ay and Fˆy are the amplitudes of the respective variations of displacement and
lift force.
The lock-in phenomenon is clearly visible in figure 1.7, which comprises reproduc-
tions of Feng’s most important plots. In the plots, the vortex shedding and cylinder
oscillation frequencies, fv and fo respectively, the cylinder’s transverse amplitude of
oscillation, Ay/D, and the phase angle by which the lift force leads the cylinder dis-
placement, φ, are all plotted as functions of reduced velocity, Vr. It should be noted
at this point, however, that Feng defines fn as the natural frequency in air, rather
than in a vacuum. Elsewhere in this thesis fn shall always denote in vacuo natural
frequency, but an exception is made in this case in order to facilitate a discussion of
Feng’s important finding.
Figure 1.7(b) reveals that for reduced velocities in the range 0 ≤ Vr ≤ 4 the
cylinder did not oscillate at all. From Vr = 4 onwards the amplitude of the os-
cillations grew steadily but remained small until, at Vr ≈ 5 it began to increase
noticeably. Significantly, figure 1.7(a) indicates that the small amplitude oscilla-
tions in the range 4 ≤ Vr ≤ 5 occurred at approximately the cylinder’s natural
frequency, fo ≈ fn, while the shedding of vortices took place at the stationary cylin-
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der shedding frequency, fv ≈ fs, given by a Strouhal number of approximately 0.2
(see equation (1.1)). The increase in oscillation amplitude at Vr = 5 (≈ 1/St) co-
incides with a remarkable change in the shedding frequency: the vortices began to
shed at approximately the oscillation frequency, fv ≈ fo ≈ fn, and it can be said
that the shedding was ‘locked-in’ to the motion of the cylinder. Continuing to in-
crease the reduced velocity, the figure shows that the shedding remained locked-in to
the oscillation frequency until Vr ≈ 7, at which point exit from lock-in was observed
and the shedding began to occur once more at the stationary shedding frequency.
The plot of amplitude variation, figure 1.7(b), comprises two interesting and
important features: firstly the significantly increased amplitude of oscillation that
accompanies the onset of lock-in; secondly the very sharp drop in A/D, from
A/D ≈ 0.53 to A/D ≈ 0.3, that occurred at a reduced velocity of around 6.4.
This discontinuous transition was observed by Feng to be hysteretic with increas-
ing and decreasing reduced velocity, and has the effect of separating the ampli-
tude response into what subsequently became known as branches after Khalak &
Williamson (1999), in their experimental investigation of the transverse oscillations
of a low mass ratio elastically-supported circular cylinder in water, discovered three
distinct divisions in the response: the ‘Initial’, ‘Upper’ and ‘Lower’ branches.
Before going on to discuss some of the interesting findings and suggestions that
Khalak & Williamson included in that 1999 paper, it is first necessary to introduce
the mass damping parameter which, as its name suggests, combines the mass ratio
of an oscillating system with its damping ratio. The concept of a combined mass-
damping term that would allow peak-amplitude data pertaining to experiments with
differing damping ratios to be collapsed onto one plot has been an occasionally con-
tentious issue over recent years. Early attempts at establishing such a parameter
culminated in the introduction of the now widely acknowledged Skop-Griffin Pa-
rameter, SG, by Messrs Skop and Griffin (see Griffin (1980)), which is defined in
equation (1.14). Note that in most of the recent literature the mass damping ratio
is presented as m∗ζ and therefore takes into account the potential flow added mass
(see equation (1.11)).
SG = 2π
3S2(m∗ζ) (1.14)
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The Griffin plot, as that researcher’s 1980 graphical collation of a multitude of peak-
amplitude data has since become known, is reproduced in its original form in figure
1.8(a). The figure comprises a plot of peak-amplitude, A∗, versus SG on log scales.
A number of researchers have found it to be a useful format in which to present the
effect of mass and damping ratio on peak response, although the degree of scatter
that is revealed when the amplitude data are plotted on a linear scale (figure 1.8(b))
has led to some opposition to its application, with Williamson & Govardhan (2004)
declaring: ‘One can conclude that, despite the enormous effort over the last 25 years
to critique and define accurately this plot, it is not yet fully defined’.
Govardhan & Williamson (2006), motivated by this need to arrive at a satis-
factory definition, recently attacked the issue by conducting transverse VIV exper-
iments in water using equipment that allowed the damping ratio of the elastically
supported, rigid cylinder to be accurately and systematically altered over a relatively
wide range of positive and negative values. Importantly, the investigation yielded
the discovery that the data do in fact collapse very well, with minimal scatter, if
the Reynolds number is taken into account as an additional parameter in a ‘modi-
fied Griffin plot’. Govardhan & Williamson therefore proposed that a renormalised
parameter, the ‘modified amplitude’, A∗M (to use their nomenclature), should hence-
forth be used. The modified amplitude is defined as follows:
A∗M = A
∗/A∗ζ=0 (1.15)
where A∗ is the actual transverse peak-amplitude as measured in the experiment and
A∗ζ=0 is the peak amplitude that would be expected for the case of zero damping at a
given Reynolds number. The apparatus that was used permitted the measurement
of A∗ζ=0 across a wide range of Reynolds numbers (500 ≈ Re ≈ 33000), but clearly
this range of measurements will not be possible in most experiments. Govardhan
& Williamson therefore applied a functional form, A∗ζ=0 = f(Re) = log(0.41Re
0.36)
to their data in order to enable a general application of equation (1.15). Similarly,
it was discovered that the modified amplitude data could be well represented by
a best-fit function such that A∗M = 1 − 1.12(m∗ζ) + 0.30(m∗ζ)2. The net result
of this work is that a relationship is now available that, having been derived from
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Figure 1.8: The Griffin plot: (a) The classical Griffin plot of the variation of
peak amplitude, A∗(= A/D), as a function of the Skop-Griffin
parameter, SG, from various experiments involving transverse
VIV of elastically supported rigid cylinders, as plotted with
logarithmic scales by Skop & Balasubramanian (1997); (b) the
same data, plotted with a linear scale on the y-axis. Both plots
reproduced from Govardhan & Williamson (2006).
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Figure 1.9: Collapse of previously scattered data from the Griffin plot, re-
plotting it as the ‘modified amplitude, A∗M , as a function of
Williamson & Roshko’s mass-damping parameter, α(= (m∗ +
CA)ζ) (Govardhan & Williamson, 2006).
a comprehensive catalogue of experimental data, will allow the prediction of the
peak-amplitude of response of an elastically supported rigid circular cylinder, of
given mass and damping ratios, as it undergoes transverse VIV. To illustrate the
effect of this approach, figure 1.9 presents Griffin’s original collection of data points
in terms of the modified amplitude; the improvement from figure 1.8(b) is quite
clear.
Mass and damping effects are directly relevant to the type of branched VIV
response envelope that Feng reported. Figure 1.10 presents a comparison, made
by Khalak & Williamson (1999), between the amplitude response of an elastically
damped rigid cylinder with a relatively low mass ratio (m∗ = 10.1) that was con-
strained to oscillate only in the transverse direction, and the response of Feng’s
cylinder. Note that Khalak & Williamson’s reduced velocity, denoted by U∗ in their
work, was normalised using the cylinder’s natural frequency in water, fwn , as opposed
to fn.
The comparison with Feng’s result in figure 1.10 is remarkable due to the very
significant differences that exist in the peak amplitudes of the two data sets, and
in the reduced velocity ranges over which the responses were observed. The low
m∗ cylinder evidently responded to much larger amplitudes, A∗ ≈ 0.95, over a
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much wider range of V wr (= U
∗, to use Khalak & Williamson’s nomenclature), 3 ≤
U∗ ≤ 10, compared with Feng’s cylinder (A∗ ≈ 0.6, 5 ≤ U∗ ≤ 8). By systematically
investigating different combinations ofm∗ and ζ , thereby producing a range of mass-
damping, Khalak & Williamson concluded that the peak amplitude of a transversely
oscillating circular cylinder is in fact determined primarily bym∗ζ , whereas the range
of Vr for which non-negligible response occur is governed principally by m
∗ (when
m∗ζ is constant).
A slightly more subtle outcome of Khalak & Williamson’s investigation was the
characterisation of two distinct types of amplitude response that are dependent
entirely on the mass-damping of the cylinder. Figure 1.11 provides a graphical
illustration of these markedly different characterisations. Essentially it was found
that the amplitude response of low-m∗ζ cylinders, in addition to achieving larger
peak-amplitudes and occurring over a wider range of reduced velocities, comprises
the Initial, Upper and Lower branches that were briefly alluded to earlier. High-m∗ζ
responses, on the other hand, incorporate only the Initial and Lower branches, with
the Upper branch conspicuously absent. It was also found that, for low-m∗ζ , the
transition between the Initial and Upper branches is hysteretic while the transition
from Upper to Lower involves significant switching between the modes. For high-
m∗ζ the transition between Initial and Lower branches is hysteretic but no mode
switching is observed.
Khalak & Williamson also examined the variation of the phase angle, φ, across
the transitions between the branches. It was found that the phase jump of 180◦ that
had previously been observed by O¨ngoren & Rockwell (1988) when the forcing fre-
quency in their controlled oscillation experiment surpassed the vortex shedding fre-
quency, actually accompanies the transition between the Upper and Lower branches
for a low-m∗ζ transversely-oscillating cylinder. O¨ngoren & Rockwell reported that
this phase jump results from a change in the timing of the vortex shedding: when
φ ≈ 0◦ a vortex will be shed from one side of the cylinder when the cylinder reaches
its maximum displacement in the opposite direction but after the phase jump, when
φ ≈ ±180◦, a vortex will be shed at the maximum displacement in the same direc-
tion.
37
Figure 1.10: Variation of peak oscillation amplitude, A∗max(= Amax/D) as
a function of reduced velocity, Vr, for Khalak & Williamson’s
elastically supported rigid cylinder with low mass-damping,
compared with Feng’s high mass-damping cylinder response
(Khalak and Williamson, 1999)).
Another important observation made by Khalak & Williamson concerned the
departure of the ratio fo/fn in the lock-in region from unity. Although the ex-
periments of Feng had indicated that in this region fo/fn remains approximately
constant (see figure 1.7(a)), Khalak & Williamson showed that this behaviour is
typical only of high-m∗ζ cylinders and that fo/fn can in fact be significantly larger
than unity when m∗ζ is low (values up to 1.4 were recorded). Clearly this finding
rendered the traditional fv ≈ fo ≈ fn condition for lock-in obsolete, and with this in
mind Williamson & Govardhan (2004) proposed to define lock-in as “the matching
of the frequency of the periodic wake vortex mode with the body [natural] oscillation
frequency [in stationary fluid]”.
Govardhan & Williamson (2000) were motivated to better understand the transi-
tions between the branches of response in the transverse VIV of elastically-supported
rigid cylinders, and in particular the relationship between these transitions and the
timing of vortex shedding. They did so by employing two distinct formulations of the
equation of motion in conjunction and by using Digital Particle Image Velocimetry
(DPIV) to measure vorticity in the cylinder wake. Lighthill (1986) demonstrated
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Figure 1.11: Schematic showing the distinct types of transverse VIV re-
sponse for cylinders with low and high mass damping (Khalak
and Williamson, 1999).
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Figure 1.12: Schematic showing the low mass damping type of transverse
VIV response, explaining the transitions between branches
(Govardhan and Williamson, 2000).
that it is possible to decompose the total fluid force, Ftotal, into potential force and
vortex force components, Fpotential and Fvortex respectively:
Ftotal(t) = Fpotential(t) + Fvortex(t) (1.16)
In the case of an elastically-supported rigid cylinder that is shedding vortices in
a fluid flow, the potential force is given by the potential flow added mass force while
the vortex force is purely the result of the dynamics of the vorticity in the wake.
Govardhan & Williamson introduced a vortex phase, φvortex, defined as the phase
by which the vortex force leads the cylinder displacement, and proposed a modified
version of the equation of motion (equation (1.5)), using approximations analogous
to those introduced in equations (1.12) and (1.13), in which only the vortex force is
considered:
(m+mA)
d2yb
dt2
+ c
dyb
dt
+ kyb = Fvortex sin(ωt+ φvortex) (1.17)
The investigation revealed that the transition from Initial to Upper branch re-
sponse for low-m∗ζ cylinders coincided with a jump in the vortex phase when the
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oscillation frequency passed the cylinder’s in-water natural frequency, fo = f
w
n . The
experimenters theorised that this jump was caused by a change in the timing of
vortex shedding, which did indeed turn out to be the case when the DPIV measure-
ments of the wake vorticity fields revealed that in fact the mode of vortex shedding
underwent a fundamental change across this transition. The initial response branch
consists exclusively of what Williamson & Roshko (1988) denoted ‘2S’ shedding in
their extensive parametric study of shedding modes in the wake of an oscillating
cylinder, i.e. two oppositely-signed single vortices were shed per oscillation cycle.
The upper branch was characterised by ‘2P’ shedding, i.e. two pairs of oppositely-
signed vortices are shed per oscillation cycle. Williamson & Roshko’s shedding mode
investigation shall be discussed in greater detail in the next section. Govardhan &
Williamson’s experiments also showed that no such jump in the vortex phase, and
no change in the mode of shedding, occurred in the lock-in of a high-m∗ζ cylinder.
Their work did, however, confirm that the transition from upper to lower branch re-
sponse in low-m∗ζ VIV is essentially analogous to the transition from initial to lower
branch in high-m∗ζ VIV, and involves a jump in the total phase as the oscillation
frequency surpasses the in-vacuo natural frequency, fo = fn. Figure 1.12 provides a
schematic diagram summarising the nature of the two distinct response transitions
that Govardhan & Williamson observed for cylinders with low mass-damping.
1.3.3 Prescribed oscillations of circular cylinders
A number of researchers have studied prescribed oscillations of circular cylinders
with the intention of increasing the understanding of free vibration phenomena.
Bearman (1984) justified the analogy between prescribed and free oscillations in his
review paper as follows: “For a freely suspended bluff body oscillating at a steady
amplitude, it can be assumed that if the same body is forced to oscillate at a similar
amplitude ratio, reduced velocity, and Reynolds number, then the flow patterns will
be identical. This bold statement presumes that the precise previous history of the
motion is unimportant. The available experimental evidence suggests that free and
forced-vibration flows are the same.”
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Three principal methodological variations exist for prescribed oscillation exper-
iments: the case of a cylinder forced to oscillate sinusoidally transverse to a steady
incident fluid flow; the case of a cylinder towed on a sinusoidal trajectory through
an undisturbed stationary fluid; and the case of a stationary cylinder subjected to
an oscillatory flow. These alternatives are equivalent and will henceforth be referred
to simply as prescribed transverse oscillation experiments. The principal motivation
for performing tests of this nature arises from the inherent reduction in the param-
eter space compared to free vibration experiments. Essentially, the experimenter is
free to vary the amplitude and frequency of the oscillations over a range governed
by the limitations of the equipment and/or his/her area of interest.
Over the last 25 years such investigations have yielded a number of important
results concerning the different regimes of synchronisation that can exist between
cylinder motion and fluid, the modes of vortex shedding that may be present therein,
and the associated variation of hydrodynamic forces. In this sub-section some of the
key findings from prescribed oscillation experiments will be discussed in two sections:
the first will focus primarily on modes of vortex shedding and cylinder-wake syn-
chronisation, while the second shall consider quantitative analyses of hydrodynamic
excitation.
1.3.3.1 Modes of vortex shedding
Williamson & Roshko (1988) performed a very detailed study of the wake patterns
aft of a circular cylinder that was being towed on a sinusoidal trajectory through
an undisturbed stationary fluid. The Reynolds number of the flow past the cylinder
varied in the range 300 ≤ Re ≤ 1000. The amplitude, Ay/D, and wavelength,
γ/D, of the motion were systematically varied such that a (γ,A) domain defined
by (1 ≤ γ/D ≤ 15, 0.1 ≤ Ay/D ≤ 5.0) was investigated. As stated above, the
sinusoidal motion of the cylinder was effectively equivalent to the case of a cylinder
undergoing prescribed oscillations transverse to a flow at a frequency fo (γ = U/fo).
Figure 1.13 outlines the modes–or patterns–of vortex shedding that Williamson
& Roshko observed in their investigation, while figure 1.14 shows their distribution
throughout a portion of the parameter space under investigation (in fact relatively
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Figure 1.13: Sketches of the vortex shedding patterns that were observed by
Williamson and Roshko (1998) in their prescribed transverse
oscillation investigation.
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Figure 1.14: Map of vortex synchronisation patterns in the amplitude-
wavelength, A/D-λ/D, plane for prescribed transverse oscil-
lations of a circular cylinder. (Williamson and Roshko, 1998).
little of note was observed outside of the section of the (γ, Ay/D) space that is
shown here). Williamson & Roshko evidently observed five distinct modes of vortex
shedding; the 2S, 2P and P+S modes, a coalesced 2S mode, C(2S), and a coalesced
P+S mode, C(P+S), as well as a region in which no synchronised shedding pattern
was discernible. In the 2S mode two single vortices are shed from the cylinder
surface in each oscillation cycle, while two pairs of vortices are shed per cycle in the
2P mode. P+S shedding is associated with an asymmetrical wake, as the cylinder
sheds one single vortex and one vortex pair per oscillation cycle. The C(2S) and
C(P+S) labels refer to vortex wakes in which the respective 2S and P+S shedding
modes occur initially, only for individual vortices to coalesce with each other in the
near wake to form larger vortex structures which then propagate downstream.
As Williamson & Govardhan (2004) noted in their 2004 review paper, this map of
vortex shedding modes has an important significance for free-oscillation experiments
because it provides a ‘map of regimes within which we can observe certain branches
of free vibration’; the reader is reminded of the work of Khalak & Williamson and
Govardhan & Williamson that has been discussed earlier. In fact Govardhan &
Williamson (2000) overlaid the response of a low-m∗ζ cylinder on a portion of this
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Figure 1.15: Variation of lift force in-phase with cylinder velocity, CLv , as a
function of amplitude, A/D, and frequency, foD/U , of oscilla-
tion, for prescribed transverse oscillations of a circular cylinder
in a Re = 104 flow (Gopalkrishnan, 1993).
map, and the agreement with the modes that they observed using DPIV was very
good, particularly regarding the transition between initial to upper branches.
1.3.3.2 Hydrodynamic forces
Much research in VIV has been concerned with fluid-dynamic excitation, and the
phase relationship between body motion and lift force. Gopalkrishnan (1993) and
Staubli (1983) measured the lift and drag forces acting on cylinders that were
undergoing prescribed transverse oscillations in steady fluid flows of Re = 104
and Re = 6 × 104 respectively. In both sets of experiments the cylinders were
forced to oscillate at a variety of amplitudes. For each oscillation amplitude ra-
tio the frequency was varied over a range designed to encompass the predeter-
mined natural Strouhal number and therefore the perceived lock-in range of the
cylinder; Gopalkrishnan reported results for amplitude ratios of, amongst others,
Ay/D = 0.3, 0.5, 0.75, for 0.05 ≤ foD/U ≤ 0.35. Staubli presented data obtained
over the range 0.1 ≤ Ay/D ≤ 0.8, for a relatively narrow range of oscillation fre-
quencies; 0.14 ≤ foD/U ≤ 0.18.
Both Gopalkrishnan and Staubli used the following decompositions to model the
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Figure 1.16: Variation of phase angle, φ, by which lift leads displacement, as
a function of oscillation frequency, foD/U , for small amplitude
prescribed transverse oscillations of a circular cylinder in a
Re = 104 flow (Gopalkrishnan, 1993).
Figure 1.17: Variation of phase angle, φ, by which lift leads displacement, as
a function of oscillation frequency, foD/U , for large amplitude
prescribed transverse oscillations of a circular cylinder in a
Re = 104 flow (Gopalkrishnan, 1993).
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lift and drag forces acting on a cylinder undergoing sinusoidal oscillations:
CL = CLo sin(2πfot+ φo) + CLs sin(2πfst+ φs) (1.18)
CD = CDmean + CDo sin(2π(2fo)t+ ψo) + CDs sin(2π(2fs)t+ ψs) (1.19)
where CL and CD are lift and drag coefficients respectively, and the subscripts o
and s denote the respective components of these forces at the body oscillation and
Strouhal frequencies. CDmean is the mean drag coefficient acting on the cylinder,
while φ and ψ are the phase angles by which the indicated component of lift and
drag leads the body displacement.
Particular attention was given by both experimenters to the lift coefficients in-
phase with the cylinder velocity and acceleration, CLov and CLoa respectively:
CLov = CLo sinφo (1.20)
CLoa = CLo cosφo (1.21)
These quantities are of interest because of the information that they can convey
about energy transfer between the fluid and the cylinder. Essentially, a positive
value of CLov represents energy transfer to the body by the fluid while when CLov
is negative energy is transferred from the body to the fluid. Bearing in mind the
equivalence between prescribed and free oscillations that was summarised by Bear-
man above, one can clearly appreciate how a study of the lift in phase with cylinder
velocity in prescribed oscillations can help to further understanding of the hydrody-
namic excitation experienced by an elastically supported cylinder undergoing VIV.
In essence, the cylinder will be subject to hydrodynamic excitation when CLov is
greater than zero but its motion will be hydrodynamically damped if CLov is less
than zero.
Figure 1.15 presents the variation of CLov at Re = 10
4, the result of Gopalkr-
ishnan’s systematic exploration of the frequency-amplitude plane. The CLov = 0
line has been drawn in bold: its significance arises from the fact that an elastically
supported cylinder vibrating at a point on this contour would experience neither
excitation nor damping. Hence, in the absence of structural damping, a freely oscil-
lating cylinder would be expected to trace out a response envelope, with increasing
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reduced velocity, along the CLov = 0 contour. A curious feature of Gopalkrishnan’s
plot is the presence of two regions of positive lift in phase with velocity, separated by
a significant negative portion, which would suggest that free oscillation experiments
at Re = 104 would involve two distinct response envelopes.
Equation (3.29) illuminates the importance of the phase difference between lift
and displacement to the energy transfer from fluid to cylinder. Essentially for CLov
to be positive, sinφo must be positive. It therefore follows that energy is imparted
on the cylinder when 0◦ ≤ φo ≤ 180◦, and energy is given to the fluid when −180◦ ≥
φo ≥ 0◦.
Gopalkrishnan discovered that the variation of phase angle with oscillation fre-
quency at small amplitudes of oscillation is fundamentally different to that at large
amplitudes. In his experiments he increased the oscillation frequency through the
range 0.05 ≤ foD/U ≤ 0.35 for a number of discrete amplitudes in the range 0.15 ≤
Ay/D ≤ 1.20. His measurements showed that at low frequency (foD/U ≈ 0.05) the
phase angle was around −90◦ for all amplitudes. It was noted that the phase angle
grew increasingly negative with increasing frequency until, at foD/U ≈ 0.14, the
low and high amplitude data began to diverge. For Ay/D ≤ 0.5, the phase contin-
ued to grow more negative before entering the positive region, φ = +180◦, in doing
so signifying a switch in the direction of energy transfer between the fluid and the
cylinder. For larger amplitudes, Ay/D = 0.75 and 1.00 for example, no such switch
was observed; the phase instead grew steadily less negative, briefly turning positive
at foD/U ≈ 0.16−0.17 before returning to the negative portion of the graph, where
it remained for the remainder of the frequency range. For the largest amplitude
tested, Ay/D = 1.20, the phase never appeared positive, indicating energy transfer
from cylinder to fluid over the entire frequency range. This behaviour is illustrated
in figure 1.17.
More recently, Morse & Williamson (2008) carried out a very thorough paramet-
ric study in which a cylinder underwent prescribed sinusoidal oscillations transverse
to a flow of Re = 4000. The frequency-amplitude domain that they explored was
defined by the ranges 0 ≤ Ay/D ≤ 1.6 and 0.06 ≤ foD/U ≤ 0.5, and comprised
an extremely fine stencil of data points. By considering a very accurately drawn
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contour of ‘zero fluid excitation’ (essentially their CLov = 0 contour), they showed
that the hysteresis between the initial and upper branches observed in many free
vibration experiments is in fact caused by the concave shape of this contour.
1.3.4 VIV in long slender pipes
The last two decades have witnessed a concerted effort on the part of a handful of
research groups to further the understanding of VIV in flexible pipes and cables by
means of field and laboratory experiments. Foremost amongst these experimental-
ists has been Kim Vandiver at the Massachusets Institute of Technology, who has
conducted a number of investigations using long cables towed from a vessel in the
open ocean (see for example Marcollo et al. (2007)) and also a cable stretched across
a tidal channel. In general the groups have been motivated by a need to understand
the high mode dynamics that are typically observed in long structures, the existence
of different regions of excitation and the effect that sheared flow profiles can have on
VIV responses. The desire of the oil industry to understand, and ultimately reduce,
VIV-related fatigue damage in riser pipes continues to drive the research.
Vandiver has also developed “SHEAR 7” which is now regarded as the oil in-
dustry’s standard tool for prediction of VIV in flexible marine riser pipes. SHEAR
7 is one of a number of empirical models that first became popular in the 1980s.
These models are based on data taken from free-oscillation experiments involving
elastically supported rigid cylinders, and employ a number of assumptions in or-
der that such data may be meaningfully applied to the case of a long flexible riser.
Clearly, the two situations are substantially removed from each other: a long flexible
riser has an unlimited number of vortex-shedding frequencies, eigenfrequencies and
mode-shapes, whereas rigid cylinder experiments take place in uniform flow and in-
volve a single eigenfrequency. The assumptions linking the cases in these empirical
models are therefore not trivial (Baarholm et al. 2006).
With rapidly increasing computational resources has come a drive within the
VIV community to apply numerical modelling, in the form of CFD, both to fur-
ther understanding of the physics involved and to provide the industry with a more
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accurate tool that is not based the grand assumptions that characterise empirical
models. The models will need to demonstrate accurate, consistent and robust agree-
ment with field data if they are to win confidence in the industry but as yet that
stage has not been reached, and the codes that have been in development over the
past thirty years are still at the validation stage. To achieve satisfactory validation,
the developers require a level of detail about environmental and structural condi-
tions (flow profile, boundary conditions, etc.) that is simply not feasible in field
data. A direct consequence of this is a growing awareness amongst the experimental
community of the need for very careful documentation and presentation of exper-
imental conditions, to facilitate their simulation by researchers seeking to validate
numerical methods. Certain recent experiments, for example those reported by Trim
et al. (2005), have been purposefully designed and presented with the intention that
they may provide useful benchmarks for the numerical community in future.
The experiments reported by Trim et al. were in fact designed with three objec-
tives:
• ‘acquire data to improve understanding of high-mode VIV of long risers in
different current profiles’;
• ‘provide benchmark information for calibration and validation of codes that
predict riser response’; and
• ‘assess suppression effectiveness of strakes with different geometries and dif-
ferent percentage coverages over the riser length’.
In the experiments a bare model riser with a length-to-diameter ratio, L/D, of
approximately 1407 was suspended horizontally in a water tank. A uniform flow of
water past the riser was created by towing it at speeds that gave rise to Reynolds
numbers in the range 7099 ≤ Re ≤ 56792. A linearly-sheared flow profile was then
created by fixing one end of the riser and towing the other end in a circular arc
such that the Reynolds number range, based on the flow speed at the moving end,
Umax, was the same as in the uniform flow profile cases. The Reynolds numbers in
question located the flows in the sub-critical regime, indicating that the vortex wake
was fully three-dimensional.
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Figure 1.18: Riser response characteristics as a function of flow speed for
a long model riser in sub-critical uniform flow: (a) and (b)
spatial (spanwise) mean, σmean/D, and maximum, σmax/D, of
the temporal standard deviation of riser response in the in-
line, x, and transverse, y, directions; (c) and (d) displacement-
dominant mode number, k∗, and its response frequency, fk, in
the in-line and transverse directions (Trim et al., 2005).
On the completion of the bare riser tests the researchers proceeded to fit the
pipe with helical strakes of varying geometries and repeat the procedure outlined
above. By drawing comparisons with the bare riser in terms of quantities such as
the spatial mean and maximum of pipe displacement, they assessed the effectiveness
of the strakes as a means of VIV reduction. It was concluded that strakes can
significantly alter the response characteristics of a bare riser and have the potential
to drastically reduce VIV, although the extent of this reduction depends greatly on
the geometry of the strakes.
VIV response in long flexible risers is expected to be multi-modal: in Trim
et al.’s experiments a modal analysis technique that used measured strains and
accelerations as inputs was used to assess the modal participation in the overall
response. Such modal decomposition relies on the assumption that the shape of the
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riser response at any given time can be regarded as a sum of eigenmodes. The in-
line and transverse responses can be analysed individually such that the transverse
response, for example, can be represented as follows:
y(z, t) =
∞∑
k=0
wk(t)φk(z) (1.22)
where z is the spanwise position along the riser, the subscript k denotes the mode
number, wk(t) are the modal weights, and φn(t) are the eigenmodes.
Figure 1.18 provides a summary of some of the bare riser data that was presented
by Trim et al., for uniform flow. The spatial mean and maxima of the temporal
standard deviations of riser displacement were observed to be largely independent
of flow speed with transverse displacement approximately three times larger than
in-line. The peak frequency of the displacement-dominant mode increased linearly
with flow speed in both directions; the in-line frequency was approximately twice
the transverse frequency. Generally the variation of displacement-dominant mode
number with flow speed was observed to be linear, although sections of flow speed
across which the mode number remained constant were observed; witness for in-
stance the in-line response in the range 1.4 m/s ≤ U ≤ 1.9 m/s, illustrated in figure
1.18(c). These ‘plateaus’ notwithstanding, the in-line mode numbers were approxi-
mately twice the value of their transverse counterparts, as would be expected from
the peak frequency variations.
Trim et al. went on to analyse the riser response in terms of fatigue damage. To
do this they applied the Miner summation to find the damage rate, D, in [1/yrs],
at a specific location on the riser:
D =
Nseg∑
i=1
ni
Ni
=
1
a
Nseg∑
i=1
ni(∆σi)
q (1.23)
where Ni denotes the number of cycles to failure and ni is the number of stress cycles
at the stress range ∆σi. Nseg is the total number of stress ranges in the history, and
the parameters a and q correspond to the particular stress range versus cycles to
failure (S−N) curve of the material in question. In the experiments stress histories
were derived from strain data that was recorded at discrete intervals along the length
of the riser. From these histories stress cycles were counted using a process known
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Figure 1.19: Variation of maximum cross-flow and in-line fatigue damage
rate, D, as a function of flow speed, U , for a long model riser
in uniform sub-critical flow (Trim et al., 2005).
as rainflow counting ; for an overview of this method the interested reader is referred
to ASME Volume 19 (1996), pages 254–255, and Downing & Socie (1982).
Figure 1.19 presents the fatigue damage rate as a function of flow speed for the
uniform flow profile. Importantly, the plot shows that the in-line and transverse
damage rates, Dx and Dy respectively, were of comparable magnitudes over the
entire speed range. This was significant because it had long been assumed that
in-line damage occurred on a smaller scale than transverse damage. Indeed, most of
the empirical VIV prediction models, such as SHEAR7, previously ignored in-line
response because of the lack of data from rigid cylinder tests with combined in-line
and transverse responses, and this was thought be relatively inconsequential due to
the perceived insignificance of the in-line response.
The eigenfrequencies of a tensioned string, fn,string, and an untensioned beam,
fn,beam, with equal length, L, and mass per unit length, m, are given as follows:
fk,string = k
1
2
√
TmL2 (1.24)
fk,beam = k
2π
2
√
EImL4 (1.25)
where k is the mode number, E is the Young’s modulus of the beam and I is its
second moment of inertia. Baarholm et al. (2006) showed that, by combining these
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equations with the Miner summation (equation (1.23)) and assuming that the mode
shapes in both cases are identical, the relationships between fatigue damage and
flow speed are given by:
Dk,string ∝ U2q+1 (1.26)
Dk,beam ∝ U q+1 (1.27)
The riser in the Trim et al. experiments was subject to very large applied ten-
sions, and it was intended that the eigenfrequency would be tension-dominated for
all eigenmodes. It was therefore neither a tensioned string nor an untensioned beam.
The experimenters found, by applying various best-fit functions to the fatigue varia-
tions illustrated in figure 1.19, that the lower modes were indeed tension-dominated
but in the higher modes the bending stiffness, EI, began to exert greater influence.
In an effort to investigate riser VIV in less uniform flow conditions, Chaplin et al.
(2005a) subjected a model vertical tensioned riser of L/D ≈ 469 and m∗ = 3.0 to a
stepped current. The bottom 45% of the riser was subjected to flows with Reynolds
numbers in the range 2500 ≤ Re ≤ 25000 while the other 55% was situated in still
water. Multi modal responses were observed for all but the lowest flow cases. Modal
analysis revealed a very interesting behaviour involving step-like changes between
the lock-in of successive modes as the reduced velocity, and therefore the Strouhal
frequency, was increased.
1.3.5 Numerical modelling of vortex shedding and VIV
As computing capabilities continue to grow, the application of numerical modelling
to complex engineering problems is generally increasing at a considerable pace. Such
modelling can result in more efficient design, ultimately leading to significant savings
in equipment and energy costs by negating some of the need for physical testing.
Where fluid flow and heat transfer are concerned, Computational Fluid Dynamics
(CFD) is very commonly used as a design tool with which engineers can simulate
physical problems in a very wide range of disciplines. Jet engine design, weather
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forecasting, and biomedicine are just a few examples of fields in which this technique
is well established.
In recent years the oil industry has identified CFD as a potentially useful tool
for the prediction of VIV in marine risers, and to this end a great deal of effort has
been made to develop models that can accurately model the complex fluid-structure
interactions that occur in this application. Naturally, the work of numerical re-
searchers in this area has been informed by the knowledge that has been garnered
from practical experiments and field observations (see the preceding sections of this
chapter), but in many ways progress in this area has mirrored the way in which
physical experiments have advanced. Just as many of the fundamental phenomena
that affect the VIV of long risers were first investigated in simple rigid cylinder ex-
periments, it is hoped that computing resources will one day permit the numerical
codes that have thus far been employed only at very low Reynolds numbers to be
used to model long riser motion in the open ocean.
Low Re numerical simulations should not, however, be necessarily regarded as
mere validation exercises. In some instances numerical results have helped to in-
crease the understanding of aspects that had previously been observed but not
understood in physical experiments, and in fact capable of attacking theoretical
situations that are difficult to test in a laboratory, such as sheared flow profiles.
One of the principle drawbacks of CFD simulations arises from their compu-
tational expense. The transition from two-dimensional to three-dimensional flow
past a stationary cylinder that was discussed in section 1.3.1.2 is directly relevant
to this issue because, logically, this transition necessitates the use of 3-D solvers
for Re ≥ 180. Direct Numerical Simulations (DNS), in which every single flow
scale is fully resolved, are now generally regarded as being the equal of physical
experiments in terms of accuracy of results, but suffer greatly in terms of the time
taken to compute flow in three dimensions. The random eddies that constitute a
3-D turbulent flow can be considered as localised swirling motions whose dimensions
characterise the local turbulence length and time scales, and a continuous spectrum
of these scales is present in every such flow. The smallest of these scales (all scales
smaller than the ‘Kolomogorov scale’), are where the dissipation of the eddies’ tur-
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bulent energy takes place; DNS computes all scales down to and including those
in which the majority of the dissipation process occurs, so that only a negligible
amount of dissipation is unresolved. The characteristic length of the Kolmogorov
scales is given by η = (ν3/ε)1/4, where ν denotes the kinematic viscosity of the fluid
and ε is the dissipation rate of the kinematic energy. It can be shown that in a
computational grid the number of grid points, N , required to resolve the gradients
responsible for the dissipation process in the smallest turbulent scales in one dimen-
sion is directly proportional to Re3/4. As has already been discussed, flows past
a stationary circular cylinder with Reynolds numbers exceeding approximately 180
comprise components of turbulence in three dimensions: a three-dimensional do-
main is therefore necessary, and the total number of grid points varies as (Re3/4)3,
i.e. Re9/4. The undesirable consequence of this is that small increases in Reynolds
number necessitate very large increases in the number of grid points and therefore
computing time. The processing speed of modern computers therefore places a limit
on the Reynolds numbers that can realistically be simulated using DNS. To date
most simulations of flows past stationary and vibrating cylinders have been located
in the laminar and early turbulent shedding regimes (Re . O(103)).
In order to circumvent the heavy computational cost associated with DNS so
that flows with realistic Reynolds number may be simulated, various means of com-
promise have been introduced. Perhaps the most common of these compromises is
known as Large Eddy Simulation (LES), a technique in which the computational
grid is fine enough to directly resolve the larger of the scales of turbulence, while
the smaller scales are represented by simplified physical models. Since the smaller
scales are no longer resolved, fewer grid points and larger time steps can be employed
than would be necessary in the corresponding DNS of a given flow. The net result
is that flows of higher Reynolds numbers can be computed, although any numer-
ical method employing such modelling should be benchmarked rigorously against
appropriate experimental data if its predictions are to carry any level of confidence.
The work of Toebes (1969) has a direct relevance to numerical simulations of
VIV in long slender pipes. In his investigation Toebes observed prescribed trans-
verse oscillations of a circular cylinder in a Re = 6.8 × 104 flow. The oscillation
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frequency was equal to the Strouhal frequency, fo/fs = 1, and the amplitude of
oscillation was altered in the region 0 ≤ Ay/D ≤ 0.125. By considering a correla-
tion coefficient, Rnm, which effectively provided a quantitative measure of the flow’s
three-dimensionality, it was discovered that increasing the amplitude of oscillation
has the effect of increasing the spanwise correlation. Furthermore, the experiments
revealed that only a relatively small amplitude was necessary to induce a signifi-
cant increase in the correlation of the flow. In essence, the results implied that a
high Re flow past a long slender pipe or cylinder that is undergoing locked-in VIV,
and therefore experiencing large amplitudes of oscillation, would be rendered locally
two-dimensional. The importance of this finding to numerical simulations of cylin-
der and pipe VIV stems from the fact that it negates the need for three-dimensional
simulations of locked-in situations: if the flow is locally two -dimensional at a given
point along the span, a two dimensional computation should be sufficient to resolve
the entire flow at that point, provided that the small scale (3D) random turbulence
is modelled in some way. Strip theory methods make use of this fact by positioning
multiple two-dimensional simulation planes along the length of a long flexible pipe.
1.3.5.1 Stationary cylinder flows
Norberg (2003) presented a comprehensive collection of some of the key quantities
that have been observed in numerical simulations of flows past stationary circular
cylinders since 1972. Two-dimensional simulations of low Reynolds number flows
(Re < 500) and three-dimensional simulations of higher Reynolds number flows
(Re < 105) were collated in two tables that gave details of the Reynolds number
of the flow, the computational domain, the solution method and the oscillating lift
coefficient that was observed. For the three-dimensional experiments that employed
LES, the level of sub-grid scale turbulence disspiation used was also reported in the
guise of a Smagorinsky constant. Most three-dimensional computations that have
been performed to date have employed periodic boundary conditions at the pipe
ends, so that the length of the pipe, Lz, also represents the length over which the
simulated flow is periodic. Henderson (1997) noted that the normalised pipe length
in three dimensional simulations, Lz/D, does not correspond directly to the length-
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to-diameter ratio of pipes in physical experiments, and the two quantities should
not be regarded as equivalent. The parameter Lz/D in 3-D simulations has been
shown to exert a considerable influence on the behaviour of the lift force: Norberg
concluded that as of yet it is not possible to ascertain the precise value of Lz/D
that would be required for any given flow past a circular cylinder such that all of
the necessary flow features would be computed.
Dong & Karniadakis (2005) conducted a Direct Numerical Simulation of Re =
10, 000 flow past a stationary cylinder before going on to consider moving cylinders.
To date this remains the highest Reynolds number flow past a circular cylinder for
which DNS has been employed. The numerical results were in good agreement with
experiments in terms of the Strouhal number and the mean drag, base pressure and
lift coefficients.
1.3.5.2 VIV of rigid circular cylinders
Numerical simulations of the VIV of elastically-supported rigid circular cylinders
have for the most part been focused on low Reynolds number flows, principally
due to limitations imposed by computing resources. A slight hindrance to numer-
ical researchers has been the paucity of experimental VIV data with which they
can compare their findings in the laminar shedding regime: to date only Anagnos-
topoulos & Bearman (1992) have reported any such results. In Anagnostopoulos &
Bearman’s experiments a cylinder of very high mass ratio, m∗ ≈ 148, and low damp-
ing, 1.20×10−3 ≤ ζ ≤ 1.52×10−3, was elastically mounted and constrained to move
only in the transverse direction. The flow speed was altered such that the Reynolds
number range, 90 . Re . 150, was explored. The peak amplitude, A∗y/D ≈ 0.55,
was significantly lower than has been observed in similar, higher Reynolds num-
ber experiments (see for example Khalak & Williamson (1999) and Govardhan &
Williamson (2000)), prompting Govardhan & Williamson (2000) to speculate that
this was a Reynolds number effect, brought about by a suspected inability of cylin-
ders oscillating in laminar flows to achieve the Upper branch response. The vast
majority of low Re numerical simulations have been made at Re = 100 or Re = 200,
and have generally predicted peak amplitudes close to that observed experimentally
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by Anagnostopoulos & Bearman.
One of the distinct advantages that numerical simulations have over physical
experiments arises from the ease with which certain parameters can be adjusted,
often over a limitless range of values. For example the alteration of structural
parameters such as damping or mass ratio in order to investigate their influence on
VIV response would present a significant task in a laboratory, but in most numerical
models it would involve nothing more than the changing of a value in an input file.
In this way numerical models are more flexible and can permit extensive parametric
investigations.
Shiels et al. (2001) made use of the flexibility of their viscous-vortex method to
study the response of a cylinder at limiting structural parameters. In their simula-
tions the researchers set the mass, damping and stiffness of a cylinder in a Re=100
flow to precisely zero, thereby completely disconnecting it from the mechanical sys-
tem and effectively rendering free to move without constraint in the transverse di-
rection. Remarkably the cylinder proceeded to oscillate with a large amplitude
(A∗/D = 0.47) at a frequency close to the Re = 100 stationary cylinder shedding
frequency, foD/U = 0.156. Shiels et al. employed a different normalisation of the
equation of motion of the cylinder to that outlined in chapter 1.3.2 of this thesis, and
showed that the oscillations of their de-coupled system indicated a balance between
the added mass force and the vortex wake force at all times. They observed that
this balance was achieved through a constant mutual adjustment between the body
motion and the trajectories of vorticity in the boundary layers.
Shiels et al. also considered oscillations of an undamped cylinder (ζ = 0) with
non-zero mass and spring stiffness. In this situation the equilibrium between inertial
and vortex wake forces still holds, which led the researchers to combine the mass and
damping into an effective elasticity, k∗eff . Since it is generally accepted that damping
coefficients lower than 10−2 have negligible influence on VIV motion, especially for
low mass ratio cylinders, Shiels et al. proposed that for a lightly damped cylinder
oscillating in a flow of a given Reynolds number k∗eff can be used to completely
define the system.
Hysteretic responses of the type that have been observed in laboratory experi-
59
Figure 1.20: VIV of an elastically supported circular cylinder in a Re = 100
flow (Singh and Mittal, 2005): variation of transverse response
amplitude, here denoted by Ymax/D, as a function of reduced
velocity, here denoted by U∗. Note that Ymax and U
∗ are equiv-
alent to the Ay and Vr denotations that are used in this thesis.
Here, St is the Strouhal number for the stationary cylinder at
Re = 100.
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ments (see Feng (1968) for example) have recently been encountered in numerical
simulations. Singh & Mittal (2005) for instance simulated a Re = 100 flow past a
circular cylinder (m∗ = 10) that was free to move in both the in-line and transverse
directions, and observed hysteretic responses in both directions. Figure 1.20 presents
the variation of transverse amplitude, here denoted by Ymax/D, that was observed
as the reduced velocity, here given by U∗ (= U/fnD = Vr, to use the nomenclature
of the present work), was incrementally increased and then decreased. The plots
indicate that large amplitude responses, and by inference lock-in, occur at slightly
lower reduced velocities when reduced velocity is being decreased than when it is
being increased. Very interestingly, the in-line (not shown) and transverse responses
displayed striking similarities in their character, and both comprised two distinct
hysteretic loops in the low reduced velocity range, one at high amplitudes and one
at low amplitudes.
It was noted that at low amplitudes the vortex shedding was of the 2S kind,
according to the definitions proposed by Williamson & Roshko (1988) (see 1.3.3.1),
while the researchers stated that C(2S) shedding was observed at high amplitudes.
In fact this classification is not consistent with Williamson & Roshko’s original
definition: the shedding patterns reported by Singh & Mittal at large amplitudes
appear to correspond to a ‘C*(2S)’ mode of shedding that is discussed later in this
thesis (please refer to chapter 2).
Singh & Mittal also investigated the effects of altering the Reynolds number
of their flow, in the range 50 ≤ Re ≤ 500, using the correlating effect of lock-
in to justify their two-dimensional simulations in the three-dimensional regime. For
Re > 300, P+S shedding was observed for the first time in free oscillation simulations
or experiments.
Willden (2006) carried out a thorough numerical study of the branched nature
of transverse VIV response in a relatively high Reynolds number flow (Re = 104),
paying particular attention to the variation of oscillation frequency through the
lock-in region and to the modes of vortex shedding that were present in the various
branches. His two-dimensional simulations, which employed a Smagorinsky-type
model to account for the effects of small scale turbulent structures in the wake, re-
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vealed very good agreement with experimental observations of the initial and lower
branches (Khalak & Williamson (1999), Govardhan & Williamson (2000)). The
initial branch was characterised by 2S shedding while the lower branch consisted
mainly of 2P shedding with some P+S towards the higher end of the reduced ve-
locity range. The maximum oscillation amplitude that was observed on the upper
branch was also in close agreement with experiments, but there existed some dis-
crepancies with experimental observations in terms of the nature of the 2P shedding
on the upper branch and the frequency variation across that branch. This led the
author to conclude that two-dimensional methods are incapable of correctly sim-
ulating the upper branch response, which is known from experiments to be very
three-dimensional in nature (Hover et al. 2007). A similar conclusion was reached
by Blackburn et al. (2001), who executed complementary numerical and physical
studies of the same VIV scenario and suggested that two-dimensional DNS of VIV
in three-dimensional flows are inadequate.
1.3.5.3 Prescribed oscillations of circular cylinders
In the numerical simulations of Meneghini & Bearman (1995) high-amplitude oscil-
latory flow about a circular cylinder (Re = 200) was assumed to be equivalent to
cylinder oscillations in a steady flow. Particular attention was paid to the locking-in
of the vortex-shedding frequency to the oscillation frequency: figure 1.21 presents
the lock-in boundaries in the low-amplitude domain that was examined by altering
the oscillation frequency at a number of discrete amplitudes; higher amplitude be-
haviour was considered separately. The lock-in range extended over a much larger
range of frequencies below the Strouhal frequency than above it. For high oscilla-
tion amplitudes (Ay/D > 0.5) the amplitude was altered very finely at a number of
discrete amplitudes. P+S shedding was observed in the wake for amplitudes larger
than about 0.6 diameters.
The group led by George Karniadakis at Brown University has been one of the
most active contributors to numerical research of fluid flows past cylinders. Al-
though the group has largely focused on employing 3-D DNS to examine spanwise
effects, the 2-D simulations of Dong & Karniadakis (2005) showed very impressive
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Figure 1.21: Prescribed transverse oscillations of a circular cylinder in Re =
200 flow (Meneghini and Bearman, 1995). Lock-in boundaries
as a function of normalised oscillation frequency, f/fs, and
amplitude, A/D: squares and circles denote lock-in at f/fs < 1
and f/fs > 1 respectively; triangles and crosses denote no lock-
in at f/fs < 1 and f/fs > 1 respectively. Note that in this
thesis fo and Ay respectively correspond to the f and A used
here by Meneghini and Bearman.
Figure 1.22: Prescribed transverse oscillations of a circular cylinder in Re =
200 flow (Meneghini and Bearman, 1995). near wake structures
for fo/fs = 0.80: (a) Ay/D = 0.60; (b) Ay/D = 0.65.
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Figure 1.23: Prescribed transverse oscillations of a circular cylinder in Re =
104 flow. Comparison between the DNS of Dong and Karni-
adakis (2005) and the experiments of Gopalkrishnan (1993):
(a), lift force phase angle; (b), lift coefficient in phase with
cylinder velocity. Both quantities given as functions of nor-
malised frequency of cylinder oscillation. A/D = 0.3.
levels of agreement with the experiments of Gopalkrishnan (1993). To recap, these
experiments involved the prescribed transverse oscillations of a cylinder in Re = 104
flow, at varying amplitudes and frequencies of oscillation (see chapter 1.3.3 for more
details). Due to the substantial computational expense of the simulations–the most
highly resolved case required 250,000 CPU hours–Dong & Karniadakis considered
only four oscillation frequencies and one amplitude (foD/U = 0.14, 0.17, 0.21, 0.25
and Ay/D = 0.3). Figure 1.23 compares the experimental and numerical results in
terms of the phase angle and the lift coefficient in-phase with the cylinder’s velocity,
which are exactly equivalent to φo and CLov respectively, to use the nomenclature
of this thesis. Both quantities are plotted as functions of the non-dimensional fre-
quency, or foD/U . The figure shows that the agreement in these two quantities was
very close, as it was in the mean drag and oscillating lift coefficients (not shown).
Significantly, the region of negative phase angle for non-dimensional frequencies be-
tween ≈ 0.18 and ≈ 0.22, and the associated negative lift coefficient in-phase with
velocity, were correctly predicted by the numerical method, as was the frequency at
which the large jump in phase, from ≈ 180◦ to 0◦, occurred.
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1.3.5.4 VIV in long slender pipes
Newman & Karniadakis(1996, 1997) presented results from simulations of Re =
100, 200 and 300 flows past flexible cables that were assumed to be infinitely long
and periodic. In Newman & Karniadakis (1996) cables with periodic wavelengths
of 45D and 12.6D were considered. Prescribed and vortex-induced vibrations of
both cylinders were compared: transition to three-dimensional vortex shedding was
observed at a lower Reynolds number in VIV than in prescribed oscillations. The
VIV of a freely oscillating cable were investigated in greater depth in Newman
& Karniadakis (1997). Both papers refer to the increased in-line and transverse
separation between vortex pairs in the wake that occur at the spanwise anti-nodes
of vibration compared with those at the nodes, an example of which is illustrated
in figure 1.1.
Newman & Karniadakis (1997) paid particular attention to spanwise trends, and
observed both standing and travelling wave responses. The term “standing wave”
refers to an oscillation in which the spanwise position of the nodes does not change as
a function of time. “Travelling waves”, by contrast, are characterised by the steady
progression of nodes and anti-nodes along the pipe and may involve oblique vortex
shedding, whereby the axes of the shed vortices are not parallel to that of the cable
(Williamson 1989). Figure 1.24 details the variations of transverse displacement,
y/d, lift coefficient, Cl, and drag coefficient, Cd. Note that these are equivalent to
the A, CL and CD denotations that are used in the nomenclature of this thesis.
The figure illustrates: (a), the cellular variation of all three quantities in a standing
wave response; (b), a typical travelling wave response with the energy in this case
propagating from the bottom of the cable to the top. By considering the power
developed by the lift force over one complete oscillation cycle at different points
along the span, the researchers discovered that the net power transfer from fluid to
cable was positive near the nodes and negative near the anti-nodes. This indicates
that in a flexible cable undergoing VIV the fluid excitation occurs in the regions
adjacent to the nodes , and damping at the anti-nodes.
Willden & Graham (2001) simulated VIV in a long flexible riser pipe using a
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Figure 1.24: Flow-induced vibrations of a freely vibrating cable in Re = 100
flow (Newman and Karniadakis, 1997). Cable transverse dis-
placement, y/d, lift coefficient, Cl, and drag coefficient, Cd as
functions of normalised time and spanwise distance along ca-
ble: (a), standing wave; (b)travelling wave. L/d = 12.6. Solid
lines represent positive values, dashed lines represent negative
values. Note that in this thesis d, Cl and Cd are denoted by
D, CL and CD respectively.
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slightly earlier version of the ‘VIVIC’ code that has been used to produce some of
the results presented in this thesis. This is a loosely-coupled strip theory code that
computes fluid flow in multiple 2-D CFD simulation planes positioned along the
length of the pipe and maps the fluid forces to a finite element representation of
the pipe structure; see chapter 3 for more details. In their investigation Willden &
Graham considered linearly sheared flow past a 25m long cylinder (L/D = 100),
with nine equally-spaced simulation planes employed along the span. The Reynolds
number of the flow was 200 at the top end of the cylinder and 100 at the bottom.
A high degree of spanwise correlation in the vortex shedding was observed over the
majority of the pipe’s length.
The VIVIC code was also involved in an interesting and ambitious project that
ran during 2003/4, in which a number of different research groups around the world
attempted to use their respective numerical models to blindly predict the VIV of
a long model-scale riser in a stepped current. The collection of numerical methods
comprised mostly empirically-based models and CFD codes, with one wake oscillator
model also present. It was hoped that the predictions would compare favourably
with experimental measurements that had previously been made on a vibrating
13.12 m long pipe (L/D ≈ 469) that was subjected to a 1 m/s flow over the lower
45 % while its remainder was in still water; this was the same experimental set-up
that Chaplin et al. (2005a) used in their experiments. Eleven numerical models were
used, each of the respective groups having been given detailed information regarding
the experimental conditions. The results of the collaboration were presented by
Chaplin et al. (2005b). In total fifteen test cases were considered, and numerical
predictions were compared to the experimental model in terms of displacements,
curvatures and response frequencies in the in-line and transverse directions.
Figure 1.25 provides an example of the type of comparisons that were made. The
empirical models (VIVA, VIVANA, VICoMo, SHEAR7 and ABAVIV) were all inca-
pable of predicting in-line responses but their predictions in the transverse direction,
and those of the Orcina Wake Oscillator code, were generally quite good. The CFD
based models (Norsk Hydro, USP, DeepFlow and VIVIC) generally under-predicted
the transverse response and over-predicted the in-line displacements. Predictions
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Figure 1.25: Vortex-Induced Vibrations of a model scale riser (L/D ≈ 469)
in a stepped current (Chaplin et al., 1997). The first column
of plots shows mean in-line displacements, and the envelopes
of displacements about the mean. The third column shows
envelopes of transverse displacements. Envelopes of the tem-
poral standard deviation of in-line and transverse curvatures
are plotted in the second and fourth columns respectively.
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of curvatures showed a large amount of variation. For the test case illustrated in
figure 1.25, VIVIC agrees very well with the experimentally-measured displacements
in both directions but the curvature-dominant mode number has been incorrectly
computed. Encouragingly VIVIC performed relatively well its predictions of the
transverse displacement-dominant mode of response. Although the studies revealed
that there are clearly some quite substantial disparities between the numerical pre-
dictions and the experiments, Chaplin et al. (2005b) remarked that the results
nonetheless represent a considerable improvement on the levels of agreement that
were witnessed in the last such exercise, ten years previously (Larsen, & Halse 1995).
1.4 Aims and objectives
The aims of the present study are as follows:
• To investigate hydrodynamic excitation of circular cylinders at low Reynolds
numbers, with reference to the hysteretic nature of free-vibration VIV re-
sponses that have been observed in experiments and numerical simulations. A
thorough parametric investigation will be performed, in which the frequency
and amplitude of prescribed transverse oscillations of a cylinder in a Re = 100
flow will be systematically and extensively altered. Transitions between shed-
ding modes in the frequency-amplitude domain under consideration will also
be examined, as will their significance to different regimes of cylinder exci-
tation. This investigation will be performed using a spectral element DNS
code.
• To benchmark the VIVIC strip theory code in the sub-critical Reynolds num-
ber regime by simulating the prescribed transverse oscillations of a circular
cylinder in flows of moderate Re, and comparing the predictions of the code
with equivalent experimental data.
• To numerically simulate the VIV of model-scale marine riser pipes in uniform
and sheared flows in the sub-critical Reynolds number regime using a fluid-
structure interaction code that employs strip theory Computational Fluid Dy-
69
namics to compute fluid flow and Finite element approximations to model
the response of the pipe. Particular attention will be paid to the presence
of super-harmonic responses and their contribution to overall fatigue damage.
Comparisons will be made with high-quality experimental measurements.
• To numerically simulate the VIV of field scale riser pipes using current data
and structural specifications taken from operational riser pipes in the Gulf of
Mexico.
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Chapter 2
Prescribed Sinusoidal Oscillations
of a Two-Dimensional Circular
Cylinder
2.1 Introduction
This chapter presents and discusses the results of a Direct Numerical Simulations
(DNS) investigation of prescribed transverse oscillations of a two-dimensional cir-
cular cylinder in a fluid flow. The Reynolds number of the flow was 100, thus
locating it in the laminar two-dimensional shedding regime (see chapter 1.3.1.2 for
more details). It was intended that a range of oscillation frequencies and ampli-
tudes would be simulated, thereby populating a frequency-amplitude domain in the
manner of Williamson & Roshko (1988). In fact Williamson & Roshko’s prescribed
transverse oscillation experiments, which were conducted at higher Reynolds num-
bers of 300 ≤ Re ≤ 1000, form an important basis for comparison in this chapter:
a primary aim of the investigation was to define regions associated with particular
modes of vortex shedding in the frequency-amplitude domain in order that their
boundaries could be compared to those reported by Williamson & Roshko in their
own parameter space.
Williamson & Roshko’s investigation encompassed a very large range of am-
f
s
/ f
o
A
/D
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
P+S
2S
2PC(P+S)
C(2S)
NOP
P
Figure 2.1: Map of vortex shedding modes, as obtained by Williamson &
Roshko (1988). 300 ≤ Re ≤ 1000.
plitudes and frequencies of oscillation, while the Reynolds number of the steady
incident flow varied in the range 300 ≤ Re ≤ 1000. Figure 2.1 presents the modes–
or patterns–of vortex shedding that were observed, using surface flow visualisations,
in the cylinder wake (only the portion of their amplitude-frequency plane that is
pertinent to the present study has been included). The figure shows that over this
parameter space Williamson & Roshko observed five distinct modes of vortex shed-
ding; the 2S, 2P and P+S modes, a coalesced 2S mode, C(2S), and a coalesced P+S
mode, C(P+S), as well as a region in which no synchronised shedding pattern was
observed, here labelled No Observable Pattern (NOP). In the 2S mode two single
vortices are shed from the cylinder surface in each oscillation cycle, while two pairs
of vortices are shed per cycle in the 2P mode. P+S shedding is associated with an
asymmetrical wake, as the cylinder sheds one single vortex and one vortex pair per
oscillation cycle. The C(2S) and C(P+S) labels refer to vortex wakes in which the
respective 2S and P+S shedding modes occur initially, only for individual vortices
to coalesce with each other in the near wake to form larger vortex structures which
then propagate downstream.
Note that in figure 2.1 the oscillation frequency is presented through the ratio
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fs/fo = Vr.St, where Vr = U/foD is the reduced velocity defined based on the oscilla-
tion frequency. The choice of this frequency ratio to present the data enables free and
forced vibration data to be compared with ease. As Williamson & Roshko’s exper-
iments were conducted over a range of Reynolds numbers, 300 ≤ Re ≤ 1000, some
variation in Strouhal number is expected (Bearman 1969). However, Williamson
& Roshko used a single Strouhal number of 0.2 to normalise the oscillation fre-
quency and hence the positioning of the shedding mode boundaries, with respect to
frequency ratio, must be regarded as slightly approximate as presented in figure 2.1.
Much research in VIV has been concerned with fluid-dynamic excitation and the
phase relationship between body motion and lift force. The work of Gopalkrishnan
(1993) for instance comprises a detailed study of the variation of the component of
the transverse lift force that is in phase with the cylinder’s velocity. The impor-
tance of this constituent of lift arises from its direct relationship with fluid-dynamic
excitation; in the case of an elastically-supported cylinder that is free to vibrate,
a positive lift in phase with cylinder velocity would signify energy transfer to the
cylinder from the fluid. In this chapter the variation of lift in phase with cylinder
velocity throughout the frequency-amplitude domain is discussed in detail, and is
used to explain the free-vibration responses that have been observed in various ex-
perimental and numerical investigations; the data of Anagnostopoulos & Bearman
(1992), Shiels et al. (2001) and Singh & Mittal (2005) have been chosen to illustrate
this.
The numerical method that was used to perform the simulations is outlined in
section 2.2, after which the scope of investigation and the most important compu-
tational parameters are outlined in section 2.3. The analysis procedures that have
been employed to process the raw numerical data are introduced in section 2.4, while
the results themselves are presented and discussed in section 2.5.
2.2 Numerical Method
In the present investigation, the prescribed transverse oscillations of a circular cylin-
der in steady two-dimensional incompressible flow atRe = 100 have been considered.
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The dynamic viscosity, µ, is assumed constant, and as always the Reynolds number
of the flow is given by Re = UD/ν, where U is the free-stream flow speed, D is the
cylinder diameter and ν is the kinematic viscosity of the fluid.
The flow is governed by the two-dimensional incompressible Navier-Stokes equa-
tions, which are presented in non-dimensional form below, using the cylinder diam-
eter and the free-stream flow speed as the reference length and speed respectively:
∂u
∂t
= −(u.∇)u−∇p+ 1
Re
∇2u (2.1)
∇.u = 0 (2.2)
where u ≡ (u, v, t) is the velocity field, t is the time and p is the static pressure.
The pressure is non-dimensionalised using the free stream dynamic pressure.
Equations (2.1) and (2.2) were discretised using a high accuracy Spectral/hp
method. For an in-depth explanation of the underlying theory the interested reader
is referred to Karniadakis & Sherwin (1999), which outlines the approach in great
detail. In the present work ninth-degree polynomials were used. The code advances
through time steps using the stiﬄy stable scheme. In order to model the trans-
verse motion of the cylinder, a sinusoidal oscillatory flow in the body-fixed frame of
reference was used.
2.3 Details of the Simulations
2.3.1 Scope of the investigation
As previously detailed, the present numerical investigation involves the simulation
of a circular cylinder oscillating in a Re = 100 flow. The oscillations of the cylinder
were sinusoidal and transverse to the flow. The equation describing the prescribed
motion of the cylinder was as follows:
yb
D
=
A
D
sin (2πfot) (2.3)
where yb is the instantaneous transverse displacement of the cylinder. In order to
simulate this cylinder motion in the body-fixed computational mesh described in
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Figure 2.2: The data stencil: (a), as a function of oscillation amplitude,
A/D, and frequency, foD/U ; (b), as a function of oscillation
amplitude and normalised oscillation frequency, fs/fo.
the previous section, time-varying boundary conditions were employed, such that
the cylinder, in the body-fixed frame, experienced a cross-stream velocity, v, given
by:
v
U
=
y˙b
U
= −2πfoD
U
A
D
cos (2πfot) (2.4)
By simulating different combinations of amplitude and frequency, a stencil of
data points was assimilated to populate the following amplitude-frequency space:
0.005 ≤ A/D ≤ 1.100; 0.08 ≤ foD/U ≤ 0.34. The highest stencil density,
δA/D = 0.025 and δfoD/U = 0.005, was reserved for the vicinity of the primary
lock-in region. Away from this region, the increments of oscillation frequency were
coarser: δfoD/U = 0.01. In total 1485 cases were simulated, with each case requir-
ing an average of 7 hours CPU time. Figure 2.3.2(a) illustrates the population of
the (foD/U ,A/D) plane, while figure 2.3.2(b) presents the stencil in terms of the
normalised oscillation frequency, fs/fo, that is used later in this chapter to enable
comparisons between free and forced oscillation data. The use of this ratio also facil-
itates comparisons between data corresponding to different Reynolds number flows.
In the present study, the Strouhal or stationary body shedding frequency, fs, was
found to be 0.168, which was determined from an initial simulation of Re = 100 flow
past a stationary cylinder, using the same computational mesh and parameters as
were used for the prescribed oscillation tests (see section 2.3.2 for details of these).
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Figure 2.3: The computational mesh.
2.3.2 Computational Considerations
The body-fixed computational domain that was used for all of the simulations is
illustrated in figure 2.3. The domain extended from −15D upstream of the cylinder
to 40D downstream, and from −15D to 15D in the transverse direction. The effec-
tive blockage ratio was therefore 3.3%. The mesh comprised 437 traingular elements
in an unstructured arrangement. A small number of cases, in which the far wake
dynamics were of particular interest, were resimulated using a longer mesh, which
extended to a distance 80D downstream of the cylinder and comprised 590 elements.
The near wake geometry of this longer mesh was identical to that featured in figure
2.3.
Regarding the boundaries of the computational domain, a fully developed zero
stress condition was imposed at the outflow, such that du/dn=0, dv/dn=0 and
p=0. On all other boundaries the free-stream velocity was imposed using Dirichlet
boundary conditions for the velocity in both directions and a Neumann condition
for the pressure.
Before the investigation began in earnest the spatial convergence of the numerical
method for a stationary cylinder in steady Re = 100 flow was investigated. Table
2.1 summarises the variation of some important physical parameters, using the 437-
element mesh, with the time step, ∆tU/D = 0.005, where t denotes the time elapsed
in seconds since the beginning of the simulation. In the table P represents the order
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P C¯D CDstd CLrms St
3 1.132 0.02035 0.270 0.164
5 1.317 0.00698 0.238 0.168
7 1.359 0.00666 0.236 0.168
9 1.361 0.00671 0.237 0.168
11 1.360 0.00672 0.236 0.168
13 1.360 0.00672 0.237 0.168
Table 2.1: The convergence of the mean drag coefficient, C¯D, the standard
deviation of the drag coefficient, CDstd, the root mean square
of the lift coefficient, CLrms and the Strouhal number, St, with
increasing polynomial order, P , for a stationary circular cylinder
in Re = 100 flow.
Re
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Williamson (1989)
Figure 2.4: Variation of Strouhal number, St, with Reynolds number, Re.
P = 9, ∆tU/D = 0.005.
of the polynomial basis function used across the mesh elements, C¯D and CDstd are
the mean and standard deviation of the drag coefficient respectively, CLrms is the
root mean square of the lift coefficient, and St is the Strouhal number. From the
above analysis it was determined that a polynomial order of 9 gave sufficient spatial
convergence. A finer mesh and smaller time steps were then tested, using P = 9,
with negligible consequences for the parameters displayed in table 2.1. For certain
simulation cases, at high fo and large A/D, it was necessary to reduce ∆tU/D in
order to achieve computational stability with P = 9. In these instances ∆tU/D was
reduced as low as 0.002.
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By way of verification of the suitability of the mesh, code and other parameters
chosen, figure 2.4 presents a comparison with the Strouhal number variation ob-
tained by Williamson (1989) for parallel vortex shedding from a stationary cylinder
in the two-dimensional laminar regime (50 ≤ Re ≤ 180). To produce this data
computations were performed once again with P = 9 and ∆tU/D = 0.005. The
figure shows a tendency for slight over-prediction of the Strouhal number by the
numerical method, which grows larger as Re increases.
All simulations were performed on the London e-Science Centre’s “Mars” cluster,
which comprises 404 Opteron processors (1.8 GHz). Each individual flow case (see
figure for the stencil) was computed in serial on a single processor. The avreage
computation speed was approximately 1.85 time steps per second, resulting in an
average run time of approximately 12 hours per case.
2.4 Data Analysis
As with the convergence tests that were discussed in the previous section, all of the
1485 simulations that populate the frequency-amplitude plane in the present study
were run for between 350 and 420 convective time units in order that a statistically
invariant solution of duration at least 300 convective time units, and therefore span-
ning at least fifty vortex shedding cycles (assuming a Strouhal number of 0.2) could
be analysed.
Each individual simulation case was subject to two distinct types of analysis:
• a visual inspection of the mode of vortex shedding, and where appropriate its
streamwise evolution, in the wake of the oscillating cylinder;
• a quantitative assessment of the magnitudes of the various hydrodynamic force
coefficients and the relationship between said forces and the cylinder move-
ment.
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2.4.1 Shedding Modes
The shedding mode analyses were made, by and large, by observing instantaneous
vorticity fields in the wake of the cylinder. In many cases this provided sufficient in-
formation to allow the classification of the wake in terms of Williamson & Roshko’s
original designations (see chapter 1.3.3.1), but in many instances the plots were
supplemented by animations, comprising up to 260 frames and spanning eight oscil-
lation cycles, in order to clarify the degree of synchronisation between the cylinder
motion and the vortex shedding; it is possible, particularly at very low amplitudes
and/or frequencies, to observe instantaneous vorticity plots that indicate a 2S shed-
ding mode only for animations of the same cases to reveal that in fact the wakes are
unsynchronised with the cylinder motion.
2.4.2 Hydrodynamic Forces
The quantitative assessment of the hydrodynamic forces experienced by the oscillat-
ing cylinder was made possible by a number of decompositions of the overall force.
In order to understand these decompositions it is helpful to first revisit the case
of a steady flow past a stationary circular cylinder. Vortex shedding occurs at the
Strouhal frequency, fs:
fs =
StU
D
(2.5)
where U and D are the flow speed and cylinder diameter respectively and the
Strouhal number, St, was found to be approximately 0.168 in the present inves-
tigation (see 2.3.1). The asymmetric, periodic shedding of vortices produces an
oscillating lift force at the Strouhal frequency:
L(t) = Ls sin(2πfst) (2.6)
where Ls is the magnitude of the oscillating lift force at the Strouhal frequency and
t is the time in seconds. An oscillating drag force, Ds, also arises from the vortex
shedding process, but unlike the lift force it occurs at twice the Strouhal frequency,
and is supplemented by a mean drag force component, Dm. The overall drag force
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is therefore given by:
D(t) = Dm +Ds sin(2π(2fs)t+ φD) (2.7)
where φD is a phase angle.
Upon normalisation of all the force components on 1
2
ρDU2, as in chapter 1.3.1.2,
equations (2.6) and (2.7) become:
CL(t) = CLs sin(2πfst) (2.8)
CD(t) = CDm + CDs sin(2π(2fs)t+ φD) (2.9)
Considering now the case of a cylinder undergoing prescribed sinusoidal oscilla-
tions transverse to a steady flow, the transverse displacement of the body from its
starting position at y(0) = 0 is given by:
y(t) = A sin(2πfot) (2.10)
where fo is the cylinder oscillation frequency. Normalising on the cylinder diameter
and the flow speed gives:
y(t)
D
=
A
D
sin(2πfot) (2.11)
The wake of a cylinder undergoing prescribed oscillations is found to contain
two principal frequencies: the Strouhal frequency and the oscillation frequency. In
certain instances the wake may become locked-in to the motion of the cylinder,
in which case the instantaneous vortex shedding frequency, fv, will coincide with
the oscillation frequency (fv = fo), but in the general case the wake involves both
frequencies. The cylinder oscillation therefore introduces additional frequency com-
ponents to the lift and drag forces at fo and 2fo respectively. The lift coefficient
may be approximated as follows:
CL(t) = CLosin(2πfot+ φo) + CLs sin(2πfst+ φs) (2.12)
where CLo and CLs are the magnitudes of the components of the lift coefficient at
the oscillation and Strouhal frequencies respectively, and φo and φs are the phase
angles by which the lift force components at the oscillation and Strouhal frequencies
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lead the cylinder displacement. The representation of the lift presented above is
identical to that used by Gopalkrishnan (1993) in his prescribed oscillation experi-
ments. In his thesis Gopalkrishnan proposed that the force components associated
with the Strouhal frequency, CLs (and CDs in the case of the drag), can be neglected
because there is no oscillation of the cylinder at this frequency, and hence these force
components do not participate in any power transfer between the cylinder and the
fluid. Furthermore, for combinations of frequency and amplitude that result in the
locking-in of the wake to the cylinder motion, the force component at the Strouhal
frequency should through wake synchronisation disappear. For these reasons, com-
ponents at the Strouhal frequency have been ignored in the present study.
The magnitude of the oscillating component of the lift coefficient, CLo , can itself
be decomposed into components in-phase with cylinder velocity and acceleration,
CLv and CLa respectively:
CLv = CLosin(φo) (2.13)
CLa = −CLocos(φo) (2.14)
The lift coefficient in phase with cylinder velocity is of particular interest because it
conveys information relating to the power transfer between cylinder and fluid: a posi-
tive value of CLv signifies power transfer from the fluid to the cylinder–hydrodynamic
excitation–while a negative value indicates power transfer from the cylinder to the
fluid–hydrodynamic damping. This has clear relevance to the case of an elastically
supported cylinder vibrating in a fluid flow, as it determines the range of amplitudes
and reduced velocities over which a free vibration VIV response may be expected.
Similarly, the coefficient of lift in-phase with cylinder acceleration determines the
magnitude of the inertial added mass force, with a positive CLa signifying a nega-
tive added mass and a negative CLa indicating a positive added mass. By extension,
equations (2.13) and (2.14) reveal the importance of the phase angle: its sign is
capable of relaying a great deal of information about power transfer and inertial
force behaviour.
The decomposition of the total fluid force into potential force and vortex force
components, first proposed by Lighthill (1986) and then used by Govardhan &
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Williamson (2000) to explain the branched nature of the response of an elastically
supported cylinder in a fluid flow (see section 2.5.2.2), has been used in the present
study. The vortex force is defined as the transverse lift force less the inertia force
associated with the cylinder’s potential flow added mass. Hence:
CLovort(t) = CLo(t) + CA
π
2
y¨(t))D
U2
(2.15)
where CA = 1 is the potential flow added mass coefficient for two-dimensional flow
and y¨ is the body acceleration. The vortex phase angle, φv, is defined as the phase
by which the vortex force leads the cylinder displacement.
2.5 Results and Discussion
2.5.1 Shedding Regimes and Lock-in in the Amplitude-frequency
Plane
2.5.1.1 Overview of the Vortex Shedding Modes
Figure 2.5 depicts the modes of vortex shedding that have been observed in the
present study, in the (fs/fo, A/D) plane; the shedding boundaries reported by
Williamson & Roshko (1988) are also shown in this figure. In the case of the present
numerical results the Reynolds number was held constant over the entire parameter
space. The oscillation frequency ratio, fs/fo, has therefore been formed using a
single Strouhal number, computed using the present numerical method, of 0.168
(see Table 1). Williamson & Roshko’s data has been normalised using a constant
Strouhal number of 0.2. Whilst there exists a Reynolds number difference between
the two studies, presentation of the data as a function of fs/fo enables meaningful
comparison.
Referring to the original classification of shedding modes given by Williamson
& Roshko, the regions in both figure 2.1 and figure 2.5 denoted by the label 2S
encompass a range of fs/fo and A/D in which the shedding is synchronised with
the cylinder motion such that two single vortices are produced in each complete
oscillation cycle. Figure 2.6(a) presents a plot of vorticity contours in the wake for
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Figure 2.5: Vortex shedding modes. Solid lines - present numerical results,
Re = 100, dashed lines - Williamson & Roshko (1988), 300 ≤
Re ≤ 1000.
a typical case inside this 2S region, displaying a great deal of similarity with the
classic stationary cylinder von Ka´rma´n vortex street. The P+S title refers to a wake
pattern in which one pair of vortices and one single vortex is shed per oscillation.
As figure 2.6(b) illustrates this mode of shedding is associated with the formation
of an asymmetrical wake.
The C(2S) and C(P+S) designations refer to wake patterns formed by the coa-
lescence of vortices in the near wake. In this process two or more individual vortices,
that have originally been shed from the cylinder surface as part of either a 2S or
P+S synchronisation, coalesce to form larger vortex structures which then prop-
agate downstream. An example of a C(2S) wake is shown in figure 2.6(c). Note
that coalescence of the shed vortices occurs in the cylinder’s near wake region. The
regions labelled C∗(2S) and C∗(P+S) encompass simulations in which the respective
2S and P+S shedding modes are initially observed, before coalescence of vortices
occurs in the mid-to-far wake region. The mechanism behind the formation of the
large scale vortex structures visible in figures 2.6(d) and 2.6(e) is quite different to
that which produces the C(2S) wake formation illustrated in figure 2.6(c), and a
distinction has been added to the shedding map accordingly.
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(a) 2S
(b) P+S
(f) NOP
(d) C*(2S)
(e) C*(P+S)
(c) C(2S)
Figure 2.6: Wake vorticity plots, displaying examples of the various shed-
ding patterns that have been observed in the present study.
Contour levels are plotted at 0.1 increments of vorticity, ω, in
the range −1 ≤ ωD/U ≤ 1. Solid and dashed lines represent
positive and negative vorticity respectively.
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The C(P+S) mode as defined by Williamson & Roshko was not observed at all
in the present study, and has been replaced, in terms of location, by the C∗(P+S)
mode. Each of the shedding regimes appearing in figure 2.5 are discussed in greater
detail in subsequent sections of this chapter.
Interestingly the 2P region observed by Williamson & Roshko, which occupies
a large portion of their shedding map and in which the cylinder sheds two vortex
pairs per oscillation cycle, was not observed in the present study. Instead, figure 2.5
indicates that 2S shedding occurs over a much larger portion of the parameter space
at Re = 100 than in the shedding map for 300 ≤ Re ≤ 1000. A similar observation
can also be made regarding the P+S region: this mode of shedding is observed at
much higher fs/fo in the lower Reynolds number case. The presence of a small
pocket of 2S shedding, in the high fs/fo, high A/D extremity of the simulation
space, was also noted.
While the observations outlined above constitute intriguing differences between
the two data sets with regards to the division of the (fs/fo, A/D) plane into regions
corresponding to the various shedding patterns, figure 2.5 reveals that there exist
some quite noteworthy agreements too. In particular the extent of the region to the
far right of the shedding map, in which there is No Observable Pattern, is similar
in both data sets. Equally, the upper boundary in fs/fo of the coalesced shedding
mode regions, whether they be the C(2S) and C(P+S) regions of figure 2.1 or the
C(2S), C∗(2S) and C∗(P+S) regions of figure 2.5, are well matched. This indicates
that for modest amplitudes of vibration, A/D < 1, the extremities, in terms of
frequency, of the principal vortex shedding synchronisation region, be it of the 2S,
P+S or 2P type, is relatively independent of Re at the low Re’s considered in the
two studies.
2.5.1.2 The Extent of Lock-in
Lock-in is defined as the synchronisation of the vortex shedding and body oscilla-
tion frequencies, fv and fo respectively. For convenience fv is often determined by
spectral analysis of the transverse (lift) force experienced by the cylinder. Whilst
this definition is useful for free vibration VIV and for forced vibrations at moderate
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Figure 2.7: Lock-in boundaries.
and low vibration frequencies, it cannot be used to identify lock-in in high oscilla-
tion frequency (low fs/fo) forced vibrations as the resulting transverse forces have
large components at the oscillation frequency even when the wake is clearly not
synchronised with the vortex shedding.
Consequently, in the present investigation the vortex shedding is defined to be
locked-in to the cylinder motion when a temporally periodic wake occurs at the
frequency of the cylinder oscillation. Figure 2.7 presents the boundaries inside which
the vortex shedding was found to be locked-in to the cylinder oscillation. The plot
consists of a principal lock-in region centred around fs/fo = 1 that is bordered by two
sloping boundaries, inside which the vortex shedding is locked in to a single frequency
(fo). This V-shaped lock-in boundary is similar in shape to that determined by
Meneghini & Bearman (1995) at Re = 200, and those found by other researchers.
As expected, the principal lock-in region encompasses the 2S and P+S regions
that are shown in figure 2.5; none of the C∗(2S), C∗(P+S) and NOP wakes can be
considered to be spatially periodic at fo. Nor, for the most part, can the C(2S)
shedding pattern, but an exception arises in the region labelled “super-harmonic
lock-in”. In this region the vortex shedding is super-harmonically locked-in, whereby
a spatially periodic wake occurs at an integer divisor of the cylinder oscillation
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frequency. In this investigation a C(2S) second harmonic lock-in is found, with each
and every vortex shed at the cylinder surface coalescing with exactly one other like
signed vortex in the near wake to form larger vortices (this is discussed in greater
detail in Section 2.5.1.4). The formation of these large vortices occurs at half the
oscillation frequency and the wake is therefore temporally periodic with frequency
fo/2.
Figure 2.8(a) presents the variation of the lift coefficient spectra for all oscillation
frequencies considered at an amplitude of oscillation of A/D = 0.40. This plot was
produced by assimilating the lift coefficient spectra associated with each of the 33
discrete oscillation frequencies that were simulated at this amplitude ratio. The
lock-in region is very clearly recognisable as the area, centred around fs/fo = 1.0, in
which the principal vortex shedding frequency departs from the Strouhal frequency
and follows the oscillation frequency. In this region one can discern a relatively faint
component of CL at three times the oscillation frequency, framed here by the dashed
rectangle. The label ‘A’ focuses on an apparently anomalously low value of CL at
fs/fo ≈ 1.15 (foD/U = 0.145). In fact this is one of two instances, observed in the
present investigation, of a dominance in the lift coefficient spectra of a component
at three times the oscillation frequency: figure 2.8(b), which plots the variation of
fv/fs as a function of fs/fo, confirms that fv = 3× fo when fs/fo ≈ 1.15.
2.5.1.3 2S and P+S Shedding
The present investigation has revealed that, as expected, the 2S shedding mode
dominates the (fs/fo, A/D) plane at Re = 100. The mode has been observed at
vibration amplitudes up to A/D ≈ 1.0, and a localised ‘pocket’ of 2S shedding
occurs in the highest amplitude-frequencies considered. In fact the 2S designation
is something of a blanket term in this instance because, whilst the shedding in
the principal 2S region always adheres to the accepted pattern of two oppositely
signed vortices shed per oscillation cycle, some subtle changes in the character of
the vortex wakes are visible throughout. Figure 2.9 comprises vorticity plots of
the wake patterns observed in four simulations performed within the principal 2S
region. The amplitude of oscillation is constant in all four cases (A/D = 0.7) but
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Figure 2.8: (a) Contour plot of lift coefficient spectra as a function of fv/fo,
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Figure 2.9: Vorticity contours in the cylinder wake, for four cases exhibiting
the 2S mode of vortex shedding. The contour levels represent
0.125 increments of normalised vorticity, ωD/U , in the range
−1 ≤ ωD/U ≤ 1. Solid and dashed lines represent positive and
negative vorticity respectively.
the oscillation frequency varies. Figure 2.9(a) displays a classic centreline 2S wake,
which is prevalent at low oscillation frequency (high fs/fo) and high A/D but is
not observed at lower amplitudes, where the vortices tend to be arranged with a
greater lateral spacing. The effect of increasing oscillation frequency–and thereby
decreasing fs/fo–is exhibited in figures 2.9(b) and (c), with the longitudinal spacing
between the vortices growing smaller. This is expected, since as fo increases each
successive vortex is shed over a shorter time period and will naturally therefore be
closer in the wake to its predecessor.
Furthermore, figure 2.9 shows that when the oscillation frequency is increased,
thereby decreasing fs/fo, the propensity of the vortices to lie on the centreline de-
creases. Merging of like-signed vortices, exhibited in the far wake of figure 2.9(c)
also occurs nearer to the cylinder with increasing oscillation frequency (decreasing
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Figure 2.10: Vorticity contours in the cylinder wake, for three cases ex-
hibiting the P+S mode of vortex shedding. The contour levels
represent 0.125 increments of normalised vorticity, ωD/U , in
the range −1 < ωD/U < 1.
fs/fo), until eventually the mid to far wake region is dominated by two parallel
‘streams’ of vorticity, as shown in figure 2.9(d). This variation of the 2S pattern
was reported by Singh & Mittal (2005) in their simulations of a 2D cylinder un-
dergoing two-degree-of-freedom VIV in the in-line and transverse directions. The
congestion in the near wake region gives rise to the formation of the coalesced C(2S)
mode (see section 2.5.1.4) whilst an instability of the vorticity ‘streams’ leads to the
development of the C∗(2S) mode (see section 2.5.1.5).
Also depicted in figure 2.9(d) is the splitting of primarily-shed vortices in the near
wake: at higher amplitudes (A/D & 0.5), as oscillation frequency is increased (i.e.
as fs/fo is decreased) the vortices are in close proximity and can become distended
and eventually split by their neighbours. A small region of vorticity is seen to be
separated from the tail of each primary vortex. This weaker structure then pairs off
with an oppositely signed vortex and moves downstream. In the present text these
small secondary structures have not been labelled as vortices. Their occurrence
provides a possible insight into how the 2S region might evolve to form a 2P region
at higher Re.
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Similar subtleties occur throughout the P+S region: figure 2.10 shows the vortex
wakes for three simulation cases exhibiting this asymmetrical mode, which has been
observed at low Reynolds numbers and high oscillation amplitudes by other inves-
tigators; Meneghini & Bearman, 1995). The three plots correspond to cases where
A/D = 1.00, an amplitude at which two regions of P+S shedding occur (see figure
2.5); one at low fs/fo and one at high fs/fo. Figures 2.10(a) and 2.10(b) correspond
to cases in the high fs/fo region, and suggest that the coupling between the two
vortices in each pair is fairly weak. The pairs formed in the low fs/fo P+S region
(figure 2.10(c)), however, are very tightly grouped together, as might be expected
at higher oscillation frequencies. The wake illustrated in figure 2.10(b) is a special
case, only found at low oscillation frequencies, in which the single vortex is consid-
erably weaker than those in its associated pair (although the pairs resemble a von
Ka´rma´n wake they gradually move away from the wake centreline as they convect
downstream, indicating the asymmetry in the wake). This wake occurs around the
periphery of the high fs/fo P+S region and in fact constitutes a transition from
P+S to 2S shedding. Within the lower fs/fo P+S region no such soft transition to
the 2S shedding mode exists, and the change in shedding mode from P+S to 2S is
abrupt.
The present investigation has also confirmed Meneghini & Bearman’s observation
that the orientation of a P+S wake depends solely on the cylinder’s initial condi-
tions; displacement and velocity. Two simulations were performed with equal and
opposite initial displacements, while all other input parameters remained identical:
the resulting wakes were found to be exact reflections of each other, with the axis
of reflection in the wake centreline.
2.5.1.4 C(2S) Shedding
The onset of coalescence of individual vortices in the near wake coincides with the
low fs/fo exit from lock-in. Although vortex shedding in the C(2S) region occurs
at the oscillation frequency, i.e. fv = fo, an instability develops in the near wake.
The congestion of vortices prohibits the formation of a regular vortex street, such
that some vortices are forced to coalesce with others as the fluid attempts to restore
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Figure 2.11: Vorticity contours in the cylinder wake, for three cases exhibit-
ing the C(2S) mode of vortex shedding. The contour levels
represent 0.125 increments of normalised vorticity, ωD/U , in
the range −1 ≤ ωD/U ≤ 1. Solid and dashed lines represent
positive and negative vorticity respectively.
stability in the wake. This produces wakes of the type displayed in figure 2.11, in
which larger vortices, formed by the assimilation of multiple primary vortices, are
visible in the mid-to-far wake region.
Figure 2.11(a) presents a wake pattern typical of cases close to the lock-in bound-
ary. In this instance some, but not all, of the primary vortices have undergone
coalescence in the near wake. By considering the ratio, µ = Nvc/Nv15D, of the num-
ber of vortices shed by the cylinder over a given time period, Nvc, to the number
of vortices passing a point in the mid-wake, say 15D downstream of the cylinder,
Nv15D, it is possible to appreciate quantitatively the development of the C(2S) mode
through the (fs/fo, A/D) space. These coalescence ratios have been carefully cal-
culated by analysing animations of the flow held over eight consecutive oscillation
cycles, along with instantaneous wake plots such as those presented here. For the
case illustrated in figure 2.11(a) µ = 12/10, so for every twelve vortices shed from
the cylinder two coalesced and eight primary vortices pass the mid wake point 15D
downstream of the cylinder over the time frame required to shed twelve primary
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vortices. Wake patterns similar to that displayed in figure 2.11(a) prevail over most
of the region labelled C(2S) in figure 2.5, although as fs/fo approaches 0.5, i.e. as
the oscillation frequency approaches a value twice the natural stationary shedding
frequency, a gradual transition towards a more ordered wake is observed. This tran-
sition involves an increasing proportion of the primary vortices coalescing together,
so that µ begins to approach a value of 2. Figure 2.11(b) gives an example of a case
in which almost every primary vortex is assimilated with another in the near wake.
A long animation is required to ascertain the exact coalescence ratio µ for this case,
which is 22/12. Hence, the long time period undulating wake pattern is the result
of the non-coalescence of two primary vortex in every eleven (in which 22 primary
vortices are shed) oscillation cycles.
The wake illustrated in figure 2.11(c) is an example of a case where every primary
vortex has been coalesced with exactly one other like signed vortex to form a larger
vortex structure, resulting in a quasi von Ka´rma´n street of large vortices. In fact, this
case is characteristic of the harmonic lock-in region denoted in figure 2.7, with the
wake here exhibiting temporal periodicity with a period twice the cylinder oscillation
period. It had been postulated that the C(2S) region would be defined by solid
boundaries across which µ would change sharply from one integer value to another.
The results of the present investigation do not support this, as the transition between
the types of C(2S) wakes represented in figure 2.11 is very gradual.
Figure 2.5 indicates that the C(P+S) mode observed by Williamson & Roshko
was not observed in the present study. This is partly explained by the intrinsic
tendency of the P+S mode to form a very ordered wake, a direct consequence of
the self-induced convection of each vortex pair away from the wake centreline, and
also because the P+S mode only occurs at relatively high A/D. These two factors
have the joint effect of increasing the transverse spacing between each single vortex
and its associated pair, such that the ‘congestion’ of vortices in the near wake at
low fs/fo which brings about the transition form 2S to C(2S) at low A/D does not
occur, for the P+S mode. Instead, we find the P+S mode to develop instability in
the far wake, resulting in the C∗(P+S) mode.
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2.5.1.5 C∗(2S) and C∗(P+S) Shedding
As already observed, streams of vorticity tend to develop in the cylinder far wake
at low fs/fo and high A/D during both 2S and P+S shedding, which give rise to
the development of the C∗(2S) and C∗(P+S) regions denoted in figure 2.5. Indeed,
the present investigation has revealed that in these areas the coalescence of primary
vortices is achieved via a fundamentally different mechanism to that responsible for
the formation of the C(2S) wake previously discussed.
During the initial analysis of the (fs/fo, A/D) parameter space a far wake insta-
bility was observed in some high A/D simulations. In order to properly simulate the
wake in these cases, additional computations were performed using a computational
domain that extended to further downstream, x/D = 80. It was observed that
the parallel vorticity ‘streams’ tend to become unstable and roll up into large vor-
tical structures, which in turn travel downstream in a Ka´rma´n type vortex street.
Figure 2.12 presents the wakes of some of the long domain simulations, for cases
where A/D = 0.80 and fs/fo is low (i.e. high oscillation frequency). Five cases
at A/D = 0.80 are shown at progressively lower frequency ratios, fs/fo. For all
frequency ratios considered the figure clearly shows 2S shedding of vortices near
to the cylinder, and the merging of vortices into parallel vorticity ‘streams’ as dis-
cussed previously. As the oscillation frequency increases the roll up of the streams
occurs progressively closer to the cylinder base region. This poses a quite intrigu-
ing question: what becomes of this mechanism when fo is increased still further?
Does it simply propagate further upstream until it reaches the cylinder base? The
same propagation upstream of an equivalent far wake instability, with increasing
fo, has been observed in the transition from P+S shedding to C
∗(P+S), at around
A/D = 0.90; see figure 2.13. As in the case of C∗(2S) the vorticity streams develop
an instability in the far wake leading to the development of a large scale Ka´rma´n
type wake. As in the C∗(2S) wake, further increasing fo leads to the instability
propagating upstream towards the cylinder.
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Figure 2.12: Vorticity contours in the cylinder wake, showing the develop-
ment of the C∗(2S) mode. A/D = 0.80, and frequency ratio,
fs/fo, decreases from (a) to (e). The contour levels represent
0.125 increments of normalised vorticity, ωD/U , in the range
−1 ≤ ωD/U ≤ 1. Solid and dashed lines represent positive
and negative vorticity respectively.
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Figure 2.13: Vorticity contours in the cylinder wake, showing the develop-
ment of the C∗(P+S) mode. A/D = 0.90, and frequency ratio,
fs/fo, decreases from (a) to (e). The contour levels represent
0.125 increments of normalised vorticity, ωD/U , in the range
−1 ≤ ωD/U ≤ 1. Solid and dashed lines represent positive
and negative vorticity respectively.
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2.5.2 Fluid-dynamic Force Variation in the Amplitude-Frequency
Domain
2.5.2.1 Overview of the Force Variation
Figure 2.14 displays fragments of the force and displacement time traces for four
simulations that exhibited the 2S, P+S, C(2S) and NOP shedding patterns. The
variation of the cylinder’s transverse displacement, y/D, is shown along with the
lift and drag coefficients, CL and CD respectively. Time traces for two cases demon-
strating the C∗(2S) and C∗(P+S) modes of shedding are illustrated separately in
figure 2.15. Notice that, for clarity of presentation, the scales on the y-axes are dif-
ferent in figures 2.14 and 2.15. The lift coefficient variation shown in figure 2.14(a)
is the result of a locked-in 2S shedding pattern; the phase relationship between CL
and y/D is constant. CD fluctuates at twice the frequency of CL, as expected.
The CL trace displayed in figure 2.14(b) is the result of a locked-in P+S wake;
the asymmetrical arrangement of vortices in the wake is evident in the transverse
force variation, where a departure from the near-sinusoidal CL variation of the 2S
shedding is evident. Its significantly non-zero mean and non-sinusoidal variation are
the remarkable features of the lift force variation for the P+S mode. While the mean
drag does not increase appreciably as a function of amplitude inside the principal
lock-in region (see figure 2.16(b)), the oscillatory component of the drag coefficient
is here shown to be very large at this high A/D.
The time traces presented in figures 2.14(c) and 2.14(d) are associated with cases
outside of the primary lock-in region, and represent the C(2S) and NOP shedding
modes respectively. Both plots display the manifestations of low frequency repetitive
patterns in the lift and drag traces, which is entirely characteristic of these modes.
Figure 2.14(c), a time history associated with a C(2S) wake, exhibits a ‘beating’-type
response: this is particularly evident in the CD trace. The beating in the lift and
drag traces are the direct consequences of the presence of two significant frequencies
in the respective spectra: although CL continues to have a dominant component at
frequency fo (and CD at 2 × fo), the wake is no longer locked-in to the cylinder
motion, and a second non-negligible frequency, associated with Strouhal frequency
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Figure 2.14: The variation of cylinder transverse displacement, y/D, lift
coefficient, CL, and drag coefficient, CD, with normalised time,
tU/D, for four simulation cases displaying different modes of
vortex shedding; (a) 2S, (b) P+S, (c) C(2S) and (d) NOP.
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Figure 2.15: The variation of cylinder transverse displacement, y/D, lift
coefficient, CL, and drag coefficient, CD, with normalised time,
tD/U , for cases displaying the C∗(2S) and C∗(P+S) shedding
modes.
shedding, appears in the response. At first inspection the time traces associated with
the NOP wake appear to be chaotic, as indeed do the wakes themselves. However,
closer inspection of figure 2.14(d) reveals a long time period modulation (period
TU/D ≈ 53) similar to that demonstrated by the C(2S) traces. This is again due
to the presence of two principal frequencies in the CL response; the vortices are
shed at the natural stationary cylinder shedding frequency (fsD/U ≈ 0.168), but
the motion of the cylinder, at frequency foD/U , is sufficiently energetic so as to
affect the periodicity of the wake. Towards the bottom right-hand corner of the
NOP region, i.e. low amplitude and low frequency oscillations, the cylinder imparts
negligible energy to the fluid with the result that the wake is unperturbed and
exhibits a classical von Ka´rma´n vortex street.
Figures 2.15(a) and 2.15(b) represent cases in which C∗(2S) and C∗(P+S) shed-
ding modes respectively were observed. The far wake instability which produces
the C∗(2S) mode appears to have little visible effect on the shape of the CL trace,
as the variation remains quasi sinusoidal. Interestingly the heavily modulated drag
response produced by the C∗(P+S) shedding pattern, displayed in figure 2.15(d),
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dips below CD = 0. This infers the cylinder experiences a small force counter to the
direction of fluid flow once per transverse oscillation.
The magnitude of the component of lift coefficient at the body oscillation fre-
quency, CLo, and the mean drag coefficient, C¯D, are plotted as functions of amplitude
and frequency of oscillation in figures 2.16(a) and 2.16(b) respectively. The lock-in
boundaries that were first presented in figure 2.7 have been overlaid for reference.
The plots show that the low fs/fo boundary of the principal lock-in region coin-
cides with discontinuities in both the lift and drag variations: if one traverses either
plot from right to left, a sharp increase in both quantities is observed on crossing
this boundary. This discontinuity, identically positioned in both plots, traces the
boundary of the region in which C(2S) shedding was observed. This infers, perhaps
counter-intuitively, that as the oscillation frequency is increased (fs/fo decreased)
to the point that the vortex shedding desynchronises from the body oscillation, the
fluid forces experienced by the cylinder increase.
2.5.2.2 Fluid-dynamic Excitation
In the present study particular attention has been paid to the variation of the
component of the transverse lift coefficient in phase with the cylinder’s velocity,
CLv, which is computed according to:
CLv = CˆLo sinφo (2.16)
where CˆLo is the amplitude of CLo(t), and φo is the phase angle by which CLo(t)
leads the body displacement, y(t).
Recall that the significance of CLv is that, through its sign, it determines whether
the cylinder is subject to fluid-dynamic excitation, CLv > 0, or damping, CLv < 0,
and hence whether, if the cylinder were allowed to vibrate freely in the flow, its
motion would be excited or damped.
Figure 2.17 shows a contour plot of the variation of CLv over the amplitude-
frequency space considered. The plot depicts a region of positive CLv located around
fs/fo = 1 for amplitudes of oscillation less than 0.56D. Outside of this region
the cylinder experiences fluid-dynamic damping. The significance of the contour
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Figure 2.16: Lift and drag forces as a function of oscillation amplitude ratio,
A/D, and normalised oscillation frequency, fs/fo. (a) the mag-
nitude of the component of the lift coefficient at the oscillation
frequency, CLo, and (b) the mean drag coefficient, C¯D.
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Figure 2.17: Prescribed cross-stream oscillations, Re = 100, as a function
of oscillation amplitude, A, and oscillation frequency, fo. Con-
tours represent the component of lift coefficient in phase with
cylinder velocity, CLv. The solid line is the contour at which
CLv = 0. Dashed lines delimit regions of different phase an-
gle, φo, and vortex phase angle, φvort, within the CLv = 0
contour: Region I: 0 < φo < π/2, 0 < φv < π/2, Region II:
0 < φo < π/2, π/2 < φo < π, Region III: π/2 < φv < π,
π/2 < φv < π, Region IV: 0 < φv < π/2, π/2 < φv < π.
102
at CLv = 0 is that a cylinder vibrating at a point on this contour experiences
neither fluid-dynamic excitation nor damping. Hence, in the absence of structural
damping, a freely vibrating cylinder is expected to trace out a response envelope,
with increasing reduced velocity, that lies along the CLv = 0 contour.
Points representing the free transverse vibration experimental data of Anagnos-
topoulos & Bearman (1992); 90 ≤ Re ≤ 140, m∗ = 149, 0.0012 ≤ ζ ≤ 0.0015, are
overlaid in the figure, where ζ is the structural damping ratio, and m∗ is the mass
ratio, defined as the ratio of vibrating structural mass to the mass of fluid displaced
by the cylinder. It is apparent that except at low amplitudes, A/D < 0.1, where
multi-frequency responses may occur in free vibration, both sets of low damping
free vibration data lie close to the CLv = 0 contour. Interestingly this result is
achieved despite the large difference in mass ratio between the two free vibration
data sets. It would appear that the CLv = 0 contour presented here offers a universal
response envelope for lightly damped cylinders undergoing free transverse vibrations
at Re ≈ 100. Note that in the case of Anagnostopoulos & Bearman’s data their
recorded oscillation frequencies, fo, have been converted to frequency ratios, fs/fo,
using the known variation of Strouhal number, fs, (Williamson, 1996) that occurs
across the range of Reynolds numbers encountered in their experiments.
Furthermore, the absence of positive fluid excitation at amplitudes in excess of
0.56D offers confirmation that the maximum amplitude of free transverse vibration
is substantially restricted at laminar Reynolds numbers.
Also identified in figure 2.17 are regions, within the CLv = 0 contour, of different
φo, the phase angle by which CLo(t) leads y(t), and φv, the phase angle by which
CLovort(t) leads y(t), where CLovort(t) is the component of the vortex force coefficient
at the body oscillation frequency. Recall that the vortex force is defined as the
transverse lift force less the inertia force associated with the cylinder’s potential
flow added mass; see section 2.4.2.
With regard to the variation, within the CLv = 0 contour, of the phase angle, φo,
it is seen that it is only in region III that φo > π/2, and that elsewhere within the
contour φo < π/2. Hence, a free-to-vibrate cylinder response in regions I or II would
correspond to pre-resonant response, i.e. positive added mass, and a response in
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region III to post-resonant response, i.e. negative added mass. Region IV is found
to lie outside of the lock-in region.
The vortex phase angle, φv, is seen to undergo a single transition from φv < π/2
to φv > π/2 across the interface between regions I and II. Govardhan & Williamson
(2000) identified, at higher Reynolds numbers, that the change in the vortex phase
angle is associated with the switch from the initial to the upper branch in free vibra-
tion. Following their higher Reynolds number observations, it is therefore postulated
that, for a lightly damped cylinder free to vibrate in the transverse direction and
subject to a steady incident flow at Re = 100, the portions of the CLv = 0 contour
that bound regions I, II and III, correspond respectively to the initial, upper and
lower branches. However, unlike the higher Reynolds number experiments of Go-
vardhan & Williamson, no distinct change in the shedding mode is detected across
the interface between regions I and II; the shedding mode remains of the 2S type
throughout the CLv > 0 region.
2.5.2.3 Hysteretic Responses in Free Vibration
Close inspection of the CLv = 0 contour, figure 2.17, reveals that the hysteretic
free vibration responses observed by several researchers can be explained by the
very shape of the contour. At low fs/fo it is seen that the contour has a mildly
concave shape. This infers that, in free vibration, hysteretic responses are possible
at the low reduced velocity end of the response envelope, as was observed in the data
compilation of low Reynolds number free vibration data presented by Williamson &
Govardhan (2004). If one imagines a low damping free-vibration experiment in which
reduced velocity (and therefore fs/fo) is increased steadily from zero, figure 2.17
dictates that a near zero amplitude response will be experienced until fs/fo ≈ 0.82.
At this point the response will trace the shape of the CLv = 0 contour until at
fs/fo ≈ 0.90 an abrupt increase in amplitude will occur as the response jumps
from A/D ≈ 0.10 (point A) to A/D ≈ 0.55 (point B). Further increases in fs/fo
will lead to a reduction in amplitude as the response traces out the remainder of
the CLv = 0 contour bounding regions II and then III. However, if from point B
one reduces fs/fo the amplitude of oscillation does not fall back to point A but
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Figure 2.18: Prescribed cross-stream oscillations, Re = 100, as a function
of oscillation amplitude, A, and oscillation frequency, fo. Con-
tours represent the component of lift coefficient in phase with
cylinder velocity, CLv. The solid line is the contour at which
CLv = 0. Dashed lines delimit regions of different phase an-
gle, φo, and vortex phase angle, φvort, within the CLv = 0
contour: Region I: 0 < φo < π/2, 0 < φv < π/2, Region II:
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Figure 2.20: The variation of the component of the oscillating lift force in-
phase with cylinder velocity, CLv, as a function of oscillation
amplitude, A/D.
instead until a maximum response amplitude is achieved at fs/fo ≈ 0.86 (point C).
Decreasing fs/fo below 0.86 will result in a sharp drop in A/D (to point D), and
the hysteretic loop, between the responses obtained when increasing and decreasing
fs/fo, is established.
Furthermore, at high fs/fo the horizontal step in the CLv = 0 contour at A/D ≈
0.22 corresponds very closely to the increasing reduced velocity path of the hysteretic
envelope reported by Singh & Mittal (2005) from their simulations of combined
transverse and in-line free vibration; Re = 100, m∗ = 10, ζ = 0. The hysteresis at
this end of the envelope is made possible by the concave shape of the CLv = 0 contour
between fs/fo = 1.38 and 1.41, and the ‘overhang’ of the CLv > 0 region between
and fs/fo of 1.22 and 1.38. Singh & Mittal’s decreasing reduced velocity path lies
along the lower amplitude CLv = 0 contour for 1.35 < fs/fo < 1.4, and none of their
simulated responses, for either increasing or decreasing reduced velocity, lie within
the unlocked region IV. The arrows in figures 2.18 and 2.19 enclose and indicate
the direction of the hysteresis loops. Note that at low fs/fo Singh & Mittal found
an earlier onset to VIV than the present CLv = 0 contour would suggest. However,
recall that Singh & Mittal’s simulations were for combined in-line and transverse
VIV. In-line VIV is expected to occur at lower reduced velocity and hence permits
earlier onset of transverse VIV than the CLv = 0 contour would suggest.
A novel approach to presenting the effect of the shape of the CLv = 0 contour
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on hysteretic responses in free vibration was introduced by Morse & Williamson
(2008) in their ‘energy portraits’, whereby, for a given oscillation frequency, the net
energy imparted on the cylinder by the fluid is given as a function of oscillation
amplitude. An analogous representation for the present study is shown in figure
2.20, in which the variation of CLv is plotted as a function of A/D for two values
of fs/fo that exhibit the potential for hysteresis in free vibration. In these plots
the amplitude of free vibration response for a cylinder with no structural damping,
by definition, occurs at the intersection between the CLv curve shown and the x-
axis. The intersections labelled S are said to be ‘stable’, as they have a negative
rate of change of CLv (and therefore energy) with respect to A/D. The amplitudes
associated with these stable intersections are those that one would expect to observe
in the free vibration of an undamped cylinder. Where more than one stable response
occurs for a given frequency ratio, the response that actually occurs will depend on
the manner of approach: increasing or decreasing fs/fo. The intersections labelled
U, where ∂CLv/∂(A/D) > 0, are said to be unstable and would not occur as steady
state responses in free vibration.
Figure 2.20(a) shows that at low fs/fo two stable oscillation amplitudes can
occur and hence, as previously seen, hysteretic responses at low reduced velocity are
possible in free vibration. Figure 2.20(b) shows only a single stable point but note
that CLv < 0 at A/D = 0. Hence, A/D = 0 may be considered a stable oscillation
amplitude and the vibration is bi-stable between an amplitude of A/D = 0 and that
indicated by the stable oscillation point.
2.5.2.4 Phase Angle Variation
The work of Gopalkrishnan (1993) comprises an in-depth investigation of the fluid-
dynamic forces experienced by a circular cylinder that underwent prescribed si-
nusoidal transverse oscillations in a steady incident flow that resulted in a flow
Reynolds number of Re = 10, 000. Gopalkrishnan remarked on the way in which
φo changes with fo for oscillations at various amplitudes, over a range of frequen-
cies, 0.05 < foD/U < 0.34, encompassing the primary lock-in response region. For
instance he reported that when A/D = 0.3 the phase angle was negative at high
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fs/fo (low frequency), and grew increasingly negative with decreasing fs/fo until,
at fs/fo ≈ 1.55, with φo ≈ −π, φo switches abruptly into the range 0 ≤ φo ≤ π,
i.e. such that CLv > 0 and the cylinder experiences fluid-dynamic excitation. In-
terestingly he found that at higher amplitudes, i.e A/D = 0.75, the phase angle
takes a fundamentally different ‘route’ to achieve a positive phase angle. At these
higher amplitudes, no ‘switch’ occurs from φo ≈ −π to φo ≈ +π, and instead the
phase angle progresses gradually through the negative (damping) region as fs/fo
is reduced (oscillation frequency increased), eventually crossing the x-axis into the
positive (excitation region) before finally returning negative at lower fs/fo.
Figure 2.21 presents four plots displaying the phase angle variation with fs/fo
for four of the discrete amplitudes that have been simulated in the present study.
In figure 2.21(a), corresponding to A/D = 0.1, φo exhibits similar behaviour to that
reported by Gopalkrishnan at high A/D, with a gradual progression from negative
to positive phase with increasing oscillation frequency (decreasing fs/fo). The vor-
tex phase, φv, however, does switch sign suddenly at fs/fo ≈ 1.37. In figure 2.21(b),
where A/D = 0.3, the phase angle variation is consistent with the observations
of Gopalkrishnan at the same amplitude. The phase angle variations presented in
figures 2.21(c) and 2.21(d) show that at higher amplitudes φo reverts to the progres-
sion through the negative region similar to that witnessed by Gopalkrishnan at high
amplitudes. At A/D = 0.5 fluid-dynamic excitation is experienced over a narrow
range of oscillation frequencies, 0.8 . fs/fo . 1.0 and φv continues to ‘wrap-around’
from −π to +π. At A/D = 0.7 neither phase angle enters the positive region and
fluid-dynamic damping is therefore experienced across the whole frequency range.
2.6 Conclusions
Transitions between regimes of cylinder-wake synchronisation have been closely ex-
amined in terms of the pattern and periodicity of the vortex wake. Comparisons
have been made with the synchronisation regimes that were observed in the higher
Reynolds number, 300 ≤ Re ≤ 1000 experiments of Williamson & Roshko (1988):
good agreement has been observed in some parts of the frequency-amplitude plane
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while differences in others have been attributed to Reynolds number effects. The
most notable departures from Williamson & Roshko’s results in the present investi-
gation are the absence of the 2P mode, the much larger region of 2S shedding, with
the P+S mode constrained to large amplitude oscillations.
Two new shedding modes, labelled C∗(2S) and C∗(P+S), have been observed.
Both modes occur in the single frequency lock-in region and are characterised by
standard 2S and P+S patterns which become unstable in the mid- to far-wake region
leading to the formation of coalesced large scale vortex structures. The formation
point of the coalesced vortices was found to propagate upstream with increasing
cylinder oscillation frequency. In contrast the coalesced C(2S) mode, which was also
observed in the present laminar Reynolds number simulations, was found to result
from an instability of the 2S mode that occurs in the cylinders near wake region.
This mode was found to occur when the vortex shedding frequency grows too large
to allow the primary vortices to be accommodated in a stable wake at low oscillation
amplitudes. Both types of coalesced shedding modes result from the flows attempts
to achieve wake stability.
The variation of the lift coefficient in-phase with cylinder velocity has been deter-
mined and used to explain free-vibration behaviour observed at laminar Reynolds
numbers. The contour of zero hydrodynamic excitation force has been found to
closely match the response envelopes reported from experimental and numerical in-
vestigations of the transverse VIV of lightly damped cylinders. Furthermore, the
zero contour inferred that the maximum amplitude of free cylinder vibration is 0.56
cylinder diameters at Re = 100, which is similar to that observed by Anagnostopou-
los & Bearman (1992) in their experiments. Furthermore, the shape of the contour
confirmed the existence of hystereses at low and high reduced velocities in free vi-
bration, as have been observed by several authors; Shiels et al. (2001) and Singh &
Mittal (2005).
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Figure 2.21: Variation of the phase angle, φo, and vortex phase angle, φv,
as functions of normalised oscillation frequency, fs/fo, for four
amplitudes of vibration.
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Chapter 3
Vibrations of Cylinders and Riser
Pipes in the Sub-Critical Reynolds
Number Regime
3.1 Introduction
This chapter presents and discusses the results of two separate but closely related
studies: the first is a validation exercise in which a numerical code is benchmarked
against experimental data pertaining to the prescribed transverse oscillations of
circular cylinders in steady flows; the second concerns numerical simulations–using
the benchmarked code–of a long, model scale riser pipe undergoing VIV in steady
flows of varying profile and speed. One of the principal aims of the second study was
to compare the predictions of the numerical method to the experimental data of Trim
et al. (2005); to this end the computations were set up to replicate numerically the
conditions that Trim et al. reported in their experiments. Before this investigation
could begin, however, it was necessary to validate the performance of the numerical
code in the Reynolds number regime in which the experiments took place.
When performing any numerical simulation of a physical problem, it is pertinent
to benchmark the numerical method against appropriate and reliable experimen-
tal data before beginning the investigation in earnest, thereby ensuring that the
results are ultimately worthy of a satisfactory level of confidence. Where numer-
ical simulations of the Vortex-Induced Vibrations (VIV) of circular cylinders and
riser pipes are concerned, it is often assumed that it is sufficient to benchmark a
numerical method by simulating flow past a stationary circular cylinder and com-
paring with laboratory data in terms of quantities such as the Strouhal number,
St, and the lift and drag coefficients, CL and CD respectively. This approach was
however deemed inappropriate to the present investigation of riser VIV for two rea-
sons. Firstly, one would not expect to be able to reproduce the effects of the highly
three-dimensional wake observed aft of cylinders across the Reynolds number range
in question (sub-critical) using two-dimensional CFD simulations of the type to
be employed presently. Secondly, the forces experienced by vibrating cylinders are
somewhat different in magnitude and nature from those experienced by stationary
cylinders and hence benchmarking against stationary cylinder data is inappropriate.
A more appropriate validation strategy would be to compare the code’s predictions
to experimental data from vibrating cylinder tests which more more closely resem-
ble the ultimate riser VIV problem of interest and for which one could argue that
the wake is locked-in to the cylinder oscillation and therefore predominantly two-
dimensional in nature: this is indeed the path that has been followed.
Section 3.3 presents and discusses the results of a benchmarking exercise in which
the “VIVIC” code was rigorously tested against data from physical experiments in
which circular cylinders underwent prescribed sinusoidal oscillations. For simplicity
and clarity of interpretation of the results, it was determined that comparisons
should be made to single degree of freedom forced transverse oscillation data. The
advantage of using prescribed oscillation data (as opposed to free oscillation data)
lies in the inherent reduction of the parameter space; the amplitude and frequency
of vibrations are the only variables to be controlled. Consider the case of a freely
vibrating pipe: global force equilibrium must be satisfied. However, local force
equilibrium need not be satisfied provided that the net energy input from the fluid
to the pipe balances across the length of the pipe. Hence, when considering the case
of a freely vibrating pipe, prescribed oscillations, in which local net energy transfer
can occur, are of more relevance than free elastically supported cylinder oscillations,
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in which local net energy transfer can not occur.
Trim et al.’s model riser experiments were performed over a relatively large
Reynolds number range, 7099 ≤ Re ≤ 56000. Suitable data sets at the two extrem-
ities of the range were therefore sourced so that the flow physics and statistics of
the cylinder wake as produced by the numerical model could be compared across
the whole range; the data of Gopalkrishnan (1993) and Staubli (1983) were chosen
to provide the benchmarks. These pertain to experimental investigations of the pre-
scribed transverse oscillations of circular cylinders at Re = 104 and Re = 6 × 104
respectively. Both investigators varied the amplitude, A, and frequency, fo, of cylin-
der oscillation: Gopalkrishnan’s investigation encompassed amplitudes 0.3≤ A/D ≤
0.75 and frequencies 0.05 ≤ foD/U ≤ 0.35, whilst Staubli’s investigation covered 0.1
≤ A/D ≤ 0.8 and 0.14 ≤ foD/U ≤ 0.18. Simulations were performed to replicate
these experiments. Comparisons with the experimental data were made by con-
sidering six important quantities that effectively describe the interaction between
cylinder and fluid. The influence of three parameters on the agreement between the
simulations and the experiments was investigated: the time step, ∆t; the character-
istic dimension of the computational mesh, ∆x; and the sub-grid scale turbulence
dissipation constant, Cs, used in the code’s Large Eddy Simulation model.
Section 3.4 presents and discusses numerical simulations that replicate and ex-
tend the experimental investigation of Trim et al. (2005), in which a model riser was
towed horizontally through still water at speeds that gave rise to Reynolds numbers
in the range 7099 ≤ Re ≤ 56000. Trim et al. investigated both uniform and linearly-
sheared flow profiles. The model riser had low structural damping, 0.3% of critical,
and its mass ratio, the ratio of its structural mass to the mass of fluid displaced by it,
was 1.6. The simulations presented in this section replicate Trim et al.’s investigation
by considering both the uniform and linearly sheared profiles considered in their ex-
periment.
The numerical method that was used to perform the simulations is introduced in
section 3.2. Section 3.3 outlines the scope of the prescribed oscillation benchmarking
study and outlines some of the most important computational details and analysis
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techniques, before presenting and discussing the benchmarking results themselves.
Section 3.4 goes on to describe the scope of the simulations of long model riser VIV,
introducing some features of Trim et al.’s experiments and outlining the numerical
details of the simulations, before finally presenting and discussing the numerical
results.
3.2 Numerical method: the VIVIC code
VIVIC, which was developed at Imperial College London by Willden and Graham, is
a strip theory CFD code in which the evolution of the flow is computed on multiple
two-dimensional planes that are positioned at intervals along the axis of a long
vibrating pipe. In each of these planes the flow evolution is computed by solving
the velocity-vorticity formulation of the incompressible Navier-Stokes equations in
two-dimensions. The correlating effect of lock-in (Toebes 1969) is used to justify
the assumption of local flow two-dimensionality. Section 3.2.1 presents an outline of
the two dimensional CFD code upon which the strip theory code is based, section
3.2.2 outlines the strip theory approach itself, section 3.2.3 presents the Large Eddy
Simulation turbulence model used by the code, and section 3.2.4 introduces the main
principles of the three dimensional structural dynamics model. For a much more
detailed explanation of the numerical method, the interested reader is referred to
Willden (2003).
3.2.1 Two-dimensional fluid dynamics solver
The two-dimensional, incompressible Navier-Stokes equations are solved using veloc-
ity and vorticity as the primary dependent variables. The use of the these variables
means that the direct need for the solution of the pressure field is negated; it is there-
fore not necessary to stipulate pressure boundary conditions on the body surface,
which can sometimes be problematic. Furthermore, vorticity is often the most im-
portant variable in unsteady flows such as those under consideration in the present
work. The use of vorticity as a primary solution variable can however present some
additional problems. For instance the computation of body forces, which are of
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particular interest in fluid-structure interaction problems, requires the pressure field
to be known. To address this problem the pressure can be solved as a secondary
variable, or alternatively body forces can be determined from consideration of the
rate of change of the first moment of the vorticity field with respect to time.
Viscous, incompressible flow is defined by the Navier-Stokes and conservation of
mass equations:
∂u
∂t
+ (u.∇)u = −1
ρ
∇p+ ν∇2u (3.1)
ρ∇.u = 0 (3.2)
where u and p(x) are the velocity vector and the pressure at the spatial coor-
dinate x, while ρ and ν denote the density and kinematic viscosity respectively.
Taking the curl of equation (3.1) while maintaining conservation of mass allows the
Navier-Stokes equations to be represented with velocity and vorticity as the primary
variables:
∂ω
∂t
+ (u.∇)ω = (ω.∇)u+ ν∇2ω (3.3)
where ω(x) is the vorticity. The relationship between the vorticity and velocity
vectors is defined as follows:
ω = ∇∧ u (3.4)
Taking the curl of equation (3.4) produces the Poisson equation:
∇2u = −∇∧ ω (3.5)
In the present work, where two-dimensional flow occurs in the xy plane, the perpen-
dicular, spanwise velocity component of vorticity, ωz, is the only non-zero vorticity
component. Reducing equation (3.3) to two-dimensional form by discarding span-
wise spatial derivatives, spanwise velocity and all components of vorticity except ωz,
yields the two-dimensional velocity-vorticity equation:
∂ωz
∂t
+ (u.∇)ωz = ν∇2ωz (3.6)
The components of the Poisson equation, 3.5, may be written:
∇2u = −∂ωz
∂y
(3.7)
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∇2v = ∂ωz
∂x
(3.8)
where u and v are the x and y components of velocity respectively. Introducing
the stream function, ψ, can be convenient as it reduces the number of unknown
parameters involved. The stream function is related to the velocity as follows:
u =
∂ψ
∂y
(3.9)
v = −∂ψ
∂x
(3.10)
Substituting in terms of ψ for u and v in equations (3.6) and (3.4) gives
∂ωz
∂t
+
∂ψ
∂y
∂ωz
∂x
− ∂ψ
∂x
∂ωz
∂y
= ν∇2ωz (3.11)
∇2ψ = −ωz (3.12)
As mentioned earlier, working with vorticity as a primary solution variable leaves
the pressure field unknown, which is not ideal when the body forces are of interest.
In order to arrive at an expression for the pressure in terms of other known variables,
the divergence of equation (3.1) can be taken, to give the following result:
∇2p = −ρ∇.[(u.∇)u] (3.13)
which, in two-dimensional analogue form becomes:
∇2p = −2ρ
(
∂u
∂y
∂v
∂x
− ∂u
∂x
∂v
∂y
)
(3.14)
VIVIC employs a hybrid approach to solving the Navier-Stokes equation, utilising
elements of both the velocity-vorticity equations given in equations (3.6) to (3.8)
and the stream function vorticity equations outlined in equations (3.11) and (3.12).
In the method, a first order forward Euler approximation is used to discretise the
time derivative of the vorticity; equation (3.6) is split into two sub-steps as follows:
ωˆz − ωnz
∆t
= ν([1− α]∇2ωnz + α∇2ωˆz) (3.15)
ωn+1z − ωˆz
∆t
= −(uˆ.∇)ωˆz (3.16)
where the indices n and n+1 indicate the current and next time levels, separated by
a time increment ∆t, and uˆ and ωˆz are the velocity and vorticity at an intermediate
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time level. α is a parameter that selects the diffusion scheme to be either explicit
(α = 0), implicit (α = 1) or the Crank-Nicholson (α = 1/2) scheme.
The first sub step comprises a diffusion computation, at the end of which an
intermediate vorticity field has been developed form the one at n. After this, a
convection sub-step uses the field variables at the intermediate time level in order
to perform an explicit computation of the vorticity field at n + 1.
The diffusion sub step commences with the solution of the Poisson equation
(3.12) using the Galerkin weighted residual finite element method on an unstructured
triangular grid, with the impermeability condition set at the body surface, i.e. the
streamfunction at the surface is equal to zero. The streamfunction solution thus
obtained is then used to obtain a vector of weighted integrals of the normal derivative
of the stream function, allowing the vector of weighted integrals of vorticity in the
wall portion to be calculated. The Galerkin weighted residual finite element method
can then be applied to the vorticity diffusion equation to obtain the change in
vorticity over this intermediate step. At the cylinder wall the no slip condition is
stipulated courtesy of a Neumann boundary condition.
The first requirement of the convection sub step is the calculation of the inter-
mediate velocity field. This is achieved by solving the Poisson equations given in
equations (3.7) and (3.8), with the intermediate vorticity field that was calculated
in the diffusion sub step, using the Galerkin weighted residual finite element method
with the no slip condition at the body surface. The vorticity step change due to
diffusion is turned into nodal circulation changes which are then assigned to point
vortices. The point vortices are then convected by the local velocity using using a
first order scheme given by the following equations:
xn+1j = x
n
j + uˆ(x
n
j , y
n
j )∆t (3.17)
yn+1j = y
n
j + vˆ(x
n
j , y
n
j )∆t (3.18)
where (xj , yj) are the coordinates of the vortices. After the convection, a searching
algorithm that uses the finite element shape functions determines which vortices are
present in which elements; the same shape functions then interpolate the circulation
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of each vortex to the node’s of its element, thus defining a new vorticity field at
n+ 1, ωn+1z .
In terms of the body forces, the viscous shear stress at the wall, τw, is computed
using vorticity using τw = −µωz, where µ is the fluid viscosity. The pressure field is
obtained by solving the normalised Poisson equation given in equation (3.14) using a
Galerkin weighted residual method with linear finite element approximations. Thus,
the viscous shear stress and pressure are integrated around the body surface to
generate the body forces: lift and drag. Again, for a much more detailed account of
these solution procedures the interested reader is referred to Willden (2003).
In the present work it is expected that the body will be moving relative to an
inertially fixed frame. For problems such as this it is possible to compute the flow
kinematics in one of two frames of reference: the absolute frame and the body-fixed
frame; VIVIC uses the body-fixed frame, with the body considered to undergo a
time dependent onset flow.
Body motion presents a potential problem in that when the body is accelerating
the flows in the two frames of reference are dynamically not equivalent; this is due
to the pressure gradient required to accelerate flow past a stationary body. The
absolute force coefficients, C†L and C
†
D can be obtained from those computed in the
body fixed frame of reference by applying the Froude-Krylov corrections, as follows:
C†L = CL + π
∂v†
∂t
(3.19)
C†D = CD + π
∂u†
∂t
(3.20)
where u†(t) and v†(t) are the translational velocities in the absolute frame of refer-
ence, as opposed to the velocities in the body fixed frame, u(t) and v(t). However,
since the Poisson equation solved by VIVIC, equation (3.14), requires only the first
spatial derivative of the velocity field, which are equal in both frames because no ro-
tations are considered, it is clear that the adjustments proposed in equations (3.19)
and (3.20) are unnecessary.
The free stream fluid velocity in the two frames of reference are related as follows:
U∞(t) = U
†
∞ − u†(t) (3.21)
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where U∞ and U
†
∞ are the body fixed an absolute free stream velocities respectively,
and u† = (u†, v†). In fact this equation provides the definition of the time dependent
velocity boundary conditions on the outer boundaries of the computational domain,
except that of the outflow boundary, on which the velocity stipulation is unchanged
by the changing frame of reference. As the velocity boundary conditions must
take into account the change in the frame of reference, so must the streamfunction
boundary conditions. This is done by considering a point in the free stream:
ψ(x, t) = ψ0 +
(
U †∞ cosα− u†(t)
)
y − (U †∞ sinα− v†(t)) y (3.22)
The exception once again is the outflow boundary, which adopts a Neumann bound-
ary condition such that ∂ψ/∂η = v†.
3.2.2 Strip theory
As previously mentioned, VIVIC utilises a strip theory approach to model the flow
of fluid past a three-dimensional pipe, whilst a finite element representation of the
pipe’s structural dynamics models its response. In the model the evolution of the
flow is computed in multiple two-dimensional planes positioned along the length
of the pipe, using the two-dimensional Navier-Stokes solver that was described in
section 3.2.1. The structural model of the pipe is itself introduced in section 3.2.4.
The model uses the forces computed by the fluid dynamics model to determine,
through the structural dynamics model, the pipe’s response. This in turn enables
the calculation of the pipe velocity at the location of each simulation plane, which is
then fed back into the fluid dynamics solver so that the effect of the body’s motion
on the fluid can be properly taken into account.
An important consideration for the use of strip theory is that the flow is locally
two-dimensional: the method cannot resolve three-dimensional flows. Flow past a
circular cylinder in the three-dimensional shedding regime could therefore not be
correctly simulated using this method. However, its use in the present investigation
is justified by the correlating effect of the lock-in phenomenon: it is assumed that
for pipes experiencing lock-in the flow is locally two-dimensional and can therefore
be satisfactorily computed in a succession of two-dimensional CFD domains.
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3.2.3 Turbulence modelling
Given the high computational cost associated with Direct Numerical Simulations
of high Reynolds number turbulent flows, numerical methods usually make use of
some kind of turbulence model in order that realistic engineering problems may be
simulated in acceptable time scales. Please refer to section 1.3.5 for some background
on the problem of numerical modelling of high Re flows. The VIVIC code employs
a Smagorinsky-type Large Eddy Simulation model, to account for the dissipative
effects of sub-grid scale turbulent structures in the flow field. A detailed account of
the model is given in Willden (2003), but a short account follows here.
Essentially, via a process of filtering, the model acts to separate the flow into
resolvable and unresolvable scales. The velocity can therefore be represented as
follows:
ui = u¯i + u
′
i (3.23)
where ui is the overall velocity, and u¯i and u
′
i are the resolvable and unresolvable
components respectively. The filtered 2D velocity-vorticity formulation of the Navier
Stokes equation can therefore be written as:
∂ωz
∂t
+ (u¯i.∇)ωz = ∇.[(ν + νt)∇ωz] (3.24)
where u¯i is the filtered velocity vector, ωz is the spanwise component of vorticity
and νt is the eddy viscosity, given by:
νt = C
2
s∆
e 2
3 (S¯ijS¯ij)
1
2 (3.25)
where Cs is a sub-grid scale diffusion constant, ∆
e is the area of the eth mesh element,
and S¯ij is the filtered scale strain rate tensor:
S¯ij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
(3.26)
3.2.4 Structural dynamics
At each time step the computed fluid forces are mapped to a structural dynamics
representation of the pipe, being a finite element implementation of the Bernoulli-
Euler bending beam equation. Considering a beam segment undergoing transverse
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bending, the application of Newton’s second law in the transverse direction yields:
−∂S
∂zˆ
∆zˆ + Fxˆ∆zˆ = m∆zˆ
∂2uˆ
∂t2
(3.27)
where m is the mass of the beam per unit length, uˆ is the transverse displacement
of a point on the neutral axis, from its static position, the z-axis. The transverse
displacement of the neutral axis over the length of the segment, ∆zˆ, is ∆uˆ. Fx(zˆ, t)
is the externally applied load per unit length in the transverse direction and S(zˆ, t)
is the transverse shear force. Using the standard assumptions of Bernoulli-Euler
beam theory and provided that the slope of the segment, ∂uˆ/∂zˆ, is small, the shear
force in equation (3.27) can be replaced by considering moments and tensions, and
eventually the pipe’s equation of motion can be given by:
EI
∂4uˆ
∂zˆ4
− ∂
∂zˆ
(
T
∂uˆ
∂zˆ
)
+m
∂2uˆ
∂t2
= Fxˆ (3.28)
where EI is the bending stiffness and T (zˆ) is the axial tension. The Galerkin
weighted residual method is used to approximate the equation of motion, using
cubic polynomial shape functions across each element, providing a C2 continuous
representation of the transverse displacement.
It should be noted that the riser pipe VIV discussed in the present text relates
to a pipe that was free to vibrate in both the x and y directions, and the boundary
conditions are such that the pipe is considered to be pin jointed at both ends; both
displacement and moment is zero at the ends. The interested reader is referred to
(Willden 2003) for a complete explanation of the structural dynamics solver.
3.3 Benchmarking the code in the sub-critical
Reynolds number regime
3.3.1 Details of the simulations
3.3.1.1 Scope of the investigation
As explained above, it was necessary to benchmark the code against both the
Gopalkrishnan and Staubli data sets in order to cover the required Reynolds num-
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ber range. With this aim, numerical simulations were conducted to replicate the
experimental conditions as closely as was possible, i.e. by matching all pertinent
non-dimensional parameters. In this way, forced oscillations were simulated at three
different amplitude ratios at Re = 104 (Gopalkrishnan data), while two ampli-
tude ratios were investigated at Re = 6 × 104 (Staubli data). Since the cylinders
in the two experimental investigations were rigid and of constant cross-sections,
two-dimensional simulations were sufficient to adequately resolve the flow field; the
simulations make use of the correlating effect of lock-in (see chapter 1.3.5), and their
predictions away from the lock-in region are therefore not physically representative.
Three independent input variables that are expected to have varying degrees of
influence on the performance of the numerical method are: the level of sub-grid
scale turbulence dissipation in the Smagorinsky-type model; the characteristic ele-
mental dimension of the mesh; and the length of the time step used in the code’s
coupled fluid-structure solver. Of these, the effect of changing the time-step had pre-
viously been investigated in earlier studies involving the use of the present numerical
method, for low Re flows, with negligible consequence. The level of sub-grid turbu-
lence dissipation is controlled by a ‘Smagorinsky constant’-type parameter, Cs, while
the mesh’s elemental dimension, ∆x, provides a control over the mesh resolution and
thereby the size of the smallest resolvable turbulence scale for a given flow. ∆x, as
with all other non-dimensional quantities presented in this thesis, is normalised on
the cylinder diameter. It was decided that the level of sub-grid scale turbulence dis-
sipation and the elemental mesh dimension would be methodically changed with a
view to matching the relevant physical quantities and wake statistics outputted from
the code with those from the experiments. The dissipation constant was varied over
the range 0.1 ≤ Cs ≤ 1.0 and three meshes, with ∆x = 0.005, 0.0075 and 0.01, were
tested over a range of amplitudes and frequencies reported from the experiments.
Table 3.1 provides a summary of the cases that were investigated.
For each combination of turbulence dissipation constant, mesh resolution and
oscillation amplitude, simulations were performed for nine oscillation frequencies in
the range 0.05 ≤ foD/U ≤ 0.35. Initially, low values for Cs were tested (0.1 ≤
Cs ≤ 0.5), as these had previously been used in earlier investigations using this
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Re A/D ∆x Cs
0.01 0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.6, 1.7, 1.9, 2.1
0.3 0.0075 0.1, 0.2, 0.3, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7, 1.9, 2.1
0.005 0.1, 0.2, 0.3
0.01 0.1, 0.3, 0.5, 1.1, 1.3, 1.4, 1.5, 1.7, 1.9, 2.1
104 0.5 0.0075 0.1, 0.2, 0.3
0.005 0.1, 0.2, 0.3
0.01 0.1, 0.3, 0.5, 1.1, 1.3, 1.5, 1.6, 1.7, 1.9, 2.1
0.75 0.0075 0.1, 0.2, 0.3
0.005 0.1, 0.2, 0.3
0.01 0.1, 0.3, 0.5, 1.1, 1.3, 1.5, 1.7, 1.8, 1.9, 2.0, 2.1
0.3 0.0075 0.1, 0.2, 0.3
6× 104 0.005 0.1, 0.2, 0.3
0.01 0.1, 0.3, 0.5, 1.1, 1.3, 1.5, 1.7, 1.9, 2.0, 2.1, 2.2
0.5 0.0075 0.1, 0.2, 0.3
0.005 0.1, 0.2, 0.3
Table 3.1: Summary of simulation cases
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Figure 3.1: The coarsest of the three 2-D meshes, comprising 26861 trian-
gular elements.
numerical method, with some success. The range of Cs values was then expanded
and the stencil of frequencies was refined as the investigation progressed. In all,
1003 computations were performed, using the London e-Science Centre’s Viking
and mars clusters. Viking comprises 64 dual Pentium 4 (2.8 GHz) processors, while
Mars comprises 404 Opteron (1.8 GHz) processors. Each 2 dimensional simulation
was submitted in serial to a single processor, and the average computing speed was
approximately 0.46 time steps per second. It was estimated that a total of 28,512
CPU hours were used in obtaining the data presented in section 3.3.3.
Figure 3.1 illustrates the coarsest of the two computational meshes that were
tested. In both cases the size of the computational domain is identical: it begins 25
diameters upstream of the cylinder centre and extends to a distance 50 diameters
downstream of that point. The domain traverses a distance of 50 diameters in
the transverse direction, yielding a blockage ratio of 2%. Figure 3.2 provides a
comparison of the sizes of cylinder surface elements in the two meshes, and reveals
that halving the elemental mesh dimension increases the number of elements by a
factor of 4. In the coarsest mesh the total number of triangular elements, K, is
26861, while K = 58973 and K = 103191 for the intermediate and finest meshes
respectively. The consequence of this is a significantly higher computational cost
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Figure 3.2: Mesh elements near the cylinder surface for the fine and coarse
mesh (∆x = 0.01 and ∆x = 0.005)
associated with the finer meshes: simulating 4 × 104 time steps (approximately 40
shedding cycles) of the Re = 104, A/D = 0.3 case with ∆x = 0.01 required an
average of 18hrs of CPU time, a figure which increased to 65hrs when using the
∆x = 0.005 mesh. In the long riser simulations that are discussed later in this
chapter (section 3.4) as many as 126 of the 2-D domains were employed at equally
space positions along the length of the pipe in order to compute the fluid flow at
those positions.
3.3.1.2 Data Analysis
CDmean mean drag coefficient
CDo peak amplitude of oscillating drag coefficient at frequency 2fo
CLo peak amplitude of oscillating lift coefficient at frequency fo
CLov component of CLo in-phase with body velocity
CLoa component of CLo in-phase with body acceleration
φo phase angle by which lift force leads body displacement
Table 3.2: Physical quantities for comparison
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The predictions of the simulations are compared to the experimental data of
Gopalkrishnan (1993) and Staubli (1983) in terms of the six key quantities listed in
table 3.2. Neither Gopalkrishnan nor Staubli presented data for the physical quan-
tities not associated with the oscillation frequency and its harmonics, CLs, CDs, φs
and ψs (although Prof. Staubli did kindly provide this data via private communi-
cation). The justification given for this omission is based on two assertions: firstly,
since the body was locally locked-in throughout the experiments the Strouhal com-
ponents are negligible in comparison to those at the oscillation frequency; secondly,
their interest was in energy transfer but the body was not oscillating at fs so the
Strouhal components could not participate in any energy transfer between the body
and the fluid. As in the low Reynolds number study presented in chapter 3 these
justifications have been applied to the analysis of the present numerical simulations:
only the components of the lift and drag forces oscillating at the oscillation frequency
have been taken into account. The definitions and decompositions of the various
forces are exactly the same as was outlined in chapter 2.4.
3.3.2 Plots of the key physical quantities
This section presents plots of the key physical quantities that were summarised in
table 3.2, for the different combinations of Reynolds number and oscillation am-
plitude that were outlined in table 3.1. The data pertaining to the simulations of
cylinder oscillations in Re = 104 flow are presented first (figures 3.3 to 3.11), and are
plotted alongside Gopalkrishnan’s data; figures 3.13 and 3.14 compare the results of
simulations of cylinder oscillations in Re = 6×104 flow with the data of Staubli, for
A/D = 0.3 and 0.5 respectively. The influence of mesh resolution on the agreement
between numerical and experimental data has been investigated; figures 3.10 and
3.11 present data from simulations that were performed using more resolved meshes
than the one used to produce the data in all other plots (in these plots, the elemen-
tal mesh dimension, ∆x, was 0.0075 and 0.005 respectively, as opposed to 0.01 in
all other instances). Figure 3.12 presents simulations of the same case–Re = 104,
A/D = 0.3–using two different time steps.
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Figure 3.3: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase an-
gle: (a), magnitude of the fluctuating component of lift coeffi-
cient at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo in-
phase with body velocity, CLov ; (d), component of CLo in-phase
with body acceleration, CLoa ; (e), magnitude of the fluctuating
component of drag coefficient at twice the oscillation frequency,
CDo; (f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.3,
∆x = 0.01.
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Figure 3.4: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase an-
gle: (a), magnitude of the fluctuating component of lift coeffi-
cient at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo in-
phase with body velocity, CLov ; (d), component of CLo in-phase
with body acceleration, CLoa ; (e), magnitude of the fluctuating
component of drag coefficient at twice the oscillation frequency,
CDo; (f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.3,
∆x = 0.01.
129
C L
o
0.0
1.0
2.0
3.0
(a)
C L
o
v
-1.0
0.0
1.0
(c)
f
o
D / U
C D
m
ea
n
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
0.0
0.5
1.0
1.5
2.0
(f)
C D
o
0.0
0.2
0.4
(e)
C L
o
a
-3.0
-2.0
-1.0
0.0
1.0
(d)
C L
o
0.0
1.0
2.0
3.0
Gopalkrishnan (1993)
C
s
= 1.3
C
s
= 1.5
C
s
= 1.7
C
s
= 1.9
(a)
φ o
[ra
d]
-3.14
0.00
3.14
(b)
Figure 3.5: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase an-
gle: (a), magnitude of the fluctuating component of lift coeffi-
cient at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo in-
phase with body velocity, CLov ; (d), component of CLo in-phase
with body acceleration, CLoa ; (e), magnitude of the fluctuating
component of drag coefficient at twice the oscillation frequency,
CDo; (f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.3,
∆x = 0.01.
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Figure 3.6: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase an-
gle: (a), magnitude of the fluctuating component of lift coeffi-
cient at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo in-
phase with body velocity, CLov ; (d), component of CLo in-phase
with body acceleration, CLoa ; (e), magnitude of the fluctuating
component of drag coefficient at twice the oscillation frequency,
CDo; (f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.5,
∆x = 0.01.
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Figure 3.7: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase an-
gle: (a), magnitude of the fluctuating component of lift coeffi-
cient at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo in-
phase with body velocity, CLov ; (d), component of CLo in-phase
with body acceleration, CLoa ; (e), magnitude of the fluctuating
component of drag coefficient at twice the oscillation frequency,
CDo; (f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.5,
∆x = 0.01.
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Figure 3.8: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase angle:
(a), magnitude of the fluctuating component of lift coefficient
at the oscillation frequency, CLo; (b), phase angle by which CLo
leads cylinder displacement, φo; (c), component of CLo in-phase
with body velocity, CLov ; (d), component of CLo in-phase with
body acceleration, CLoa ; (e), magnitude of the fluctuating com-
ponent of drag coefficient at twice the oscillation frequency, CDo;
(f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.75,
∆x = 0.01.
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Figure 3.9: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase angle:
(a), magnitude of the fluctuating component of lift coefficient
at the oscillation frequency, CLo; (b), phase angle by which CLo
leads cylinder displacement, φo; (c), component of CLo in-phase
with body velocity, CLov ; (d), component of CLo in-phase with
body acceleration, CLoa ; (e), magnitude of the fluctuating com-
ponent of drag coefficient at twice the oscillation frequency, CDo;
(f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.75,
∆x = 0.01.
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Figure 3.10: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase angle:
(a), magnitude of the fluctuating component of lift coefficient
at the oscillation frequency, CLo; (b), phase angle by which
CLoleads cylinder displacement, φo; (c), component of CLo in-
phase with body velocity, CLov ; (d), component of CLo in-phase
with body acceleration, CLoa ; (e), magnitude of the fluctuating
component of drag coefficient at twice the oscillation frequency,
CDo; (f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.3,
∆x = 0.0075.
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Figure 3.11: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase angle:
(a), magnitude of the fluctuating component of lift coefficient
at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo in-
phase with body velocity, CLov ; (d), component of CLo in-phase
with body acceleration, CLoa ; (e), magnitude of the fluctuating
component of drag coefficient at twice the oscillation frequency,
CDo; (f), mean drag coefficient, CDmean. Re = 10
4, A/D = 0.3,
∆x = 0.005.
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Figure 3.12: The influence of the time step, ∆t: (a), magnitude of the
fluctuating component of lift coefficient at the oscillation fre-
quency, CLo; (b), phase angle by which CLo leads cylinder dis-
placement, φo; (c), component of CLo in-phase with body veloc-
ity, CLov ; (d), component of CLo in-phase with body accelera-
tion, CLoa ; (e), magnitude of the fluctuating component of drag
coefficient at twice the oscillation frequency, CDo; (f), mean
drag coefficient, CDmean. Re = 10
4, A/D = 0.3, ∆x = 0.01.
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Figure 3.13: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase angle:
(a), magnitude of the fluctuating component of lift coefficient
at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo
in-phase with body velocity, CLov ; (d), component of CLo in-
phase with body acceleration, CLoa . Re = 6×104, A/D = 0.3,
∆x = 0.01.
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Figure 3.14: Variation with non-dimensional oscillation frequency, foD/U ,
of the forces acting on the cylinder, along with the phase angle:
(a), magnitude of the fluctuating component of lift coefficient
at the oscillation frequency, CLo; (b), phase angle by which
CLo leads cylinder displacement, φo; (c), component of CLo
in-phase with body velocity, CLov ; (d), component of CLo in-
phase with body acceleration, CLoa . Re = 6×104, A/D = 0.5,
∆x = 0.01.
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3.3.3 Discussion
It was found that the sub-grid scale turbulence dissipation coefficient, Cs, was by far
the most influential of the three parameters tested, and varying it over a relatively
large range of values yielded some very interesting results. With this in mind, most of
this section is dedicated to discussing the influence of Cs; the remaining parameters,
the elemental mesh dimension and the time step, are discussed separately at the end
of the section. For clarity of discussion and presentation, the behaviour of the lift
coefficients, the phase angle and the drag coefficients are each discussed in separate
sub-sections. This section is therefore arranged as follows: the comparisons between
the numerical predictions and the experimental data of Gopalkrishnan and Staubli,
for the different combinations of oscillation amplitude and Reynolds number that
were outlined in table 3.1 and presented in full in section 3.3.2, are discussed in
sections 3.3.3.1 to 3.3.3.4; the influence of Cs on the wake characteristics is then
discussed in 3.3.3.5; the mesh resolution and time step investigations are finally
discussed in sections 3.3.3.6 and 3.3.3.7 respectively.
3.3.3.1 Oscillating lift coefficient, CLo
Figures 3.3, 3.6 and 3.8 present comparisons of the experimental and numerical
results for amplitude ratios A/D = 0.3, 0.5 and 0.75 respectively, all for Re = 104
and with low Cs. Figures 3.3 and 3.6 suggest that the numerical predictions of the
magnitude of oscillating lift are reasonably accurate at these amplitude ratios: in
particular, the magnitude of the step experienced in the experiments at foD/U ≈
0.17 is generally very well matched, although in the A/D = 0.3 case the frequency at
which the code predicts the jump to occur is slightly high (0.18 ≤ foD/U ≤ 0.2). On
the evidence of these three plots, it is difficult to make a firm conclusion regarding
the influence of Cs in the range 0.1 ≤ Cs ≤ 0.3, as the data display no discernible
trends. However, increasing the dissipation coefficient to 0.5 when A/D = 0.5
does produce a significant result: the position of the steep increase in CLo occurs
at a markedly higher frequency, foD/U ≈ 0.21. In addition to this, figure 3.3
suggests that increasing Cs serves to lower the peak in CLo that was observed in the
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experiments at foD/U ≈ 0.19.
This result aside, the agreement between the experimental and numerical re-
sults is generally good in the lower frequency range. Increasing oscillation frequency
beyond the sharp increase at foD/U ≈ 0.17 sees the agreement between the sim-
ulations and experiments become less convincing, with the difference between the
two data sets growing larger with increasing fo. This is not, however, entirely un-
expected for two reasons. The first of these relates to the comparisons made by
Carberry (2002), in which lift coefficient and phase angle were plotted as functions
of oscillation frequency for a number of forced oscillation experiments carried out
at Reynolds numbers in the range 2.3 × 102 ≤ Re ≤ 6 × 104. In order to allow
meaningful comparison between data sets at differing Reynolds numbers, oscillation
frequency was normalised on a ”transition frequency”, ft, at which sharp changes
occur in the amplitude and phase angle of the lift force. In Carberry’s comparisons
there is a large scatter of points between the respective data sets at the upper end
of the frequency range. Even data sets pertaining to comparable Reynolds num-
ber flows (Re = 9.3 × 103 and Re = 104 for example) exhibit significant disparity,
and so one should not be too alarmed at the agreement between the numerical and
experimental results for CLo presented here. Secondly, it should be remembered
that the assumption of flow two-dimensionality is based on the correlating effect of
lock-in; at frequencies far away from the Strouhal frequency one would not expect
particularly good agreement. Figure 3.8 suggests a significant disparity between the
experiments and simulations for the largest amplitude ratio, over the majority of the
frequency range. However it seems that the code continues to predict the position,
on the frequency axis, of the initial step quite well.
In light of a pattern suggested by the phase angle variation when low values
of Cs were used (see section 3.3.3.2), it was decided that the level of turbulence
dissipation should be increased beyond Cs = 0.5. Figure 3.4(a) shows the prediction
of the oscillating lift coefficient magnitude for larger Cs in the A/D = 0.3 case.
The figure displays a much smaller degree of scatter between the different data sets,
with the points corresponding to Cs = 0.7 and Cs = 0.9 being almost coincident.
Importantly, the location of the sharp increase in CLo occurs at a lower frequency
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when Cs = 1.1, giving a slightly closer agreement with the experimental results.
In the higher end of the frequency range there is negligible scatter between the
three simulated data sets, but it seems that increasing the value of the turbulence
dissipation constant above Cs = 0.5 reduces the ability of the code to predict the
peak in CLo at foD/U ≈ 0.19, to the extent that when Cs = 0.7 the peak is no
longer observed at all.
Figures 3.5(a), 3.7(a) and 3.9(a) indicate that increasing the value of Cs still
further improves the agreement between the experimental and numerical results in
terms of the position of the jump in CLo , for all three of the amplitude ratios under
investigation. In all cases a trend is observed whereby increasing the sub-grid scale
turbulence dissipation reduces the oscillation frequency at which the code predicts
the increase in lift coefficient. The afore-mentioned disparity between the experi-
ments and the simulations at high oscillation frequencies does, however, remain.
Figures 3.13 and 3.14 reveal that the code predicts similar behaviour at Re =
6×104, with the simulated rapid rise in CLo occurring at a slightly higher frequency
than in the experiments. Again, the agreement with the experimental results is
improved by increasing Cs.
3.3.3.2 Oscillating lift force phase angle, φo
Figure 3.3(b) provides a comparison between the numerically predicted phase angles
and those obtained in Gopalkrishnan’s Re = 104 experiments for the A/D = 0.3
case, for low values of Cs. The figure shows that the experimentally measured
phase angle is negative at the lowest oscillation frequencies (φo ≈ −1.6 rad when
foD/U = 0.05), and initially grows steadily more negative as fo is increased. That
the phase angle is negative here is merely a plotting feature: a phase angle of -1.6
could quite correctly be plotted as π+(π−1.6) ≈ 4.74; the important point to note
is that any phase angle outside the range 0 < φo < π signifies power transfer from
the cylinder to the fluid, and would therefore correspond to hydrodynamic damping
of an elastically supported or compliant cylinder or pipe. Returning to the phase
angle variation illustrated in the figure, φo turns positive at foD/U ≈ 0.13, and
continues to decrease slowly with increasing foD/U until it undergoes a sharp drop
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at foD/U ≈ 0.16. The phase angle turns negative at foD/U ≈ 0.185 and remains
so until it briefly re-enters the positive region at foD/U ≈ 0.23, before returning
negative for the remainder of the frequency range in question.
Recalling that for a freely oscillating cylinder, hydrodynamic excitation of the
motion only occurs when 0 rad < φo < π rad, there is clearly an important dis-
agreement between the simulations and the experiments; in the numerical results a
positive phase angle is observed either over a very narrow range of frequencies or, as
is the case when Cs = 0.1 and 0.3, not at all. At this point it may be useful to con-
sider that decreasing the oscillation frequency here corresponds to increasing reduced
velocity, Vr, where Vr = U/foD; this permits an analogy between the forced and free
oscillation cases to be made. Following Gopalkrishnan’s data in figure 3.3(b) from
high to low frequency, the phase angle variation may be separated into three distinct
regions of behaviour: region 0.35 ≥ foD/U ≥ 0.19 is mostly negative or slightly pos-
itive, and in free-vibrations would comprise both low amplitude, unlocked vibrations
at the lowest reduced velocities and the pre-resonant lock-in step at slightly higher
reduced velocities; at foD/U ≈ 0.19 resonance is encountered; the post-resonant
lock-in step therefore begins at this frequency and lasts until foD/U ≈ 0.13; and
finally the points in the region 0.13 ≥ foD/U ≥ 0.05 depict hydrodynamic damping
of the body, as the phase angles lie outside the 0◦ < φo < 180
◦ excitation range.
Perhaps the most important feature of Gopalkrishnan’s data is the sharp phase
change exhibited between between foD/U = 0.16 and foD/U = 0.19, which would
be analogous to the phase shift that has been observed to exist in free vibration
experiments between the upper, pre-resonant lock-in branch and the lower, post-
resonant branch (Govardhan & Williamson 2000). Considering first of all the data
for Cs = 0.1 in figure 3.3(b), the most salient point to note is that no excitation is
recorded by the simulations; at no point in the frequency range is the net simulated
energy transfer from the fluid to the cylinder. When the turbulence dissipation is
increased so that Cs = 0.3, a small positive phase angle is observed, when foD/U =
0.19, but the overall φo variation as predicted numerically follows a fundamentally
different trend to the experimental data, particularly in the region corresponding
to post-resonant damping in free-vibrations (low fo as plotted here): whereas in
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Gopalkrishnan’s data φo becomes increasingly negative with increasing frequency
before entering the positive region, the numerical results for Cs = 0.3 reveal that
φo tends to approach zero in the same region before briefly becoming positive. On
increasing Cs further, to 0.5, a sudden change in the character of the φo variation
is observed: the figure shows that the Cs = 0.5 line follows the same ‘route’ into
the positive region as the experimental data, growing steadily more negative before
eventually switching from φo ≈ −π φo ≈ +π, albeit at a noticeably higher frequency
than was observed by Gopalkrishnan. Indeed, the Cs = 0.5 phase angle variation is
remarkably similar to the experimental data in every aspect bar an apparent shift
to the right of the frequency axis.
Encouraged by the improved agreement between simulations and experiments
that was observed when Cs was increased to 0.5, it was decided that Cs should
be increased significantly further. Figure 3.4(b) shows the simulated phase angle
variation for the range 0.7 ≤ Cs ≤ 1.1, still for the case where Re = 104 and
A/D = 0.3. The plot suggests that when higher levels of turbulence dissipation are
used the code is capable of producing a very good agreement with the experimental
results in terms of the general trend, the magnitude of the sudden phase change, and
the width, on the foD/U axis, of the positive φo range. One important difference
remains however: the oscillation frequency at which the code predicts is much higher
than was observed in the experiments. Although the position of the phase shift is
almost identical for Cs = 0.7 and Cs = 0.9, it occurs at a lower frequency for
Cs = 1.1; this result was the motivation for a further increase in the turbulence
dissipation to Cs = 1.9. The phase angle variations for a selection of these higher Cs
simulations are presented in figure 3.5(b), once again for the Re = 104, A/D = 0.3
case. The plot suggests that increasing Cs has the effect of decreasing the oscillation
frequency at which the phase shift occurs, thereby moving it closer to the frequency
at which the shift was observed in the experiments. In fact for this particular case
the optimum value of Cs, in terms of matching the frequency of the phase shift, is
1.9; values higher than this have the effect of moving the position of the shift too
far to the left so that it occurs at frequencies lower than 0.19.
Gopalkrishnan observed very similar phase angle behaviour when he increased
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the amplitude ratio to 0.5. Figure 3.6(b) shows that the character of the variation
varies little between the A/D = 0.3 and A/D = 0.5 cases: φo begins negative at
low foD/U then grows more negative as foD/U is increased before entering the
positive region and undergoing a sharp decrease around resonance. Perhaps the
only significant difference is that the negative trough that follows the phase shift is
not present to the same extent in the larger amplitude oscillations. Figures 3.6(b)
and 3.7(b) present comparisons for low and high Cs simulations respectively, and
reveal that the trend of decreasing phase shift frequency with increasing Cs that was
observed at A/D = 0.3 hold true at A/D = 0.5, although 3.7(b) suggests that the
optimal agreement in the phase shift frequency occurs when Cs = 1.3 at the higher
amplitude ratio.
Figures 3.8(b) and 3.9(b) present comparisons between Gopalkrishnan’s experi-
mental phase angle variations, and those simulated in the present study using high
and low values for Cs respectively, for oscillations with an amplitude ratio of 0.75.
Clearly, the experimental data displays a very different character to those previ-
ously observed at A/D = 0.3 and 0.5. Rather than growing steadily more negative
and then switching into the positive region as oscillation frequency is increased,
φo is here shown to decrease slightly before beginning a relatively sharp increase at
foD/U ≈ 0.155, crossing the x-axis into the positive region at a frequency of approx-
imately 0.17 before quickly returning negative at foD/U = 018, where it remains
for the remainder of the frequency range. Figure 3.8(b) shows that, once again, the
agreement between the low Cs simulations and Gopalkrishnan’s experiments are not
all convincing: none of the three numerical data sets presented in the plot display
anything approaching a similar character to that of the experimental data; nor, sig-
nificantly, do they achieve a positive phase angle at any point. A familiar trend is
revealed in figure 3.9(b), with much higher levels of turbulence dissipation having
the effect of improving agreement between the simulations and the experiments. As
in the A/D = 0.3 case, it would appear that 1.7 represents the optimal value for
Cs, producing as it does a small region of positive φo at approximately the same
oscillation as its experimental counterpart; in fact this was one of the few values of
Cs that produced any positive phase angle at all at this amplitude ratio.
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Phase angle behaviour in the case of a cylinder oscillating in Re = 6 × 104
flow displays certain similarities to that discussed above for Re = 6 × 104, but the
sparsity of Staubli’s data means that any comparisons between the numerical and
experimental results are somewhat less useful. Figures 3.13(b) and 3.14(b) present
Staubli’s experimental φo data, for amplitude ratios of 0.3 and 0.5 respectively,
alongside numerical data that was obtained using high levels of turbulence dissipa-
tion. In the interests of conciseness the low Cs data has not been included here;
it displayed the level of gross dissimilarity with the experimental benchmark data
that was observed in the low Cs, Re = 10
4 simulations. The four experimental data
points corresponding to A/D = 0.3 in figure 3.13(b) together resemble the kind of
phase shift that was observed in the low amplitude Re = 104 experiments; that the
phase shift seems to occur at a lower frequency than in those lower Reynolds number
experiments is unexpected, as the Strouhal number of the stationary cylinder flow,
and therefore resonance of the corresponding oscillating system, would if anything
be slightly larger at this higher Reynolds number. In the case of the A/D = 0.5
oscillations, the low resolution of the data makes it very difficult to say for certain
whether the experimental phase angle variation follows the low or high amplitude
type of variation that was observed at Re = 104; certainly the numerical data follows
the low A/D behaviour, becoming increasingly negative with increasing fo before
switching from φo ≈ −π to φo ≈ π. For A/D = 0.3 in this higher Re flow, the
value of Cs that produces the best agreement with Staubli’s data in terms of the
frequency at which the phase shift occurs is 2.1, while the poor data resolution for
A/D = 0.5 prevents a solid conclusion from being made.
Table 3.3 presents a summary of the optimum values of Cs in terms of producing
a good match with the experimental data for the oscillation frequency at which the
phase shift is simulated, for the combinations of Reynolds number and amplitude
ratio that have been investigated.
Gopalkrishnan introduced a method of schematically representing the phase an-
gle behaviour by means of a vector diagram. Figure 3.15, reproduced from Gopalkr-
ishnan (1993), gives an outline of this technique. In the figure the oscillation of the
cylinder and the lift force acting on it are represented by vectors that rotate anti-
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Re A/D Csoptimum
0.3 0.17
104 0.5 0.13
0.75 0.17
0.3 0.19
6× 104 0.5 0.19
Table 3.3: Summary of the optimum turbulence dissipation constants
Figure 3.15: Gopalkrishnan’s representation of the lift force vector
(Gopalkrishnan 1993).
clockwise around the origin at an angular velocity of 2πfot. If the motion vector of
the cylinder is arbitrarily chosen to lie along the positive x-axis, the velocity vector
must be aligned with the positive y-axis, since it is the derivative of the cylinder
motion. The lift force can therefore be represented as some arbitrary vector with a
phase angle, φo, measured anticlockwise from the positive x-axis. Figure 3.15 em-
phasises the importance of the phase angle with regards to the direction of power
transfer between fluid and cylinder, with the lift vector located in the “Fluid excit-
ing region” while 0 < φo < π and in the “Fluid damping region” while π < φo < 2π
(or alternatively, to follow the convention used in this thesis, −π < φo < 0).
The vector diagram approach can be usefully employed to further our under-
standing of the markedly different phase angle behaviours that have been observed
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Figure 3.16: Lift force vector diagram. Re = 104, Cs = 1.7, ∆x = 0.01.
at different amplitude ratios and using different levels of sub-grid scale turbulence
dissipation. Figure 3.16 presents experimental and numerical phase angle variations
in a slightly different but analogous format, for A/D = 0.3 and 0.75. The numerical
data was obtained using Cs = 1.7, and corresponds exactly with the phase angle
data in figures 3.5(b) and 3.9(b) that have already been discussed. In the figure the
phase angle of the lift force is plotted as the angular coordinate, measured positive
anticlockwise from the positive x-axis. Each data point depicts a vector at a given
frequency, the magnitude of which equates to the non-dimensional oscillation fre-
quency. This results in a spiral plot in which the data points spiral outward from
the origin as the oscillation frequency increases.
To interpret the vector plots it is necessary to consider that points above and
below the x-axis lie in the afore-mentioned excitation and damping regions respec-
tively. Plotting the data in this format helpfully exposes the different “routes” that
the phase angle was observed to take in reaching the positive region at low (0.3,
0.5) and high (0.75) amplitude ratios. As Gopalkrishnan explained in his thesis,
the vector always takes up its initial position (the position it occupies at the lowest
frequency in the range) in third quadrant and its final (highest frequency) posi-
tion in the fourth, regardless of amplitude ratio. The important difference arises in
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Figure 3.17: Lift force vector diagram. Re = 104, A/D = 0.3, ∆x = 0.01.
the distinct “routes” that the respective data sets take to travel from the initial to
the final positions: in the low amplitude ratio instance the vector moves clockwise
around the plot as oscillation frequency is increased, encompassing the first and
second quadrants, in which power is transferred to the cylinder, before achieving its
final position in the fourth quadrant; with higher amplitude ratios the vector travels
anticlockwise, passing through fourth quadrant before briefly appearing in the first
and then returning to its final position in the fourth. Essentially, the reason for
this difference is the absence of a post-resonant lock-in step at larger amplitudes of
oscillation: the amplitude-dependent phase angle variations that were reported by
Gopalkrishnan and that have been replicated in the numerical study in the present
study tie in with the many experimental and numerical free-vibration investigations
that have revealed post-resonant branches of response that have lower amplitudes
than the pre-resonant branches (see chapter 1.3.2 for a summary of some of the
relevant work in the literature). The agreement between the numerical and exper-
imental data is generally good; the absence of the small negative “dip” into the
fourth quadrant when A/D = 0.3 and the smaller positive region in the A/D = 0.75
are the only notable differences.
In addition to highlighting the amplitude dependent nature of the phase angle
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variation, the vector plot may also be used to highlight its dependence on the level of
sub grid scale turbulence dissipation in the numerical model. Figure 3.17 presents,
once again in vector format, the variation of φo obtained using Cs = 0.3 ans Cs = 1.7,
for the Re = 104, A/D = 0.3 case. As was mentioned in the discussion of figure 3.16,
above, when Cs is equal to 1.7 the phase angle travels clockwise around the plot as fo
is increased, through the “Fluid exciting region” as Gopalkrishnan called it, before
finishing in the fourth quadrant. The first point to note regarding the differences,
which are clearly quite substantial, between the Cs = 0.3 and Cs = 1.7 data sets
concerns the initial phase angle: according to Gopalkrishnan, in this frequency
range the initial lift force vector should be located in the third quadrant, with a
phase angle in the range π < φo <
3
2
π (or −1
2
π < φo < −π); although the Cs = 1.7
simulation agrees with this, when Cs = 0.3 the vector is initially located in the
fourth quadrant. This is perhaps not of any great consequence because it does
not change the direction of power transfer between fluid and structure. The figure
shows that a much smaller portion of the phase angle variation is located in the
first two quadrants (fluid exciting) for Cs = 0.3 than for Cs = 1.7, but it is the
route taken to achieve this excitation by the respective data sets that involves the
most significant difference. The variation of phase angle with Cs = 0.3 displays
some similarity with the higher amplitude case that was illustrated in figure 3.16,
in that it travels anticlockwise around the plot. As the phase angle never appears
in the second quadrant it can be concluded that with this low level of turbulence
dissipation the numerical simulations are incapable of replicating the post-resonant
lock-in step.
3.3.3.3 The components of oscillating lift force in-phase with the body
velocity and acceleration
The importance of the phase angle, φo, to the components of lift in phase with
cylinder velocity, CLv , and acceleration, CLa , was established in equations (3.29)
and (3.30), which have been reproduced below for convenience.
CLv = CLosin(φo) (3.29)
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CLa = CLocos(φo) (3.30)
The physical significance of CLv mirrors that of φo in that a positive value (possible
only when 0 < φo < π) is associated with power transfer from the fluid to the
oscillating body and would therefore correspond to fluid excitation in the case of a
freely oscillating body in a flow. Similarly, a negative value (obtained when π < φo <
3
2
π or −1
2
π < φo < −π) signifies power transfer from the cylinder. The sign of CLa
provides information relating to the added mass of the oscillating system: negative
CLa corresponds to a positive added mass and vice versa. The two quantities are
therefore capable of conveying useful information relating to power transfer and
inertial effects in the system.
Figures 3.3(c), 3.6(c) and 3.8(c) present the respective CLv variations, as func-
tions of oscillation frequency, for the three amplitude ratios that were simulated in
Re = 104 flow. The plots all contain numerical results that were produced using
low Cs values. Bearing in mind the phase angle behaviour that was discussed in
the previous section, the results are not unexpected: in all cases the regions of pos-
itive lift in phase with velocity encompass the same frequencies across which the
phase angle is also positive. In the lower amplitude cases the positive CLv regions
reach reasonably high peak values–approximately 0.6 in both cases–and extend over
a wide range of frequencies, while when A/D = 0.75 the peak CLv is much lower
at approximately 0.1 and the positive region is much narrower. The character of
the CLa variation, presented in figures 3.3(d), 3.6(d) and 3.8(d) changes very little
with amplitude in the experimental data: in each case CLa is slightly positive in
the low frequency end of the range, crossing the x-axis at approximately the same
oscillation frequency (foD/U ≈ 0.165) before growing steadily more negative as fo
continues to increase. It is however noticeable that increasing the amplitude ratio
has the effect of increasing the extent to which CLa grows negative in the highest
frequencies.
Figures 3.3(c), 3.4(c) and 3.5(c) present the numerical CLv variations that were
obtained using low, intermediate and high levels of turbulence dissipation respec-
tively for the Re = 104, A/D = 0.3 case. The corresponding CLa variations are
shown in the (d) plots of those same figures. The effect on these two quantities of
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increasing Cs is directly related to the trend that has been observed in the phase
angle variation: increasing Cs tends to improve the agreement between the simula-
tions and experiments by shifting the positive CLv peak and the CLa sign change to
lower frequencies. Figures 3.5(c) and 3.5(d) indicates that Cs = 1.7 produces the
optimum agreement in terms of matching these two important features, for the am-
plitude ratio of 0.3 at Re = 104. Figures 3.7 and 3.9 reveal that the same trend are
present at A/D = 0.5 and 0.7 respectively. For the lower two amplitude ratios the
simulations predict a much wider range of frequencies for which CLv is positive. This
is a consequence of slightly positive phase angles being predicted by the numerical
method for frequencies at which the phase angle was slightly negative in the experi-
ments; since the lift forces at high oscillation frequencies are relatively large, the net
result is that the agreement between the experiments and simulations in terms of
CLv at these frequencies appears to be less than convincing. However it should be
remembered that, since the method employs two-dimensional simulations of what
are essentially three-dimensional flows away from the lock-in region, good agreement
would not necessarily be expected at these frequencies. Figures 3.13 and 3.14 (plots
(c) and (d) in both instances) show that Re = 6 × 104 simulations exhibit similar
trends, although once again the sparsity of the experimental data compromises the
comparisons somewhat, particularly in the A/D = 0.5 case.
3.3.3.4 The oscillating and mean drag coefficients, CDo and CDmean
Figures 3.3(e) and 3.3(f) present the variation of the oscillating component of the
drag coefficient, CDo, and the mean drag coefficient, CDmean , respectively as functions
of oscillation frequency for the Re = 104, A/D = 0.3 case. The numerical results
presented in the figures correspond to simulations that employed low levels of tur-
bulence dissipation; as per the other quantities that have already been discussed,
results from simulations using higher Cs values for the same case are included in
plots 3.4 and 3.5. Gopalkrishnan’s experimental data reveals that the variations of
both quantities comprise a pronounced amplification at an oscillation frequency of
approximately 0.17. While CDo generally increases with increasing foD/U , CDmean
changes very little over the entire frequency range, save for the afore-mentioned drag
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Figure 3.18: Displacement and lift force spectra, Re = 104, A/D = 0.3.
amplification and a slight rise towards the higher frequency range.
The agreement between the numerical and experimental results in CDo with low
Cs is in general rather erratic: although peaks resembling the type of drag amplifi-
cation that Gopalkrishnan observed are present, their magnitudes are overpredicted
and they occur at higher frequencies than in the experiments, a trend that could
be expected given the trends that have previously been witnessed in the CLo and φ
plots. Figures 3.4(e) and 3.4(e) show that increasing Cs to much larger values, to a
value of 1.5-1.7, vastly improves the agreement between numerical and experimental
data. Figure 3.3(f) appears to reveal that increasing Cs has the effect of lowering the
mean drag coefficient, with the Cs = 0.1 simulations significantly overpredicting the
drag, while the Cs = 0.3 aligns very well with their experimental counterparts and
the Cs = 0.5 data underpredicts it. Figures 3.4(f) and 3.5(f) confirm that this trend
continues as Cs is increased still further, to the extent that when Cs = 1.7, which
was chosen as the optimum value in terms of agreement with the experimentally-
recorded phase angle for this amplitude ratio, a very severe under prediction in mean
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drag is observed. The same trend is observed in the comparisons between the simu-
lations and experiments for the higher amplitude ratios: increasing Cs tends to lead
to an underprediction in mean drag. These larger values do, however, significantly
improve the prediction of the oscillating component of drag.
Unfortunately Staubli did not report data for the variation of drag at Re =
6× 104, so no comparison can be made.
3.3.3.5 The vortex wake: synchronisation, vortex shedding modes and
Cs effects
The cylinder displacement and lift force spectra give a good indication of the fre-
quencies present in the wake and the extent to which the motion of the cylinder acts
to synchronise the vortex wake. Figure 3.18 comprises such spectra for simulations
of the Re = 104, A/D = 0.3 case that were performed using low and high levels of
turbulence dissipation (Cs = 0.3 and 1.7); a selection of oscillation frequencies are
represented. Frequencies at which significant components of lift force coefficient os-
cillate will be accompanied by spikes at those frequencies: for flow past a stationary
cylinder the lift coefficient will oscillate at the Strouhal frequency and for an oscil-
lating cylinder a component of CL is expected at the oscillation frequency; when this
secondary frequency becomes dominant it can be said that the wake is synchronised
with the cylinder motion and when the peak at fs disappears altogether the wake
is considered locked-in. Since the cylinder motion comprises one single frequency
there will always be a single peak in the spectra, at foD/U .
The spectra presented in figure 3.18 reveal that the wake shows a greater propen-
sity to lock-in to the frequency of the cylinder oscillation when more turbulence
dissipation is employed, with the main CL spike coinciding more frequently with the
y/D peak when Cs = 1.7 than when Cs = 0.3. Significantly, the component of CL at
the Strouhal frequency, CLs , is completely absent in the Cs = 1.7 simulations; this
is in keeping with Gopalkrishnan’s assertion that CLs can be ignored. However, this
component is clearly significant when Cs = 0.3, particularly at the lower oscillation
frequencies when the degree of synchronisation between the wake and the cylinder
is evidently very small. Also noticeable in the CL variation when Cs = 0.3 is the
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Figure 3.19: Vorticity contours in the wake of the sinusoidally oscillating
cylinder, and variations of displacement, y/D, lift coefficient,
CL, and drag coefficient, CD as a function of non-dimensional
time, tU/D. Re = 104, foD/U = 0.18, ∆x = 0.01, Cs = 0.3:
(a), A/D = 0.3; (b), A/D = 0.5; (c) A/D = 0.75. In the vor-
ticity plots solid and dashed lines depict positive and negative
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Figure 3.20: Vorticity contours in the wake of the sinusoidally oscillating
cylinder, and variations of displacement, y/D, lift coefficient,
CL, and drag coefficient, CD as a function of non-dimensional
time, tU/D. Re = 104, foD/U = 0.18, ∆x = 0.01, Cs = 1.7:
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range of different frequencies at which the lift force appears to vary, particularly in
the mid-frequency range, 0.16 ≤ foD/U ≤ 0.19, where wide “humps” replace the
cleaner spikes that one might expect.
Figure 3.19 presents plots of instantaneous wake vorticity from simulations of
cylinder oscillations in Re = 104 flow, with Cs = 0.3. In each case the amplitude
ratio is different but the oscillation frequency remains constant (foD/U = 0.18); the
corresponding time traces of y/D, CL and CD are included below the vorticity plot
in each instance. Figure 3.19 presents results from the corresponding simulations
that were performed with a different, much higher level of turbulence dissipation
that had produced encouraging agreement in terms of the phase angle variation (see
section 3.3.3.2).
The vorticity plot for the lowest amplitude ratio, A/D = 0.3, with Cs = 0.3,
figure 3.19(a), reveals a somewhat unusual vortex shedding pattern in which the
negative vortex that is shed in each oscillation cycle occasionally splits in the near
wake to form two loosely paired vortices that position themselves either side of the
wake centre-line. There is some evidence of vortex pairing in the far wake although
this, in keeping with the character of the wake as as a whole, is not structured in a
particularly regular fashion; the force time histories mirror this irregular shedding.
An irregular mode of shedding would not be unexpected here, since at this amplitude
and frequency the synchronisation between cylinder motion and wake is relatively
weak: the force time traces corresponding to this case are not obviously periodic,
and certainly not periodic on the cylinder oscillation period, an observation which
betrays the presence of multiple frequencies in the wake. Figure 3.18(e) confirms
that non-zero CL variation occurs at a wide range of frequencies at this cylinder
oscillation frequency when Cs = 0.3, and single frequency lock-in is therefore not
observed.
Figure 3.19 suggests that increasing the amplitude ratio at this oscillation fre-
quency acts to increase the level of synchronisation in the wake. When A/D = 0.5
the vortex shedding, while still not adhering to any of the standard modes that
Williamson & Roshko (1988) classified in their prescribed oscillation experiments, is
more structured than in the A/D = 0.3 case, with evidence of a more frequent pair-
ing of vortices suggesting that the wake is of the P+S type; the lift and drag forces
certainly appear to be more regular and are quasi-periodic at the period of cylinder
oscillation. Increasing the amplitude ratio to A/D = 0.75, still with Cs = 0.3, sees
the wake apparently transformed into a 2P mode, with vortices consistently pairing
up in the near wake region. As is typical with 2P wakes, the transverse separation
between the vortex pairs is large, resulting in a very wide wake. However, the wake
plot and time traces do however show that the wake is not completely regular, nor
is it periodic on the cylinder oscillation period: the lift and drag traces both display
a long period “beating”-type behaviour that arises from the introduction of a fre-
quency other than fo into the wake, which in turn occurs because slightly more or
less than two pairs of vortices are shed per oscillation cycle. Since by definition 2P
shedding involves the shedding of precisely two pairs per cycle, the wake illustrated
in figure 3.19 cannot be classified as 2P even though a plot of the instantaneous
vorticity plot may initially suggest otherwise. Similarly, the wake observed in the
A/D = 0.5 simulation cannot be truly classified as P+S since the wake, although
very close, is not completely single frequency.
Figure 3.20 presents wake vorticity plots and force variations for the same cases
that were included in figure 3.19, but from simulations in which Cs = 1.7 as opposed
to 0.3. Clearly, the nature of the vortex wakes have changed dramatically with
the introduction of this higher level of turbulence dissipation, as have the force
variations. Gone are the vortex pairs at the higher amplitude ratios, replaced by
a 2S shedding mode that changes very little across the amplitude range tested.
The vortices themselves dissipate much faster, as would be expected, so that by a
distance 15D aft of the cylinder the wake contains barely a trace of vorticity, while
the lift and drag force time traces are very regular and periodic; on this evidence
all three cases the wake would be considered locked-in to the cylinder oscillation
frequency.
Figure 3.21 illustrates the effect of increasing the sub-grid scale turbulence dis-
sipation constant in the range 0.1 ≤ Cs ≤ 1.7: the tubulence model effectively acts
to drain small scale turbulence from the system, with more drainage occuring as Cs
increases. The proliferation of very small scale vortical structures and an unusual
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Figure 3.21: Vorticity contours in the wake of the sinusoidally oscillating
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vortex formation mechanism in the near wake when Cs = 0.1 suggest that the level of
artificial turbulence dissipation in the model is insufficient, producing an unphysical
wake. Increasing the value of Cs has the result of reducing the occurrence of these
small scale structures and producing wakes that resemble, qualitatively at least,
those that have been reported in various flow visualisation experiments. The plots
included in figure 3.21 also highlight a trend of decreasing vortex formation length
in the near wake with increasing Cs, so that when Cs = 1.3 and 1.7, values that gave
good agreement in terms of the integrated quantities discussed in sections 3.3.3.1
to 3.3.3.4, the vortices are noticeably shorter and rounder. The in-line separation
between individual vortices is also substantially reduced and the successively-shed
like-signed vortices appear to immediately merge together in the near wake to the
extent that the wake resembles less an arrangement of individual vortices than two
long, parallel vortical structures, particularly at higher A/D.
In fact, close examination of figures 3.5 and 3.13 reveals that for high values of
Cs such as Cs = 1.7, the numerical model outputs approximately the same result
for the Re = 104 and Re = 6×104 cases. In essence, increasing Cs has increased the
sub-grid scale dissipation to such an extent that the code has become insensitive to
the Reynolds number. If the true purpose of the model is to accurately and reliably
compute the evolution of the flow of the fluid and its interaction with the body then
this result is ultimately unacceptable. However, the present results do show that by
increasing the turbulence dissipation constant a very good agreement can be made
with two high quality forced oscillation experiments in terms of certain key physical
parameters. These results mean, potentially, that the model can be used with a
reasonable degree of confidence as a reliable and robust tool with which VIV can be
simulated for flows in the Reynolds number range 104 ≤ Re ≤ 6× 104.
3.3.3.6 The importance of the mesh resolution
Figures 3.10 and 3.11 show the results of simulations performed at Re = 104 for
A/D = 0.3 using more refined meshes than their counterparts in figures 3.3, 3.4 and
3.5, for which ∆x = 0.01. The large Cs results presented in figure 3.10 were obtained
using the mesh whose smallest elemental dimension was ∆x = 0.0075 and should
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therefore be compared to figure 3.5. Similarly, figure 3.11 presents low Cs results for
∆x = 0.005 and should be compared to 3.3. Unexpectedly, reducing the smallest
mesh dimension from ∆x = 0.01 to ∆x = 0.0075—thereby increasing the mesh
resolution—appears to adversely affect the agreement between the experiments and
the simulations for every physical quantity except Cdmean . The oscillation frequency
at which the sharp increase in phase angle and the corresponding changes in CLv
and CLa are observed is increased, moving the numerical data further from the
experiments. Contradictorily, moving from ∆x = 0.01 to ∆x = 0.005 produces a
better agreement in terms of the position of this important phase change. It should
be remembered, however, that the results presented in figures 3.3 and 3.11 comport
considerably less credence as a consequence of the indications made in the present
investigation that the turbulence model is incapable of simulating realistic flow in
this Reynolds number range using such small Cs values.
It is incorrect to equate turbulence dissipation constants of the same numerical
value across meshes of varying resolution because the amount of sub-mesh dissipa-
tion produced by a given Cs varies with the size of the mesh elements, but it is
nonetheless interesting to observe that for all three meshes tested the variation of
phase angle follows the same trend for values in the range 0.1 ≤ Cs ≤ 0.3. The most
resolved mesh (∆x = 0.005) produces less data scatter between the different Cs val-
ues, but the magnitude of the sharp increase in phase angle observed for the largest
turbulence dissipation constants using the two more coarse meshes is dramatically
reduced. If the simulations performed using the most refined mesh give the closest
approximation to the physical reality of the problem, reducing the amount of arti-
ficial dissipation introduced by the LES model, then it is the results obtained using
this mesh that must be believed. The important difference between the experiments
and the simulations in figure 3.11(b) occurs in the post-resonant part of the plot.
3.3.3.7 The influence of the time step, ∆t
Figure 3.12 shows that halving the time step, ∆t, from ∆t = 0.01 to ∆t = 0.005,
while increasing the computational cost by a factor of 2, has a negligible effect on
the predictions of the code and can therefore be ignored.
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3.3.4 Conclusions
A clear trend was observed in which the prediction of the flow physics was altered by
changing the level of sub-grid scale turbulence dissipation. For Smagorinsky coeffi-
cients, Cs ≤ 0.3, there is insufficient turbulent dissipation rendering the simulated
flows unphysical in nature. Increasing Cs through the range 0.5 ≤ Cs ≤ 2.1 produces
better agreement with forced oscillation experimental results, so that an optimum
value, Cs
∗ was determined which gives the closest approximation to the experimental
results. The selection of such high values for Cs has the result of rendering the code
less sensitive to changes in Reynolds number in the range 104 ≤ Re ≤ 6×104. How-
ever, the present work has shown that over the sub-critical Reynolds number range
the numerical code is capable of reliable predictions of the key physical quantities
associated with VIV; principally the lift coefficient in phase with the body oscilla-
tion frequency and the phase angle by which this lift coefficient leads the cylinder
displacement.
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3.4 Numerical simulation of VIV in a model-scale
riser
3.4.1 Introduction
This section presents the results of numerical simulations of the VIV of a tension-
dominated model riser of length-to-diameter ratio, L/D, of approximately 1407.
The simulations replicate and extend the experimental investigation of Trim et al.
(2005), in which a model riser was towed horizontally through still water at speeds
that gave rise to Reynolds numbers in the range 7099 ≤ Re ≤ 56000. The model
riser had low structural damping, 0.3% of critical, and its mass ratio, the ratio of
its structural mass to the mass of fluid displaced by it, was 1.6.
Figure 3.22 illustrates the set up of the test rig. The long horizontal riser, which
had a length of 38 m, was free to move in the transverse and in-line directions. Clump
weights, each weighing 520 kg, acted in tandem at the ends of the riser to moderate
the tension variation; the top tension, Ttop, varied between 4 and 6 kN over the
flow speed range. For each individual flow speed case the tension was constant, and
since the pipe was horizontal in the water, there was no spanwise tension variation
due to gravity and buoyancy effects. The outer and inner diameters of the pipe
were 27 and 21 mm respectively; the wall thickness was therefore 3 mm. The pipe
was constructed from reinforced fibreglass, had a measured bending stiffness of 37.2
Nm2, and was completely filled with water throughout the experiments. The density
of the water, ρ, was assumed constant at 1000 kg/m3 and its kinematic viscosity, ν,
was taken to be 1.141 ×10−6 m2/s. Table 3.4 summarises the structural properties
of the model riser.
In the experiments two flow profiles were investigated: uniform and linearly-
sheared. As figure 3.23 shows, the uniform profile was generated by towing the rig
in a straight line along the length of the water tank. The linear profile on the other
hand was generated by fixing one end of the riser and towing the other in a circular
arc, at a constant angular speed.
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Length L 38 m
Outer diameter D 0.027 m
Inner diameter Di 0.021 m
Length-to-diameter ratio L/D 1407
Mass of pipe structure per unit length m′ 0.425 kg/m
Mass of internal fluid per unit length m′i 0.508 kg/m
Combined mass per unit length m′ +m′i 0.933 kg/m
Mass of displaced fluid per unit length b′ 0.573 kg/m
Overall mass ratio m∗ 1.630
Bending stiffness EI 37.2 Nm2
Young’s modulus E 2.249 ×109
Moment of Inertia I 1.319 ×10−4
Top tension (flow speed dependent) Ttop 4004 - 6242 N
Damping ratio ζi 3.00 ×10−3
Table 3.4: Structural properties of the model riser.
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3.4.2 Simulation details
3.4.2.1 Scope of the investigation
The simulations presented here replicate Trim et al.’s investigation numerically.
Both the uniform and the linearly sheared flow profiles have been considered. Figure
3.24 presents the variation of normalised flow speed as a function of spanwise position
along the riser for the two profiles.
In the case of uniform flow, the flow speed U is constant along the length of
the riser. In linear shear, the maximum speed, Umax, is encountered at z/L = 1.
z/L = 1 represents the end of the pipe that was towed in a circular arc in the
experiments; Umax therefore varies in the range 0.3 m/s ≤ Umax ≤ 2.4 m/s, as per
the experiments.
3.4.2.2 The numerical model
The coordinate system introduced in figure 1.1 remains true here: the x, y and z de-
notations correspond to the in-line, transverse and spanwise directions respectively.
The numerical code, VIVIC, employs the finite element method to spatially
discretise and solve the riser pipe’s equations of motion. VIVIC is a strip theory
code which computes the evolution of the fluid flow on multiple two-dimensional
planes that are positioned at intervals along the pipe’s axis, as illustrated in figure
3.25. The interested reader is referred to Willden (2003) for a complete explanation
of the code. In the present investigation between 24 and 192 simulation planes were
employed along the pipe’s length, depending on the flow case; for more details on
Figure 3.22: Schematic of the model riser test rig (Trim et al., 2005).
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Figure 3.23: Experimental flow profile generation (Trim et al., 2005.)
the spanwise discretisation of the model in both the fluid and structural domains
refer to section 3.4.2.4. The computational mesh used in each of the 2-D simulation
planes is the same mesh as was used in the benchmarking investigation discussed
in the first half of this chapter. The mesh comprises 26861 triangular elements and
covers a computational domain that begins 25 diameters upstream of the cylinder
centre and extends to a distance 50 diameters downstream of that point, traversing
a distance of 50 diameters in the transverse direction, yielding an effective blockage
ratio of 2%. The mesh is illustrated in figure 3.1.
The experimenters expected, and indeed observed, multi-modal responses, with
the pipe’s displacement being dominated by modes from the 2nd to the 14th in the
transverse direction and from the 4th to the 25th in the in-line direction, depending
on the flow profile and speed. In order to document the natural frequencies of the
U / U
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1.0
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U / U
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(b)
Figure 3.24: Flow profiles investigated. (a) uniform flow, (b) linearly
sheared flow with U/Umax = 0 at z/L = 0.
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Figure 3.25: Vortex particle image of the wake behind a transversely vibrat-
ing riser pipe (Willden, 2003).
riser’s vibration modes, decay tests were performed in air and water with an applied
top tension of 4000 N in the in-air case, and 4000 N and 6000 N in the in-water
case. For the in-air tests only the first seven modes of vibration were recorded,
while due to large hydrodynamic damping the in-water tests were too difficult and
as such no natural frequencies were reported for the riser in water. Figure 3.26(b)
presents a comparison between Trim et al.’s measured in-air natural frequencies and
the natural frequencies that were simulated using VIVIC with a top tension of 4000
N, and reveals a good level of agreement.
The eigenfrequencies for a tensioned string and an untensioned beam of equal
length L are given by
fkn,string = k
1
2
√
Ttop
mL2
(3.31)
fkn,beam = k
2π
2
√
EI
mL4
(3.32)
where k is the mode number, fkn is the natural frequency of the k
th mode, m is
the mass per unit length of the string/beam, Ttop is the top tension and EI is the
bending stiffness. The natural frequencies of a tensioned string and an untensioned
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Figure 3.26: Natural frequencies of the model riser: comparisons with the
experimental and theoretical data.
beam, which share the same geometric and structural properties as the model riser
in Trim et al.’s in-water decay tests (Ttop = 4000 N, EI = 37.2 Nm
2) have been
calculated according to equations (3.31) and (3.32) and are plotted in figure 3.26(a),
alongside the natural frequencies that were calculated for the equivalent model riser
case by VIVIC. The figure shows that in the lower modes the natural frequencies
are almost identical to those of the tensioned string, whilst in higher modes bending
stiffness plays an ever increasing role.
3.4.2.3 Data analysis
The decomposition of the lift and drag forces acting on the pipe follows the approach
outlined in section 2.4. Additionally the modal nature of the pipe response was
considered along with consideration of pipe curvature and fatigue damage rates.
3.4.2.3.1 Modal analysis As noted by Trim et al. a wide range of spanwise
modes of response were observed. In order to make pertinent comparisons the
present numerically simulated data was decomposed into its modal contributions as
outlined below.
If the VIV response of a pipe is considered to be made up of M modes of
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vibration, the response vector, r(t), is given as follows:
r =
M∑
k=0
φkqk(t) (3.33)
r = Φq(t) (3.34)
where φk denotes the eigenvector for the kth vibration mode, and qk(t) is the time
dependent response of that mode.
If the pipe is considered to be vibrating freely in a single mode, k, the response
may be described as follows:
r = φkqk(t) (3.35)
qk(t) = qˆk cos(ωknt+ α
k) (3.36)
where qˆk is an undefined constant (related to the amplitude) for the kth mode, ωkn
is the natural frequency of that mode, and αk is its phase angle. When equations
(3.35) and (3.36) are substituted into the unloaded, reduced equation of motion, i.e.
the matrix system minus the Dirichlet boundary conditions at the pin jointed ends,
the following eigenproblem is obtained:
Kφk = λkMφk (3.37)
where λk = ωk
2
n is the eigenvalue associated with the k
th eigenvector. The collective
matrix problem, for all M modes, is as follows:
KΦ = MΦΛ (3.38)
where Λ is a diagonal matrix containing the eigenvalues, such that Λkj = λ
kδkj,
where δkj is the Kronecker delta. Equation (3.38) can be solved for the eigenmatrix
Φ.
If, at a given time, t∗, the equation of motion has already been solved to yield the
pipe’s response, r(t∗), the modal contributions can be found by solving the inverse
of equation (3.34):
q(t∗) = Φ−1r(t∗) (3.39)
Each modal response is scaled on its corresponding eigenvector, with the maxi-
mum spanwise displacement of each eigenvector, φk|max, being used to normalise
the modal responses.
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3.4.2.3.2 Fatigue damage prediction In order to allow direct comparisons
to be made between the experimental results of the fatigue damage rate computed
numerically with that found experimentally by Trim et al., an identical procedure
was adopted to determine the damage rate.
Fatigue damage rate, D, at a specific location along the length of the riser is
given according to Miner’s rule as:
D =
Nseg∑
i=1
ni
Ni
=
1
a
Nseg∑
i=1
ni(∆σi)
q (3.40)
where Ni denotes the number of cycles to failure and ni is the number of stress cycles
at the stress range ∆σi. Nseg is the total number of stress ranges in the history, and
the parameters a and q correspond to the particular stress range versus cycles to
failure (S−N) curve of the material in question. In the experiments stress histories
were derived from strain data that was recorded at discrete intervals along the length
of the riser. From these histories stress cycles were counted using a process known
as rainflow counting, which takes a history of stress variation and reduces it to a
series of simple stress reversals of given amplitude. The stress reversals may then
be easily counted. For an overview of this method the interested reader is referred
to Downing & Socie (1982).
Whereas in the experiments the bending stress could be derived directly from
the primary strain gauge measurements, in the case of the numerical simulations it
was necessary to derive the stress from the pipe curvature, which is itself derived
from the pipe displacement. Assuming sinusoidal mode shapes, which is valid for a
pipe with no axial tension variation, the in-line and transverse displacements of the
kth mode at a given point along the length of the riser can be expressed as follows:
xk(z, t) = x¯k(t) sin
kπz
L
(3.41)
yk = y¯k sin
kπz
L
(3.42)
where xk and yk are the in-line and transverse displacements respectively, x¯k and y¯k
are the instantaneous modal amplitudes in those directions. Differentiating twice
with respect to z yields the following expressions for the curvatures of the kth in-line
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and transverse modes:
Cxk = x¯k
(
kπ
L
)2
sin
kπz
L
(3.43)
Cyk = y¯k
(
kπ
L
)2
sin
kπz
L
(3.44)
These modal curvatures can be summed to yield the overall curvature, Cx and Cy,
at a given point along the pipe. According to classic beam bending theory, the
bending stress in the x and y directions is given as follows:
σx(z, t) = −ED
2
Cx(z, t) (3.45)
σy(z, t) = −ED
2
Cy(z, t) (3.46)
where EI is the bending stiffness. The resulting stresses are counted using the
rainflow process and summed to determine the damage rate at each point along the
length of the pipe.
3.4.2.4 Spanwise resolution: Nyquist sampling and aliasing effects
Newman & Karniadakis (1997) showed in their three-dimensional simulations of a
transversely vibrating pipe that, for standing mode responses, fluid provides hy-
drodynamic excitation towards the nodes of vibration, while around the anti-nodes
the fluid in fact acts to dampen the motion. It can therefore be said that any half
wave-length of pipe vibration encompasses three distinct regions of energy transfer:
one damping region, in which the net energy transfer is from the structure to the
fluid, and two excitation regions in which the fluid imparts energy on the structure.
Willden (2003) therefore suggested that for strip theory simulations of a riser vibrat-
ing in a given mode, k, the minimum number of CFD simulation planes required to
correctly capture the axial variation of the phase difference between the fluid forcing
and the pipe motion is 3 per half-wavelength of pipe vibration. This theory has not
been tested but it would seem reasonable to assume that the required number of
simulation planes should increase with the mode number of the excited mode and
therefore with flow speed.
A convergence investigation was carried out in order to ascertain the level of
spanwise convergence, i.e. the value of Nsec that would be required in order to fully
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capture the flow physics of the high mode responses that Trim et al. observed in
their experiments. Three flow speeds, U = 0.3, 1.2, 2.4 m/s were simulated, all
with the uniform flow profile, so that the entire experimental flow speed range was
encompassed, and for each flow speed a number of different values for Nsec were
employed. Table 3.5 summarises the cases that were simulated.
U [m/s] Nsec
0.3 16, 24, 32, 64
1.2 64, 96, 128
2.4 64, 96, 128, 160, 192
Table 3.5: Summary of the spanwise resolution investigation simulations.
Since Trim et al. observed that in the in-line direction the riser responded in the
4th mode when U = 0.3 m/s (see figure 1.18(c)), it might be reasonably expected
that a suitable minimum value for Nsec, based on Willden’s rule of thumb, would
be 4 × 3 = 12. Likewise, for the U = 2.4 m/s case it might be expected that
Nsec = 23 × 3 = 99 would suffice. However, recent work on long riser VIV has
revealed that modes with natural frequencies that are harmonics of the principal
excitation frequency are often excited and may contribute significantly to fatigue
damage. If this is the case, it is desirable that these harmonically excited modes
can be properly resolved by the numerical model.
Figure 3.27 presents the variation of modal amplitude as a function of mode
number. Perhaps the most striking feature of the variation, in both the in-line and
transverse direction, relates to the repeating “bell” shapes that are produced by the
very distinct groups of modes that respond to similar frequencies. For example in
the x direction the fourth mode has the largest amplitude, and therefore dominates
the displacement, but the 3rd and 5th modes, whose natural frequencies are similar to
that of the 4th, also display a significant level of excitation and respond accordingly,
giving rise to the bell shape around the 4th mode. The subsequent bell shapes are
produced by modes responding at or near to certain harmonics of the principal
excitation frequency. In the in-line direction the most significant responses occur in
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the 2nd and 3rd harmonics of the principal in-line response frequency (which itself is
always twice the value of its transverse counterpart - see chapter 1.3.4), and in the
transverse direction the most significant responses are observed in modes responding
in the 3rd and 5th harmonics of the principal transverse response frequency. Of these
harmonic excitations, which will be discussed in greater detail in section 3.4.3.2, the
one that produces a response in the highest mode number is the 3rd in-line harmonic:
this is therefore the highest mode number that needs to be adequately resolved by
the numerical model.
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Figure 3.27: Spanwise resolution: variation of in-line, (a), and transverse,
(b), modal amplitude, ω, as a function of mode number, k.
Uniform flow profile, U = 0.3 m/s.
Figures 3.27(a), 3.27(b) and 3.27(c) summarise the level of convergence that
was obtained in terms of the modal amplitudes, for the three different flow speeds
and with a range of values of Nsec. In the U = 0.3 m/s case (figure 3.27), the
plot shows that increasing the number of simulation planes from 16 to 64 does not
change the predicted displacement-dominant mode in either direction. Indeed, the
harmonically excited mode numbers are also unaffected by the increase in spanwise
resolution, although their amplitudes do change slightly up to the 3rd in-line and
5th transverse harmonics (the 12th and 10th modes respectively), after which the
convergence was less good. On the basis of this plot it was decided that Nsec = 24
achieved a sufficient level of convergence. For U = 1.2 m/s (figure 3.28) it was
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decided that Nsec = 64 did not provide sufficient resolution, since the displacement
dominant mode numbers did not match those obtained using Nsec = 96 and 128. For
U = 1.2 and 2.4 m/s, the modal amplitude plots suggested that Nsec = 96 and 160
respectively would probably provide sufficient resolution, but since very generous
computing resources were available it was was decided to err on the side of caution:
Nsec = 128 and 196 were chosen instead.
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Figure 3.28: Spanwise resolution: variation of in-line, (a), and transverse,
(b), modal amplitude, ω, as a function of mode number, k.
Uniform flow profile, U = 1.2 m/s.
Simple linear interpolation was used to obtain the appropriate number of sim-
ulation planes for the intermediate flow speed cases; table 3.6 details the level of
spanwise resolution that was chosen for the eight flow speeds. Since the code is
written in such a way that the value of Nsec must be a whole number multiple of
four, and since users of the High Performance Computer at Imperial College London
essentially can choose to run an MPI simulation on 8, 16, 24 or 32 CPUs, the actual
values of Nsec that were used in the investigation do not correspond exactly to those
that were calculated by linear interpolation: the result of this is that the resolu-
tion used in the simulations is higher than necessary. The same level of spanwise
resolution was used for the simulations of linearly sheared flow, as well as the four
additional theoretical flow profiles; the results of Trim et al. showed that the modes
of response in linearly sheared flow are lower than for uniform flow at the same flow
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Figure 3.29: Spanwise resolution: variation of in-line, (a), and transverse,
(b), modal amplitude, ω, as a function of mode number, k.
Uniform flow profile, U = 2.4 m/s.
speed, which means that the simulations will be over resolved for this profile. The
same is expected of the remaining four profiles.
U [m/s] Nsec
0.3 24
0.6 64
0.9 96
1.2 128
1.5 160
1.8 160
2.1 192
2.4 192
Table 3.6: Number of CFD simulation planes used for each flow speed.
As stated above, the simulations were carried out using Imperial College Lon-
don’s High Performance Computer, which comprises 410 dual Intel dual core 5150
CPUs (2.66 GHz). Between 1 and 6 CFD planes were assigned to an individual
CPU. As a result of this, the computing speed varied quite significantly across the
range of cases, depending on how heavily loaded the CPUs were. The average ap-
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proximate computing speed was between 0.39 and 2.31 time steps per second, and
the longest of the cases, i.e. when U =2.4 m/s and 192 simulation planes were used,
required a total simulation time of around 300 hours.
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3.4.3 Results and discussion
3.4.3.1 General trends and agreement with the experiments
Figure 3.30 presents a comparison between Trim et al.’s experimental data and the
present numerical data, in terms of various response characteristics for the uniform
flow profile case. The figure shows that the spatial mean and maxima of the temporal
standard deviations of riser displacement were observed to be largely independent
of flow speed with transverse displacement approximately three times larger than
in-line. The peak frequency of the displacement-dominant mode increased linearly
with flow speed in both directions; the in-line frequency was approximately twice
the transverse frequency. Generally the variation of displacement-dominant mode
number with flow speed was observed to be linear, although sections of flow speed
across which the mode number remained constant were observed; witness for in-
stance the in-line response in the range 1.4 m/s ≤ U ≤ 1.9 m/s, illustrated in figure
1.18(c). These ‘plateaus’ notwithstanding, the in-line mode numbers were approxi-
mately twice the value of their transverse counterparts, as would be expected from
the peak frequency variations.
Figures 3.30(a) and 3.30(b) reveal a good level of agreement in the spanwise mean
and maximum of the temporal standard deviation of riser displacement, σmean and
σmax respectively, for both the in-line and transverse directions. It is however noted
that there is a degree of scatter in the agreement of σmax, which increases with
flow speed, particularly in the transverse direction; this must be expected to some
extent, since the data corresponds to a single point on the riser that happened to
obtain the maximum displacement at a certain point in time. Scope therefore exists
for non-representative or exaggerated displacements in both the experiments and
the simulations. The displacement-dominant mode numbers (figure 3.30(c)) are also
found to be in good agreement, although it must be said that the experimental mode
numbers were only rarely predicted exactly in the simulations, with the numerical
data tending to generally underpredict by one or two modes. Figure 3.30(d) reveals
that the response frequencies of the displacement-dominant modes was very well
predicted by the simulations, exhibiting perhaps only a slight over prediction towards
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Figure 3.30: Simulated and observed riser response characteristics as a func-
tion of flow speed; uniform flow profile. (a) and (b) spatial
(spanwise) mean, σmean/D, and maximum, σmax/D, of the
temporal standard deviation of riser response in the in-line,
x, and transverse, y, directions, (c) and (d) displacement-
dominant mode number, k∗, and its response frequency, fk,
in the in-line and transverse directions.
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Figure 3.31: Simulated and observed riser response characteristics as a func-
tion of flow speed; linear shear flow profile. (a) and (b) spa-
tial (spanwise) mean, σmean/D, and maximum, σmax/D, of
the temporal standard deviation of riser response in the in-
line, x, and transverse, y, directions, (c) and (d) displacement-
dominant mode number, k∗, and its response frequency, fk, in
the in-line and transverse directions.
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the high end of the flow speed range. .
Figure 3.31 presents an equivalent comparison between Trim et al.’s experimen-
tal data and the present numerical data, this time for the linearly sheared flow
profile. Quantitatively speaking, the four integrated quantities display largely the
same trends as were observed for uniform flow. The experimental data reveals that
the mean displacements in both directions are slightly lower than in the case of
uniform flow, while a quite significant decrease in the maximum displacements is
visible in figure 3.31(b). Figure 3.31(c) indicates that the modes of response for
U = 2.2 and 2.4 m/s were noticeably lower than may have been expected given
the general trend of the rest of the data; the response frequencies shown in plot
(d) reflect this. In fact the variations of the displacement-dominant mode numbers,
and their response frequencies, are appreciably less linear than was observed when
the flow was uniform, with a greater degree of scatter visible around what would be
considered a best fit ‘Strouhal line’.
The level of agreement between the experiments and simulations is generally
less convincing for linearly sheared flow than for uniform flow. Figures 3.31(a) and
(b) hint at a consistent and quite significant underprediction in the transverse dis-
placements, although in the in-line direction the numerical predictions are generally
satisfactory. The displacement-dominant mode numbers are in good agreement, but
in some cases their response frequencies in the in-line direction are noticeably higher
in the simulations than in the experiments.
3.4.3.2 Superharmonic responses and their contribution to the fatigue
damage rate
Figures 3.32(a), 3.33 and 3.34 present detailed accounts of the simulated pipe re-
sponse for uniform flow when U = 0.3m/s, U = 0.9m/s and U = 1.8m/s re-
spectively, while 3.35(d) does the same for the case of linearly sheared flow, with
Umax = 1.5m/s.
From the axial variation of the pipe’s response for uniform flow and U = 0.3m/s,
figure 3.32(a), it is clear that the riser’s response is dominated by the 4th mode in the
in-line direction and the 2nd in the transverse direction, in agreement with the plot
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of displacement-dominant modes in figure 3.30(c). Figure 3.32(c), the result of a
modal analysis in which the riser displacement has been decomposed into linearised
modes of vibration (see section 3.4.2.3.1 for details) confirms that the in the in-
line and transverse directions the 2nd and 4th modes respectively respond with the
highest amplitudes.
Figure 3.32(b) reveals that the curvature of the model riser is dominated by
higher modes than dominate its displacement. At this flow speed the 12th mode is
dominant with respect to curvature in the in-line direction, three times the mode
number that is dominant with respect to displacement in the same direction. In
the transverse direction the curvature is dominated by the 10th mode; five times the
displacement-dominant mode number in that direction.
The dashed contour lines in figure 3.32(c) represent curves of equal modal curva-
ture contributions, which follow the relationship σkc ∝ 1/k2, where σkc is the standard
deviation of the curvature of the kth mode. The figure illustrates that, although rel-
atively small amplitude oscillation may occur in a given high mode, that mode may
still be dominant with respect to curvature. The figure shows that the 10th trans-
verse mode has a displacement amplitude of approximately only one tenth of that of
the displacement-dominant 2nd mode, but that the 10th mode is still dominant with
respect to curvature as its curvature contribution exceeds that of the 2nd. Likewise,
the curvature contribution of the 12th in-line mode is approximately double that of
the displacement-dominant 4th in-line modes.
The variation of modal displacements depicted in figure 3.32(c) reveals a series
of response envelopes in both the in-line and transverse directions, the peak modal
response of which decrease with increasing mode number. Figure 3.32(d), the vari-
ation of modal response frequency as a function of mode number, shows that the
modes corresponding to the transverse displacement peaks respond at the excitation
frequency, fvD/U ≈ 0.16, and odd harmonics of it, with the 6th mode responding at
around 3fvD/U . Furthermore, the displacement-dominant in-line response occurs
at around 2fvD/U , and a harmonic response in mode 8 occurs at around twice this
frequency, i.e. 4fvD/U .
The high mode number curvature variations evidenced in figure 3.32(b) are the
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result of high curvature contributions from harmonically excited modes of vibration.
Similar results have been observed in most but not all of the other flow cases that
have been investigated; in some cases the displacement-dominant mode also dictates
the extent of the riser’s curvature in both the x and y directions, while in others
perhaps σcy may be dominated by a harmonically excited mode while σcx remains
dominated by the displacement-dominant mode, and vice-versa. Furthermore, in
the instances where the curvature variation is dominated by harmonics of the prin-
cipal response frequencies, it is not always the same harmonic that does so: in the
transverse direction the incidence of curvature dominance by the 3rd harmonic (i.e.
excited at 3fvD/U) is approximately equal to that by the 5
th (5fvD/U). Likewise,
the in-line curvature variation is sometimes dominated by the 2nd in-line harmonic
(4fvD/U) and sometimes by the 3
rd (6fvD/U).
Figure 3.32(d), implies that the vast majority of the vibration modes respond
at their natural frequencies, since the data points generally lie on the dashed line
representing the normalised modal natural frequency, fkD/U . The exceptions to
this are the modes 2 - 4 in the in-line direction and modes 1 - 5 in the trans-
verse direction. These modes form two plateaus, at fkD/U ≈ 0.16 ≈ fsD/U and
fkD/U ≈ 0.32 ≈ 2fsD/U , which represent the principal response frequencies in
the transverse and in-line directions respectively. It may be expected that similar
plateaus will be visible close to the harmonics of these frequencies, given that figure
3.32(c) has confirmed that modes do respond in the harmonics, but interestingly
3.32(d) shows no indication of this. Figure 3.33(d), the equivalent plot of modal
response frequency for U = 0.9m/s, does however clearly show some such plateaus
at higher frequencies. At this higher flow speed, figures 3.33(a) and 3.33(c) con-
firm that the in-line and transverse displacement-dominant modes are the 11th and
5th respectively. The curvature variations illustrated in figure 3.33(b) indicate that
the harmonic responses have a significant influence on curvature at this flow speed:
according to figure 3.33(c) the 29th transverse mode, which responds in the 5th har-
monic, gives the largest contribution to overall pipe curvature in that direction; this
is born out by the spanwise curvature variation in plot (b). In the in-line direction
however, the nature of the curvature variation in plot (b) hints at competition be-
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tween the displacement-dominant 11th mode and a higher mode: indeed, the modal
amplitudes in figure 3.33(c) show that the curvature contributions from the 11th
mode and the harmonically excited 23rd mode are very similar. This would account
for the evidence of their influence in the spanwise curvature variation.
The plot of the axial variation of the pipe’s response when U = 1.8m/s, figure
3.34(a), indicates that the riser’s in-line response is dominated in this case by a
response in the 18th mode, with a significantly larger response, both in terms of
the mean displacement and the oscillatory amplitude, towards the z/L end. It is
more difficult to ascertain the in-line displacement-dominant mode from this figure;
figure 3.34(c) however shows that the displacement-dominant mode is in fact the 9th.
Figure 3.34(c) also reveals that at this higher flow speed the bell shapes produced
by modes responding at higher harmonics of the principal response frequencies are
appreciably wider on the k-axis, encompassing a larger range of modes in each bell,
than in the lower flow speed cases from figures 3.32(c) and 3.33(c). The peaks of
the bells are also noticeably less sharp, with a number of modes responding at very
similar amplitudes and producing similar curvature contributions. This accounts
for the somewhat unclear axial curvature variation. What is clear however is the
fact that curvature is dominated by much higher modes than those dominating
the riser’s displacement: according to figure 3.33(c), modes 59 and 51 produce the
highest curvature contributions in the in-line and transverse directions respectively.
Figure 3.35 presents details of the simulated pipe response for linearly sheared
flow, when U = 1.5m/s. Figures 3.35(a) and 3.35(b) show that the 18th mode domi-
nates the in-line displacement while the 9th does the same in the transverse direction.
The modal amplitudes displayed in figure 3.35(c) suggest that these displacement-
dominant modes also contribute the most to the the pipe curvature: figure 3.35(b)
confirms this although, particularly in the y direction, there appears to be a signifi-
cant influence from a higher mode number; figure 3.35(c) shows that in fact the 24th,
26th, 27th and 28th modes, which are responding in the 3rd harmonic, are responsible
for curvature contributions that, although not dominant, are sufficiently close to
that of the displacement dominant 9th mode to exert a visible influence. The modal
frequencies plotted in figure 3.35(d) reveal that, as for the uniform flow cases already
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discussed, the vast majority of modes respond at their natural frequencies.
Figures 3.36(a), 3.36(b) and 3.36(c) present the variation with respect to time of
the lift and drag force coefficients at a point close to the mid point of the riser, for the
three uniform flow cases that were summarised in terms of their modal responses
in figures 3.32(a), 3.33(b) and 3.34(c). In all of the figures the force traces have
been outputted directly from the CFD planes lying closest to the riser’s mid-point.
Figure 3.36(a), in which U = 0.3m/s and z/L = 0.48, displays relatively long time
period oscillations of CL about 0, corresponding to the principal VIV response at
this point on the riser. Superimposed on this principal variation is a noticeably
higher frequency and lower amplitude variation, which imparts on the trace a more
jagged character: this can be considered the time dependent manifestation of the
higher harmonic responses that were revealed in the modal plots of figure 3.32.
Drag too, which oscillates at a main response frequency that is twice that of the lift
force, contains definite higher frequency components in its time trace. In the two-
dimensional section under consideration here the mean drag is approximately 0.8
and the peak lift coefficient is around 0.5. Figure 3.36(b) presents the time traces for
U = 0.9m/s and z/L = 0.51 and indicates that increase in flow speed has brought
with it significant increases in the oscillating components of both lift and drag,
while the mean drag has increased to around 1.0. Once again the higher harmonic
responses are visible, and in the case of the lift coefficient are particularly striking as
they produce a very distinct low amplitude, high frequency oscillation at the peaks
and troughs of the principal VIV oscillations. When the flow speed is increased to
U = 1.8m/s, the case represented in figure 3.36(c) at z/L = 0.50, the lift coefficient
is decidedly less regular in the two-dimensional plane under consideration, and the
oscillating drag coefficient has increased to such an extent that the drag force trace
passes into the CD < 0, indicating a momentary, very small, negative drag, i.e. a
thrust force.
Figures 3.37(a) and (b) present in-line and transverse fatigue damage rates re-
spectively, as a function of flow speed for the uniform flow profile. The experimental
data of Trim et al. are represented by the solid lines, which show that in the ex-
periments the in-line and transverse damage rates were of comparable magnitudes.
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Figure 3.32: Simulated in-line, x, and transverse, y, riser response char-
acteristics for uniform flow at Umax = 0.3 m/s. (a) and (b)
spanwise variation, z/L, of the standard deviation of riser dis-
placement, σ/D, and curvature, σcD, (c) standard deviation of
modal displacements, σk/D, with iso-contours of modal curva-
ture contributions, and (d) modal natural frequencies, fknD/U ,
and response frequencies, fkD/U , of modes with curvatures ex-
ceeding 25% of the curvature of the curvature-dominant mode.
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Figure 3.33: Simulated in-line, x, and transverse, y, riser response char-
acteristics for uniform flow at Umax = 0.9 m/s. (a) and (b)
spanwise variation, z/L, of the standard deviation of riser dis-
placement, σ/D, and curvature, σcD, (c) standard deviation of
modal displacements, σk/D, with iso-contours of modal curva-
ture contributions, and (d) modal natural frequencies, fknD/U ,
and response frequencies, fkD/U , of modes with curvatures ex-
ceeding 25% of the curvature of the curvature-dominant mode.
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Figure 3.34: Simulated in-line, x, and transverse, y, riser response char-
acteristics for uniform flow at Umax = 1.8 m/s. (a) and (b)
spanwise variation, z/L, of the standard deviation of riser dis-
placement, σ/D, and curvature, σcD, (c) standard deviation of
modal displacements, σk/D, with iso-contours of modal curva-
ture contributions, and (d) modal natural frequencies, fknD/U ,
and response frequencies, fkD/U , of modes with curvatures ex-
ceeding 25% of the curvature of the curvature-dominant mode.
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Figure 3.35: Simulated in-line, x, and transverse, y, riser response charac-
teristics for linear shear flow at Umax = 1.5 m/s. (a) and (b)
spanwise variation, z/L, of the standard deviation of riser dis-
placement, σ/D, and curvature, σcD, (c) standard deviation of
modal displacements, σk/D, with iso-contours of modal curva-
ture contributions, and (d) modal natural frequencies, fknD/U ,
and response frequencies, fkD/U , of modes with curvatures ex-
ceeding 25% of the curvature of the curvature-dominant mode.
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The fatigue damage rate varied enormously across the flow speed range, such that
1 × 10−6 yrs−1 ≤ Dx ≤ 1.5× 10−1 yrs−1 and 1 × 10−6 yrs−1 ≤ Dy ≤ 2 × 10−1 yrs−1
Since in the present investigation the damage rate is calculated using a summation
of the modal stresses, it has been possible to analyse the rates that are produced
by particular modes. In this way the contribution to overall fatigue damage from
the various harmonic responses has been evaluated quantitatively. In order to do
this, the damage rates corresponding to the displacement-dominant modes alone, i.e.
those contained in the first “bell” shapes in the plots of modal amplitudes (figures
3.32(c) - 3.32(c)) have been plotted alongside those corresponding to the “complete”
set of responding modes, i.e. those contained in the three prominent bell shapes in
each direction.
Figures 3.37(a) and (b) indicate that the fatigue damage rates produced by the
displacement-dominant modes alone are considerably lower than the damage rates
recorded in the experiments. This in turn would suggest that harmonic responses
were therefore important in the experiments. Adding the damage rates produced by
the 2nd in-line and 3rd transverse harmonics results in a significant increase in the
fatigue damage rates, with the lines generally approaching the experimental data
except in the high flow speed range in the in-line direction, where the numerical rate
in fact begins to exceed the experimental one. Adding then the damage rates pro-
duced by the 3rd in-line and 5th transverse harmonics results, as may be expected, in
a further increase in the damage rate. A similar effect is observed in the transverse
data, too. In fact the plots indicate that the presence of higher harmonic responses
is responsible for increasing the overall fatigue damage rate by, on average, approx-
imately one order of magnitude in the in-line direction and around one and a half
orders of magnitude in the transverse direction. This new numerical fatigue damage
rate, which may be considered to represent the total damage rate in either direction,
appears to agree very well with the experimental rate in the low flow speed range,
but is considerably larger than the experimental rate at the higher end of the range.
Although the rather high fatigue damage rates may seem at first glance to rep-
resent simply a overestimation on the part of the numerical method, possibly in-
dicating a very large, unphysical influence of harmonics in the numerical method,
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close inspection of the details of Trim et al.’s experimental instrumentation reveals
that the type of harmonic responses that have been exposed in the simulations at
high flow speeds would have been impossible to capture in the experiments. Es-
sentially, Trim et al. were able only to analyse 32 consecutive modes. Therefore,
using the example of the U = 1.8m/s case in uniform flow, it may reasonably be
speculated that, since the displacement-dominant mode observed in the experiments
was 20 in the in-line direction, the harmonic responses that would have been ex-
pected around the 40th mode would not have been completely captured while those
expected around the 60th mode would have been missed altogether. Given the very
significant contribution to the overall fatigue damage that the harmonics have been
shown to include (figures 3.37(a) and (b)), it is not surprising that experimental
damage rates that do not take these harmonics into account would be significantly
lower than numerical rates that do. The reason for which the agreement in the
lower flow speeds is much better is that the harmonics occur in mode numbers that
are low enough to have been captured in the experiments, and their influence will
therefore have been present in the experimental fatigue analysis.
Figures 3.38(a) and (b) present the variation of the fatigue damage rate as a
function of flow speed for the linearly sheared flow profile. The experimental data
follow a similar trend to that observed for the uniform flow profiles, but the dam-
age rate is lower by up to one order of magnitude. The transverse numerical data
appears to be in accordance with the explanation given above regarding the dis-
agreement between the experiments and the simulations, although the flow speed
range over which a good agreement is observed extends to higher flow speeds than
in the uniform flow profile case: this is due to the fact that the harmonic responses
were less prevalent when the flow was sheared, and therefore exerted a less significant
influence on the pipe’s curvature variation and fatigue damage rate. The agreement
in the in-line data, however, is slightly confusing: the large degree of scatter in the
experimental data makes it difficult to decide which of the numerical curves shows
the best agreement.
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3.4.3.3 Spatial-temporal variation of the riser displacement: standing
vs. travelling waves
As discussed in chapter 1.3.5.4, the terms “standing wave” and “travelling wave”
refer to the spatial-temporal variation of the riser displacement. Standing waves are
observed in oscillations in which the spanwise position of the nodes does not change
as a function of time. Travelling waves, by contrast, are characterised by the steady
progression of nodes and anti-nodes along the pipe and may involve oblique vortex
shedding, whereby the axes of the shed vortices are not parallel to that of the cable
(Williamson 1989). In the present investigation a mixture of standing and travelling
waves have been observed in the simulations of uniform and linearly sheared flow
profiles, with travelling waves tending to be more prevalent, particularly at higher
flow speeds.
Figure 3.39 presents the variations of in-line and transverse displacements as
functions of spanwise position and time for uniform flow with U = 0.6m/s, while
figure 3.40 displays the variation of the lift and drag force coefficients for the same
case. Figure 3.43 plots the coefficient of the power generated by the lift force doing
work on the pipe, Cp, as a function of spanwise position. Figure 3.39(a) does not
reveal a great deal about the nature of the response in the in-line direction, as it
is dominated by the mean in-line deflection due to the mean drag force. The VIV
response in that direction involves smaller oscillation about the mean displacement,
which are not clear in the contour plot. Figure 3.39(b) however clearly shows that
in the transverse direction a standing wave in the 4th mode is produced. The “chess
board” type pattern, in which a traverse along the length of the pipe at any given
moment in time will alternately pass through blocks of positive and negative dis-
placement, corresponding to the nodes of vibration, is typical of a standing wave
response; the spanwise positions of the nodes do not change as a function of time.
The plots of the drag and lift force coefficients, figures 3.40(a) and (b) respectively,
confirm the oscillation of the drag force at approximately twice that of the lift force.
It would appear that the largest variations in lift force occur near the pipe bound-
aries (0 ≤ z/L ≤ 0.25, 0.8 ≤ z/L ≤ 1), with the middle section of the pipe being
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subjected to somewhat lower lift in general. Figure 3.43 reveals that two large
“power out” regions, in which Cp < 0 and the direction of the net energy transfer
is from structure to fluid, exist for Cpy near the pipe boundaries, corresponding ap-
proximately to the large amplitude oscillations in lift force that were shown in figure
3.40(b). The power coefficient in this direction remains positive over the middle of
the pipe, signifying energy transfer from the fluid to the structure. In the in-line
direction the power coefficient generally remains closer to zero, with the direction
of power transfer changing periodically along the length of the pipe.
Figure 3.41 presents the variation of in-line and transverse displacements for
the case of uniform flow with U = 1.2m/s. The character of the variation is quite
different from that of the lower flow speed simulation displayed in figure 3.39: clearly,
the mode of the vibration is higher, as would be expected, but importantly and
perhaps surprisingly there is now evidence that the response has taken the form of
a travelling wave. Once again the mean in-line displacement makes it difficult to
analyse the VIV response in that direction, but the plot of transverse displacement
clearly shows the changing position of vibration nodes with time. In this instance,
the nodes are travelling from the z/L = 1 end of the pipe to the z/L = 0 end.
Interestingly the speed of propagation of the travelling wave seems to slow at around
z/L = 0.15, so that close to this boundary the response is in fact that of a standing
wave. This result presents an interesting contrast form the the type of travelling
wave responses that Newman & Karniadakis(1996, 1997) observed, in which there
were no spanwise variations of the wave propagation speed. This difference is a
direct consequence of the fact that their cable was essentially a section of a longer
periodic cable, whereas in the present investigation the pip has a finite length, with
pin-jointed ends; physically the response at such a boundary must be a standing
wave. Closer inspection of plot reveals that the lift force variation at the other end
of the riser, although comparatively slight of magnitude, also takes the form of a
standing wave. Figure 3.40(b) reveals that a very large oscillation in the lift force
coefficient accompanies this standing wave near the pipe boundary, and there is also
evidence of a similar, though less obvious, occurrence in the drag force variation
(figure 3.40(a)). The variation of the power coefficient illustrated in figure 3.44
193
shows that both in-line and cross flow power coefficients tend to be positive over the
majority of the pipe’s length, but at the end of the pipe towards which the travelling
waves tend to propagate are located regions of very large magnitude negative power
transfer. The motion of the structure is therefore hydrodynamically damped in this
region. Similar travelling wave behaviour was observed in the linearly sheared flow
profile cases.
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3.4.4 Conclusions
It has been shown that the strip theory code is capable of producing satisfactory pre-
dictions of the combined in-line and cross-flow responses of high length-to-diameter
ratio risers, for both uniform and linear shear flow profiles. Comparisons with the
experimental data of Trim et al. (2005) in terms of maximum and mean displace-
ments, and displacement dominant modes and frequencies of vibration, were gener-
ally good, particularly in the case of uniform flow. It was observed that responses
in high modes of vibration at harmonics of the displacement-dominant response
frequency (at 3 and 5 times the cross-stream displacement dominant frequency in
the cross-stream direction and at 2 and 3 times the in-line displacement dominant
frequency in the in-line direction) can be important with regard to the curvature
variation along the riser, and can therefore contribute very significantly to the over-
all fatigue damage rate experienced by a riser undergoing VIV. It was observed that
the majority of pipe responses involved travelling waves, even when the flow profile
was uniform. The nature of the power-in and power-out regions were observed. It
was found that where travelling waves occur, power-in (from the fluids to the pipe)
occurs along the majority of the length of the pipe across which the wave travels
and then a power-out region occurs at the pipe end at which the travelling waves
terminate.
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Figure 3.37: Simulated and observed fatigue damage rate, D, as a function
of flow speed, U ; uniform flow profile.
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Figure 3.38: Simulated and observed fatigue damage rate, D, as a function
of flow speed, U ; sheared flow profile.
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Figure 3.39: Pipe in-line and transverse displacements, x/d and y/d respec-
tively, as functions of normalised time, tU/D, and spanwise
distance along cable, z/L. Uniform flow profile, U = 0.6m/s.
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Figure 3.40: Lift and drag coefficients, CL and CD respectively, as functions
of normalised time, tU/D, and spanwise distance along cable,
z/L. Uniform flow profile, U = 0.6m/s.
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Figure 3.41: Pipe in-line and transverse displacements, x/d and y/d respec-
tively, as functions of normalised time, tU/D, and spanwise
distance along cable, z/L. Uniform flow profile, U = 1.2m/s.
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Figure 3.42: Lift and drag coefficients, CL and CD respectively, as functions
of normalised time, tU/D, and spanwise distance along cable,
z/L. Uniform flow profile, U = 1.2m/s.
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Figure 3.43: Coefficient of the power generated by the lift force doing work
on the pipe, Cp, as a function of spanwise position, z/L. Uni-
form flow profile, U = 0.6m/s.
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Figure 3.44: Coefficient of the power generated by the lift force doing work
on the pipe, Cp, as a function of spanwise position, z/L. Uni-
form flow profile, U = 1.2m/s.
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Chapter 4
Conclusions
The results presented in this thesis concern two distinct investigations. The first
was a Direct Numerical Simulation (DNS) investigation of prescribed transverse os-
cillations of a two-dimensional circular cylinder in a fluid flow of Reynolds number
100. The second involved the numerical simulation of long riser Vortex-Induced
Vibrations (VIV) in the sub-critical Reynolds number regime, using a strip theory
code that employed a Large Eddy Simulation (LES) model to account for the ef-
fects of turbulent scales; the code was thoroughly benchmarked against data from
appropriate prescribed oscillation experiments in the sub-critical Reynolds number
range.
1. Prescribed cross-stream oscillations of a two-dimensional circular cylinder in
Re = 100 flow.
Transitions between regimes of cylinder-wake synchronisation have been closely
examined in terms of the pattern and periodicity of the vortex wake. Comparisons
have been made with the synchronisation regimes that were observed in the higher
Reynolds number, 300 ≤ Re ≤ 1000 experiments of Williamson & Roshko (1988):
good agreement has been observed in some parts of the frequency-amplitude plane
while differences in others have been attributed to Reynolds number effects. The
most notable departures from Williamson & Roshko’s results in the present investi-
gation are the absence of the 2P mode, the much larger region of 2S shedding, with
the P+S mode constrained to large amplitude oscillations.
Two new shedding modes, labelled C∗(2S) and C∗(P+S), have been observed.
Both modes occur in the single frequency lock-in region and are characterised by
standard 2S and P+S patterns which become unstable in the mid- to far-wake region
leading to the formation of coalesced large scale vortex structures. The formation
point of the coalesced vortices was found to propagate upstream with increasing
cylinder oscillation frequency. In contrast the coalesced C(2S) mode, which was also
observed in the present laminar Reynolds number simulations, was found to result
from an instability of the 2S mode that occurs in the cylinders near wake region.
This mode was found to occur when the vortex shedding frequency grows too large
to allow the primary vortices to be accommodated in a stable wake at low oscillation
amplitudes. Both types of coalesced shedding modes result from the flows attempts
to achieve wake stability.
The variation of the lift coefficient in-phase with cylinder velocity has been deter-
mined and used to explain free-vibration behaviour observed at laminar Reynolds
numbers. The contour of zero hydrodynamic excitation force has been found to
closely match the response envelopes reported from experimental and numerical in-
vestigations of the transverse VIV of lightly damped cylinders. Furthermore, the
zero contour inferred that the maximum amplitude of free cylinder vibration is 0.56
cylinder diameters at Re = 100, which is similar to that observed by Anagnostopou-
los & Bearman (1992) in their experiments. Furthermore, the shape of the contour
confirmed the existence of hystereses at low and high reduced velocities in free vi-
bration, as have been observed by several authors; Shiels et al. (2001) and Singh &
Mittal (2005).
2. Vibrations of cylinders and riser pipes in the sub-critical Reynolds number
regime.
In the subcritical Reynolds number benchmarking investigation, in which the
predictions of the LES code were compared to data from prescribed cross-stream
oscillation experiments, a clear trend was observed in which the prediction of the
flow physics was altered by changing the level of sub-grid scale turbulence dissipa-
tion. For Smagorinsky coefficients, Cs ≤ 0.3, there is insufficient turbulent dissipa-
tion rendering the simulated flows unphysical in nature. Increasing Cs through the
202
range 0.5 ≤ Cs ≤ 2.1 produces better agreement with forced oscillation experimen-
tal results, so that an optimum value, Cs
∗ was determined which gives the closest
approximation to the experimental results. The selection of such high values for Cs
has the result of rendering the code less sensitive to changes in Reynolds number
in the range 104 ≤ Re ≤ 6 × 104. However, the present work has shown that over
the sub-critical Reynolds number range the numerical code is capable of reliable
predictions of the key physical quantities associated with VIV; principally the lift
coefficient in phase with the body oscillation frequency and the phase angle by which
this lift coefficient leads the cylinder displacement.
Regarding the simulations of the VIV of a long model riser, it has been shown
that the strip theory code is capable of producing satisfactory predictions of the
combined in-line and cross-flow responses of high length-to-diameter ratio risers, for
both uniform and linear shear flow profiles. Comparisons with the experimental
data of Trim et al. (2005) in terms of maximum and mean displacements and
displacement dominant modes and frequencies of vibration, were generally good,
particularly in the case of uniform flow. It was observed that responses in high
modes of vibration at harmonics of the displacement-dominant response frequency
(at 3 and 5 times the cross-stream displacement dominant frequency in the cross-
stream direction and at 2 and 3 times the in-line displacement dominant frequency in
the in-line direction) can be important with regard to the curvature variation along
the riser, and can therefore contribute very significantly to the overall fatigue damage
rate experienced by a riser undergoing VIV. It was observed that the majority of
pipe responses involved travelling waves, even when the flow profile was uniform.
The nature of the power-in and power-out regions were observed. It was found that
where travelling waves occur, power-in (from the fluids to the pipe) occurs along
the majority of the length of the pipe across which the wave travels and then a
power-out region occurs at the pipe end at which the travelling waves terminate.
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Chapter 5
Proposals for future work
The results presented in this thesis have confirmed that the VIVIC code is capable of
producing accurate predictions of riser pipe VIV in the sub-critical Reynolds number
regime, for two simple flow profiles. The results have indicated that higher harmonic
VIV responses can make a significant contribution to overall fatigue damage; it would
therefore be interesting to determine whether their contribution is as significant
when less idealised flow conditions are imposed, for instance for flow profiles which
more closely resemble those that are encountered by risers deployed in offshore oil
fields around the world.
As the intended purpose of numerical codes such as VIVIC is to ultimately
provide the oil industry with accurate and reliable VIV prediction tools, the next
logical step would therefore involve validation of the code for the VIV of field-scale
risers in field-scale Reynolds number flows. Since the transition from the sub-critical
to critical Reynolds number regime involves significant changes in the nature of
vortex shedding it is possible that new challenges will be presented. Although it
has been reported that there is some insensitivity to VIV behaviour as Reynolds
number increases from the sub-critical to critical ranges, it is reasonable to expect
that the transition may well have significant computational implications, for example
concerning temporal and spatial resolution, which would have to be investigated
accordingly. As always where the validation of numerical codes is concerned, the
level of validation that is possible depends on the experimental and/or field data that
is available. Presently more and more field-scale data sets are becoming available,
although how readily these can be utilised for validation of numerical simulations
remains to be seen.
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