The value of a i that minimizes (1) is a i = 1 1 + k E{h(y rep,i )|y} + kh(y i ) .
Derivation of PPL for h(y) with incomplete data
Consider the loss function L{h(y rep ), a; h(y)} = L{h(y rep ); a} + kL{h(y); a}
When L{·} is squared error loss, the posterior predictive expectation of L minimized with respect to the action, a, is
E{(h(y rep,i ) − a i ) 2 |y obs , r} + k E{(h(y i ) − a i ) 2 |y obs , r}
Var{h(y rep,i )|y obs , r} + k
Var{h(y i )|y obs , r}
{E(h(y rep,i )|y obs ) − a i } 2 + k{E(h(y i )|y obs ) − a i } 2 .
1
The value of a i that minimizes (2) is a i = 1 1 + k E{h(y rep,i )|y obs , r} + k E{h(y i )|y obs , r} .
After substituting the value of a, we obtain
E{h(y i )|y obs , r} − E{h(y rep,i )|y obs , r} 2 .
Proof of Theorem I:
To prove Theorem I, we will examine each of the three terms individually. First we note that the condition that p(ω) and p(y obs , r; ω O ) are the same ensures p(ω|y obs , r) is the same for both models. For clarify and conciseness in the below, we let o = obs and m = mis.
Term 3: Clearly, under the conditions in the Theorem, E{h(y)|y o , r} is the same for a degenerate and non-degenerate model. We now show that E{h(y rep )|y obs , r} is equal as well.
The conditional expectation, E(y rep,m |y rep,o , r rep , ω) is the same under the degenerate and nondegenerate models and the other terms in the integrand are the same under both models.
Term 1:
Given that we showed for Term 3 that E{h(y rep )|y obs , r} is the same for both cases, we just need to show that E{h 2 (y rep )|y obs , r} is the same or larger in the non-degenerate (ND) model as the degenerate model. Using a similar development to Term 3, for the degenerate (D) model we have the following expectation (taken with respect to p(y rep,m |y rep,o , r rep , ω)),
The expression following the last inequality holds given the equality of the expectations
between the degenerate and non-degenerate models.
Term 2: Clearly, Var{h(y)|y obs , r} is equal to zero if p(y mis |y obs , r) is degenerate. If p(y mis |y obs , r)
is not degenerate, then this term will be positive.
2 Web Appendix B 
4
Closed form expectations for the mixture model in Section 4 for several choices of T (·)
Recall S = 3 j=1 r j . First, we derive the expectations for T (r, r • y) = r 3 y 3 − r 1 y 1 .
E y rep ,r rep |ω (r 3 y 3 − r 1 y 1 ) = E r rep |ω (r 3 E y rep |r rep ,ω y 3 − r 1 E y rep |r rep ,ω y 1 )
where,
1 .
Now we derive the expectations for T (r, r • y) = r 3 (r 3 y 3 − r 1 y 1 ). .7) 43.2(3.5) 84.7(7.1) MM2 41.9(3.7)
47.6(4.2) 89.5(7.6) T (r, r•y) = r T (r T y T − r 1 y 1 ) SM0 8.7(0.9) 8.9(0.9) 17.6(1.7) MM1 8.7(0.9) 9.4(0.9) 18.1(1.8) (130) 4262(254) MM2 2120 (127) 2186(133) 4305 (257) T (r, r • y) = T (r, r • y) = 
