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概 要
プランニング問題は，初期状態・目標状態・アクションの集合が与えられた時，
初期状態から目標状態へ変化させるまでのアクションの順序を求める問題である．
このようなプランニング問題は NP完全であるので多項式時間で解くことはでき
ない．しかし，プランニングは自律型ロボットや無人航空機の経路設定など多く
の実用的な問題に適用可能であり，プランニングを高速に解く意義は大きい．ま
た近年プランニングを高速に解く手法の一つとして，並列化の研究も行われるよ
うになったが，これらの研究は始められて日が浅く，並列プランナーはごくわず
かしか存在していないなど，並列化による高速化の余地はまだ多く残っている．
プランニングを解くアルゴリズムとしてSATプランニングがある．SATプランニ
ングは，初期状態からのアクション数 (ステップ数)以内に到達できる状態群の中に目
標状態があるかどうかを充足可能性問題(propositional boolean SATis¯ability:SAT)
に変換して解き，このステップ数を増加していくことでアクション数が最小の解
を求める手法である．
本研究では，SATプランニングを用いたプランナーであり IPC 2006で優勝した
逐次プランナーMaxPlanをベースに，三つの並列プランナーの設計と実装を行っ
た．c-plan-sは，MaxPlan内部で並列 SATソルバー c-satを使えるように改良し
たプランナーである．c-plan-mは，各ステップが独立して探索できることを利用
して，c-satで複数ステップを並行探索するプランナーである．c-plan-sは一ステッ
プに全プロセスを割り振るため，探索時間の大きなステップが存在する問題に対
して効果的であるが，大してプロセスが必要ないステップにまで全プロセスを使
うので，問題によってはリソースの大きな無駄となる．c-plan-mは複数ステップ
を並行探索するため効率が良いが，探索時間の大きなステップに対しても限られ
たプロセスしか使えないため，そのような問題には効果的でない．c-plan-pbは二
つのプランナーの長所を併せ持ち，通常は c-plan-mと同様に複数ステップを並行
探索するが，探索し終わったプロセスを探索に手間取っているステップに動的に
加えることで，そのような問題でも高速に解けるようになったプランナーである．
c-plan-pbはプロセスバランシングの特性からプロセスを加えるタイミング次第で
実行時間が大きく左右されるため，このタイミングについても評価実験し最適化
することで，より高速な並列プランナーの実現を目指した．
上記の三つのプランナーを 31PEsで，IPC 2002・2004・2006で使用された問
題 458題を解かせた結果，1800秒以内に解けた問題数はMaxPlanが 305問に対
して c-plan-sが 330問，c-plan-mは 324問，c-plan-pbは 336問とMaxPlanより
最大 31題以上多く解けた．またMaxPlanが解くのに 5分以上かかった問題に対
して，MaxPlanに対する平均性能向上比は c-plan-sが 5.1倍，c-plan-mが 3.1倍，
c-plan-pbが 4.3倍と大きな性能向上を得ることができた．
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1第1章 はじめに
1.1 研究の背景および目的
プランニング問題は，初期状態・目標状態・アクションの集合が与えられた時，
初期状態から目標状態へ変化させるまでのアクションの順序を求める問題である．
このようなプランニング問題は NP完全であるので多項式時間で解くことはでき
ない．しかし，プランニングは自律型ロボットや無人航空機の経路設定など多く
の実用的な問題に適用可能であり，プランニングを高速に解く意義は大きい．ま
た近年プランニングを高速に解く手法の一つとして，並列化の研究も行われるよ
うになったが，これらの研究は始められて日が浅く，並列プランナーはごくわず
かしか存在していないなど，並列化による高速化の余地はまだ多く残っている．
本研究では，SATプランニングを用いたプランナーであり IPC 2006で優勝し
た逐次プランナーMaxPlanをベースに，三つの並列プランナーの設計と実装を行
い，より高速な並列プランナーの実現を目指した．
1.2 論文構成
本論分の構成は以下のとおりである．2章は 3章以降の前知識として SATの概
要やアルゴリズム，ソルバーの分類について調査した内容を述べる．3章から 4章
まではプランニングの概要やアルゴリズム，プランナーの分類について調査した
内容を述べる．5章では本研究で実装した各 c-planの設計と実装について，6章で
は実験内容とその結果と考察について述べる．7章では並列プランニングの関連研
究について述べ，最後に 8章で本研究のまとめと今後の課題について述べる．
² 第 2章
SATや SATソルバーの概要について述べる．
² 第 3章
プランニングの概要について述べる．
² 第 4章
今まで開発されてきたプランナーについて述べる．
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² 第 5章
各 c-planの並列化手法とその実装方法について述べる．
² 第 6章
各 c-planの性能評価，及び結果と考察について述べる．
² 第 7章
並列プランニングの関連研究について述べる．
² 第 8章
本研究のまとめと今後の課題について述べる．
3第2章 SAT
本章では，後述するSATプランニングにおいて使用される充足可能性問題(propo-
sitional boolean SATis¯ability:SAT)について述べる．この章の内容は主に文献 [15] [10]
に基づいて再構成したものである．
2.1 SAT
2.1.1 概要
SAT問題とはある論理式が与えられたとき，その論理式が真になる (充足する)
ような変数の割り当てを求めるか，またはどのような割り当てをしても真になら
ない (充足しない)ことを示す問題である．
SAT問題はそのNP完全性から，多項式時間内に解くことはできない．しかし，
SAT問題はプランニングや電気回路のテスト，ソフトウェア検証など多くの実用
的な問題に適用することが可能であり，さらに効果的なアルゴリズムの発見が求
められている．
2.1.2 基本用語
本節では専門的な用語を多用するため基本的な用語について述べる．
² Variable
ブール変数．Trueもしくは Falseを割り当てる．
² Literal
各変数もしくは否定記号のついた変数をまとめて Literalと呼ぶ．
² Clause
Literalを論理和で繋げたものを指す．
² Decision
変数に対してTrueもしくは Falseの真偽値を割り当てることを指す．
² Con°ict（衝突）
変数割り当てを行なった結果，Clauseが偽となってしまう状態を指す．
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² Learn Clause (Lemma)
Con°ictの原因を解析し，特定の探索空間には解が無いことを学習する．そ
の際に学習結果として追加するClauseを Learn Clause (Lemma) と呼ぶ．
² Backtrack
Con°ictが生じた際に，変数割り当てをやり直すことを指す．
2.1.3 SAT問題の構成
SAT問題は以下のようなClauseを論理積で繋げた乗法標準形CNF（Conjunctive
Normal Form）という形式で表現される．そのため SAT問題を充足させる変数割
り当てを求めるということは，すべてのClauseが真となる変数割り当てを求める
ことと同義である．
例題¶ ³
式 = (a _ :d) ^ (:a _ :b _ c) ^ (b _ :c _ d)µ ´
この式の場合，a = T，b = F，c = F，d = Tという真偽値を割り当てること
で充足可能 (SATISFIABLE)となる．
2.1.4 SAT問題の種類
SATの問題はその性質において二つの種類に大きく分類できる．一つは，変数
がまったくランダムに並んでいて規則性がない問題である．この問題は変数が数
百程度のものでも難しく，なかなか解くことができない．もう一つは実アプリケー
ションから発生する問題である．この問題はある種の規則性や対象性などがあり，
そのため変数が数千～数万，数十万の問題でも解けることがある．
その他，真となるClauseの数が最大となる割り当てを求めるMAX-SAT，一つ
の変数が真偽の 2値ではなく，多数の値が取れる特殊な SATの問題など様々な種
類の SAT問題がある．
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2.2 SATソルバー
SATの探索アルゴリズムは充足不可能 (UNSATISFIABLE)も示すことが可能な
体系的アルゴリズムが主流となっている．本節では，体系的アルゴリズムを採用
した体系的 SATソルバーについて述べる．
2.2.1 概要
体系的アルゴリズムは，全解探索を行うアルゴリズムで，解があればその解を
見つけるまで探索を続け，解がないときはその解がないことを示すことができる．
体系的アルゴリズムを採用した近年の体系的 SATソルバーは Davis-Logemann-
Loveland algorithm（DPLLアルゴリズム）をベースとして改良されてきている．
例えばDPLLアルゴリズムに、非年代順バックトラック（non-chronological back-
tracking）と衝突学習（con°ict-driven learning）を提案した Silva，Sakallah，Ba-
yardo，SchragのCon°ict Driven Clause Learning(CDCLアルゴリズム)などがあ
る．これにより構造化された問題の探索速度は劇的に高まった．体系的 SATソル
バはデータ構造や変数選択アルゴリズム，推論，衝突学習など多数の手法から構
成されているため，コードの短さに比べて中身は非常に複雑になっている．
また多くの SAT問題で，UNSATISFIABLEを判定することが重要とされてお
り，体系的アルゴリズムの必要性は高いと言われてる．
2.2.2 CDCLアルゴリズム
体系的アルゴリズムの代表であり，現在の SATソルバーの主流となっている
CDCLアルゴリズムについて述べる．CDCLアルゴリズムは以下の 4つのフェー
ズに大きく分けられる．
² 変数選択 (Decision)
ヒューリスティックに従って変数の割り当てを行う．decide next branch()が
このフェーズの処理に対応する．
² 推論 (Deduction)
連鎖的な変数の割り当てを行う．これは変数選択フェーズで変数の割り当て
を行ったことで，その変数が関係する clauseを真にするためにその clauseの
他の変数の割り当てが決まってしまうというものである．この割り当てが決
定してしまう clauseや literalのことを unit clauseと呼ぶ．unit clause rule
は推論フェーズを実現する様々な手法の中で最も効果が高い．deduce()がこ
のフェーズの処理に対応する．
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² 衝突の解析と学習 (Analyze Con°ict & Learning)
探索の結果，衝突が生じた際に，衝突の原因を lemmaと呼ばれる clauseと
して学習する．lemmaの学習によって，以降の探索では同じ衝突が起こらな
くなる．analyze con°ict()がこのフェーズの処理に対応する．
² バックトラック (Backtrack)
衝突が起きた結果，今まで行ってきた変数割り当てをやり直す．backtrack()
がこのフェーズの処理に対応する．
CDCLアルゴリズム¶ ³
status = preprocess();
if (status != UNKNOWN) return status;
while (true) {
decide_next_branch();
while (true) {
status = deduce();
if (status == CONFLICT) {
blevel = analyze_conflict();
if (blevel == 0)
return UNSATISFIABLE;
else backtrack(blevel);
}
else if (status == SATISFIABLE)
return SATISFIABLE;
else break;
}
}
µ ´
CDCLアルゴリズムはまず，どの変数にも値は割り当てられていない状態から
始める．ここで，割り当てられていない変数を free valiableと呼ぶ．次に，関数
preprocess()で SATソルバーは解を出すために問題に対して，unit clauseの割り
当てやそれに伴う連鎖的な割り当てを行い簡単に充足可能性について判定する．こ
の前処理で結果を出すことができなければ，分岐点の free valiableに値を割り当て
る．この操作を変数のDecisionと呼び，変数はDecisionの後に decision levelを持
つことになる．これは関数decide next branch()で行われる．分岐の後，SAT問題
はDecision結果を元に，簡素化される．関数 deduce()は，現在のDecisionセット
から，与えられた問題を SATISFIABLEにするのに必要な変数割り当てを決定す
る推論処理（Deduction）を実行する．分岐の後にDeduction結果として割り当て
られる変数は，Decision時と同じ decision levelであると仮定する．Deductionの
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後，すべてのClauseが満たされていれば，その問題は SATISFIABLEとなり，変
数割り当てが衝突を起こしている（con°icting clauseが存在している）ならば，分
岐した現在の変数割り当てが解を満たす割り当てではないので，SATソルバはバッ
クトラックしDecisionからやり直す．どの decision levelにバックトラックするか
は関数 analyze con°ict()で決定している．level 0へのバックトラックはどの分岐
も存在しないことを示しており，つまりその問題はUNSATISFIABLEである．関
数 analyze con°ict()では，SATソルバは分析処理をし，以降の探索で探索空間を
削るために現在の変数割り当ての衝突から情報を得る．このプロセスは衝突学習
（con°ict-driven learning）と呼ばれる．与えられた問題が現在の変数割り当ての下
で満たされていない，または衝突が起こっていない場合，SATソルバは分岐を繰
り返すため，別の変数を選ぶ．
2.3 Minisat
2.3.1 概要
MiniSatは SAT Competition 2005で優秀な成績を残したCDCLアルゴリズムを
ベースとした SATソルバーである．Minisatの各CDCLフェーズの詳細は以下の
通りである．またMiniSatで使用するデータの多くが solver構造体に格納されて
いる．以下に solver構造体の一部の概要を示す．
² int size
問題に存在する変数の数
² vecp clauses
問題の clause．探索の途中で不要となった clauseは適宜削除されていく．
² vecp learnts
探索の途中で学習した lemma
² vecp* wlists
2-literal watchingにより監視されている clauseへのポインターを持つ
² double* activity
各変数の activity
² lbool* assigns
各変数の割り当て値
² clause **reasons
偽となってしまった変数割り当ての原因となった clauseを変数ごとに持つ
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² int* levels
各変数の decision level
2.3.2 変数選択
MiniSat v1.14.1では，変数選択の際に，ある一定の確率でランダムにDecision
を行い，それ以外は activityに基づいたDecisionを行っている．各変数は初期値
0の activityを持っており，衝突に関係した変数の activityは増加されていく．ま
た，各変数の activityは定期的に減少していくようになっているため，衝突に関係
した変数が選択されやすくなっている．
2.3.3 推論
MiniSat v1.14.1では，各 clauseの先頭二つの literalをポインターを使って常に
監視する 2-literal watchingを採用している．監視している literalに対して変数割
り当てが行われた場合，その literalを更新し常に未割り当ての literalを監視する
ことによって unit clauseとそれに伴う連鎖的な割り当てを適切なタイミングで適
用していく．
2.3.4 衝突の解析と学習
衝突が生じた場合，偽となってしまった clauseを基に，原因の解析を行う．各
変数ごとに，偽となる割り当ての原因となった clauseを reason，割り当てが行わ
れた decision levelを levelに格納しており，それらを利用して衝突の解析を行って
いく．また解析の際に，衝突に関係した変数 activityと，lemmaの activityをイン
クリメントしている．その後，学習した lemmaをデータベースに追加する．
2.3.5 バックトラック
衝突が生じた際に学習した lemmaが unit literalとなる decision levelまで，バッ
クトラックを行う．その後の探索は，推論フェーズから順に行っていく．
2.3.6 restart
ある程度探索を進めていくと，局所解に陥らないように，一定のタイミングで
restartを行い，全ての割り当てを取り消し，一から探索を再開する．学習した
lemmaは失われないため，今までの探索が無駄になることはない．MiniSat v1.14.1
では衝突の回数に応じて restartを行っている．
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2.3.7 lemmaの管理
lemmaは探索木の枝刈りに役立つ反面，推論の際にチェックする clauseが増え
て内部処理が重くなるといった弊害もある．そのため，学習する lemma量を制限
しており，lemmaに与えられた activityが小さいものから削除していく．
2.4 c-sat
2.4.1 概要
c-satはMinisatをベースにMessage Passing Interface(MPI)を用いて並列化さ
れた SATソルバーである．c-satは，lemmaの管理と配布を行う方法として，マス
ター・ワーカーモデルを採用している．マスターは lemmaの管理と配布を，ワー
カーは探索を進める．ワーカーは各々が専用の clauseデータベースを持っており，
Message Passingによって lemmaを交換する．ワーカー間での通信は行わず，全
てマスターを通して情報のやり取りを行っている．また，図 2.1のようにマスター
は複数のワーカーを管理する子マスターと，複数の子マスターを管理する親マス
ターの多段構造をとっており，1つのマスターが管理するワーカーが多過ぎて通信
待ちが起こるのを避けている．
図 2.1: c-satの構成図
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2.4.2 異なるランダムシード
本実装では，98%の割合で特定のヒューリスティックに従い，変数選択を行ってい
るが，2%の割合でランダムシードを種とする変数選択 (Random Decision)を行っ
ている．各PEに異なるランダムシードを与えることにより，Random Decisionで
選択する変数が異なるようにすることによって，探索木の重複をできる限り避け
るようにしている．
2.4.3 異なるヒューリスティック
本実装では，MiniSatが採用していた lemmaを利用した変数選択法であるVSIDS
と呼ばれるヒューリスティックと，literal activityに基づいた変数割り当てを行う
ヒューリスティックの二つを採用している．並列実行する際各PEは，二つのヒュー
リスティックのいずれかに従って変数選択を行っている．
2.4.4 lemma共有
各 PEが学習した lemmaを交換することにより，探索木の枝刈りの情報を共有
し，探索木の大幅な削減を実現できる．他 PEが衝突を起こした変数割り当ての
組み合わせを繰り返さないためには，頻繁に lemmaを交換しなければならないが，
通信コストが膨大になってしまうため，通信のタイミングと交換する lemma量は
ある程度制限する必要がある．
2.4.5 lemma共有量の制限
lemmaは探索木の削減に寄与するが，論理的には冗長であるため，多く持ちす
ぎると内部処理が増加してしまう．また，学習した全ての lemmaを交換すると通
信量が膨大になってしまう．そのため，探索木の削減に役立つ良い lemmaのみを
交換する必要がある．しかし，SATは問題によって学習する lemmaの長さは大き
く異なる．また一般に探索が進むに連れ，平均 lemma長は大きくなっていく．ま
た，問題によって平均 lemma長が大きく異なることも既に知られている．以上よ
り，共有する lemmaの制限値を静的に決めることは難しい．本実装では，lemma
を交換する際に，未交換の lemmaの平均長に基づいて動的に制限 lemma長を設定
し，効率的な lemma共有を実現している．
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第3章 プランニング
本章では，本研究が対象とするプランニングについて述べる．この章の内容は
主に文献 [6] [13] [5]に基づいて再構成したものである．
3.1 プランニング
3.1.1 概要
プランニングとは，状態，初期状態・アクション群・終了状態が与えられた時，
初期状態から終了状態にまで至るアクションの順序を求める問題である．
プランニングはロボットの経路探索や無人航空機の進路決定など多くの実用的
な問題に適用することが可能であり，さらに効果的なアルゴリズムの発見が求め
られている．
3.2 定義
STRIPS形式の古典的プランニング問題を示すための諸定義を行う．ここでの
定義は文献より引用した．
² リテラル
命題 f に対し，f またはその否定 :f をリテラルと呼ぶ．::f = f である．
² 状態 s
状態を表す命題の集合をSとした時，すべての命題 f 2 Sについて，正また
は負のリテラルのいずれかを含む集合を状態 sと定義する．
s = P [ f:f j f 2 S n Pg，P µ Sが成り立つ．
アクション a = hp; eiとした時，p; eはそれぞれアクションの前提条件と効
果を表すリテラルの集合であり，S中の命題から構成される．
² 状態 sでアクションを実行した後の状態 execa(s) p µ sかつ eが無矛盾な場
合 (互いに補なリテラルを含まない場合)，アクション a = hp; eiが状態 sにお
いて実行可能であるという．この時，execa(s)は以下のように定義される．
execa(s) = e [ ff 2 s j f =2 e ^ :f =2 eg
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aが sにおいて実行可能でない場合には，execa(s)は定義されない．
アクションの列 a1; a2; ¢ ¢ ¢ ; an(s)に対し，
execa1;a2;¢¢¢;an(s) = execan(¢ ¢ ¢ execa2(execa1(s)) ¢ ¢ ¢)とする．
3.2.1 プランニング問題
状態を表す命題の集合をS，初期状態を I，アクションの集合をA，目標条件を
表すリテラルの集合をGとした時，プランニング問題 ¼は ¼ = hS; I; A;Giと定義
される．STRIPS形式の古典的プランニング問題においては，プラン長が最も短
いプランを最適なプランとしている．
3.2.2 逐次プラン
プランニング問題 ¼に対し，G µ execa1;a2;¢¢¢;an(I)である時，アクション列
a1; a2; ¢ ¢ ¢ ; anを逐次プランと呼ぶ．逐次プランでは，任意の 2つのアクション間に
順序関係が成り立つ．逐次プランにおける最適プランは，アクション数が最も少
ないプランである．
3.2.3 並列プラン
逐次プランにおいて，いくつかのアクションについて実行順序を定める必要が
ないプランのことを並列プランと呼ぶ．つまり並列プランでは，どのアクション
から実行しても，あるいは同時に実行しても良い．並列プランには 8-ステッププ
ランと 9-ステッププランの二つのプランが存在する．並列プランにおける最適プ
ランは，以下の二通りの考え方がある．
² ステップ数を最小化する
² プランに含まれる総アクション数を最小化する
8-ステッププラン
プランニング問題 ¼に対し，以下の条件を満たす状態の列 s0; ¢ ¢ ¢ ; slが存在する
時，アクション集合の列 hA0; ¢ ¢ ¢ ; Al¡1i 2 (2A)l(l ¸ 0)が 8-ステッププランと呼ぶ．
1. s0 = I.
2. 各 i 2 f0; ¢ ¢ ¢ ; l ¡ 1gについて，Aiに含まれるすべてのアクションの任意の
並び a1; ¢ ¢ ¢ ; anに対し，execa1;¢¢¢;an(si) = si+1．
3. G µ sl．
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8-ステッププランとは，各Aiに含まれるアクションを任意の順序で実行して良い
プランである．
9-ステッププラン
プランニング問題 ¼に対し，以下の条件を満たす状態の列 s0; ¢ ¢ ¢ ; slが存在する
時，アクション集合の列 hA0; ¢ ¢ ¢ ; Al¡1i 2 (2A)l(l ¸ 0)が 9-ステッププランと呼ぶ．
1. s0 = I.
2. 各 i 2 f0; ¢ ¢ ¢ ; l¡ 1gについて，Aiに含まれるすべてのアクションのうち，少
なくとも 1つの並び a1; ¢ ¢ ¢ ; anに対し，execa1;¢¢¢;an(si) = si+1．
3. G µ sl．
並列プランにおける各Aiをステップと呼ぶ．
3.3 IPC
国際プランニング競技会 (Internatinal Planning Competition:IPC)はプランナー
の性能を競う大会として 2000年より隔年で行われてきた．IPCは 2006年まで古
典的プランニング問題を扱っていたが，最新の 2008年から解の基準が大きく変わ
り単純な古典的プランニング問題を解く部門はなくなった．
3.3.1 ～IPC 2006
STRIPS形式の古典的プランニング問題を扱っている．ステップ数が最小のプ
ランを最適解と定義しており，多くのプランナーが SATプランニングを使用して
いた．
² Optimal Plan
最適解を見つけた問題数を競う．
² Satis¯cing Plan
最適解を求める必要はないが，最適解に近いほど高い得点を得られ，この得
点を競う．
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3.3.2 IPC 2008
アクションにコストを付加したことにより，探索目的が最短アクションのプラ
ンではなく，最小コストのプランへと変わった．すべてのアクションコストが等
しいと考えると，総アクション数の最小なプランを最適解と定義しているのと同
様である．IPC 2008では，SATプランニングを用いたプランナーよりヒューリス
ティックスベースのプランナーの方が速かった．
² Deterministick Track
次の状態が完全に現在の状態から決定され，エージェントのみがアクショ
ンを行う決定論的プランニング問題．IPC 2006であった Optimal Planや
Satis¯cing Planもここに位置づけられる．
² Uncertainly Track
エージェントとは別の力が働き，次の状態が一意に定まらない不確実的プラ
ンニング問題．
² Learning Track
エージェントが学習を繰り返し，その学習した知識を元にアクションを起こ
す学習付きプランニング問題．
本研究では，IPC 2006のOptimal Plan，つまり最短ステップの 8-ステッププラ
ンの導出の高速化を目標としている．
3.4 PDDL
プランニング問題はPDDL(Planning Domain De¯nition Language)と呼ばれる
文法で定式化されている．PDDLは 2つのファイルから構成される．一つはドメ
インファイルと呼び，その問題グループで共通の基本となる要素で構成されてい
る．もう一つは問題ファイルと呼び，その問題だけの特徴を記述したものから構
成されている．PDDLは IPC 2000で仕様が初めて定められ，最新の IPC 2008で
は ver 3.1になっている．PDDLの種類には以下のものがある．
² STRIPS(STanford Research Institute Problem Solver) 状態・目標・アクショ
ンを表現
² ADL(Action Description Language) STRIPSの不十分な表現を補う
² 特殊言語階層的タスクネットワークのためのもの
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第4章 プランナーの種類とアルゴリ
ズム
本章では，様々な探索手法を採用したプランナーについて述べる．この章の内
容は主に文献 [3] [14] [16] [17] [18] [2] [1] [12] [7]に基づいて再構成したものである．
4.1 Graphplan
4.1.1 概要
Avrim Blum氏とMerrick Furst氏，John Langford氏が作成したプランナー．プ
ランニング問題をプランニンググラフに変換した後，体系的探索アルゴリズムに
よって解となるプランを求めている．プランニンググラフに変換し解となるプラ
ンが確実に存在しない探索空間を除外することによって，その後の体系的探索の
実行速度を改善した．
4.1.2 プランニンググラフへの変換アルゴリズム
4.2 BLACKBOX
4.2.1 概要
Henry Kautz氏とBart Selman氏が作成した SATプランナー．プランニンググ
ラフを SATに変換して解くことでいらない Clauseを省くことに成功した．その
後このアルゴリズムは改良され，グラフプランニングよりも高速に解けるように
なった．
4.2.2 従来のSATプランニングのアルゴリズム
プランニング問題を直接 SAT問題に変換するアルゴリズムを以下に示す．
1. 初期状態は時刻 0において真であり，目標状態は時刻mにおいて真である．
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2. 各奇数時刻 iにおいて，すべてのアクションはその前提条件と効果を含意する．
3. 各奇数時刻 iと各命題に対し，説明的フレーム公理 (explanatory frame ax-
ioms)を追加する．これは命題の真偽値の変化が，あるアクションを実行す
ることにより発生したことを含意する．もし命題の真偽値が変化しないので
あれば，そのときは no¡ opアクションが含意される．
4. 各奇数時刻 iと矛盾するアクションの組®; ¯に対し，:®_:¯という形式の
clauseを追加する．ここで，二つのアクションが矛盾するとは，片方の前提
条件と他方の効果とが矛盾する場合をいう．
4.2.3 プランニンググラフからSATへの自動変換アルゴリズム
BLACKBOXで採用されたプランニンググラフから SAT問題に変換するアルゴ
リズムを以下に示す．なお，以降に出てくる SATプランニングはこのプランニン
ググラフから SAT問題へ変換しているもののことを指す．
1. 初期レベルL0 = ff1; ¢ ¢ ¢ ; fsgはレベル 0において真であり，目標 fg1; ¢ ¢ ¢ ; gtg
はレベルmにおいて真である：f 01 ^ ¢ ¢ ¢ ^ f 0s ^ gm1 ^ ¢ ¢ ¢ ^ gmt ．
2. レベル iにおいて相互排他関係にある二つのアクション a; bは同時に成立し
ない：:ai _ :bi．
3. アクションは，その前提条件を含意する．すなわち，レベル iのアクション
aと辺で結ばれている．レベル i¡ 1の命題 p1; ¢ ¢ ¢ ; pnに対し，以下の式を追
加する：ai ¾ pi¡11 ^ ¢ ¢ ¢ ^ pi¡1n ．
4. 偶数レベル iに含まれる命題は，それらを効果としてもつレベル i ¡ 1の
アクションの選言を含意する．すなわち，レベル iの命題 f と辺で結ばれ
ているレベル i ¡ 1のアクション a1; ¢ ¢ ¢ ; an に対し，以下の式を追加する：
f i ¾ ai¡11 ^ ¢ ¢ ¢ ^ pi¡1n ．
4.3 MaxPlan
4.3.1 概要
MaxPlan[2]は IPC 2006のOptimal Plan部門で優勝したプランナーである．Max-
Planは SATプランニングを採用しており，その内部SATソルバーにはMinisatが
使用されている．またMaxPlanでは SATISFIABLEの問題の方が UNSATISFI-
ABLEの問題より全解探索を行う必要がない分，高速であることを利用した後ろ
向き探索や，探索空間を削るために離れたステップに含まれる命題（アクション）
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間における相互排他関係の抽出を行っている．ソースコードに準拠した探索アル
ゴリズムを以下に示す．
1. プラン長（ステップ）を 1とする．
2. ステップ内の状態群に目標状態が存在すると仮定し，プランニング問題を
SAT問題に変換する．
3. SAT問題を解く．SATISFIABLEならば，このステップが最適解なのでMax-
Planを終了する．
4. ステップを 1大きくして，手順 2からやり直す．
MaxPlanで使われる専門用語を以下に示す．
² layer
ステップ数のこと．1から始まり最大 100まで増えていく．
² res
SATソルバーからの返り値を格納している．SATの場合 0，UNSATの場合
2になる．
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4.3.2 MaxPlanのエンコーディング時間と SATにかかる時間の
関係
MaxPlanの処理はプランニンググラフを SAT問題に変換するエンコーディング
部分と SAT問題を解く部分の二箇所に大きく分けられる．そこで，MaxPlanにお
けるエンコーディング時間とSAT問題を解くのにかかった時間を比較し，MaxPlan
において最も時間がかかる箇所の特定を行った．全体の実行時間が 10秒以上かか
る問題 90問における比較結果を図 4.1に示す．エンコーディング時間が全体の実
行時間の 50%以上を占めた問題はわずか 8問であったのに対し，SAT問題にかかっ
た時間が全体の実行時間の 50%以上を占めた問題は 82問であった．またこの 82問
における SAT問題にかかった実行時間の割合の平均は 92%と先の 8問を除けば，
SAT問題にかかる時間は全体の 90%以上を占めていることが確認できた．このこ
とから SAT問題を解く時間の短縮がMaxPlanの実行速度の向上につながりやす
いことが分かった．
図 4.1: MaxPlanのエンコーディング時間と SAT問題にかかる時間の比率
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4.4 CO-PLAN
4.4.1 概要
CO-PLANは IPC 2008で 4位に入賞したSATプランニングを用いたプランナー
である．CO-PLANの動作フローを図4.2に示す．CO-PLANはまず，プランニング
問題をプランニンググラフに変換し，それをSAT問題に落とす．それからCORSat
というコスト計算も可能な SATソルバーに解かせ，解の導出後にそのステップを
最長のプランとして前向き探索を行って最適解を求める．
図 4.2: CO-PLANの動作フロー
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第5章 並列プランナー
c-plan(Clustered-Plan)
c-plan(Clustered-Plan)はMaxPlanをベースにクラスタ向けに並列化したプラン
ナーである．本研究では，実行速度が向上しやすいと考えられる三つの並列化手法を
考案し，それぞれ設計・実装した．この三つの並列化手法を適用したc-planを，それ
ぞれ c-plan-s(Single-layer)，c-plan-m(Multi-layer)，c-plan-pb(Process Balancing)
と呼ぶ．本章では，各 c-planの概要，及びその設計と実装について述べる．
5.1 c-plan-s(Single-layer)
5.1.1 概要
MaxPlanはその内部で SATソルバーを使用している．この内部 SATソルバー
Minisatは逐次実行のMinisat v1.14.1をベースにプランニングに必要なプランニ
ンググラフからMinisatが持つCNFの内部形式に変更する関数などを追加してい
る SATソルバーである．そこで，同じMinisat v1.14.1から派生した並列 SATソ
ルバー c-satをこの内部で使用できるように改良実装したプランナーが c-plan-sで
ある．そのため，c-plan-sの構成は図 2.1とほぼ同様である．
c-plan-sは本研究で実装した他の並列プランナーに比べて，1layerあたりに割り
当てられるPE数が最も多くなるため，最適解となる layerが短く，探索に時間が
かかる layerが少ない問題に有効であると考えられる．
5.1.2 設計と実装
c-plan-sの設計と実装について述べる．基本的な動作はMaxPlanとほぼ同様で
あるが，内部でMinisatを使う部分を c-satに変更している．また，c-satの場合，
SAT問題を高速に解くことを重視しているため，解の探索が終了すると，それ以
降のMessage Passing通信は無視される．しかしMaxPlanでは layerが増加する
度に繰り返し SATソルバーを使う必要があるため，例えば直前に解いた layer時
に起こった終了通信が現在解いている layerの通信に送信され，間違った layerで
終了する場合があるなど，無視した通信が予期せぬエラーを起こす可能性がある．
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そこでこの通信を無視せず，一回の layerで完結するように c-satのソースコード
を修正した．また，c-satは探索した問題の解は解いたワーカーしか持っていない．
しかし，これも繰り返し SATソルバーを使うプランニングでは，すべての PEが
同じように問題に取り組めなくなるため致命的である．そこで，元々MaxPlanが
解をファイル出力していたのを利用して，解いたPEはファイルの出力を行い，他
のPEは作成後そのファイルを読み込むことで，全PE間で解を保持するように変
更した．
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5.2 c-plan-m(Multi-layer)
5.2.1 概要
文献からMaxPlanに代表される SATプランニングにおいては，各 layer iにお
ける SAT問題Piはそれぞれ独立して生成し探索することが可能である．この性質
を利用して，複数の layerを同時に別々の c-satで探索するように設計・実装した
プランナーが c-plan-mである．その構成図を図 5.1に示す．
c-plan-mは同時に複数の layerを探索していくため解くべき layerが多い問題に
対して有効であると考えられる．しかし，c-plan-sに比べて 1layerあたりに割り当
てられるPE数は少なくなるため，探索に時間がかかる layerが存在した場合，限
られたPEで探索しなければならない分，c-plan-sほど高速に探索することは出な
いと考えられる．
図 5.1: c-plan-mの構成図
5.2.2 設計と実装
c-plan-mの設計と実装について述べる．c-plan-sではすべてのPEが解の情報を
持つ必要があったが，c-plan-mでは複数の layerから送られてくる解を管理し，実
行を終了すべきかどうかを通信する管理PEが必要となる．ここでは管理PEのこ
とをプランマスターと呼ぶ．c-plan-mにおいて各 layerで実行される c-satは，通
信をなるべく減らすため，常に決まったステップを探索するようにした．例えば
31PEsで実行した場合，6PEsで実行される c-satが 5つとプランマスターが 1PE
という構成で実行される．そして各 c-satは 1,2,3,4,5ステップ目を最初に探索し，
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次は 6,7,8,9,10と今まで探索していたステップ+5を次に解くようにしている．こ
れにより c-plan-mの通信コストは c-plan-sと比べてプランマスターとの通信コス
トが増えた分だけですむ．
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5.3 c-plan-pb(Process Balancing)
5.3.1 概要
上述したように，c-plan-mは複数の layerを同時に探索できるという強みがある
が，各 layerに割り当てられるPE数が少なくなるため，探索に時間がかかる layer
が存在すると高速に解くことはできない．c-plan-pbは，各 PEの役割を動的に変
え，探索に時間がかかる layerに対して探索中に新たにPEを追加できるプロセス
バランシング機能を実装することで，layer数が多い問題にも，探索に時間がかか
る layerが存在する問題にも対応した並列プランナーである．
5.3.2 プロセスバランシング
c-plan-sでは，すべてのプロセスが一つの layerに取り掛かるため，解くのに時
間がかかる layerがある問題に対しては有効であるが，逆に解くべき layerが多い
問題に対してはあまり効果は出ない．また c-plan-mでは，解くべき layerが多い問
題に対して有効であるが，解くのに時間がかかる問題に対しては c-plan-sに比べ
て少ないPE数で解かなくてはならないため，c-plan-sほど速く解くことは出来な
かった．プロセスバランシングは通常は c-plan-mと同じように複数の layerを解
くようにPEに対して命令するが，解くのに時間がかかる layerを見つけると，そ
の layerを解いている c-satに動的にPEを加えるよう命令を出し，より多くのPE
数でその layerを解かせるというものである．プロセスバランシングのプロセス追
加条件は Layer0sRunningT ime ¸ THRESHOLD TIMEである．
c-plan-pbの具体的な動作図を図 5.2に示す．c-plan-pbにおけるプランマスター
は解の情報を管理するだけでなく，PEの采配も行うため，ここからは c-plan-m
とは違うという意味を込めてプロセスバランサーと呼ぶ．動作図では，layer1の
c-satが UNSATISFIABLEを出力し，プロセスバランサーが他の c-satが現在探
索中のステップにかかっている時間を計測している状況である．この時間が閾値
THRESHOLD TIME以上の場合，プロセスバランサーは layer1を解いていた子
マスターに新しい layer6の探索を，THRESHOLD TIME以上の場合，その layer2
の探索を行うように命令する．
5.3.3 設計と実装
c-plan-pbにおいて，プロセスバランサーは子マスターにしか命令していない．
これはワーカーも含めた全PEに命令するように設計すると，PE数が多くなった
際に，多くの PEがプロセスバランサーとの通信待ちに時間を割き，探索に時間
をかけられなくなってしまうためである．そこで通信量をできる限り減らすため
に，命令対象を全PEではなく子マスターのみに限定し，親マスターは c-plan-mと
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図 5.2: c-plan-pbの動作図
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変わらず，31PEsの場合には自身が解いたステップ+5を探索するようにし，ワー
カーは子マスターからの命令に合わせて動くようにした．これにより子マスター
以下の PEはまとまって動くようになっている．
また，SATISFIABLEと UNSATISFIABLEの問題では SATISFIABLEの問題
の方が一般に全解探索をしなくてすむ分高速である．このことを利用して，SAT-
ISFIABLEの layerを見つけた場合，それまで行っていた小さい layerからの探索を
やめ，SATISFIABLEの直前の layerから小さい方へ探索していくようにした．こ
のプロセスバランシングの layer決定法の例を図 5.3に示す．この図は小さい layer
から探索し，既に layer18が SATISFIABLEと判明した後に，layer14がUNSAT-
ISFIABLEと判明した場面である．この時探索方向は layer17から 16へと layerの
大きい方から小さい方へと探索されるようになる．このようにすると，layer15が
最適解の場合には実行速度が遅くなってしまうが，layer17が最適解の場合にはこ
ちらのアルゴリズムの方が速い．また，文献より最適解に近づくほど探索に時間が
かかる場合が多いことが分かっている．つまり通常の探索方向が小さい layerから
探索されているのであれば，この図は layer17の探索が始まった後に layer18の探索
が始まり，先に layer18が SATISFIABLEで解けたということになるので，layer17
がUNSATISFIABLEで，layer18が最適解である可能性が高いと考えられる．
図 5.3: プロセスバランシングの layer決定法
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第6章 評価実験
本章では，c-plan-s，c-plan-m，c-plan-pbの三つのプランナーの評価実験を行
った．
6.1 使用する問題
実験にはプランナーの性能を競う大会 IPC(International Planning Competition)
2002，2004，2006で使用された問題 591問を使用した．
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6.2 検証クラスタさつき
検証クラスタさつきは独立行政法人産業技術総合研究所が配備・管理している
クラスタマシンである．さつきは実験の目的に応じて，大容量メモリー高速演算
クラスタX，Yと大規模演算クラスタA，B，Cの大きく分けて 2種類のクラスタ
より構成されており，本研究ではこの検証クラスタに並列処理ライブラリとして
mpich2-1.2.1を用いて，各実験を行った．
表 6.1: 検証クラスタさつきのマシンスペック
cluster X B C
kernel Linux 2.6.26
distribution Debian GNU/Linux
CPU
AMD Opteron 8222 Intel Xeon E5450 Intel Xeon E5450
3GHz Dual Core × 8 3.0GHz Quad Core 3.0GHz Quad Core × 2
nodes 28 16 16
PEs 448 64 128
memory 256GB 24GB 48GB
network 10Gbps 1Gbps
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6.3 c-plan-pbのプロセス追加タイミングについて
SATプランニングは最適解のステップに近づくにつれて急激に探索時間が増える
ことが知られている．よって，この探索時間が急激に増えるタイミングTHRESH-
OLD TIMEを見計らってPEを振り分けるようにするのが最も効率的なプロセス
運用につながると考えた．本研究では，このTHRESHOLD TIMEの最適値を見つ
けるために，c-plan-pbの各ステップの探索に最も近い状態である c-plan-s 6PEsで
プランニング問題を解かせた．c-plan-s 6PEsの実行結果を図 6.1に示す．図 6.1は，
c-plan-s 6PEsで解いたプランニング問題全 176題において，直前の layerの 2倍以
上の実行時間がかかった layer L2の実行時間を右側に，直前の layer L1の実行時間
を左側にプロットしたものである．この図から分かるように，20秒を THRESH-
OLD TIMEとして設定すると，122題の問題がL2の実行中にプロセス追加の条件
Layer0sRunningT ime ¸ THRESHOLD TIMEを満たすことができる．残りの
18題も含めるようにTHRESHOLD TIMEを設定すると，プロセス追加の条件が
厳しくなりすぎてしまい，118題の問題が急激に実行時間が増えてもプロセスが追
加されなくなってしまう．
図 6.1: c-plan-s 6PEsの実行結果とそれに基づくTHRESHOLD TIMEの決定
6.4 MaxPlanと各 c-planの性能比較 30
6.4 MaxPlanと各c-planの性能比較
本研究では，MaxPlanと各 c-plan 31PEsに IPC 2002，2004，2006で使われた
全 458題を制限時間 1800秒で解かせた．ただし制限時間内に解けなかった問題も
1800秒で解けたとして計算する．また c-plan-m，c-plan-pbは 1ステップあたり
6PEsの計 5ステップを同時に探索するようにしている．実験結果を表 6.2，図 6.2
に示す．表中ではMaxPlan，c-plan-s，c-plan-m，c-plan-pbをMP，s，m，pbと
略記し，また全 458題の内，解けた問題数を solved，解くのにかかった総実行時
間 (sec)を alltimeとする．speedupはMaxPlanが 5分以上かかった問題の内，何
れかのプランナーが解けた 61題の平均性能向上比とする．
実験結果から，総実行時間と平均性能向上比においては c-plan-sが最も値が良
かった．このことから単純に複数ステップを解くより，1ステップに集中して解
く方が高速に解けることが分かった．ただし，この結果は PE数が 31PEsの場合
であり，PE数を増やしていくと，c-plan-sは 1ステップに過剰な PE数が割り当
てられるため実行速度が落ちてしまう．逆に c-plan-m，c-plan-pbは同時に探索す
るステップ数や 1ステップあたりに割り当てる PE数を増やせるため，実行速度
は上がると思われる．またMaxPlanの解けた問題数が 305題に対し，c-plan-sは
330題，c-plan-mは 324題，c-plan-pbは 336題と，解けた問題数では c-plan-pbが
最も多かった．総実行時間と平均性能向上比については c-plan-sに及ばなかった
が，これは図 6.2の c-plan-sと c-plan-pbの実行時間のプロットから分かるように，
c-plan-pbのプロセスバランシングにかかる通信オーバーヘッドなどの影響で，中
規模の問題では c-plan-sの方が速く解けることが原因であると考えられる．
表 6.2: MaxPlanと各 c-planの性能評価
MaxPlan c-plan-s(31PEs) c-plan-m(31PEs) c-plan-pb(31PEs)
solved 305 330 324 336
alltime(sec) 300,889 246,491 262,547 251,329
speedup 1.0 5.1 3.1 4.3
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図 6.2: c-plan-sと c-plan-pbの実行時間の関係
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第7章 関連研究
本章では，並列プランニングに関連のある研究をいくつか述べる．
7.1 nplan
Jussi Rintanen氏が開発したマルチコア向けのプランナーである．同時に複数の
ステップの SAT問題を解くことで従来の SATプランナーより効率的な解の探索
を行っている．また，最短のプラン長を見つける必要がない場合，探索中の複数
ステップの中で小さいステップほどマシンリソース（PEや時間）を多く割くこと
により，比較的最適解に近いステップで解が得られることを示した．
7.2 A*探索の並列化
IPC 2008の解の基準の変化により，プランナーはヒューリスティックスに基づ
くプランナーが優勢となった．オープンリストとクローズリストを利用して節点
の展開を行う A*アルゴリズムの並列化を設計し，実装した．IPC 2008で使われ
たPegsolと Sokobanの各 30問を使用し，128PEsで問題を解いた場合，Pegsolの
合計実行時間は 1PE時の 49.3倍，Sokobanの合計実行時間は 1PE時の 38.1倍ま
で高速化した．
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第8章 まとめと今後の課題
8.1 まとめ
本研究では，三種類の並列プランナーを実装し，MaxPlanと性能を比較した．
8.1.1 c-plan-s
MaxPlanに c-satを組み込んだ c-plan-sを実装した．MaxPlanと c-plan-sの比較
実験から，c-plan-sはMaxPlanに比べて 25題多く解くことができた．また，総実
行時間においてもMaxPlanの 5分の 4にまで減らすことに成功し，5.1倍の平均
性能向上比を得られた．
8.1.2 c-plan-m
各ステップのSAT問題が独立して生成・探索できることを利用して，各ステップ
で同時に別々の c-satで解く c-plan-mを実装した．MaxPlanと c-plan-mの比較実験
から，c-plan-mの方が 19題多く解くことができた．また，総実行時間はMaxPlan
の 7分の 6まで減らし，3.1倍の平均性能向上比が得られた．ただし，c-plan-sよ
りは性能が低いことから，31PEsにおいては，単純に複数のステップを解くより
一つのステップに PEを集中させて解いた方が効率的であることが分かった．
8.1.3 c-plan-pb
c-plan-mにおいて，解くのに時間がかかっているステップに後から動的にプロ
セスを追加するプロセスバランサー機能を持った c-plan-pbを実装した．MaxPlan
と c-plan-pbの比較実験から，c-plan-pbの方が 31題多く解くことができた．また，
総実行時間においてもMaxPlanの 6分の 5まで減らすことに成功し，4.3倍の平
均性能向上比を得られた．c-plan-mより性能が高かったことからプロセスバラン
サー機能の有効性を確認できた．中規模の問題では，通信オーバーヘッドや役割
変更にかかる時間の影響から c-plan-sより実行時間が遅くなってしまう．逆に規模
が大きな問題に関しては，プロセスバランサーが効果的に働き，c-plan-sより実行
速度が速くなる問題が多いことが分かった．
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8.2 今後の課題
8.2.1 複数ステップ探索時における lemma再利用
各ステップで生成される SAT問題は，似ている箇所が多いため，各ステップで
探索中に得られた lemmaが他のステップでの探索に利用可能な場合がある．そこ
で c-plan-pbにおいて，探索中のステップ間で利用可能な lemmaを送受信するこ
とで，より高速な解の探索を行う．
8.2.2 プロセスバランシングの改良
本研究ではプロセスバランシングは各 layerの実行時間を元にプロセスの振り分
けを行っている．このプロセスバランシングのより細かい調整を行ったり，より
効果的なアルゴリズムを考案し，c-plan-pbの更なる高速化を目指す．
8.2.3 アクションコストへの対応
プランニング問題はより現実に則した問題を扱うため，IPC 2008よりアクショ
ンにコストが付加され，かかったアクションコストが最小のプランを最適解とさ
れるようになった．c-planもそれに対応させ，より現実的な問題を解けるように
する．
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