Introduction
In the construction of integration schemes for the numerical solution of evolution equations the coefficients of the schemes are usually determined as solutions of certain systems of polynomial equations. The obvious requirement that all terms up to a certain order O(τ p ) in the Taylor expansion of the local error with respect to the step-size τ vanish, usually leads, if applied in a naive way, to a far over-determined system of equations. In some cases, however, due to the special structure of the local error, the fact that a small subset of terms vanishes already implies that all terms up to order O(τ p ) in the Taylor expansion vanish. This leads to a minimal, non-redundant system of equations, the so-called order conditions, see for instance [2] .
As it turns out, this is in particular the case for (generalized) exponential splitting methods for the numerical solution of evolution equations of the form 4 ∂ t u(t) = Au(t) + Bu(t), t ≥ t 0 , u(t 0 ) = u 0 , A, B ∈ C d×d (and also for Magnus-type integrators considered below). Here one step u n+1 = S(τ )u n with step-size τ is specified by an approximation S(τ ) = S J (τ ) · · · S 1 (τ ) of the exact solution operator E(τ ) = e τ (A+B) , where the factors S j (τ ) are exponentials whose applications S j (τ )y to vectors y ∈ C d can be effectively computed. Prototypical examples are for instance the classical second order Strang splitting S(τ ) = e 
or the 4th order generalized splitting S(τ ) = e 
proposed in [5, 13] . The analysis of the structure of the local error L(τ ) = S(τ ) − E(τ ) = S J (τ ) · · · S 1 (τ ) − e τ (A+B) and the resulting derivation of order conditions is advantageously carried out in a purely formal way by introducing non-commutative symbols A, B representing respectively τ A, τ B, and considering the formal expression corresponding to L(τ ) with τ A, τ B substituted by A, B. Thus, with a slight generalization anticipating an application to Magnus-type integrators, we study expressions of the form X = e ΦJ · · · e Φ1 − e Ω ,
where Φ 1 , . . . , Φ J , and Ω are linear combinations of non-commutative symbols and commutators thereof. In particular, in Theorem 2 of Section 3 the structure of the leading term in the formal series expansion of such expressions is characterized, which leads to the derivation of order conditions in Theorem 3. These theoretical considerations of Section 3 are essentially a review of the theory developed in [9, Section 2], which extends and generalizes results from [2] . The main focus of the present paper is on a concrete implementation of the generation of order conditions according to Theorem 3 in the computer algebra system Maple. 5 This can be realized in a very efficient way, utilizing a new algorithm derived in [9] for the computation of coefficients of words (i.e., finite products of non-commutative symbols) in expressions like (3) involving exponentials, whose concise Maple implementation is reproduced in its entirety in Section 2. 6 Our approach is thus a relevant contribution compared to previous work on the generation of order conditions, see, e.g., [8, Section III.5] or [3] .
Finally in Section 4, after a brief review of material from [1, 9] on Magnus-type integrators for the numerical solution of non-autonomous evolution equations of the form
we consider a non-trivial application of the theory of Section 3: We compute in a systematic way the coefficients of all 8th order commutator-free self-adjoint Magnus-type methods involving the minimum number of 8 exponentials.
Coefficients of Words in Expressions Involving Exponentials
Let A denote a fixed set of non-commutative variables. Given an expression X in these variables involving exponentials like (3) we want to calculate real or complex coefficients
X is thus represented as an element of C A , the algebra of formal power series in the non-commutative variables in A. Here, A * denotes the set of all words over the alphabet A, i.e., the set of all finite products (including the empty product Id) of elements of A.
A Family of Homomorphisms
In [9] an efficient algorithm for the computation of coeff(w, X) was derived, which is based on a suitably constructed family of maps {ϕ w : w ∈ A * }, where for each word w = w 1 · · · w ℓ(w) ∈ A * of length ℓ(w) ≥ 1, ϕ w (X) is an upper triangular matrix in C (ℓ(w)+1)×(ℓ(w)+1) whose entries are coefficients of subwords of w in X,
Here w i:j−1 = w i w i+1 · · · w j−1 denotes the subword of w of length j − i, starting at position i and ending at position j − 1.
Theorem 1 ([9, Theorem 2.4]). The map ϕ w defined by (4) is an algebra homomorphism
i.e.,
(ii) ϕ w preserves the multiplicative structure,
Furthermore, if coeff(Id, X) = 0, then
where the exponential of the strictly upper triangular and thus nilpotent matrix ϕ w (X) is exactly computable in a finite number of steps.
Maple Implementation of the Algorithm
It follows that for a given expression X, a recursive application of ϕ w (the recursion terminates with well-defined values ϕ w (a) for the "atoms" a ∈ A) yields ϕ w (X), from which one can read off coeff(w, X) as the element at the upper right corner, coeff(w, X) = ϕ w (X) 1,ℓ(w)+1 , cf. (4). By organizing this calculation in a more efficient way, the function phiv defined in the Maple code displayed below computes phiv(w, X, v) = ϕ w (X) · v for a vector v ∈ C ℓ(w)+1 without explicitly generating the matrix ϕ w (X). It recursively traverses the expression tree representing the expression X. At each node of the tree the evaluation branches out depending on whether the current node represents a non-commutative symbol (the atomic case which terminates the recursion), -a sum of subexpressions, -a product of subexpressions, -a power of a subexpression, -a commutator of subexpressions, or an exponential of a subexpression.
Finally, the function wcoeff 7 computes coeff(w, X) via coeff(w, X) = first component of phiv(w, X, (0, . . . , 0, 1) T ).
The elements of the alphabet A are represented within Maple as noncommutative symbols, which are provided by the package Physics. Note that except for providing such non-commutative symbols (and the type Commutator) we do not need or use any further feature of the package Physics. Words w ∈ A * are represented as lists of non-commutative symbols. 
Order Conditions for Exponential Integrators
In this section we review the theory developed in [9, Section 2], which extends and generalizes results from [2] . We consider expressions of the form (3),
where the exponents Φ 1 , . . . , Φ J , and Ω are linear combinations of noncommutative symbols and commutators thereof, i.e., elements of [C A ], the free Lie algebra generated by the non-commutative symbols of a given alphabet A, which in a natural way is embedded in the algebra C A of formal power series in these symbols.
In the applications we are interested in, S = e ΦJ · · · e Φ1 represents an exponential integrator for the numerical solution of an evolution equation, and E = e Ω represents the exact local solution operator for this equation. We can interpret (5) as the error of the approximation S of E, i.e., X represents the local error of the exponential integrator S.
Grading of Words and Homogeneous Lie Elements
We consider a grading function on the alphabet A,
and extend it to
grade(w j ).
We call Ψ ∈ [C A ] a homogeneous Lie element of grade q if it can be expanded in C A to a linear combination of words all of the same grade q. The decomposition
into a direct sum of subspaces makes [C A ] a graded Lie algebra, cf. [12] .
Remark 1. In the applications we are interested in, the symbols a ∈ A represent objects which depend on a (small) parameter τ > 0 (for instance, a time increment). The grading (6) is chosen such that it reflects the order of magnitude of the represented objects,
For example, in the case of an application to splitting methods with step-size τ ,
cf. Section 1.
Leading Error Term
The following theorem states that the leading error term Θ of the approximation e ΦJ · · · e Φ1 of e Ω is a homogeneous Lie element of some grade q.
(and the remainder R contains the terms of grade > q min ), then Θ can be represented as a linear combination of commutators, i.e., Θ is a homogeneous Lie element of grade q min .
To illustrate Theorem 2 we consider as an example X = e 0, 0, 0, 0, 0, 0, 0, holds, where the X j,k ∈ g k are the components of Φ j = k X j,k with respect to the decomposition (7) . It follows that a single exponential e Φ is self-adjoint, if and only if Φ is a sum of homogeneous Lie elements of odd grade, Φ = X 1 + X 3 + . . . , X k ∈ g k . It was proved in [9, Theorem 2.2] that in (8) the grade q min of the homogeneous Lie element Θ is necessarily odd if e ΦJ · · · e Φ1 and e Ω are both self-adjoint.
Symmetry
A product of exponentials S = e ΦJ · · · e Φ1 , Φ j ∈ [C A ] is called self-adjoint or symmetric, 8 if Φ J−j+1 = k (−1) k+1 X j,k , j = 1, . . . , J
Lyndon words and Lyndon bases
For a homogeneous Lie element Θ of grade q like the one given in (8) let
be its representation in a basis B q of the subspace g q of (7) . Furthermore, let W q ⊂ A * be a set of words of grade q such that the matrix
is invertible. Then it follows from c w = coeff(w, Θ) = b∈Bq c b coeff(w, b) for w ∈ W q , and thus (c w ) w∈Wq = T q · (c b ) b∈Bq , that the coefficients c b in (9) can be computed as
Suitable choices for such a set W q and basis B q are respectively the set of Lyndon words of grade q and the corresponding Lyndon basis [6, 11] , see Tables 1 and 2 .
Order Conditions
The following main result of this section is an easy consequence of the previous considerations.
Theorem 3 ([9, Theorem 2.3]). If for Φ 1 , . . . , Φ J , Ω ∈ [C A ] the order conditions 
are satisfied for all Lyndon words of grade q ≤ p, then
and thus q min ≥ p + 1 in (8).
If e ΦJ · · · e Φ1 and e Ω are both self-adjoint, then we may assume that p is even, and (13) holds already if the order conditions (12) are satisfied only for all Lyndon words of odd grade q ≤ p.
In view of Remark 1 in Subsection 3.1 we can interpret (13) as the statement
i.e., e ΦJ · · · e Φ1 is an approximation of e Ω of order p + 1. Next we compute the leading error term Θ of the approximation S of E = e A+B , cf. (8) . To this end we take W 5 and B 5 from Table 1 and compute T 5 , (c w ) w∈W5 , and (c b ) b∈B5 according to (10) 
Example

Magnus-Type Integrators
In this section we apply the theory of Section 3 with the aim of constructing Magnus-type integrators for the numerical solution of non-autonomous evolution equations
One step (t n , u n ) → (t n+1 , u n+1 ) of step-size τ of such an integrator is given by
where S(τ, t n ) ≈ E(τ, t n ) approximates the exact local solution operator E(τ, t n ) = e Ω(τ,tn)
given by the Magnus series Ω = Ω(τ, t n ), see [8, Section IV.7].
Legendre expansions
To construct S(τ, t n ) we expand A(t n + t) on the interval [t n , t n + τ ] into a series of shifted Legendre polynomials,
The matrix-valued coefficients A k given by
depend on both t n and τ and satisfy
In terms of these coefficients the Magnus series in (15) is given by
Order Conditions for Magnus-Type Integrators
We consider Magnus-type integrators (14) of the form S(τ, t n ) = e ΦJ (τ,tn) · · · e Φ1(τ,tn) ,
where the Φ j are linear combinations of (commutators of) approximations A k ≈ A k obtained by applying a suitable quadrature formula to (16). To apply the theory of Section 3 to such integrators, we note that (19) formally corresponds to an expression S = e ΦJ · · · e Φ1 with Lie elements Φ j ∈ [C A ] over an alphabet A = {A 1 , A 2 , . . . } with symbols A k representing A k ≈ A k , and with a grading grade(A k ) = k corresponding to (17), cf. Remark 1 in Subsection 3.1.
To set up order conditions according to Theorem 3 we need the Lyndon words from Table 2 , and, furthermore, we have to consider e Ω with Ω from (18), which is self-adjoint in the sense of Subsection 3.3. For coefficients of words w ∈ A * in e Ω (which in principle could be calculated with the algorithm of Section 2) we use the explicit formula 
8th Order Commutator-Free Magnus-Type Integrators
In this section we construct 8th order self-adjoint commutator-free integrators involving a minimum number of exponentials. In an ansatz for such a scheme only the generators A 1 , A 2 , A 3 , A 4 have to be considered, because it can be shown that coeff(w, e Ω ) = 0 for all words w of grade(w) ≤ 8 containing A k with k ≥ 5, see [1, Section 3.3] . 9 Corresponding to 22 Lyndon words of odd grade ≤ 8 over the alphabet A = {A 1 , A 2 , A 3 , A 4 } there are 22 order-conditions to be considered, see Theorem 3. This implies an ansatz involving 11 exponentials and 22 parameters to be determined; an 8th order scheme of this form was derived in [1, Section 4.4] . Also with this approach we found in [9, Section 4.4] a scheme where some exponentials commute, which can thus be joined together, resulting in an 8th order scheme involving only 8 exponentials. These schemes were found by a rather brute force computation. In contrast, using the following Maple code we are able to compute the coefficients of all 8th order self-adjoint schemes with 8 exponentials in a more systematic and efficient 10 way.
First, we define the self-adjoint ansatz for a scheme involving 8 exponentials.
> Physics[Setup](noncommutativeprefix = {A}): > S := exp(f11*A1-f12*A2+f13*A3-f14*A4)* exp(f21*A1-f22*A2+f23*A3-f24*A4)* exp(f31*A1-f32*A2+f33*A3-f34*A4)* exp(f41*A1-f42*A2+f43*A3-f44*A4)* exp(f41*A1+f42*A2+f43*A3+f44*A4)* exp(f31*A1+f32*A2+f33*A3+f34*A4)* exp(f21*A1+f22*A2+f23*A3+f24*A4)* exp(f11*A1+f12*A2+f13*A3+f14*A4): 9 Of course, this follows also from (20) by a direct computation. We now try to solve this system of equations. After a few minutes of computing time on a standard desktop PC, Maple finds a symbolic representation (involving RootOfs, which are Maple representations for roots of polynomial equations) of the general solution of the system, for which we compute all possible values in numerical form. It turns out that this computation (which again takes a few minutes) has to be done with very high precision, otherwise the results do not represent reasonable solutions with small residuals if substituted into the equations. We obtain 99 solutions altogether, 17 real solutions, and modulo complex conjugation 41 different complex solutions. Each solution determines 8 parameters of the ansatz S. There remain 8 parameters to be determined compared with 14 order conditions corresponding to the 14 = 22 − 8 remaining Lyndon words over A = {A 1 , A 2 , A 3 , A 4 } of odd grade ≤ 8. It is remarkable that the resulting over-determined system of equations always has a solution. To find a theoretical explanation for this fact is the topic of current investigations. Here, however, it is verified by a direct computation.
We select 11 one of the previously obtained 99 sets of 8 parameters, substitute it into the ansatz S, and set up 4 equations corresponding to 4 (out of 9) selected Lyndon words over A of odd grade ≤ 8 involving A 3 but not A 4 . The resulting system of equation is linear and readily solved. That this solution solves also the equations corresponding to the 5 = 9 − 4 not selected Lyndon words will be verified below. Analogously as before, we substitute the 12 already obtained parameters into the ansatz S, set up 4 equations corresponding to 4 (out of 5) selected Lyndon words over A of odd grade ≤ 8 involving A 4 , and solve the resulting linear system of equations. That the obtained solution solves also the equation corresponding to the not selected Lyndon word will again be verified below. Finally we print the calculated solution representing the 16 parameters f j,k of the ansatz S and compute its residual with respect to the order conditions corresponding to all Lyndon words over A of odd grade ≤ 8 (including those not previously selected). The tiny residual confirms that the obtained scheme indeed satisfies the order conditions for order p = 8 of Theorem 3. 
with coefficients a j,k given in Table 3 . For these coefficients the positivity condition is not satisfied, in agreement with the fact that this cannot be the case for real coefficients, see [10] . For some applications, however, it is essential for stability reasons that this condition is satisfied. This suggests to consider schemes with complex coefficients, see [4] . As was mentioned above, of the 99 parameter sets {f j,k } which can be computed by the above Maple code, 82 = 41 × 2 involve complex numbers. One of these parameter sets leads to the scheme (22) with coefficients given in Table 4 , for which (23) is satisfied.
