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Abstract
A prefix grammar is a context-free grammar whose nonterminals generate prefix-free languages. A prefix
grammar G is an ordinal grammar if the language L(G) is well-ordered with respect to the lexicographic
ordering. It is known that from a finite system of parametric fixed point equations over ordinals one can
construct an ordinal grammar G such that the lexicographic order of G is isomorphic with the least solution
of the system, if this solution is well-ordered. In this paper we show that given an ordinal grammar, one
can compute (the Cantor normal form of) the order type of the lexicographic order of its language, yielding
that least solutions of fixed point equation systems defining algebraic ordinals are effectively computable
(and thus, their isomorphism problem is also decidable).
Keywords: Algebraic ordinals; Ordinal grammars; Parametric fixed-point equations over ordinals;
Isomorphism of algebraic well-orderings
1. Introduction
Least solutions of finite systems of fixed points equations occur frequently in computer science. Some
very well-known instances of this are the regular and context-free languages, rational and algebraic power
series, well-founded semantics of generalized logic programs, semantics of functional programs, just to name
a few. A perhaps less-known instance is the notion of the algebraic linear orders of [2]. A linear ordering
is algebraic if it is (isomorphic to) the first component of the least solution of a finite system of fixed point
equations of the sort
Fi(x0, . . . , xni−1) = ti, i = 1, . . . , n,
where n1 = 0 and each ti is an expression composed of the function variables Fj , j = 1, . . . , n, the variables
x0, . . . , xni−1 which range over linear orders, the constant 1 and the sum operation +. As an example,
consider the following system from [5]:
F0 = G(1)
G(x) = x+G(F (x))
F (x) = x+ F (x)
In this system, the function F maps a linear order x to x + x + . . . = x × ω, the function G maps a linear
order x to x + G(x × ω) = x + x × ω + G(x × ω2) + . . . = x × ωω, thus the first component of the least
solution of the system is F0 = G(1) = ω
ω.
If the system in question is parameterless, that is, ni = 0 for each i, then the ordering which it defines
is called a regular ordering. An ordinal is called algebraic (regular, respectively) if it is algebraic (regular,
resp.) as a linear order. It is known [14, 3, 1, 5, 12] that an ordinal is regular if and only if it is smaller than
ωω and is algebraic if and only if it is smaller than ωω
ω
.
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To prove the latter statement, the authors of [5] applied a path first used by Courcelle [9]: every
countable linear order is isomorphic to the frontier of some (possibly) infinite (say, binary) tree. Frontiers of
infinite binary trees in turn correspond to prefix-free languages over the binary alphabet, equipped with the
lexicographic ordering. Moreover, algebraic (regular, resp.) ordinals are exactly the lexicographic orderings
of context-free (regular, resp.) prefix-free languages [10] (prefix-free being optional here as each language can
be effectively transformed to a prefix-free order-isomorphic one for both the regular and the algebraic case).
Thus, studying lexicographic orderings of prefix-free regular or context-free languages can give insight to
regular or algebraic linear orders. The works [3, 4, 6, 1, 10, 14, 18, 22] deal with regular linear orders this way,
in particular [18] shows that the isomorphism problem for regular linear orders is decidable in polynomial
time The study of the context-free case was initiated in [1], and further developed in [5, 7, 25, 11, 12, 8, 17].
Highlighting the results from these works that are tightly connected to the current paper: the case of
regular linear orders is well-understood, even their isomorphism problem (that is, whether two regular linear
orders, given by two finite sets of fixed-point equations, are isomorphic) is decidable. For algebraic linear
orders, there are negative results: it is already undecidable whether an algebraic linear ordering is dense,
thus (as there are exactly four dense countable linear orders up to isomorphism) the isomorphism problem
of algebraic linear orders is undecidable. On the other hand, deciding whether an algebraic linear order is
scattered, or a well-order, is decidable. The frontier of decidability of the isomorphism problem of algebraic
linear orderings is an interesting question: for the general case it is undecidable, while for the case of regular
ordinals it is known to be decidable by [18] and [16]. In [5], it was shown that a system of equations defining
an algebraic ordering can be effectively transformed (in polynomial time) to a so-called prefix grammar G (a
context-free grammar whose nonterminals each generate a prefix-free language), such that the lexicographic
order of the language generated by G is isomorphic to the algebraic ordering in question. If the ordering is
a well-ordering (i.e. the system defines an algebraic ordinal), then the grammar we get is called an ordinal
grammar, that is, a prefix grammar generating a well-ordered language with respect to the lexicographic
ordering.
In this paper we show that given an ordinal grammar, the order type of the lexicographic ordering of the
language it generates is computable (that is, we can effectively construct its Cantor normal form). Hence,
applying the above transformation we get that the Cantor normal form of any algebraic ordinal is computable
from its fixed-point system presentation, thus in particular, the isomorphism problem of algebraic ordinals
is decidable.
2. Notation
When n ≥ 0 is an integer, [n] denotes the set {1, . . . , n}. (Thus, [0] is another notation for the empty
set ∅.)
Linear orders, ordinals
In this paper we consider countable linear orderings. A good reference on the topic is [19]. A linear
ordering (I,<) is a set I equipped with a strict linear order: an irreflexive, transitive and trichotome relation
<. When the order < is clear from the context, we omit it. Set-theoretic properties of I are lifted to (I,<),
thus we can say that a linear order is finite, countable etc. When (I1, <1) and (I2, <2) are linear orders,
their (ordered) sum is (I1, <1) + (I2, <2) = (I1 ⊎ I2, <) with x < y if and only if either x ∈ I1 and y ∈ I2, or
x, y ∈ I1 and x <1 y, or x, y ∈ I2 and x <2 y. A linear ordering (I ′, <′) is a subordering of (I,<) if I ′ ⊆ I
and <′ is the restriction of < onto I ′. In order to ease notation, we usually use < in these cases in place of
<′ and so we will simply write (I1, <) + (I2, <) = (I,<) or even I1 + I2 = I in the case of sums.
A linear ordering I is called a well-ordering if there are no infinite descending chains . . . < x2 < x1 < x0
in I. Clearly, well-orderings are closed under (finite) sums and suborderings, and they are also closed under
ω-sums: if I1, I2, . . . are pairwise disjoint linear orderings, then their sum I = I1 + I2 + . . . is the ordering
with underlying set
⋃
i Ii and order x < y if and only if x ∈ Ii and y ∈ Ij for some i < j, or x, y ∈ Ii for
some i and x <i y, which is well-ordered if so is each Ii.
Two linear orders (I,<i) and (J,<j) are called isomorphic if there is a bijection h : I → J with x <i y
implying h(x) <j h(y). An order type is an isomorphism class of linear orderings. The order type of the
2
linear order I is denoted by o(I). Clearly, if two orderings are isomorphic and one of them is a well-ordering,
then so is the other one. The ordinals are the order types of well-orderings (for a concise introduction see
e.g. the lecture notes of J. A. Stark [21]). The order types of the finite ordered sets are identified with
the nonnegative integers. The order type of the natural numbers themselves (whose set is N0 = {0, 1, . . .},
equipped by their usual ordering) is denoted by ω, while the order types of the integers and rational numbers
are respectively denoted by ζ and η. Since if o(I) = o(I ′) and o(J) = o(J ′), then o(I + J) = o(I ′ + J ′),
the sum operation can be lifted to order types, even for ω-sums. For example, ω + ω is the order type
of {0, 1} × N, equipped with the lexicographic ordering (b1, n1) < (b2, n2) if and only if either b1 < b2 or
(b1 = b2 and n1 < n2). Note that 1 + ω = ω but ω + 1 6= ω.
The ordinals themselves are also equipped with a relation < so that each set of ordinals is well-ordered
by <, namely o1 < o2 if o1 6= o2 and there are linear orderings I and J such that o(I) = o1, o(J) = o2 and
I is a subordering of J . With respect to this relation, every set Ω of ordinals have a least upper bound (a
supremum)
∨
Ω (which is also an ordinal), moreover, for each ordinal α, the ordinals smaller than α form
a set.
Each ordinal α is either a successor ordinal in which case α = β + 1 for some smaller ordinal β, or a
limit ordinal in which case α =
∨
β<α
β, the supremum of all the ordinals smaller than α. These two cases are
disjoint. For an example, 0 =
∨
∅ is a limit ordinal, and it is the smallest ordinal; 1, 2 and 42 are successor
ordinals, ω is a limit ordinal, ω + 1 is again a successor ordinal, ω + ω is a limit ordinal and so on.
Since every set of ordinals is well-ordered, and to each ordinal α the ordinals smaller than α form a set,
the principle of (well-founded) induction is valid for ordinals: if P is a property of ordinals, and
• whenever P holds for α, then P holds for α+ 1 and
• whenever α is a limit ordinal and P holds for each ordinal β < α, then P holds for β,
then P holds for all the ordinals. (In practice we usually separate the case of α = 0 from the rest of the
limit ordinals.)
Over ordinals, the operations of (binary) product and exponentiation are defined via induction as follows:
α× 0 = 0 α× (β + 1) = α× β + α α× β∗ =
∨
β′<β∗
(α× β′)
α0 = 1 αβ+1 = αβ × α αβ
∗
=
∨
β′<β∗
αβ
′
where the equations of the last column hold for limit ordinals β∗.
Every ordinal α can be uniquely written as a finite sum
α = ωα1 × n1 + ω
α2 × n2 + . . .+ ω
αk × nk
where k ≥ 0 and for each 1 ≤ i ≤ k, ni > 0 are integers, and α1 > α2 > . . . > αk are ordinals. The ordinal
α1 in this form is called the degree of α, denoted by deg(α), and the sum itself is called the Cantor normal
form of α. The operations + and × are associative, and the above operations satisfy the identities
α× (β + γ) = α× β + α× γ αβ × αγ = αβ+γ (αβ)γ = αβ×γ
deg(α+ β) = max{deg(α), deg(β)} deg(α× β) = deg(α) + deg(β) deg(αβ) = deg(α)× β,
the last one being valid only when α ≥ ω. From deg(α+β) = max{deg(α), deg(β)} we get that if o1 ≤ o2 ≤
. . . are ordinals with deg(oi) < α for some ordinal α, then deg(o1 + o2 + . . .) ≤ α and equality holds if and
only if
∨
deg(oi) = α is a limit ordinal, in which case o1 + o2 + . . . = ω
α.
The following theorem from [24] gives lower and upper bounds for the order type of the union of two
well-ordered sets:
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Theorem 1. Let (I,<) be a countable well-ordered set and I = A ∪ B. Let us write the order types of A
and B as
o(A) = ωα1 × a1 + . . . ω
αn × an
o(B) = ωα1 × b1 + . . . ω
αn × bn
for an integer n ≥ 0, ordinals α1 > α2 > . . . > αn and integer coefficients a1, . . . , an, b1, . . . , bn ≥ 0 such
that max{ai, bi} ≥ 1 for each 1 ≤ i ≤ n.
Then
o(I) = ωα1 × c1 + ω
α2 × c2 + . . .+ ω
αn × cn
for some integer coefficients 0 ≤ c1, . . . , cn with ci ≤ ai + bi for each 1 ≤ i ≤ n, and c1 ≥ max{a1, b1}.
Observe that the Theorem can be applied as follows: if o(A) < ωα × N and o(B) < ωβ × M , then
o(A∪B) < ωmax{α,β}× (N +M − 1): writing out the Cantor normal forms explicitly for o(A) and o(B) we
would get the coefficients for ωmax{α,β} can be at most N − 1 and M − 1, respectively, making its coefficient
in o(I) to be at mostM+N−2, thus (as the main term cannot be larger than ωmax{α,β} in either one of o(A)
and o(B)) we get o(I) < ωmax{α,β}×(M+N−1). In particular, deg(o(A∪B)) = max{deg(o(A)), deg(o(B))}.
Order types of context-free languages
For a nonempty finite set (an alphabet) Σ of terminal symbols, also called letters equipped with a total
ordering <, let Σ∗ denote the set of all finite words a1a2 . . . an, with ε standing for the case n = 0, the empty
word, and let Σω denote the set of all ω-words a1a2 . . .. The set of all finite and ω-words is Σ
≤ω = Σω ∪Σ∗.
When u = a1 . . . an is a finite word and v = b1b2 . . . is either a finite or an ω-word, then their product is the
word u · v = a1 . . . anb1b2 . . ., also written uv. Also, when u = a1 . . . an is a finite word, then its ω-power is
the word uω = a1 . . . ana1 . . . ana1 . . . which is ε if u = ε and is an ω-word whenever u is nonempty.
Two (strict) partial orderings, the strict ordering <s and the prefix ordering <p are defined over Σ
≤ω as
follows:
• u <s v if and only if u = u1au2 and v = u1bv2 for some words u1 ∈ Σ∗, u2, v2 ∈ Σ≤ω and terminal
symbols a < b
• u <p v if and only if v = uw for some nonempty word w ∈ Σ≤ω (in particular, this implies u ∈ Σ∗).
The union of these partial orderings, the lexicographical ordering <ℓ = <s ∪ <p, simply written as <
when it is clear from the context, is a total ordering on Σ≤ω, which is a complete lattice with respect to <ℓ.
A language is an arbitrary set L ⊆ Σ∗ of finite words. The supremum of L, viewed as a subset of(
Σ≤ω, <ℓ
)
is denoted by
∨
L and is either a finite word u ∈ L, or an ω-word. The order type o(L) of L is
the order type of the linear ordering (L,≤ℓ). As an example, the order types of the languages a∗, a∗ ∪ {b}
and b∗a∗ are ω, ω + 1 and ω2, respectively. We say that L is well-ordered if so is (L,<ℓ). For example,
the previous three languages are well-ordered but a∗b is not (as it contains an infinite descending chain
. . . < aab < ab < b).
When K and L are languages, then their product is K ·L = {uv : u ∈ K, v ∈ L} and if u ∈ Σ∗, then the
left quotient of L with respect to u is u−1L = {v ∈ Σ∗ : uv ∈ L}, and of course,K∪L = {u : u ∈ K or u ∈ L}
is their union. We write K <ℓ L if u <ℓ v for each u ∈ K and v ∈ L. Thus, if K <ℓ L, then viewing them as
the linear orderings (K,<ℓ) and (L,<ℓ) we get their sum K +L = (K ∪L,<ℓ). We put an emphasis here
on the fact that taking the sum of two languages K and L is a partial operation, defined only if K <ℓ L.
When L is a language and u is a (possibly infinite) word, then let L<u and L≥u respectively denote the
languages {v ∈ L : v < u} and {v ∈ L : v ≥ u}. Then clearly, L = L<u + L≥u for any L and u. Note that
L<ε = ∅ and L≥ε = L, and also L<a·u = L<a + a
(
(a−1L)<u
)
, L≥a·u = a
(
(a−1L)≥u
)
+ L≥b for the least
letter b with a < b, if such a letter exists and L≥a·u = a
(
(a−1L)≥u
)
if a is the last letter of the alphabet.
Moreover, (K ∪ L)>u = K>u ∪ L>u and (K ∪ L)≥u = K≥u ∪ L≥u.
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A context-free grammar is a tuple G = (N,Σ, P, S) with N and Σ being the disjoint alphabets of
nonterminal and terminal symbols respectively, S ∈ N is the start symbol and P is a finite set of productions
of the form A→ α with A ∈ N being a nonterminal and α being a sentential form, i.e. α = X1 . . . Xn for
some n ≥ 0 and X1, . . . , Xn ∈ N ∪Σ. If α = uXβ for some u ∈ Σ∗, X ∈ N and β ∈ (N ∪Σ)∗, and X → γ
is a production, then α can be rewritten to uγβ, which is denoted by α ⇒ uγβ. The reflexive-transitive
closure of the relation ⇒ is denoted by ⇒∗. For any set ∆ of sentential forms, the language generated by ∆
is L(∆) = {u ∈ Σ∗ : α ⇒∗ u for some α ∈ ∆}. For brevity, when ∆ = {α1, . . . ,αn} is finite, we simply
write L(α1, . . . ,αn). Moreover, o(∆) denotes o(L(∆)).
The language L(G) generated by G is L(S). Languages generated by context-free grammars are called
context-free languages. Two context-free grammars G and G′ over the the same terminal alphabet are equiv-
alent if L(G) = L(G′) and order-equivalent if o(L(G)) = o(L(G′)). Any context-free grammar generating a
nonempty language of nonempty words can be effectively transformed into a Greibach normal form in which
the following all hold:
• each production has the form X → aX1 . . . Xn for some a ∈ Σ,
• each nonterminal X is productive, i.e., L(X) 6= ∅, and accessible, i.e., S ⇒∗ uXα for some u ∈ Σ∗ and
α ∈ (N ∪ Σ)∗.
Also, considering the grammar G′ = (N ∪ {S′},Σ, P ∪ {S′ → aS}, S′) for a fresh symbol S′, we get
L(G′) = a · L(G), and the order type of each X ∈ N is the same in both cases, and of course o(S) = o(S′).
Thus, to each grammar G one can effectively construct another one G′ in Greibach normal form, with
o(L(G)) = o(L(G′)).
Suppose α = aX1 . . .Xn is a sentential form of a context-free grammar G = (N,Σ, P, S) in Greibach
normal form and b is a terminal symbol. Then we define α<b, α≥b and b−1α as the following finite sets of
sentential forms:
α<b =
{
{α} if a < b
∅ otherwise
α≥b =
{
∅ if a < b
{α} otherwise
b−1α =


{ε} if a = b and n = 0
{X1 . . . Xn} if a = b, n > 0 and X1 ∈ Σ
{δX2 . . .Xn : X1 → δ ∈ P} if a = b, n > 0 and X1 ∈ N
∅ otherwise
Then clearly, L(α<b) = L(α)<b, L(α≥b) = L(α)≥b and L(b−1α) = b−1L(α). Extending these definitions
with ε<b = {ε}, ε≥b = b−1ε = ∅ and the recursion
α<b·u = α<b ∪ {b · (γ<u) : γ ∈ b−1α} α≥b·u = {b · (γ≥u) : γ ∈ b−1α} ∪α≥c
where c ∈ Σ is the first letter with b < c if such a c exists, otherwise
α≥b·u = {b · (γ≥u) : γ ∈ b−1α}
and (a · u)−1α =
⋃(
u−1γ : γ ∈ a−1α
)
we have L(α<u) = L(α)<u, L(α≥u) = L(α)≥u and L(u−1α) =
u−1L(α) for any sentential form α not beginning with a nonterminal and word u, moreover, each member
of any of these sets is still a sentential form not beginning with a nonterminal. Clearly, α<u, α≥u and u−1α
are all computable for any u and α.
A context-free grammar G = (N,Σ, P, S) is called an ordinal grammar if o(X) is an ordinal and L(X)
is a prefix-free language (that is, there are no words u, v ∈ L(X) with u <p v) for each nonterminal
X ∈ N . It is known [5] that to each well-ordered context-free language L there exists an ordinal grammar G
generating L. It is also known that for regular grammars (in which each production has the form A→ uB or
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A→ v) generating a well-ordered language L, order equivalence is decidable [23], while for general context-
free grammars, it is undecidable whether o(L(G)) = o(L(G′)) for two grammars G and G′: it is already
undecidable whether o(L(G)) = η holds (or that whether o(L(G)) is dense) [25]. In contrast, it is decidable
whether L(G) is well-ordered [11].
It is unknown whether the order-equivalence problem is decidable for two grammars generating well-
ordered languages.
In this paper we show that it is decidable whether o(L(G)) = o(L(G′)) for two ordinal grammars G and
G′. Thus, if there is an algorithm that constructs an ordinal grammar G′ for an input context-free grammar
G generating a well-ordered language (it is known that such an ordinal grammar G′ exists but the proof is
nonconstructive), then the order-equivalence problem is decidable for well-ordered context-free languages.
As any finite system E of fixed point equations over variables taking ordinals as values can effectively by
transformed into an ordinal grammar G such that o(L(G)) coincides with the least fixed point of the first
component of E [5], we also get as a byproduct that the Cantor normal form of an algebraic ordinal, given
by a finite system of fixed point equations, is effectively computable. Thus, the isomorphism problem of
algebraic ordinals is decidable.
3. Ordinal grammars
In this section we recall some known properties of ordinal grammars and then we prove that the order
type of the lexicographic ordering of a language, given by an ordinal grammar, is computable.
It is known from [5, 12] that the following are equivalent for an ordinal α:
1. α < ωω
ω
.
2. α = o(L(G)) for a context-free grammar G.
3. α = o(L) for a deterministic context-free language L.
4. α = o(L(G)) for an ordinal grammar G.
If G = (N,Σ, P, S) is a context-free grammar, we define the relation  on N ∪ Σ as follows: Y  X if
and only if X ⇒∗ αY β for some α,β ∈ (N ∪Σ)∗. Clearly,  is reflexive and transitive (a preorder): X ≈ Y
denotes that X  Y and Y  X holds. An equivalence class of ≈ is called a component of G. If Y  X
and they do not belong to the same component, we write Y ≺ X . As an extension, when α = X1 . . . Xn
is a sentential form with Xi ≺ X for each i ∈ [n], we write α ≺ X . Productions of the form X → α with
α ≺ X are called escaping productions, the others (when Xi ≈ X for some i ∈ [n]) are called component
productions.
A nonterminal X is called recursive if X ⇒+ αXβ for some α,β ∈ (N ∪ Σ)∗.
The following are known for ordinal grammars having only usable nonterminals:
Lemma 1 ([5], Proposition 4.9). If G is an ordinal grammar, then for any word X1 . . . Xn ∈ (Σ ∪N)∗,
o(X1 . . . Xn) = o(Xn)× o(Xn−1)× . . .× o(X1).
We will frequently use the above Lemma in the following form: if X → X1 . . . Xn is a production of the
ordinal grammar G (and thus L(X1 . . .Xn) ⊆ L(X)), then o(Xn)× o(Xn−1)× . . .× o(X1) ≤ o(X).
Lemma 2 ([5], Propositions 4.11, 4.15 and 4.16). To each recursive nonterminal X there exists a nonempty
word uX such that if X ⇒+ uXα for some u ∈ Σ∗ and α ∈ (N ∪Σ)∗, then u ∈ u
+
X .
Moreover, whenever X ⇒∗ w for some word w, then w <s u
ω
X.
Lemma 3 ([5], Corollary 4.10). If Y  X for the symbols X,Y ∈ N ∪ Σ, then o(Y ) ≤ o(X). So if
X ≈ Y , then o(X) = o(Y ).
For the rest of the section, let G = (N,Σ, P, S) be an ordinal grammar. Since it is decidable whether
L(G) is finite, and in that case its order type o(G) = |L(G)| is computable, we assume from now on that
L(G) is infinite.
Without loss of generality we can assume that G is in normal form:
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• G has only usable nonterminals: for eachX , there are words u, v, w ∈ Σ∗ with S ⇒∗ uXv andX ⇒∗ w.
• L(X) is infinite for each nonterminal X ;
• Each production in P has the form A→ aα for some A ∈ N , a ∈ Σ and α ∈ (N ∪ Σ)∗;
• All nonterminals different from S are recursive.
To see that such a normal form is computable, consider the following sequence of transformations, starting
from an ordinal grammar G:
1. Unusable nonterminals are eliminated applying the usual algorithm [15].
2. If L(A) is finite for some nonterminal A, then A gets replaced by all the members of L(A) on each
right-hand side and gets erased from the set of nonterminals. The result of this transformation is still
an ordinal grammar.
3. In particular, if A⇒∗ ε, then by prefix-freeness of L(A) we get that L(A) = {ε}, so after this step no
ε-transitions remain.
4. Chain rules of the form A→ B with A,B ∈ N also get eliminated by the usual algorithm which still
outputs an ordinal grammar as the generated languages do not change.
5. By Lemma 2, there are no left-recursive nonterminals, that is, no A ∈ N with A ⇒+ Aα for some
α ∈ (N ∪ Σ)∗. Hence, the relation B < A if A ⇒+ Bα for some α ∈ (N ∪ Σ)∗ is a partial ordering.
Thus, if we replace each rule of the form A→ Bα by A → β1α | β2α | . . . | βkα where β1, . . . ,βk
are all the alternatives of B, the process eventually terminates.
6. Finally, if X 6= S is a nonrecursive nonterminal with X → α1 | . . . | αn being all the alternatives of
X , let us erase X from N and replace X by one of the αi’s in all possible ways in the right-hand sides
of the productions. Clearly, this transformation does not change L(Y ) for any X 6= Y and reduces
the number of nonterminals in G. Applying this transformation for each nonrecursive nonterminal
different from S in some arbitrary order now results in an ordinal grammar in normal form.
Clearly, for each X it is decidable whether it is recursive, and if so, then an u ∈ Σ+ can be computed for
which X ⇒+ uXα for some α ∈ (N ∪ Σ)∗. Thus, uX can be chosen as the (still computable) primitive
root [20] of u.
We can show also the following:
Lemma 4. If G = (N,Σ, P, S) is an ordinal grammar in normal form, then for each rule X → X1 . . . Xn
in P one of the following holds:
1. either the production is an escaping one (clearly, for a nonrecursive nonterminal this is the only
option),
2. or Xi ≈ X for a unique index i ∈ [n], and Xj ∈ Σ for each j < i.
Proof. Assume that there is a production X → X1 . . .Xn for which none of the conditions hold. This can
happen in the following two cases:
1. If there are at least two indices i < j with Xi ≈ Xj ≈ X , then by Lemma 1 we get α × o(X) × β ×
o(X)× γ ≤ o(X) for some nonzero ordinals α, β and γ, which is nonsense since if G is in normal form,
L(X) is infinite, thus o(X) > 1.
2. Similarly, assume there is a unique index i ∈ [n] with Xi ≈ X (thus, Xj ≺ X for each j 6= i) and Xj is
a nonterminal for some j < i. Then again by Lemma 1 we get α×o(Xi)×β×o(Xj)×γ ≤ o(X) = o(Xi)
for some nonzero ordinals α, β and γ. Since with Xj being a nonterminal we have o(Xj) > 1, this is
again a contradiction.

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3.1. Operations on languages
In this subsection we aim to show that whenever α ∈ (N∪Σ)∗ for some ordinal grammarG = (N,Σ, P, S)
in normal form, both the supremum
∨
L(α) and whether
∨
L(α) is a member of L(α) or not, are computable
and also a technical decidability lemma which will be used in the proof of Theorem 2.
Let X be a recursive nonterminal. By Lemma 2, for each X ⇒+ w we have w <s uωX , so u
ω
X is an upper
bound of L(X). It is also clear that if X ⇒+ utXXv, then X ⇒
+ ut·kX Xv
k for every k ≥ 0. Hence for any
integer N > 0 there is a word w ∈ L(X) (say, w = uN ·tX w
′vN where w′ ∈ L(X) is an arbitrary fixed word)
such that uNX <ℓ w, and as
∨
N≥0
uNX = u
ω
X , we immediately get:
Lemma 5. Suppose X is a recursive nonterminal. Then
∨
L(X) = uωX . (Thus in particular, there is no
largest element in L(X), since L(X) consists of finite words only.)
It is obvious that for any a ∈ Σ we have
∨
L(a) = a and a ∈ L(a). For the case of nonrecursive
nonterminals (that can be at most S) we need to handle the operations union and product. For union, we
of course have
∨
(K ∪ L) =
∨
K ∨
∨
L and this element u belongs to K ∪ L if and only if u =
∨
K and
u ∈ K, or u =
∨
L and u ∈ L holds.
For product, we state a useful property first:
Proposition 1. If L is prefix-free and
∨
L exists, then either L <s
∨
L, or
∨
L ∈ L holds.
Proof. Assume neither of the two cases hold for the supremum of L. Then, since
∨
L /∈ L, we have
L <ℓ
∨
L. Thus, since L ≮s
∨
L, there is a word u ∈ L with u ≮s
∨
L and u <ℓ
∨
L, hence u <p
∨
L.
But since L is prefix-free, there is no word v ∈ L with u <p v, thus – as there is no largest element in L by∨
L /∈ L – there is a word v ∈ L with u <s v. But as u <p
∨
L, this yields
∨
L <s v, a contradiction since
v <ℓ
∨
L has to hold. 
This proposition entails the following:
Corollary 1. If K and L are nonempty prefix-free languages and both
∨
L and
∨
K exist, then
∨
(KL) =
{∨
K if K <s
∨
K;∨
K ·
∨
L otherwise,
and
∨
(KL) ∈ KL if and only if K ∈
∨
K and L ∈
∨
L.
Proof. If K <s
∨
K, then KΣ∗ <s
∨
K, so
∨
K is an upper bound of KL in that case. To see it’s the
smallest one, assume u <ℓ
∨
K. Since
∨
K is the supremum of K with respect to the total ordering <ℓ,
this means u <ℓ v for some v ∈ K. But for this v and an arbitrary w ∈ L we still have u <ℓ vw, hence u
cannot be an upper bound of KL. Thus,
∨
K =
∨
(KL).
If u =
∨
K ∈ K, then for any word v ∈ K and w ∈ L we have either v <s u, in which case vw <s ux
for any word x ∈ Σ≤ω, or v = u, in which case vw ≤ℓ u
∨
L since w ≤ℓ
∨
L. Thus,
∨
K ·
∨
L is an upper
bound of
∨
(KL). Again, if v <ℓ u
∨
L for some v, then either v <ℓ u in which case v <ℓ uw ∈ KL for any
w ∈ L, thus v cannot be the supremum of KL, or u <p v in which case v = uw for some w with w <ℓ
∨
L.
This in turn implies the existence of some w′ ∈ L with w <ℓ w′, thus v = uw <ℓ uw′ ∈ KL, hence v cannot
be an upper bound of KL, showing the claim.
The statement on membership is clear. 
Corollary 2. For any ordinal grammar G = (N,Σ, P, S) in normal form and α ∈ (N ∪Σ)∗, the supremum∨
L(α) is computable and one of the following cases holds:
•
∨
L(α) = u for some finite u ∈ Σ∗, and u ∈ L(α);
•
∨
L(α) = uvω for some finite u ∈ Σ∗ and v ∈ Σ+, and (of course) uvω /∈ L(α).
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Proof. We already established
∨
L(X) = uωX when X is a recursive nonterminal and that
∨
L(a) = a ∈
L(a) for terminals a ∈ Σ.
Also, for any α = X1X2 . . . Xn ∈ (N ∪Σ)+ we can compute
∨
L(α) with the recursion
∨
L(X1 . . . Xn) =


ε if n = 0∨
(X1) if n > 0 and
∨
X1 = uv
ω for some u ∈ Σ∗, v ∈ Σ+
u ·
∨
L(X2 . . . Xn) if n > 0 and
∨
X1 = u ∈ Σ∗
using Corollary 1.
Then, if X = S is a nonrecursive nonterminal and X → α1 | α2 | . . . | αn are all the alternatives for
X , then we have
∨
L(X) =
n∨
i=1
L(αi), which yields an inductive proof for the only possible nonrecursive
nonterminal S. 
Concluding the subsection, we show the following technical lemma:
Lemma 6. It is decidable for any context-free language L ⊆ Σ∗ and words u, v, whether there exists an
integer N ≥ 0 such that uvNΣ∗ ∩ L = ∅. (If so, then uvMΣ∗ ∩ L = ∅ for each M ≥ N .)
Proof. Let us define the following generalized sequential mappings f, g : Σ∗ → a∗: let
f(x) =
{
g(y) if x = uy
ε otherwise,
g(x) =
{
a · g(y) if x = vy
ε otherwise.
We have that if uvNΣ∗ ∩ L is nonempty, then f(L) contains some word of length at least N , and also, if
aN ∈ f(L), then uvNΣ∗ ∩ L is nonempty. Thus, there is such an integer N satisfying the condition of the
lemma if and only if f(L) is finite, which is decidable, since the class of context-free languages is effectively
closed under generalized sequential mappings [13]. 
3.2. The order type of recursive nonterminals
In this subsection we show that o(X) is computable, whenever X is a recursive nonterminal of an ordinal
grammar G = (N,Σ, P, S).
Clearly, for each a ∈ Σ we have o(L(a)) = 1. We will apply induction on the height of X , defined as
the length of the longest chain X1 ≺ X2 ≺ . . . ≺ Xn = X with each Xi in N ∪ Σ. (Thus, the height of the
terminals is 0, nonterminals have positive height.)
Since X is a recursive nonterminal, by Lemma 2 there is a (shortest, computable) nonempty word uX
such that
1. w <s u
ω
X for each w ∈ L(X);
2. whenever X ⇒+ uXα for some u ∈ Σ∗ and α ∈ (N ∪ Σ)∗, then u ∈ u+X .
This also implies that whenever X and Y are nonterminals belonging to the same component, then there is
a unique word u(X,Y ) <p uX such that u
ω
X = u(X,Y )u
ω
Y . Moreover we have:
Proposition 2. If Y → β is an escaping production for X ≈ Y , then u(X,Y ) · L(β) <s u
ω
X .
Proof. In this case, X ⇒+ u(X,Y )Yα for some sentential form α. Since L(β) ⊆ L(Y ) <s u
ω
Y , we get
u(X,Y ) · L(β) <s u(X,Y )u
ω
Y = u
ω
X . 
Now by Lemma 4 we can deduce that any (leftmost) derivation from X has the form
X ⇒ u1X1α1 ⇒ u1u2X2α2α1 ⇒ . . . (1)
⇒ u1u2 . . . unXnαn . . .α2α1 ⇒ u1u2 . . . unβαn . . .α2α1 ⇒
∗ w
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for some integer n ≥ 0, nonempty words u1, . . . , un ∈ Σ+ with u1 . . . un <p uωX , sentential formsα1, . . . ,αn,β ∈
(N ∪ Σ)∗ with β ≺ X , Xi ≈ X and αi ≺ X for each i ∈ [n].
By induction, o(β) is computable (applying Lemma 1) for each possible β ≺ Xi with Xi ≈ X and
production Xi → β. Moreover, o(α) is also computable for each α ≺ Xi with a production Xi → uiXi+1α,
Xi+1 ≈ Xi as there are only finitely many such productions.
Let v1 <s v2 <s . . . <s vℓ be the complete enumeration of those words vi with vi <s uX having the form
vi = ua with u <p uX .
Observe that L = L(X) is the disjoint union of languages of the form uNXviΣ
∗ ∩ L(X), with N ≥ 0 and
1 ≤ i ≤ ℓ. Moreover, whenever u ∈ uNXviΣ
∗ and v ∈ uMX vjΣ
∗, then N < M or (N = M and i < j) implies
u <s v. Thus, these languages form an ω-sequence with respect to the lexicographic ordering and we can
write L as
L = L1 + L2 + L3 + . . .
We will construct an increasing sequence of ordinals
o1 ≤ o2 ≤ o3 ≤ . . .
such that the following hold:
• for each i ≥ 1, there is a j ≥ 1 with o(Li) ≤ oj and
• for each j ≥ 1, there is an i ≥ 1 with oj ≤ o(Li).
This implies o(L) = o1 + o2 + o3 + . . .. Indeed: by the first condition we have
o(L) = o(L1) + o(L2) + . . . ≤ of(1) + of(2) + . . .
for some indices f(1), f(2) and so on. Let us define for each j the index g(j) as follows: g(1) = f(1) and for
each j > 1, let g(j) = max{g(j−1)+1, f(j)}. Then we have o(L) ≤ og(1)+og(2)+ . . . and g(1) < g(2) < . . ..
Thus, o(L) ≤ o1 + o2 + . . . holds (as the former order type is a sub-order type of the latter), the other
direction being symmetric.
Let us now consider one such language Lt. Then, Lt is a finite union of languages of the form
u1u2 . . . unL
′L(αn) . . . L(α2)L(α1) (2)
where u1 . . . un <p (uX)
N for some N depending only on t, moreover, applying Proposition 2 we get that
each such L′ has the form
(
(u1 . . . un)
−1uNXvj
)
Σ∗ ∩ L(β) = uMX′vΣ
∗ ∩ L(β), and for each i ≥ 0 there is a
production of the form Xi → uiXi+1αi (recall that due to the normal form each ui is nonempty) for some
nonterminals Xi ≈ X , X1 = X and Xn+1 → β with β ≺ X . Clearly, for any fixed N and vi, there are only
finitely many such choices.
We do not have to explicitly compute the order type of each such Lt, due to the following lemma:
Lemma 7. Assume o1 ≤ o2 ≤ . . . is a sequence of ordinals and K, L are languages with deg(o(L)),
deg(o(K)) < deg
(∨
oi
)
. Then o(K ∪ L) < oj for some index j.
Proof. Without loss of generality, let o(L) ≤ o(K). By Theorem 1 we have that o(K ∪L) < ωdeg(o(K))×T
for some integer T . It suffices to show that for each integer T > 0, there exists an oi with oi > ω
deg(o(K))×T .
Assume to the contrary that each oi is at most ω
deg(o(K)) × T ′ for some integer T ′. But then,
∨
oi ≤
ωdeg(o(K)) × T ′ and thus deg(
∨
oi) ≤ deg(o(K)), a contradiction. 
Equipped by our lemmas we are ready to prove the (technically most involved) main result of the
subsection:
Theorem 2. Assume G is an ordinal grammar in normal form and X is a recursive nonterminal. Let oα
be the maximal order type of some L(α) for which a component production of the form X ′ → uX ′′α exists
in G for some X ≈ X ′, and oβ be the maximal order type of some L(β) with X
′ → β being an escaping
production of G with X ′ ≈ X.
Then the order type of L(X) is:
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1. (oα)
ω
if oβ < (oα)
ω
;
2. oβ if oβ = ω
deg(oβ) and for each escaping production X ′ → β with deg(o(L(β))) = deg(oβ), the
language uNX′Σ
∗ ∩ L(β) is nonempty for infinitely many integers N ≥ 0;
3. oβ × ω, otherwise.
Proof. So let oα be the ordinal max{o(L(α)) : X ′ → uX ′′α is a production for some X ′ ≈ X ′′ ≈ X}.
Since there are only finitely many such α, and α ≺ X holds for each of them, oα is well-defined and
computable by induction.
Also, let oβ be max{o(L(β)) : X ′ → β is a production for some X ′ ≈ X,β ≺ X}. This ordinal oβ is
well-defined and computable as well.
We also use the shorthands γ = deg(oα) and δ = deg(oβ). These ordinals are also computable (as an
ordinal “being computable” means in our context that the Cantor normal form of the ordinal is computable).
Now we apply a case analysis, based on δ and γ. We note next to these (sub, subsub)cases to which case
of the theorem they correspond.
Case 1: δ < γ × ω
This case corresponds to Case 1 of the theorem. We claim that in this case o(X) = (oα)
ω
. To see this,
it suffices to show for each integer N ≥ 0 that (oα)
N < o(X) and that there is an Li with o(Li) < (oα)
N .
For (oα)
N
< o(X), letX ′ → uX ′′α be a component production with o(L(α)) = oα and let u0, v0, u1, v1 ∈
Σ∗ be so that X ′′ ⇒∗ u1X ′v1 and X ⇒∗ u0X ′v0. Finally, let w ∈ L(X ′). Then we have
X ⇒∗ u0(uu1)
Nw(v1α)
Nv0.
Since by Lemma 1 the order type of the language generated by this sentential form is at least (oα)
N
, and
this language is a subset of L(X), this direction is proved.
For the other direction, note that deg((oα)
ω) = γ ×ω. Thus, since each Li is a finite union of languages
of the form 2, in which L′ ⊆ L(β) for some β, by Lemma 7 it suffices to show that
deg(o(u1 . . . unL(β)L(αn)L(αn−1) . . . L(α1))) < γ × ω.
But, as each o(αi) is at most oα and o(β) ≤ oβ, we get that this sentential form has the order type at most
(oα)
n × oβ .
We have that deg((oα)
n× oβ) = γ ×n+ δ which is smaller than γ ×ω if so is δ and the claim is proved.
Case 2: γ × ω ≤ δ
Observe that this case applies if and only if deg(γ) < deg(δ) and that this cannot happen within Case 1
of the theorem. We split the analysis of this case to several subcases. For each escaping production X ′ → β
with deg(o(β)) = δ, we decide whether there exists an N ≥ 0 such that uNX′Σ
∗ ∩ L(β) = ∅. By Lemma 6,
this is decidable.
Subcase 2.1: γ × ω ≤ δ and there exists a β such that uNX′Σ
∗ ∩ L(β) = ∅ for some N
This subcase rules out Case 2 of the theorem by the condition uNX′Σ
∗ ∩ L(β) = ∅, so this subcase falls
under Case 3 of the theorem, and we claim o(X) = oβ × ω in this subcase.
In this subcase, L(β) is a finite union of languages of the form KN,v = u
N
X′vΣ
∗ ∩ L(β) for some
word v = v′a <s uX′ with v
′ <p uX′ (see Figure 1). Thus, there is one KN,v among these languages with
deg(o(KN,v)) = δ (since the degree of this finite union is δ). Such a language is a subset of a factor L
′
of a language of the form (2), moreover, such an L′ occurs as a factor in infinitely many languages Li: if
X ′ ⇒+ utX′X
′α, and KN,v is a subset of one of the languages L
′ belonging to Li, then it also belongs to
the same factor L′ of Li+t. Hence, we have the lower bound ω
δ × ω = ωδ+1 = oβ × ω ≤ o(X).
To see that this is an upper bound as well, it suffices to show that each language of the form (2) has
an order type less than oβ × ω, that is, has a degree at most δ. Again, similarly to Case 1 we get that the
order type of such a language is upperbounded by (oα)
n× oβ whose degree is γ × n+ δ which is δ since the
degree of γ is smaller than the degree of δ. (In this case it can happen that oα < ω but for finite powers,
deg(αn) = deg(α)× n still holds.)
Thus, in this subcase the order type of L(X) is oβ × ω.
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Figure 1: The tree depicting the factorization of a word
Subcase 2.2: γ × ω ≤ δ and for all β and N , uNX′Σ
∗ ∩ L(β) 6= ∅
In this subcase, the order type of each such β can be written as an infinite sum of nonempty ordinals
oβ = oβ
1
+oβ
2
+ . . ., L(β) being the ordered disjoint union of the nonempty languages KN,v. Now again, we
have two subsubcases: either oβ = ω
δ (this subsubcase corresponds to Case 2 of the theorem) or oβ > ω
δ
(which in turn falls under Case 3 of the theorem as well).
If oβ = ω
δ, then the degree of each such oβ
i
is strictly smaller than δ. In this case, each language of the
form (2) has an order type at most (oα)
n × o for some o with deg(o) = δ′ < δ, the degree of which ordinal
is γ × n+ δ′. Since deg(γ × n) < deg(δ), we have γ × n + δ′ < γ × n + δ = δ, thus each such language Li
has a degree still strictly smaller than δ. Thus, oβ = ω
δ is an upper bound for o(X) in this case. Since o(β)
occurs as a subordering in o(X), we also have oβ ≤ o(X), thus o(X) = oβ in this subsubcase.
If oβ > ω
δ, then there exists an oβ
i
with degree δ. Proceeding with the argument exactly as in Subcase
2.1, we get that o(L) = oβ × ω in this subsubcase. 
Thus in particular, as each condition is decidable if the order types o(β) and o(α) are computable, which
are, applying the induction hypothesis, we get decidability:
Theorem 3. Assume G is an ordinal grammar in normal form and X is a recursive nonterminal.
Then o(X) is computable.
3.3. The order type of nonrecursive nonterminals
Recall that if G is an ordinal grammar in normal form, then its only nonrecursive nonterminal can be
its starting symbol S. Thus, if α1, . . . ,αn are all the alternatives of S, then L(G) =
n⋃
i=1
L(αi) and all
the αis consist of terminal symbols and recursive nonterminals, whose order type is already known to be
computable.
Hence we only have to show that the following problem is computable:
• Input: An ordinal grammar G = (N,Σ, P, S) (in normal form), and a finite set {α1, . . . ,αn} of
sentential forms such that for each symbol X occurring in the set, o(X) is known.
• Output: The order type of L =
n⋃
i=1
L(αi).
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We claim that the following algorithm A solves this problem:
1 function A({α1, . . . ,αn})
2 if( n == 0 ) return 0
3 Right := {α1, . . . ,αn}
4 Left := ∅
5 u := ε
6 while( true ) {
7 w := max{
∨
L(α) : α ∈ Right}
8 Right
1
:= {α ∈ Right :
∨
L(α) < w}
9 Right
2
:= {α ∈ Right :
∨
L(α) = w}
10 o := max{o(L(α)) : α ∈ Right
2
}
11 if( o = ωγ for some γ )
12 Let w′ be a finite prefix of w such that for each α ∈ Right
1
, L(α) < w′ already holds.
13 return A(Left) + A
(
Right
1
∪
{
(α<w
′
) : α ∈ Right
2
})
+ ωγ
14 Let a be the largest letter of Σ such that there exists some aα ∈ Right
15 Left := Left ∪ {u ·α : α ∈ Right, First(α) 6= a}
16 Right := a−1Right
17 u := u · a
18 Right := {δα′ : ∃X → δ ∈ P,Xα′ ∈ Right} ∪ {α : α ∈ Right, First(α) /∈ N}.
19 }
In the above algorithm, for a sentential form α = X ·α′, First(α) = X and First(ε) = ε.
We use induction on o(L) to show that the algorithm always terminates, and it does so with the right
answer. Since G is in normal form, we can restrict the proof to those cases when each αi is either ε or starts
with a terminal symbol.
If this order type is 0, then (since each nonterminal is productive as G is in normal form) n = 0 has to
hold, in which case the algorithm indeed returns 0. Now assume o(L) > 0, thus n > 0.
For the sake of convenience, let L(Left) stand for the language
⋃
β∈Left L(β) and similarly for L(Right).
We claim that the following invariants are preserved in the loop of the algorithm:
L(Left) < u and L = L(Left) ∪ u · L(Right).
Also, Right 6= ∅ and after each execution of Line 7, u · w =
∨
L .
Upon entering the loop, Left = ∅ and from u = ε we have u ·L(Right) = L(Right) = L. Within the loop,
if L = L(Left) ∪ u · L(Right) and L(Left) < u before executing Line 7, then
∨
L =
∨(
u ·L(Right)
)
= u ·∨
L(Right) = u ·max{
∨
L(α) : α ∈ Right}, thus indeed, u · w =
∨
L.
Now assuming L(Left) < u holds when we start an iteration of the loop, we have to see that L(Left)∪u ·(⋃
L(α) : α ∈ Right,First(α) 6= a
)
< u·a for the letter a chosen during Line 14. The part L(Left) < u < u·a
is clear. The latter part is equivalent to L(α) < a holds for each α ∈ Right with First(α) 6= a, which holds
since if such an α begins with a terminal symbol b then by the choice of a we have b < a, and if α = ε,
then also ε < a, showing preservation of the property L(Left) < u. It is also clear that the operation in
Line 16 can’t make Right empty by the choice of a (also, since Right is nonempty and by assumption, each
α ∈ Right begins with a terminal symbol, such a letter a always exists: if Right = {ε}, then o = 1 = ω0
and the algorithm terminates at Line 13).
Assuming L = L(Left) ∪ u · L(Right) when starting an iteration, after executing Line 17 we have to
show that L = L(Left) ∪ {u · L(α) : α ∈ Right,First(α) 6= a} ∪ u · a · L(a−1Right) for the original values
of Left and Right to see preservance of this property. But this clearly holds for arbitrary set of sentential
forms Left and Right, thus this property is again a loop invariant.
After executing Line 16, it may happen that Right contains some sentential form(s) starting with a
nonterminal; executing Line 18 does not change L(Right) but restores the property of Right that each
α ∈ Right begins with a terminal symbol (or α = ε).
Now by the first two properties we have o(L) = o(L(Left))+o(u·L(Right)) = o(L(Left))+o(L(Right)).
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We show that this is exactly the ordinal we return in Line 13, should the condition of Line 11 hold.
Consider the sets Right1 and Right2 of sentential forms. By the definition of w, Right2 is nonempty and
Right = Right1 ⊎ Right2. By the choice of w
′, we have that L(Right1) < w
′ and of course L(Right2) =
L(Right2
<w′) + L(Right2
≥w′), thus
L = L(Left) +
(
L(Right1) ∪ L(Right2
<w′)
)
+ L(Right2
≥w′).
Observe that such a w′ is computable as w is a computable word (possibly having the form xyω for some
finite words x, y by Corollary 2), so its prefixes can be enumerated and for each prefix w0, the emptiness
of the context-free language L(α≥w0) can be decided for each α ∈ Right1; as for these strings α we have∨
L(α) < w, there is a finite prefix w0 of w with L(α) being already smaller than w0. Thus, even the
shortest such prefix w′ of w can be computed.
Since L(Right2
≥w′) is nonempty (as w′ < w =
∨
L(Right2)) we get that o(L(Left)) and o
(
L(Right1) ∪
L(Right2
<w′)
)
are both strictly smaller than o(L), thus applying the induction hypothesis we get that the
algorithm terminates with a correct answer in Line 13 if o(L(Right2
≥w′)) = ωγ . Since each nonempty suffix
of ωγ is itself, and ωγ is the order type of at least one L(α) with α ∈ Right2 by the choice of o, we have
o(α≥w
′
) = ωγ , thus ωγ ≤ o(L(Right2
≥w′)). For the lower bound, note that L(Right2
≥w′) is a finite union of
languages Li such that for each i,
∨
Li = w and o(Li) ≤ ωγ . If γ = 0, then all these languages are singletons
containing the word w and the claim holds. Otherwise, none of the languages Li have a largest element and
so for any word v ∈ L(Right2
≥w′) we have o(Li
<v) < ωγ (by that v <
∨
L(Right2
≥w′) =
∨
Li = w and
so Li
≥v is nonempty) and so L(Right2
<v) is a finite union of languages, each having an order type strictly
less than ωγ , thus the union itself also has an order type less than ωγ . So each prefix of o(L(Right2)) is less
than ωγ which makes o(L(Right2)) ≤ ω
γ and the claim holds.
Thus, if the algorithm makes a recursive call in Line 13, then it returns with a correct answer.
We still have to show that the algorithm eventually terminates. To see this, observe that u · w =
∨
L
holds after each iteration of the loop and u gets longer by one letter in each iteration. Hence, if the
algorithm does not terminate, then the supremum of the values of the variable u is
∨
L. Since o(L) 6= 0,
say o(L) = ωγ1 × n1 + . . . + ωγk × nk for some integer k > 0, integer coefficients ni > 0 and ordinals
γ1 > γ2 > . . . > γk, so there exists some word x ∈ L with o(L≥x) = ωγk . Clearly, after some finite number
(say, |x|) of iterations we have x < u, this makes o(L≥u) = ωγk , and by u ·L(Right) being a nonempty suffix
of L≥u, we get that o(L(Right)) = ωγk : as L(Right2) ⊆ L(Right) is a finite union of languages, we have
o(L(α)) ≤ ωγk for each α ∈ Right2 and equality holds for at least one of them. Hence, the loop terminates
in at most |x| steps, finishing the proof of termination as well.
Theorem 3, in conjunction with the correctness of the above algorithm yields the main result of the
paper:
Theorem 4. Given an ordinal grammar G, one can compute the order type o(G) in Cantor normal form.
Applying the construction of [5], we get the following corollary:
Corollary 3. The Cantor normal form of an algebraic ordinal, given by a finite system of fixed point
equations, is effectively computable. Thus, the isomorphism problem of algebraic ordinals is decidable.
4. Conclusion and acknowledgement
We have shown that the isomorphism problem of algebraic ordinals is decidable, studying the order types
of well-ordered context-free languages, given by an ordinal grammar. It is an interesting question whether
the proof can be lifted to scattered linear orders: in many cases, scattered linear orders behave almost as
well as well-orders. Also, it would be interesting to analyze the runtime of our algorithm: we only know
that by well-founded induction the computation eventually terminates.
The authors wish to thank Prof. Zoltán Fülöp for the discussion on generalized sequential mappings on
context-free languages.
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