The wave propagation properties of short internal gravity waves (wave length *<10km) are very different from those of long ones (*100km) owing to nonhydrostatic effects. Considering this observation, we parameterize the orographic gravity wave drag (GWD) in two ways. The major difference between two schemes is in the vertical partitioning of drag forcing, i, e., one weighs mainly in the stratosphere (type A) and the other in the troposphere (type B). We apply them to a global numerical weather prediction model and study their impacts on medium-range forecasts.
Introduction
Recently, the parameterization schemes for orographic gravity wave drag (GWD) have been intensively developed by many authors (e.g. Boer et al., 1984; Palmer et al., 1986 [hereafter referred to as PSS]; McFarlane, 1987) . They succeeded in reducing the midlatitude westerly bias in general circulation models (GCM) and numerical weather prediction (NWP) models. It has been suggested that the numerical models, without parameterizing the effects of subgrid scale orography, considerably underestimate the dissipation processes of the atmospheric angular momentum. However, the GWD schemes proposed so far have some ambiguities and oversimplification associated with the vertical partitioning of drag forcing and generation of surface gravity wave stresses. Although observed studies showed that orographic gravity waves produce considerable amounts of the momentum flux around the major mountains (e.g., Lilly and Kennedy, 1973) , the measurements were not accurate enough to design the parameterization schemes. Therefore, theoretical considerations are used to formulate the GWD schemes. They are, however, too idealistic to represent actual behaviors of gravity waves. In deriving parameterization schemes by PSS, linear, steady hydrostatic, 2-dimensional and monochromatic wave solutions are assumed in addition to the form of the flux divergence due to a wave saturation hypothesis (Lindzen, 1981) . Some of the assumptions have already been examined as done on wave transiences by Dunkerton (1981) and on "self -acceleration" (modification of phase speed) by Tanaka (1986) . However, it seems difficult to avoid all these assumptions in formulating the parameterization scheme.
Here, we consider the nonhydrostatic effects on gravity waves. Behaviors of nonhydrostatic gravity waves have been studied by many meteorologists. Among them, the pioneering works by Eliassen and Palm (1961) and Bretherton (1967 Bretherton ( , 1969 highlighted the wave energy and momentum transports. Following these works, some aspects related to constructing the GWD scheme are briefly described in Section 2. The dependence of wave propagation on horizontal wavenumber arises mainly from the nonhydrostatic effects. Long internal stationary gravity waves (wavelength *100km) propagate upward until they reach a wave-breaking or critical level. We parameterize their effects following PSS with some modifications. On the other hand, short internal waves (*10km) propagate downstream along tropospheric wave guides. We propose that the shortwave effects should also be parameterized as a tropospheric drag forcing. We apply these schemes to the global numerical weather prediction (NWP) model of Japan Meteorological Agency. The comparisons of the impacts of these two schemes lead us to some considerations on how the vertical partitioning of the drag forcing affects the forecast fields. This paper (Part I) discusses the impacts on medium-range forecasts in order to examine systematic forecast errors. The GWD schemes considerably improve zonal-mean forecast fields. Part II will discuss dynamical mechanisms for the GWD-induced changes in the tonal mean fields.
Parameterization scheme for GWD

Momentum transport by nonhydrostatic gravity waves
As shown by Eliassen and Palm (1961) , the propagation of stationary gravity waves is primarily determined by whether they are internal or external. As is well-known (for example, see Smith, 1979) , the linearized steady state equation for the vertical motion of gravity wave can be written, neglecting the Coriolis term as follows: u : Large -scale wind velocity k : Horizontal wavenumber *={ 1 (nonhydrostatic) *={ 0 (hydrostatic) Also, w is the scaled and Fourier-transformed vertical velocity and its relation with vertical velocity w(x, z) is where * is the air density. Equation (1) indicates that the sign of l2-*2 determines whether the stationary gravity waves are internal of external. Under the hydrostatic conditions of *=0, its solution becomes independent of the horizontal wavelength. We have a special interest in the dependence on the horizontal wavelength. Hence, nonhydrostatic effects are important. In general, the Scorer parameter given by definition (2) is dominated by the first term and ordinarily becomes positive. Then, longer stationary gravity waves (*2<l2) become internal, while shorter waves (*2>l2) become external.
Under a typical atmospheric condition in midlatitudes (Figure la and lb) , the vertical profile of 12 becomes like Figure 1c as already shown by Eliassen and Palm (1960) . We note that l2 decreases with altitude due mostly to increasing tonal flow in the troposphere. Figure 1d shows the partition of two modes in an altitude-wavelength section. Two domains are divided by the line of *2=l2. The *s and * T denote the wavelengths of this line at the earth surface and the tropopause, respectively. The solution of stationary gravity waves in the troposphere can be classified into three types with respect to wavelength *. In the case of *<*s, waves are external throughout the troposphere. In the case of * s<*<*T, they are internal in the lower troposphere and external in the upper troposphere. In the case of *>*T, they are internal. When atmospheric flows cross over a mountain, gravity waves are excited together with a pressure difference between the up-and down-stream sides, resulting from the momentum exchange between the earth and atmosphere. According to Bretherton (1966 Bretherton ( , 1969 , the wave energy and momentum of gravity waves are transported along their ray paths which are determined by local group velocities. When the second term of the definition (2) is neglected, the dispersion relation is easily derived from Eq. (1) with u replaced by u-*/* , where o is the frequency. Deriving group velocity and assuming a stationary condition, the tilting angle * of the ray at the surface becomes that shorter waves tilt their ray paths more toward the downstream at the surface. Long internal waves (*>*T) can propagate upward until they reach a wave breaking or critical level, while short internal waves (*s<*<*T) are reflected around the level where *2=*2 is satisfied. In the case of short waves, if the reflected waves produce the pressure difference around the mountain which cancels the initial pressure difference, the wave momentum will never be available to the mean-flow. However, the reflected waves can no longer return to the same mountain owing to the above-mentioned tilting. The short waves are repeatedly reflected in the upper troposphere and at the earth's surface, propagate toward the downstream and form so-called resonant lee waves (Bretherton, 1969) . These propagation properties are consistent with the linear steady solutions for mountain waves. For example, the stream lines obtained by Sawyer (1960) showed the presence of long waves above the upper troposphere and of short waves in the lower troposphere.
Long waves (*>*T) are generally assumed to break down due to the convective instability caused by wave amplification and to release wave momentum mainly in the lower stratosphere. In the case of short waves (*s<*<*T), the decaying processes are more difficult to identify in comparison with the convective instability for long waves. If the short waves, traveling along the lower tropospheric wave guide, come across another mountain out of phase, their wave momenta can be directly absorbed again by the earth. However, such a situation is not always expected. Most of the wave momenta accompanied by the short waves are transferred to the tropospheric mean-flow, when they decay through nonsteady and/or nonlinear effects. Possibly they are effectively destroyed near the planetary boundary layer where the nonlinearity is stronger as suggested by Bretherton (1969) . Ray paths for short and long gravity waves excited by mountains are schematically illustrated in Figure 2 .
The numerical prediction models explicitly resolve waves with a wavelength of more than several hundred kilometers and parameterize the effects of surface processes with the scale of the order of 10m by means of boundary layer formulation. In general, the latter assumes ordinarily isotropic turbulence. However, the dynamical effects of orography with the horizontal scale larger than the mixing length are considered to be anisotropic from drags which should be parameterized as GWD schemes. External modes do not transport wave momenta. From the viewpoint of momentum transport by stationary gravity waves, the shaded area in Figure 1d is of interest. Long wave effects (*>*T, type A) have already been parameterized as GWD schemes by many authors. Nonhydrostatic steady solutions ( e. g., Queney,1948) and numerical simulations (e.g., Clark and Peltier, 1977) showed that short waves (*s<*< *T, type B) excited by mountains accompany considerable amounts of wave momenta. The short-wave effects should be parameterized as well (Bretherton, 1969 : Smith, 1976 .
Finally, we note other scale effects. Stationary Sawyer (1960) and Klemp and Lilly (1980) , respectively.
waves with *>u/* tend to be inertial oscillations, where * is the Coriolis parameter, These motions make their vertical displacements of material surfaces very small and cannot vertically tansport wave momenta. It means that there exists a longer limit of the wavelength of stationary gravity waves capable of transporting gravity wave momenta, although this limit is not drawn in Figure 1d . The restriction by inertial effects also implies that model-resolvable gravity waves which can contribute to the vertical momentum transport are transient (phase speed 0).
2.2 Wave momentum flux at reference level (surface gravity wave stress) According to nonhydrostatic linear theory (e.g., Smith, 1979) , the wave momentum flux * of a monochromatic sinusoidal wave becomes for *2<l2 (5) where Am is the amplitude of the gravity wave at the bottom of the free atmosphere. Although actual gravity waves have a certain spectral distribution, a representative wavelength is practically chosen in the parameterization scheme. As was mentioned in the previous subsection, we separately parameterize long-wave effects (type A)and short-wave effects (type B). Even the type B scheme covers a wide wavelength range enough to neglect nonhydrostatic effects (*2/l2) in the expression (5). Then, the following expression of wave momentum flux at the reference sigma level * (surface gravity wave stress) is given similarly in both type A and B GWD schemes after PSS:
where i=A or B. The subscript i indicates either type A or B and pi, Ni and Ui denote the values interpolated onto the reference sigma levels of * A=0.9 and *B=0.97.
The Ui is not a tonal component but the vector of horizontal wind. Here, we set the reference level of the type B scheme to be lower than that of the type A scheme. This is because we think that shorter waves are formed at the lower altitude. However, the choice of reference level is still open and it should be further investigated. The coefficient Ci in expression (6), which comes from k/2 in (5), must be less for long waves than for short waves. Accordingly we set 2.0*10-5 for the type A scheme and 5.0*10-5 for the type B scheme. In practice, this coefficient is regarded as a tunable parameter, because of our arbitrary choice of the reference level. Since the large-scale flow Ui varies greatly with altitude, especially within the planetary boundary layer, the surface gravity wave stress given by the formula (6) depends strongly on the altitude of reference level. It may be important to tune the reference level and the coefficient Ci so as to meet the gravity wave stress with the nature.
If the flow is stratified, the amplitude of the gravity waves at the surface becomes equal to that of the orography. We make the subgrid-scale roughness data *h individually for the type A and B schemes from the Navy orographic data set which contains mean (h), maximum (hMAX) and minimum (hMIN) heights in a 0.167*0.167* grid. The roughness for the type A scheme is given by the standard deviation of h within a 2.5*2.5* area and for the type B scheme by a 2.5*2.5* area-mean of 1/ 2 (hMAX-hMIN). The former and latter roughly correspond to the roughnesses with horizontal scale of the order of 100km and with that of 10km, respectively.
The amplitude of the gravity waves at the reference level is limited by using a critical Froude number Fr as done by McFarlane et al. (1987) and Helfand et al. (1987) . We give
The factor of 0.5 comes from the definition that the vertical drop of flow over sinusoidal terrain is twice as large as its wave amplitude. This limitation qualitatively corresponds to the square-amplitude cutoff of 4002m2 by PSS. Without this limitation, we observe extraordinarily large impacts of the type A scheme in the lower stratosphere over central Asia. The numerical simulation on gravity waves by Kimura and Manins (1988) showed that when the Froude number is under a certain critical value, the flow forms a valley blocking in which the turbulent layer is isolated from the stratified flow in the bottom of the valley. The valley-induced turbulent layer effectively lifts up the bottom of the stratified flow and reduces the amplitude of orographic gravity waves. They also showed that the critical Froude number for occurrence of the valley blocking is considerably increased by the introduction of a turbulence closure scheme in comparison with the nonlinear analytic value of 0.79 for a monochromatic wave (Lilly and Klemp, 1979) . Considering their results, we set the critical Froude number at 1.5. The choice of the critical Froude number significantly affects the magnitude of the surface gravity wave stress, but this choice is still arbitrary. Additionally, the specification (7) includes the wind velocity at reference level, indicating that the cut-off amplitude is influenced by the altitude of reference level as well as the Froude number. Consequently, we have three parameters Ci,*i,F*, Fr associated with the generation of surface gravity wave stresses.
Vertical partitioning of drag forcing in the type
A scheme We specify the vertical partitioning of the type A scheme following PSS with some modification. PSS assumed that when the amplitude saturation due to Kelvin-Helmholtz instability takes place prior to the overturning, the excessive wave momenta are released to mean-flows. The PSS scheme was based on a linear theory for a monochromatic sinusoidal wave. The overturning criterion is Rimin = 0 in Eq.(10) of PSS and then the Froude number F*=U/N (hMAX -hMIN) (=0.5U/NAm) is 0.5. It is smaller than the nonlinear analytic value of 0.79 (Lilly and Klemp, 1979) . In addition, the critical Froude number for a sinusoidal wave is rather smaller than critical numbers for other wave shapes (Smith, 1979) . Hence, we explicitly introduce the critical Froude number to the parameterization scheme and use the value of F*=1.0. This is still smaller than the critical Froude number for generating gravity wave stress, because the boundary layer effects increase the critical Froude number near the surface as discussed in the previous subsection. When applying this scheme to the forecast model, the increase in Froude number from 0.5 to 1.0 lowers the level of maximum forcing (in zonal mean) from 50mb to 70mb.
2.4 Vertical partitioning of drag forcing in the type B scheme As mentioned in subsection 2.1, the type B gravity waves are trapped below the tropopause. Although some part of wave energy and momentum are transmitted to the stratosphere due to tunneling effects, most of wave momenta by the type B waves are absorbed by the tropospheric mean-flow. Presumably, the waves are effectively destroyed near the surface where the nonlinearity is large, as suggested by Bretherton (1969) . We also note that shorter waves are trapped lower in the troposphere. However, the absorption layer has to be deeper than the vertical wavelength. We can accordingly expect the vertical partitioning of wave drag extending to the upper troposphere and weighing in the lower troposphere. The vertical partitioning of the type B GWD is parameterized, so that the wave momentum flux is parabolic in a sigma coordinate and becomes zero above the level of *=0.3as follows:
In this scheme, the drag forcing becomes stronger in the lower troposphere. Recently, Wurtele et al. (1987) simulated nonhydrostatic gravity waves excited by Lorentzian-shaped mountains under typical mid-latitude zonal winds by using a 2-dimensional model. The vertical profiles of wave momentum due to resonant lee waves obtained in their experiment are very similar to our assumption (8).
The sink of wave momentum must be horizontally spaced from the source because of the wave propagation along the tropospheric wave guide. If the spacing is more than a grid distance of the model, the GWD scheme should include a horizontal distribution of the drag. To our knowledge, however, the Table. 1 Full-index sigma levels of the model used in this experiment horizontal damping scale of the waves is hard to estimate, in a statistical sense. The horizontal spacing is neglected in this scheme. It should be studied in the future. Another shortcoming is that the vertical profile of Scorer parameter is not included in the parameterization scheme. For example, unless the Scorer parameter decreases with altitude, short waves can propagate into the stratosphere as well as long waves. Otherwise, if there exists a critical level in the troposphere, wave momentum fluxes are shut off at this level. These situations are not considered in this scheme for simplicity.
Brief description of the prediction model and experimental design
A global prediction model of the Japan Meteorological Agency (JMA) is used in this experiment. The variables are represented in terms of a truncated series of spherical harmonics at Triangular 42. Table 1 lists 16 full-index sigma levels at which the prognostic variables of vorticity, divergence, temperature and specific humidity are defined. The PBL scheme is based on the level II closure model of Mellor and Yamada (1974) and the surface boundary scheme assumes the Monin-Obukhoff similarity hypothesis. The short-wave radiative processes are parameterized following Lacis and Hansen (1974) and the long-wave scheme is based on the random model by Roewe and Lion (1978) . The physical packages are still under development aimed at the next version of the operational model of JMA. The details of this model will be presented elsewhere.
In order to examine the impacts of GWD schemes, we conducted 4 sets of 8-Day forecasts i, e., control run (without the GWD scheme), run A (with the type A scheme), run B (with the type B scheme) and run AB (with the type A and B schemes). Forecast experiments were started from the three initial conditions of January 1st, 11th and 21st, 12GMT, 1987. 4. Results Figure 3 shows zonally averaged surface gravity wave stresses in run AB which are averaged during a forecast period of 8 days. The gravity wave stresses generated by the type A scheme are a little larger than those by the type B scheme. This ratio can be tuned by changing the value of the parameter Ci in the formula (6). The relative magnitude of the stress is important for understanding the experimental results below, because it will be compared to the magnitudes of impacts of the GWD schemes. In addition, we note that the sum of the stresses due to the type A and B schemes in run AB is less than the sum of the stresses in run A and run B. This is because the wind speeds at the reference levels in run AB are weaker. Therefore, the impacts of GWD schemes in run AB are smaller than the sum of the impacts in run A and run B.
,.1 Drag forcings
Although specific parameter values for the reference level *i and the roughness hi in formula (6) are different between two schemes, the latitudinal distribution of the gravity wave stresses generated by the type A scheme are almost similar to those by the type B scheme except for the relative magnitude mentioned above (Figure 3 ). Geographical distributions of the stresses by these two schemes also resemble each other (figure not shown). Hence our discussions below are focussed on the effect of the vertical partitioning of GWD on the forecasts. Figure 4 shows the meridional cross sections of tonal means of parameterized drag forcings due to the type A and B schemes. The type A scheme distributes the GWD mainly to the lower stratosphere, although it gives GWD to the troposphere when a critical level lies in the troposphere. The maximum of zonal component of GWD per unit mass becomes about 5m/sec/day around the level of 70mb at 40*N. Of course, the type B scheme distributes the GWD mainly to the lower troposphere. Figure 5 shows the root-mean-square geopotential height error (RMSE) north of 20*N, averaged for three forecast cases as functions of forecast period in days. Thick solid, thin broken, thin solid and thick broken lines indicate the control run, run A, run B and run AB, respectively. In the troposphere, both the type A and B schemes individually reduce forecast errors. After Day 5, the error reduction by the type A scheme is a little larger than that by the type B scheme. This may correspond to the relative magnitude of the impacts of each GWD scheme as will be shown in the next subsection (see Figure  8 ). In the stratosphere, the error reduction by the type A scheme is superior. In particular, the type A scheme improves that lower stratospheric temperature forecast as will be shown in subsection 4.4. The type B scheme improves the stratospheric forecast after a few days. This improvement may be achieved mainly through the vertical propagation of Rossby waves as will be suggested in the next subsection. At all pressure levels, the combination of the type A and type B schemes (run AB) achieves the best forecast skill. Since the above results appear in all three cases, they are thought to be systematic. The RMSE is reduced 20% or more by incorporating both the type A and B schemes. In general, when operational forecast models are improved, forecast skills become significantly higher through the forecast-analysis cycle, because the improved models provide better first guess fields for the objective analysis (e.g., Kitade et al., 1987) . If the A and B schemes were incorporated in the forecast model used in the forecast-analysis cycle, the forecast errors would have reduced further. Figure 6 shows the geographical distributions of geopotential height differences *ZA between run A and control run (A-C) on Day 3 and Day 8 forecasts starting from January 1. Figure 7 is the same as Figure 6 except for the difference *ZB run B minus control run (B-C). In order to measure the magnitude of the impacts and the similarity between these two height difference patterns A-C and B-C, we calculate root-mean-square (RMS) variances of *Z2A and *Z2B and the correlation at all pressure levels, where *ZA and *ZB are height differences at each grid point and bars denote the area averages north of 20*N. Figure 8 shows the time evolutions of the RMS variances and Figure 9 shows correlation coefficients as a function of pressure.
Forecast score
.3 Impacts on the geographical field
In the troposphere, the differences *ZA and *ZB are very similar to each other, not only with respect to systematic parts (ensemble mean fields) but also transient parts (synoptic phenomena). For example, comparing Day 3 forecasts for 500mb between Figure 6 and Figure 7 , positive differences commonly appear around (30*E, 40*N), (130*W, 40*N), (160*W, 60*N), (90*W, 50*N), (90*W, 80*N) and so on. It is noticeable that even though the type A scheme distributes drag forcings mainly to the stratosphere, it considerably affects tropospheric forecasts in a short-range time scale. Figure 8 shows that the RMS variances of run A at 1000mb and 500mb increase with a forecast period in almost the same way as run B. The former is a little larger than the latter. This may be due to the fact that the type A scheme is designed to generate a surface gravity wave a little larger than the type B scheme in this experiment (see Section 4.1). Most of the wave momenta given to the lower stratosphere by the type A scheme is rapidly transferred to the troposphere and changes the tropospheric circulation. The correlation coefficients shown in Figure 9 are about 0.9 on Day 3 and 0.75 on Day 8 in the troposphere (below the level of 300mb). The specific parameters chosen to generate the surface gravity wave stress are different between the type A and B schemes (see Section 2.2). Nevertheless, their impacts on tropospheric forecasts are very similar. It appears that tropospheric forecasts are insensitive to the vertical partitioning of the drag forcing but dependent only on the magnitude of surface gravity wave stress (vertically integrated amounts of drag forcing), at least within a medium-range time scale. In the stratosphere, the RMS variance of *ZA is much larger than that of *ZB (Figure 8 ) and the pattern correlation coefficients are small compared to those in the troposphere (Figure 9 ). The stratosphere is rather sensitive to the vertical partitioning of drag forcings in contrast with the troposphere. The time evolution of the RMS variance in the stratosphere is very different between *ZA and * ZB . As shown in Figure 8 , the RMS variance of * ZB at 100mb is about 20% of that of *ZA on Day 3, while 40% on Day 8. This difference in the time evolution is more prominent in the geographical fields of Figure 6 and 7. At 100mb, maximum differences are about 240m in *ZA and 40m in * ZB on Day 3, while about 420m in *ZA and 300 m in *ZB on Day 8. The impacts of tropospheric forcing (type B scheme) on the stratospheric circulation are very small with a short-range time scale, but gradually increase after a few days. This is a striking contrast to the quick response of the tropospheric circulation to the stratospheric forcing (type A) mentioned above, with respect to the time scale for the vertical propagation of perturbations due to GWD.
The slowness of the stratospheric response to the type B scheme is nearly agreed with a time scale for Rossby waves propagating from the troposphere to the level of 100mb (Hirota and Sato, 1969) . Possibly, the tropospheric forcings due to the type B scheme affect stratospheric forecasts mainly through the upward propagation of Rossby waves. On the contrary, it will be suggested in Part II of this paper that the stratospheric forcings due to the type A scheme may quickly affect tropospheric forecasts through the downward propagation of modelresolved transient gravity waves.
Impacts on zonal-mean fields
The GWD schemes considerably improve the forecasts of zonal-mean fields. Figure 10 shows the zonal wind differences A-C, B-C and AB-C on Day 8. In the troposphere, both schemes weaken (strengthen) the tropospheric westerlies around 50*N (30*N). It reduces the systematic error of the poleward shift of the subtropical jet stream in the Northern Hemisphere. Simultaneously, geopotential height errors geostrophically related to the tonal wind errors are reduced. The geopotential heights at all pressure levels of the troposphere are increased (decreased) around 40*N (60*N) by the inclusion of the GWD schemes. In the stratosphere, the type A scheme greatly decreases the mean tonal wind in the midlatitudes. As suggested by Tanaka and Yamanaka (1985) , the stratospheric drag forcing contributes to a reduction in the strength of westerlies in the lower stratosphere. As shown in the previous subsection, the type B scheme has considerable impact on the stratospheric circulation in the medium-range time scale. However, Figure 10b shows that the changes in the stratospheric zonal-mean fields are still weak. Hence, wave components are considered to dominate impacts of the type B scheme on the stratospheric circulation. The difference run AB minus the control run (Figure 10c ) is a little weaker than the sum of A-C (Figure 10a) and B-C (Figure l0b ) because weaker winds at the reference level produce smaller surface gravity wave stresses in run AB than in run A or B. Figure 11 shows the zonal mean of tonal wind error of the control run. Comparing Figure 10a with Figure 11 , the type A scheme almost eliminates the stratospheric westerly error but the tropospheric westerly errors still remain. The type B scheme reduces remaining error effectively. This may be the main reason why the run AB including both schemes achieves the best forecast skill. The comparison of Figure 10c with Figure 11 shows that the run AB reduces westerly errors more than run A and run B. The run AB still has westerly errors around 50*N in the troposphere. The increase in the surface gravity wave stress of the type B scheme may reduce the errors more. Figure 12 shows zonal means of temperature changes due to the GWD. In the case of the type A scheme, consistent with the thermal wind relation, we observe a significant temperature change centered around (50*N, 200mb) . It clearly reduces the forecast error of the control run. In contrast, the type B scheme hardly changes the temperature field. As far as zonal-mean fields are concerned, the effects of the type B scheme are rather barotropic. Details on the dynamical mechanisms concerning the response of zonal-mean fields will be discussed in Part II of this paper.
Assessment of the GWD scheme
The above-mentioned analyses on tonal-mean fields indicate the need of type A and B schemes for the reduction of systematic forecast errors. However, we must realize that the zonal-mean fields of the model atmosphere are influenced by other features of the model as well. The budget of the vertically integrated tonal momentum can be represented symbolically as follows:
Accelerations due to 1. mean-meridional motion + 2. wave driving = Dissipations due to 3. surface drag + 4. mountain drag + 5. GWD, where the terms on the left (1, 2) and right (3, 4, 5) sides represent divergence of angular momentum due to the model resolvable motions and external forcings, respectively. The mountain drag denotes the contribution by the model-resolvable mountains and the effects of unresolvable mountains are included in the GWD. If the efficiency of poleward transport of angular momentum is excessive, or if the dissipation is underestimated, the westerly bias will appear and vice versa. First, we discuss the horizontal resolution, which affects the magnitude of the meridional transport of angular momentum. Early GCM works by Welleck et al. (1971) and Manabe et al. (1978) showed that the equilibriated location of jet stream shifted poleward with the increase of the horizontal resolution. They suggested that the low-resolution model underestimated the meridional transport of angular momentum. One of the authors (TI.) .has observed in the Community Climate Model of NCAR that the T63 model without GWD schemes or envelope orography has larger westerly errors than the T42 model with the same physics packages. It means that the T42 model may underestimate angular momentum transport by large-scale motions. Here, we note that both T42 and T63 models are still too coarse to represent explicitly the activity of gravity waves which mainly contribute to the mo-mentum exchange between the earth and the atmosphere.
As to the middle atmosphere, Miyahara et al. (1986) suggested that the increase in the horizontal resolution improved the model climate through the explicit representation of gravity wave activity. In their experiment, however, the tropospheric and lower-stratospheric westerly error in mid-latitudes, which indicated the lack of GWD, was more prominent in a higher resolution model. This contradicts the context of explicit inclusion of wave mean-flow interactions. The orographic gravity waves are considered to be rather stationary. Stationary gravity waves resolved by the above models tend to be inertial oscillations which hardly transport wave momenta as discussed in Section 2.1. Consequently, increasing resolutions of current models may not lead to the reduction of tropospheric westerly bias. Associated with the wave driving term (2), we should consider the role of vertical resolution of the model as well. The vertical wavelength of gravity waves (including transient waves) becomes very short in the stratosphere compared to tropospheric waves with the same frequency, reflecting large Brunt-Vaisala frequency as is expected from the Eqs. (1) and (2). Rossby waves also change their vertical wavelength around the tropopause, reflecting changes in the static stability and wind speeds. In the stratosphere, the model seems to underestimate wave mean-flow interactions of not only orographically excited stationary gravity waves but also free waves, because mid-latitude stratospheric westerly bias appears even in the southern hemisphere, in contrast with the lower tropospheric westerly onesided bias to the northern hemisphere. Some waves resolved in the troposphere become unresolved in the stratosphere and their wave, mean-flow interactions may be partially missed in the model stratosphere as well as the type A GWD. In the case of the existence of a critical level, the finite difference error seems to be more crucial. Unless the numerical model represents group velocities approaching zero near the critical level, these waves do not stay around the critical level until they are destroyed by the model diffusion, but they may be erroneously reflected. Even though the model horizontally resolves waves, it is unknown whether or not the vertical resolution of the model is sufficient to represent their wave, mean-flow interactions.
The surface drag (3) depends strongly on the boundary layer scheme. They are expected to affect the tonal-mean fields similarly to the type B scheme. Because the vertical redistribution within the troposphere is rapidly achieved through the propagation of model-resolvable gravity waves, as will be discussed in Part II, it was our experience that an increase in the surface drag reduced the westerly error throughout the troposphere. The boundary layer scheme developed in the ECMWF includes the effects of the subgrid-scale orography in the surface roughness (ECMWF, 1984) . The subgrid-scale orography-included roughness may have impacts on forecasts more similar to the type B scheme than a uniform enhancement of the surface drag coefficient.
The use of envelope orography increases the mountain drag (4) and weakens the westerlies in mid-latitudes (Iwasaki and Sumi, 1986) . As mentioned in Section 2.2, when the Froude number is below a certain critical value, the flow over mountains forms a valley blocking, which reduces the amplitude of gravity waves and lifts up the bottom of free atmosphere (Kimura and Manins,1988) . In this situation, the free atmosphere feels the orography higher than the grid averaged height. It may give a physical basis to the enhancement of the orography like envelop orography. As shown by Wallace et al. (1983) , forecast improvements by the use of envelope orography appeared not only in the tonal-mean fields but also in the planetary-scale wave fields. Even if the effects of GWD scheme on tonal-mean fields resembles those of the envelope orography, the effects of the former on geographical fields are not always similar to those of the latter. Both approaches parameterizing subgrid-scale orography seem to be required to realistically force the model atmosphere.
It is said that the amounts of gravity wave stresses in GWD schemes needed to achieve the best forecast skill are still model dependent. This is because there are many factors which affect the zonal-mean fields as mentioned above. The tuning of surface gravity wave stresses focussed on forecast scores produces budgets preferable for realistic total balance of angular momentum. However, we must keep in mind that the objective of the GWD scheme is not to tune the angular momentum budget of the model, but to correctly parameterize the drag due to gravity waves horizontally unresolved in the model.
fi. Conclusions
The GWD schemes which have been developed so far have neglected to incorporate the effect of short waves trapped under the tropopause due to nonhydrostatic effects. However, short waves are expected to exchange considerable amounts of momentum between the earth and the atmosphere. We have formulated a simple parameterization scheme to take into account nonhydrostatic effects. The type A scheme for longwave effects gives drag forcing mainly to the lower stratosphere, while the type B scheme for short wave effect to the troposphere. Our comparative studies between the impacts of these two schemes on medium-range forecasts are summarized as follows;
• Both the type A and B schemes individually reduce systematic forecast errors. The combination of two schemes achieves the best forecast skill at all pressure levels. * The impacts of the type B scheme on the tropospheric forecasts are quite similar to those of the type A scheme. The ttopospheric forecasts are insensitive to the vertical partitioning of GWD at least within a medium-range time scale.
. The stratospheric forecasts are far more sensitive to the type A scheme than the type B scheme, especially in a short-range time scale. In particular, the type A scheme strongly influences the lower-stratospheric temperature distribution. The stratospheric impacts of the type B increase rapidly after a few days, corresponding to a time scale required for vertical propagation of Rossby waves. * Although the type A scheme reduces the stratopheric westerly bias, there still remain tropospheric westerly errors. The type B scheme succeeds in reducing the remaining systematic errors. This may justify the need for an additional tropospheric drag forcing, such as the type B scheme.
In the future, if we use a model with a horizontal resolution of 10km or so and a sufficient vertical resolution, we do not need to parameterize the type A GWD. However, short-wave effects should still be parameterize, as long as the model assumes the hydrostatic equilibrium condition. The type B scheme used in this experiment is very simple. A better parameterization scheme may be designed by analyzing more realistic behaviors of nonhydrostatic gravity waves in the context of wave momentum transfer.
