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Abstract
We introduce a method that uses the Cauchy-Crofton formula and a
new curvature formula from integral geometry to reweight the sampling
probabilities of Metropolis-within-Gibbs algorithms in order to increase
their convergence speed. We consider algorithms that sample from a prob-
ability density conditioned on a manifold M. Our method exploits the
symmetries of the algorithms’ isotropic random search-direction subspaces
to analytically average out the variance in the intersection volume caused
by the orientation of the search-subspace with respect to the manifoldM
it intersects. This variance can grow exponentially with the dimension
of the search-subspace, greatly slowing down the algorithm. Eliminating
this variance allows us to use search-subspaces of dimensions many times
greater than would otherwise be possible, allowing us to sample very rare
events that a lower-dimensional search-subspace would be unlikely to in-
tersect.
To extend this method to events that are rare for reasons other than
their supportM having a lower dimension, we formulate and prove a new
theorem in integral geometry that makes use of the curvature form of the
Chern-Gauss-Bonnet theorem to reweight sampling probabilities. On the
side, we also apply our theorem to obtain new theoretical bounds for the
volumes of real algebraic manifolds.
Finally, we demonstrate the computational effectiveness and speedup
of our method by numerically applying it to the conditional stochastic
Airy operator sampling problem in random matrix theory.
Keywords: integral and stochastic geometry, Metropolis-within-Gibbs algorithms, mani-
fold MCMC, Chern-Gauss-Bonnet theorem, Cauchy-Crofton formula, random matrices, real
algebraic manifold volume bounds
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1 Introduction
Applications of sampling on probability distributions, defined on Euclidean
space or on other manifolds, arise in many fields, such as Statistics [28, 3, 11],
Machine Learning [5], Statistical Mechanics [37], General Relativity [7], Molec-
ular Biology [1], Linguistics [29], and Genetics [14]. One application of special
interest to us is random matrix theory, where we would like to compute statis-
tics for the eigenvalues of random matrices under certain eigenvalue constraints.
In many cases these probability distributions are difficult to sample from with
straightforward methods such as rejection sampling because the events we are
conditioning on are very rare, or the probability density concentrates in some
small regions of space. Typically, the complexity of sampling from these distri-
butions grows exponentially with the dimension of the space. In such situations,
we require alternative sampling methods whose complexity promises not to grow
exponentially with dimension. In Markov chain Monte Carlo (MCMC) algo-
rithms, one of the most commonly used such methods, we run a Markov chain
over the manifold that converges to the desired probability distribution [24].
Unfortunately, in many situations MCMC algorithms still suffer from inefficien-
cies that cause the Markov chain to have very long (oftentimes exponentially
long) convergence times [19, 26, 39].
To illustrate these inefficiencies and our proposed fix, we imagine we would
like to sample uniformly from a manifold M˜ ⊂ Rn+1 (as illustrated in dark blue
in Figure 1.) By uniformly, we can imagine that M˜ has finite volume, and the
probability of being picked in a region is equal to the volume of that region.
More generally, we can put a probability measure on M˜ and sample from that
measure.
We consider algorithms that produce a sequence of points {x1, x2, . . .} (yel-
low dots in Figure 1) with the property that xi+1 will be chosen somehow in
an (isotropically generated) random plane S (red plane in Figure 1) centered at
xi. Further, the step from xi to xi+1 is independent of all the previous steps
(Markov chain property.) This situation is known as a Gibbs sampling Markov
chain with isotropic random search-subspaces.
For our purposes, we find it helpful to pick a sphere (light blue) of radius
r that represents the length of the jump we might wish to take upon stepping
from xi to xi+1. Note that r is usually random. The sphere will be the natural
setting to mathematically exploit the symmetries associated with isotropically
distributed planes. Intersecting with the sphere, the plane S˜ becomes a great
circle S (red), and the manifold M˜ becomes a submanifold (blue) of the sphere.
Assuming we take a step length of r, then necessarily xi+1 must be on the
intersection (green dots in Figure 1, higher-dimensional submanifolds in more
general situations) of the red great circle and the blue submanifold.
For definitiveness, suppose our ambient space is Rn+1 where n = 2, our blue
manifold M˜ has codimension k = 1, and our search-subspaces have dimension
k + 1. Our sphere now has dimension n and the great circle dimension k = 1.
The intersections (green dots) of the great circle with M are 0-dimensional
points.
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We now turn to the specifics of how xi+1 may be chosen from the intersection
of the red curve and the blue curve. Every green point is on the intersection
of the blue manifold and the red circle. It is worth pondering the distinction
between shallower angles of intersection, and steeper angles. If we thicken the
circle by a small constant thickness , we see that a point with a shallow angle
has a larger intersection than a steep angle. Therefore points with shallow
angles should be weighted more. Figure 2 illustrates that ( 1sin(θi) ) is the proper
weighting for an intersection angle of θi.
We will argue that the distinction between shallower and steeper angles
takes on a false sense of importance and traditional algorithms may become
unnecessarily inefficient accordingly. A traditional algorithm focuses on the
specific red circle that happens to be generated by the algorithm and then
gives more weight to intersection points with shallower angles. We propose that
knowledge of the isotropic distribution of the red circle indicates that all angles
may be given the same weight. Therefore, any algorithmic work that goes into
weighting points unequally based on the angle of intersection is wasted work.
Specifically, as we will see in Section 3.2, 1sin(θi) has infinite variance, due in
part to the fact that 1sin(θi) can become arbitrarily large for small enough θi. The
algorithm must therefore search through a large fraction of the (green) intersec-
tion points before converging because any one point could contain a signifiant
portion of the conditional probability density, provided that its intersection an-
gle is small enough. This causes the algorithm to sample the intersection points
very slowly in situations where the dimension is large and there are typically
exponentially many possible intersection points to sample from.
This paper justifies the validity of the angle-independent approach through
the mathematics of integral geometry [31, 32, 10, 13, 16], and the Cauchy-
Crofton formula in particular in Section 3. We should note that sampling all
the intersection points with equal probability cannot work for just any choice of
random search-subspace S. For instance, if the search-subspaces are chosen to
be random longitudes on the 2-sphere, parts ofM that have a nearly east-west
orientation would be sampled frequently but parts ofM that have nearly north-
south orientation would be almost never sampled, introducing a statistical bias
to the samples in favor of the east-west oriented samples. However, if S is chosen
to be isotropically random, the random orientation of S does not favor either
the north-south nor the east-west parts ofM, suggesting that we can sample the
intersection points with equal probability in this situation without introducing
a bias. Effectively, by sampling with equal probability weights and isotropic
search-subspaces we will use integral geometry to compute an analytical average
of the weights, an average that we would otherwise compute numerically, thereby
freeing up computational resources and speeding up the algorithm.
In Part II of this paper, we perform a numerical implementation of an ap-
proximate version of the above algorithm in order to sample the eigenvalues of
a random matrix conditioned on certain rare events involving other eigenvalues
of this matrix. We obtain different histograms from these samples weighted
according to both the traditional weights as well as integral geometry weights
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Figure 1: In this example we wish to generate random samples on a codimension-
k manifold M˜ ⊂ Rn (dark blue) with a Metropolis-within-Gibbs Markov chain
{x1, x2, . . .} that uses isotropic random search-subspaces S˜ (light red) centered
at the most recent point xi (k = 1, n = 3 in figure). We will consider the sphere
rSn of an arbitrary radius r centered at xi (light blue), allowing us to make use
of the spherical symmetry in the distribution of the random search-subspace
to improve the algorithm’s convergence speed. S˜ now becomes an isotropically
distributed random great k-sphere S = S˜ ∩ rSn (dark red), that intersects a
codimension-k submanifoldM = M˜ ∩ rSn of the great sphere.
(Figure 3; Figures 9 and 10 in part II). We find that using integral geometry
greatly reduces the variance of the weights. For instance, the integral geometry
weights normalized by the median weight had a sample variance of 3.6×105, 578,
and 1879 times smaller than the traditional weights, respectively, for the top,
middle, and bottom simulations of Figure 3. This reduction in variance allows
us to get faster-converging (i.e., smoother for the same number of data points)
and more accurate histograms in Figure 3. In fact, Section 3.2 shows that the
traditional weights have infinite variance due to their second-order heavy tailed
probability density, so the sample variance tends to increase greatly as more
samples are taken. Because of the second-order heavy-tailed behavior in the
weights, the smoother we desire the histogram to be, the greater the speed up
in the convergence time obtained by using the integral geometry weights in place
of the traditional weights.
Remark 1. Since we are using an approximate truncated version of the full al-
gorithm that is not completely asymptotically accurate, the integral geometry
weights also cause an increase in asymptotic accuracy. The full MCMC algo-
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Figure 2: Conditional on the next sample point xi+1 lying a distance r from
xi, the algorithm must randomly choose xi+1 from a probability distribution
on the intersection points (middle, green) of the manifoldM with the isotropic
random great circle S (red). If traditional Gibbs sampling is used, intersection
points with a very small angle of intersection θi must be sampled with a much
greater (unnormalized) probability 1sin(θi) (right, top) than intersection points
with a large angle (right, bottom). This greatly increases the variance in the
sampling probabilities for different points and slows down the convergence of
the method used to generate the next sample xi+1. However, since S is isotrop-
ically distributed on rSn, the symmetry of the isotropic distribution of S allows
us to use the Cauchy-Crofton formula from integral geometry to analytically
average out these unequal probability weights so that every intersection point
now has the same weight, freeing the algorithm from the time-consuming task
of effectively computing this average numerically.
rithm should have perfect asymptotic accuracy, so we expect this increase in
accuracy to become an increase in convergence speed if we allow the Markov
chain to mix for a longer amount of time.
For situations where the intersections are higher-dimensional submanifolds
rather than individual points, we show in Section 4 that the angle-independent
approach generalizes to a curvature-dependent approach. We stress that tradi-
tional algorithms condition only on the plane that was actually generated while
ignoring its isotropic distribution. By taking the isotropy into account, our
algorithm can use the curvature information of the manifold to compute an an-
alytical average of the local intersection volumes (local in a second-order sense)
with all possible isotropically distributed search-subspaces, greatly reducing the
variance of the volumes.
Higher-dimensional intersections occur in many (perhaps most) situations,
such as applications with events that are rare for reasons other than that their
associated submanifold has high codimension. In these situations, the probabil-
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Figure 3: Histograms from 3 random matrix simulations (see Sections 6 and
7) where we seek the distribution of an eigenvalue given conditions on one or
more other eigenvalues. In all three figures, the blue curve uses the integral
geometry weights proposed in this paper, the red curve uses traditional weights,
and the black curve (only in the top two figures) is obtained by the accurate
but very slow rejection sampling method. Two things worth noticing is that
the integral geometry weight curve is more accurate than the traditional weight
curve (at least when we have a rejection sampling curve to compare), and that
the integral geometry weight curve is smoother than the traditional weight curve.
The integral geometry algorithm achieves these benefits in part because of the
much smaller variance in the weights. (In these three cases the integral geometry
sample variance is smaller by a factor of ≈ 105, 600, and 2000 respectively)
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Figure 4: In this example a collection M of n − 1-dimensional spheres (blue,
left) is intersected (intersection depicted as green circles) by a random search-
subspace S (red). The spheres that S intersects farther form their center will
have a much smaller intersection volume than the spheres that S intersects
closer to their center, with the variance in the intersection volumes increasing
exponentially in the dimension d of S (logarithmic plot, right). This curse of
dimensionality for the intersection volume can lead to an exponential slowdown
when using a traditional algorithm to sample from S ∩ M. In Section 4 we
will see that this slowdown can be avoided if we use the curvature information
to reweight the intersection volumes, reducing the variance in the intersection
volumes.
ity of a low-dimensional search-subspace intersecting M can be very small, so
one may wish to use a search-subspace S of dimension d that is greater than
the codimension k ofM in order to increase the probability of intersectingM.
As we will see in Section 4.7, the traditional approach can lead to a huge
variance in the intersection volumes that increases exponentially with the dif-
ference in dimension d − k (Figure 4, right). This exponentially large variance
leads to the same type of algorithmic slowdowns of the traditional algorithm
as the variance in the traditional angle weights discussed above. Using the
curvature-aware approach can oftentimes reduce or eliminate this exponential
slowdown.
This paper justifies the validity of the curvature-aware approach by proving
a generalization of the Cauchy-Crofton formula (Section 4). We then motivate
the use of the curvature-aware approach over the traditional curvature-oblivious
approach using the mathematics of concentration of measure [22, 20, 23] (Sec-
tion 4.7) and differential geometry [33, 34], specifically the Chern-Gauss-Bonnet
Theorem [6] whose curvature form we use to re-weight the intersection volumes
(Section 4.4).
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Part I
Theoretical results and discussion
2 Integral & differential geometry preliminaries
2.1 Kinematic measure
Up to this point in the paper we have talked about random search-subspaces
informally. This notion of randomness is formally referred to as the kinematic
measure [31, 32]. The kinematic measure provides the right setting to state
the Cauchy-Crofton Formula. The kinematic measure, as the name suggests, is
invariant under translations and rotations.
The kinematic measure is the formal way of discussing the following simple
situation: we would like to take a random point p uniformly on the unit sphere
or, say, inside a cube in Rn. First we consider the sphere. After choosing p
we then choose an isotropically random plane of dimension d + 1 through the
point p and the center of the sphere. In the case of the sphere, this is simply
an isotropic random plane through the center of the sphere. On a cube there
are some technical issues, but the basic idea of choosing a random point and an
isotropic random orientation using that point as the origin persists. On the cube
we would allow any orientation not only those through a "center". The technical
issues relate to the boundary effects of a finite cube or the lack of a concept of
a uniform probability measure on an infinite space. In any case the spherical
geometry is the natural computational setting because it is compact (If we insist
on artificially compactifying Rn or Hn by conditioning on a compact subset then
either the boundary effects cause the different search-subspaces to vary greatly
in volume, slowing the algorithm, or we must restrict ourselves to such a large
subset of Rn or Hn that most of the search-subspaces don’t pass through much
of the region of interest). However, for the sake of completeness we introduce the
kinematic measure for all three constant-curvature spaces (spherical, Euclidean,
and hyperbolic) because it is relevant in more theoretical applications.
In the spherical geometry case, we define the kinematic measure with respect
to a fixed non-random subset Sfixed ⊂ Sn, usually a great subsphere, by the
action of the Haar measure on the special orthogonal group SO(n) on Sfixed.
When generalizing to Euclidean and hyperbolic geometry, we must be a bit
more careful, because there is no uniform probability distribution on Rn or Hn.
In the case where S has finite d-volume, we can circumvent these issues simply
by choosing p to be a point in the poisson point process. To generalize to planes
and hyperboloids, we may define the kinematic measure as a poisson-like point
process for our search-subspaces with a translationally and rotationally invariant
distribution on all of Rn (or Hn) (the "points" here are the search-subspaces):
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Definition 1. (Kinematic measure)
Let Kn ∈ {Sn,Rn,Hn} be a constant-curvature space. Let Sfixed be a d-
dimensional manifold that either has a finite d-volume, or is a plane (in Rn
only) or a hyperboloid (in Hn only). Let H be the Haar measure on G. If S has
finite d-volume we take G to be the group In of isometries of Kn. If S is a plane
or hyperboloid, we instead take G to be the quotient In/Id of the isometries on
Kn with the isometries on Sfixed. Let N be the counting process such that
(i) E[N(A)] = 1Vold(Sfixed) ×H(A)
(ii) N(A) and N(B) are independent
for any disjoint Haar-measurable subsetsA,B ⊂ G, where we drop the 1Vold(Sfixed)
term if Sfixed is a plane or hyperboloid. We define the kinematic measure with
respect to Sfixed ⊂ Kn to be the action of the elements of N on Sfixed.
If we wish to actually sample from the kinematic measure for the infinite-
measure spaces Rn or Hn in real life, we must restrict ourselves to some (almost
surely) finite subset of the infinite kinematic measure point process. For in-
stance, in this paper we would restrict ourselves to those subspaces that intersect
some manifoldM that we would like to sample.
2.2 The Cauchy-Crofton formula
In this section, we state the Cauchy-Crofton formula [8, 31, 32], which says
that the volume of a manifoldM is proportional to the average of the volumes
of the intersection S ∩M ofM with a random kinematic measure-distributed
search-subspace S. Our first-order reweigthing (section 3), referred to as the
"angle-independent" reweighting in the introduction, is based on this formula.
In Section 4, we will prove a generalization of this formula that will allow for
higher-order reweightings.
Lemma 1. (Cauchy-Crofton Formula)[8, 31, 32]
Let M be a codimension-k submanifold of Kn, where Kn ∈ {Sn,Rn,Hn}.
Let S be a random d-dimensional manifold in Kn of finite volume (or a plane or
hyperboloid), distributed according to the Kinematic measure. Then there exists
a constant cd,k,n,K such that
Voln−k(M) = cd,k,n,K
Vold(S)
× ES [Vold−k(S ∩M)], (1)
where we set Vold(S) to 1 if S is a plane or hyperboloid. In the spherical case
we have cd,k,n,S =
Vol(Sn−k)×Vol(Sd)
Vol(Sd−k) . cd,k,n,R and cd,k,n,H are given in [31].
2.3 The Chern-Gauss-Bonnet theorem
The Gauss-Bonnet theorem [33], states that the integral of the Gaussian curva-
ture C of a 2-dimensional manifoldM is proportional to its Euler characteristic
χ(M):
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ˆ
M
CdA = 2piχ(M). (2)
The Chern-Gauss-Bonnet theorem, a generalization of the Gauss-Bonnet
theorem to arbitrary even-m-dimensional manifolds [6, 34], states that
ˆ
M
Pf(Ω)dVolm = (2pi)
m
2 χ(M), (3)
where Ω is the curvature form of the Levi-Civita connection and Pf is the pfaf-
fian. The curvature form Ω is an intrinsic property of the manifold, i.e., it does
not depend on the embedding. In the special case when M is a hypersurface,
the curvature Pf(Ωx) may be computed as the Jacobian determinant of the
Gauss map at x [36, 40], i.e., as the determinant of the Hessian at x of the
manifold when the orthogonal distance of the manifold to the tangent plane at
x is expressed as a function of the tangent space.
The Chern-Gauss-Bonnet theorem is usually viewed as a way of relating
the curvature of the manifold with its Euler characteristic. In Section 4 we will
interpret the Chern-Gauss Bonnet theorem as a way of relating the volume form
dVolm to the curvature form Ω. This will come in useful since the curvature
form does not change very quickly in sufficiently smooth manifolds, allowing us
to get an (in many cases order-of-magnitude) estimate for the volume of the
manifold from its curvature form at a single point.
3 A first-order reweighting via the Cauchy-Crofton
formula
To simplify the statements of the theorems, we introduce the following definition:
Definition 2. (Unbiased weighting)
We say that the random variableW is an unbiased weighting of a probability
measure P if P(A) = E[W × 1A] for every P-measurable set A.
For instance, the weighted mean and the weighted histogram converge to the
same values as the unweighted mean and histogram of X as the number of sam-
ples goes to infinity. The rate of convergence, however, may be very different for
the weighted samples than the unweighted samples. For example, while the sam-
ple means 1n
∑n
i=1 1 +Ni and
1
n
∑n
i=1 1 + 100×Ni, where N1, N2, ... ∼ N (0, 1)
i.i.d., both converge almost surely to 1 as n→∞,∑ni=1 1 + 100×Ni converges
much slower because the terms have much larger variance. Our primary goal in
this paper is to find weightings that greatly reduce the variance in the samples
and hence greatly increase the rate of convergence of the estimators. We now
state the main theorem of this section, which uses the Cauchy-Crofton formula
to obtain a variance-reducing first-order unbiased weighting of the intersection
(Figure 5):
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Theorem 1. Let Q be the uniform probability measure, with density fQ, defined
on a subset D ⊂ Kn−1 of finite volume. Let λ : Kn → Rk be the constraint
function and a ∈ Rk the constraint value. Let S be a random search-subspace
of dimension d ≥ k distributed according to the kinematic measure. Then the
intersection points x of S with the manifold M = λ−1(a) can be weighted in an
unbiased way with respect to fP(a), the probability density of P = λ ◦Q at a, as
w(x)dVold−k(x) =
cd,k,n,K
Vold(S)
× fQ(x)|∇(λ ◦ T )(x)|dVold−k(x), (4)
where ∇ denotes the Jacobian, and |M | := √det(MTM) denotes the product
of the singular values of any matrix M .
Proof. We first observe that it suffices to prove the theorem for the special
case when Q is the uniform distribution on D. We can then integrate fQ(x) ×
cd,k,n,K
Voln−1(D)×Vold(S) × 1|∇λ(x)| overM to extend the result to arbitrary Q.
Let g ∼ Q be a point uniformly distributed on D. Denoting by B(a) the
k-ball of radius  centered at a ∈ Rk, we have
fP(a) = lim
↓0
P(λ(g) ∈ B(a))
Volk(B(a))
= lim
↓0
P(g ∈ λ−1(B(a)))
Volk(B(a))
= lim
↓0
Voln−1(g ∈ λ−1(B(a)))/Voln−1(D)
Volk(B(a))
=
1
Voln−1(D)
ˆ
λ−1(a)
1
|∇λ(g)|dVoln−k−1(g), (5)
where the last equality is obtained from the change of variables formula. We now
use the layer cake lemma from measure theory to layer the manifoldM = λ−1(a)
with 1|∇λ(g)|dVoln−k−1 layersMy :=M∩{ 1|∇λ(g)| < y}, and apply the Cauchy-
Crofton formula [8] separately to each of these layers (as illustrated in Figure
5):
1
Voln−1(D)
ˆ
λ−1(a)
1
|∇λ(g)|dVoln−k−1(g)
=
1
Voln−1(D)
ˆ
y≥0
Voln−k−1(My)dy
=
1
Voln−1(D)
ˆ
y≥0
cd,k,n,K
Vold(S)
× ES [Vold−k(S ∩My)]dy
=
1
Voln−1(D)
× cd,k,n,K
Vold(S)
× ES
[ˆ
y≥0
Vold−k(S ∩My)dy
]
=
1
Voln−1(D)
× cd,k,n,K
Vold(S)
× ES
[ˆ
S∩M
1
|∇λ(g)|dVold−k
]
,
(6)
where the expectation ES is taken with respect to Kinematic measure on S,
and cd,k,n,K is the constant from the Cauchy-Crofton formula. The exchange of
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the integral and the expectation holds by the Fubini-Tonelli theorem, since the
integrand is nonegative. Hence, w(x) = cd,k,n,KVold(S) ×
1/Voln−1(D)
|∇λ(x)| dVold−k(x) is an
unbiased reweighting with respect to fP(a).
Figure 5: The random great circle (red) intersects the constraint manifold (the
blue ribbon which represents the level set {g : λ1 = 3} in this example) at
different points, generating samples (green dots). The constraint manifold has
different (differential) thickness at different points, given by 1|∇λ(g)| . Theorem
1 says that instead of weighting the green dots by the (differential) intersection
length of the great circle and the constraint manifold at the green dot, we
can instead weight it by the local differential thickness, greatly reducing the
variation in the weights (see Sections 3.2, 6 and 7). Decomposing this thickness
into layers of manifolds, each of uniform thickness, by means of the Layer Cake
Lemma from measure theory, allows us to apply the Cauchy-Crofton formula
individually to each manifold in the proof of Theorem 1 .
3.1 The first-order reweighted algorithm
As discussed in the introduction, we can apply the first-order reweighting of The-
orem 1 to the Metropolis-within-Gibbs algorithm with d-dimensional isotropic
random search-subspaces to get a more efficient MCMC algorithm (Algorithm
1):
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Algorithm 1 Integral Geometry reweighted Metropolis-within-Gibbs MCMC
1. Input: Oracle for Probability density f : Rn → [0, 1], Oracle for Con-
straint function λ : Rn → Rk, n ≥ k ≥ 0, (we condition onM = {λ(x) =
c})
2. Input: An oracle for the Jacobian ∇λ
3. Input: Oracle for observed statistic ψ : Rn → Rs
4. Input: Search-subspace dimension d ≥ k, Starting point x0, probabil-
ity density of ρ(r) of for the step distance r, number of Gibbs sampling
iterations imax
5. For i = 1 to imax
(a) Generate a random isotropic d-dimensional linear search-subspace
Si+1 centered at xi (this can be easily done using spherical Gaussians
and the QR [38] decomposition)
(b) Use an MCMC method (usually heavily based on a nonlinear solver,
as in [15]) to sample a point xi+1 from the (unnormalized) probability
density
w(x) =
f(x)× ρ(||x− xi||)
|∇λ|Sx(x)|
dVold−k (7)
supported on Si+1∩M, where ∇λ|Sx is the gradient of the restriction
of λ to the sphere Sx of radius ||x−xi|| centered at xi. (IfM is full-
dimensional then 1|∇λ|S(x)| is set to 1)
(Note: This is the "Metropolis" step in the traditional Metropolis-
within-Gibbs algorithm, but reweighted according to Theorem 1 re-
stricted to the sphere Sx)
(c) compute ψ(xi)
6. Output: Unweighted samples {xi}imaxi=1 asymptotically distributed as
i → ∞ according to the conditional density f |{λ(x) = c}, and
ψ(x1), ψ(x2), ..., ψ(ximax) (from which we can compute statistics of ψ, such
as the mean, variance, or the histogram of ψ)
In many cases, we can take the probability density f to be spherical Gaussian
(for instance, λ and ψ can be functions of a random matrix whose entries are
functions of iid Gaussians x = (x1, ..., xn)). In this situation, we only need
to perform one search-subspace iteration to obtain a sample from the correct
distribution (Algorithm 2):
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Algorithm 2 Integral Geometry reweighted independent search-subspace
Metropolis-within-Gibbs MCMC for sampling from functions of Gaussians
Goal: We wish to condition on M = {λ(x) = c}, where the probability distri-
bution on Rn is f(x) = 1√
(2pi)n
e−
1
2x
T x, the density of iid standard normals.
1. Input: Oracle for Constraint function λ : Rn → Rk, n ≥ k ≥ 0
2. Input: Oracle for the Jacobian ∇λ
3. Input: Oracle for observed statistic ψ : Rn → Rs
4. Input: Search-subspace dimension d ≥ k. Number of iterations imax.
5. for i = 1 to imax
(a) Generate a random isotropic d-dimensional linear search-subspace Si
centered at the origin.
(b) Use an MCMC method (usually heavily based on a nonlinear solver,
as in [15]) to sample a point xi from the (unnormalized) probability
density w(x) = f(x)×ρχn (||x||)|∇λ|Sx (x)| supported on Si+1∩M. ρχn is the den-
sity of the χn distribution and ∇λ|Sx is the gradient of the restriction
of λ to the sphere Sx of radius r = ||x|| centered at the origin. (IfM
is full-dimensional then 1|∇λ|Sx (x)| is set to 1.)
6. Output: Unweighted samples {xi}imaxi=1 that are independent and cor-
rectly distributed even for finite i according to the conditional density
f |{λ(x) = c}, from which we can obtain ψ(x1), ψ(x2), ..., ψ(ximax) (and
compute statistics of ψ, such as the mean, variance, or histogram of ψ)
3.2 Traditional weights vs. integral geometry weights
In this section we find the theoretical distribution of the traditional weights
and compare them to the integral geometry weights of Theorem 1. We will see
that while the traditional weights have an infinite variance, greatly slowing the
MCMC algorithm, the integral geometry weights vary only with the differential
thickness of the level setM = {x : λ(x) = a}.
In the codimension-k = 1 case, we can find the distribution of the weights
by observing that the symmetry of the Haar measure means that the distri-
bution of the weights are a local property that does not depend on the choice
of manifold M. Moreover, since the Kinematic measure is locally the same
for all three constant curvature spaces Sn, Rn, and Hn, the distribution is the
same regardless of the choice of constant curvature space. Hence, without loss
of generality, we may choose M to be the unit circle in R2. Because of the
rotational symmetry of both the kinematic measure and the circle, without loss
of generality we may condition on only the vertical lines {(x, t) : t ∈ R}, in
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which case x is distributed uniformly on [−1, 1]. The weights are then given
by w = w(x) =
√
1 + x
2
1−x2 , with exactly two intersections at almost every
x. Hence, E[w] = 2
´ 1
−1
√
1 + x
2
1−x2 dx = 2pi, the circumference of the circle,
as expected. However, E[w2] = 2
´ 1
−1 1 +
x2
1−x2 dx = ∞. Hence, the weights w
have infinite variance, greatly slowing the convergence of the sampling algorithm
even in the codimension-k = 1 case! On the other hand, the integral geometry
weights, being identically = 1 have variance zero, so the weights do not slow
down the convergence at all. (A related computation, which we do not give
here, shows that the theoretical weights for general k are given by the Wishart
matrix determinant | 1det(GTG) |, where G is a (k + 1)× k matrix of iid standard
normals, which also has infinite variance.)
In practice, nonlinear solvers do not find the different intersection points
uniformly at random, so different points can have a different distribution of
weights, introducing an inaccuracy in the estimator that uses our samples. As
we saw in Figure 3, the inaccuracy (as well as the variance) is much greater when
using the traditional weights than when using the integral geometry weights.
This inaccuracy should ideally be corrected by randomizing the solver by turning
it into a Markov chain. The greater the randomization needed, the more the
solver behaves like a random walk and less like a solver, slowing the convergence
[26]. Since the samples paired with the traditional weights have much greater
inaccuracies that need to be corrected, a Markov chain using the traditional
weights will require greater randomization of the nonlinear solver (in addition
to having a much greater variance in the weights), and hence should converge
much more slowly than a Markov chain using the traditional weights.
4 A second-order reweighting via the Chern-Gauss-
Bonnet theorem
Oftentimes, it is necessary to use a random great sphere of dimension d larger
than the codimension k of the constraint manifold. For instance, the manifold
might represent a rare event, so we might use a higher dimension than the codi-
mension to increase the probability of finding an intersection with the manifold.
However, the intersections will no longer be points but submanifolds of dimen-
sion d − k. How should one assign weights to the points on this submanifold?
The first-order factor in this weight is simple: it is the same as the Jacobian
weight of Equation 4. However, the size of the intersection still depends on
the orientation of the great sphere with respect to the constraint manifold. For
instance, we will see in Section 4.7 that if we intersect a sphere with a plane
near its center, then we will get a much larger intersection than if we intersect
the sphere with a plane far from its center.
This example suggests that we should weight the points on the intersection
using the local curvature form, which is described by the second derivatives
of the function whose level set is the constraint manifold: If we intersect in a
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Figure 6: Both d-dimensional slices, S1 and S2, pass through the green point x,
but the slice passing through the center of the n-1 sphereM has a much bigger
intersection volume than the slice passing far from the center. The smaller slice
also has larger curvature at any given point x. If we reweight the density of
Si ∩M at x by the Chern-Gauss-Bonnet curvature of Si ∩M at x, then both
slices will have exactly the same total reweighted volume (exact in this case
since the sphere has constant curvature form), since the Chern-Gauss-Bonnet
theorem relates this curvature to the volume measure.
direction where the second derivative is greater (with the plane not passing near
the center in the example) then we should use a larger weight than in directions
where the second derivative is smaller (when the plane passes near the center)
(Figure 6).
Consider the simple case whereM is a collection of spheres. If we were just
applying an algorithm based on Theorem 1, such as Algorithm 1, we would sam-
ple uniformly from the volume on the intersection S ∩M (Step 6 in Algorithm
1). However, the intersected volume depends heavily on the orientation of the
search-subspace S with respect to each intersected sphere (Figure 7), meaning
that the algorithm will in practice have to search through exponentially many
spheres before converging to the uniform distribution on S ∩M (See section
4.7). To avoid this problem, we would like to sample from a density wˆ that
is proportional to the absolute value of the Chern-Gauss-Bonnet curvature of
S∩M at each point x in the intersection: wˆ = wˆ(x;S) = |Pf(Ωx(S∩M))| (The
motivation for using the Chern-Gauss-Bonnet curvature Pf(Ωx(S ∩M)) will be
discussed in Section 4.4).
However, sampling from the density wˆ(x;S) does not in general produce
unbiased samples uniformly distributed onM even when S is chosen at random
according to the kinematic measure. We will see in Theorem 2 that in order to
guarantee an unbiased uniform sampling ofM we can instead sample from the
normalized curvature density
w(x;S) =
Vold(S)
cd,k,n,K
× wˆ(x;S)
EQ
[
wˆ(x;SQ)× det(ProjM⊥x Q)
] . (8)
The normalization term EQ
[
wˆ(x;SQ)×det(ProjM⊥x Q)
]
is the average curvature
at x over all the random orientations at which S could have passed through
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x. Here SQ = Q(S − x) + x is a random isotropically distributed rotation
of S about x, with Q the corresponding isotropic random orthogonal matrix.
The determinant inside the expectation is there because while S is originally
isotropically distributed, the conditioning of S to intersect M (at x) modifies
the probability density of its orientation by a factor of det(ProjM⊥x Q). PM⊥x Q
is the projection of the orthogonal complement of the tangent space of M at
x. In this collection of spheres example, the denominator is a constant for each
sphere of a radius R. For instance, in the Euclidean case it can be computed
analytically, using the Gauss-Bonnet theorem, as
(2pi)
d−1
2 2
Γ(d2 + 1)
pi
d
2 (n− d) ×
Γ(−d−12 + 1)Γ(n−d2 + 1)
(n− d)Γ(−d−12 + n−d2 + 1)
Rd.
From this fact, together with the fact that the total curvature is always the
same for any intersection by the Chern-Gauss-Bonnet theorem, we see that
when sampling under the probability density w the probability that we will
sample from any given sphere is always the same regardless of the volume of the
intersection of S with that sphere. Since each sphere (of the same radius) has an
equal probability of being sampled, when sampling fromM the algorithm has
to search for far fewer spheres before converging to a uniformly random point
on S ∩M than when sampling from the uniform distribution on S ∩M.
The need to guarantee that w will still allow us to sample uniformly without
bias fromM motivates introducing the following theorem (Theorem 2), which,
as far as we know, is new to the literature. Since the proof does not rely on the
fact that w is derived from a curvature form, we state the theorem in a more
general form that allows for arbitrary wˆ (see Sections 4.5 and 4.6 for higher-order
choices for wˆ beyond just the Chern-Gauss-Bonnet curvature).
Theorem 2. (Generalized Cauchy-Crofton formula)
LetM be a codimension-k submanifold of Kn with curvature uniformly bounded
above, where Kn ∈ {Sn,Rn,Hn}. Let S be a finite-volume (in Sn, Rn, or Hn), or
planar (in Rn), or hyperboloidal (in Hn) random d-dimensional search-subspace
with uniformly bounded curvature distributed according to the kinematic mea-
sure. Then the intersection of S withM can be weighted in an unbiased manner
with respect to the volume-measure onM as
w(x;S) dVold−k =
Vold(S)
cd,k,n,K
× wˆ(x;S)
EQ
[
wˆ(x;SQ)× det(ProjM⊥x Q)
]dVold−k, (9)
where the pre-normalized weight wˆ(x;S) is any function such that a < wˆ(x;S) <
b for some 0 < a < b, and is Lipschitz in the variable x ∈M for some Lipschitz
constant 0 < c 6= ∞ (when using a translation of S to keep x in S ∩M when
we vary x).
Q is a matrix formed by the first d columns of a random matrix sampled from
the Haar measure on SO(n). SQ = Q(S−x)+x, where R⊥ is a rotation matrix
rotating S − x so that it is orthogonal to the tangent space of M. ProjM⊥x is
the projection onto the orthogonal complement of the tangent space ofM at x.
(As in Lemma 1, if S is a plane or hyperboloid, we set Vold(S) to 1.)
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Corollary 2.1.
Suppose that wˆ(x;S) is c(t)-Lipschitz onM∩ {x : wˆ(x;S) < t}, and that
lim
t→∞
EQ
[(
wˆ(x;SQ)− 1t ∧ wˆ(x;SQ) ∨ t
)× det(ProjM⊥x Q)]
EQ
[
1
t ∧ wˆ(x;SQ) ∨ t× det(ProjM⊥x Q)
] = 0,
and
lim
b→∞
ES
[ˆ
S∩M
1A(x)× [w(x;S)− 1
t
∨ w(x;S) ∧ t] dVol
]
= 0,
where we define the "∧" and "∨" operators to be r ∧ s := min{r, s} and
r ∨ s := max{r, s}, respectively, for all r, s ∈ R.
Then Theorem 2 holds even for a = 0 and b = c =∞.
Remark 2. While the Chern-Gauss-Bonnet curvature pre-weight technically
does not satisfy the Lipschitz and boundedness conditions of Theorem 2, we
can introduce upper and lower cutoffs a and b to the curvature pre-weight wˆ
used in the algorithm to make it satisfy these conditions, using the pre-weight
a∨wˆ∧b instead. As we shall see in section 4.7, even in the case of positive-definite
curvature, where arbitrarily large intersection curvatures can occur, the volume
of the points with curvature larger than a certain cutoff accounts for only a tiny
fraction of the average volume of a random intersection. Hence, introducing an
upper cutoff b for the curvature reweighting should only have a tiny effect on
the convergence rate, provided that b is large enough (if the curvature form of
the manifold is uniformly bounded above, cutting off the curvature pre-weight
below b will guarantee that it is Lipschitz as well). Likewise, if the volume of the
points with curvature form below a certain cutoff is very small, then the lower
cutoff a should also have a tiny effect on the convergence rate. For this same
reason we expect that for most manifolds of interest the Chern-Gauss-Bonnet
curvature pre-weight will satisfy the assumptions of Corollary 2.1, allowing us to
use the curvature form without any cutoffs. Nevertheless, for the sake of com-
pleteness, in the future we hope to further weaken the assumptions in Theorem
2 beyond what was proved in Corollary 2.1.
Proof. (Of Theorem 2)
We first observe that it suffices to prove Theorem 2 for the case where Kn =
Rn is Euclidean, S is a random plane, and w(x;S) = w(x; dSdM ) depends only
on the orientation dSdM =
dS
dM
∣∣
x
of the tangent spaces of S and M at x. This
is because constant curvature kinematic measure spaces are locally Euclidean
(and converge uniformly to a Euclidean geometry if we restrict ourselves to
increasingly small neighborhoods of any point in the space because the curvature
is the same). We may use any geodesic d-cube in place of the plane as a search-
subspace S, since S can be decomposed as a collection of cubes, and Equation
9 treats each subset of S in an identical way (since so far we have assumed that
w(x;S) depends only on the orientation of the tangent spaces of S and M at
x). We can then approximate any search-subspace S of bounded curvature, and
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Lipschitz function w(x;S) that depends on the location on S where S intersects
M (in addition to dSdM ) by approximating S with very small squares, each with
a different "w(x; dSdM )" that depends only on
dS
dM .
The remainder of the proof consists of two parts. In Part I we prove the
theorem for the special case of very small codimension-k balls (in place ofM).
In Part II we extend this result to the entire manifold by tiling the manifold
with randomly placed balls.
Part I: Special case for small codimension-k balls
Let B = B(x) be any k-ball of radius  that is tangent to M ⊂ Rn at
the ball’s center x. Let S and S˜ be independent random d-planes distributed
according to the kinematic measure in Rn. Let r be the distance in the k-plane
containing B (the shortest line contained in this plane) from S to the ball’s
center x. Let θ be the orthogonal matrix denoting the orientation of S. Then
we may write S = Sr,θ
Then almost surely (i.e., with probability 1; abbreviated "a.s.") Vol(Sr,θ ∩
B) does not depend on θ (this is because B is a codimension-k ball and S is
a d-plane, so the volume of S ∩ B, itself a d − k-ball, depends a.s. only and r
and not on θ). We also note that w(x; dSx,θdB ) obviously does not depend on r as
well. Define the events E := {Sr,θ ∩B 6= ∅} and E˜ := {S˜ ∩B 6= ∅}. Then
Er,θ
[
w
(
x;
dSx,θ
dB
)
×Vold−k(Sr,θ ∩B)
]
(10)
= Er,θ
[
w
(
x;
dSx,θ
dB
)
×Vold−k(Sr,θ ∩B)
∣∣∣∣E]× P(E) (11)
= Eθ
[
w
(
x;
dSx,θ
dB
)∣∣∣∣E]× Er[Vold−k(Sr,θ ∩B)|E]× P(E) (12)
= Eθ
[
1
cd,k,n,R
× wˆ(x;
dSx,θ
dB
)
ES˜ [wˆ(x;
dS˜
dB
)|E˜]
∣∣∣∣E]× Er[Vold−k(Sr,θ ∩B)|E]× P(E)
(13)
=
1
cd,k,n,R
× Eθ[wˆ(x;
dSx,θ
dB
)|E]
ES˜ [wˆ(x;
dS˜
dB
)|E˜]
× Er[Vold−k(Sr,θ ∩B)|E]× P(E) (14)
=
1
cd,k,n,R
× 1× Er[Vold−k(Sr,θ ∩B)|E]× P(E) (15)
=
1
cd,k,n,R
× Er,θ[Vold−k(Sr,θ ∩B)|E]× P(E) (16)
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=
1
cd,k,n,R
× Er,θ[Vold−k(Sr,θ ∩B)] (17)
=
1
cd,k,n,R
× cd,k,n,R ×Vold−k(B) (18)
= Vold−k(B). (19)
• Equation 12 is due to the fact that r and θ are independent random
variables even when conditioning on the event E. This is true because
they are independent in the unconditioned kinematic measure on S, and
remain independent once we condition on S intersecting B (i.e., the event
E) because of the symmetry of the codimension-k ball B.
• Equation 13 is due to the fact that, by the change of variables formula,
ˆ
Rn−d
Vol(TQ +RQ⊥y ∩B)dVoln−d(y)×
1
detProjB⊥ Q
= Vol(B) (20)
for every orthogonal matrix Q, where the coordinates of the integral are
conveniently chosen with the origin at the center of B. RQ⊥ is rotation
matrix rotating the vector y so that it is orthogonal to TQ, the subspace
spanned by the rows of Q.
Multiplying by wˆ(x;Q) and rearranging terms gives
wˆ(x;Q)× det(ProjB⊥ Q) =
wˆ(x;Q)×
´
Rn−d Vol(TQ +RQ⊥y ∩B)dVoln−d(y)
Vol(B)
. (21)
Taking the expectation with respect to Q (where Q is the first d columns
of a Haar(SO(n)) random matrix) on both sides of the equation gives
EQ[wˆ(x;Q)× det(ProjB⊥ Q)]
= EQ
[
wˆ(x;Q)×
´
Rn−d Vol(TQ +RQ⊥y ∩B)dVoln−d(y)
Vol(B)
]
. (22)
Recognizing the right hand side as an expectation with respect to the
kinematic measure on TQ + RQ⊥y conditioned to intersect B (since the
fraction on the RHS is exactly the density of the probability of intersection
for a given orientation of Q), we have:
EQ[wˆ(x;Q)× det(ProjB⊥ Q)] = ES˜
[
wˆ
(
x;
dS˜
dM
)∣∣∣∣E˜]. (23)
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• Equation 15 is due to the fact that dSx,θdB =
dSr,θ
dB
because B has a constant
tangent space, and hence
Eθ
[
wˆ
(
x;
dSx,θ
dB
)∣∣∣∣E] = Er,θ[wˆ(x; dSx,θdB
)∣∣∣∣E]
= Er,θ
[
wˆ
(
x;
dSr,θ
dB
)∣∣∣∣E] = ES˜[wˆ(x; dS˜dB
)∣∣∣∣E˜]. (24)
• Equation 18 is by the Cauchy-Crofton formula.
Writing ES in place of Er,θ in Equation 10 (LHS)/ 19 (RHS) (we may do this
since S = Sr,θ is determined by r and θ), and observing that
dSx,θ
dB
=
dSr,θ
dB
=
dS
dM , we have shown that
ES
[
w
(
x;
dS
dM
)
×Vold−k(S ∩B)
]
= Vold−k(B). (25)
Part II: Extension to all of M
All that remains to be done is to extend this result over all ofM. To do so,
we consider the Poisson point process {xi} onM, with density equal to 1Vol(B) .
We wish to approximate the volume-measure on M using the collection balls
{B(xi)} (think of making a papier-mâché mold ofM using the balls B(xi) as
tiny bits of paper).
Let A ⊂M be any measurable subset ofM. SinceM and S have uniformly
bounded curvature forms, because of the symmetry of the balls and the sym-
metry of the poisson distribution, the total volume of the balls intersected by S
and A converges a.s. to Vol(S ∩Mˆ∩A) on any compact sumbanifold Mˆ ⊂M:∑
{i:xi∈Mˆ}
Vol(S ∩B(xi))×
Vol(B(xi) ∩A)
Vol(B(xi))
a.s.−−→
↓0
Vol(S ∩ Mˆ ∩A) (26)
and similarly, ∑
{i:xi∈Mˆ}
Vol(B(xi) ∩A) a.s.−−→
↓0
Vol(Mˆ ∩A). (27)
But, by assumption, w is Lipschitz in x on M (since wˆ, which appears in
both the numerator and denominator of w, is Lipschitz, and the denominator
is bounded below by a > 0), so we can cut up M into a countable union of
disjoint compact submanifolds unionsq∞j=1Mj such that |w(t; dSdMj )− w(x; dSdMj )| ≤ δ
on all of x, t ∈Mj , and hence, by Equation 26,
lim
↓0
∣∣∣∣ ∑
{i:xi∈Mj}
Vol(S ∩B(xi) ∩A)×
Vol(B(xi) ∩A)
Vol(B(xi))
× w
(
xi ;
dS
dMj
)
−
ˆ
S∩Mj∩A
w
(
x;
dS
dMj
)
dVol(x)
∣∣∣∣ ≤ δ ×Vol(S ∩Mj ∩A) (28)
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a.s. for every j.
Summing over all j in equation 28 implies that
lim
↓0
∣∣∣∣∑
i
Vol(S ∩B(xi) ∩A)×
Vol(B(xi) ∩A)
Vol(B(xi))
× w
(
xi ;
dS
dM
)
−
ˆ
S∩M∩A
w
(
x;
dS
dM
)
dVol(x)
∣∣∣∣ ≤ δ ×Vol(S ∩M∩A) (29)
almost surely. Since Equation 29 is true for every δ > 0, we must have that∑
i
Vol(S ∩B(xi) ∩A)×
Vol(B(xi) ∩A)
Vol(B(xi))
× w
(
xi ;
dS
dM
)
a.s−−→
↓0
ˆ
S∩M∩A
w
(
x;
dS
dM
)
dVol(x). (30)
Hence, taking the expectation ES on both sides of Equation 30, we get
ES
[∑
i
Vol(S ∩B(xi) ∩A)×
Vol(B(xi) ∩A)
Vol(B(xi))
× w
(
xi ;
dS
dM
)]
−→ ES
[ˆ
S∩M∩A
w
(
x;
dS
dM
)
dVol(x)
]
(31)
a.s. as  ↓ 0 (we may exchange the limit and the expectation by the dominated
convergence theorem, since |∑iVol(S ∩B(xi)∩A)×w(xi ; dSdM )| is dominated
by 2×Vol(S ∩M)× ba ) for sufficiently small .
Since the sum on the LHS of Equation 31 is of nonnegative terms we may
exchange the sum and expectation, by the monotone convergence theorem:
ES
[∑
i
Vol(S ∩B(xi) ∩A)×
Vol(B(xi) ∩A)
Vol(B(xi))
× w
(
xi ;
dS
dM
)]
=
∑
i
ES
[
Vol(S ∩B(xi))×
Vol(B(xi) ∩A)
Vol(B(xi))
× w
(
xi ;
dS
dM
)]
. (32)
But by Equation 25, ES [Vol(S ∩B(xi))× w(xi ; dSdM )] = Vol(B(xi)), so
ES
[∑
i
Vol(S ∩B(xi))×
Vol(B(xi) ∩A)
Vol(B(xi))
× w
(
xi ;
dS
dM
)]
=
∑
i
Vol(B(xi))×
Vol(B(xi) ∩A)
Vol(B(xi))
−→ Vol(M∩A) (33)
almost surely as  ↓ 0 by Equation 27.
Combining Equations 31 and 33 gives
ES
[ ˆ
S∩M∩A
w
(
x;
dS
dM
)
dVol(x)
]
= Vol(M∩A). (34)
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Proof. (Of Corollary 2.1)
Define
ψ(t) :=
EQ
[(
wˆ(x;SQ)− a ∧ wˆ(x;SQ) ∨ b
)× det(ProjM⊥x Q)]
EQ
[
a ∧ wˆ(x;SQ) ∨ b× det(ProjM⊥x Q)
] .
Let A be any Lebesgue-measurable subset. Then
ES
[ˆ
S∩M
1A(x)× w(x;S) dVol
]
(35)
= lim
t→∞ES
[ˆ
S∩M
1A(x)× w(x;S) dVol
]
(36)
= lim
t→∞ES
[ˆ
S∩M
1A(x)× 1
t
∨ w(x;S) ∧ tdVol
]
+ lim
t→∞ES
[ˆ
S∩M
1A(x)× [w(x;S)− 1
t
∨ w(x;S) ∧ t] dVol
]
(37)
= lim
t→∞ES
[ˆ
S∩M
1A(x)× 1
t
∨ w(x;S) ∧ tdVol
]
+ 0 (38)
= lim
t→∞ES
[ˆ
S∩M
1A(x)×
1
t ∨ wˆ(x;S) ∧ t
EQ
[
wˆ(x;SQ)× det(ProjM⊥x Q)
] dVol] (39)
= lim
t→∞ES
[ˆ
S∩M
1A(x)
×
1
t ∨ wˆ(x;S) ∧ t
EQ
[
1
t ∨ wˆ(x;SQ) ∧ t× det(ProjM⊥x Q)
]× (1 + ψ(t)) dVol
]
(40)
= lim
t→∞ES
[ˆ
S∩M
1A(x)
×
1
t ∧ wˆ(x;S) ∨ t
EQ
[
1
t ∧ wˆ(x;SQ) ∨ t× det(ProjM⊥x Q)
] dVol]× 1
1 + ψ(t)
(41)
= lim
t→∞Vol(M∩A)×
1
1 + ψ(t)
(42)
= Vol(M∩A)× 1 (43)
= Vol(M∩A), (44)
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• Equation 38 is true because
0 ≤ ES
[ˆ
S∩M
1A(x)× 1
t
∧ w(x;S) ∨ tdVol
]
≤ ES
[ ˆ
S∩M
1
t
∧ w(x;S) ∨ tdVol
]
−−−→
t→∞ 0.
• Equation 42 follows from Theorem 2 using 1t ∧wˆ(x;S)∨t as our pre-weight.
Indeed, 1t ∧ wˆ(x;S) ∨ t obviously satisfies the boundedness conditions of
Theorem 2. Moreover, since wˆ(x;S) is c(t)-Lipschitz everywhere on M
where wˆ(x;S) < t, the pre-weight 1t ∧ wˆ(x;S) ∨ t must be c(t)-Lipschitz
on all x ∈M.
4.1 Second-order Chern-Gauss-Bonnet theorem reweighted
algorithm
Using the second order Chern-Gauss-Bonnet theorem reweighting of Theorem
2 together with the first-order reweighting of Theorem 1 (which we already
implemented in Algorithm 1) gives the following improvement to Algorithm 1:
Algorithm 3 Curvature-reweighted Metropolis-within-Gibbs MCMC
All steps except steps 2 and 5(b) are the same as in Algorithm 1.
2. Input: An oracle for the Jacobian ∇λ and Levi-Civita connection curvature
form Ω of the level set M = {x : λ(x) = c} (possibly given as the set of
second partial derivatives)
5. (b) Use an MCMC method (usually heavily based on a nonlinear solver, as in
[15]) to sample a point xi+1 from the (unnormalized) probability density
w(x) =
f(x)× ρ(||x− xi||)
|∇λ|Sx(x)|
×
|Pf(Ωx(Si+1 ∩M∩ Sx))|
EQ[|Pf(Ωx(SQ ∩M∩ Sx))| × det(ProjM⊥x Q)]
dVold−k (45)
supported on Si+1 ∩M, where Sx is the sphere of radius ||x− xi|| cen-
tered at xi. (If M is full-dimensional then 1|∇λ|S(x)| is set to 1) (Note:
This is the "Metropolis" step in the traditional Metropolis-within-Gibbs
algorithm, but reweighted according to Theorems 1 and 2 restricted to
the sphere Sx)
Remark 3. The curvature form Ωx(Si+1 ∩M∩ Sx) of the intersected manifold
can be computed in terms of the curvature form Ωx(M) of the original manifold
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by applying the implicit function theorem twice in a row. Also, if M is a
hypersurface then |Pf(Ωx(Si+1∩M∩ Sx))| is the determinant of the product of
a random Haar-measure orthogonal matrix with known deterministic matrices,
and hence EQ[|Pf(Ωx(Q∩M∩ Sx))|×det(ProjM⊥x Q)] is also the expectation of
a determinant of a random matrix of this type. If the Hessian is positive-definite,
then we can obtain an analytical solution in terms of zonal polynomials. Even in
the case when the curvature form is not a positive-definite matrix (it is a matrix
with entries in the algebra of differential forms), the fact that the curvature
form is the Pfaffian of a random curvature form (in particular, a determinant
of a real-valued random matrix in the codimension-1 case) should make it very
easy to compute numerically, perhaps by a Monte Carlo method.
This fact also means that it should be easy to bound the expectation, which
allows us to use Theorem 2 to get bounds for the volumes of algebraic manifolds
(Section 4.8).
Remark 4. While the Chern-Gauss-Bonnet theorem only holds for even-dimensional
manifolds, we can always modify the dimension of the search subspace by 1 so
that the dimension d− k of S ∩M is even. Since we are sampling from a rare
event, we must in any case choose d >> 1, so it makes little difference compu-
tationally if S has dimension d or d+ 1. Alternatively, we can include a dummy
variable to increase both the dimensions n and d by 1.
4.2 Reweighting when sampling from full-dimensional dis-
tribution (as opposed to lower-dimensional manifolds)
In many cases one might wish to sample from a full-dimensional set of nonzero
probability measure. One could still reweight in this situation to achieve faster
convergence by decomposing the probability density into its level sets, and ap-
plying the weights of Theorems 1 and 2 separately to each of the (infinitely
many) level sets. We expect this reweighting to speed convergence in cases
where the probability density is concentrated in certain regions, since when d
is large, intersecting these regions with a random search-subspace S typically
causes large variations in the integral of the probability density over the different
regions intersected by S, unless we reweight using Theorems 1 and 2.
4.3 An MCMC volume estimator based on the Chern-
Gauss-Bonnet theorem
In this section we briefly introduce a (as far as we know) new MCMC method of
estimating the volume of a manifold that is based on the Chern-Gauss-Bonnet
curvature. While this method is interesting in its own right, we choose to intro-
duce it at this point since it will serve as a good introduction to our motivation
(Section 4.4) for using the Chern-Gauss-Bonnet curvature as a pre-weight for
Theorem 2.
Suppose we somehow knew or had an estimate for the Euler characteristic
χ(M) 6= 0 of a closed manifold M of even-dimension m. We could then use a
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Markov chain Monte Carlo algorithm to estimate the average Gauss curvature
form EM[(Pf(Ω))] onM.
The Chern-Gauss-Bonnet theorem says that
ˆ
M
Pf(Ω)dVolm = (2pi)
m
2 χ(M). (46)
We may rewerite this as
´
M Pf(Ω)dVolm´
M dVolm
=
(2pi)
m
2 χ(M)´
M dVolm
. (47)
By definition, the left hand side is EM[(Pf(Ω))], and
´
M dVolm = Volm(M), so
EM[(Pf(Ω))] =
(2pi)
m
2 χ(M)
Volm(M) , (48)
from which we may derive an equation for the volume in terms of the known
quantities EM[(Pf(Ω))] and χ(M)
Volm(M) = (2pi)
m
2 χ(M)
EM[(Pf(Ω))]
. (49)
4.4 Motivation for reweighting with respect to Chern-
Gauss-Bonnet curvature
While Theorem 2 tells us that any pre-weight wˆ generates an unbiased weight
w, it does not tell us what pre-weights reduce the variance of the intersection
volumes. We argue here that the Chern-Gauss-Bonnet theorem in many cases
provides us with an ideal pre-weight if one only has access to the local second-
order information at a point x.
Equation 49 of Section 4.3 gives an estimate for the volume
Vold−k(S ∩M) = (2pi)
d−k
2 χ(S ∩M)
ES∩M[(Pf(Ω(S ∩M)))] , (50)
where Ω(S ∩M) is the curvature form of the submanifold S ∩M.
If we had access to all the quantities in Equation 50 our pre-weight would
then be 1Vold−k(S∩M) =
ES∩M[(Pf(Ω(S∩M)))]
(2pi)
d−k
2 χ(S∩M)
. However, as we shall see we can-
not actually implement this pre-weight since some of these quantities represent
higher-order information. To make use of this weight to the best of our abil-
ity given only the second-order information, we must separate the higher-order
components of the weight from the second-order components by dividing out
the higher-order components.
The Euler characteristic is essentially a higher-order property, so it is not
reasonable in general to try to estimate the Euler characteristic χ(S∩M) using
the second derivatives ofM at x because the local second order information gives
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us little if any information about χ(S∩M) (although it may in theory be possible
to say a bit more about the Euler characteristic if one has some prior knowledge
of the manifold). The best we can do at this point is to assume the Euler
characteristic is a constant with respect to S, or more generally, statistically
independent of S.
All that remains to be done is to estimate ES∩MPf(Ω(S ∩M)). We observe
that
ES∩MPf(Ω(S ∩M)) = ES∩M|Pf(Ω(S ∩M))| × ES∩MPf(Ω(S ∩M))ES∩M|Pf(Ω(S ∩M))| . (51)
But the ratio ES∩MPf(Ω(S∩M))ES∩M|Pf(Ω(S∩M))| is also a higher-order property since all it does
is describe how much the second-order Chern-Gauss-Bonnet curvature form
changes globally over the manifold, so in general we can say nothing about
it using only the local second-order information. The best we can do at this
point is to assume that this ratio is statistically independent of S as well.
Hence, we have:
1
Vold−k(S ∩M) = ES∩M|Pf(Ω(S ∩M))|×
((2pi)
d−k
2 χ(S ∩M) ES∩MPf(Ω(S ∩M))
ES∩M|Pf(Ω(S ∩M))| ), (52)
where we lose nothing by dividing out the unknown quantity
(2pi)mχ(M) ES∩MPf(Ω(S∩M))ES∩M|Pf(Ω(S∩M))| since we have no information about it and it is
independent of S.
We would therefore like to use ES∩M|Pf(Ω(S ∩M))| as a pre-weight. Since
we only know the curvature form Ω(S ∩ M) locally at x, our best estimate
for ES∩M|Pf(Ω(S ∩M))| is the absolute value |Pf(Ωx(S ∩M)| of the Chern-
Gauss-Bonnet curvature at x. Hence, our best local second-order choice for the
pre-weight is wˆ = |Pf(Ωx(S ∩M)|.
4.5 Higher-order Chern-Gauss-Bonnet reweightings
One may consider higher-order reweightings which attempt to guess not only the
second-order local intersection volume, but also make a better guess for both the
Euler characteristic of the intersection SQ ∩M, and how the curvature would
vary over SQ ∩ M. Nevertheless, higher-order approximations are probably
harder to implement for the same reason that most nonlinear solvers, such as
Newton’s method, do not use higher-order derivatives.
4.6 Possible reweightings using Atiyah-Singer index the-
orem or other topological invariants
One may also consider reweighting with respect to topological invariants of Rie-
mannian manifolds other than the Chern-Gauss-Bonnet curvature. For instance,
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it may be possible to reweight with respect to the integrand of the Atiyah-Singer
index theorem [2], which is the product of the Chern-Gauss-Bonnet curvature
form and another differential form associated with an elliptical partial differ-
ential equation (PDE) defined on M. The Atiyah-Singer index theorem says
that the integral of the product of these two differential forms overM is equal
to the product of χ(M) and another term that is invariant under continuos
transformations of the PDE. The idea would be to use a carefully chosen PDE,
whose associated differential form attempts to "counterbalance" the curvature
form: when the manifold’s curvature is big, the PDE’s differential form is small,
and vice versa. However, it remains to be shown whether such elliptical PDEs
are easy to obtain for an implicitly defined manifoldM.
4.7 Collection-of-spheres example and concentration of mea-
sure
In this section we argue that the traditional algorithm suffers from an exponen-
tial slowdown (exponential in the search-subspace dimension) unless we reweight
the intersection volumes using Corollary 2.1 with the Chern-Gauss-Bonnet cur-
vature weights. We do so by applying two concentration of measure results,
which we derive in [22], to an example involving a collection of hyperspheres.
Consider a collection of very many hyperspheres in Rn. We wish to sample
uniformly from these hyperspheres. To do so, we imagine running a Markov
chain with isotropically random search-subspaces. We imagine that there are
so many hyperspheres that a random search-subspace typically intersects expo-
nentially many hyperspheres. As a first step we would use Theorem 1 which
allows us to sample the intersected hypersphere from the uniform distribution
on their intersection volumes. While using Theorem 1 should speed conver-
gence somewhat (as discussed in Section 3.2), concentration of measure causes
the intersections with the different hyperspheres to have very different volumes
(Figure 7). In fact we shall see that the variance of these volumes increases expo-
nentially in d, causing an exponential slowdown if only Theorem 1 is used, since
the Metropolis subroutine would need to find exponentially many subspheres
before converging.
Reweighting the intersection volumes using Theorem 2 causes each ran-
dom intersection S ∩Mi (where Mi is a subsphere) to have exactly the same
reweighted intersection volume, regardless of the location where S intersects
Mi, and regardless of d. Hence, in this example, Theorem 2 allows us to avoid
the exponential slowdown in the convergence speed that would otherwise arise
from the variance in the intersection volumes.
The first result deals with the variance of the intersection volumes of a
sphere in Euclidean space. It says that the variance of the intersection volume,
normalized by it’s mean, increases exponentially with the dimension d (as long
as d is not too close to n). Although isotropically random search-subspaces are
(conditional on the radial direction) distributed according to the Haar measure
in spherical space, the Euclidean case is still of interest to us since it represents
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Figure 7: The random search-subspace S intersects a collection of spheres M.
Even though the spheres in this example all have the same n − 1-volume, the
d− 1-volume of the intersection of S with each individual sphere (green circles)
varies greatly depending on where S intersects the sphere if d is large. In
fact, the variance of the intersection volume of each intersected sphere increases
exponentially with d. This "curse of dimensionality" for the intersection volume
variance leads to an exponential slowdown if we wish to sample from S∩M with
a Markov chain sampler (and S ∩M consists of exponentially many intersected
spheres). However, if we use the Chern-Gauss-Bonnet curvature to reweight
the intersection volumes, then all spheres in this example will have exactly the
same reweighed intersection volume, greatly increasing the convergence of the
Markov chain sampler.
the limiting case when the hyperspheres are small, since spherical space is locally
Euclidean.
Theorem 3. (Concentration of Euclidean Kinematic Measure)
Let S ⊂ Rn be a random d-dimensional linear affine subspace distributed ac-
cording to the Kinematic measure on Rn. LetM = Sn ⊂ Rn be the unit sphere
in Rn. Defining α := dn , we have
k(α, d)ed×ϕ(α) − 1 ≤ Var( Vol(S ∩M)
E[Vol(S ∩M)] ) ≤ K(α, d)e
d×ϕ(α) − 1, (53)
where
ϕ(α) = log(2) + (
1
α
) log(
1
α
)− ( 1
2α
+
1
2
) log(
1
α
+ 1)− ( 1
2α
− 1
2
) log(
1
α
− 1)
k(α, d) = (
(2pi)
3
2
e4
)(n− d)2
√
(n− 1)(nd − 1)
(d− 1)(n+ d− 2) × e
−1− 1+α
1+α− 2
d
K(α, d) = (
e3
4pi2
)(n− d)2
√
(n− 1)(nd − 1)
(d− 1)(n+ d− 2) × e
− nn−1+1.
The next result (Figure 8) deals with the spherical geometry case. As in the
Euclidean case, the spherical concentration result says that the variance of the
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intersection volume increases exponentially with the dimension d as well. (While
we were able to derive the analytical expression for the probability distribution
of the intersection volumes, which we used to generate the plot in Figure 8
showing an exponential increase in variance, we have not yet finished deriving a
formal inequality analogous to Theorem 3 for the spherical geometry case. We
hope to make the analogous result available soon in [22])
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Figure 8: This log-scale plot (from [22]) shows the variance of Vol(S ∩M) nor-
malized by its mean, when S is a Haar-measure distributed d-dimensional great
subsphere of Sn, for different values of d, where n = 400. M is taken to be the
boundary of a spherical cap of Sn with geodesic radius such that S has a 10%
probability of intersecting M. The variance increases exponentially with the
dimension d of the search-subspace (as long as d is not too close to n), leading
to an exponential slow-down in the convergence for the traditional Metropolis-
within-Gibbs algorithm applied to the collection-of-spheres example of Section
4.7. Reweighting the intersection volumes with the Chern-Gauss-Bonnet curva-
ture using Corollary 2.1 in this situation (whereM is a subsphere) causes each
random intersection S ∩M to have exactly the same intersection volume re-
gardless of d, allowing us to avoid the exponential slowdown in the convergence
speed that would otherwise arise from the variance in the intersection volumes.
4.8 Theoretical bounds derived using Theorem 2 and al-
gebraic geometry
Generalizing on bounds for lower-dimensional algebraic manifolds based on the
Cauchy-Crofton formula (such as the bounds for tubular neighborhoods in [21]
and [12]), it is also possible to use Theorem 2 to get a bound for the volume
of an algebraic manifold M of given degree s, as long as one can also use
analytical arguments to bound the second-order Chern-Gauss-Bonnet curvature
reweighting factor onM for some convenient search-subspace dimension d:
Corollary 2.2. LetM⊂ Rn be an algebraic manifold of degree s and codimen-
sion 1, such that EQ[|Pf(Ωx(SQ∩M)|×det(ProjM⊥x Q)] ≥ b for every x ∈M, and
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the conditions of Corollary 2.1 are satisfied if we set wˆ(x;S) = |Pf(Ωx(S ∩M)|.
Then
Vol(M) ≤ 1
cd,k,n,R
× 1
b
× s× (s− 1)
d
2
Vol(Sn). (54)
Proof. If we have an algebraic manifold of degree s in Rn, by Bezout’s theorem
the intersection with an arbitrary plane is also degree s. Hence (at least in
the case where M has codimension 1), we can use Risler’s bound to bound
the integral of the absolute value of the Gaussian curvature over S ∩ M by
a := s×(s−1)
d
2 Vol(S
n) [30, 27].
By Theorem 2,
Vol(M) = ES [Vold(S)
cd,k,n,K
× |Pf(Ωx(S ∩M)|
EQ[|Pf(Ωx(SQ ∩M)| × det(ProjM⊥x Q)]
dVold−k]
≤ 1
cd,k,n,R
× ES [|Pf(Ωx(S ∩M)|]× 1
b
≤ 1
cd,k,n,R
× a× 1
b
.
Unlike a bound derived using only the Cauchy-Crofton formula for point
intersections, the bound in Corollary 2.2 allows us to incorporate additional
information about the curvature, so we suspect that this bound will be much
stronger in situations where the curvature does not vary too much in most
directions over the manifold. We hope to investigate examples of such manifolds
in the future where we suspect Corollary 2.2 will provide stronger bounds, but
do not pursue these examples here because it is beyond the scope of this paper.
Part II
Numerical simulations
5 Randommatrix application: Sampling the stochas-
tic airy operator
Oftentimes, one would like to know the distribution of the largest eigenvalues
of a random matrix in the large-n limit, for instance when performing principal
component analysis [17]. For a large class of random matrices that includes
the Gaussian orthogonal/unitary/symplectic ensembles, and more generally the
beta-ensemble point processes, the joint distribution of the largest eigenvalues
converges in the large-n limit, after rescaling, to the so-called hard-edge limiting
distribution (The single-largest eigenvalue’s limiting distribution is the well-
known Tracy-Widom distribution) [17, 35, 9, 18]. One way to learn about these
distributions is to generate samples from certain large matrix models. One
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such matrix model that converges particularly fast to the large-n limit is the
tridiagonal matrix discretization of the Stochastic Airy operator of Edelman
and Sutton [35, 9],
d2
dx2
− x+ 2√
β
dW, (55)
where dW is the white noise process. We wish to study the distributions of
eigenvalues of the hard edge conditioned on other eigenvalue(s) or eigenvector
statistics.
To obtain samples from these conditional distributions, we can use Algorithm
2, which is straightforward to apply in this case since dW is already discretized
as iid Gaussians.
The stochastic Airy operator (55) can be discretized as the tridiagonal matrix
[9, 35]
Aβ =
1
h2
∆− h× diag(1, 2, ..., k) + 2
h
√
β
N, (56)
where ∆ =

−2 1
1 −2 1
1 −2 1
...
1 −2 1
1 −2
 is the k× k discretized Laplacian,
N ∼ diag(N (0, 1)n) is a vector of independent standard normals, and the cutoff
k is chosen (as in [9, 35]) to be k = 10n−
1
3 (the O(10n−
1
3 ) cutoff is due to
the decay of the eigenvectors corresponding to the largest eigenvalues, which
decay like the Airy function, causing only the first O(10n−
1
3 ) entries to be
computationally significant).
5.1 Approximate sampling algorithm implementation
Since the discretized stochastic Airy operator Aβ is already explicitly a function
of the iid Gaussians 2
h
√
β
N (Equation 56), we can use Algorithm 2 to sample Aβ
conditional on our eigenvalue constraints of interest. To simplify the algorithm
we can use a deterministic nonlinear solver with random starting points in place
of the nonlinear solver-based MCMC “Metropolis” subroutine of Algorithm 2 to
get an approximate sampling (Algorithm 2.1, below). This is somewhat analo-
gous to setting both the hot and cold baths in a simulated annealing-based (see,
for instance, [39]) "Metropolis step" in a Metropolis-within-Gibbs algorithm to
zero temperature, since we are setting the randomness of the Metropolis sub-
routine to zero while fully retaining the randomness of the search-subspaces.
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Algorithm 2.1 Integral Geometry reweighted one-iteration “Deterministic
Nonlinear Solver-within-Gibbs” for sampling from Gaussians
Steps 1-4 are the same as in Algorithm 2.
5. for i = 1 to imax
(a) Generate a random isotropic d-dimensional linear search-subspace Si cen-
tered at the origin. Generate a sphere rSn centered at the origin with
random radius r distributed according to the χn distribution.
(b) Use a deterministic nonlinear solver with random starting point to find
a point xi on the intersection Si+1 ∩M∩ rSn.
(c) compute ψ(xi) and the weight w(xi) =
f(xi)
|∇λ|rSn (xi)| .
7. Output: Weighted samples {xi}imaxi=1 with associated weights {w(xi)}imaxi=1 that
are independent and approximately distributed according to the conditional
density f |{λ(x) = c}, where f(x) = 1√
(2pi)n
e−
1
2x
T x is the density of iid
standard normals, from which we can obtain ψ(x1), ψ(x2), ..., ψ(ximax) (and
compute statistics of ψ, such as the weighted sample mean 1∑w(xi) ∑w(xi)×
ψ(xi), the weighted sample variance, or the weighted histogram of ψ)
Remark 5. Using a deterministic solver with random starting point (Algorithm
2.1) in place of the more random nonlinear solver-based Metropolis Markov
chain subroutine of Algorithm 2 introduces some bias in the samples, since the
nonlinear solver probably will not find each point in the intersection Si+1∩M∩
rSn with equal probability. There is nothing preventing us from using a more
random Markov chain in place of the deterministic solver, which one would
normally do. However, since we only wanted to compare weighting schemes,
we can afford to use a more deterministic solver in order to simplify numerical
implementation for the time being, as the implementation of the “Metropolis”
step would be beyond the scope of this paper. It is important to note that this
bias is not a failure of the reweighting scheme, but rather just a consequence
of using a purely deterministic solver in place of the “Metropolis” step. On
the contrary, we will see in Sections 6 and 7 that this bias is in fact much
smaller than the bias present when the traditional weighting scheme is used
together with the same deterministic solver. In the future, we plan to also
perform numerical simulations with a random Metropolis step in place of the
deterministic solver, as described in Algorithm 2.
5.2 Comparison to rejection sampling
In this section we briefly explain why rejection sampling is oftentimes too slow
when sampling from the stochastic Airy operator, implying that there is a need
for a faster algorithm like Algorithm 2.1. Rejection sampling is slow if we
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condition on many eigenvalues at a time, or if we want to condition on a large
deviation of even a single eigenvalue, since in both cases we are conditioning
on rare events that occur with very low probability. In the large deviation
case even the event that the largest eigenvalue is bigger than some value (as
opposed to exactly equal to some value) is nearly a lower-dimensional manifold,
since the eigenvalue distributions have Gaussian tails, which decay very quickly.
For example, when we have Gaussian tails, for large t the event {λ1 ≥ t} is
approximately equal in probability to an event {λ1 ∈ [t, t + )} where  ↓ 0 as
t → ∞. Hence, {λ1 ∈ [t, t + )} converges to the lower-dimensional manifold
{λ1 = t} as t→∞.
6 Conditioning on multiple eigenvalues
In the first simulation (Figure 9), we sampled the fourth-largest eigenvalue con-
ditioned on the remaining 1st- through 7th- largest eigenvalues. We begin with
this example since in this particular situation, when conditioned only on the
3rd and 5th eigenvalues, the 4th eigenvalue is not too strongly dependent on
the other eigenvalues (the intuition for this reasoning comes from the fact that
the eigenvalues behave as a system of repelling particles with only week repul-
sion, so the majority of the interaction involves the immediate neighbors of λ4).
Hence, in this situation, we are able to test the accuracy of the local solver
approximation by comparison to brute force rejection sampling. Of course, in a
more general situation where we do not have these relatively week conditional
dependencies, rejection sampling would be prohibitively slow (e.g., even if we
allow a 10% probability interval for each of the six eigenvalues, conditioning on
all six eigenvalues gives a box that would be rejection sampled with probability
10−6).
Despite the fact that the integral geometry algorithm is solving for 6 dif-
ferent eigenvalues simultaneously, the conditional probability density histogram
obtained using Algorithm 2.1 with the integral geometry weights (Figure 9,
blue) agrees closely with the conditional probability density histogram obtained
using rejection sampling (Figure 9, black). Weighting the exact same data
points obtained with Algorithm 2.1 with the traditional weights instead yields
a probability density histogram (Figure 9, red) that is much more skewed to
the right than either the black or blue curves. This is probably because, while
theoretically unbiased, the traditional weights greatly amplify a small bias in
the nonlinear solver’s selection of intersection points.
7 Conditioning on a single-eigenvalue rare event
In this set of simulations (Figure 10), we sampled the second-largest eigenvalue
conditioned on the largest eigenvalue being equal to -2, 0, 2, and 5. Since λ1 = 5
is a very rare event, we do not have any reasonable chance of finding a point
in the intersection of the codimension 1 constraint manifold M = {λ1 = 5}
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Figure 9: In this simulation we used Algorithm 2.1 together with both the
traditional weights (red) and the integral geometry weights (blue) to plot the
histogram of λ4|(λ1,λ2, λ3, λ5, λ6, λ7) = (−2,−3.5,−4.65,−7.9,−9,−10.8) . We
also provided a histogram obtained using rejection sampling of the approximated
conditioning λ4|(λ3,λ5) ∈ [−4.65 ± 0.001] × [−7.9 ± 0.001] (black) for compar-
ison (conditioning on all six eigenvalues would have caused rejection sampling
to be much too slow). Since we used a deterministic solver in place of the
Metropolis subroutine in Algorithm 2, some bias is expected for both reweight-
ing schemes. Despite this, we see that the integral geometry histogram agrees
closely with the approximated rejection sampling histogram, but the traditional
weights lead to an extremely skewed histogram. This is probably because, while
theoretically unbiased, the traditional weights greatly amplify a small bias in
the nonlinear solver’s selection of intersection points. The skewness is especially
large (in comparison to Figure 10) because we are conditioning on 6 eigenvalues
simultaneously.
with the search-subspace unless we use a search-subspace of dimension d >> 1.
Indeed, the analytical solution for λ1 tells us that P(λ1 ≥ 2) = 1 × 10−4,
P(λ1 ≥ 4) = 5× 10−8and P(λ1 ≥ 5) < 8× 10−10 [4, 25]. For this same reason,
rejection sampling for λ1 = 2 is very slow (58 sec./sample vs. 0.25 sec./sample
for Algorithm 2.1) and we cannot hope to perform rejection sampling for λ1 = 5
(It would have taken about 84 days to get a single sample!). To allow us to make
a histogram in a reasonable amount of time, we will use Algorithm 2.1 with
search-subspaces of dimension d = 23 >> 1, vastly increasing the probability of
the random search subspace intersectingM.
In (Figure 10, top), we see that while the rejection sampling (black) and
integral geometry weight (blue) histograms of the density of λ2|λ1 = 2 are fairly
close to each other, the plot obtained with the exact same data as the blue
plot but weighted in the traditional way (red) is much more skewed to the right
and less smooth than both the black and blue curves, implying that using the
integral geometry weights from Theorem 1 greatly reduces bias and increases
the convergence speed (Although the red curve is not as skewed as in Figure 10
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of Section 6. This is probably because in this situation the codimension of M
is 1, while in Section 6 the codimension was 6.)
In (Figure 10, middle), where we conditioned instead on λ1 = 5, we see that
solving from a random starting point but not restricting oneself to a random
search-subspace (purple plot) causes huge errors in the histogram of λ2|λ1. We
also see that, as in the case of λ1 = 2, the plot of λ2 obtained with the traditional
weights is much more skewed to the right and less smooth than the plot obtained
using the integral geometry weights.
In (Figure 10, bottom), we use our Algorithm 2.1 to study the behavior of
λ2|λ1 for values of λ1 at which it would be difficult to obtain accurate curves
with traditional weights or rejection sampling. We see that as we move λ1 to
the right, the variance of λ2|λ1 increases and the mean shifts to the right. One
explanation for this is that the largest and third-largest eigenvalues normally
repel the second-largest eigenvalue, squeezing it between the largest- and third-
largest eigenvalues, which reduces the variance of λ2|λ1. Hence, moving the
largest eigenvalue to the right effectively "decompresses" the probability density
of the second-largest eigenvalue, increasing it’s variance. Moving the largest
eigenvalue to the right also allows the second-largest eigenvalue’s mean to move
to the right by reducing the repulsion from the right caused by the largest
eigenvalue.
Remark 6. As discussed in Remark 5 of Section 5.1, if we wanted to get a
perfectly accurate plot, we would still need to use a randomized solver, such as
a Metropolis-Hastings solver, to randomize over the intersection points. Since
d = 23, the volumes of the exponentially many connected submanifolds in the
intersection Si+1∩M would be concentrated in just a few of these submanifolds,
with the concentration being exponential in d, causing the algorithm to be
prohibitively slow for d = 23 unless we use Algorithm 3, which uses the Chern-
Gauss-Bonnet curvature reweighting of Theorem 2 (see Section 4.7). Hence,
if we were to implement the randomized solver of Algorithm 2, the red curve
would converge extremely slowly unless we reweighted according to Theorem 2
(in addition to Theorem 1). Hence, the situation for the traditional weights is
in fact much worse in comparison to the integral geometry weights of Theorems
1 and 2 than even (Figure 10, middle) would suggest.
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Figure 10: Histograms of λ2|λ1 = −2, 0, 2, and 5, generated using Algorithm
2.1. A search-subspace of dimension d = 23 was used, allowing us to sample
the rare event λ1 = 5. In the first plot (top) we see that the rejection sampling
histogram of λ2|λ1 = 2 is much closer to the histogram obtained using the inte-
gral geometry weights (blue) than the histogram obtained with the traditional
weights (red) because the red plot is much more skewed to the right and less
smooth (it takes longer to converge) than either the blue or black plots. If we
do not constrain the solver to a random search subspace, the histogram we get
for λ2|λ1 = 5 (purple) is very skewed to the right (middle plot), implying that
using random search-subspace (as a opposed to just a random starting point)
greatly helps in the mixing of our samples towards the correct distribution. In
the last plot (bottom), the probability densities of λ2|λ1 obtained with the in-
tegral geometry weights show that moving the largest eigenvalue to the right
has the effect of increasing the variance of the probability density of λ2|λ1 and
moving its mean to the right, probably because the second eigenvalue feels less
repulsion from the largest eigenvalue as λ1 →∞.
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