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Abstract
The profile of a sample is the multiset of its symbol frequencies. We show that for
samples of discrete distributions, profile entropy is a fundamental measure unify-
ing the concepts of estimation, inference, and compression. Specifically, profile
entropy a) determines the speed of estimating the distribution relative to the best
natural estimator; b) characterizes the rate of inferring all symmetric properties
compared with the best estimator over any label-invariant distribution collection;
c) serves as the limit of profile compression, for which we derive optimal near-
linear-time block and sequential algorithms. To further our understanding of pro-
file entropy, we investigate its attributes, provide algorithms for approximating its
value, and determine its magnitude for numerous structural distribution families.
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1 Introduction
Recent research in statistical machine learning, ranging from neural-network training and online
learning, to density estimation and property testing, has advanced evaluation criteria beyond worst-
case analysis. New performance measures apply more refined metrics relating the algorithm’s accu-
racy and efficiency to the problem’s inherent structure.
Consider for example learning an unknown discrete distribution from its i.i.d. samples. Classical
worst-case analysis states that in the worst case, the number of samples required to estimate a distri-
bution to a given KL-divergence grows linearly in the alphabet size.
However, this formulation is pessimistic. Distributions are rarely the worst possible, and many
practical distributions can be estimated with significantly smaller samples. Furthermore, once the
sample is drawn, it reveals the distribution’s complexity and hence the hardness of the learning task.
Going beyond worst-case analysis, we design an adaptive learning algorithm whose theoretical guar-
antees vary according to the problem’s simplicity. For example, Orlitsky and Suresh [2015] recently
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proposed an estimator that instance-by-instance achieves nearly the same performance as a genie
algorithm designed with prior knowledge of the underlying distribution.
We introduce profile entropy, a fundamental measure for the complexity of discrete distributions,
and show that it connects three vital scientific tasks: estimation, inference, and compression. The
resulting algorithms have guarantees directly relating to the data profile entropy, hence also adapt to
the intrinsic simplicity of the tasks at hand.
The next subsections, formalize the relevant concepts and present relevant prior works.
1.1 Sample Profiles and Their Entropy
Consider an arbitrary sequence xn over a finite or countably infinite alphabet X . The multiplicity
µy(x
n) of a symbol y ∈ X is the number of times y appears in xn. The prevalence of an integer µ
is the number ϕµ(x
n) of symbols in xn with multiplicity µ. The profile of xn is the multiset ϕ(xn)
of multiplicities of the symbols in xn. We refer to it as a profile of length n.
The number D(S) of distinct elements in a multiset S is its dimension. For convenience, we
also write D(xn) for profile dimension. Note that the dimension of a length-n profile is at most
min{√2n, |X |}.
Let ∆X be the collection of distributions over X , and p be an arbitrary distribution in ∆X . The
profile Φn of an i.i.d. sample Xn ∼ p is a random variable whose distribution depends on only
p and n. We therefore write Φn ∼ p, and call H(Φn) the profile entropy with respect to (p, n).
Analogously, we call Dn := D(Φn), the profile dimension associated with (p, n) and write Dn ∼ p.
Due to the dependence among multiplicities, the distributions of Φn and Dn are rather complex in
general. To obtain clean expressions, we can adopt the standard Poisson sampling technique and
make the sample size a Poisson variable N ∼ Poi(n), independent of the sample. As an example,
E [DN ∼ p] =
∞∑
i=1
(
1−
∏
x∈X
(
1− e−npx (npx)
i
i!
))
,
where px denotes the probability of symbol x assigned by p. Note that sometimes we also write p(x)
instead of px for notational convenience. Despite the complex landscape of statistical dependency,
in Theorem 1, we show that Dn ∼ p and H(Φn ∼ p) are of the same order, with high probability
and for every p ∈ ∆X . In Theorem 6 and 7, we show that Dn ∼ p highly concentrates around
a variant of its expectation. In Section 2.5, we provide a much simpler quantity HSn (p) that well
approximates the expectation variant of Dn ∼ p. Combined, these three results provide a precise
characterization of both profile entropy and dimension. Leveraging this in Section B.2, we derive
nearly-tight bounds on the magnitude of profile entropy for several important structural distribution
families, including log-concave and power-law.
1.2 Applications and Prior Works
In this section, we present several learning and compression applications in which the profile entropy
would play an important role. We also review related prior works with an emphasize on adaptive
algorithms, and suppress the discussions on the worst-case analysis for brevity.
Basics and Significance
The profile of a sample corresponds to the empirical distribution of symbols, and reflects the mag-
nitudes of the actual symbol probabilities. Hence, the profile dimension, the number of distinct
symbol frequencies, characterizes the variability of ranges the probabilities spread over. The sam-
ple profile’s entropy, which by Theorem 1 is of the same order as its dimension, admits the same
interpretation.
Intuitively, samples from simple distributions tend to have low profile entropy, such as those from
a m-piecewise distribution with small m, or one whose probability masses concentrate over some
sparse set. The profile entropy is also likely to decrease as one reduces the sample size, since the
sample contains less information regarding the variability of distribution probabilities. See Theo-
rem 9, 14, and 19 for a formal justification of these arguments.
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From a statistical perspective, the profile of a sample is a sufficient statistic for estimating the prob-
ability multiset and any symmetric functional of the underlying distribution, such as entropy and
support size. When we express a profile as a collection of multiplicity-prevalence pairs, the profile
dimension is the size of this collection. Being of the same magnitude, the profile entropy is thus the
effective size of a natural sufficient statistic for label-invariant inference.
Profile entropy also directly connects to adaptive testing and classification. Such connection arises
from computing the profile probability Acharya et al. [2011, 2012], the probability of observing a
sample with the given profile. If the profile has entropy of H, we can show that this computation
problem has a time complexity of O(exp(Θ˜(H) log |X |)). The result follows by the equivalence of
the problem and computing the permanent of a rank-Θ˜(H)matrix Barvinok [1996], Vontobel [2012,
2014], Barvinok [2016].
Below, we introduce two important applications that are more involved, in which the profile entropy
has essential connection to the statistical efficacy of adaptive learning.
Distribution Estimation
Estimating unknown distributions from their samples is a statistical-inference cornerstone, and has
numerous applications, ranging from biological studies Armañanzas et al. [2008] to language mod-
eling Chen and Goodman [1999].
A learning algorithm in this setting is often referred to as a distribution estimator, which is a func-
tional pˆ associating with every sequence xn over X a distribution pˆxn ∈ ∆X . Given a sample
Xn ∼ p, we measure the performance of pˆ in estimating the (unknown) distribution p with a loss
function ℓ(p, pˆ
Xn
), e.g., the ℓ1 distance and KL divergence.
A classical worst-case type result shows that any estimator that achieves a small ℓ1 loss of ε > 0
over∆X in expectation requires a sample size ofΩ(|X |/ ε2). Recent research further shows that the
naive empirical-distribution estimator attains the optimal sample efficiency, to the right constants.
The desire to design more efficient estimators for practical distributions such as Poisson mixtures
leads to two adaptive estimation frameworks: structural and competitive.
Structural estimation focuses on distributions possessing a natural structure, such as monotonicity,
m-modality, and log-concavity. In many cases including the mentioned, structural assumptions
lead to effective estimators that provably perform better on the corresponding distribution classes.
See Bühlmann et al. [2016] for a review of recent literature.
Competitive estimation aims to design estimators that are universally near-optimal. Without strong
structural knowledge, a reasonable estimator should naturally assign the same probability to sym-
bols appearing equal number of times. The objective here is to find an estimator that learns every
distribution as well as the best natural estimator designed with knowledge of the true distribution.
Discussion continues in Section 2.3 with a review of relevant works.
Property (Functional) Inference
Instead of recovering the underlying distribution, numerous practical applications require only infer-
ring a particular property value, such as entropy for graphical modeling Koller and Friedman [2009],
and support size for species richness estimation Magurran [2013].
Formally, a distribution property over a distribution collection P ⊆ ∆X is a functional f : P → R
that associates with each distribution in P a real value. Given a sample Xn from an unknown
distribution p ∈ P , the problem of interest is to infer the value of f(p). To do this, we employee
another functional fˆ : X ∗ → R, a property estimator that maps every sample to a real value.
The statistical efficiency of fˆ in estimating f with respect to the distribution collection P is mea-
sured by its sample complexity. Specifically, for an accuracy ε > 0 and error tolerance δ ∈ (0, 1),
the (ε, δ)-sample complexity of fˆ with respect to (f,P) is the minimal sample size n for which
PrXn∼p(|fˆ(Xn) − f(p)| > ε) ≤ δ for all p ∈ P . Note that for the special case of P = {p}, the
sample complexity directly characterizes the ability of fˆ in estimating f(p).
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Recent years have shown interests in determining the sample complexities of inferring distribution
properties. Built upon worst-case analysis, the major contribution of these works is establishing the
sufficiency of sample sizes sub-linear in |X |. As an example, in the vital sample-sparse regime and
over ∆X , the (ε, 1/10)-sample complexity of learning entropy is Θ(|X |/(ε log |X |)). We refer the
readers to Verdú [2019] for a thorough survey of related works.
As the problem involves two components, the property and distribution, adaptive analysis also ad-
vances in two veins.
The first vein concerns constructing a universal plug-in estimator for all symmetric properties. A
symmetric property is invariant under symbol permutations, hence it suffices to obtain an accurate
estimate of the probability multiset. Recently, following the works of Das [2012], Acharya et al.
[2017], Hao and Orlitsky [2019a] show that for any symmetric property that is additively separable
and appropriately Lipschitz, the profile maximum likelihood (Section 2.2) achieves the optimal sam-
ple complexity up to small constant factors. Other major works include Valiant and Valiant [2011,
2013, 2016], Han et al. [2018], Charikar et al. [2019b]
The second vein is an analogy to the competitive distribution estimation framework, and aims to
compete with the instance-by-instance performance of a genie having access to more information,
but reasonably restricted. A natural choice for the genie is the best-known and most-used – the
empirical estimator that evaluates the property at the sample empirical distribution. To empower
the genie, we grant it access to a sample whose size is logarithmically larger than that available
to the learner. One can show that this enables the genie to universally achieve the optimal sample
complexities for numerous properties and hypothesis classes P . Under this formulation, Hao et al.
[2018], Hao and Orlitsky [2019b] provide a unified learning algorithm that achieves the optimal
competitiveness guarantees in near-linear time.
In this work, we further both veins of works and show that: 1) the PML plug-in estimator pos-
sesses the amazing ability of adapting to the simplicity of data distributions in inferring all sym-
metric properties, over any label-invariant classes; 2) when plugged into entropy, the estimator
in Hao and Orlitsky [2019c] approximates the property as well as the plug-in estimator whose dis-
tribution component is the best natural, for every distribution. See Theorem 3 and 4 for the formal
statements.
2 New Results
We establish essential connections between profile entropy and the estimation of distributions, infer-
ence of their properties, and compression of profiles. To further our understanding of profile entropy,
we then investigate its attributes, provide algorithms for approximating its value, and determine its
magnitude for numerous structural distribution families.
For space considerations, we relegate most technical proofs to the appendices.
Permutation invariance By definition, both the profile of a sequence and its dimension are invari-
ant to domain-symbol permutations. Since entropy is a symmetric property, the profile entropy of
an i.i.d. sample is also permutation invariant. Consequently, a result in this section that holds for a
distribution will also hold for any distributions sharing the same probability multiset.
This is desirable for practical applications, since samples often come as categorical data, while the
symbol ordering under which the underlying distribution would exhibit certain structure is unknown
to the learner. For example, in natural language processing, we observe words and punctuation
marks. Given that the data comes from a power-law distribution Mitzenmacher [2004], we often
don’t know how to order the alphabet to realize such a condition.
Surprisingly, with a few exceptions such as Hao and Orlitsky [2019c], most previous works on learn-
ing structured discrete distributions do not address this crucial matter in their learning algorithms.
The existing results are rather artificial and more like learning discretized continuous distributions.
See Section B.2 for our discussion on distribution discretization.
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2.1 Profile Dimension and Entropy
Denote by ⌈x⌉ the smallest integer larger than x. Then,
Theorem 1. For any distribution p ∈ ∆X and Φn ∼ p, with probability at least 1−O(1/√n),
⌈H(Φn)⌉ = Θ˜(D(Φn)),
where the notation Θ˜(·) hides logarithmic factors of n.
The theorem shows that for every distribution and sampling parameter n, the induced profile entropy
and profile dimension are of the same order, with high probability.
Taking expectation and noting that D(Φn)∈ [1,√2n] yield
⌈H(Φn ∼ p)⌉ = Θ˜( E
Φn∼p
[D(Φn)]), ∀p ∈ ∆X .
2.2 Adaptive Property Estimation
Definitions A profile φ is said to have length n if there exists xn ∈ Xn satisfying φ = ϕ(xn).
For every profile φ of length n and distribution collection P ⊆ ∆X , the profile maximum likelihood
(PML) estimator Orlitsky et al. [2004] over P maps φ to a distribution
Pφ := argmin
p∈P
Pr
Xn∼p
(ϕ(Xn) = φ) ,
that maximizes the probability of observing the profile φ. For any property f , let εf (n, δ,P) denote
the smallest error that can be achieved by any estimator with a sample size n and tolerance δ on the
error probability. This definition is equivalent to that of the sample complexity. Below, we assume
that P is label invariant, i.e., for any p ∈ P , collection P contains all its symbol-permuted versions.
We first show that profile-based estimators are sufficient for estimating symmetric properties.
Theorem 2 (Sufficiency of profiles). Let f be a symmetric property over P . For any accuracy ε > 0
and tolerance δ ∈ (0, 1), if there exists an estimator fˆ such that
Pr
Xn∼p
(∣∣∣fˆ(Xn)− f(p)∣∣∣ > ε) < δ, ∀p ∈ P ,
there is an estimator fˆϕ over length-n profiles satisfying
Pr
Xn∼p
(∣∣∣fˆϕ(ϕ(Xn))− f(p)∣∣∣ > ε) < δ, ∀p ∈ P .
Note that both estimators can have independent randomness.
The second result shows that the PML estimator is adaptive to the simplicity of underlying distribu-
tions in inferring all symmetric properties, over any label-invariant P . For clarity, we set δ = 1/10
and suppress both δ and P in εf (n, δ,P).
Theorem 3 (Adaptiveness of PML). Let f be a symmetric property. For any p ∈ P and Φn ∼ p,
with probability at least 1−O(1/√n),
|f(p)− f(PΦn)| ≤ 2εf
(
Ω˜(n)
⌈H(Φn)⌉
)
.
Some comments: 1) The theorem holds for any symmetric properties, while nearly all previous
works require the property to possess certain forms and be smooth; 2) The theorem trivially implies
a weaker result in Acharya et al. [2017] where ⌈H(Φn)⌉ is replaced by
√
n; 3) There is a polynomial-
time approximation Charikar et al. [2019a] achieving the same guarantee; 4) We provide a stronger
result in Section A.5 of the appendices for general δ.
Besides this theorem, we establish in Section A.6 and A.7 two additional results on PML. The first re-
sult addresses sorted distribution estimation, and improves over that established in Hao and Orlitsky
[2019a] (Theorem 5) in terms of the lower bound on the accuracy parameter ε. Let ΣX denote the
collection of symbol permutations over X . For any p ∈ ∆X , denote by pσ ∈ ∆X the permuted
distribution satisfying pσ(x) = p(σ(x)) for all symbols x ∈ X . Let λ > 0 be a positive absolute
constant that can be made arbitrarily small, e.g., λ = 0.001.
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Lemma 1. For any ε ∈ (0, 1), p ∈ P = ∆X , and Φn ∼ p, if we have n ≥ Ω(|X |/(ε2 log |X |)) and
ε ≥ 1/n1/8−λ, with probability at least 1−O(exp(−√n)),
min
σ∈ΣX
‖pσ − PΦn‖1 ≤ O(ǫ).
A few comments in order: 1) The polynomial-time computable variant of PML in Charikar et al.
[2019a] satisfies the same guarantee, and the proof for this is also similar to that in Section A.6; 2)
Using the existing efficiently computable PML-type methods Charikar et al. [2019a,b], the best pos-
sible lower bound on ε is Θ(1/n1/4); 3) Below the Θ(1/n1/3) threshold, the empirical distribution
estimator is sample optimal up to constant factors Han et al. [2018].
The second result shows an intriguing connection between the PML method and the task of unifor-
mity testing Goldreich and Ron [2011]. See Section A.7 for details.
Our last result in this section addresses entropy estimation. We show that when plugged into entropy,
the estimator in Hao and Orlitsky [2019c] approximates the property as well as the plug-in estimator
whose distribution component is the best natural, for every distribution.
Recall that a distribution estimator is natural if it assigns the same probability to symbols of equal
multiplicity, and a property estimator is plug-in if it first finds an estimate of the distribution and then
evaluates the property at this estimate. As an off-the-shelf method, the plug-in approach is widely
used in estimating distribution properties.
If further the property is symmetric, then it suffices to obtain an accurate estimate of the probability
multiset, which is intuitively more statistically efficient than recovering the actual distribution. For
example, Hao and Orlitsky [2019a] recently show that for any symmetric property that is additively
separable and appropriately Lipschitz, the PML multiset estimator Orlitsky et al. [2004] achieves
the optimal sample complexity up to small constant factors.
However, the analysis and computation (though efficient) of such multiset-based estimation methods
are often involved Valiant and Valiant [2011, 2013, 2016], Han et al. [2018], Charikar et al. [2019b],
Hao and Orlitsky [2019a]. For this reason, distribution-based plug-in estimators are still popular in
practice, and often, the distribution components are natural.
As an example, for entropy estimation, several widely used distribution-based estimators are nat-
ural plug-in, such as the empirical estimator plugging in the empirical distribution, James-Stein
shrinkage Hausser and Strimmer [2009] that shrinks the distribution estimate towards uniform, and
Dirichlet-smoothed Schürmann and Grassberger [1996] that imposes a Dirichlet prior over∆X .
The logic behind these estimators is simple: if two distributions are close, then the same is expected
to hold for their entropy values. The next theorm shows that for every distribution and among all
plug-in entropy estimators, the distribution estimator in Hao and Orlitsky [2019c] is as good as the
one that performs best in estimating the actual distribution.
Denote byN the collection of all natural estimators. Write |H(p)−H(q)| as ℓH(p, q) for compact-
ness and the KL-divergence between p, q ∈ ∆X as ℓKL(p, q).
Theorem 4 (Competitive entropy estimation). For any distribution p, sample Xn ∼ p with profile
Φn := ϕ(Xn), and pˆN
Xn
:= argminpˆ∈N ℓKL(p, pˆXn ), we have
ℓH(p, pˆ
⋆
Xn
)−ℓH(p, pˆNXn ) ≤ O˜
(√
⌈H(Φn)⌉
n
)
.
with probability at least 1−O(1/n).
2.3 Competitive Distribution Estimation
Prior works Competitive estimation calls for an estimator that competes with the instance-by-
instance performance of a genie knowing more information, but reasonably restricted. Denote by
ℓKL(p, q) the KL divergence. Introduced in Orlitsky and Suresh [2015], the formulation considers
the collection N of all natural estimators, and shows that a simple variant pˆGT of the Good-Turing
estimator achieves
ℓKL(p, pˆ
GT
Xn
)−min
pˆ∈N
ℓKL(p, pˆXn ) ≤
3 + o(1)
n1/3
,
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for every distribution p and with high probability. We refer to the left-hand side as the excess loss of
estimator pˆGT with respect to the best natural estimator, and note that it vanishes at a rate independent
of p. For a more involved estimator in Acharya et al. [2013], the excess loss vanishes at a faster rate
of O˜(min{1/√n, |X |/n}), optimal up to logarithmic factors for every estimator and the respective
worst-case distribution. For the ℓ1 distance, Valiant and Valiant [2016] derive a similar result.
These estimators track the loss of the best natural estimator for each distribution. Yet an equally
important component, the excess loss bound, is still of the worst-case nature. For a fully adaptive
guarantee, Hao and Orlitsky [2019c] design an estimator pˆ⋆ that achieves a Dn/n excess loss, i.e.,
ℓKL(p, pˆ
⋆
Xn
)−min
pˆ∈N
ℓKL(p, pˆXn ) ≤ O˜
(Dn
n
)
,
for every p andXn ∼ p, with high probability. Utilizing the adaptiveness of Dn to the simplicity of
distributions, the paper derives excess-loss bounds for several important distribution families, and
proves the estimator’s optimality under various of classical and modern learning frameworks.
New results While the work of Hao and Orlitsky [2019c] provides an appealing upper bound on
the excess loss, it is not exactly clear how good this bound is as a matching lower bound is missing.
In this work, we complete the picture by showing that the Dn/n bound is essential for competitive
estimation and optimal up to logarithmic factors of n.
Theorem 5 (Minimal excess loss). For any n,D ∈ N and distribution estimator pˆ′, there is a
distribution p such that with probability at least 9/10, we have both
O(log n+D) ≥ Dn
and
ℓKL(p, pˆ
′
Xn
)−min
pˆ∈N
ℓKL(p, pˆXn ) ≥ Ω
(D
n
)
.
By Theorem 1, we can replaceDn by Θ˜(H(Φn)) in both the upper and lower bounds.
2.4 Optimal Profile Compression
While a labeled sample contains all information, for many modern applications, such as property
estimation and differential privacy, it is sufficient Orlitsky et al. [2004] or even necessary to provide
only the profile Suresh [2019]. Hence, this section focuses on the lossless compression of profiles.
For any distribution p, it is well-known that the minimal expected codeword length (MECL) for
losslessly compressing a sample Xn ∼ p is approximately nH(p), which increases linearly in n as
long as H(p) is bounded away from zero.
On the other hand, by the Hardy-Ramanujan formula Hardy and Ramanujan [1918], the number
P(n) of integer partitions of n, which happens to equal to the number of length-n profiles, satisfies
logP(n) = 2π
√
n
6
(1 + o(1)).
Consequently, the MECL for losslessly compressing the sample profile Φn ∼ p is at most O(√n),
a number potentially much smaller than nH(p).
By Shannon’s source coding theorem, the profile entropy H(Φn) is the information-theoretic limit
of MECL for the lossless compression of profile Φn ∼ p. Below, we present explicit block and
sequential profile compression schemes achieving this entropy limit, up to logarithmic factors of n.
Block compression The block compression algorithm is intuitive and easy to implement.
Recall that the profile of a sequence xn is the multiset ϕ(xn) of multiplicities associated with sym-
bols in xn. The ordering of elements in a multiset is not informative. Hence equivalently, we can
compress ϕ(xn) into the set C(ϕ(xn)) of corresponding multiplicity-prevalence pairs, i.e.,
C(ϕ(xn)) := {(µ, ϕµ(xn)) : µ ∈ ϕ(xn)}.
The number of pairs in C(ϕ(xn)) is equal to the profile dimension D(ϕ(xn)). In addition, both a
prevalence and its multiplicity are integers in [0, n], and storing the pair takes 2 logn nats. Hence,
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it takes at most 2(logn) · D(ϕ(xn)) nats to store the compressed profile. By Theorem 1, for any
distribution p ∈ ∆X and Φn ∼ p,
E[2(logn) · D(Φn)] = Θ˜(⌈H(Φn)⌉).
Sequential compression For any sequence xn, the setting for sequential profile compression is
that at time step t ∈ [n], the compression algorithm knows only ϕ(xt) and sequentially encodes the
new information. This is equivalent to providing the algorithm µxt(x
t−1) at time step t.
Suppress x, xt in the expressions for the ease of illustration. For efficient compression, we sequen-
tially encode the profile ϕ into a self-balancing binary search tree T , with each node storing a
multiplicity-prevalence pair (µ, ϕµ) and µ being the search key. We present the algorithm details as
follows.
Algorithm 1 Sequential Profile Compression
input sequence (µxt(x
t−1))nt=1, tree T = ∅
output tree T that encodes the input sequence
for t = 1 to n do
if µ := µxt(x
t−1) ∈ T then
if µ+ 1 ∈ T then
ϕµ+1 := T (µ+ 1)← T (µ+ 1) + 1
else
add (µ+ 1, 1) to T
end if
if ϕµ = 1 then delete (µ, ϕµ) from T
else ϕµ := T (µ)← T (µ)− 1 endif
else
if 1 6∈ T then add (1, 1) to T
else T (1)← T (1) + 1 endif
end if
end for
The algorithm runs for exactly n iterations, with a O(logn) per-iteration time complexity. For an
i.i.d. sampleXn ∼ p, the expected space complexity is again Θ˜(⌈H(Φn)⌉).
2.5 Attributes of Profile Entropy and Dimension
To further our understanding of profile entropy and dimension, we investigate the analytical and
statistical attributes of these characteristics concerning their concentration, computation and approx-
imation, monotonicity, and Lipschitzness.
Concentration
Recall that the multiplicity µy(x
n) denotes the number of times symbol y appearing in xn. Denote
by
∨
the logical OR operator. For any distribution p andXn ∼ p, we have
Dn =
n∑
µ=1
∨
x∈X
1µx(Xn)=µ.
The statistical dependency landscape of terms in the summation is rather complex, since µx(X
n)
and µy(X
n) are dependent for every (x, y) pair due to the fixed sample size; and so are 1µx(Xn)=µ1
and 1µx(Xn)=µ2 for every pair of distinct µ1 and µ2. To simplify the derivations, we relate this
quantity to its variant under the aforementioned Poisson sampling scheme, i.e., making the sample
size an independentN ∼ Poi(n). Specifically, define
D˜N := D˜(XN ) :=
n∑
U=1
∨
x∈X
1µx(XN )=U .
Note that this is not the same as DN since the summation index goes up only to n. Denote the ex-
pected value of D˜N by En(p). Our result shows that the originalDn satisfies a Chernoff-Hoeffding
type bound centered at En(p).
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Theorem 6. Under the above conditions and for any n ∈ Z+, p ∈ ∆X , and γ > 0,
Pr
( Dn
1 + γ
≥ En(p)
)
≤ 3√ne−min{γ2,γ}En(p)/3,
and for any γ ∈ (0, 1),
Pr
( Dn
1− γ ≤ En(p)
)
≤ 3√ne−γ2En(p)/2.
As a corollary, the value of Dn is often close to En(p).
Corollary 1. Under the same conditions as above and for any n ∈ Z+ and distribution p ∈ ∆X ,
with probability at least 1− 6/√n,
1
2
En(p)− 4 logn ≤ Dn ≤ 2En(p) + 3 logn.
In addition, we establish an Efron-Stein type inequality.
Theorem 7. For any distribution p and Dn ∼ p,
Var(Dn) ≤ E[Dn].
Computation and Approximation
The above results show that Dn ∼ p is often close to En(p), with an exponentially small deviation
probability. Hence, to approximateDn, it suffices to accurately compute En(p), the expectation of
its Poissonized version D˜N . By independence and the linearity of expectations,
En(p) =
n∑
i=1
(
1−
∏
x∈X
(
1− e−npx (npx)
i
i!
))
.
The expression is exact but does not relate to p in a simple manner. For an intuitive approximation,
we partition the unit interval into a sequence of ranges,
Ij :=
(
(j − 1)2 logn
n
, j2
logn
n
]
, 1 ≤ j ≤
√
n
logn
.
denote by pIj the number of probabilities in Ij , and relate En(p) to a shape-reflecting quantity
HSn (p) :=
∑
j≥1
min
{
pIj , j · logn
}
,
the sum of the effective number of probabilities lying within each range Hao and Orlitsky [2019c].
To computeHSn (p), we simply count the number of probabilities in each Ij . Our main result shows
thatHSn (p) well approximatesEn(p) over the entire∆X , up to logarithmic factors of n.
Theorem 8. For any n ∈ Z+ and p ∈ ∆X ,
1√
logn
· Ω(HSn (p)) ≤ En(p) ≤ O(HSn (p)).
Summary The simple expression shows that HSn (p) characterizes the variability of ranges the
actual probabilities spread over. As Theorem 8 shows, HSn (p) closely approximates En(p), the
value around which Dn ∼ p concentrates (Theorem 6). Henceforth, we use HSn (p) as a proxy for
bothH(Φn) and Dn, and study its attributes and values.
Monotonicity
Among the many attributes thatHSn (p) possesses, monotonicity is perhaps most intuitive. One may
expect a larger value of HSn (p) as the sample size n increases, since additional observations reveal
more information on the variability of probabilities. Below we confirm this intuition.
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Theorem 9. For any n ≥ m≫ 1 and p ∈ ∆X ,
HSn (p) ≥ HSm(p).
Besides the above result that lowerly boundsHSn (p) withHSm(p) form ≤ n, a more desirable result
is to upperly boundHSn (p) with a function ofHSm(p).
Such a result will enable us to draw a sample of sizem ≤ n, obtain an estimate ofHSm(p) fromDm,
and use it to bound the value of HSn (p) and thus of Dn for a much larger sample size n. With such
an estimate, we can perform numerous tasks such as predicting the performance of algorithms in
Section 2.2 and 2.3 when more observations are available, and the space needed for storing a longer
sample profile. The next theorem provides a simple and tight bound onHSn (p) in terms ofHSm(p).
Theorem 10. For any n ≥ m≫ 1 and p ∈ ∆X ,
HSn (p) ≤
√
n logn
m logm
·HSm(p).
The aforementioned application of this result is closely related to the recent works on learnability
estimation Kong and Valiant [2018], Kong et al. [2019].
Lipschitzness
ViewingHSn (p) as a distribution property, we establish its Lipschitzness with respect to a weighted
Hamming distance and the ℓ1 distance. Given two distributions p, q ∈ ∆X , the vanilla Hamming
distance is denoted by
h(p, q) :=
∑
x∈X
1px 6=qx .
The distance is suitable for being a statistical distance since there may be many symbols at which
the two distributions differ, yet those symbols account for only a negligible total probability and has
little effects on many induced statistics. To address this, we propose a weighted Hamming distance
hW(p, q) :=
∑
x∈X
max{px, qx} · 1px 6=qx .
The next result measures the Lipschitzness ofHSn under hW .
Theorem 11. For any integer n, and distributions p and q, if hW(p, q) ≤ ε for some ε ≥ 1/n,∣∣HSn (p)−HSn (q)∣∣ ≤ O(√εn).
Replacing max{px, qx} with |px − qx| results in a common similarity measure – the ℓ1 distance.
The next theorem is an analog to the above under this classical distance.
Theorem 12. For any integer n, and distributions p and q, if ℓ1(p, q) ≤ ε for some ε ≥ 0,∣∣HSn (p)− cHSn (q)∣∣ ≤ O((εn)2/3),
where c is a constant in [1/3, 3]. Note that the inequality is significant iff ε ≤ Θ˜(1/n1/4), since the
value ofHSn (p) is at most O(
√
n logn) for all p.
2.6 Profile Entropy for Structured Families
Following the study of attributes of profile entropy, we derive nearly tight bounds for the HSn (p)
values of three important structured families, log-concave, power-law, and histogram. These bounds
tighten up and significantly improve those in Hao and Orlitsky [2019c], and show the ability of
profile entropy in charactering natural shape constraints.
Below, we follow the convention of specifying the structured distributions over X = Z.
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Log-Concave Distributions
We say that p ∈ ∆Z is log-concave if p has a contiguous support and p2x ≥ px−1px+1 for all x ∈ Z.
The log-concave family encompasses a broad range of discrete distributions, such as Poisson, hyper-
Poisson, Poisson binomial, binomial, negative binomial, geometric, and hyper-geometric, with wide
applications to numerous research areas, including statistics Saumard and Wellner [2014], computer
science Lovász and Vempala [2007], economics An [1997], algebra, and geometry Stanley [1989].
The next result upperly bounds the profile entropy of log-concave families, and is tight up to loga-
rithmic factors of n.
Theorem 13. For any n ∈ Z+ and distribution p ∈ ∆Z, if p is log-concave and has a variance
of σ2,
HSn (p) ≤ O(logn)
(
1 + min
{
σ,
n
σ
})
.
This upper bound is uniformly better than the min{σ, (n2/σ)1/3} bound in Hao and Orlitsky
[2019c].
A similar bound holds for t-mixtures of log-concave distributions. More concretely,
Theorem 14. For any integer n and distribution p ∈ ∆Z, if p is a t-mixture of log-concave distribu-
tions each has a variance of σ2i , where i = 1, . . . , t,
HSn (p) ≤ O(logn)
(
1 + min
{∑
i
σi,max
i
{
n
σi
}})
.
The introduction about log-concave families covers numerous classical discrete distributions, yet
leaves many more continuous ones untouched Bagnoli and Bergstrom [2005]. Below, we present
a discretization procedure that preserves distribution shapes such as monotonicity, modality, and
log-concavity. Applying this procedure to the Gaussian distribution N (µ, σ2) further shows the
optimality of Theorem 13.
Discretization
Let X be a continuous random variable over R with density function f(x). For any x ∈ R, denote
by ⌈x⌋ the closest integer z such that x ∈ (z − 1/2, z + 1/2]. The ⌈X⌋ has a distribution over Z:
p(z) :=
∫ z+ 1
2
z− 1
2
f(x)dx, ∀z ∈ Z.
We refer to ⌈X⌋ as the discretized version ofX .
Shape preservation By definition, one can readily verify that the above transformation preserves
several important shape characteristics of distributions, such as monotonicity, modality, and k-
modality (possibly yields a smaller k). The following theorem covers log-concavity.
Theorem 15. For any continuous random variable X over R with a log-concave density f , the
distribution p ∈ ∆Z associated with ⌈X⌋ is also log-concave.
Moment preservation Denote by p the distribution of ⌈X⌋ for X ∼ f . Let µ and σ2 be the
mean and variance of density f , given that they exist. The theorem below shows that the discrete
distribution p has, within small additive absolute constants, a mean of µ and variance of Θ(σ2).
Theorem 16. Under the aforementioned conditions, the mean of ⌈X⌋ satisfies
E ⌈X⌋ = µ± 1
2
,
and the variance of ⌈X⌋ satisfies
σ2/2− 1 ≤ E(⌈X⌋ − E ⌈X⌋)2 ≤ 2σ2 + 1.
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Optimality of Theorem 13
By the above formula, the discretized Gaussian ⌈N⌋(µ, σ2) has a distribution in the form of
pG(z) :=
1√
2πσ
∫ z+ 1
2
z− 1
2
exp
(
− (x− µ)
2
2σ2
)
dx, ∀z ∈ Z.
Consolidating Theorem 15 and 16 shows that pG is a log-concave distribution with a variance of
Θ(σ2)± 1. Consequently, Theorem 13 yields the following upper bound:
HSn (pG) ≤ O(log n)
(
1 + min
{
σ,
n
σ
})
.
On the other hand, Section B.5 of the appendices shows
Theorem 17. Under the aforementioned conditions,
HSn (pG) ≥ O(logn)−1
(
1 + min
{
σ,
n
σ
})
.
The optimality of Theorem 13 follows by these inequalities.
Power-Law Distributions
We say that a discrete distribution p ∈ ∆Z is a power-law with power α > 0 if p has a support of
[k] := {1, . . . , k} for some k ∈ Z+ ∪ {∞} and px ∝ x−α for all x ∈ [k].
Power-law is a ubiquitous structure appearing in many situations of scientific interest, ranging
from natural phenomena such as the initial mass function of stars Kroupa [2001], species and
genera Humphries et al. [2010], rainfall Machado and Rossow [1993], population dynamics Taylor
[1961], and brain surface electric potential Miller et al. [2009], to man-made circumstances such as
the word frequencies in a text Baayen [2002], income rankings Dra˘gulescu and Yakovenko [2001],
company sizes Axtell [2001], and internet topology Faloutsos et al. [1999].
Unlike log-concave distributions that concentrate around their mean values, power-laws are known
to possess “long-tails” and always log-convex. Hence, one may expect the profile entropy of power-
law distributions to behave differently from that of log-concave ones. The next theorem justifies this
intuition and provides tight upper bounds.
Theorem 18. For a power-law distribution p ∈ ∆[k] with power α, we have
HSn (p) ≤ 7 logn+ e2 ·min{k,Ukn(α)},
where
Ukn(α) :=


n
1
1+α if α ≥ 1+ 1log k ;(
n
logn
) 1
1+α
if 1 ≤ α < 1+ 1log k ;
√
n
(
k√
n
∧
(√
n
k
)1−α
1+α
)
if 0 ≤ α < 1.
The above upper bound fully characterizes the profile entropy of power-laws and surpasses the basic
{k,√n logn} bound for both k ≫ √n and k ≪ √n. In comparison, Hao and Orlitsky [2019c]
yields a O(nmin{1/(1+α),1/2}) upper bound, which improves over √n logn for only α > 1 and is
worse than that above for all α < 1+1/logk.
Histogram Distributions
A distribution p ∈ ∆X is a t-histogram distribution if there is a partition of X into t parts such that
p has the same probability value over all symbols in each part.
Besides the long line of research on histograms reviewed in Ioannidis [2003], the importance of
histogram distributions rises with the rapid growth of data sizes in numerous engineering and science
applications in the modern era.
For example, in scenarios where processing the complete data set is inefficient or even impossible,
a standard solution is to partition/cluster the data into groups according to the task specifications
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and element similarities, and randomly sample from each group to obtain a subset of the data to use.
This naturally induces a histogram distribution, with each data point being a symbol in the support.
The work of Hao and Orlitsky [2019c] studies the class of t-histogram distributions and obtains the
following upper bound
HSn (p) ≤ O˜
(
min
{
(nt2)
1
3 ,
√
n
})
.
Our contribution is establishing its optimality.
Theorem 19. For any t, n ∈ Z+, there exists a t-histogram distribution p such that
HSn (p) ≥ Ω˜
(
min
{
(nt2)
1
3 ,
√
n
})
.
Note that uniform distributions correspond to 1-histograms, for which the bounds reduce to Θ˜(n1/3).
3 Extension and Conclusion
3.1 Multi-Dimensional Profiles
The notion of profile generalizes to the multi-sequence setting.
Let X be a finite or countably infinite alphabet. For every ~n := (n1, . . . , nd) ∈ Nd and tuple
x~n := (xn11 , . . . , x
nd
d ) of sequences in X ∗, the multiplicity µy(x~n) of a symbol y ∈ X is the vector
of its frequencies in the tuple of sequences. The profile of x~n is the multisetϕ(x~n) of multiplicities of
the observed symbols Acharya et al. [2010], Das [2012], Charikar et al. [2019b], and its dimension
is the number D(x~n) of distinct elements in the multiset. Drawing independent samples from ~p :=
(p1, . . . , pd) ∈ ∆dX , the profile entropy is simply the entropy of the joint-sample profile.
Many of the previous results potentially generalize to this multi-dimensional setting. For example,
the
√
2n bound on D(x~n) in the 1-dimensional case becomes
Theorem 20. For any X , ~n, and x~n ∈ X ~n, there exists a positive integer r such that∑
i
ni ≥ d ·
(
d+ r − 1
d+ 1
)
,
and
D ≤
(
d+ r
d
)
− 1.
This essentially recovers the
√
2n bound for d = 1.
3.2 Concluding Remarks
The classical view on the entropy of an i.i.d. sample corresponds to the equation
H(Xn∼p) = nH(p),
which provides little insight for statistical applications.
This paper presents a different view by decomposing the nH(p) information into three pieces: the
labeling of the profile elements, ordering of them, and profile entropy. With no bias towards any
symbols and under the i.i.d. assumption, the profile entropy rises as a fundamental measure unifying
the concepts of estimation, inference, and compression.
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Appendices orgnization In the appendices, we order the results and proofs according to their
logical priority. In other words, the proof of a theorem or lemma mainly relies on preceding results.
For the ease of reference, the numbering of the theorems is consistent with that in the main paper.
A Dimension and Entropy of Sample Profiles
Consider an arbitrary sequence xn over a finite or countably infinite alphabet X . The multiplicity
µy(x
n) of a symbol y ∈ X is the frequency of y in xn. The prevalence of an integer µ is the
number ϕµ(x
n) of symbols in xn with multiplicity µ. The profile of xn is the multiset ϕ(xn) of
multiplicities of the symbols in xn, which we describe as a profile of length n.
Let ∆X be a collection of distributions over X . We say that a distribution collection P ⊆ ∆X is
label-invariant if for any p ∈ P , the collection P contains all its symbol-permuted versions. A dis-
tribution property over a distribution collection P ⊆ ∆X is a functional f : P → R that associates
with each distribution in P a real value. For a label-invariantP ⊆ ∆X , we say that a property f over
P is symmetric if it takes the same value for distributions sharing the same probability multiset.
A.1 Profile Dimension and Its Concentration
A profile φ is said to have length n if there exists xn ∈ Xn satisfying φ = ϕ(xn). For any multiset
S, we define its dimension as the number D(S) of distinct elements in S. Recall that profiles of
sequences are multisets. For notational convenience, we write both D(ϕ(xn)) and D(xn) for the
dimension of profile ϕ(xn).
Viewed as a random variable, the profile of an i.i.d. sample Xn ∼ p has a distribution depending
only on p and n. Hence, we denote by Φn such a profile and write Φn ∼ p. Analogously, we denote
by Dn := D(Φn) the profile dimension associated with (p, n), and write Dn ∼ p.
Recall that the multiplicity µy(x
n) denotes the number of times symbol y appearing in xn. Denote
by
∨
the logical OR operator. For any distribution p andXn ∼ p, we have
Dn =
n∑
µ=1
∨
x∈X
1µx(Xn)=µ.
The statistical dependency landscape of terms in the summation is rather complex, since µx(X
n)
and µy(X
n) are dependent for every (x, y) pair due to the fixed sample size; and so are 1µx(Xn)=µ1
and 1µx(Xn)=µ2 for every pair of distinct µ1 and µ2. To simplify the derivations, we relate this
quantity to its variant under the aforementioned Poisson sampling scheme, i.e., making the sample
size an independentN ∼ Poi(n). Specifically, define
D˜N := D˜(XN ) :=
n∑
U=1
∨
x∈X
1µx(XN )=U .
Note that this is not the same as DN since the summation index goes up only to n. Denote the ex-
pected value of D˜N by En(p). Our result shows that the originalDn satisfies a Chernoff-Hoeffding
type bound centered at En(p).
Theorem 6. Under the above conditions and for any n ∈ Z+, p ∈ ∆X , and γ > 0,
Pr
( Dn
1 + γ
≥ En(p)
)
≤ 3√ne−min{γ2,γ}En(p)/3,
and for any γ ∈ (0, 1),
Pr
( Dn
1− γ ≤ En(p)
)
≤ 3√ne−γ2En(p)/2.
Proof. To simplify our analysis, we first consider an alternative model where the sample size is an
independent Poisson random variable N with mean n. A nice attribute of Poisson sampling is that
all the multiplicities µy(X
n) are independent of each other. Later, we will relate this model to the
fixed-sample-size model and establish our claim rigorously.
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For simplicity and clarity, we suppress Xn in µy(X
n) and write νy instead of µy when the multi-
plicity is obtained through Poisson sampling. For any i ∈ [n], denote Gi({νx}x) :=
∨
x∈X 1νx=i.
Instead of analyzing DN , we consider
D˜N :=
n∑
i=1
∨
x∈X
1νx=i =
n∑
i=1
Gi({νx}x).
Note that for any disjoint I, J ⊆ [n], the functions ∑i∈I Gi({νx}x) and ∑j∈J Gj({νx}x) are
discordant monotone by each argument, namely, when we increase the value of each νx, the increase
in the value of one function implies the non-increase of the other. Then, by the results in Lehmann
[1966], the values of the two functions, when viewed as random variables, are negatively associated.
Next we show that quantity D˜N satisfies a Chernoff-type bound.
Let γ be an arbitrary positive number. Note that Gi is a Bernoulli random variable with parameter
qi := E [Gi({νx}x)] .
Then for the expected value of D˜N , we have
En(p) := E
[
D˜N
]
= E
[
n∑
i=1
Gi({νx}x)
]
=
∑
i
qi.
For simplicity, write Y := D˜N and µ := En(p). By Markov’s inequality and the monotonicity of
function ety over t > 0,
Pr (Y ≥ (1 + γ)µ) = Pr
(
etY ≥ et(1+γ)µ
)
≤ E[e
tY ]
et(1+γ)µ
.
It suffices to bound E[etY ] by a function of other parameters.
E[etY ]
(a)
= E
[
exp
(
t
(
n∑
i=1
Gi({Mx}x)
))]
(b)
= E
[
exp (tG1({Mx}x)) · exp
(
t
(
n∑
i=2
Gi({Mx}x)
))]
(c)
≤ E [exp (tG1({Mx}x))] · E
[
exp
(
t
(
n∑
i=2
Gi({Mx}x)
))]
(d)
≤
n∏
i=1
E [exp (tGi({Mx}x))] (e)=
n∏
i=1
(
1 + qi(e
t − 1))
(f)
≤
n∏
i=1
(
exp
(
qi(e
t − 1))) (g)= exp
(
n∑
i=1
qi(e
t − 1)
)
(h)
= exp
(
(et − 1)µ) ,
where (a) follows by the definition of Y ; (b) follows by ea+b = ea · eb; (c) follows by the fact
that G1 is negatively associated with
∑n
i=2Gi; (d) follows by an induction argument via negative
association; (e) follows by the fact thatGi is a Bernoulli random variable with mean qi; (f) follows
by the inequality 1+ x ≤ ex, ∀x ≥ 0; (g) follows by ea · eb = ea+b; and (h) follows by µ =∑i qi.
Applying standard simplifications, we obtain
Pr (Y ≥ (1 + γ)µ) ≤ e−min{γ2,γ}µ/3, ∀γ > 0,
and
Pr (Y ≤ (1− γ)µ) ≤ e−γ2µ/2, ∀γ ∈ (0, 1).
The proof will be complete upon noting that: 1) the probability that N = n is at least 1/(3
√
n);
2) conditioning on N = n transforms the sampling model to that with a fixed sample size n.
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As a corollary, the value of Dn is often close to En(p).
Corollary 2. Under the same conditions as above and for any n ∈ Z+, p ∈ ∆X , with probability
at least 1− 6/√n,
1
2
En(p)− 4 logn ≤ Dn ≤ 2En(p) + 3 logn.
Proof. To establish the lower bound, note that ifEn(p) ≥ 3 logn, setting γ = 1 in Theorem 6 yields
Pr (Dn ≥ 2En(p) + 3 logn) ≤ Pr (Dn ≥ 2En(p)) ≤ 3
√
ne−En(p)/3 ≤ 3√
n
,
else if En(p) < 3 logn, setting γ = (3 logn)/En(p) yields
Pr (Dn ≥ 2En(p) + 3 logn) ≤ Pr (Dn ≥ En(p) + 3 logn) ≤ 3
√
ne−(3 logn)/3 =
3√
n
.
As for the upper bound, if En(p) ≥ 8 logn,
Pr
(
Dn + 4 logn ≤
(
1− 1
2
)
En(p)
)
≤ Pr
(
Dn ≤
(
1− 1
2
)
En(p)
)
≤ 3√ne−µ/8 ≤ 3√
n
,
and for any En(p) < 8 logn,
Pr
(
Dn + 4 logn ≤
(
1− 1
2
)
En(p)
)
≤ Pr (Dn < 0) = 0 ≤ 3√
n
.
Combining these tail bounds through the union bound completes the proof.
In addition to the above, we establish an Efron-Stein type inequality.
Theorem 7. For any distribution p and Dn ∼ p,
Var(Dn) ≤ E[Dn].
Proof. First, note that for any j, t ∈ [n] and j 6= t,
Cj,t := Cov
(
1ϕj(Xn)>0,1ϕt(Xn)>0
)
= Pr (ϕj(X
n), ϕt(X
n) > 0)− Pr (ϕj(Xn) > 0) · Pr (ϕt(Xn) > 0)
= (Pr (ϕj(X
n) > 0|ϕt(Xn) > 0)− Pr (ϕj(Xn) > 0)) · Pr (ϕt(Xn) > 0)
= (Pr (ϕj(X
n) > 0|ϕt(Xn) > 0)− Pr (ϕj(Xn) > 0|ϕt(Xn) = 0))
· Pr (ϕt(Xn) = 0) · Pr (ϕt(Xn) > 0)
≤ 0
Therefore, the variance of the profile dimension Dn satisfies
Var (Dn) = Var
(
n∑
i=1
1ϕi(Xn)>0
)
≤
∑
i=1
Var
(
1ϕi(Xn)>0
)
+
∑
j 6=t
Cov
(
1ϕj(Xn)>0,1ϕt(Xn)>0
)
≤
∑
i=1
E
[
1ϕi(Xn)>0
]
+
∑
j 6=t
Cj,t
≤
∑
i=1
E
[
1ϕi(Xn)>0
]
= E [Dn] .
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A.2 Profile Entropy and Its Connection to Dimension
For a distribution p ∈ ∆X and sampling parameter n, the profile entropy with respect to (p, n) is
the entropy H(Φn) of the sample profile Φn ∼ p. By Shannon’s source coding theorem, profile
entropyH(Φn) is the information-theoretic limit of the minimal expected codeword length (MECL)
for the lossless compression of the sample profile. Hence, characterizing its value is of fundamental
importance. But as one may expect, the distribution of Φn is sophisticated and over a large alphabet.
More concretely, by the formula of Hardy and Ramanujan [1918], the number P(n) of integer parti-
tions of n, which happens to equal to the number of length-n profiles, satisfies the equation
logP(n) = 2π
√
n
6
(1 + o(1)).
Despite the complex statistical dependency landscape and the exponentially large alphabet size, be-
low we establish that for any distribution and sample size, the profile entropy is often of the same
order as the profile size, with high probability. Specifically,
Theorem 1. For any distribution p ∈ ∆X and Φn ∼ p, with probability at least 1−O(1/√n),
⌈H(Φn)⌉ = Θ˜(D(Φn)),
where the notation Θ˜(·) hides logarithmic factors of n.
We decompose the proof of the theorem into three steps. First, we show that ⌈H(Φn)⌉ ≤ Θ˜(D(Φn))
with high probability, which is a simple consequence of Shannon’s source coding theorem and The-
orem 6 (which shows that D(Φn) highly concentrates around its expectation). Then, we introduce a
simple quantityHSn (p) that approximates the expectation of D(Φn) to within logarithmic factors of
n. Finally, leveraging this approximation guarantee, we establish the other direction of the theorem.
This step is more involved due to the aforementioned complications.
A. Bounding Profile Entropy by Its Dimension
By the tail bounds (Theorem 6) and trivial lower bound of 1 on the profile dimension, with probabil-
ity at least 1−O(1/√n), the expectation of D(Φn) satisfies
E[D(Φn)] ≤ O˜(D(Φn)).
By the block profile compression algorithm presented in Section 2.4 of the main paper, storing
profile Φn ∼ p losslessly takes
O(log n) · E[D(Φn)] +O
(
1√
n
)
· logP(n) ≤ O(log n) · E[D(Φn)]
nats space in expectation. By Shannon’s source coding theorem, the expected space to losslessly
storing a random variable is at least its entropy. Hence, with probability at least 1−O(1/√n),
H(Φn) ≤ O(log n) · E[D(Φn)] ≤ O˜(D(Φn)).
Again, noting that D(Φn) ≥ 1 completes the proof.
B. Simple Approximation Formula for Profile Dimension
It remains to show that ⌈H(Φn)⌉ ≥ Ω˜(D(Φn)), with high probability. To proceed further, we note
that D(Φn) = Dn ∼ p is often close to En(p), the expectation of its Poissonized version D˜N , with
an exponentially small deviation probability. Hence, to approximate Dn, it suffices to accurately
compute En(p). By independence and the linearity of expectations,
En(p) = E[D˜N ] =
n∑
i=1
(
1−
∏
x∈X
(
1− e−npx (npx)
i
i!
))
.
The expression is exact but does not relate to p in a simple manner. For an intuitive approximation,
we partition the unit interval into a sequence of ranges,
Ij :=
(
(j − 1)2 logn
n
, j2
logn
n
]
, 1 ≤ j ≤
√
n
logn
,
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denote by pIj the number of probabilities px belonging to Ij , and relate En(p) to an induced shape-
reflecting quantity,
HSn (p) :=
∑
j≥1
min
{
pIj , j · logn
}
,
the sum of the effective number of probabilities lying within each range Hao and Orlitsky [2019c].
To computeHSn (p), we simply count the number of probabilities in each Ij . Our main result shows
thatHSn (p) well approximatesEn(p) over the entire∆X , up to logarithmic factors of n.
Theorem 8. For any n ∈ Z+ and p ∈ ∆X ,
1√
logn
· Ω(HSn (p)) ≤ En(p) ≤ O(HSn (p)).
Proof. The fact thatO(HSn (p)) upperly bounds E[D˜N ] simply follows by the concentration of Pois-
son variables, and is established in Hao and Orlitsky [2019c]. Below we show that the quantity also
serves as a lower bound. By construction, for any given sampling parameter n, index j, and symbol
x with probability px ∈ Ij , the corresponding symbol multiplicity µx ∼ Poi(npx). Hence, we can
express the expectation of D˜N as
E
[
D˜N
]
= E
[
n∑
i=1
∨
x
1µx=i
]
=
n∑
i=1
E
[
1−
∧
x
1µx 6=i
]
=
n∑
i=1
(
1− E
[∏
x
1µx 6=i
])
=
n∑
i=1
(
1−
∏
x
E [1µx 6=i]
)
=
n∑
i=1
(
1−
∏
x
(
1− e−npx (npx)
i
i!
))
.
This proves the aforementioned formula. Then, for every sufficiently large index j and i ∈ Sj :=
[(j − 1)2, j2] logn, define a sequence of intervals,
Iij :=
i
n
+ [−j, j]
√
logn
n
.
Then for any i ∈ Sj and px ∈ Iij ∩ Ij , the corresponding Poisson probability satisfies
e−npx
(npx)
i
i!
= e−i
ii
i!
·
(
ei−npx · (npx)
i
ii
)
= e−i
ii
i!
·
(
e−(npx−i) ·
(
1 +
npx − i
i
)i)
= e−i
ii
i!
· exp
(
−(npx − i) + i · log
(
1 +
npx − i
i
))
≥ 1
3
√
i
· exp
(
−2i
3
·
(
npx − i
i
)2)
≥ 1
9
√
i
≥ 1
9j
√
logn
.
Now we analyze the contribution of indices i ∈ Sj to the expected value of D˜N . For clarity, we
divide our analysis into two cases: pIj ≥ j logn and pIj < j logn.
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Consider the collection Pj of probabilities px ∈ Ij , and the collection Ij of intervals Iij , i ∈ Sj . By
construction, each probability in Pj is contained in at least j
√
logn many intervals in Ij . Hence
the total number of probabilities (repeatedly counted) included in Ij is at least pIj · j
√
logn. Note
that the number of intervals in Ij is less than 2j logn. We claim that there exists one (or more)
interval Ii
′
j ∈ Ij containing at least pIj/(2
√
logn) probabilities. By construction, there are at
least j
√
logn/2 neighboring intervals of Ii
′
j that contain at least pIj/(4
√
logn) probabilities. The
contribution of these these intervals to the expected value of D˜N is at least j
√
logn/2 times
1−
(
1− 1
9j
√
logn
) pIj
4
√
log n
≥ 1− exp
(
pIj
4
√
logn
log
(
1− 1
9j
√
logn
))
≥ 1− exp
(
− pIj
40j logn
)
≥ Θ
(
pIj
j logn
)
,
where the last step holds if pIj ≤ j logn. This yields a lower bound of Θ(pIj/
√
logn).
It remains to consider the pIj > j logn case. Again, the total number of probabilities included in Ij
is at least pIj · j
√
logn. Furthermore, each interval Iij contains at most pIj probabilities and there
are less than 2j logn intervals. Therefore, the number of intervals that contain at least j
√
logn/4
probabilities is at least j
√
logn/2. Otherwise, the number of probabilities included in Ij is less than
j
√
logn
4
· 2j logn+ pIj ·
j
√
logn
2
≤ pIj · j
√
logn,
which leads to a contradiction. Analogously, the contribution of these these intervals to the expected
value of D˜N is at least j
√
logn/2 times
1−
(
1− 1
9j
√
logn
) j√logn
4
≥ 1− exp
(
j
√
logn
4
log
(
1− 1
9j
√
logn
))
≥ 1− exp
(
− 1
40
)
= Θ(1) ,
which yields a lower bound of Θ(j
√
logn) on the expected value of D˜N .
Consolidating the previous results shows that
E
[
D˜N
]
≥ 1√
logn
· Ω(
∑
j≥1
min
{
pIj , j · logn
}
).
C. Bounding Profile Dimension by Its Entropy
Next, we establish that for any distribution p ∈ ∆X , Φn ∼ p, with probability at least 1−O(1/√n),
⌈H(Φn)⌉ ≥ Θ˜(D(Φn)).
Let p be an arbitrary distribution in ∆X . Recall that we partition the interval (0, 1] into a sequence
of sub-intervals,
Ij :=
(
(j − 1)2 log n
n
, j2
logn
n
]
, 1 ≤ j ≤
√
n
logn
,
and denote by pIj the number of probabilities px in Ij .
Our current objective is to bound H(Φn ∼ p) from below by a nontrivial multiple of HSn (p). For
simplicity of derivations, we will adopt the standard Poisson sampling scheme and make the sample
size an independent Poisson variable N ∼ Poi(n). For notational simplicity, we will suppress XN
in all the expressions and write the profile as ϕ := ΦN by slightly abusing the notation.
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Note that the profile can be equivalently expressed as a length-n vector
ϕ = (ϕ1, . . . , ϕn),
where ϕi denotes the number of symbols appearing exactly i times.
For a sufficiently large absolute constant c, decompose ϕ into c parts according to Ij such that the
t-th part (t = 1, . . . , c) consists of ϕi’s satisfying i ∈ nIj with j ≡ t mod c. Since by definition,
HSn (p) =
∑
j≥1
min{pIj , j · logn},
one of the c parts corresponds to a partial sum of at least HSn (p)/c. Without loss of generality, we
assume that it is the second part, i.e.,∑
j≡1 mod c
min{pIj , j · logn} ≥
HSn (p)
c
.
Apply standard Poisson tail probability bounds, e.g.,
Lemma 2. Let Y be a Poisson or binomial random variable with mean value λ. Then,
Pr(X ≤ λ(1 − δ)) ≤ exp
(
−δ
2λ
2
λ
)
, ∀δ ∈ [0, 1],
and
Pr(X ≥ λ(1 + δ)) ≤ exp
(
− δ
2λ
2 + 2δ/3
)
, ∀δ ≥ 0.
For any j ≡ 1 mod c and with probability at least 1 − 1/n4, one can express the truncated profile
(ϕi)i∈nIj over Ij as a function of µx for x satisfying npx ∈ Ij′ , j′ ∈ (j − c/2, j + c/2).
Basically, this says that for every x, the number of its appearance is not too far away from the
expected value. By the union bound, this is true for all j ≡ 1 mod c with probability at least
1− 1/n3, as j can take only n possible values. Denote the last event by A.
To proceed, we recall the formula of Hardy and Ramanujan [1918] on the number P(n) of integer
partitions of n, which happens to equal to the number of length-n profiles:
logP(n) = 2π
√
n
6
(1 + o(1)).
Below, we will use a weaker version that works for any n:
logP(n) ≤
√
3n.
Then, conditioning on A, the truncated profiles (ϕi)i∈nIj for j ≡ 1 mod c are independent. Since
conditioning reduces entropy,
H(ϕ) ≥ H((ϕi)i∈nIj ,j≡1mod c)
≥ H((ϕi)i∈nIj ,j≡1mod c|1A)
≥ H((ϕi)i∈nIj ,j≡1mod c|1A = 1) · Pr(A)
=
∑
j≡1mod c
H((ϕi)i∈nIj |1A = 1) · Pr(A)
=
∑
j≡1mod c
H((ϕi)i∈nIj |1A)−
∑
j≡1mod c
H((ϕi)i∈nIj |1A = 0) · (1 − Pr(A))
≥
∑
j≡1mod c
(H((ϕi)i∈nIj )−H(1A))−
1
n3
∑
j≡1mod c
H((ϕi)i∈nIj |1A = 0)
≥ −nH(1A) +
∑
j≡1mod c
H((ϕi)i∈nIj )−
1
n3
· n · log(exp(Θ(√n)))
= −O
(
1√
n
)
+
∑
j≡1mod c
H((ϕi)i∈nIj ),
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where the third last step follows by
H(X |Y ) = H(X)− I(X,Y ) = H(X)−H(Y ) +H(Y |X) ≥ H(X)−H(Y );
the second last follows byH(X) ≤ log k for anyX with a support size of k, and the fact that there
are at most exp(3
√
m) many profiles of lengthm, as we explained above; and the last step follows
by the elementary inequality
H(Bern(θ)) ≤ 2(log 2)
√
θ(1− θ), ∀θ ∈ [0, 1].
Our new objective is to bound H((ϕi)i∈nIj ) from below. We will find a sub-interval I
s
j of Ij and
boundH((ϕi)i∈nIsj ) in the rest of the section, since
H((ϕi)i∈nIj ) ≥ H((ϕi)i∈nIsj ).
For all j ≡ 1 mod c, our lower bound is simply
H((ϕi)i∈nIsj ) ≥ Ω
(
1√
logn
min
{
pIj , j · logn
})
,
which, together with
∑
j≡1mod cmin{pIj , j · logn} ≥ HSn (p)/c, implies that
H(ϕ) ≥ −O
(
1√
n
)
+
∑
j≡1mod c
H((ϕi)i∈nIj ) ≥ Ω
(
1√
logn
)
· Tn.
Henceforth, we assume that j is sufficiently large and denote Lj := j
√
logn.
For any j and every integer i ∈ Sj := [(j − 1)2, j2] logn, define a sequence of intervals,
Iij :=
i
n
+
Lj
n
[−1, 1] .
Then for any i ∈ Sj and px ∈ Iij ∩ Ij , the corresponding Poisson probability satisfies
e−npx
(npx)
i
i!
= e−i
ii
i!
· exp
(
−(npx − i) + i · log
(
1 +
npx − i
i
))
≥ 1
3
√
i
· exp
(
−2i
3
·
(
npx − i
i
)2)
≥ 1
9
√
i
≥ 1
9Lj
.
On the other hand, the following upper bound holds.
e−npx
(npx)
i
i!
= e−i
ii
i!
· exp
(
−(npx − i) + i · log
(
1 +
npx − i
i
))
≤ e−i i
i
i!
≤ 1√
2πi
≤ 1
2Lj
.
In other words, for any px, i/n ∈ Ij that differ by at most Lj/n,
Pr(Poi(npx) = i) ∈ 1
Lj
[
1
9
,
1
2
]
.
Partition Ij into sub-intervals of equal length Lj/n. The partition has a size of at most 2
√
logn.
Assign each probability px ∈ Ij a length-Lj/n interval Ipx centered at px. Then, each interval Ipx
covers at least one of the sub-intervals in the partition. Since there are exactly pIj intervals Ipx , one
can find a partition sub-interval Isj contained in at least pIj/(2
√
logn) of them. Denote by Xs the
collection of symbols corresponding to these intervals.
Next, we bound from below the entropy of the truncated profile (ϕi)i∈nIsj over nI
s
j . Denote by js
the left end point of nIsj . By the chain rule of entropy for multiple random variables,
H((ϕi)i∈nIsj ) =
js+Lj−1∑
i=js
H(ϕi|ϕjs , . . . , ϕi−1).
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Consider a particular term on the right-hand side with i ∈ [js, js + Lj − 1]. By the conditional
independence and fact that conditioning reduces entropy,
H(ϕi|ϕjs , . . . , ϕi−1) ≥ H(ϕi|ϕjs , . . . , ϕi−1;1js≤µx≤i−1, x ∈ X )
= H(ϕi|1js≤µx≤i−1, x ∈ X )
= H(ϕi|1js≤µx≤i−1, x ∈ Xs;1js≤µx≤i−1, x 6∈ Xs)
To characterize the condition, we define a random variable
Ksi :=
∑
x∈Xs
1js≤µx≤i−1.
Note that E[1js≤µx≤i−1] =
∑i−1
t=js
Pr(Poi(npx) = t) ≤ (i− js)/(2Lj), which is at most 1/10 for
i ≤ js + Lj/5. The following lemma transforms this into a high-probability statement.
Lemma 3. Let Yi, i ∈ [1,m] be independent indicator random variables. Let Y :=
∑
i Yi denote
their sum and λ := E[Y ] denote the expected sum. Then for c > 0, we have
Pr(Y ≥ λ(1 + c)) ≤ exp(−λc2/(2 + 2c/3)).
Below we consider only i ≤ js + Lj/5. Note that c/(2 + 2c/3) is increasing for c > 0.
Since E[Ksi ] =
∑
x∈Xs E[1js≤µx≤i−1] ≤ |Xs|/10,
Pr(Ksi ≥ |Xs|/2) ≤ exp(−36/35) < 1/2.
where we set c = 4 in the above lemma and assume that |Xs| ≥ 3 (assuming only |Xs| ≥ 1, the
upper bound becomes 3/4). Recall that
H(ϕi|ϕjs , . . . , ϕi−1) ≥ H(ϕi|1js≤µx≤i−1, x ∈ Xs;1js≤µx≤i−1, x 6∈ Xs)
=
∑
(cx)x∈X∈{0,1}X
H(ϕi|1js≤µx≤i−1 = cx, x ∈ Xs)
× Pr(1js≤µx≤i−1 = cx, x ∈ Xs).
Denote by Vs ⊆ {0, 1}X the collection of (cx)x∈X satisfying
∑
x∈Xs cx < |Xs|/2. The above
derivation shows that ∑
(cx)x∈X∈Vs
Pr(1js≤µx≤i−1 = cx, x ∈ Xs) ≥
1
2
.
By independence, for any (cx)x∈X ∈ Vs, we have
(ϕi|1js≤µx≤i−1 = cx, x ∈ Xs) =
∑
x∈X :cx=0
(1µx=i|1js≤µx≤i−1 = 0)
=
∑
x∈Xs:cx=0
(1µx=i|1js≤µx≤i−1 = 0)
+
∑
x 6∈Xs:cx=0
(1µx=i|1js≤µx≤i−1 = 0).
For any x ∈ Xs with cx = 0, the corresponding indicator variable satisfies
E[1µx=i|1js≤µx≤i−1 = 0] =
Pr(1µx=i and µx 6∈ [js, i− 1])
Pr(µx 6∈ [js, i− 1])
=
Pr(1µx=i)
1− Pr(µx ∈ [js, i− 1])
=
1
Lj
[
1
9 ,
1
2
]
1−
[
0,
Lj
5
]
· 1Lj
[
1
9 ,
1
2
]
=
1
Lj
[
1
9
,
5
9
]
.
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On the other hand, for any x 6∈ Xs,
e−npx
(npx)
i
i!
≤ e−i i
i
i!
≤ 1√
2πi
≤ 1
2Lj
.
Therefore, the corresponding indicator variable satisfies
E[1µx=i|1js≤µx≤i−1 = 0] =
Pr(1µx=i)
1− Pr(µx ∈ [js, i− 1]) ≤
1
Lj
[
0, 12
]
1−
[
0,
Lj
5
]
· 1Lj
[
0, 12
] ≤ 59 · 1Lj .
To summarize, we have shown that (ϕi|1js≤µx≤i−1 = cx, x ∈ Xs) is the sum of |X | independent
Bernoulli random variables. Among these Bernoulli variables, at least |Xs|/2 ≥ pIj/(2
√
logn)
have a bias of 1Lj
[
1
9 ,
5
9
]
, while others have a bias of at most 59 · 1Lj .
The following lemma, recently established by Hillion et al. [2019], shows the relation among the
entropy values of sums of independent Bernoulli random variables with different bias parameters.
Lemma 4. LetXt, Yt, t ∈ [m] be independent indicator random variables. Denote byX and Y the
sums ofXt’s and Yt’s, respectively. If E[Xt] ≤ E[Yt] ≤ 1/2, ∀t ∈ [m],
H(
∑
t
Xt) ≤ H(
∑
t
Yt).
This lemma, together with the previous results, shows that
H(ϕi|1js≤µx≤i−1 = cx, x ∈ Xs) ≥ H(bin(pIj/(2
√
logn), 1/(9Lj)).
The next lemma further bounds the entropy of a binomial random variable.
Lemma 5. For anym > 1 and q ∈ [1/m, 1− 1/m],
H(bin(m, q)) ≥ 1
2
log
(
(2π)1−(1−q)
m−qmmq(1− q)
)
− 1
12m
.
Proof. By definition, the left-hand side satisfies
H(bin(m, q)) = −
m∑
t=0
(
m
t
)
qt(1− q)m−t log
((
m
t
)
qt(1− q)m−t
)
= −
m∑
t=0
(
m
t
)
qt(1− q)m−t(t log q + (m− t) log(1− q)
+ logm!− log t!− log(m− t)!)
= mH(Bern(q)) − logm! +
m∑
t=0
(
m
t
)
qt(1 − q)m−t(log t! + log(m− t)!).
By Stirling’s formula, for any t ≥ 1,
log t! ≥
(
t+
1
2
)
log t+
1
2
log(2π)− t.
Substituting the right-hand side into the above equation yields
Sm(q) :=
m∑
t=0
(
m
t
)
qt(1− q)m−t log t! ≥ 1
2
(1− (1− q)m) log(2π)−mq
+
m∑
t=1
(
m
t
)
qt(1− q)m−t
(
t+
1
2
)
log t.
Let g(x) := 0 for x ∈ [0, 1) and g(x) := (x + 1/2) logx for x ≥ 1. Simple calculus shows that the
function is concave. Applying the concavity of g to the last sum yields
m∑
t=1
(
m
t
)
qt(1− q)m−t
(
t+
1
2
)
log t ≥ g
(
m∑
t=0
(
m
t
)
qt(1 − q)m−t · t
)
=
(
mq +
1
2
)
log(mq),
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where the last step follows by the fact thatmq ≥ 1. A similar inequality holds for the weighted sum
of log(m− t)!. Consolidating these inequalities, we obtain
Sm(q) + Sm(1− q) ≥
(
mq +
1
2
)
log(mq) +
(
m(1− q) + 1
2
)
log(m(1 − q))
+
1
2
(1− (1− q)m) log(2π)−mq + 1
2
(1− qm) log(2π)−m(1− q)
= (m+ 1) logm−mH(Bern(q)) + 1
2
log(q(1 − q))
+
1
2
(2− (1− q)m − qm) log(2π)−m.
On the other hand, for the logm! term,
logm! ≤
(
m+
1
2
)
logm+
1
2
log(2π)−m+ 1
12m
.
Substituting the previous term bounds into the H(bin(m, q)) expression yields
H(bin(m, q)) = mH(Bern(q))− logm! + Sm(q) + Sm(1− q)
≥ 1
2
log
(
(2π)1−(1−q)
m−qmmq(1− q)
)
− 1
12m
.
Before continuing, we remark that the bound in the above lemma has the right dependence on
mq(1−q) in the sense that if we fix q and increasem, the lower bound converges to 12 log(Θ(mq(1−
q))). Another point to mention is that the above bound covers q ∈ [1/m, 1− 1/m], while Lemma 6
appearing later in this section covers q 6∈ [1/m, 1− 1/m]. Note that the dependence onmq(1 − q)
changes from logarithmic to linear, showing an “elbow effect” around 1/m.
Assume that pIj/(2
√
logn) ≥ 9Lj , then for any (cx)x∈X ∈ Vs,
H(ϕi|1js≤µx≤i−1 = cx, x ∈ Xs) ≥ H(bin(pIj/(2
√
logn), 1/(9Lj)) ≥ 1
2
.
Consolidating this with the previous results yields that
H(ϕi|ϕjs , . . . , ϕi−1) ≥
∑
(cx)x∈X∈Vs
1
2
· Pr(1js≤µx≤i−1 = cx, x ∈ Xs) ≥
1
2
· 1
2
=
1
4
,
where we utilize pIj/(2
√
logn) ≥ 9Lj ≥ 9 and (1− q)m+ qm < 1/e for ∀m ≥ 3, q ∈ [1/m, 1/2].
We can then bound the quantity of interest as follows.
H((ϕi)i∈nIsj ) =
js+Lj−1∑
i=js
H(ϕi|ϕjs , . . . , ϕi−1)
≥
js+Lj/5∑
i=js
H(ϕi|ϕjs , . . . , ϕi−1)
≥ Lj
5
· 1
4
=
Lj
20
=
1
20
√
logn
min
{
pIj , j · logn
}
.
On the other hand, if 9Lj ≥ pIj/(2
√
logn) ≫ 1, we can further “compress” the truncated profile
(ϕi)i∈nIsj over nI
s
j to reduce the effective value of Lj . Specifically, for any integer t < Lj , we
define the t-compressed version of (ϕi)i∈nIsj as
(ϕi)
t
i∈nIsj :=

 js+ℓt−1∑
i=js+(ℓ−1)t
ϕi


ℓ∈[Lj/t]
.
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Note that for each t, the length of (ϕi)
t
i∈nIsj isL
t
j := Lj/t. For each entry in the compressed version,
we can again express the entry as the sum of independent indicator random variables. Specifically,
js+ℓt−1∑
i=js+(ℓ−1)t
ϕi =
∑
x∈X
1µx∈[js+(ℓ−1)t,js+ℓt−1].
Furthermore, for any x ∈ Xs, the expectation of each indicator variable satisfies
E[1µx∈[js+(ℓ−1)t,js+ℓt−1]] =
js+ℓt−1∑
i=js+(ℓ−1)t
e−npx
(npx)
i
i!
=
t
Lj
[
1
9
,
1
2
]
=
1
Ltj
[
1
9
,
1
2
]
.
Similarly, for any x ∈ X , we have E[1µx∈[js+(ℓ−1)t,js+ℓt−1]] ≤ 1/(2Ltj).
Now, choose t large enough so that 18Ltj ≥ pIj/(2
√
logn) ≥ 9Ltj . Following the reasoning in the
previous case shows that
H((ϕi)i∈nIsj ) ≥ H((ϕi)ti∈nIsj ) ≥ Ω
(
1√
log n
min
{
pIj , j · logn
})
.
It remains to consider the case of O(√logn) ≥ pIj ≥ 1, for which we adopt our previous analysis.
Again, partition Ij into sub-intervals of equal length Lj/n. Then, assign each probability px ∈ Ij
a length-Lj/n interval Ipx centered at px. By construction, each interval Ipx covers at least one of
the sub-intervals in the partition. Redefine any of these covered sub-intervals as Isj . Denote by Xs
the collection of symbols corresponding to the covering intervals.
Note that O(√logn) ≥ pIj ≥ |Xs| ≥ 1. For any i ∈ [js, js+Lj/5], the previous analysis shows
that
H(ϕi|ϕjs , . . . , ϕi−1) ≥ H(bin(|Xs|, 1/(9Lj)) · (1− 3/4) .
We bound the right-hand side with the following lemma.
Lemma 6. For anym ≥ 1, and q ≤ min{1/2, 1/m} or q ≥ max{1/2, 1− 1/m},
H(bin(m, q)) ≥ m
4
min{q, 1− q} ≥ 1
4
mq(1− q).
Proof. By symmetry, we need to consider only the case of q ∈ [0, 1/m].
H(bin(m, q)) ≥ H(1bin(m,q)≥1)
= H(((1 − q)m, 1− (1− q)m))
≥ −(1− q)m(m log(1− q))
≥ −m
4
log(1− q)
≥ m
4
· q.
Consolidating the lemma and the chain rule of entropy yields,
H((ϕi)i∈nIsj ) =
js+Lj−1∑
i=js
H(ϕi|ϕjs , . . . , ϕi−1)
≥
js+Lj/5∑
i=js
H(ϕi|ϕjs , . . . , ϕi−1)
≥ Lj
5
· |Xs|
4 · 9 · Lj ·
(
1− 3
4
)
=
|Xs|
720
= Ω
(
1√
logn
min
{
pIj , j · logn
})
.
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Alternatively, we can use the fact that adding independent random variables does not decrease en-
tropy, i.e.,H(Y + Z) ≥ H(Y ) for any independent variables Y and Z . Note that
(ϕi)
t
i∈nIsj =
∑
x∈X
(1µx=i)i∈Isj .
Let y be an arbitrary symbol that belongs to Xs. Then,
H((ϕi)i∈nIsj ) ≥ H((ϕi)ti∈nIsj ) ≥ H((1µy=i)i∈Isj ) ≥ H((1µy=js ,1µy=js+1)).
By the previous derivations, both Pr(µy = js) and Pr(µy = js+1) belong to
1
Lj
[1/9, 1/2]. Hence,
H((ϕi)i∈nIsj ) ≥ H
(
Bern
(
2
11
))
≥ 2
5
= Ω
(
1√
logn
min
{
pIj , j · logn
})
.
Note that this argument does not apply to other cases, since
H((1µy=i)i∈Isj ) = O(logLj) = O(log n),
whilemin
{
pIj , j · logn
}
can be as large as Θ˜(n1/3) in general.
The proof is complete upon noting that indices with j = O(1) corresponds to a total contribution
of at most O(1) to HSn (p) and HSn (p) = Θ˜(E[D(ϕ)]) = Θ˜(D(ϕ)), with probability at least 1 −O(1/√n).
Summary The simple expression shows that HSn (p) characterizes the variability of ranges the
actual probabilities spread over. As Theorem 8 shows, HSn (p) closely approximates En(p), the
value around which Dn ∼ p concentrates (Theorem 6) and H(Φn) lies (Thoerem 1). Henceforth,
we useHSn (p) as a proxy for bothH(Φn) and Dn, and study its attributes and values.
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A.3 Symmetric Property Estimation and Sufficiency of Profiles
The rest of Section A shows that the PML plug-in estimator possesses the amazing ability of adapting
to the simplicity of data distributions in inferring all symmetric properties, over any label-invariant
classes. For clarity, we divide the full proof into three parts: a) the sufficiency of profiles for esti-
mating symmetric properties; b) the standard “median trick” often used to boost the confidence of
learning algorithms; c) the PML method and its competitiveness to the min-max estimators. The
proof utilizes several previously established results.
Sufficiency of profiles We first show that profile-based estimators are sufficient for estimating
symmetric properties. Recall that a distribution collection P ⊆ ∆X is label-invariant if for any
p ∈ P , the collection P contains all its symbol-permuted versions. Then,
Theorem 2. Let f be a symmetric functional over a label-invariant distribution collection P ⊆ ∆X .
For any accuracy ε > 0 and tolerance δ ∈ (0, 1), if there exists an estimator fˆ such that
Pr
Xn∼p
(∣∣∣fˆ(Xn)− f(p)∣∣∣ > ε) < δ, ∀p ∈ P ,
there is an estimator fˆϕ over Φ satisfying
Pr
Xn∼p
(∣∣∣fˆϕ(ϕ(Xn))− f(p)∣∣∣ > ε) < δ, ∀p ∈ P .
Note that both estimators can have independent randomness.
Proof. First we show that given estimator fˆ , there is an estimator fˆs which is symmetric, i.e., in-
variant with respect to domain-symbol permutations, and achieves the same guarantee. To see this,
consider a random permutation σ˜ chosen uniformly randomly from the collection of permutations
over the underlying alphabet. Let fˆs := fˆ ◦ σ˜. Then for any p ∈ P ,
Pr
Xn∼p
(∣∣∣fˆs(Xn)− f(p)∣∣∣ > ε) (a)= Pr
Xn∼p
(∣∣∣fˆ ◦ σ˜(Xn)− f(p)∣∣∣ > ε)
(b)
=
∑
σ
Pr
Xn∼p
(∣∣∣fˆ ◦ σ(Xn)− f(p)∣∣∣ > ε ∣∣ σ˜ = σ) · Pr (σ˜ = σ)
(c)
=
∑
σ
Pr
Xn∼p
(∣∣∣fˆ ◦ σ(Xn)− f(p)∣∣∣ > ε) · Pr (σ˜ = σ)
(d)
=
∑
σ
Pr
Xn∼σ(p)
(∣∣∣fˆ(Xn)− f(σ(p))∣∣∣ > ε) · Pr (σ˜ = σ)
(e)
<
∑
σ
δ · Pr (σ˜ = σ)
(f)
= δ,
where (a) follows by the definition of fˆs; (b) follows by the law of total probability; (c) follows
by the independence between σ˜ and Xn; (d) follows by the symmetry of f and the equivalence of
applying σ to Xn and to p; (e) follows by the fact that σ(p) ∈ P and the guarantee satisfied by the
estimator fˆ ; and (f) follows by the law of total probability.
Before we proceed further, we introduce the following definitions. For any sequence xn, the sketch
of a symbol x in xn is the set of indices i ∈ [n] for which xi = x. The type of a sequence xn is the
set τ(xn) of sketches of symbols appearing in xn.
Since fˆs is symmetric, there exists a mapping fˆτ over types satisfying fˆs = fˆτ ◦ τ . Due to the
i.i.d. assumption on the sample generation process, given the profile of a sample sequence, all the
different types corresponding to this profile are equally likely. Let Λ be a mapping that recovers this
relation, i.e., Λ maps each profile uniformly randomly to a type having this profile.
Then, for any p ∈ P andXn ∼ p,
fˆs(X
n) = fˆτ ◦ τ(Xn) = fˆτ ◦ Λ ◦ ϕ(Xn).
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Consequently, the mapping fˆϕ := fˆτ ◦ Λ is a profile-based estimator that satisfies
Pr
Xn∼p
(∣∣∣fˆϕ(ϕ(Xn))− f(p)∣∣∣ > ε) = Pr
Xn∼p
(∣∣∣fˆs(Xn)− f(p)∣∣∣ > ε) < δ, ∀p ∈ P .
A.4 Median Trick
The following argument is standard and often used to boost the confidence of learning algorithms.
Lemma 7 (Median trick). Let α, β ∈ (0, 1) be real parameters satisfying 1/10 ≥ α > β. For an
accuracy ε > 0 and a distribution set P ⊆ ∆X , if there exists an estimator fˆA such that
Pr
Xn∼p
(∣∣∣fˆA(Xn)− f(p)∣∣∣ > ε) < α, ∀p ∈ P ,
we can construct another estimator fˆB that takes a sample of sizem :=
⌈
4n
log 1
2α
log 1β
⌉
and achieves
Pr
Ym∼p
(∣∣∣fˆB(Y m)− f(p)∣∣∣ > ε) < β, ∀p ∈ P .
Proof. Given t ∈ N i.i.d. copies of fˆA(Xn), the probability that less than half of them satisfy the
inequality in the parentheses is at least
Pr
(
t∑
i=1
1Ai <
t
2
for Ai’s satisfying Pr(Ai) < α
)
≥ Pr
(
bin (t, α) <
t
2
)
.
By the law of total probability, the right-hand side equals to
1− Pr
(
bin (t, α) ≥ t
2
)
≥ 1− exp
(((
1
2α
− 1
)
− 1
2α
log
1
2α
)
· αt
)
≥ 1− exp
(
− t
4
log
1
2α
)
,
where the first step follows by the Chernoff bound of binomial random variables, and the second
step follows by α ≤ 1/10 and the inequality c− 1− c2 log c > 0, ∀c ≥ 5.
Set t :=
⌈
4
log 1
2α
log 1β
⌉
, the right-hand side is at least 1− β.
Therefore, given a sample of sizem = t·n, we can partition it into t sub-samples of equal size, apply
the estimator fˆA to each subsample, and define the median of the corresponding estimates as fˆB .
By the previous reasoning, this estimator satisfies
Pr
Ym∼p
(∣∣∣fˆB(Y m)− f(p)∣∣∣ > ε) < β, ∀p ∈ P .
A.5 Profile Maximum Likelihood and Its Adaptiveness
For every profile φ of length n and distribution collection P ⊆ ∆X , the profile maximum likelihood
(PML) estimator Orlitsky et al. [2004] over P maps φ to a distribution
Pφ := argmin
p∈P
Pr
Xn∼p
(ϕ(Xn) = φ) ,
that maximizes the probability of observing the profile φ.
For any property f , let εf (n, δ,P) denote the smallest error that can be achieved by any estimator
with a sample size n and tolerance δ on the error probability. This definition is equivalent to that
of the sample complexity. In the following, we show that the PML estimator is adaptive to the
simplicity of underlying distributions in inferring all symmetric properties, over any label-invariant
P .
For brevity, set δ = 1/10 and suppress both δ and P in εf (n, δ,P).
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Theorem 3 (Adaptiveness of PML). Let f be a symmetric property and P ⊆ ∆X be a label-
invariant distribution collection. For any p ∈ P andΦn ∼ p, with probability at least 1−O(1/√n),
|f(p)− f(PΦn)| ≤ 2εf
(
Ω˜(n)
⌈H(Φn)⌉
)
.
Proof. For any tolerance δ ∈ (0, 1) and distribution p ∈ ∆X , define the (δ, n)-typical cardinality of
profiles with respect to p as the smallest cardinality Cδ,n(p) of a set of length-n profiles such that
the probability of observing a sample from p with a profile in this set is at least 1− δ. The following
lemma provides a tight characterization of Cδ,n(p) in terms of the dimension of Φ
n ∼ p.
Lemma 8. For any p ∈ ∆X and Φn ∼ p, with probability at least 1− 6/√n,
C 6√
n
,n(p) ≤ n8(D(Φ
n)+20 log n).
The proof of the lemma follows by recursively applying Theorem 6. Specifically, let d := 2En(p) +
3 logn, which is at least Dn ∼ p, with probability at least 1− 6/√n. Then,
C 6√
n
,n(p) ≤
(
n
d
)(
n+ d− 1
d− 1
)
≤ n2d−1 ≤ n2(2En(p)+3 log n) ≤ n8D(Φn)+20 logn,
where the last inequality holds with with probability at least 1− 6/√n.
Now let f be a symmetric functional over P . According to Theorem 2, for any parameters ε > 0
and δ ∈ (0, 1), if there exists an estimator fˆ such that
Pr
Xn∼p
(∣∣∣fˆ(Xn)− f(p)∣∣∣ > ε) < δ, ∀p ∈ P ,
there is an estimator fˆϕ over Φ satisfying
Pr
Xn∼p
(∣∣∣fˆϕ(ϕ(Xn))− f(p)∣∣∣ > ε) < δ, ∀p ∈ P .
For an arbitrary length-n profile φ that satisfies PrΦn∼p(Φn = φ) ≥ 2δ, these error bounds yield
Pr
(∣∣∣fˆϕ(φ)− f(p)∣∣∣ > ε) < 1
2
.
and since PrΦn∼Pφ(Φ
n = φ) ≥ PrΦn∼p(Φn = φ) ≥ 2δ by the definition of PML,
Pr
(∣∣∣fˆϕ(φ)− f(Pφ)∣∣∣ > ε) < 1
2
.
By the union bound and triangle inequality,
Pr (|f(p)− f(Pφ)| > 2 ε) < 1 ⇐⇒ |f(p)− f(Pφ)| ≤ 2 ε surely.
Furthermore, by Lemma 8, with probability at least 1 − 6/√n, the total probability of length-n
profiles φ satisfying PrΦn∼p(Φn = φ) < 2δ is at most
2δ · C 6√
n
,n(p) +
6√
n
≤ 2δ · n8D(Φn)+20 logn + 6√
n
,
which basically upperly bounds the probability that
|f(p)− f(PΦn)| > 2 ε .
Next we will assume that there exists an estimator fˆ satisfying
Pr
Xm∼p
(∣∣∣fˆ(Xm)− f(p)∣∣∣ > ε) < δ, ∀p ∈ P .
By Lemma 7, if δ ≤ 1/10, we can construct another estimator fˆ ′ that takes a sample of size n =
4m
log 1
2δ
log 1δ′ (n is assumed to be an integer here) and achieves a higher-confidence guarantee
Pr
Xn∼p
(∣∣∣fˆ ′(Xn)− f(p)∣∣∣ > ε) < δ′, ∀p ∈ P .
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Then by the above reasoning, with probability at least 1− 6/√n,
Pr
Φn∼p
(|f(p)− f(PΦn)| > 2 ε) ≤ 2δ′ · n8D(Φn)+20 logn + 6√
n
= 2 exp
(
− n
4m
log
1
2δ
+ (8D(Φn) + 20 logn) logn
)
+
6√
n
.
For the first term on the right hand side to vanish as quickly as 1/
√
n, it suffices to have
n
4m
log
1
2δ
≥ 20 · D(Φn) log n ⇐⇒ nD(Φn) logn ≥ 80 ·
m
log 12δ
,
and simultaneously have
n
4m
log
1
2δ
≥ 40 · log2 n ⇐⇒ n
log2 n
≥ 160 · m
log 12δ
.
Simplify the expressions and apply the union bound. It suffices to have both
Θ˜(n)
D(Φn) ≥
m
log 1δ
and n ≥ 8m.
If n satisfies these conditions, with probability at least 1−Θ(1/√n),
|f(p)− f(PΦn)| ≤ 2 ε .
Summary We have shown the following result, which is a strengthened version of Theorem 3.
The result shows that the PML plug-in estimator possesses the amazing ability of adapting to the
simplicity of data distributions in inferring all symmetric properties, over any label-invariant classes.
If there exists an estimator fˆ such that
Pr
Xm∼p
(∣∣∣fˆ(Xm)− f(p)∣∣∣ > ε) < δ, ∀p ∈ P ,
for any p ∈ P and Φn ∼ p where the sample size n satisfies both
Θ˜(n)
D(Φn) ≥
m
log 1δ
and n ≥ 8m,
with probability at least 1−Θ(1/√n),
|f(p)− f(PΦn)| ≤ 2 ε .
Alternative statement
Fix P and assume that δ ≤ 1/10. Recall that εf (n, δ) denotes the smallest error that can be achieved
by the best estimator using a size-n sample with a (1− δ)-confidence guarantee. Below we provide
an alternative statement of the above result, which is more compact in its form.
Then, draw a profile Φn ∼ p. With probability at least 1−Θ(1/√n),
|f(p)− f(PΦn)| ≤ 2εf
(
Θ˜(n) log 1δ
D(Φn) Λ
n
8
, δ
)
.
Consolidating this with Theorem 1 yields that
|f(p)− f(PΦn)| ≤ 2εf
(
Θ˜(n) log 1δ
⌈H(Φn)⌉
Λ
n
8
, δ
)
.
Setting δ = 1/10 and suppressing it in expressions, we establish the desired guarantee: For any
p ∈ P and Φn ∼ p, with probability at least 1−O(1/√n),
|f(p)− f(PΦn)| ≤ 2εf
(
Ω˜(n)
⌈H(Φn)⌉
)
.
Below are some comments in order.
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1. The theorem holds for any symmetric properties, while nearly all previous works require
the property to possess certain forms and be smooth.
2. The theorem trivially implies a weaker result in Acharya et al. [2017] where ⌈H(Φn)⌉ is
replaced by O(√n), an upper bound due to the formula of Hardy and Ramanujan [1918].
3. There is a polynomial-time approximation algorithm Charikar et al. [2019a] achieving the
same guarantee as that stated in the theorem.
A.6 PML and Sorted Distribution Estimation
The arguments below basically follow by Hao and Orlitsky [2019a] and Hao and Orlitsky [2019d],
in which we assume that |X | = O(n log n).
Let f be a function in L1, the collection of Lipschitz functions over [0, 1]. Without loss of generality,
we also assume that f(0) = 0. Let η ∈ (0, 1) be a threshold parameter to be determined later. An
η-truncation of f is a function
fη(z) := f(z)1z≤η + f(η)1z>η.
One can easily verify that fη ∈ L1. Next, we find a finite subset of L1 so that the η-truncation of
any f ∈ L1 is close to at least one of the functions in this subset.
For an integer parameter s > 3 to be chosen later. Partition the interval [0, η] into s disjoint sub-
intervals of equal length, and define the sequence of end points as zj := η · j/s, j ∈ ⌈s⌋ where
⌈s⌋ := {0, 1, . . . , s}. Then, for each j ∈ ⌈s⌋, we find the integer j′ such that |fη(zj) − zj′ | is
minimized and denote it by j∗. Since fη is 1-Lipschitz, we must have |j∗| ∈ ⌈j⌋. Finally, we connect
the points Zj := (zj , zj∗) sequentially. This curve is continuous and corresponds to a particular
η-truncation f˜η ∈ L1, which we refer to as the discretized η-truncation of f . Intuitively, we have
constructed an (s+1)×(s+1) grid and “discretized” function f by finding its closest approximation
in L1 whose curve only consists of edges and diagonals of the grid cells. By construction,
max
z∈[0,1]
|fη(z)− f˜η(z)| ≤ η
s
.
Therefore, for any p ∈ P := ∆X , the corresponding properties of fη and f˜η satisfy
|fη(p)− f˜η(p)| ≤ |X | · η
s
,
where we slightly abuse the notation and write f˜η(p) :=
∑
x f˜η(px). Note that |j∗| ∈ ⌈j⌋ for all
j ∈ ⌈s⌋, and f˜η(z) = zs∗ for z ≥ η. While there are infinitely many η-truncations, the cardinality
of the discretized η-truncations of functions in L1 is at most
s∏
j=0
(2j + 1) = (s+ 1)
s−1∏
j=0
(2j + 1)(2s− 2j + 1) ≤ (s+ 1)2s+1 = e(2s+1) log(s+1) ≤ e3s log s.
Nowwe consider the task of estimating f˜η(p) fromX
n ∼ p. By construction, the real function f˜η(z)
is a constant for z ≥ η. In addition, the function is Lipschitz and hence for an absolute constant C
and an arbitrary interval I := [a, b] ⊆ [0, 1], one can construct an explicit polynomial g(z) of degree
at most d ∈ N, satisfying
|g(z)− f˜η(z)| ≤ C
√|b− a|(x− a)
d
, ∀x ∈ I.
Combining these facts with Theorem 5 in Hao and Orlitsky [2019d] shows that there exists an esti-
mator fˆη(X
n) that for all p ∈ ∆X and ε satisfying n = Ω(|X |/(ε2 log |X |)) and ε > 1/n,
Pr
Xn∼p
(∣∣∣fˆη(Xn)− f˜η(p)∣∣∣ > ε) ≤ exp(−Θ(ε2/(nλη))),
where λ ∈ (0, 1) is an absolute constant bounded away from 0 whose value can be arbitrarily small.
Then, by setting η ≤ O(ε2/n1/2+λ), where the asymptotic notation hides a sufficiently small ab-
solute constant, the right-hand side is at most exp(−4√n). Then, Theorem 2 in this paper and
Theorem 3 in Acharya et al. [2017] imply that the PML distribution Pϕ(Xn) satisfies
Pr
Xn∼p
(∣∣∣f˜η(Pϕ(Xn))− f˜η(p)∣∣∣ > 2ε) ≤ exp(−√n), ∀p ∈ ∆X .
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Consider any p ∈ ∆X and Xn ∼ p with a profile ϕ := ϕ(Xn). Consolidate the previous results,
and apply the union bound and triangle inequality. With probability at least 1−exp (3s log s−√n),
the PML plug-in estimator will satisfy
|fη(p)− fη(pϕ)| ≤ |fη(p)− f˜η(p)|+ |f˜η(p)− f˜η(pϕ)|+ |f˜η(pϕ)− fη(pϕ)| ≤ 2|X | · η
s
+ 2ε,
for all functions f in L1.
Next we consider the “second part” of a function f ∈ L1, namely,
f¯η(z) := f(z)− fη(z) = (f(z)− f(η))1z>η.
Again, we can verify that f¯γ ∈ L1. To establish the corresponding guarantees, we make use of the
following result. Since the profile probability is invariant to symbol permutation, for our purpose,
we can assume that p(y) ≤ p(z) iff Pϕ(x) ≤ Pϕ(y), for all x, y ∈ X . Under this assumption, the
following lemma relates Pϕ to p.
Lemma 9. For any η ∈ (0,O(1/√n)), distribution p ∈ ∆X and sampleXn ∼ p with profile ϕ,
Pr
(∑
x
|max{Pϕ(x), η} −max{p(x), η}| > Θ
(√
1
ηn
))
≤ exp(−√n).
The proof of this lemma follows from 1) the fact that empirical distribution satisfies such a guarantee
with the probability bound being exp(−4√n), where we ignore labelings and sort the empirical
probabilities according to p; 2) the Cauchy-Schwarz inequality applied to bound the expected error
of the empirical estimator and McDiarmid’s inequality used to bound the error probability; 3) a
variant of Theorem 3 in Acharya et al. [2017] that addresses distribution estimation Das [2012].
Hence, with probability at least 1− exp(−√n),
|f¯η(p)− f¯η(Pϕ)| = |
∑
x
f¯η(p(x))− f¯η(Pϕ(x))|
≤
∑
x
|f¯η(max{p(x), η})− f¯η(max{Pϕ(x), η})|
≤
∑
x
|max{Pϕ(x), η} −max{p(x), η}|
≤ Θ
(√
1
ηn
)
,
for all functions f in L1.
Consolidate the previous results. By the triangle inequality and the union bound, with probability at
least 1− exp (3s log s−√n)− exp(−√n),
|f(p)− f(pϕ)| ≤ |fη(p)− fη(Pϕ)|+ |f¯η(p)− f¯η(Pϕ)|
≤ 2|X | · η
s
+ 2ε+Θ
(√
1
ηn
)
,
for all functions f in L1. Now we can conclude that ℓ<1 (p, pϕ) is also at most the error bound on
the right-hand side. The reason is straightforward: Since with high probability, the above guarantee
holds for all functions in L1, it must also hold for the function that achieves the supremum in
sup
f∈L1
|f(p)− f(Pϕ)| = ℓ<1 (p,Pϕ) .
It remains to balance the error bounds on the estimation and deviation probability. Recall that we
assume |X | ≤ O(n log n) since otherwise the theorem is trivial to prove. Set s = Θ˜(√n) such that
3s log s <
√
n/2. Then, the confidence lower bound becomes 1− exp(√n/2)− exp(√n), and the
deviation bound reduces to O˜(√nη) + Θ(√1/(ηn)) + 2ε. The previous derivations also require
that η ≤ O(ε2/n1/2+λ) and η ∈ (0,O(1/√n)). Setting η = Θ(1/n3/4) yields the desired result.
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A.7 PML and Uniformity Testing
For a finite domainX , denote by uX the uniform distribution overX . Given an error parameter ε > 0
and a sample Xn from an unknown distribution p ∈ ∆X , uniformity testing Goldreich and Ron
[2011] aims to distinguish between the null hypothesis
p = uX ,
and the alternative hypothesis
‖p− uX ‖1 > ε.
In the work of Hao and Orlitsky [2019a], it is shown that the following simple PML-based algorithm
achieves the optimal Θ(
√|X |/ε2) sample complexity Paninski [2008] for uniformity testing, up to
logarithmic factors of the alphabet size |X |. Note that we instantiate the distribution collection P as
∆X , and use 0 and 1 to indicate whetherH0 orH1 is accepted.
Input: parameters |X |, ε, and a sampleXn ∼ p with profile ϕ.
ifmaxxµx(X
n) ≥ 3max{1, n/|X |} log |X | then return 1;
elif ‖Pϕ − uX‖2 ≥ 3ε/(4
√
|X |) then return 1;
else return 0
Figure 1: Uniformity tester TPML
In this section, we present another intriguing connection between the PML estimator and the unifor-
mity testing problem. For any profile ϕ of length n, denote
T (ϕ) =
|X |(∑nµ=1 ϕµ · µ2 − n)
n2 − n .
Then for any accuracy ε > 0, the following uniformity tester Diakonikolas et al. [2016a] is sample
optimal up to logarithmic factors.
• If T (ϕ(Xn)) ≥ 1 + 3ε2/4, return 1;
• Else, return 0.
The following lemma connects the above algorithm to the PML.
Lemma 10. Chan et al. [2015] For any profile ϕ := ϕ(xn) that corresponds to a non-constant
sequence xn ∈ X ∗,
• If T (ϕ) > 1, then uX is a local minimum of the PML optimization problem
PX = max
p∈P=∆X
Pr
Y n∼p
(ϕ(Y n) = ϕ);
• Else, uX is a local maximum.
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B Attributes of Profile Entropy and Dimension
Let p ∈ ∆X be an arbitrary discrete distribution. Recall that in Section A, we partition the unit
interval into a sequence of ranges,
Ij :=
(
(j − 1)2 logn
n
, j2
logn
n
]
, 1 ≤ j ≤
√
n
logn
,
denote by pIj the number of probabilities px belonging to Ij , and relate En(p) to an induced shape-
reflecting quantity,
HSn (p) :=
∑
j≥1
min
{
pIj , j · logn
}
,
the sum of the effective number of probabilities lying within each range.
The simple expression of HSn (p) shows that it characterizes the variability of ranges the actual
probabilities spread over. As Theorem 8 shows, HSn (p) closely approximates En(p), the value
around which Dn ∼ p concentrates (Theorem 6) and H(Φn) lies (Thoerem 1). In this section, we
useHSn (p) as a proxy for bothH(Φ
n) and Dn, and study its attributes and values.
To further our understanding of profile entropy and dimension, we investigate the analytical at-
tributes of HSn (p) concerning monotonicity and Lipschitzness. Then, we present tight upper and
lower bounds on the value ofHSn (p) for a variety of distribution families.
B.1 Monotonicity
Among the many attributes thatHSn (p) possesses, monotonicity is perhaps most intuitive. One may
expect a larger value of HSn (p) as the sample size n increases, since additional observations reveal
more information on the variability of probabilities. Below we confirm this intuition.
Theorem 9. For any n ≥ m≫ 1 and p ∈ ∆X ,
HSn (p) ≥ HSm(p).
Besides the above result that lowerly boundsHSn (p) withHSm(p) form ≤ n, a more desirable result
is to upperly boundHSn (p) with a function ofH
S
m(p). Such a result will enable us to draw a sample
of size m ≤ n, obtain an estimate of HSm(p) from Dm, and use it to bound the value of HSn (p) and
thus of Dn for a much larger sample size n.
With such an estimate, we can perform numerous tasks such as predicting the performance of PML
in estimating symmetric properties when more observations are available, and the space needed
for storing a longer sample profile. These applications are closely related to the recent works on
learnability estimation Kong and Valiant [2018], Kong et al. [2019].
The next theorem provides a simple and tight upper bound onHSn (p) in terms ofH
S
m(p).
Theorem 10. For any n ≥ m≫ 1 and p ∈ ∆X ,
HSn (p) ≤
√
n logn
m logm
·HSm(p).
Implications Before proceeding to the proof, we first present two simple implications.
1. If form = Ω(n0.01), we haveHSm(p)≪
√
m, thenHSn (p)≪
√
n.
2. For any two integersm ≤ n and distribution p,
HSm(p)√
m logm
≥ H
S
n (p)√
n logn
.
In other words, the sequenceAm := H
S
m(p)/
√
m logm,m ≤ n, is monotonically decreas-
ing and converges to An. As we increase the value of m, (
√
n logn · Am), which can be
viewed as our estimate of HSn (p), is getting more and more accurate. For the purpose of
adaptive estimation, if n = 2t, we can choose the sequencem = 20, 21, . . . , 2t.
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Proof. For clarity, we denote by p(m, j) the value of pIj corresponding to H
S
m(p), and p(n, j) the
value of pIj corresponding to H
S
n (p). Furthermore, denote r :=
√
(n/m)((logm)/ logn), which
we assume is an integer. Then by the definition ofHS
·
,
rHSm(p) = r
∑
j≥1
min {p(m, j), j · logm}
=
∑
j≥1
min

r ·
rj∑
i=rj−r+1
p(n, i), rj · logm


≥
∑
j≥1
r−1∑
t=0
min


rj∑
i=rj−r+1
p(n, i), (rj − t) · logm


≥
∑
j≥1
r−1∑
t=0
min {p(n, rj − t), (rj − t) · logm}
=
∑
i≥1
min {p(n, i), i · logm}
≥ logm
logn
·HSn (p).
The lower-bound part basically follows by reversing the above inequalities.
HSn (p) =
∑
i≥1
min {p(n, i), i · logn}
=
∑
j≥1
r−1∑
t=0
min {p(n, rj − t), (rj − t) · logn}
≥
∑
j≥1
r−1∑
t=0
min {p(n, rj − t), (rj − r + 1) · logn}
≥
∑
j≥1
min
{
r−1∑
t=0
p(n, rj − t), (rj − r + 1) · logn
}
=
∑
j≥1
min {p(m, j), (rj − r + 1) · logm}
≥ HSm(p).
This completes the proof of the theorem.
B.2 Lipschitzness
ViewingHSn (p) as a distribution property, we establish its Lipschitzness with respect to a weighted
Hamming distance and the ℓ1 distance. Given two distributions p, q ∈ ∆X , the vanilla Hamming
distance is denoted by
h(p, q) :=
∑
x∈X
1px 6=qx .
The distance is suitable for being a statistical distance since there may be many symbols at which
the two distributions differ, yet those symbols account for only a negligible total probability and has
little effects on many induced statistics. To address this, we propose a weighted Hamming distance
hW(p, q) :=
∑
x∈X
max{px, qx} · 1px 6=qx .
The next result measures the Lipschitzness ofHSn under hW .
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Theorem 11. For any integer n, and distributions p and q, if hW(p, q) ≤ ε for some ε ≥ 1/n,∣∣HSn (p)−HSn (q)∣∣ ≤ O˜(√εn).
Proof. Recall that the quantity of interest is
HSn (p) :=
∑
j≥1
min
{
pIj , j · logn
}
.
Given the bound of hW(p, q) ≤ ε, we denote by Y ⊆ X the collection of symbols x at which
px 6= qx. By definition, we have both
∑
x∈Y px ≤ ε and
∑
x∈Y qx ≤ ε. Below, we show that these
symbols modify the value of HSn (p) by at most O˜(
√
εn). By symmetry, the same claim also holds
for the distribution q. Combined, these two claims yields the desired result.
First, we consider x ∈ Y satisfying px = 0 or px ∈ I1 = (0, (logn)/n]. Such a symbol either does
not contribute the value ofHSn (p), or affects only the value of the first termmin {pI1 , logn}, which
is at most logn. Hence the claim holds for this case.
Next, consider symbols x ∈ Y satisfying px ∈ Ij = ((j − 1)2 lognn , j2 log nn ] for some j ≥ 2 and
denote the collection of them by Z ⊆ Y . By the above assumption, we have∑x∈Z px ≤ ε. To
maximize their impact onHSn (p) under this constraint, we should set their values to be
pj := (j − 1)2 logn
n
, j = 2, . . . J,
for some J to be determined, where each pj repeats exactly j logn times. Then, the symbols in Z
contributes at most
∑J
j=2 j logn = (log n)(J − 1)(J +2)/2 toHSn (p), and the above constraint on
the total probability mass bounds transforms to
ε ≥
∑
x∈Z
px ≥
J∑
j=2
(j logn) · (j − 1)2 logn
n
≥ (logn)
2
12n
J(J2 − 1)(−2 + 3J).
Therefore in this case, the contribution is again O˜(√εn), which completes the proof.
Replacing max{px, qx} with |px − qx| results in a common similarity measure – the ℓ1 distance.
The next theorem is an analog to the above under this classical distance.
Theorem 12. For any integer n, and distributions p and q, if ℓ1(p, q) ≤ ε for some ε ≥ 0,∣∣HSn (p)− cHSn (q)∣∣ ≤ O((εn)2/3),
where c is a constant in [1/3, 3]. Note that the inequality is significant iff ε ≤ Θ˜(1/n1/4), since the
value ofHSn (p) is at most O(
√
n logn) for all p.
By symmetry, it suffices to prove the following lemma.
Lemma 11. For any integer n, and distributions p and q, if ℓ1(p, q) ≤ ε for some ε ≥ 0,
HSn (p) ≤ 3HSn (q) +O((εn)2/3).
Proof. Consider the task of modifying p by at most ε and maximizing the increase in HSn (p). For
each j and each probability px ∈ j, denote by p′x the modified value. Depending on the location
of p′x, there are three types of possible modifications as illustrated below.
• For the first type, we still have p′x ∈ Ij . This does not change the value of pIj and hence
does not increaseHSn (p).
• For the second type, we have p′x ∈ Ij−1 or p′x ∈ Ij+1. If pIj ≤ j · logn, this will decrease
the value ofmin{pIj , j · logn} by 1 and increase the value ofmin{pIj−1 , (j−1) · logn} or
min{pIj+1 , (j+1) · logn} by at most one. Hence in this case, the value ofHSn (p) can only
decrease. If pIj > j · logn, thenmin{pIj , j · logn} = j · logn. For a particular j, all such
modifications can increase the value of HSn (p) by at most (j − 1) logn+ (j + 1) logn =
2j logn, which is twice the value of min{pIj , j · logn}. Hence, all such modifications,
when combined, increase the value ofHSn (p) by at most 2H
S
n (p).
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• For the third type, we have p′x ∈ Ii and |i− j| ≥ 2. If i < j, we require a probability mass
of at least ((j − 1)2 logn − i2 logn)/n ≥ (i logn)/n, where j ≥ 3. If i > j, we require
a probability mass of at least ((i − 1)2 logn − j2 logn)/n ≥ (i logn)/n. The number of
such modifications that could lead to an increase in the value of HSn (p) is at most i logn.
For each i, let ci denote the number of such modifications that will lead to an increase of
HSn (p). Then, the total increase is
∑
i ci, each ci is at most i logn, and the total required
probability mass required is at least
∑
i ci · (i logn)/n ≤ ε.
Let {ci} be the optimal solution that maximizes
∑
i ci. Assume that there are two indices
i < j satisfying ci < i logn and cj > 0. Then, if we replace ci and cj by ci+1 and cj − 1,
respectively,
∑
i ci will not change and
∑
i ci · (i logn)/n will decrease. Hence, we can
assume that there exists i′ satisfying ci = i logn, ∀i < i′ and ci = 0, ∀i > i′. In addition,
assuming εn ≥ logn implies that i′ ≥ 2. Hence, we have∑i ci ≤ (logn)i′(i′ + 1)/2 and∑
i
ci ≤ 3.5 ·
(
nε√
logn
)2/3
.
Profile Entropy for Structured Families
Following the study of attributes of profile entropy, we derive below nearly tight bounds on the
HSn (p) values of three important structured families, log-concave, power-law, and histogram. These
bounds tighten up and significantly improve those in Hao and Orlitsky [2019c], and show the ability
of profile entropy in charactering natural shape constraints.
For the remaining sections, we follow the convention and specify structured distributions over X =
Z.
B.3 Log-Concave Distributions
We say a discrete distribution p ∈ ∆Z is log-concave if p has a contiguous support over Z and the
inequality p2x ≥ px−1px+1 holds for all symbols x ∈ Z.
The log-concave family encompasses a broad range of discrete distributions, such as Poisson, hyper-
Poisson, Poisson binomial, binomial, negative binomial, geometric, and hyper-geometric, with wide
applications to numerous research areas, including statistics Saumard and Wellner [2014], computer
science Lovász and Vempala [2007], economics An [1997], algebra, and geometry Stanley [1989].
The next result upperly bounds the profile entropy of log-concave families, and is tight up to loga-
rithmic factors of n.
Theorem 13. For any n ∈ Z and distribution p ∈ ∆Z, if p is log-concave and has a variance of σ2,
HSn (p) ≤ O(logn)
(
1 + min
{
σ,
n
σ
})
.
Proof. The O(log n)(1 + σ) upper bound is established in Hao and Orlitsky [2019c] using some
concentration attributes of the log-concave distributions.
For the other component, we can assume that σ ≥ √n and n is larger than some absolute constant.
Then by Diakonikolas et al. [2016b], the maximum probability pmax of p belongs to [1/(8σ), 1/σ].
Hence, the last index J for which pIJ 6= 0 satisfies
(J − 1)2 logn
n
≤ 1
σ
⇐⇒ J ≤
√
n
σ logn
+ 1.
Hence, we have
HSn (p) =
∑
j≥1
min
{
pIj , j · logn
} ≤ logn+
√
n/(σ log n)+1∑
j=1
j · logn ≤ O(log n)
(
1 +
n
σ
)
.
This upper bound is uniformly better than the min{σ, (n2/σ)1/3} bound in Hao and Orlitsky
[2019c]. Theorem 17 further shows that it is optimal up to logarithmic factors of n.
A similar bound holds for t-mixtures of log-concave distributions. More concretely,
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Theorem 14. For any integer n and distribution p ∈ ∆Z, if p is a t-mixture of log-concave distribu-
tions each has a variance of σ2i , where i = 1, . . . , t,
HSn (p) ≤ O(logn)
(
1 + min
{∑
i
σi,max
i
{
n
σi
}})
.
B.4 Discretization of Continuous Distributions
The introduction about log-concave families covers numerous classical discrete distributions, yet
leaves many more continuous ones untouched Bagnoli and Bergstrom [2005]. Below, we present
a discretization procedure that preserves distribution shapes such as monotonicity, modality, and
log-concavity. Applying this procedure to the Gaussian distribution N (µ, σ2) further shows the
optimality of Theorem 13.
Let X be a continuous random variable with density function f(x). For any x ∈ R, denote by ⌈x⌋
the closest integer z such that x ∈ (z−1/2, z+1/2]. The distribution of ⌈X⌋ is over Z and satisfies
p(z) :=
∫ z+ 1
2
z− 1
2
f(x)dx, ∀z ∈ Z.
We refer to this random variable ⌈X⌋ as the discretized version ofX .
Shape Preservation By definition, one can readily verify that the above transformation preserves
several important shape characteristics of distributions, such as monotonicity, modality, and k-
modality (possibly yields a smaller k). The following theorem covers log-concavity.
Theorem 15. For any continuous random variable X over R with a log-concave density f , the
distribution p ∈ ∆Z associated with ⌈X⌋ is also log-concave.
To show this, we need the following basic lemma about concave functions.
Lemma 12. For real numbers x1, x2, y1, and y2 satisfying x1 ≤ x2, y1 ≤ y2, x1 < y1, and
x2 < y2,
f(y1)− f(x1)
y1 − x1 ≥
f(y2)− f(x2)
y2 − x2 .
Following the lemma, for x, y ∈ R such that |x− y| ≤ 1, and any function f that is log-concave,
log f(x+ 1)− log f(x) ≤ log f(y)− log f(y − 1) ⇐⇒ f(x+ 1)f(y − 1) ≤ f(x)f(y).
Proof. By definition p is log-concave if p has a consecutive support and p(z)2 ≥ p(z+1)p(z−1), ∀z.
For ⌈X⌋, the first condition is satisfied sinceX is has a continuous support onR, and p(z) is positive
as long as f(x) > 0 for a non-empty sub-interval of (z − 1/2, z + 1/2].
Below we show that p satisfies the second condition. Specifically, for any z ∈ Z,
p(z − 1)p(z + 1) =
(∫ z− 1
2
z− 3
2
f(x)dx
)(∫ z+ 3
2
z+ 1
2
f(x)dx
)
=
(∫ z+ 1
2
z− 1
2
f(x− 1)dx
)(∫ z+ 1
2
z− 1
2
f(x+ 1)dx
)
=
∫ z+ 1
2
z− 1
2
∫ z+ 1
2
z− 1
2
f(x− 1)f(y + 1)dxdy
≤
∫ z+ 1
2
z− 1
2
∫ z+ 1
2
z− 1
2
f(x)f(y)dxdy
=
(∫ z+ 1
2
z− 1
2
f(x)dx
)2
= p(z)2,
where the inequality follows by the above lemma and its implication.
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Moment preservation Denote by p the distribution of ⌈X⌋ forX ∼ f . Let µ and σ2 be the mean
and variance of density f , given that they exist. The theorem below shows that distribution p has,
within small additive absolute constants, a mean of µ and variance of Θ(σ2).
Theorem 16. Under the aforementioned conditions, the mean of ⌈X⌋ satisfies
E ⌈X⌋ = µ± 1
2
,
and the variance of ⌈X⌋ satisfies
σ2/2− 1 ≤ E(⌈X⌋ − E ⌈X⌋)2 ≤ 2σ2 + 1.
Proof. First consider the mean value of ⌈X⌋ forX ∼ f . We have
E ⌈X⌋ = E[⌈X⌋ −X ] + E[X ] = µ± 1
2
.
Next consider the variance of ⌈X⌋. Applying the inequality (a+ b)2 ≤ 2(a2 + b2) yields
E(⌈X⌋ − E ⌈X⌋)2 =
∫ ∞
−∞
(⌈x⌋ − E ⌈X⌋)2 · f(x)dx
=
∫ ∞
−∞
(⌈x⌋ − x− (⌈X⌋ − EX) + x− EX)2 · f(x)dx
≤ 2
∫ ∞
−∞
(
(⌈x⌋ − x− (⌈X⌋ − EX))2 + (x− EX)2
)
· f(x)dx
≤ 2
∫ ∞
−∞
(
1 + (x− EX)2
)
· f(x)dx
= 2 + 2E(X − EX)2
= 2(1 + σ2).
By the symmetry in the above reasoning, we also have
σ2 = E(X − EX)2 ≤ 2(1 + E(⌈X⌋ − E ⌈X⌋)2).
Consolidating these inequalities shows that
σ2/2− 1 ≤ E(⌈X⌋ − E ⌈X⌋)2 ≤ 2σ2 + 1.
B.5 Optimality of Theorem 13
By the above formula, the discretized Gaussian ⌈N⌋(µ, σ2) has a distribution in the form of
p
G
(z) :=
1√
2πσ
∫ z+ 1
2
z− 1
2
exp
(
− (x− µ)
2
2σ2
)
dx, ∀z ∈ Z.
Consolidating Theorem 15 and 16 shows that p
G
is a log-concave distribution with a variance of
Θ(σ2)± 1. Consequently, Theorem 13 yields the following upper bound:
HSn (pG) ≤ O(log n)
(
1 + min
{
σ,
n
σ
})
.
In the following, we show that
Theorem 17. Under the aforementioned conditions,
HSn (pG) ≥ O(logn)−1
(
1 + min
{
σ,
n
σ
})
.
The optimality of Theorem 13 follows by these inequalities.
Proof. At it is clear from the context, we will write p instead of p
G
. Recall that
HSn (p) =
∑
j≥1
min
{
pIj , j · logn
}
,
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where pIj denotes the number of probabilities belonging to Ij = ((j − 1)2, j2] · (log n)/n. Consid-
ering part of the distribution can only reduce the value of HSn (p). Hence, we focus on the symbols
in the range (µ+ 1,∞) ∩ Z, over which the probability mass function p(z) is monotone.
We will further assume that n/ logn ≫ σ ≫ logn, since otherwise the right-hand side of the
inequality reduces to O(1), and the result follows by the fact thatHSn (p) ≥ 1 for all n and p.
In addition, we focus on j ≫ 1 in the following argument, as the contribution to HSn (p) from these
indices is no more than the total HSn (p).
Given these assumptions, we have
p(z) ∈ Ij ⇐⇒ 1√
2πσ
exp
(
− (z ± 1/2− µ)
2
2σ2
)
∈
(
(j − 1)2 logn
n
, j2
logn
n
]
⇐⇒ z ± 1/2− µ ∈ √2σ
[√
c(σ, n) − 2 log j,
√
c(σ, n) − 2 log(j − 1)
)
,
where c(σ, n) := log
(
n/(
√
2πσ logn)
)
and the interval is well-defined iff
c(σ, n) ≥ 2 log j ⇐⇒ n√
2πσ logn
≥ j2
⇐⇒
√
n√
2πσ logn
≥ j
⇐=
√
n
σ logn
≥ 2j.
For clarity, we divide our analysis into two cases:
√
n ≥ σ ≫ logn and n/ logn≫ σ > √n.
For the first case and j ≤ √σ/ logn/2 ≤ √n/(σ logn)/2, the length Lj of the above interval,
which equals to pIj up to an additive slack of 2, satisfies
Lj√
2σ
=
√
c(σ, n) − 2 log(j − 1)−
√
c(σ, n) − 2 log j
=
2 log(j/(j − 1))
(c(σ, n) − 2 log(j − 1)) + (c(σ, n) − 2 log j)
=
log(j/(j − 1))
log
(
n/(
√
2πj(j − 1)σ logn))
= Ω
(
1
logn
log
(
1 +
1
j − 1
))
= Ω
(
1
j logn
)
.
Therefore, we have Lj = Ω(σ/(j logn)). Since σ ≫ logn ensures Lj ≥ 3 and j ≤
√
σ/ logn/2
is equivalent to σ ≥ 4j2 logn, the lower bound on Lj transforms into pIj ≥ Ω(j). Hence in this
case,HSn (p) admits the following bound
HSn (p) =
∑
j≥1
min
{
pIj , j · logn
} ≥
√
σ/ logn/2∑
j=O(1)
Ω(j) = Ω
(
σ
log n
)
.
In the n/ logn ≫ σ > √n case, we have √σ/ logn > √n/(σ logn). Repeating the previous
reasoning for j ≤√n/(σ logn)/2, we again obtain Lj = Ω(σ/(j logn)) and pIj ≥ Ω(j).
Therefore,
HSn (p) =
∑
j≥1
min
{
pIj , j · logn
} ≥
√
n/(σ logn)/2∑
j=O(1)
Ω(j) = Ω
(
n
σ logn
)
.
Finally, note that in the first case,min{σ, n/σ} = σ, while in the second,min{σ, n/σ} = n/σ.
Consolidating these results yields the desired lower bound
HSn (p) · O(log n) ≥ 1 + min
{
σ,
n
σ
}
.
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B.6 Power-Law Distributions
We say that a discrete distribution p ∈ ∆Z is a power-law with power α > 0 if p has a support of
[k] := {1, . . . , k} for some k ∈ Z+ ∪ {∞} and px ∝ x−α for all x ∈ [k].
Power-law is a ubiquitous structure appearing in many situations of scientific interest, ranging
from natural phenomena such as the initial mass function of stars Kroupa [2001], species and
genera Humphries et al. [2010], rainfall Machado and Rossow [1993], population dynamics Taylor
[1961], and brain surface electric potential Miller et al. [2009], to man-made circumstances such as
the word frequencies in a text Baayen [2002], income rankings Dra˘gulescu and Yakovenko [2001],
company sizes Axtell [2001], and internet topology Faloutsos et al. [1999].
Unlike log-concave distributions that concentrate around their mean values, power-laws are known
to possess “long-tails” and always log-convex. Hence, one may expect the profile entropy of power-
law distributions to behave differently from that of log-concave ones. The next theorem justifies this
intuition and provides tight upper bounds.
Theorem 18. For a power-law distribution p ∈ ∆[k] with power α, we have
HSn (p) ≤ 7 logn+ e2 ·min{k,Ukn(α)},
where
Ukn(α) :=


n
1
1+α if α ≥ 1+ 1log k ;(
n
logn
) 1
1+α
if 1 ≤ α < 1+ 1log k ;
√
n
(
k√
n
∧
(√
n
k
)1−α
1+α
)
if 0 ≤ α < 1.
The above upper bound fully characterizes the profile entropy of power-laws and surpasses the basic
{k,√n logn} bound for both k ≫ √n and k ≪ √n. In comparison, Hao and Orlitsky [2019c]
yields a O(nmin{1/(1+α),1/2}) upper bound, which improves over √n logn only for α > 1 and is
worse than that above for all α < 1+1/logk.
Proof. For the ease of exposition, write the probability of symbol i assigned by distribution p as
pi := c
−1
α · i−α, where cα is a normalizing constant (implicitly depends on k) and k can be infinite.
Recall that the quantity of interest is
HSn (p) =
∑
j≥1
min
{
pIj , j · logn
}
.
First consider pIj for a sufficiently large j and note that
pi ∈ Ij ⇐⇒ 1
cαiα
∈
(
(j − 1)2 logn
n
, j2
logn
n
]
⇐⇒ i ∈ I ′j :=
[(
j2c(α, n)
)− 1α , ((j − 1)2c(α, n))− 1α) ,
where c(α, n) := (cα logn)/n. Observe that the length Lj of interval I
′
j , which differs from the
value of pIj by at most 2, is proportional to (j−1)−2/α− j−2/α, and hence is a decreasing function
of j. Furthermore, each term min{pIj , j · logn} ≈ min{Lj, j · logn} is basically the minimum
between this decreasing function and j logn, an increasing function of j. This naturally calls for
determining the value of j at which the two functions are equal. Concretely,
(
(j − 1)2c(α, n))− 1α − (j2c(α, n))− 1α = j log n =⇒ j ≥ (c(α, n) · (logn)α) −12+2α ≥ j − 1.
Let J denote the middle quantity on the right-hand side (implicitly depends on α and n). We can
decompose the summationHSn (p) into two parts. The first part consists of indices j ≤ J ,
HSn,1(p) :=
J−1∑
j=1
min
{
pIj , j · logn
} ≤ (logn) J∑
j=1
j =
logn
2
(J + 1)J ≤ 1
2
(cα
n
) −1
1+α
.
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Correspondingly, the second part consists of indices j ≥ J . For these indices j, we have Lj ≤
j · logn. Recall that I ′j specifies the range of i satisfying pi ∈ Ij . Then the second part satisfies
HSn,2(p) :=
n∑
j=J
min
{
pIj , j · logn
} ≤ 7 logn+ n∑
j=J∨4
Lj ≤ 7 logn+
(
1− 1
J ∨ 4
)− 2α (cα
n
) −1
1+α
,
where the first inequality follows by the fact that the intervals I ′j are consecutive. Also note that the
boundary case j = J is covered in both HSn,1 and HSn,2 under different conditions. Depending on
the value of the normalizing constant cα, the following implications are immediate and apply to all
power parameters α > 0. If cα ≤ O˜(n)α1/(1+α),
HSn (p) ≤ HSn,1(p) +HSn,2(p) ≤ 7 logn+ e
(
n
cα
) 1
1+α
.
If cα ≥ Ω˜(n), thenHSn (p) is bounded by logn since the probabilities pi are at most 1/cα.
These bounds can be refined given the knowledge of k. Note that for α ≤ 1, the support size k must
be finite for the normalizing constant to be well-defined. On the other hand, for α > 1, it is common
to assume k =∞, which we adopt here.
Then, for α > 1, the above bound derivations yield
HSn (p) = H
S
n,1(p) +H
S
n,2(p) ≤ 7 logn+ 2
(
n
cα
) 1
1+α
≤ 7 logn+ 2 (n(α− 1)) 11+α ,
where we lower bound cα bymax{1, 1/(α− 1)}.
Next, we improve the upper bound for α < 1. Note that the normalizing constant admits
k1−α
1− α +
α
1− α ≥ 1 +
∫ k
1
x−αdx ≥ cα =
k∑
i=1
i−α ≥
∫ k+1
1
x−αdx =
(k + 1)1−α
1− α −
1
1− α.
Then for k ≥ √n, the previous upper bound yields
HSn (p)− 7 logn ≤ e
(
n
cα
) 1
1+α
≤ e
(
n(1− α)
(k + 1)1−α − 1
) 1
1+α
≤ e
(
en
n
1−α
2
) 1
1+α
≤ e2√n,
where we utilize the inequality ((k + 1)1−α − 1)/(1− α) ≥ (k + 1)1−α/e. Furthermore, one can
boundHSn (p) by k since it is at most the sum of pIj . Combined, these two results yield
HSn (p) ≤ 7 logn+ e2
√
n
(
min
{
k√
n
,
(√
n
k
) 1−α
1+α
})
.
To complete the picture, we consider the case of α = 1. Note that cα =
∑k
i=1 i
−1 > log k. Hence
for α = 1, the above reasoning implies that
HSn (p) ≤ min
{
k, 2
√
n
log k
}
.
Finally, we also analyze the case of α > 1 with truncation at k. Our analysis mainly relies on the
following inequality that provides a tight lower bound on cα.
cα =
k∑
i=1
i−α ≥
∫ k
1
x−αdx =
1− k−(α−1)
α− 1 ≥
{
log k
e if α− 1 < 1log k ;
1−1/e
α−1 if α− 1 ≥ 1log k .
To summarize, for different values of α, the quantityHSn (p) admits
HSn (p)− 7 logn ≤ k ∧ e2 (n · U(α, k))
1
1+α ,
where
U(α, k) :=


α− 1 if α ≥ 1 + 1log k ;
1
log k if 1 ≤ α < 1 + 1log k ;
kα−1 if 0 ≤ α < 1.
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Note that unless α < 1 and k ≈ √n, all the bounds are better than Θ(√n). In addition, the
derivation above already shows that the bounds are tight up to logarithmic factors. Reorganizing the
terms yields the desired result: For any power-law distribution p with power α ≥ 0,
HSn (p)− 7 logn
e2
≤


n
1
1+α if α ≥ 1 + 1log k ;(
n
logn
) 1
1+α
if 1 ≤ α < 1 + 1log k ;
√
n
(
k√
n
∧
(√
n
k
)1−α
1+α
)
if 0 ≤ α < 1.
As a remark, for α = 0, the distribution becomes a uniform distribution with support size k. The
above result also covers this case, for which the upper bound simplifies to k ∧ (n/k).
B.7 Histogram Distributions
A distribution p ∈ ∆X is a t-histogram distribution if there is a partition of X into t parts such that
p has the same probability value over all symbols in each part.
Besides the long line of research on histograms reviewed in Ioannidis [2003], the importance of
histogram distributions rises with the rapid growth of data sizes in numerous engineering and science
applications in the modern era.
For example, in scenarios where processing the complete data set is inefficient or even impossible,
a standard solution is to partition/cluster the data into groups according to the task specifications
and element similarities, and randomly sample from each group to obtain a subset of the data to use.
This naturally induces a histogram distribution, with each data point being a symbol in the support.
The work of Hao and Orlitsky [2019c] studies the class of t-histogram distributions and obtains the
following upper bound
HSn (p) ≤ O˜
(
min
{
(nt2)
1
3 ,
√
n
})
.
Our contribution is establishing its optimality.
Theorem 19. For any t, n ∈ Z+, there exists a t-histogram distribution p such that
HSn (p) ≥ Ω˜
(
min
{
(nt2)
1
3 ,
√
n
})
.
Note that uniform distributions correspond to 1-histograms, for which the bounds reduce to Θ˜(n1/3).
Proof. Again, recall that the quantity of interest is
HSn (p) =
∑
j≥1
min
{
pIj , j · logn
}
.
Our construction depends on the value of t as follows. Let A · {B} denote the length-A constant
sequence of value B. If t = 1, then the distribution p has the following form
p := Θ˜(n1/3) · {p0 ∈ In1/3},
where p0 is a properly chosen probability in In1/3 so that p is well-defined, and the range of support
of distribution p is irrelevant for our purpose and hence unspecified. If 2 ≤ t < n1/4/(2√log n),
then for some parameter s ≥ 0 to be determined, the distribution p has the following form
p := L ·
{
1
n2
}⋃s+t−1⋃
j=s+1
(
(j logn) ·
{
j2
logn
n
}) ,
where the probability values are sorted according to the ordering they appear above, and L is a
properly chosen to make the probabilities sum to 1. For the distribution to be well-defined, we
require
s+t−1∑
j=s+1
(j logn) ·
(
j2
logn
n
)
≤ 1 ⇐= t(s+ t)3 ≤ n
log2 n
⇐= s ≤
(
n
t log2 n
)1/3
− t,
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where the last inequality is valid given that t < n1/4/(2
√
logn). Let s be the maximum integer
satisfying the inequality above. Then, the quantityHSn (p) admits the lower bound
HSn (p) ≥
s+t−1∑
j=s+1
(j logn) ≥ (2s+ t)(t− 1)
2
logn ≥ 1
4
(
n
t log2 n
)1/3
t logn = Ω((nt2 logn)1/3).
Finally, if t ≥ n0 := n1/4/(2
√
logn), then the distribution p has the following form
p := (t− n0 + 1) · {p0}
⋃n0−1⋃
j=1
(
(j logn) ·
{
j2
logn
n
}) ,
where p0 is a properly chosen to make the probabilities sum to 1. By the reasoning for the last case,
the distribution p is well-defined. In addition, the quantityHSn (p) satisfies
HSn (p) ≥
n0−1∑
j=1
(j logn) ≥ n0(n0 − 1)
2
logn ≥ Ω(√n).
Consolidating these results yields the desired lower bound.
C Competitive Estimation of Distributions and Their Entropy
C.1 Competitive Distribution Estimation
Competitive estimation calls for an estimator that competes with the instance-by-instance perfor-
mance of a genie knowing more information, but reasonably restricted. Denote by ℓKL(p, q) the KL
divergence. Introduced in Orlitsky and Suresh [2015], the formulation considers the collection N
of all natural estimators, and shows that a simple variant pˆGT of the Good-Turing estimator achieves
ℓKL(p, pˆ
GT
Xn
)−min
pˆ∈N
ℓKL(p, pˆXn ) ≤ O
(
1
n1/3
)
for every distribution p and with high probability. We refer to the left-hand side as the excess loss of
estimator pˆGT with respect to the best natural estimator, and note that it vanishes at a rate independent
of p. For a more involved estimator in Acharya et al. [2013], the excess loss vanishes at a faster rate
of O˜(min{1/√n, |X |/n}), which is optimal up to logarithmic factors for every estimator and the
respectiveworst-case distribution. For the ℓ1 distance, the work of Valiant and Valiant [2016] derives
a similar result.
These estimators track the loss of the best natural estimator for each distribution. Yet an equally
important component, the excess loss bound, is still of the worst-case nature. For a fully adaptive
guarantee, Hao and Orlitsky [2019c] design an estimator pˆ⋆ that achieves a Dn/n excess loss, i.e.,
ℓKL(p, pˆ
⋆
Xn
)−min
pˆ∈N
ℓKL(p, pˆXn ) ≤ O˜
(Dn
n
)
,
for every p andXn ∼ p, with high probability. Utilizing the adaptiveness of Dn to the simplicity of
distributions, the paper derives excess-loss bounds for several important distribution families, and
proves the estimator’s optimality under various of classical and modern learning frameworks.
New results While the work of Hao and Orlitsky [2019c] provides an appealing upper bound on
the excess loss, it is not exactly clear how good this bound is as a matching lower bound is missing.
In this work, we complete the picture by showing that the Dn/n bound is essential for competitive
estimation and optimal up to logarithmic factors of n.
Theorem 5 (Minimal excess loss). For any n,D ∈ N and distribution estimator pˆ′, there is a
distribution p such that with probability at least 9/10, we have both
O(log n+D) ≥ Dn
and
ℓKL(p, pˆ
′
Xn
)−min
pˆ∈N
ℓKL(p, pˆXn ) ≥ Ω
(D
n
)
.
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According to Theorem 1, we can replace Dn by multiples Θ˜(H(Φn)) of the profile entropy in both
the upper and lower bounds.
Proof. Denote s := (D/ logn)1/2, I := {s, s+ 1, . . . , 2s}, and P := ∪i∈IPi := ∪i∈IUi/n where
U :=
⋃
i∈I
Ui :=
⋃
i∈I
{i2 log2 n, i2 log2 n+ 1, . . . , i2 log2 n+ i logn},
where D .
√
n/ logn for the total to be at most n. Let A · {B} denote the length-A constant
sequence of value B. Let C be the set of distributions in the form of
p := L ·
{
1
n2
}⋃(⋃
i
(i logn) · {qi or q′i : nqi = i2 log2 n, nq′i = i2 log2 n+ i logn}
)
.
where the probability values are sorted according to the ordering they appear above, L is a proper
variable that makes the probabilities sum to 1, and the range of support of distribution p is irrelevant
for our purpose and hence unspecified. Equip a uniform prior over C (equivalently, construct a
random distribution). We have several claims in order:
• For any i ∈ I and µ ∈ Ui, by the construction and independence,
Pr(ϕµ = 1|qi is chosen) ≈ (i logn) ·
(
Pr(Poi(nqi) = µ) · (Pr(Poi(nqi) 6= µ))i logn−1
)
≈ (i logn) ·
(
1√
nqi
·
(
1− 1√
nqi
)i logn−1)
≥ Ω(1).
Similarly, we have Pr(ϕµ = 1|q′i is chosen) ≥ Ω(1). Hence,
Pr(ϕµ = 1) ≥ Ω(1).
• For any i ∈ I and µ ∈ Ui, by Bayes’ rule,
Pr(qi is chosen|ϕµ = 1) = Pr(ϕµ = 1|qi is chosen) · 0.5
Pr(ϕµ = 1)
≥ Ω(1).
Similarly, we have Pr(q′i is chosen|ϕµ = 1) ≥ Ω(1).
• For any i ∈ I and µ ∈ Ui, the value of Mµ, the total probability of symbols appearing µ
times, is qi if ϕµ = 1 and qi is chosen; and is q
′
i if ϕµ = 1 and qi is chosen. Any estimator
Eµ will incur an expected absolute error of Ω(i(logn)/n) in estimatingMµ given ϕµ = 1.
• Note that for any α ∈ [0, 1] and x, y > 0,
α(y − z)2 + (1− α)(z − x)2 ≥ α(1 − α)(x− y)2.
• Therefore, the expected squared Hellinger distanceH2(·, ·) of any estimatorEµ in estimat-
ing (Mµ)µ≥0 satisfies
1
2
∑
µ≥0
E
(√
Eµ −
√
Mµ
)2
≥ 1
2
∑
i∈I
∑
µ∈Ui
E
[(√
Eµ −
√
Mµ
)2 ∣∣ϕµ = 1
]
Pr(ϕµ = 1)
=
1
2
∑
i∈I
∑
µ∈Ui
E


(
Eµ −Mµ√
Eµ +
√
Mµ
)2 ∣∣∣∣ϕµ = 1

Pr(ϕµ = 1)
≥
∑
i∈I
(i logn) · Ω

 (i logn)/n√
i2(log2 n)/n


2
≥ s · Ω
(
s logn
n
)
= Ω
(
D
n
)
.
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• Consequently, by the inequalityD(P ‖ Q) ≥ 2H2(P,Q),
E [D(E ‖M)] ≥ E [2H2(E,M)] ≥ Ω(D
n
)
.
• Finally, the value of E[D(Xn)] is at most O(log n+ s(s logn)) = O(log n+D).
C.2 Competitive Entropy Estimation
The next theorm shows that for every distribution and among all plug-in entropy estimators, the dis-
tribution estimator in Hao and Orlitsky [2019c] is as good as the one that performs best in estimating
the actual distribution.
Denote byN the collection of all natural estimators. Write |H(p)−H(q)| as ℓH(p, q) for compact-
ness and the KL-divergence between p, q ∈ ∆X as ℓKL(p, q).
Theorem 4 (Competitive entropy estimation). For any distribution p, sample Xn ∼ p with profile
Φn := ϕ(Xn), and pˆN
Xn
:= argminpˆ∈N ℓKL(p, pˆXn ), we have
ℓH(p, pˆ
⋆
Xn
)−ℓH(p, pˆNXn ) ≤ O˜
(√
⌈H(Φn)⌉
n
)
.
with probability at least 1−O(1/n).
Proof. Given any natural estimator and a sampleXn ∼ p, we denote by q the distribution estimate.
The entropy of q differs from the true entropy by
H(q)−H(p) = −
∑
x
qx log qx +
∑
x
px log px
=
∑
x
px log px −
∑
x
px log qx +
∑
x
px log qx −
∑
x
qx log qx
=
∑
x
px log
px
qx
+
∑
x
(px − qx) log qx
= ℓKL(p, q) +
∑
x
(px − qx) log qx.
Denote by Pµ(X
n) and Qµ(X
n) the total probability that distributions p and q assign to symbols
with multiplicity µ. Since q is induced by a natural estimator, we also write qµ(X
n) for the probabil-
ity that q assigns to each symbol with multiplicity µ inXn. Recall that prevalence ϕµ(X
n) denotes
the number of symbols with multiplicity µ in Xn. Therefore,Qµ(X
n) = ϕµ(X
n) · qµ(Xn).
Henceforth, whenever it is clear from the context, we suppressXn in related expressions. Then, the
second term on the right-hand side satisfies∑
x
(px − qx) log qx =
∑
x
(
∑
µ
1µx=µ · px −
∑
µ
1µx=µ · qµ) log(
∑
µ
1Nx=µ · qµ)
=
∑
x
∑
µ
1µx=µ · (px − qµ) log qµ
=
∑
µ
(
∑
x
1µx=µ · px −
∑
x
1µx=µ · qµ) log qµ
=
∑
µ
(Pµ −Qµ) log qµ.
Let qmin be the smallest nonzero probability of q. By the triangle inequality and Pinsker’s inequality,∣∣∣∣∣
∑
µ
(Pµ −Qµ) log qµ
∣∣∣∣∣ ≤
∑
µ
|(Pµ −Qµ) log qµ|
≤ | log qmin|
∑
µ
|Pµ −Qµ|
≤ | log qmin|
√
2ℓKL(P,Q).
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By definition, pˆN
Xn
=argminpˆ∈N ℓKL(p, pˆXn ). Now we show that if a symbol x has multiplicity µ,
the estimator pˆN will assign a probability mass of Pµ/ϕµ. In other words, PˆNµ = Pµ since p
N ∈ N .
Indeed, the corresponding KL-divergence values differ by∑
x
px log
px
qx
−
∑
x
∑
µ
1µx=µ · px log
px
Pµ/ϕµ
=
∑
x
px log
1
qx
−
∑
x
∑
µ
1µx=µ · px log
ϕµ
Pµ
=
∑
x
∑
µ
1µx=µ · px log
Pµ
ϕµqµ
=
∑
µ
Pµ log
Pµ
Qµ
= ℓKL(P,Q) ≥ 0.
Then, the above equalities yield that,
H(pˆN )−H(p) = ℓKL(p, pˆN ) +
∑
µ
(
Pµ − PˆNµ
)
log pNµ = ℓKL(p, pˆ
N ) = min
pˆ∈N
ℓKL(p, pˆXn ).
Next consider the other estimator pˆ⋆, which is also natural. Let Dn = D(Φn) be the profile dimen-
sion of Xn. By the results in Hao and Orlitsky [2019c], estimator pˆ⋆ achieves a Dn/n excess loss,
i.e.,
ℓKL(p, pˆ
⋆
Xn
)−min
pˆ∈N
ℓKL(p, pˆXn ) = ℓKL(P (X
n), Pˆ ⋆(Xn)) ≤ O˜
(Dn
n
)
,
for every p and Xn ∼ p, with probability at least 1 − O(1/n). In addition, by its construction, the
minimum probability pˆ⋆min(X
n) is at least 1/n4. Therefore, with probability at least 1−O(1/n),∣∣∣∣∣
∑
x
(px − pˆ⋆x) log pˆ⋆x
∣∣∣∣∣ =
∣∣∣∣∣
∑
µ
(
Pµ − Pˆ ⋆µ
)
log pˆ⋆µ
∣∣∣∣∣ ≤ | log pˆ⋆min| ·
√
2ℓKL(P, Pˆ ⋆µ ) ≤ O˜
(√
Dn
n
)
.
Finally, the triangle inequality combines the above results and yields
ℓH(p, pˆ
⋆)− ℓH(p, pˆN ) = |H(p)−H(pˆ⋆)| − |H(p)−H(pˆN )|
=
∣∣∣∣∣ℓKL(p, pˆ⋆x) +
∑
x
(px − pˆ⋆x) log pˆ⋆x
∣∣∣∣∣−
∣∣∣∣minpˆ∈N ℓKL(p, pˆXn )
∣∣∣∣
≤
∣∣∣∣ℓKL(p, pˆ⋆x)−minpˆ∈N ℓKL(p, pˆXn )
∣∣∣∣ +
∣∣∣∣∣
∑
x
(px − pˆ⋆x) log pˆ⋆x
∣∣∣∣∣
= ℓKL(P, Pˆ
⋆
µ ) + O˜
(√
Dn
n
)
≤ O˜
(√
Dn
n
)
.
This together with Theorem 1 completes the proof.
D Optimal Profile Compression
While a labeled sample contains all information, for many modern applications, such as property
estimation and differential privacy, it is sufficient Orlitsky et al. [2004] or even necessary to provide
only the profile Suresh [2019]. Hence, this section focuses on the lossless compression of profiles.
For any distribution p, it is well-known that the minimal expected codeword length (MECL) for
losslessly compressing a sample Xn ∼ p is approximately nH(p), which increases linearly in n as
long as H(p) is bounded away from zero.
On the other hand, by the Hardy-Ramanujan formula Hardy and Ramanujan [1918], the number
P(n) of integer partitions of n, which happens to equal to the number of length-n profiles, satisfies
logP(n) = 2π
√
n
6
(1 + o(1)).
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Consequently, the MECL for losslessly compressing the sample profile Φn ∼ p is at most O(√n),
a number potentially much smaller than nH(p).
By Shannon’s source coding theorem, the profile entropy H(Φn) is the information-theoretic limit
of MECL for the lossless compression of profile Φn ∼ p. Below, we present explicit block and
sequential profile compression schemes achieving this entropy limit, up to logarithmic factors of n.
D.1 Block Compression
The block compression algorithm we propose is intuitive and easy to implement.
Recall that the profile of a sequence xn is the multiset ϕ(xn) of multiplicities associated with sym-
bols in xn. The ordering of elements in a multiset is not informative. Hence equivalently, we can
compress ϕ(xn) into the set C(ϕ(xn)) of corresponding multiplicity-prevalence pairs, i.e.,
C(ϕ(xn)) := {(µ, ϕµ(xn)) : µ ∈ ϕ(xn)}.
The number of pairs in C(ϕ(xn)) is equal to the profile dimension D(ϕ(xn)). In addition, both a
prevalence and its multiplicity are integers in [0, n], and storing the pair takes 2 logn nats. Hence,
it takes at most 2(logn) · D(ϕ(xn)) nats to store the compressed profile. By Theorem 1, for any
distribution p ∈ ∆X and Φn ∼ p,
E[2(logn) · D(Φn)] = Θ˜(⌈H(Φn)⌉).
D.2 Sequential Compression
For any sequence xn, the setting for sequential profile compression is that at time step t ∈ [n], the
compression algorithm knows only ϕ(xt) and sequentially encodes the new information. This is
equivalent to providing the algorithm µxt(x
t−1) at time step t.
Suppress x, xt in the expressions for the ease of illustration. For efficient compression, we sequen-
tially encode the profile ϕ into a self-balancing binary search tree T , with each node storing a
multiplicity-prevalence pair (µ, ϕµ) and µ being the search key. We present the algorithm details as
follows.
Algorithm 2 Sequential Profile Compression
input sequence (µxt(x
t−1))nt=1, tree T = ∅
output tree T that encodes the input sequence
for t = 1 to n do
if µ := µxt(x
t−1) ∈ T then
if µ+ 1 ∈ T then
ϕµ+1 := T (µ+ 1)← T (µ+ 1) + 1
else
add (µ+ 1, 1) to T
end if
if ϕµ = 1 then delete (µ, ϕµ) from T
else ϕµ := T (µ)← T (µ)− 1 endif
else
if 1 6∈ T then add (1, 1) to T
else T (1)← T (1) + 1 endif
end if
end for
The algorithm runs for exactly n iterations, with a O(logn) per-iteration time complexity. For an
i.i.d. sampleXn ∼ p, the expected space complexity is again Θ˜(⌈H(Φn)⌉).
E Extensions and Additional Results
E.1 Multi-Dimensional Profiles
As we elaborate below, the notion of profile generalizes to the multi-sequence setting.
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Let X be a finite or countably infinite alphabet. For every ~n := (n1, . . . , nd) ∈ Nd and tuple
x~n := (xn11 , . . . , x
nd
d ) of sequences in X ∗, the multiplicity µy(x~n) of a symbol y ∈ X is the vector
of its frequencies in the tuple of sequences. The profile of x~n is the multisetϕ(x~n) of multiplicities of
the observed symbols Acharya et al. [2010], Das [2012], Charikar et al. [2019b], and its dimension
is the number D(x~n) of distinct elements in the multiset. Drawing independent samples from ~p :=
(p1, . . . , pd) ∈ ∆dX , the profile entropy is simply the entropy of the joint-sample profile.
Many of the previous results potentially generalize to this multi-dimensional setting. For example,
the
√
2n bound on D(x~n) in the 1-dimensional case becomes
Theorem 20. For any X , ~n, and x~n ∈ X ~n, there exists a positive integer r such that∑
i
ni ≥ d ·
(
d+ r − 1
d+ 1
)
,
and
D ≤
(
d+ r
d
)
− 1.
This essentially recovers the
√
2n bound for d = 1.
Proof. For simplicity, we suppress x~n inD(x~n). Let∆d denote the standard d-dimensional simplex.
As eachmultiplicity corresponds to a vector inNd, in the ideal case, the profile that has the maximum
dimension D corresponds to the integer vectors in the scaled simplex (r · ∆d), for some properly
chosen parameter r. For the minimum value of such a parameter r ∈ Z+, we have
∑
i
ni ≥
r−1∑
t=0
(
t+ d− 1
d− 1
)
· t
= d ·
r−1∑
t=1
(
t+ d− 1
d
)
= d ·
r−2∑
(t−1)=0
(
(t− 1) + d
(t− 1)
)
= d ·
(
d+ r − 1
d+ 1
)
,
and
D ≤
r∑
t=1
(
t+ d− 1
t
)
=
(
d+ r
d
)
− 1.
Consolidating these two inequalities yields the desired result.
E.2 Discrete Multi-Variate Gaussian
Given a mean vector µ ∈ Zd and covariance matrix Σ ∈ Rd×d with eigenvalues at least 1, the
corresponding discrete d-dimensional Gaussian is specified by its probability mass function
p(x) :=
1
C
exp
(
−1
2
(x− µ)T Σ−1 (x− µ)
)
, ∀x ∈ Zd.
where C > 0 is a normalizing constant. Note that definition is slightly different from that induced
by the discretization procedure presented in Section B.4. The reason for adopting this definition
(which is also standard in literature) is to simplify the subsequent reasoning. Let σ21 ≤ σ22 . . . ≤ σ2d
be the d eigenvalues of Σ, where σ21 ≥ 1 by assumption. In this section, we show that for d ≥ 9,
HSn (p) ≤ O(log n)
(
1 + min
{ n
C
, γd(αΣ · βd,n)d · C
})
,
where αΣ := exp
(
6σ2d/σ
2
1
)
and βd,n :=
√
(2 logn)/d, and γd is a constant that depends only on d,
which appears in Lemma 14. Note that the above bound resembles that for univariate log-concave
distributions (Theorem 13). This result is not included in the main paper due to the different setting.
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Lower bound on C First we bound the value of C from below in terms of its eigenvalues and
other parameters. By symmetry, we can decompose the matrix Σ as
Σ = V ΛV T ,
where Λ is a diagonal matrix with Λii = σ
2
i , and V is an orthonormal matrix whose i-th column is
the eigenvector vi associated with σ
2
i .
Partition the real space Rd into unit cubes whose vertices belong to Zd. For any two vectors a˜, b˜ ∈
R
d that belong to the same unit cube, we want to bound the ratio between p(a˜) and p(b˜). Denote
a := a˜− µ and b := b˜− µ, and express a and b as linear combinations of eigenvectors,
a :=
d∑
i=1
xi · vi and b :=
d∑
i=1
yi · vi.
The log-ratio between the corresponding probabilities satisfies
−2 log p(a˜)
p(b˜)
= aTΣ−1a− bTΣ−1b
= (a+ b)TΣ−1(a− b)
=
(∑
i
(xi + yi) · vTi
)
V Λ−1V T
(∑
i
(xi − yi) · vi
)
=
(∑
i
(xi + yi) · eTi
)
Λ−1
(∑
i
(xi − yi) · ei
)
=
∑
i
σ−2i (x
2
i − y2i ).
Note that
∑
i(xi − yi)2 = ‖a− b‖22 =
∑
i(a˜i− b˜i)2 ≤ d since a˜− b˜ = a− b and a˜, b˜ belong to the
same unit cube. Hence, we bound the absolute value of the ratio by
2
∣∣∣∣log p(a˜)p(b˜)
∣∣∣∣ =
∣∣∣∣∣
∑
i
σ−2i (x
2
i − y2i )
∣∣∣∣∣
≤
∑
i
σ−2i
∣∣x2i − (xi − (xi − yi))2∣∣
≤ 2
∑
i
σ−2i
(
x2i + (xi − yi)2
)
≤ 2σ−21
(∑
i
x2i + d
)
= 2σ−21
(
‖a˜− µ‖22 + d
)
.
Now, consider the hyper-ellipseE induced by
(x− µ)T Σ−1 (x− µ) ≤ d.
For any x ∈ E, simple algebra shows that ‖x− µ‖22 ≤ dσ2d . Hence by the previous discussion, for
any unit cube U with vertices in Zd, there exists a vertex vU of U such that for any x ∈ U ∩ E,∣∣∣∣log p(x)p(vU )
∣∣∣∣ ≤ σ−21 (‖x− µ‖22 + d) ≤ σ−21 (dσ2d + d) ≤ 2d
(
σd
σ1
)2
.
Note that x ∈ E is equivalent to p(x) ≥ exp(−d/2)/C. The probability mass over E is at least
∫
x∈E
p(x)dx ≥
∫
x∈E
exp(−d/2)
C
=
exp(−d/2)
C
· Vol(E) = exp(−d/2)
C
· (πd)
d/2
Γ(d/2 + 1)
d∏
i=1
σi.
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On the other hand, this probability mass is at most∫
x∈E
p(x)dx =
∑
U
∫
x
p(x) · 1x∈E∩Udx ≤
∑
U
p(vU ) · exp
(
2d
(
σd
σ1
)2)
≤ exp
(
3d
(
σd
σ1
)2)
.
Consolidating the lower and upper bounds and multiplying both sides by C yield
C ≥ exp
(
−3d
(
σd
σ1
)2)
exp
(
−d
2
)
· (πd)
d/2
Γ(d/2 + 1)
d∏
i=1
σi
=⇒ C ≥ exp
(
−3d
(
σd
σ1
)2)
· (πd/e)
d/2√
eπ(d/2)(d/(2e))d/2
d∏
i=1
σi
=⇒ C ≥ exp
(
−3d
(
σd
σ1
)2)
· (2π)
d/2√
eπ(d/2)
d∏
i=1
σi
=⇒ C ≥ exp
(
−3d
(
σd
σ1
)2) d∏
i=1
σi.
where the first implication follows by the lemma below.
Lemma 13. For any integer or semi-integer x ≥ 1/2,
√
2πx
(x
e
)x
≤ Γ(x+ 1) ≤ √eπx
(x
e
)x
.
Upper bound We proceed to boundHSn (p) =
∑
j≥1min
{
pIj , j · logn
}
.
Below we assume that C < n/ logn, since otherwise p(x) ≤ (log n)/n, ∀x, yielding an O(log n)
upper bound onHSn (p). Then by definition, the last index j such that pIj > 0 satisfies
(j − 1)2 logn
n
≤ 1
C
=⇒ j ≤ 1 +
√
1
C
n
logn
≤ 2
√
1
C
n
logn
Denote by J the quantity on the right-hand side. Then,
∑
j≥1
min
{
pIj , j · logn
} ≤ J∑
j=1
j logn ≤ J2 logn ≤ 4n
C
.
Furthermore, by a reasoning similar to that above, the collection of points x ∈ Zd satisfying p(x) ≤
1/(Cn) = p(µ)/n ≤ 1/n contributes at most O(logn) to HSn (p). Hence we need to analyze only
points x satisfying p(x) > 1/(Cn). Equivalently, points in
E⋆ :=
{
x ∈ Zd : (x− µ)T Σ−1 (x− µ) ≤ 2 logn
}
.
Clearly, these points contribute at most |E⋆| to the sum. Noting that E⋆ is a discrete hyper-ellipse,
we can bound its cardinality via the following lemma Bentkus and Götze [1997].
Lemma 14. Let µ ∈ Rd be a mean vector, and Σ ∈ Rd×d be a real covariance matrix with nonzero
eigenvalues σ21 ≤ . . . σ2d. For any d ≥ 9 and t ≥ σ2d , the discrete ellipsoid
E(t) :=
{
x ∈ Zd : (x− µ)T Σ−1 (x− µ) ≤ t
}
admits the following inequality on its cardinality,
|E(t)| ≤
(
1 +
γd
t
1
σ2d
(
σd
σ1
)2d+4)
(πt)d/2
Γ(d/2 + 1)
d∏
i=1
σi,
where γd > 1 is a constant that depends only on d.
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For simplicity, write αΣ := exp
(
6σ2d/σ
2
1
)
and βd,n :=
√
(2 logn)/d. Applying the above lemma
to bound |E⋆| (where t = 2 logn) and combining the result with our lower bound on C yield
|E(2 logn)| ≤
(
1 +
γd
2 logn
1
σ2d
(
σd
σ1
)2d+4)
(2π logn)d/2
Γ(d/2 + 1)
exp
(
3d
(
σd
σ1
)2)
C
≤
(
1 +
γd
2 logn
1
σ2d
(
σd
σ1
)2d+4)
1√
πd
(
4eπ
logn
d
)d/2
e3d(σd/σ1)
2
C
≤
(
1 +
γd
2 logn
(
σd
σ1
)3d)(
2 logn
d
)d/2
e5d(σd/σ1)
2
C
≤ γd
(
σd
σ1
)3d(
2 logn
d
)d/2
e5d(σd/σ1)
2
C
≤ γd
(
2 logn
d
)d/2
e6d(σd/σ1)
2
C
= γd (αΣ · βd,n)dC,
where the second step follows by Lemma 13.
To summarize, we have established the desired bound
HSn (p) ≤ O(log n)
(
1 + min
{ n
C
, γd(αΣ · βd,n)d · C
})
.
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