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Abstract. We consider the problem of minimising or maximising the quantity
λ(Ω)T q(Ω) on the class of open sets of prescribed Lebesgue measure. Here q > 0
is fixed, λ(Ω) denotes the first eigenvalue of the Dirichlet Laplacian on H10 (Ω), while
T (Ω) is the torsional rigidity of Ω. The optimisation problem above is considered
in the class of all domains Ω, in the class of convex domains Ω, and in the class of
thin domains. The full Blaschke-Santalo´ diagram for λ(Ω) and T (Ω) is obtained in
dimension one, while for higher dimensions we provide some bounds.
Keywords: torsional rigidity, shape optimisation, principal eigenvalue, convex do-
mains.
2010 Mathematics Subject Classification: 49Q10, 49J45, 49R05, 35P15, 35J25.
1. Introduction
In this paper we consider the problem of minimising or maximising the quantity
λα(Ω)T β(Ω)
on the class of open sets Ω ⊂ Rd having a prescribed Lebesgue measure |Ω| with
0 < |Ω| <∞. Here T (Ω) is the torsional rigidity of Ω, defined by
T (Ω) =
∫
Ω
wΩ dx ,
where wΩ is the unique solution of the Dirichlet problem{
−∆w = 1 in Ω ,
w ∈ H10 (Ω) ,
(1.1)
and λ(Ω) is the first eigenvalue of the Dirichlet Laplacian −∆ on H10 (Ω). That is the
minimal value λ such that the PDE{
−∆u = λu in Ω ,
u ∈ H10 (Ω),
(1.2)
has a non-zero solution. By the min-max principle (see e.g. [16]) we also have that
λ(Ω) = min
{[∫
Ω
|∇u|2 dx
][ ∫
Ω
u2 dx
]−1
: u ∈ H10 (Ω), u 6= 0
}
.
Throughout this paper we adopt the following notation. If Ω is open in Rd with
0 < |Ω| < ∞ then Ω∗ is a ball in Rd with |Ω∗| = |Ω|. Furthermore BR is a ball with
radius R. We put ωd = |B1|.
The case β = 0 is well known: the Faber-Krahn inequality (see for instance [16],
[18]) asserts that
λ(Ω∗) ≤ λ(Ω) .
Date: 29 October 2019.
1
ar
X
iv
:1
91
0.
14
59
3v
2 
 [m
ath
.SP
]  
14
 N
ov
 20
19
2 M. VAN DEN BERG, G. BUTTAZZO, AND A. PRATELLI
We also have that
sup
{
λ(Ω) : Ω open inRd, |Ω| = ωd
}
= +∞ .
Indeed, we obtain a lower bound for the supremum above by choosing for Ω the disjoint
union of n balls with measure ωd/n each. This gives
sup
{
λ(Ω) : Ω open inRd, |Ω| = 1
}
≥ n2/dλ(B1) ,
where we have used the scaling relation
λ(tΩ) = t−2λ(Ω), t > 0 , (1.3)
and the observation that if Ω is the a disjoint union of a family of open sets Ωγ, γ ∈ Γ
then λ(Ω) = infγ∈Γ λ(Ωγ).
Similarly, the case α = 0 can be solved by a symmetrisation argument (see for
instance [16], [18]), which gives the Saint-Venant inequality,
T (Ω) ≤ T (Ω∗) . (1.4)
We also have that
inf
{
T (Ω) : Ω open in Rd, |Ω| = 1
}
= 0 .
Indeed, we obtain an upper bound for the infimum above by choosing for Ω the disjoint
union of n balls with measure ωd/n each. This gives
inf
{
T (Ω) : Ω open in Rd, |Ω| = 1
}
≤ n−(d+2)/dT (B1) ,
where we have used the scaling relation
T (tΩ) = td+2T (Ω), t > 0 , (1.5)
and the observation that if Ω is the a disjoint union of a family of open sets Ωγ, γ ∈ Γ
then T (Ω) =
∑
γ∈Γ T (Ωγ).
Note that by (1.4) and (1.5) we have
T (Ω)
|Ω|(d+2)/2 ≤
T (B)
|B|(d+2)/2 , (1.6)
where B is any ball.
The case when α and β have a different sign is also easy: by the inequalities above
we obtain for α > 0 and β < 0
min
{
λα(Ω)T β(Ω) : |Ω| = ωd
}
= λα(B1)T
β(B1) ,
sup
{
λα(Ω)T β(Ω) : |Ω| = ωd
}
= +∞ ,
while for α < 0 and β > 0 inf
{
λα(Ω)T β(Ω) : |Ω| = ωd
}
= 0
max
{
λα(Ω)T β(Ω) : |Ω| = ωd
}
= λα(B1)T
β(B1) .
It remains to consider the case α > 0 and β > 0. Setting q = β/α > 0 we can limit
ourselves to deal with the quantity
λ(Ω)T q(Ω) .
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Using (1.3) and (1.5) we can remove the constraint of prescribed Lebesgue measure
on Ω by normalising the quantity λ(Ω)T q(Ω), and multiply it by a suitable power of
|Ω|. We then end up with the scaling invariant shape functional
Fq(Ω) =
λ(Ω)T q(Ω)
|Ω|(dq+2q−2)/d
that we want to minimise or maximise over the class of open sets Ω ⊂ Rd with 0 <
|Ω| <∞.
We recall that the Sobolev space H10 (Ω) can also be defined for quasi open sets Ω,
and that (1.1) and (1.2) admit solutions wΩ and uΩ respectively. The solution wΩ is
unique. Hence, the torsional rigidity T (Ω) is defined for every bounded quasi open set.
It is well-known that the boundedness of Ω is not necessary to have a finite value of
T (Ω), for which the assumption that Ω is of finite Lebesgue measure is enough. Since
eigenvalue λ(Ω), torsional rigidity T (Ω) and measure |Ω| can be defined for every quasi
open set Ω (see for instance [11]), the functional Fq is defined on the class of all quasi
open subsets Ω of Rd. More generally, the eigenvalue λ(µ) and the torsional rigidity
T (µ) can be defined for every capacitary measure µ. Hence we may define Fq(µ) on
the class of capacitary measures (see the Appendix).
The inequalities above for the functionals Fq, q > 0 provide some bounds for the
study of the Blaschke-Santalo´ diagram for λ(Ω) and T (Ω). That diagram identifies
the subset E of R2 whose coordinates are determined by λ(Ω) and T (Ω). We study
this issue in Section 7, where we normalise the coordinates to vary in the interval
[0, 1] (see (7.1)). We obtain the full description of the Blaschke-Santalo´ diagram only
for d = 1, while for d > 1 we only provide some bounds. Further properties of the
Blaschke-Santalo´ diagram for λ(Ω) and T (Ω) are investigated in [22].
2. Preliminaries
Define the torsion energy by
E(Ω) = min
{∫
Ω
(1
2
|∇u|2 − u
)
dx : u ∈ H10 (Ω)
}
.
We see easily that (1.1) is the Euler-Lagrange equation for E(Ω), and that
T (Ω) = −2E(Ω) = max
{∫
Ω
(
− |∇u|2 + 2u
)
dx : u ∈ H10 (Ω)
}
.
By considering tu, t > 0 instead of u in the maximisation above, and by optimising
with respect to t we obtain the alternative formula
T (Ω) = max
{[∫
Ω
u dx
]2[ ∫
Ω
|∇u|2 dx
]−1
: u ∈ H10 (Ω), u 6= 0
}
.
The torsional rigidity of a ball can be easily computed in polar coordinates: if BR is
centred at the origin, then the solution wBR of (1.1) is given by
wBR(x) =
R2 − |x|2
2d
.
Hence
T (BR) =
ωd
d(d+ 2)
Rd+2 . (2.1)
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Similarly for a ball BR centred at the origin
λ(BR) =
j2d/2−1
R2
where jd/2−1 is the first positive zero of the Bessel function Jd/2−1. The corresponding
eigenfunction is given by uBR(x) = J(d−2)/2(j(d−2)/2|x|/R), x ∈ BR. For example,
λ(B1) = 5.783 . . . if d = 2 .
We focus now on some estimates for the torsional rigidity of cylinders. We consider
cylinders of the form
RA,h = A×]− h/2, h/2[ ,
where A is an open set in Rd−1 with finite Lebesgue measure, and h > 0. We denote
by dA(x) the distance of a point x ∈ A from ∂A, and by Aq the set
Aq =
{
x ∈ A : dA(x) > q
}
.
We also denote by |∂A| the Hd−2 measure of ∂A, and by |A| the Hd−1 measure of A.
The closure of A is denoted by A. We recall Definition 6.1 in [5].
Definition 2.1. An open set A has R-smooth boundary if for all x0 ∈ ∂A there exist
two open balls BR(x1), BR(x2) with radii R such that (i) BR(x1) ⊂ A, BR(x2) ⊂ Rd−1\
A,BR(x1) ∩ BR(x2) = {x0}, (ii) the previous inclusions do not hold for R replaced by
R + ε for any ε > 0.
If A is a bounded set with C2 boundary, ∂A is also C1,1. We infer by Lemma 2.2
in [1] that ∂A is R-smooth for some R > 0. An important preliminary result is the
following.
Theorem 2.2. If A is open in Rd−1 with finite Lebesgue measure, then
T (RA,h) ≤ |A|h
3
12
. (2.2)
If A is open, bounded and convex, then
T (RA,h) ≥ |A|h
3
12
− 31 · 2
(d−4)/2ζ(5)
pi4
|∂A|h4 . (2.3)
If A is open, bounded with C2 boundary ∂A then∣∣∣∣T (RA,h)− |A|h312 + 31ζ(5)4pi5 |∂A|h4
∣∣∣∣ ≤ 10d−2|A|h512R2 . (2.4)
Proof. The heat equation proof below preserves the Cartesian product structure of
A×]0, h[ up to the very last step which consists of an integration over t. The setup is
as follows. Let Ω be an open set in Rd, with finite Lebesgue measure, and let uΩ be
the solution of
∆u =
∂u
∂t
, on Ω ,
with initial condition
lim
t↓0
uΩ(x; t) = 1, x ∈ Ω ,
and uΩ(·; t) ∈ H10 (Ω). It is straightforward to verify that
wΩ(x) =
∫
[0,∞)
dt uΩ(x; t) ,
ON THE RELATIONS BETWEEN PRINCIPAL EIGENVALUE AND TORSIONAL RIGIDITY 5
and, by Tonelli’s theorem,
T (Ω) =
∫
[0,∞)
dt
∫
Ω
dx uΩ(x; t) .
For A open, and h > 0,
uRA,h(x; t) = uA(x
′; t)u]0,h[(x1; t), (x1, x′) ∈ RA,h , (2.5)
with obvious notation. The solution u]0,h[ is given in terms of the L
2(]0, h[) spectral
resolution of the Dirichlet Laplacian on ]0, h[,
u]0,h[(x1; t) =
2
h
∞∑
k=1
e−tpi
2k2/h2 sin
(
pikx1
h
)∫
]0,h[
dy1 sin
(
piky1
h
)
.
By the maximum principle, or by probabilistic tools, one can show (Corollary 6.4 in [5])
that for any open set A ⊂ Rd−1,
1 ≥ uA(x′; t) ≥ 1− 2(d+1)/2e−dA(x′)2/(8t) . (2.6)
To prove the assertion under (2.2), we have by the first inequality in (2.6), Tonelli’s
theorem, and the positivity of u]0,h[,
T (RA,h) ≤
∫
[0,∞)
dt
∫
A
dx′
∫
]0,h[
dx1 u]0,h[(x1; t)
=
∫
[0,∞)
dt
∑
k=1,3,...
e−tpi
2k2/h2
∫
A
dx′
2
h
(∫
]0,h[
dx1 sin
(
pikx1
h
))2
=
∑
k=1,3,...
8h3|A|
pi4k4
=
15
16
∑
k∈N
8h3|A|
pi4k4
=
|A|h3
12
,
(2.7)
where we have used that ζ(4) = pi4/90.
To prove the assertion under (2.3) it suffices to bound the contribution of the second
term in the right-hand side of (2.6) to T (RA,h) from above. We have by the coarea
formula that for convex bounded A, and f(dAx) ≥ 0,∫
A
dx′f(dA(x′)) ≤ |∂A|
∫
[0,∞)
dq f(q) ,
where we have used that |∂Aq| ≤ |∂A|. See Proposition 2.4.3 in [11]. Hence∫
[0,∞)
dt
∫
A
dx′
∫
]0,h[
dx1 2
(d+1)/2e−dA(x
′)2/(8t)u]0,h[(x1; t)
≤ |∂A|
∫
[0,∞)
dt
∫
]0,h[
dx1
∫
[0,∞)
dq 2(d+1)/2e−q
2/(8t)u]0,h[(x1; t)
= 2(d+1)/2|∂A|
∫
[0,∞)
dt (2pit)1/2
∑
k∈N
e−tpi
2k2/h2 2
h
(∫
]0,h[
dx1 sin
(
pikx1
h
))2
=
∑
k=1,3,...
2(d+6)/2|∂A|h4
pi4k5
=
31 · 2(d−4)/2ζ(5)
pi4
|∂A|h4 .
(2.8)
This, together with the calculation under (2.7), proves (2.3).
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To prove the assertion under (2.4) we use the first part of Theorem 6.2 in [5] which
reads that for A open, bounded with C2 and R-smooth boundary,∣∣∣∣ ∫
A
dx′ uA(x′; t)− |A|+ 2|∂A|t
1/2
pi1/2
∣∣∣∣ ≤ 10d−1|A|tR2 , t > 0 . (2.9)
Multiplying both sides of (2.9) with
∫
]0,h[
dx1u]0,h[(x1; t) gives, by (2.5),∣∣∣∣ ∫
RA,h
dx uRA,h(x; t)−|A|
∑
k=1,3,...
8h
pi2k2
e−tpi
2k2/h2 +
2|∂A|t1/2
pi1/2
∑
k=1,3,...
8h
pi2k2
e−tpi
2k2/h2
∣∣∣∣
≤ 10
d−1|A|t
R2
∑
k=1,3,...
8h
pi2k2
e−tpi
2k2/h2 , t > 0 , (2.10)
where have used ∫
]0,h[
dx1u]0,h[(x1; t) =
∑
k=1,3,...
8h
pi2k2
e−tpi
2k2 .
We complete the proof by integrating (2.10) with respect to t over [0,∞). This gives,
using ζ(6) = pi6/945, ∫
[0,∞)
dt
∑
k=1,3,...
8h
pi2k2
e−tpi
2k2/h2 =
h3
12
,
∫
[0,∞)
dt
∑
k=1,3,...
8h
pi2k2
te−tpi
2k2/h2 =
h5
120
,
∫
[0,∞)
dt
∑
k=1,3,...
8h
pi2k2
t1/2e−tpi
2k2/h2 =
31ζ(5)h4
4pi5
.
The first and the third formula above were also used in (2.7) and (2.8) respectively. 
Proposition 3.2 of [4] asserts that for a rectangle RL,h of with sides of length L and
H respectively ∣∣∣∣T (RL,h)− h3L12 + 31ζ(5)h42pi5
∣∣∣∣ ≤ h515L .
This jibes with (2.4) since |∂]0, L[| = 2.
The eigenvalues of a cylinder RA,h are easily computed by separation of variables.
For example,
λ(RA,h) =
pi2
h2
+ λ(A) .
In particular, for d-rectangles
Ω =
d∏
k=1
]0, Lk[
we have
λ
( d∏
k=1
]0, Lk[
)
= pi2
d∑
k=1
1
L2k
. (2.11)
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3. General domains
A first case to consider is when 0 < q ≤ 2/(d+ 2). The Kohler-Jobin result (see [20,
21, 10] for a survey and some generalizations) states that
λ(B)T 2/(d+2)(B) ≤ λ(Ω)T 2/(d+2)(Ω) for every Ω ⊂ Rd, (3.1)
and is crucial to provide a lower bound to Fq.
Proposition 3.1. If 0 < q ≤ 2/(d+ 2), then
min
{
Fq(Ω) : Ω open in Rd, |Ω| <∞
}
= Fq(B)
where B is any ball in Rd.
Proof. It is enough to write
Fq(Ω) = λ(Ω)T
2/(d+2)(Ω)
T q−2/(d+2)(Ω)
|Ω|(dq+2q−2)/d = λ(Ω)T
2/(d+2)(Ω)
[ T (Ω)
|Ω|(d+2)/d
]q−2/(d+2)
,
and to apply the Kohler-Jobin inequality (3.1) together with the fact that q ≤ 2/(d+2),
and that the quantity T (Ω)|Ω|−(d+2)/d is maximal when Ω is a ball. 
If q > 2/(d+ 2) then the infimum of Fq is zero, as shown below.
Proposition 3.2. If q > 2/(d+ 2), then
inf
{
Fq(Ω) : Ω open in Rd, |Ω| <∞
}
= 0 .
Proof. Let Ω be the disjoint union of B1 and N disjoint balls of radius ε ∈ (0, 1]. Then
we have
Fq(Ω) =
λ(B)
(
T (B) +Nεd+2T (B)
)q(|B|+Nεd|B|)(dq+2q−2)/d = Fq(B) (1 +Nε
d+2)q
(1 +Nεd)(dq+2q−2)/d
.
Taking now N ∈ N such that ε−d−2 ≤ N < ε−d−2 + 1 gives
Fq(Ω) ≤ Fq(B) 3
q
(1 + ε−2)(dq+2q−2)/d
,
which vanishes as ε→ 0 since the exponent in the denominator is positive. 
We now deal with the supremum of Fq for 0 < q < 1.
Proposition 3.3. Let 0 < q < 1. Then
sup
{
Fq(Ω) : Ω open in Rd, |Ω| <∞
}
= +∞.
Proof. Let Ω be a d-rectangle of sides Lk (k = 1, . . . , d) and take L1 = ε, and Lk = 1
for k ≥ 2. Then, by Theorem 2.2 and (2.11) we have
Fq(Ω) ≈
pi2
(
ε−2 + (d− 1))(ε3/12)q
ε(dq+2q−2)/d
=
pi2
(
1 + ε2(d− 1))
12q ε2(1−q)(d−1)/d
,
which diverges to +∞ as ε→ 0 since q < 1. 
We consider now the case q > 1. By Proposition 3.2 we have
inf
{
Fq(Ω) : Ω open in ⊂ Rd, |Ω| <∞
}
= 0 .
Below we show that the supremum is finite.
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Proposition 3.4. If q > 1, then
sup
{
Fq(Ω) : Ω open in Rd, |Ω| <∞
}
≤
( 1
d(d+ 2)ω
2/d
d
)q−1
.
Proof. It is enough to apply the inequality (see Proposition 2.3 of [4] or Theorem 1.1
of [6])
λ(Ω)T (Ω)
|Ω| ≤ 1,
to get
Fq(Ω) =
λ(Ω)T (Ω)
|Ω|
( T (Ω)
|Ω|(d+2)/d
)q−1
≤
( T (Ω)
|Ω|(d+2)/d
)q−1
.
The conclusion now follows by (1.6) and (2.1). 
We do not know the exact value of the supremum of Fq in the proposition above,
and whether this supremum is attained.
Finally, the case q = 1 was considered in [6]. There it was shown that
sup
{
F1(Ω) : Ω open in Rd, |Ω| <∞
}
= 1. (3.2)
In the Appendix we provide an independent and shorter proof.
We may collect the estimates about general domains in Table 1.
General domains Ω
0 < q ≤ 2/(d+ 2) minFq(Ω) = Fq(B) supFq(Ω) = +∞
2/(d+ 2) < q < 1 inf Fq(Ω) = 0 supFq(Ω) = +∞
q = 1 inf Fq(Ω) = 0 supFq(Ω) = 1
q > 1 inf Fq(Ω) = 0 supFq(Ω) < +∞
Table 1. Bounds for Fq(Ω) when Ω varies among all domains.
4. Convex domains
In the case of convex domains, some of the bounds seen in Section 3 remain: taking
as Ω a slab A×]− ε/2, ε/2[ we obtain
inf
{
Fq(Ω) : Ω bounded, convex, and open in Rd
}
= 0 , if q > 1 ,
and
sup
{
Fq(Ω) : Ω bounded, convex, and open in Rd
}
= +∞ , if 0 < q < 1 .
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The case q = 1 was studied in [6], where the following bounds have been obtained:
inf
{
F1(Ω) : Ω bounded, convex, and open in Rd
}
= C−d > 0 ,
sup
{
F1(Ω) : Ω bounded, convex, and open in Rd
}
= C+d < 1 .
(4.1)
The other cases follow easily from the bounds above.
Proposition 4.1. We have
inf
{
Fq(Ω) : Ω bounded, convex, and open in Rd
}
≥ C−d
(
d(d+ 2)ω
2/d
d
)1−q
if q < 1, while
sup
{
Fq(Ω) : Ω bounded, convex, and open in Rd
}
≤ C+d
(
d(d+ 2)ω
2/d
d
)1−q
if q > 1.
Proof. Since
Fq(Ω) = F1(Ω)
( T (Ω)
|Ω|1+2/d
)q−1
,
it is enough to apply the bounds (4.1) to get for Ω bounded, convex and open in Rd
Fq(Ω) ≥ C−d
( T (Ω)
|Ω|1+2/d
)q−1
≥ C−d
( T (B)
|B|1+2/d
)q−1
if q < 1 ,
Fq(Ω) ≤ C+d
( T (Ω)
|Ω|1+2/d
)q−1
≤ C+d
( T (B)
|B|1+2/d
)q−1
if q > 1 ,
where B is any ball. Since
T (B)
|B|1+2/d =
1
d(d+ 2)ω
2/d
d
,
the proposition follows. 
The explicit values of C−d and C
+
d for the case q = 1 are not yet known. Looking at
the results for thin domains in Section 5 and Corollary 1.6 in [7] we make the following
conjecture.
Conjecture 4.2. The optimal values C+d and C
−
d in Proposition 4.1 are given by
C+d =
pi2
12
, C−d =
pi2
12
6
(d+ 1)(d+ 2)
.
The constant C+d is asymptotically reached by a thin “slab”, Ωε = A × [0, ε], where A
is any open, bounded, convex (d− 1)- dimensional set, and ε→ 0. The constant C−d is
asymptotically reached by a thin “cone set” in the sense of Definition 5.1.
The conjecture for C−2 is supported by the recent results in [7] where it is shown that
if Ω is an isosceles triangles then F1(Ω) ≥ pi224 , and that this value is sharp in the limit
where the quotient of height and base of the isosceles triangle becomes small.
The question of existence of optimal convex domains for the shape functional Fq
arises. We will now prove the existence of a convex minimiser when 0 < q < 1 and
of a convex maximiser when q > 1, while the existence for the case q = 1 is open.
Throughout we denote for a non-empty open bounded set Ω its inradius by
r(Ω) = sup
{
dΩ(x) : x ∈ Ω
}
, (4.2)
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and its diameter by
diam(Ω) = sup
{|x1 − x2| : x1 ∈ Ω, x2 ∈ Ω} .
Theorem 4.3. Let q > 1. Then the shape optimisation problem
max
{
Fq(Ω) : Ω open, bounded, convex in Rd
}
has a maximiser Ω+dependent on d and on q. Furthermore
r(Ω+)
diam(Ω+)
≥ ωd−1pi
d
dωd2d
(
d(d+ 2)
)dq/(2(1−q))(
j(d−2)/2
)d/(q−1)
. (4.3)
Theorem 4.4. Let 0 < q < 1. Then the shape optimisation problem
min
{
Fq(Ω) : Ω open, bounded, convex in Rd
}
has a minimiser Ω− dependent on d and on q. Furthermore
r(Ω−)
diam(Ω−)
≥ pi2(5q−4)/(2(1−q))(j(d−2)/2)1/(q−1) . (4.4)
Proof of Theorem 4.3. Let q > 1. Since Fq(tΩ) = Fq(Ω) for every t > 0, we can con-
sider a maximising sequence Ωn for Fq(Ω) with r(Ωn) fixed. If the diameter of Ωn is
uniformly bounded in n, then there exists a sequence of translates of a subsequence
(Ωnk), which converges in both the Hausdorff metric and complementary Hausdorff
metric to say Ω∗. Moreover torsional rigidity, principal Dirichlet eigenvalue and mea-
sure are continuous in both these metrics on the class of open, bounded, convex sets.
See reference [18]. To obtain an upper bound on the diameter, we use the fact that
λ(Ω)T (Ω) ≤ |Ω|, as seen in (3.2), to obtain that
Fq(Ω) ≤ λ(Ω)
1−q
|Ω|2(q−1)/d . (4.5)
By [23] we have for an open, bounded, convex set Ω,
λ(Ω) ≥ pi
2
4r(Ω)2
. (4.6)
Let 0 be a point at which the distance function in (4.2) has a maximum. Let d1 and
d2 be two points of ∂Ω such that
|d1 − d2| = diam(Ω) .
The (d− 1)-dimensional plane perpendicular to d1− d2 intersects Br(Ω)(0) in a (d− 1)-
dimensional disc with radius r(Ω). The union of the two cones having this disc as base
and with vertices d1 and d2 has volume (d − 1)ωd−1 diam(Ω)r(Ω)d−1, and since these
cones are contained in Ω we deduce
|Ω| ≥ (d− 1)ωd−1
d
diam(Ω)r(Ω)d−1 .
This estimate, recalling (4.5) and (4.6), gives
r(Ω)
diam(Ω)
≥ ωd−1pi
d
d2d
Fq(Ω)
d/(2(q−1)) .
Since for any element Ωn of a maximising sequence we have Fq(Ωn) ≥ Fq(B), this gives
r(Ωn)
diam(Ωn)
≥ ωd−1pi
d
d2d
Fq(B)
d/(2(q−1)) . (4.7)
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Since r(Ωn) is fixed, (4.7) gives the required uniform upper bound for diam(Ωn). A
straightforward computation shows that
Fq(B) =
(
j(d−2)/2
)2
(d(d+ 2))−qω2(1−q)/dd , (4.8)
so (4.3) follows by (4.7) and (4.8). 
Proof of Theorem 4.4. Let 0 < q < 1. We follow the same strategy as in the proof of
Theorem 4.3, and fix the inradius of the elements of a minimising sequence. To obtain
a uniform upper bound on the diameter we proceed as follows. For an open, bounded,
convex set in Rd we have by Theorem 1.1(i) in [13] in the special case p = q = 2 that
T (Ω)
|Ω|M(Ω) ≥
2
d(d+ 2)
,
where M(Ω) is the maximum of the torsion function. On the other hand it is well
known that M(Ω) ≥ λ(Ω)−1, see for example [3] and the references therein. It follows
that
Fq(Ω) ≥
(
2
d(d+ 2)
)q
λ(Ω)1−q
|Ω|2(q−1)/d ,
which by (4.6) implies
Fq(Ω) ≥ 2
3q−2pi2(1−q)(
d(d+ 2)
)q r(Ω)2(q−1)|Ω|2(q−1)/d .
Furthermore, by the isodiametric inequality (see for instance [14]),
|Ω| ≤ ωd
2d
diam(Ω)d .
The last two estimates, together with the fact that Fq(B) ≥ Fq(Ωn) for elements of a
sequence minimizing Fq, imply
r(Ωn)
diam(Ωn)
≥ pi2(5q−4)/(2(1−q))ω1/dd (d(d+ 2)q/(2(q−1))Fq(B)1/(2(q−1)) . (4.9)
Since r(Ωn) is fixed, then diam(Ωn) is uniformly bounded from above. This completes
the proof of the existence of a minimiser, and the estimate (4.4) directly comes by
putting together (4.8) and (4.9). 
We may then summarize the results about the case of convex domains in Table 2.
Convex domains Ω
q < 1 minFq(Ω) > 0 supFq(Ω) = +∞
q = 1 inf F1(Ω) = C
−
d > 0 supF1(Ω) = C
+
d < 1
q > 1 inf Fq(Ω) = 0 maxFq(Ω) < +∞
Table 2. Bounds for Fq(Ω) when Ω varies among convex domains.
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5. Thin domains
In this section we analyse the case q = 1 when Ωε is a thin domain. More precisely,
we consider
Ωε =
{
(s, t) : s ∈ A, εh−(s) < t < εh+(s)
}
where ε is a small positive parameter, A is a (smooth) domain of Rd−1, and h−, h+ are
two given (smooth) functions. We denote by h(s) the local thickness
h(s) = h+(s)− h−(s),
and we assume that h(s) ≥ 0. The asymptotics for λ(Ωε) and T (Ωε) have been obtained
in [8] and [9], and their first terms are
λ(Ωε) ≈ ε
−2pi2
‖h‖2L∞(A)
, T (Ωε) ≈ ε
3
12
∫
A
h3(s) ds ,
which together give the asymptotic formula
F1(Ωε) ≈ pi
2
12
[ ∫
A
h3(s) ds
][
‖h‖2L∞(A)
∫
A
h ds
]−1
.
We now consider the case of convex thin domains, where the set A ⊂ Rd−1 is convex,
and the function h : A → R+ is concave. In this case, we will see that the maximal
and minimal possible values for limε→0 F1(Ωε) are respectively reached by the constant
functions and by the cone functions, in the sense below. Different types of estimates
for integrals involving powers of concave functions have been obtained in [19].
Definition 5.1. Let A ⊂ Rd−1 be a convex set of positive measure, and let P be an
internal point of A. We call cone function the smallest concave function h : A→ [0, 1]
such that h(P ) = 1 and h ∂A = 0. Notice that the level sets of h are all homothetic
copies of A. More precisely, for every 0 ≤ σ ≤ 1 the level set {h ≥ σ} is given by the
set σP + (1− σ)A. The set Ωε is correspondingly called a cone set.
Proposition 5.2. Let A ⊂ Rd−1 be a convex set. Then for every concave function
h : A→ R+ with ‖h‖L∞(A) = 1 we have
6
(d+ 1)(d+ 2)
≤
∫
A
h3(x) dx∫
A
h(x) dx
≤ 1 . (5.1)
Moreover, both inequalities are sharp. In particular, for any (d−1)-dimensional convex
set A, the right inequality is an equality if and only h ≡ 1, while the left inequality is
an equality if and only if h is a cone function.
Proof. Since the proof is quite involved, we divide it in several steps.
Step I. Preliminary notation.
We start by considering the simpler case of a radial function, the general case will be
studied only at the last step. Hence, from now and until the last step of the proof,
we assume that A is a (d− 1)-dimensional ball and we consider a radially symmetric,
decreasing, concave function h : A → [0, 1] with h(0) = 1. With minor abuse of
notation we will denote by h also the 1-dimensional shape of h, that is, we write
h(x) = h(|x|). In particular, there is some M > 0 such that h : [0,M ] → [0, 1], with
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h(0) = 1, and the left inequality in (5.1) (observe that the other one is trivial) can be
rewritten as ∫ M
0
(
h3(s)− Cdh(s)
)
sd−2 ds ≥ 0 , (5.2)
where we denote for brevity by Cd the constant in the left of (5.1), so for instance
C2 = 1/2 and C3 = 3/10, and Cd < 1 for every dimension. Notice that there is no
need to consider the case M = ∞, because this corresponds to a function h which is
constantly 1, for which the result is obvious. We will also call
H = max
{
s : h(s) = 1
}
, K = max
{
s ≤M : h(s) ≥
√
Cd
}
.
Step II. If K = M , then (5.2) holds strictly.
In this very short step, we only observe that the case K = M is not interesting. In
fact, if K = M this means that h(s) ≥ √Cd for every 0 ≤ s ≤ M , thus the integrand
in (5.2) is pointwise strictly positive, except possibly at the sole s = M , so the validity
of (5.2) is trivial and there is no equality case. As a consequence, from now on we
assume K < M , so in particular h(K) =
√
Cd. Notice that the integrand in (5.2) is
positive in the interval [0, K] and negative in the interval [K,M ].
Step III. There are no flat parts, i.e., H = 0.
This step is devoted to reduce ourselves to the case when h is strictly decreasing, so
H = 0. To be precise, assume for a moment that H > 0, and call h˜ : [0,M −H]→ R+
the concave function given by h˜(s) = h(s+H). We want to show that if∫ M
0
(
h3(s)− Cdh(s)
)
sd−2 ds ≤ 0 , (5.3)
then ∫ M−H
0
(
h˜3(s)− Cdh˜(s)
)
sd−2 ds < 0 . (5.4)
To do so, we start by observing that, being H > 0, then (5.3) implies∫ M
H
(
h3(s)− Cdh(s)
)
sd−2 ds < 0 . (5.5)
Recalling again that h3(s) − Cdh(s) is positive in [0, K] and negative in [K,M ], we
deduce that∫ K−H
0
(
h˜3(s)− Cdh˜(s)
)
sd−2 ds =
∫ K
H
(
h3(s)− Cdh(s)
)
(s−H)d−2 ds
≤
(
1− H
K
)d−2 ∫ K
H
(
h3(s)− Cdh(s)
)
sd−2 ds ,
and analogously∫ M−H
K−H
(
h˜3(s)− Cdh˜(s)
)
sd−2 ds =
∫ M
K
(
h3(s)− Cdh(s)
)
(s−H)d−2 ds
≤
(
1− H
K
)d−2 ∫ M
K
(
h3(s)− Cdh(s)
)
sd−2 ds .
The two last estimates together with (5.5) immediately imply (5.4), which complete
this step.
As an immediate consequence of this step, to show the validity of (5.2) it is enough
to consider the case H = 0, and moreover once (5.2) will be proved it is already clear
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that an equality case can only happen with H = 0. Hence, from now on we assume
that H = 0, hence h is strictly decreasing.
Step IV. One has h−(M) = 0.
This step is devoted to reduce ourselves to the case when h−(M) = 0. Note that,
in this case, h is continuous on the whole interval [0,M ]. To be precise, we assume
for a moment that h−(M) > 0, we call M+ = M + (h−(M)/h′−(M)), and we let
h˜ : [0,M+]→ [0, 1] be the function given by
h˜(s) =
{
h(s) if 0 ≤ s < M ,
h−(M)− (s−M)h′−(M) if M ≤ s ≤M+ .
As in the preceding step, we will prove that if h satisfies (5.3), then∫ M+
0
(
h˜3(s)− Cdh˜(s)
)
sd−2 ds < 0 . (5.6)
This is actually immediate. Indeed, since h−(M) <
√
Cd by Step II, then∫ M+
0
(
h˜3(s)− Cdh˜(s)
)
sd−2 ds <
∫ M
0
(
h3(s)− Cdh(s)
)
sd−2 ds ,
and then the validity of (5.6) is obvious.
As a consequence of this step, we can from now on assume that h−(M) = 0, both
for proving (5.2) and for checking the equality cases. Notice that, in particular, h is a
continuous, strictly decreasing, concave bijection of the interval [0,M ] onto the interval
[0, 1]. Therefore, h′(s) is defined for almost every s and a change of variable allows to
rewrite the integral of (5.2) in the convenient form∫ M
0
(
h3(s)− Cdh(s)
)
sd−2 ds =
∫ 1
0
(t3 − Cdt)(h−1(t))d−2
|h′(h−1(t))| dt . (5.7)
Step V. The function h is affine in [K,M ] with h′ ≡ h′−(K) on (K,M).
In this step we show that, in order to minimise the integral in (5.2), the function h
must be affine in [K,M ]. Let us be precise. We denote by h˜ : [0,M+] → [0, 1] the
largest positive concave function coinciding with h on [0, K], which is then an affine
function on [K,M+] with h˜′ ≡ h′−(K) there. We will show that∫ M
0
(
h3(s)− Cdh(s)
)
sd−2 ds ≥
∫ M+
0
(
h˜3(s)− Cdh˜(s)
)
sd−2 ds , (5.8)
with strict inequality unless h˜ = h. As in the preceding steps this will imply that, in
order to show (5.2) and to consider the equality cases, we can reduce ourselves to the
case when h is affine in [K,M ].
To show (5.8), we notice that for almost every
√
Cd ≤ t ≤ 1 we have
h˜−1(t) = h−1(t) and h˜′(h˜−1(t)) = h′(h−1(t)) .
Instead, for almost every 0 ≤ t ≤ √Cd we have
h˜−1(t) ≥ h−1(t) and |h˜′(h˜−1(t))| = |h′−(K)| ≤ |h′(h−1(t))| .
Therefore, (5.8) and its equality cases are a direct consequence of (5.7).
Step VI. The function h is affine in [0, K].
In this step we show that, to minimise the integral in (5.2), it is convenient for the
function h to be affine also in the interval [0, K]. The argument is more delicate than
ON THE RELATIONS BETWEEN PRINCIPAL EIGENVALUE AND TORSIONAL RIGIDITY 15
in the preceding step, because there we could keep h unchanged in [0, K] and modify
it only after K, while this time the modification of h has necessarily effects both in
[0, K] and in [K,M ]. To be precise, this time we define h˜ the affine function such
that h˜(0) = 1 and h˜′ ≡ h′−(K). Notice that h˜ is defined in the interval [0,M−], being
M− = |h′−(K)|−1. As usual, we claim that if h satisfies (5.3) and h˜ 6= h, then∫ M−
0
(
h˜3(s)− Cdh˜(s)
)
sd−2 ds < 0 . (5.9)
To prove this inequality, we start by defining K− = K − (M − M−). Notice that,
in view of Step V, h˜(K−) = h(K) =
√
Cd, and for every K ≤ s ≤ M we have
h(s) = h˜(s− (M −M−)). Therefore, for every 0 ≤ t ≤ √Cd we have
h˜−1(t) = h−1(t)− (M −M−) .
Hence, also recalling that for any such t it is t3−Cdt ≤ 0, and by construction one has
h′(h−1(t)) = h˜′(h˜−1(t)) = h′−(K), we get∫ √Cd
0
(t3 − Cdt)(h˜−1(t))d−2
|h˜′(h˜−1(t))| dt ≤
(
K−
K
)d−2 ∫ √Cd
0
(t3 − Cdt)(h−1(t))d−2
|h′(h−1(t))| dt . (5.10)
Notice that if d > 2 then the strict inequality holds since M− < M , which follows from
the assumption that h˜ 6= h. On the other hand, if d = 2 then the equality necessarily
holds.
Let us now consider the interval [
√
Cd, 1]. For any t in this interval, by concavity of
h we have that |h′(h−1(t))| ≤ |h˜′(h˜−1(t)| = |h′−(K)|. Moreover,
h˜−1(t) <
K−
K
h−1(t) ∀ t ∈ (√Cd, 1) . (5.11)
In fact, this is an equality at t = 1 and at t =
√
Cd, and then the strict inequality
holds for every t ∈ (√Cd, 1) since h is concave and h˜ 6= h is affine. As a consequence,
recalling that t3 − Cdt ≥ 0 in the interval, we obtain∫ 1
√
Cd
(t3 − Cdt)(h˜−1(t))d−2
|h˜′(h˜−1(t))| dt <
(
K−
K
)d−2 ∫ 1
√
Cd
(t3 − Cdt)(h−1(t))d−2
|h′(h−1(t))| dt . (5.12)
Notice that this time the strict inequality holds whatever d is. In fact, if d > 2
this comes from (5.11), but also in the case d = 2 the equality could be true only
if |h′(h−1(t))| = |h˜′(h˜−1(t)| for every t ∈ (√Cd, 1), which is impossible since we are
assuming h˜ 6= h.
Recalling again (5.7), we can now simply put together (5.10) and (5.12) to deduce
that, if (5.3) holds, then (5.9) is true.
Step VII. Conclusion for the radial case.
Putting together the preceding steps, we readily conclude the proof for the radial
case. In fact, the arguments of Steps I–VI ensure that, if there is a concave function
h : [0,M ] → [0, 1] with h(0) = 1 such that (5.3) holds, then there is another concave
function, more precisely a decreasing, affine bijection h˜ : [0, M˜ ]→ [0, 1], for which (5.3)
also holds true, with strict inequality unless h is already a decreasing, affine bijection.
On the other hand, a simple calculation ensures that for every decreasing, affine bi-
jection h˜ : [0, M˜ ] → [0, 1] inequality (5.3) holds as an equality. As a consequence, we
deduce that the strict inequality in (5.3) never holds, and the equality holds if and only
if h is a decreasing, affine bijection of some interval [0,M ] onto [0, 1]. Equivalently,
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inequality (5.2) is proved, and the equality cases are precisely the decreasing, affine
bijections of some interval [0,M ] onto [0, 1].
Step VIII. Conclusion for the general case.
We can now conclude the proof. Let h : A → [0, 1] be as in the claim. The right
inequality in (5.1), together with its equality cases, is obvious. We now concentrate
ourselves on the left inequality.
Let h∗ : B → [0, 1] be the radially symmetric decreasing rearrangement of h, defined
on the (d− 1)-dimensional ball B centered at the origin and with the same area as A.
The standard properties of the rearrangement imply that∫
B
(h∗)3(x) dx =
∫
A
h3(x) dx ,
∫
B
h∗(x) dx =
∫
A
h(x) dx , (5.13)
and moreover it is well-known that h∗ is also concave. Indeed, for every t ≥ 0 let us
call
At =
{
x ∈ A : h(x) > t} .
Concavity of h immediately yields that for every t1, t2 ≥ 0 and every σ ∈ [0, 1] one has
σAt1 + (1− σ)At2 ⊆ Aσt1+(1−σ)t2 .
Brunn-Minkowski inequality gives then∣∣Aσt1+(1−σ)t2∣∣1/d ≥ ∣∣σAt1 + (1− σ)At2∣∣1/d ≥ σ∣∣At1∣∣1/d + (1− σ)∣∣At2∣∣1/d ,
and this last inequality is precisely the concavity of h∗. Since h∗ is concave, by Step VII
we know that (5.2) holds true, and by (5.13) this means that the left inequality in (5.1)
is also true. To conclude, we only have to study the equality cases in the left inequality
in (5.1).
Let then h : A → [0, 1] be a function as in the claim for which the left inequality
in (5.1) holds as an equality. As a consequence, also (5.2) holds for h∗ as an equality,
thus the 1-dimensional shape of h∗ is a decreasing, affine bijection of some interval
[0,M ] onto [0, 1]. Let P be any point inside A such that h(P ) = 1. Then, the cone
function hC (in the sense of Definition 5.1) corresponding to the set A and the point
P is smaller than h by definition. On the other hand, (the 1-dimensional shape of)
its radially symmetric decreasing rearrangement h∗C is a decreasing, affine bijection of
[0,M ] onto [0, 1], so we deduce h∗ = h∗C . And finally, as we already observed that
hC ≤ h, we obtain that hC = h, hence h is in fact a cone function. Since, conversely,
the left inequality in (5.1) clearly holds as an equality for every cone function, the proof
is concluded. 
6. The case d = 1
The case d = 1 allows more explicit calculations, since any open set Ω ⊂ R1 is the
union of disjoint open intervals Ωk. For each such interval we have
λ(Ωk) =
pi2
|Ωk|2 , T (Ωk) =
|Ωk|3
12
,
so that
Fq(Ω) =
pi2
12q
(∑
k |Ωk|3
)q(
maxk |Ωk|
)2(∑
k |Ωk|
)3q−2 .
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Setting ak = |Ωk| and denoting by a the sequence (ak)k we are reduced to study the
quantity
Gq(a) =
(∑
k a
3
k
)q(
maxk ak
)2(∑
k ak
)3q−2 .
With no loss of generality we may fix ‖a‖∞ = a1 = 1, so ak ≤ 1 for all k ≥ 2 and we
may write the quantity above as
Gq(a) =
(
1 +
∑
k≥2 a
3
k
)q(
1 +
∑
k≥2 ak
)3q−2 .
Some easy calculations give the following bounds.
If q ≤ 2/3 ,
 minGq(a) = 1 , reached with ak = 0 for all k ≥ 2 ;supGq(a) = +∞ , asymptotically reached with ak = 1for all 2 ≤ k ≤ N , and N  1 .
If 2/3 < q < 1 ,

inf Gq(a) = 0 ,
asymptotically reached with ak = ε
∀ 2 ≤ k ≤ N , and ε−1  N  ε−3 ;
supGq(a) = +∞ , asymptotically reached with ak = 1for all 2 ≤ k ≤ N , and N  1 .
If q ≥ 1 ,
 inf Gq(a) = 0 ,
asymptotically reached with ak = ε
∀ 2 ≤ k ≤ N , and ε−1  N  ε−3 ;
maxGq(a) = 1 , reached with ak = 0 for all k ≥ 2 .
In order to draw the Blaschke-Santalo´ diagram for the case d = 1 we need the
following lemma.
Lemma 6.1. Let p > 1 and let A,B be nonnegative real numbers; then the following
conditions are equivalent.
(a) There exist ak ∈ [0, 1] such that
A =
∑
k
apk , B =
∑
k
ak .
(b) The numbers A,B satisfy the inequality
A ≤ [B] + (B − [B])p
where [B] denotes the integer part of B.
Proof. (a)⇒ (b). If x, y ∈ [0, 1] it is easy to see that
xp + yp ≤
{
(x+ y)p if x+ y ≤ 1 ,
1 + (x+ y − 1)p if x+ y ≥ 1.
In other words, for a fixed sum x+ y with x, y ∈ [0, 1], we increase the quantity xp + yp
by replacing either the smallest one between x and y by 0 or the bigger one by 1.
Repeating this argument for every pair of elements of the sequence (ak) we obtain
what required.
(b)⇒ (a). Taking ak = B/N for all k = 1, . . . , N we have∑
k
apk =
Bp
Np−1
,
∑
k
ak = B .
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On the other hand, taking N = [B] + 1 and
ak =
{
1 if k < N
B − [B] if k = N
we have ∑
k
apk = [B] +
(
B − [B])p , ∑
k
ak = B .
In this way, for a fixed B =
∑
k ak we can make
∑
k a
p
k either arbitrarily small or equal
to the bound [B] +
(
B − [B])p. A continuity argument concludes the proof. 
7. The Blaschke-Santalo´ diagrams
The Blaschke-Santalo´ diagram for λ(Ω) and T (Ω) consists in plotting the subset E
of R2 whose coordinates are determined by λ(Ω) and T (Ω) for some Ω. In order to have
variables x and y in the interval [0, 1], it is convenient to normalise the coordinates by
x =
|B1|2/dλ(B1)
|Ω|2/dλ(Ω) , y =
|B1|(d+2)/dT (Ω)
|Ω|(d+2)/dT (B1) . (7.1)
By scale invariance B1 could be replaced by any ball B.
In the case d = 1 we can give the full description of the Blaschke-Santalo´ diagram.
Proposition 7.1. Let E be the Blaschke-Santalo´ diagram for λ(Ω) and T (Ω) in the
case d = 1. Then (x, y) ∈ E if and only if
x3/2 ≤ y ≤ x3/2
([
x−1/2] +
(
x−1/2 − [x−1/2])3) .
Proof. Indeed, every Ω is the union of disjoint intervals Ωk and, setting ak = |Ωk|, we
find
x =
(maxk ak)
2(∑
k ak
)2 , y = ∑k a3k(∑
k ak
)3 .
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
Figure 1. The Blaschke-Santalo´ diagram for λ(Ω) and T (Ω) in the case
d = 1.
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Since the quantities above are scaling invariant, we may choose a1 = maxk ak = 1 and
obtain {
x = (1 +B)−2
y = (1 + A)(1 +B)−3 ,
where
{
A =
∑
k≥2 a
3
k
B =
∑
k≥2 ak .
The conclusion now follows by applying Lemma 6.1 with p = 3. 
In the case of a dimension d > 1 we can only provide some bounds to the Blaschke-
Santalo´ diagram E.
Proposition 7.2. Let E be the Blaschke-Santalo´ diagram for λ(Ω) and T (Ω) in the
case of dimension d. Then{
x(d+2)/2 ≤ y ≤ x(d+2)/2
([
x−d/2] +
(
x−d/2 − [x−d/2])(d+2)/d)} ⊂ E ⊂ {x(d+2)/2 ≤ y} .
Proof. Considering domains Ω which are union of disjoint balls Ωk with radii rk, and
arguing as above, we find:
x =
(maxk rk)
2(∑
k r
d
k
)2/d , y = ∑k rd+2k(∑
k r
d
k
)(d+2)/d .
Using again the scaling invariance, we may choose r1 = maxk rk = 1 and, setting
ak = r
d
k, we obtain{
x = (1 +B)−2/d
y = (1 + A)(1 +B)−(d+2)/d ,
where
{
A =
∑
k≥2 a
(d+2)/d
k
B =
∑
k≥2 ak .
The left inclusion now follows by applying Lemma 6.1 with p = (d + 2)/d. The right
inclusion, instead, is equivalent to say that T (Ω)λ(Ω)(d+2)/2 is minimized by the ball,
which is the Kohler-Jobin inequality (3.1). 
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
Figure 2. The colored region is the lower bound of the Blaschke-Santalo´
diagram E for λ(Ω) and T (Ω) in the case d = 2. The upper dashed line
is the upper bound for the set E given by (3.2).
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8. Further remarks and open questions
The optimisation problems we presented are very rich, and several questions remain
open. below we list some of them, together with some comments.
Problem 1. We have seen that when q > 1
sup
{
Fq(Ω) : Ω open in Rd, |Ω| <∞
}
< +∞ .
It would be interesting to establish if the supremum above is actually a maximum or if
it is only achieved asymptotically by a maximising sequence Ωn. Note that the class of
competing domains is the whole class of open sets in Rd with finite measure, without
any other geometric or topological restriction.
Problem 2. When q ≤ 2/(d+ 2) the Kohler-Jobin inequality (3.1) implies that
min
{
Fq(Ω) : Ω open in Rd, |Ω| <∞
}
= Fq(B),
where B is any ball in Rd. It would be interesting to prove or disprove a kind of reverse
Kohler-Jobin inequality, that is the existence of another threshold Qd > 1 such that
for q ≥ Qd
max
{
Fq(Ω) : Ω open in Rd, |Ω| <∞
}
= Fq(B) .
It is easy to see that if the ball B maximises the shape functional Fq for a certain q > 1,
then B also maximises Fp for every p > q. Indeed, we have
Fp(Ω) = Fq(Ω)
( T (Ω)
|Ω|(d+2)/d
)p−q
≤ Fq(B)
( T (B)
|B|(d+2)/d
)p−q
= Fp(B) ,
where we have used the fact that the quantity T (Ω) |Ω|−(d+2)/d is maximal for Ω = B.
Problem 3. From Figure 2 we see that the Blaschke-Santalo´ set E is bounded
from below by the Kohler-Jobin line with equation y = x(d+2)/2, and every point on this
line can be asymptotically reached by a sequence of domains Ωn made by the union of
disjoint balls. On the contrary, the upper bound of E is less clear: we believe that a
continuous curve of equation y = S(x) should exist such that
E =
{
(x, y) ∈ R2 : x ∈ [0, 1], x(d+2)/2 ≤ y ≤ S(x)} .
The proof of this fact is at the moment missing and would require that the set E is
convex horizontally and convex vertically in the sense that the intersections of E with
horizontal and vertical straight lines are segments.
Problem 4. It is not clear what may happen if we consider intermediate classes of
domains as for instance in the case d = 2
Asc =
{
Ω simply connected
}
,
or more generally
Asc,N =
{
Ω with a topological genus not exceeding N
}
.
For q ≤ 2/(2 + d) we still have that a ball is a minimizer of Fq, while for q > 2/(2 + d)
the infimum of Fq is still zero, asymptotically reached as in Proposition 3.2, eventually
connecting the balls by means of very thin channels. The situation for the sup is less
clear. We obviously have
C+d ≤ sup
{
F1(Ω) : Ω ∈ Asc in Rd
}
≤ 1
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and it would be interesting to see if some of the inequalities above are strict. Similar
questions arise (for the sup as well as for the inf, and in any space dimension) if we
consider even smaller classes of domains as
Ass =
{
Ω star-shaped
}
in any dimension d .
9. Appendix: The case q = 1
The inequality
0 < F1(Ω) < 1 for all Ω ⊂ Rd
was first proven by Po´lya and Szego¨ and can be found in [24] (see also Proposition 2.3
of [4]). In [6] the improvement
F1(Ω) ≤ 1− 2dω
2/d
d
d+ 2
T (Ω)
|Ω|1+2/d
is proved, together with the fact that the supremum of F1 is actually 1. We give here a
quick proof that uses the well known fact that if d ≥ 2 the closure under Γ-convergence
of the Dirichlet energies
∫
Ω
|∇u|2 dx defined on H10 (Ω), with Ω ⊂ D, with D a fixed
bounded Lipschitz domain of Rd, consists of all functionals of the form∫
D
|∇u|2 dx+
∫
D
u2 dµ
where µ runs among all capacitary measures on D, that is nonnegative Borel measures,
possibly taking the value +∞, that vanish on all sets of capacity zero (see for in-
stance [11]). In particular, all the measures of the form c dx with c > 0 can be reached
by limits of domains Ωn. In addition, both the eigenvalues and the torsional rigidity
are continuous for the convergence above.
In order to prove that the supremum of F1 is 1 is then sufficient to show that
sup
c,D
[
λc(D)Tc(D)
|D|
]
≥ 1 ,
where
λc(D) = min
{∫
D
|∇u|2 dx+ c
∫
D
u2 dx : u ∈ H10 (D),
∫
D
u2 dx = 1
}
,
Tc(D) = max
{[∫
D
u dx
]2[ ∫
D
|∇u|2 dx+ c
∫
D
u2 dx
]−1
: u ∈ H10 (Ω) \ {0}
}
.
We have immediately λc(D) = c + λ(D). In order to estimate Tc(D) from below, let
D be unit ball in Rd centered at the origin, let δ > 0 be fixed, and let uδ ∈ H10 (D) be
the function
uδ(x) =
{
1 if |x| ≤ 1− δ,
(1− |x|)/δ if |x| > 1− δ .
Then
Tc(D) ≥
[ ∫
D
uδ dx
]2[ ∫
D
|∇uδ|2 dx+ c
∫
D
u2δ dx
]−1
≥
[
ωd(1− δ)d
]2[
δ−2ωd
(
1− (1− δ)d)+ cωd]−1 ≥ ωd(1− δ)2d[δ−2 + c]−1 ,
so that
λc(D)Tc(D)
|D| ≥
(c+ λ(D))(1− δ)2d
δ−2 + c
.
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As c→ +∞ we obtain
sup
c
[
λc(D)Tc(D)
|D|
]
≥ (1− δ)2d .
Finally, letting δ → 0 we have what was to be proved.
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