We study the stability of a planar solidification front during pulsed laser melting-induced rapid solidification of silicon containing high concentrations of ion-implanted metallic impurities. We calculate the critical impurity concentration for destabilizing plane-front solidification, and introduce the "amplification coefficient", which is an empirical parameter describing the degree of amplification that must occur between the time the planar liquid-solid interface first becomes unstable, and the time of formation of morphological features of interface breakdown that are later observed in the microstructure. By connecting our calculations to experimental observations from the literature we determine this parameter for Au, Co, Cr, Fe, Ga, In, and Zn in (100) Si and Ti in (111) Si, and find that it increases with impurity diffusive speed v D approximately as v D 0.56 . We present an approximate but simple method of estimating the maximum impurity concentration that may be incorporated in a surface layer of a given thickness without the appearance of cellular breakdown.
INTRODUCTION
The use of pulsed laser melting and rapid solidification to achieve supersaturation of conventional impurities in silicon has been extensively studied. 1, 2, 3, 4 In recent years, silicon supersaturated with sulfur has shown strong sub-band gap infrared absorption and device response. 5, 6, 7 This has led to interest in alternative dopants, including Au, Zn, Fe, Ti, Co, and others. 8, 9, 10, 11 Although many of these are generally regarded as contaminants, most exhibit impurity states deep within the Si band gap, and if sufficiently high supersaturations can be achieved, such states would be expected to broaden into impurity bands, which could be one possible realization of intermediate band optoelectronic devices. 12, 13, 14 Recently, sub gap device response out to 2200 nm was reported in a device with a Si:Au layer. 15 One obstacle to fabricating Si layers rich in metal impurities is the susceptibility of the liquid/solid interface to morphological instability during solidification. The stability of an interface during alloy solidification 16, 17 has been treated mathematically for rapid 18 solidification, and has been studied experimentally. 19 The concentration gradient of the impurity in the liquid at the interface can cause the morphological instability and can give rise to the formation of a characteristic morphology known as "cellular breakdown", so-called because of the cell-like appearance. 20, 21, 22 In a previous work 8 , we reported that the depth at which breakdown was achieved was closer to the surface than the (calculated) depth at which the critical concentration for instability was exceeded, suggesting a delay between the time that a perturbation forms and the time at which it has amplified enough to exhibit morphological features that are detectable by examination of the microstructure or composition profile. We conclude that the amplification rate of the initial perturbation plays an important role in the phenomenology of breakdown.
Practical realization of layers containing high supersaturations of transition metal impurities requires knowledge about the maximum concentration that can be incorporated, and the maximum layer thickness that can be achieved without breakdown. In this work, we calculate the stability of the interface during rapid solidification for Au, In, Ga, Co, Cr, Fe, and Zn in (100)
Si and Ti in (111) Si. We show that an unstable concentration in the liquid does not immediately result in breakdown of the interface, but that, by calculating the characteristic time for a perturbation to amplify, we can describe the onset of cellular breakdown in terms of an "amplification parameter". We also provide a simple method to approximate the maximum thickness that can be achieved given a desired impurity concentration, and vice versa.
Mullins and Sekerka 16 showed that, for a perturbation of spatial frequency ω and time-dependent amplitude δ(t) at the planar interface during solidification of a liquid, there are three contributions to the growth or suppression of the perturbation. If most of the latent heat of solidification is being removed through the solid, as it is during pulsed laser melting (PLM), the thermal gradient in the liquid or solid is always stabilizing, and is the primary stabilizing contribution at very low velocity of the liquid/solid interface. Capillarity also will always act to suppress the perturbation, and is the primary stabilizing contribution at very high interface velocity.
Working against these to destabilize the liquid-solid interface is the concentration gradient, which forms in the liquid just ahead of the interface due to partitioning of the impurity at the interface. For all impurities of interest in this work, the equilibrium concentration of impurity in the solid is lower than in the liquid. Therefore, the impurity tends to be rejected by the solid, but requires time to diffuse into the bulk of the liquid, which creates a concentration gradient in the liquid, with the highest concentration in the liquid at the interface. The higher the concentration, the higher the impurity-induced depression of the melting point. Thus, when a bit of the solidification front jumps ahead of neighboring regions in a fluctuation, the peak advances into a liquid of higher melting point, finds itself undercooled, and accelerates. The sweeping of impurity normal to the interface along the sides of the advancing peak act to depress the melting point of the troughs in between the peaks and thereby slow their solidification. The slowing of the troughs reduces the kinetic partition coefficient, enhancing the effect. Eventually, the concentration of impurity may become so high that precipitates or liquid droplets form. 3 Because growth of the solid proceeds normally to the interface, the troughs eventually slow down so much that growth on either side of the troughs is perpendicular to the original solidification direction, and when two perpendicular solidification fronts from either side of a trough join, the characteristic cellular morphology is created.
The concentration gradient therefore acts to amplify the perturbation, and the relative magnitude of this contribution vis à vis the stabilizing influences of capillarity and the thermal gradient determines whether the perturbation of spatial frequency ω is amplified or decays. Mullins and Sekerka obtained a growth rate for δ,
with k the partition coefficient, p=1-k, T M the liquid melting temperature, v the interface speed, D liq the diffusivity of the impurity in liquid Si, Γ the interfacial tension divided by the latent heat of fusion, m the liquidus slope, ( ′) the normalized thermal gradient in the liquid (solid),
with c ∞ the bulk liquid concentration. Following Mullins and Sekerka, we set ′ = + / , with the average of the liquid and solid thermal conductivities. We refer to ̇/ as the "amplification rate", and its inverse, τ, as the "amplification time", the time required for the perturbation amplitude to grow by a factor of e.
Although these equations were derived for low solidification velocity, with appropriate corrections their validity can be extended to rapid solidification as well. Aziz and Kaplan demonstrated that, at high solidification velocities, the partition coefficient k is increased, according to (for a dilute solution)
where v D is the "diffusive speed", the ratio of the interface diffusivity of the impurity to the width of the interface, and k eq the equilibrium partition coefficient. The diffusive speed has been discussed extensively in a recent paper by Recht et al. 8 Related to this, the kinetic liquidus slope becomes
with m eq the equilibrium liquidus slope, which we obtain using 19 Together, these constitute the "Continuous Growth Model (CGM)"
for partitioning during rapid solidification. 24, 4 Sekerka showed how the numerator of the right hand side of Eq. (1) can be recast as a cubic equation, whose real, positive root can be manipulated algebraically to obtain ∞ * , the critical bulk liquid concentration. 17 Fig . 1 illustrates the relationship between ∞ , the perturbation spatial frequency ω, and the amplification rate ̇/ . When ∞ equals ∞ * , the amplification rate is zero at the most unstable spatial frequency (the local maximum of the amplification rate curve We first used the aforementioned method of Mullins and Sekerka, with the CGM corrections, to obtain the predicted critical bulk liquid concentration ∞ * (expressed as an atomic fraction), as a function of interface velocity for all impurities, using thermal parameters provided in Table I and impurity-specific parameters provided in Table II . The results are presented in the left column of Although the middle and right columns of Fig. 2 show that amplification times are shorter for v=10 m/s compared to 1 m/s, it must be remembered that the abscissa of these columns is normalized bulk liquid concentration, and the stable bulk liquid concentration will be greater at higher speed; thus, these columns show the effect of excess concentration on the amplification time.
B. Cellular Breakdown
Next, we seek to connect these calculations with the experimentally observed onset of cellular breakdown in layers containing these impurities. Breakdown manifests in two ways -visually, the cell walls are observable in plan view using the backscatter detector in a scanning electron microscope (SEM) or in cross section using a Transmission Electron Microscope (TEM); and, compositionally, the onset of breakdown is indicated by an abrupt increase in impurity concentration with decreasing depth in the solid, resulting from excess impurity being trapped in cell walls. Hoglund noted that the latter effect can be detected deeper in the layer can than the former effect. 19 We use literature results, which were obtained using microscopy for Ga and composition for all other impurities, to set an experimental "breakdown depth" d B for each impurity. The ion implantation and laser melting parameters that were used to fabricate these samples are provided in has amplified by a factor of e, the interface will have traveled toward the surface by a distance
To obtain ∞ / ∞ * , ∞ can be approximated by a time-independent curve, and (vi) ∞ ( ) can be obtained from that curve by adding a constant, impurity-specific (negative) offset to d, which approximately corresponds to the spatial extent of the tail of the interface concentration gradient extending into the liquid (essentially, it is the "distance" from the interface to the bulk liquid). With these assumptions, we obtain a unique value of τ for each d. Fig. 3(a) illustrates the method, using representative data from a calculation of In in Si under the conditions given in Table II .
Assumptions (v) and (vi) are made for computational convenience, but are justified by examination of Fig. 3 (c), which shows the concentration depth profile of In in Si for several different time steps during solidification. The liquid concentration beyond the tail of the concentration peak is approximately uniform for all time steps, and is slowly-varying; therefore, assuming a constant offset value, while technically inaccurate, 28 only contributes a small possible error, which we estimate below. Assumption (iii), and its derivative assumption, (iv), are not realized in the actual solidification, because the amplification rate at a fixed frequency increases as the ratio ∞ / ∞ * increases; and additionally, the speed changes with depth. However, if we allow assumption (i) to hold, we find that the amplification rate quickly converges to a maximum of a factor of between 1.4-2.2 of its initial value (impurity-dependent) as ∞ / ∞ * is increased, assuming constant speed; if the decreasing speed is taken into account in the calculated amplification rate, this factor is even smaller. And, the speed decreases by less than 20%
between the depth at which ∞ * is achieved in the liquid and the depth at which a perturbation is observed. Therefore, treating v and τ as constant are reasonable approximations that have the advantage of making the subsequent calculations tractable. Finally, we acknowledge that in the actual solidification, all wavelengths are present simultaneously, and that assumption (ii) is only strictly true when the amplitudes remain small.
C. Amplification Coefficient
Using the approach described above, we can calculate a curve for τ as a function of depth, and can use it to calculate a predicted breakdown depth vs. d. Here we face the complication that we do not know a priori how many periods of amplification will be required for breakdown to be achieved. We introduce a quantity ξ as an empirical parameter, which we refer to as the "amplification coefficient". For a perturbation that first amplifies when the interface is at depth d, the depth at which breakdown would be expected occur is d -vξτ, where v and τ depend on d.
We plot the results of this calculation in Fig. 4 for the case of In. The solid line corresponds to ∞ , and sets the value of d for the plot of the expected breakdown depth curve. The abscissa of the breakdown depth curve is d -vξτ, and the ordinate is the bulk liquid concentration ∞ at the time that the interface was at depth d. In other words, the horizontal distance between the breakdown depth curve and the bulk liquid concentration curve, for a given concentration, is the "breakdown length", vξτ, which is the distance the interface will have traveled before sufficient amplification has occurred for breakdown. The predicted breakdown depth, then, will be the right-most (i.e., deepest) point on the breakdown depth curve, and this can be compared to the observed thickness of the broken-down layer. Fig. 4 has several features of note. First, as mentioned in a previous paper 8 , the experimental breakdown depth does not occur at the crossing of ∞ and ∞ * , validating the intuition that the perturbation would need to amplify before breakdown is observable. Second, because we assumed a constant value for v and τ, , we can vary ξ until we achieve agreement between the breakdown curve and the experimental breakdown depth. For In diffusion simulated using the conditions of Table II at./cm 2 showed a broadened surface concentration peak in SIMS depth profiles, which is known to be characteristic of cellular breakdown. 19, 21 We used SIMS as-implanted profiles for the initial depth profile, and generated a melt depth vs. time curve using the intensity profile of the Nd:YAG laser. Using these, we generated a ∞ * and ∞ curve for each dose, using the best-fit been expected to show breakdown.) We conclude that there is no value to be added to the model by including a dose-dependence to ξ.
We followed a similar method to obtain the amplification coefficient for all of the impurities previously mentioned, and present the results in Table IV . These may be used in the simple method described in the next section to estimate the critical thickness for breakdown for these impurities.
We identify two potential sources of error in ξ. First, we estimate the error in the offset from d as at most 20%, which results in an error in ξ of about 6%. Second, using Fig. 2 , at 1 m/s, an error in v D of a factor of 2 could result in an error in τ on the order of 20% (for Au), which could result in an adjustment to ξ of 16%. Adding these two estimates together in quadrature, we estimate a maximum total error of 17% in our calculated values of ξ.
We can corroborate our observation by comparing the most unstable wavelength ( = 2 / ) at = + , the depth at which the "breakdown perturbation" formed, to the average cell wall spacing observed in post mortem microscopy of the broken-down layer. Narayan reports experimental cell wall spacings of 50 nm and 70 nm for In and Ga, respectively, under comparable conditions to those of our calculations. 21 For In, under our model, the breakdown perturbation first amplified when the interface was at a depth of 180 nm, and λ = 28 nm; for Ga, the corresponding values are 120 nm and 57 nm, respectively. These results are in reasonably good agreement with the experimental observations. Exact agreement of the periodicity would have resulted had the breakdown perturbations first amplified at 230 nm (In) and 150 nm (Ga), in the model.
D. Predicting the Critical Thickness
A practical question confronting the experimentalist or the technologist pertains to the maximum thickness that can be achieved for a given concentration of a particular impurity before the observation of breakdown, or the maximum concentration that can be achieved for a given thickness. We now provide a simple method for estimating this. We first acknowledge that direct experimental observation of the bulk liquid concentration is impractical. We use 1D diffusion simulations to estimate a quantity ζ, with ζ ≡ ∞ / , with the maximum solid concentration after solidification is complete, disregarding the concentration peak near the surface that results from the "snowplowing" of impurity to the surface during partitioning. Fig. 7 shows, graphically, our method for obtaining ∞ and . We present the values of ζ for each impurity in Assuming one has a target concentration and the ability to achieve a (fixed) interface velocity v, the following method is used to obtain the critical thickness of a layer that does not exhibit breakdown. First, Fig. 2 is used to obtain the critical bulk liquid concentration ∞ * . Next, is multiplied by ζ (from Table IV ) to provide a target bulk liquid concentration ∞ . Assuming for simplicity that v is either 1 m/s (excimer) or 10 m/s (Nd:YAG), the appropriate column of Fig. 2 is then used to obtain τ at ∞ / ∞ * . Using ξ from Table IV , the critical thickness is simply
To obtain the maximum achievable concentration for a given layer thickness, the reverse process is used.
As a simple example, we consider the case of a layer implanted with Au and irradiated with an Nd:YAG laser, which provides an interface velocity of 6 m/s. As an approximation, we round this up to 10 m/s so as to be able to use the data in Fig. 2 ∞ =0.12, and ∞ / ∞ * =333; using the 10 m/s graph in Fig. 2 , we obtain τ =0.063 ns. Thus, our maximum layer thickness, using equation (6) were unable to reproduce their empirical melt depth of 320 nm in 1D heat flow calculations using all of the sample and laser parameters that they provided; we instead calculate a melt depth of 180 nm. A deeper melt would result in a slower interface, which would lower ∞ * and, correspondingly, would lower τ; therefore, a higher value of ξ would have resulted.
III. SUMMARY
In summary, we calculated the critical bulk liquid concentration for interface stability during solidification of laser-melted (100) silicon containing Au, Co, Cr, Fe, Ga, In, or Zn, and for (111) silicon containing Ti. We found that the interface does not break down immediately upon achievement of a bulk liquid concentration in excess of the critical concentration, but that instead, a perturbation that forms at some depth d will require an impurity-dependent length for amplification, given by vξτ, where v and τ are the interface speed and inverse amplification rate at depth d, respectively, and ξ is the empirical "amplification coefficient". We found that ξ has a statistically significant power law dependence on the diffusive speed v D , with a power of 0.56.
We also observed a tentative correlation between ξ and the ratio of the maximum bulk liquid concentration to the maximum solid concentration after solidification. More substantial theoretical work will be required in order to explain the dependence of ξ on v D . A simple method for estimating the maximum concentration or layer thickness that can be achieved for a given impurity and interface speed was provided. Table IV . Best values of ξ and ζ for each impurity. three values resulted in the lower, middle, and upper curves, respectively. In the center and right columns, they produced the upper, middle, and lower curves, respectively. -v ξτ , is the predicted breakdown depth for a perturbation that begins at that depth d.
Therefore, the rightmost value of the curve is the predicted breakdown depth for the layer. For
In, the experimentally observed breakdown depth (vertical solid line) is 106 nm. Setting ξ = 7.8, the abscissa of the rightmost point on the breakdown depth curve is equal to the breakdown depth. 
