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Gette thèse traduit un premier aboutissement de 3 armées d'études 
et de réalisations dans le danaine de la télé-informatique en général et du 
réseau d'ordinateurs CYCLADES en particulier. 
Nous avons abordé les différentes étapes de ce projet en carq:>lète 
et étroite collaboration. En particulier la conception général du frontal réa-
lisé a été le fruit d'échanges constants d'idées et de cri tiques entre nous. 
Par suite il aurait été irréaliste de séparer artificiellement le travail effec-
tué en deux parties distinctes, roêne si la réalisation, par souci d'efficacité, 
a été ponctuellerœnt partagée, selon les goUts m:m:mtanés de chacun. C'est pour-
quoi, il en a résulté un decurrent unique qui reflète mieux l'harogénéité de la 
recherche. 
Ce docurœnt se veut non seulement une présentation du travail effec-
tué, mais également une réflexion cri tique sur les danaines abordés. Sa rédaction 
a été partagée selon l'intérêt marqué par chacun pour présenter chacune des par-
ties étudiées. 
Ainsi, tandis que Jean-François CHAMBJN rédigeait les chapitres IV, 
VI, VII et les armexes, Bernard LE BIHAN se consacrait aux chapitres I, II, III, 
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1. 1. - OBJECTIF GENERAL ET INTERET VE L'ETUVE 
1.1.1.1. - Pour un seul ordinateur. 
Ces dernières années,diverses techniques ont permis d'accroître consi-
dérablement le nombre des utilisateurs d'un ordinateur [GEN-9]. Le développe-
ment des systèmes de temps partagé a d'abord permis à plusieurs utilisateurs 
d'accéder simultanément aux ressources d'un rrâne ordinateur, à partir de ter-
minaux ccmbinant un clavier et un organe d'affichage - du type i.rrprimante ou 
écran de visualisation (fig. l-b). L'interaction directe avec l'ordinateur per-
mise à partir de ces terminaux a intéressé une nouvelle classe d'utilisateurs 
pour qui les systèmes traditionnels de traitement par lot à partir d'un lecteur 
de cartes et d'une i.rrprimante s'avéraient inappropriés. 
Puis les techniques de la télé-informatique ont permis aux utilisateurs 
d'un ordinateur de s'éloigner de cet ordinateur et de se répartir progressive-
ment dans l'espace. On a commencé par relier plusieurs terminaux à l'ordinateur 
central par des lignes téléphoniques louées ou spécialisées (fig. l-e) . Mais à 
mesure que le nombre de ces terminaux éloignés augmentait, les lignes de commu-
nication prenaient une part de plus en plus importante dans le coût total de 
l'installation informatique. D'autre part, chaque terminal, du fait de sa fonc-
tion interactive, n'utilisait qu'une faible part de la capacité de transmission 
offerte par la ligne de cœmunication le reliant à 1 'ordinateur. Des configura-
tions multipoints ont alors contribué à réduire le coût de ces liaisons physiques 
en permettant le partage d'une rnêrre ligne de transmission par plusieurs terminaux 
- d'une manière similaire au partage d'un canal multiplexé entre plusieurs orga-
nes périphériques locaux. A cet effet un certain nombre de mécanismes de contrô-
le permettant la sélection des terminaux et la protection des données étaient in-
ventés, augmentant par là-même le coût de gestion de ces lignes. Des unités câ-
blées de contrôle des transmissions ont alors été introduites pour décharger l'or-
dinateur central des fonctions de corrmunication répétitives et de bas niveau 
(fig. 1-d). Puis,pour prendre en canpte des applications non interactives, de 
nouveaux tenninaux, orientés vers des travaux de type traiterœnt par lot, ont 
été attachés à ces lignes de transmission afin de dupliquer l'environnement lo-











Cependant, des terminaux de plus en plus variés sont rapidement appa-
rus sur le marché. Or le matériel et le logiciel de la plupart des gros ordi-
nateurs limitent à une certaine classe les terminaux qu'il est :possible de 
leur connecter : ces derniers sont soumis à des contraintes de vitesse, de 
jeu de caractères, de code, de rrode de transmission, de contrôle d'erreurs 
etc. . . De nombreux terminaux, non fournis par un constructeur, sont difficile-
ment utilisables sur les ordinateurs de ce constructeur. D'où la nécessité de 
transformer l'unité de contrôle évoquée précédemment en la rendant programma-
ble. C'est ainsi qu'est apparue la notion de "frontal", généralement réalisé 
à partir d'un mini-ordinateur qui décharge l'ordinateur central de la gestion 
d'un certain nombre de terminaux locaux et distants (fig. 1-è). Cette évolu-
tion a été largement facilitée par la baisse de prix considérable des mini-
ordinateurs, et par le fait qu'ils :possèdent des interfaces d'accès matérielles 
et l.ogicielJ.esfacilement adaptables à tout nouveau type de terminal. Le 
frontal est essentiellement utilisé dans un rôle de transcodage permettant de 
donner à l'ordinateur central une image "familière" et uniforme des appareils 
plus ou rroins hétéroclites qui lui sont connectés. On accroît ainsi la sépara-
tion entre les fonctions de communication et les fonctions de traitement au 
niveau de la répartition physique de ces fonctions. L'installation globale 
y gagne en flexibilité et en efficacité. 
Vis à vis de l'ordinateur de traitement, le frontal se comporte donc 
conme un adaptateur. Remarquons que cette notion d'adaptateur est déjà cOITml-
ne en informatique et intervient à différents niveaux. Nous nous contenterons 
de citer deux exemples : le compilateur, qui adapte un programœ écrit en un 
langage. source externe au langage interne accepté par la machine ; la méthode 
d'accès, qui adapte un format général d'entrée/sortie à la spécificité d'un 
organe périphérique. 
1.1.1.2. - Pour un réseau d'ordinateurs 
Parallèlement au développement de ces systèmes orientés vers les termi-
naux, des liaisons étaient établies entre ordinateurs. Pour faciliter leur tâ-
che de communication, un frontal :pouvait à nouveau être inter:posé entre deux 
ordinateurs. Il permettait cette fois à chaque ordinateur de considérer son vis 
à vis cœtre un organe périphérique particulier ou une série d'organes périphé-
riques (fig. 2). 
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Plus récemment, les réseaux d'ordinateurs hétérogènes ont permis de 
franchir un nouveau pas dans la décentralisation des moyens informatiques. Non 
seulement ils autorisent une plus grande dispersion géographique des utilisa-
teurs, mais ils permettent également l'accroissement et la dispersion des res-
sources auxquelles peuvent accéder ces utilisateurs. Nous faisons ici référen-
ce à des réseaux généraux du type ARPA aux Etats-Unis [ARP-1] ou CYCLADES en 
France [ CYC-1 J. Rappelons ( *) brièvement que de tels réseaux JX>ssèdent généra-
lement une architecture à deux niveaux : 
Un premier ni veau assure une connexion permanente entre tous les utilisateurs 
du réseau (ordinateurs ou terminaux). C'est le réseau de communication qui 
offre aux utilisateurs un service de transmission de messages par paquets 
(fig. 3). 
Unsecond niveau utilise ce service de corrmmication cOITiœ une "boîte noire" 
JX>ur y déJX>ser et en retirer des messages. C'est le réseau proprement dit, 
constitué de l'ensemble des ordinateurs et terminaux participants (fig. 4). 













0 Ordinateur participant 
Cet avènement des réseaux d'ordinateurs hétérogènes a créé un nou-
veau besoin : celui de pouvoir raccorder rapidement un ter.minal ou un ordina-
teur (voire un réseau ..• ) -nous dirons un appareil- à un réseau existant. 
Pour participer aux échanges du réseau l'appareil doit d'abord se connecter 
physiquement au réseau de communication utilisé, puis respecter un certain 
ncrnbre de conventions (ou protocoles) en vigueur sur ce réseau. Or souvent, 
l'appareil à raccorder, quoique doté de vastes possibilités de traitement 
s • il s • agit d • un ordinateur, ccmnunique avec l'extérieur selon une procédure 
figée qui ne peut pas être rrodifiée à un coût raisonnable. Dès lors un ada:rr 
tateur est ici encore nécessaire afin de faire concorder les visions que le 
réseau et l'appareil à y raccorder ont chacun de leur monde externe (fig. 5). 
Cet adaptateur présente une analogie de fonction, au niveau réseau, 
avec l'adaptateur permettant l'accès à un ordinateur par divers terminaux. 
Pour cette raison, nous lui donnerons également le nan de frontal. La présen-
te thèse fait état de l'expérience acqUise par les auteurs en réalisant le lo-





1.1. 2. - ~ê_SQill:!';Igjê_Q~~ê~-UN -~§EAQ : 
Diverses méthodes permettant le raccordement d'un appareil à un ré-
seau ont été mises en oeuvre, tant sur le réseau ARPA que sur le réseau CYClA-
DES. Certaines ont été élaborées avant que ne débute la présente étude, alors 
que d'autres ont été élaborées en parallèle (not.arnrent sur CYClADES) • Enfin, 
parmi celles qui utilisent la technique de "frontal du réseau" il existe des 
variantes quant aux fonctions assumées par le frontal. Nous allons brièvaœnt 
passer en revue ces diverses approches afin de mieux situer les nouvelles pos-
sibilités apportées par la solution que nous avons retenue. 
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1.1.2.1. -Les solutions antérieures 
- Connexion directe d'un ordinateur : 
Cette première approche consiste à munir l'ordinateur participant 
d'un logiciel 'gérant les protocoles utilisés sur le réseau (fig. 6). Gé-
néralement on évite de modifier le système d'exploitation existant et on 
inclue ce logiciel en parallèle, en tant que "tâche-utilisateur" [CYC-ll J. 
Cette méthode a été, pour des raisons d'opportunité, la première utilisée 
aussi bien sur ARPA que sur CYClADES [CYC-10]. 
RESEAU 
~ logiciels d'accès au réseau 
Elle a cependant mis en évidence un certain nombre de difficultés 
de réalisation, liées aux facilités plus ou moins grandes offertes par le 
système d'exploitation,et ne peut constituer qu'un palliatif en attendant 
l'arrivée de systèmes d'exploitation "orientés-réseau". De plus, son man-
que de souplesse est certain, car il faut reprendre l'ensemble des logiciels 
d'accès au réseau si l'on change d'ordinateur. 
- C..onnexion de terminaux : la teclmigue ARPA 
L'accès d'un terminal aux s~ic.:B offerts sur le réseau peut s 'opé-
rer par son raccordement à un ordinateur participant si ce dernier possède 
un système convenable de temps partagé. Cette approche conduit cependant 
logiciel- réseau 
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rapidement à une charge excessive pour l'ordinateur à mesure que le nombre 
de terminaux augmente et fait reposer l'accès au réseau sur la disponibilité 
et la fiabilité de l'ordinateur participant. De plus, les tenninaux que peut 
supporter l'ordinateur sont limités à une certaine classe (cf.l.l.l.) Enfin, 
certains sites peuvent même ne pas posséder de gros ordinateur et souhaiter 
accéder directement au réseau à partir de simples ter.minaux. 
A cet effet, un premier modèle de calculateur frontal a été développé 
sur le réseau ARPA [ARP-3] : le TIP (ou "tenninal IMP"). Un puissant contrô-
leur multi-lignes lui permet de supporter, selon différents modes de transmis-
sion, jusqu'à 64 terminaux divers,locaux ou distants. Il a été choisi d'implan-
ter ce frontal sur un noeud du réseau de cœrnunication (ou IMP). Il admet par 
suite, de par sa fonction de IMP, le raccordement d'ordinateurnsparticipants 
(fig. 7). Outre les fonctions classiques du réseau de communication, le logi-
ciel assure la gestion du sous-ensemble des protocoles qui est nécessaire 








Il est à noter que cette solution ne dispense pas un ordinateur 
connecté au frontal d'avoir son propre logiciel d'accès au réseau. Par 
ailleurs, le choix - dicté par des raisons d'économie - de grouper les 
fonctions de noeud et de frontal sur un mêrœ calculateur entraîne plusieurs 
désavantages. D'une part, elle accroît les interférences - déjà sensibles 
sur ARPA- entre le sous-réseau de communication et le réseau utilisateur. 
D'autre part, en cas de surcharge du réseau de communication, la fonction-
noeud du TIP prévaut et limite sèrieusement le débit du frontal. 
1.1.2.2. -Les solutions étudiées en parallèle 
Parallèlement à notre étude, l'équipe CYCLADES de l'I.R.I.A. s'est 
attachée à développer les moyens d'accès au réseau. Cependant ils se sont 
presque exclusivement intéressés à l'accès des appareils du type terminal 
[CYC-8]· 
- Concentrateur de terminaux : (fig. 9 et 10) 
il pennet à différents types de terminatn d 1 accéder aux différents 
services du réseau (services conversationnels ou services de traitement 
par lots). Un ordinateur peut être raccordé au réseau par son intennédiai-
re, mais il s 1 agit alors d 1 une sinple "voie de passage" et la gestion de 
tous les logiciels d 1 accès au réseau reste à la charge de cet ordinateur. 
RESEAU 
accès au réseau de carnrunication 
protocoles-cYCLADES 
accès aux tenninaux locaux 
............... 
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Contrair~.~nt au TIP (1.1.2.1.), il est totaleoent situé hors du 
réseau de ccmnunication. 
- Concentration décentralisée : 
Pour mérroire, nous citons les études concernant le "Terminal paquet" 
[CYC-8] directement raccordable au réseau de communication. Ce terminal gère 
sa connexion au réseau de communication et le sous-ensemble des protocoles 
nécessaire pour ses communications avec les services du réseau. Ces fonctions 
sont réalisées par micro-programmes si le terminal est micro-programmable ou 
par un micro-processeur frontal s 'il s 'agit d'un terminal électro-mécanique. 
Pour pouvoir partager une entrée du réseau de communication entre 
plusieurs utilisateurs un "concentrateur" de paquets a également été déve-
loppé. Ce concentrateur est réalisé à partir d'un micro-processeur et :mul ti-
plexe une "entrée-paquet" (fig. 11) vers 3 utilisateurs qui peuvent être soit 
un ordinateur, soit un terminal paquet, soit un nouveau concentrateur de pa-




Toutefois ce concentrateur gère uniquerœnt des paquets. Chaque 
appareil connecté doit gérer lui-même son accès . au réseau général. 
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1.1.2.3. - La solution retenue : 
L'examen de ces diverses réalisations nous conduit à formuler deux 
rerrarques : 
-d'une part, aucune des approches précédentes n'envisage l'adaptation d'un 
appareil quelconque à un réseau. En particulier, pour un ordinateur, il 
n'a pas été étudié de solution autre que son raccordement direct au réseau, 
à la charge de cet ordinateur de gérer les protocoles d'accès au réseau. 
Les solutions évoquées se limitent toutes à résoudre le problème de l'accès 
des terminaux au réseau. 
- d'autre part, toutes les réalisations précédentes sont exclusivement tour-
nées vers l'accès aux ressources d'un réseau. Aucune d'entre elles ne pré-
voit la mise en commun des divers appareils d'un site pour une utilisation, 
locale et hors réseau, des ressources du site. 
Partant de ces deux remarques, la solution que nous avons retenue 
tend à généraliser le concept de frontal en étendant ses fonctions selon 
deux grands axes (fig. 12 et 13). 
a) Extension des accès aux ressources du réseau 
Le frontal qui a été construit envisage le raccordement au réseau de 
tout appareil, qu'il soit du type terminal ou du type ordinateur. En parti-
culier, un ordinateur connecté au frontal n'a plus à gérer son accès au ré-
seau. Ce travail est entièrement réalisé par le frontal qui s'adapte à la 
vision du monde externe que possède l'ordinateur- si cette vision est trop 
restrictive, il convient,néanmoins, de la développer. Le réseau devient 
transparent pour l'ordinateur auquel les services offerts par le réseau 
apparaissent comme des services offerts par le frontal. 
L'ordinateur connecté se contente de gérer ses rapports avec le fron-
tal selon des règles locales. La connexion de tout nouvel ordinateur se limi-
te à la re-définition de ces règles locales, l'ensemble des dialogues avec 
le réseau étant déjà pris en charge par le frontal. 
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b) Extension des accès aux ressources locales 
Le frontal se propose d'offrir les ressources locales - par exemple, 
un service de traitement par lot sur l'un des ordinateurs directerœnt con-
nectés -aussi bien àux utilisateurs du réseau qu'aux utilisateurs locaux 
qui lui sont connectés. Pour cela, il se conforrœ aux conventions du serveur 
local. Un des aspects intéressants de cette approche réside, en dehors de 
toute "optique-réseau", dans son utilité locale p-Jur la concentration et la 





FONCTIOOS DU FRONI'AL 
Services locaux Appareils locaux 
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Le frontal ainsi défini est bien sûr non programmable par l'utilisa-
teur et est utilisé comœ une "boîte noire" par l'ensemble des appareils (ter-
minaux, ordinateurs ou réseau) qui lui sont connectés. Il joue le rôle d'une 
"plaque tournante" avec la double fonction de : 
-Commutateur permettant l'établissement simultané de plusieurs communications' 
entre les divers appareils. 
-Convertisseur d'interfaces et traducteur de protocoles permettant à deux ap-
pareils étrangers de dialoguer. 
Bien entendu, nous ne prétendons pas avoir résolu tous les problèmes 
posés par l'accès d'un appareil à un réseau. La facilité d'accès reste fonction, 
principalement pour un ordinateur, du degré "d'ouverture vers l'extérieur" de 
cet appareil (cf. Chap. V). Nous apportons simplement, en attendant l'arrivée 
de systèmes d'exploitation orientés vers les réseaux, une méthode pratique de 
raccordement. Et nous pensons avoir ainsi contribué à mieux localiser les pro-
blèmes posés. [CYC-9] 
7.2. -HISTORIQUE VE L'ETUVE: 
Cette recherche s'inscrit dans le cadre du développement du réseau 
français d'ordinateurs hétérogènes CYCLADES, dont le Département d'Informatique 
de l'Ecole Nationale Supérieure des Mines de Saint-Etienne a été l'un des pre-
miers centres de recherche participants. Dès l'été 1972, J.F. CHAMBON alors 
élève à l'Ecole des Mines, faisait un stage à l'I.R.I.A. où il participait à 
la définition de certains protocoles [CYC-4]. Les objectifs de la recherche 
étaient définis début 1973 en liaison avec l'équipe de M. POUZIN, directeur 
du projet CYCLADES, et avec MM. RABAULT et ~~Y de la D.R.M.E. (Direction 
des Recherches et Moyen d'Essai). La D.R.M.E. a accepté de financer les tra-
vaux dans le cadre d'une convention qui s'étalait du 1er septembre 1973 au 
1er Mars 1975. Dès le mois d'octobre 1973, la recherche débutait effectivement 
sous la responsabilité scientifique de M. R. MAHL. 
L'étude s'est déroulée dans le cadre du Centre de calcul de l'Ecole 
des Mines avec un PHILIPS Pll75 CO!Im3 ordinateur principal et un TELEMECANIÇPE 
Tl6CO carrme calculateur frontal (cf. ANNEXE 1) 
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Le premier travail a consisté à relier l'ordinateur principal au 
calculateur frontal. Pour cela, on a utilisé la faculté du P1175 de pouvoir 
gérer une ligne de transmission multipoint qui supportait initialement un 
certain nombre d • Gcrans alphanumériques. Il s • agissait alors de simuler sur 
le frontal le comportement d'une ou plusieurs adresses de cette ligne multi-
point. Ce travail rendu fastidieux par la rigidité de la procédure de trans-
rrussion utilisée - entièrement gérée par matériel sur les installations 
PHILIPS - fut encore corrpliqué par un manque évident de docurœntation. Paral-
lèlement était mis au point sur le frontal un logiciel de gestion du coupleur 
synchrone utilisé, aucun produit n'étant alors fourni par la TELEMECANIQUE. 
En février 1974, la liaison T1600 - Pll75 était opérationnelle. Elle fut im-
médiatement exploitée par les diverses équipes de recherche travaillant sur 
le Tl600 pour le stockage et la maintenance de leurs programmes-source Tl600 
sur les bibliothèques du Pll75. Par ailleurs, les tenninaux du Tl600 pouvaient 
se comporter comme les écrans alphanumériques de la ligne multipoint vis à vis 
du Pll75. 
Au cours de cette première réalisation il s'était avéré que le sys-
tème standard développé par le constructeur sur le Tl600 n'apportait pas suf-
fisamment de possibilités, notamment du point de vue de la gestion des entrées-
sorties. Il fut donc décidé de construire un système spécialement adapté à un 
environnement télé-informatique sur un T1600 nu. Parallèlement à sa conception 
globale (cf. chap V) un certain nombre de choix- dictée par les contraintes 
matérielles - étaient pris quant à sa réalisation (cf. Chap VI). 
Bénéficiant de 1 1 expérience acquise, la connexion au réseau de com-
munication CIGALE fut rapidement établie. A cette occasion, des études plus 
poussées (cf. Chap. III) furent entreprises pour la production autorratique des 
programmes de gestion des procédures de transmission. Les programmes étaient 
générés en langage source à l'aide du générateur de macro-instructions du P1175, 
puis télé transmis au Tl600 où ils étaient compilés et testés. Malheureusement, 
il apparut rapidement que le gain de temps pour la mise au point des procédures 
était compensé par une perte d • efficacité des programmes non acceptable , ce qui 
obligea à abandonner la méthode. 
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Le nouveau système se mettant en place, il devenait possible, en 
Juillet 1974, de dialoguer, à partir de la console-opérateur, avec les con-
soles opérateurs des différents noeuds du réseau CIGALE. En octobre 1974, une 
première version de la station de transport CYCLADES, offrant un service de 
"lettres régulières" (cf. Chap IV) sur le réseau, était disponible. Un abon-
né de cette station de transport permettait un dialogue inter-opérateur avec 
les divers sites du réseau CYCLADES. En décembre 1974, des tests soutenus de 
transferts simultanés de plusieurs fichiers avaient lieu avec le Centre de 
Recherches CN.ERA-CERT de Toulouse, et permettaient de valider le logiciel. 
A cette même époque, s'engageait une étroite collaboration avec 
1' INSA de RENNES qui, ne disposant que d'un calculateur T1600, voulait profi-
ter des services offerts sur le réseau. Nous leur livrions notre système et 
l'écriture des abonnés de haut niveau était répartie entre les deux centres. 
Les "abonnés-clients" du réseau étaient développés à 1' INSA, cependant que 
nous mettions au point 1' "abonné-serveur" capable d'offrir le service local 
de traitement par lot aux clients du réseau. De fréquents échanges eurent 
lieu sur le réseau pour les mises à jour des modules-source du système déve-
loppé à distance. Parallèlement, nous définissions une interface standard 
entre le calculateur frontal et l'ordinateur principal (cf. Chap IV). 
En Mai 1975, tout terminal du P1175 pouvait accéder aux services of-
ferts sur le frontal de la même rranière que les terminaux locaux au frontal. 
En septembre 1975, une nouvelle version du système d'exploitation du P1175 
permettait d'accéder à son service de traitement par lot à partir du frontal. 
En décembre 1975, les services-réseau étaient accessibles en tout point du 
site. En juin 1976, un nouvel ordinateur (PDP 11/40) était connecté au fron-
tal, la liaison étant essentiellement utilisée à des transferts de fichiers 
entre P1175 et PDP 11/40. 
1.3. -PLAN VELA THESE 
_ .... .,;.-------------
Plutôt que de présenter en détail tous les mécanismes mis en jeu 
par notre réalisation, nous avons préféré articuler cette thèse autour des 
quelques idées fondamentales que nous avons retirées de nos travaux. 
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- La présentation de ces idées requiert un vocabulaire propre 
que le chapitre II a pour but de préciser, afin d'éviter toute ambiguité pour 
le non-spécialiste. 
-La première partie de l'exposé se veut une réflexion criti-
~ sur les problèmes posés par la télé-informatique. Dans le chapitre III 
nous abordons en détail, et à partir d'exemples précis, le problème des pro-
cédures de transmission, à l'aide de la théorie élémentaire des automates 
d'état fini. Et nous en proposons le traiterrent dans un langage de haut niveau. 
Le chapitre IV expose les principes d'élaboration des protocoles utilisés sur 
un réseau, en s'appuyant sur les choix du réseau CYCLADES. Un exemple de pro-
tocole entre un calculateur frontal et un ordinateur principal y est proposé. 
-La seconde partie de l'exposé concerne plus directement la 
réalisation du frontal. La conception globale du logiciel de ce frontal est 
présentée sous un angle fonctionnel dans le chapitre V. L'accent est mis sur 
la structure des composants plutôt que sur leur réalisation. Les principaux 
choix effectués au moment de la réalisation sont explicités dans le chapitre 
VI qui traite de l'ingénierie du logiciel. Enfin, le chapitre VII résume les 
possibilités pratiques d'utilisation du produit. 
- En conclusion, nous nous interrogeons sur les perspectives 
d'avenir de ce frontal - notamment par rapport à CYCLADES -puis nous propo-
sons quelques améliorations et des objectifs de recherche future. 
CHAPITRE II 
TERMINOLOGIE ET DEFINITION VES CONCEPTS 
Depuis le début des années 60 la science informatique s'est attachée 
à lever l'obstacle que constitue l'éloignement géographique pour l'utilisation 
des ordinateurs. Et de nos jours, un ncmbre croissant d'ordinateurs opèrent en 
environnerrent télé-informatique, c'est-à-dire dans un environnerrent où certai-
nes ressources matérielles et logicielles sont réparties géographiquement. 
Dans ce chapitre, nous nous efforçons de préciser un certain nombre 
de ooncepts nouveaux introduits par la télé-informatique. 
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2 .1. - LES TELECOMMUNICATIONS : [GEN-1, [GEN-5] 
Lorsque le matériel est réparti il est nécessaire d'avoir un moyen 
rapide et sûr pour transmettre de 1' infonnation . entre deux canposants maté-
riels distants - nous dirons deux stations -, qu'il s'agisse de deux ordina-
teurs interconnectés, ou d ' un ou plusieurs tenninaux connectés à un ordina-
teur. 
2. 1 • 1 • - SUPPORI' DE TRANSMISSION 
-----------------------
I.e supp?rt de transmission (fig. 1) généralement utilisé est la ligne 
téléphonique. 
Processeur bus Jcoupleur ! .1 A" rrodern ·r 
central d EfiS 
su~port àe trm~ssion 
station 
Cependant, le réseau téléphonique ayant été ini tialerœnt conçu pour 
la transmission de la parole, il est nécessaire de convertir les données (di-
gitales) à tran.srœttre sous une forme (analogique) acceptable par la ligne. 
Cette adaptation est réalisée par des rroderns (de : "rrodulateur-dém:xlulateur") 
si tués aux deux extrémités de la ligne de transmission. I.e rrodern de départ pla-
ce les données binaires à émettre dans une plage de fréquences audibles qui 
peut être transmise sur la ligne téléphonique, par rrodulation en fréquence ou 
en phase (selon la vi tesse de transmission) d'une onde porteuse. I.e rrodern 
d'arrivée effectue l'opération inverse et restitue le signal binaire. Un cou-
pleur de transmission, ou uni té de contrôle, assure le couplage avec le bus 
d'Entrées/Sorties de la station. Il est chargé de sérialiser (mise de 1 ' .infor-
mation sous forme d'une série de chiffres binaires) ou de désérialiser les bits 
ccmposant les octets à émettre ou à recevoir. 
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2 .1. 2. - .ê~S D~-~~1±.ê.êJQ~ 
Un support de transmission est dit 
. "silllplex'~ 
. "half-duplex" , 
. "full-duplex" ou "duplex" 1 
s'il n'autorise la transmission que dans une 
seule direction. 
s'il autorise la transmission dans les deux di-
rections, mais dans un seul sens à la fois. 
s'il autorise la transmission dans les deux direc-
tions simultanément. 
La transmission n 1 est full-duplex que si le coupleur pennet ce rrode 
de fonctionnement. Cependant, la canbinaison d'un support full-duplex et d 1 un 
coupleur half-duplex est parfois utilisée pour éconaniser le temps que rrettrai t 
un rrodem half-duplex à inverser son sens de transmission ("temps de retourne-
rrent" du rrodem). 
Généralement, une ligne full--duplex est à 2 fils et une ligne full-
duplex à 4 fils. Cependant, une ligne à 2 fils peut être utilisée en full-
duplex par un rrodem utilisant une bande de fréquences haute vi tesse et une 
bande de fréquences basse vitesse séparées. 
2 .1. 3. - 19PO~IE _Q~!JNE _,!;.~§~ 
La liaison peut être : 




------~] Drr2 l~--~ 
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- ~tipo~nt , si elle relie une station pr:i.rnaire à plusieurs stations secon-
daire (fig. 3). Les échanges d'infonnation se produisent nécessai-
rement entre une station secondaire et la station pr:i.rnaire. 
s 
M, mi rroderns 
s, Si stations 
M ~~------ - /V-1--
a 
T 
2 • 1. 4 • - FORr-:lAT DE TRANST'.USSION : 
La transmission peut s'effectuer en 
f 
T 
- fQillBt -~_TI!~!!!ê, si chaque caractère est transmis en tant qu'entité in-
dépendante. C'est-à-dire que l'intervalle de temps entre le dernier bit 
d'un caractère et le premier bit du caractère suivant peut être quelcon-
que. 
Pour être identifiée, la suite de bits définissant un caractère 
doit être transportée dans une enveloppe. La teclmique la plus couranm:mt 
utilisée est celle du 11Start-Stop11 (fig. 4) qui consiste à faire précéder 
chaque caractère d'un signal de synchronisation (un bit de Start) et à le 
faire suivre d'un signal de fin (un ou deux bits de Stop). Le bit 11Start11 
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Cette teclmique de transmission, introduite p:::>ur les premiers 
télégraphes électranécaniques, n 1 utilise pas de façon optimale la ca-
pacité de la ligne de transmission puisque, sur 10 bits transmis pour 
un caractère en code ASCII, il n 1 y a que 7 bits d 1 information utile. 
Toutefois, plus simple à mettre en oeuvre au ni veau d 1 un coupleur ou 
d 1 un tenninal, elle reste en usage p:::>ur les terminaux lents opérant 
en mode caractère. 
- !:2!!!!e:L~ch!2!!ê, si les caractères sont transmis sucees si vement et sans 
intervalle de temps entre eux à 1' intérieur d'un bloc de caractères (fig. 
5) . L 1 intervalle de temps entre 2 blocs peut être quelconque. 
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Chaque bloc doit être précédé d'une séquence de caractères prédé-
finis de synchronisation (caractères §YN) penœttant à 1 'équiperœnt récepteur 
d'effectuer une synchronisation-caractère. Le coupleur récepteur filtre tous 
les caractères SYN consécutifs reçus jusqu'au premier caractère différent qui 
est considéré carrœ premier caractère significatif du bloc transmis. Le der-
nier caractère d'un bloc est également particularisé. 
Ce mode de transmission nécessite l'accumulation et la mémorisation 
de tous les caractères reçus dans un bloc, soit au niveau du coupleur, soit 
au ni veau de 1 'ordinateur ou du terminal en évitant toute erreur de cadence en 
réception. Il est plus efficace que le précédent mais requiert un équipement 
plus coûteux aux deux extrémités de la ligne. 
La synchronisation-caractère des équiperœnts émetteur et récepteur 
est donc liée au format de transmission utilisé. 
2.1.5. - CADENCE DE TRANSHISSION : 
La cadence de transmission (des bits à 1 'intérieur d'un bloc ou d'un 
caractère) est indépendante du fonnat de transmission. La synchronisation-bit 
est liée au type des modems utilisés. 
- Si les modems sont équipés d'une horloge, 1 'horloge du modem émetteur impose 
la cadence (synchrone) de transmission. Ceci est vrai quel que soit le for-
mat de transmission utilisé. Le signal modulé reçu permet à 1 'horloge du ITO-
dem récepteur de se caler sur 1 'horloge du modem émetteur : c'est la synchro-
nisation-bit. Cette horloge fournit à 1' interface dém::x:lulateur la période 
d' échantillonage du signal reçu. En forrrat synchrone, on utilise presque tou-
jours des modems équipés d'une horloge. En forrrat asynchrone cela·. implique 
que les bits se succèdent de façon synchrone à 1 'intérieur d'un rrêrre carac-
tère, et que les caractères se suivent de façon asynchrone tout en étant sé-
parés par un multiple de la période du signal élérrentaire. 
- Pour les transmissions en fonnat asynchrone avec des rroderns sans horloge, la 
synchronisation-bit est effectuée pour chaque caractère à la transition du 
bit Start. Pour la suite du caractère, la fréquence d'échantillonage en ré-
ception est un multiple de la fréquence de transmission des données (fréquen-
ce qui a été approximée lors de la synchronisation-bit) . 
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- Les vitesses de transmission se mesurent en nanbre de bits par seconde 
(b.p.s) ou, par abus de langage, en bauds. 
Les liaisons sont utilisées à des vitesses de llO bps à 300 bps en mode 
asynchrone, et de 1, 2 k bps à 48 k bps en mode synchrone. Cependant, cer-
tains terminaux de visualisation :peuvent être reliés, sur courte distance, 
en mode asynchrone jusqu'à 9, 6 k bps. 
-Le taux d'erreur sur ces lignes varie de 10-5 à 10-6 . Le bruit provoquant 
les erreurs donne des rafales de 2 à 5 bits erronées en rroyenne. 
2.1.6. - PROCEDURES DE TRANSMISSION : 
Sur une ligne de transmission reliant deux stations, on fait tran-
siter non seulement des données mais également des informations de contrôle 
perrrettant aux deux stations de coordonner leurs activités et de s'entendre 
sur la bonne campréhension des messages échangés. 
Ce partage d'une même voie pour véhiculer à la fois le flot des don-
nées et les informations de contrôle est un concept rarerœnt utilisé en infor-
matique. En effet, en architecture d'ordinateur, les lignes de données et les 
lignes de contrôle sont presque toujours distinctes, de rnâne qu'en progranma-
tion (structurée ! ) on veille à séparer les données des instructions qui opè-
rent sur ces données. 
Ainsi, on est amené à respecter des règles permettant de faire la 
séparation entre caractères de données et caractères de contrôle sur une base 
tanporelle plutôt que spatiale. Une station ne :peut érœttre un message n' impor-
te quand. Elle doit contrôler le trafic sur la ligne et érœttre ses rnessages 
aux rrarents appropriés. Par ailleurs, ces rnessages doivent être structurés de 
telle sorte que l'on puisse distinguer les données des informations de contrô-
le. Ces "m:ments d'émission" et "structures de messages" sont définis par une 
procédure de transmission que chaque station doit respecter (cf. Chap. III) . 
Une telle procédure de transmission donne les moyens 
- d'identifier une station. 
- de détenniner, pour un ou plusieurs échanges, la station érœttrice 
et la station réceptrice. 
- d'identifier un message. 
- 29 -
- de fournir une infonnation redondante de contrôle pour la détec-
tion des erreurs. 
- de signaler, à la station émettrice, la bonne ou mauvaise récep-
tion d'un message. 
- d'engager une procédure de récupération des erreurs. 
La procédure de transmission peut être soit gérée totalement ou par-
tiellerœnt au niveau matériel par le coupleur, soit totalerœnt ignorée par celni-
ci, auquel cas sa gestion doit être assurée par prograrnœ sur la station. 
2.1.7. -CODES DE TRANSMISSION : 
- Le code de transmission est déterminé par le code de représentation binaire 
auquel appartiennent les caractères de contrôle de la procédure de transmis-
sion. Dans les deux principaux codes utilisés, le code ASCII et le code EB:DIC, 
un certain nombre de caractères sont réservés au contrôle des transmissions. 
Le code ASCII utilise une représentation des caractères à 7 bits, ce 
qui pennet 128 cambinaisons. 
Le code EBCDIC utilise une représentation des caractères à 8 bits, ce 
qui pennet 256 canbinaisons. 
- Une procédure de transmission n'accepte normalement que les données appar-
tenant au code de transmission qu'elle utilise. Cependant, certaines tech-
niques pennettent de transmettre des données indépendantes du code de trans-
mission, et en particulier des données utilisant des configurations du code 
réservées pour le contrôle de la transmission. On dit alors que la procédu-
re de transmission opère en node transparent et penœt de transmettre tou-
tes les configurations binaires. 
- La seule technique actuellerrent standardisée est le "doublerœnt du DLE". Le 
caractère DLE est un caractère de contrôle particulier qui, suivi d'un au-
tre caractère de contrôle, définit une fonction de contrôle pour le node 
transparent. A 1' intérieur d'un bloc transparent, aucun caractère de con-
trôle n'a d'effet s'il n'est pas précédé du caractère DLE. Pour éviter qu'une 
configuration occasionnelle "DLE - caractère de contrôle" dans les données 
ne soit interprétée ccmœ fonction de contrôle, toutes les configurations 
DLE rencontrées dans les données sont doublées à 1 'émission et dédoublées 
à la réception. 
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2.2. - CLASSIFICATION VES RESEAUX V'ORVINATEURS 
Le terme de réseau est généralement utilisé pour qualifier une ins-
tallation informatique dont un certain nombre de canposants rna.tériels sont 
répartis géographiquement. Cette définition est suffisarnrent large pour re-
couvrir une grande variété d'installations 1 de propriétés assez distinctes 
[Gfl{-2 1 GEN -3 1 GEN -5]. Nous pouvons toutefois les regrouper en 2 types prin-
cipaux. 
2.2.1. - RESEAUX CENTRALISES : 
------------·--
Ce type de réseau est le plus ancien et encore le plus .répandu. Il 
correspond simplement à une décentralisation des moyens d'accès. 
2.2.1.1. - Réseaux étoilés : 
Ces réseaux relient directement plusieurs terminaux distants à un 
ordinateur central (fig. 6). On peut y rencontrer une grande variété de ter-
minaux depuis le simple "télétype" jusqu'au terminal lourd de "rarote batch". 
Avec leur apparition se sont développées les techniques de temps partagé et 
de télétraitement par lot permettant le partage des ressources de 1 'ordinateur 
par plusieurs usagers indépendants. Le plus souvent 1 ces réseaux sont utilisés 
par des systèmes de temps partagé et dans des applications ccmnerciales (inter-
rogation de fichiers de ccmnandes 1 transactions bancaires 1 réservation de pla-
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1 tenninal interactif 
2 terminal lourd 
3 rmll tiplexeur/concentrateur 
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Cette structure très simple camporte cependant les limites suivantes 
1 - La multiplication des tenninaux peut entraîner des coûts de ligne prohibi-
tifs. En effet, le taux d'utilisation d'une ligne téléphonique de raccor-
dement reste très faible variant de 0, 5 % IJOur un tenninal conversationnel 
à 50 % pour un tenninal lourd. On y remédie en faisant partager la capaci-
té de transmission d'une ligne entre plusieurs tenninaux. On peut utiliser 
un multiplexeur qui effectue un partage statique de la plage des fréquences 
utilisables sur la ligne le reliant à 1 'ordinateur central. On peut égale-
ment utiliser un concentrateur/diffuseur qui effectue un partage dynamique, 
selon les activités des tenninaux, du temps d'utilisation de la ligne. Ce 
concentrateur est généralerrent réalisé à partir d'un mini-ordinateur en rai-
son de ses besoins en intelligence et stockage temporaire. On peut enfin 
faire partager entre les terminaux le temps d'utilisation d'une ligne multi-
point, ce qui n'est qu'une variante - noins souple cependant - de la solu-
tion précédente. 
2- Toute l'installation repose sur la fiabilité de l'équiperœnt central. 
3 - Il existe un chemin de cœmunication unique entre un tenninal et 1 'ordina-
teur central. 
4 - L'accès au réseau est souvent limité à une certaine gamme de terminaux. 
2 . 2 . 1 . 2 . - Réseaux arborescents : 
- Les premiers réseaux centralisés se sont souvent constitués au coup par coup, 
sans une stratégie-réseau bien définie. Actuellernent apparaissent sur le mar-
ché des systèiœs spécialement conçus dans une optique-réseau et pour des appli-
cations très diverses. Ainsi, le produit S.N.A. ("Systems Network Architecture'? 
d'I.B.M. se veut un outil aussi bien matériel que logiciel pour la constitu-
tion de réseaux <Xlll'plets [ IEM-1 , Il3H-2, IEM-3 J • Ces réseaux restent cependant 
centralisés et n'éliminent pa.s les contraintes précédentes (fig. 7) . Cepen-
dant 1' architecture proposée facilite la distribution du contrôle des carmu-
nications et rrêrœ de certains ti ai tements, en les partageant entre 1' ordina-




c.e. Contrôleur de cœmunication 
U.C. Unité de contrôle 
T Terminal 
P Organe Périphérique 
2. 2. 2. - RESEAUX DISTRIBUES ____________ , ___ _ 
Il se différencient des précédents par une décentralisation des :rroyens 
de traitement et, généralerœnt, leur grande d.i.Iœnsion. 
2.2.2.1. - ~~~~-~~!~1!2~2 
Plusieurs ordinateurs distants sont directement reliés par des lignes 
de transmission pour une application définie. Bien souvent c 1 est 1 1 application 
qui définit la répartition. On peut ainsi citer le réseau de la SrrA (Société 
D.1ternationale de Télécœmunications Aéronautiques) ou les réseaux "t-1ARK III" 
(Qmeral Electric) et "TYMNEI'" (Tymshare). 
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La plupart de ces réseaux, plus ou rroins maillés, utilisent le princi-
pe de la cœrnutation de messages (fig. 8). Un ordinateur A qui désire émettre 
un message pour un ordinateur B le transmet à 1 'un de ses voisins et le proces-
sus est itéré jusqu'au destinataire. Cette structure procure une plus grande 
fiabilité de transmission et une meilleure utilisation des lignes que la oammu-
tation de lignes, utilisée sur le réseau téléphonique, qui rrobilise sirnul tané-
ment toutes les lignes intermédiaires entre les deux oorrespond.ants. On peut 
ainsi répartir le trafic sur des itinéraires différents, selon la densité des 
messages et l'état des lignes. 
A 
1(/ J 
2.2.2.2. - Réseaux généraux 
Ils ne sont plus conçus en fonction d'une application particulière. Il 
s'agit cette fois de construire un ou ti!_ qui puisse servir de support à des ap-
plications diverses, en leur penœttant éventuellerœnt de dialoguer entre elles 
[ GEN-4 J • Ils en sont enoore souvent au stade expérirœntal mais se sont fixés des 
objectifs très ambitieux. Les principaux buts sont : 
- de penœttre à un plus grand nanbre d'utilisateurs d'accéder à un plus grand 
nombre de ressources,sans fixer à priori de restrictions sur la localisation 
et les caractéristiques des ressources et des utilisateurs. 
- d'assurer une plus grande flexibilité, en rendant facile 1' insertion sur le 
réseau ou le retrait du réseau d'un ordinateur quelconque. 
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- d'assurer une sécurité telle que le mauvais fonctionnemant de 1 'un des sites 
ne perturbe pas le réseau tout entier. 
Un certain nombre d'expériences ont été menées sur des réseaux homogènes, 
c'est-à-dire faisant coopérer des matériels et logiciels identiques aux diffé-
rents sites. C'est le cas du réseau CYBERNEI' de la ccmpagni.e CDC [CDC-1 J , du 
réseau DEX::NEI' de D. E. C. [DOC-lJ ou du réseau SCX:: en France. Mais les projets de 
grande taille, devant carposer avec des installations existantes, ont conduit à 
des réseaux hétérogènes. C'est le cas du réseau ARPA ( "Advanced Research Project 
Agency"), qui fut lancé aux Etats-Unis en 1968 sous la direction de M. L. ROBERI'S 
et qui est à la fois 1' ancêtre et le plus important des réseaux généraux. C'est 
aussi le cas des réseaux du NPL ("National Physical Laboratory") au Royaurœ-Uni 
et CYClADES qui a démarré en France en 1972 sous la direction de M. POUZIN (fig. 9) . 
Actuellement des standards sont même étudiés pour 1' interconnexion de 
réseaux nationaux ou privés, canre c'est le cas pour le réseau européen COST-11. 
TOUL LYON MINE IMAG GREN IUT 
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N noeud du réseau CIGALE : ~UTRA-15 
CT concentrateur de terminaux/terminal de "rem:::>te-batch" : MITRA.-15. 
IRIA 1 CII IRIS 80 
IRIA 2 CII IRIS 80 
NPL m:xiular 1 ( gatev-Ja.y) 
CII CII IRIS 80/CII 10070 
IUT CII IRIS 45 
GREEN" CII IRIS 80 
n1AG m1 360/67 
~UNE TELEMECANIQUE T-1600 frontal de PHILIPS P1175 et PDP 11/40. 
LYON CII IRIS 80 
TCXJL CII IRIS 80 
CERI' CII 10070 - CII 10020 couplés 
CCEIT : CII IRIS 80 (centre de mesures) 
rnSA 'I'ELEI·ID:ANIQUE T1600 
ESER HEWLEIT-PACKARD 1200 
CELAR : CII 10070 
UBZH : CII 10070 
2.3. - CARACTERISTIQUES V'UN RESEAU GENERAL HETEROGENE 
Nous prenons ccmne références dans ce paragraphe le réseau CYClADES 
[ CYC-1 J qui sert de support à notre étude et le réseau de 1 'ARPA qui a une struc-
ture et des objectifs cauparables à CYClADES. 
2. 3 .1 • - ARCHITECTURE DE BASE 
La structure du réseau est à 2 niveaux (fig. 10) 
0 Hôte 
0 Noeud du réseau de 
ccmmmication 
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Un premier ni veau assure une connexion pennanente entre tous les utilisa-
teurs du réseau (ordinateurs ou te:rrninaux) et est constitué d'un réseau 
!Paillé dont les noeuds sont de petits ordinateurs et les arcs des lignes 
de transmission. C'est le réseau de communication qui offre aux utilisa-
teurs un service de transmissions de blocs d'information. Ce réseau utili-
se la technique de oarnmutation de paquets qui est dérivée de la oamrnuta-
tion de rœssages cf. (2. 2. 2 .1.) • En effet, dans tout système de cx::rnnunica-
tion entre calculateurs, le choix d'une taille optllnale :pour l'uni té de 
transfert tient canpte de 2 objectifs apparemœnt contradictoires : 
assurer un débit utile maxima.l, ce qui semble prêcher en faveur de gran-
des tailles. 
. minimiser les capacités de stockage nécessaires aux noeuds intermédiaires 
et la quanti té d'information; à retransmettre en cas d'erreur, ce qui irrpo-
se une l~te sur la taille. 
Il a été rrontré que la taille optimale, :pour la technologie actuelle, 
était d'environ 2CXX> bits soit environ 250 octets. Pour cela, les rœssages à 
transmettre sont découpés en paquets à l'émission. Ils sont acheminés indépen-
damment puis réunis en ordre et réassemblés à la réception avant d'être déli-
vrés au destinataire. CCIIIœ nous allons le voir dans ce qui suit, les lieux 
(hors du réseau de communication ou à l'entrée et à la sortie) de fragmenta-
tion/réassernblage et de remise en ordre (je ces paquets, peuvent différer se-
lon la politique choisie. les paquets acheminés par le réseau de cx::rnnunication 
ont donc une taille l.imi tée et canportent un certain nanbre d'informations de 
contrôle dont l'adresse de l'utilisateur destinataire. Ils sont transmis de 
noeud en noeud suivant un itinéraire évolutif détenniné, à chaque noeud tra-
versé, selon un algorithrœ de routage tenant canpte de la densité du trafic 
et de l'occupation des diverses lignes. 
- Un second niveau est constitué des ordinateurs, concentrateurs de tenninaux 
et tenninaux participants, appelés Hôtes, qui utilisent ce système de oamrnu-
nication carne une boîte noire pour y déposer et en retirer des rœssages. 
. CIGALE [ CYC-2 J , le réseau de carmunication de CYCI.ADFS, est constitué de 
CII MITRA-15 de 16 K nots de 16 bits reliés entre eux en node synchrone, 
selon la procédure de transmission 'll.f-1-UC full-duplex, à une vitesse variant 
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de 4, 8 à 48 kbps. les hôtes camruniquent entre eux par paquets d'une 
taille maximale de 255 octets qu'ils délivrent au réseau. L'ordre des 
paquets n'est pas préservé par le réseau. Leur réordonnancerrent éventuel 
est à la charge de l'hôte destinataire . 
• I.e réseau de carnrunication de l'ARPA [ARP-1] est constitué d'HONEYWELL 
DDP 516 et DDP 316 de 12 K rrots de 16 bits appelés IMPs ("Interface 
Message Processor") généralerrent reliés entre eux à une vitesse de 50 
kbps. les hôtes camnuniquent entre eux par messages d'une taille maxima-
le de 1012 octets qu'ils délivrent au réseau. Chacun de ces messages est 
découpé par 1' IMP source en :paquets qui sont transmis indépendarnrent 
jusqu'à l'IMP destinataire où ils &)nt réassemblés en un message délivré 
à 1 'hôte destinataire. L'ordre des messages est conservé par le réseau 
de camrunication mais 1' IMP source dai t veiller à ne pas accepter plus 
d'un message à la fois sur un circuit virtuel établi entre deux hôtes 
qui échangent des messages. 
Il apparaît donc que le réseau de camrunication de 1 'ARPA est rroins 
transparent que CIGALE au réseau des hôtes utilisateurs. 
2. 3. 2. - ARCH:I'rECI'URE DES PRarccoLES-RFSEAU 
Vis à vis du réseau de camrunication un hôte a les fonctions d'une 
source susceptible d'émettre des messages et d'un puits susceptible de rece-
voir des messages. Cet hôte - qui peut être un ensanble d'ordinateurs, un or-
dinateur, une machine virtuelle sur un ordinateur ou un groupenent de termi-
naux - est une installation virtuelle référencée par une adresse unique sur 
le réseau. Sur chacune de ces installations virtuelles se situent un certain 
nanbre d'entités telles que prograrrmes, processus, fichiers, organes périphé-
riques ... , qui doivent pouvoir camruniquer entre elles, indépendarnrent de leur 
localisation, pour coopérer en une activité-réseau. 
La coopération de deux entités correspondantes s'effectue pa.r échan-
ge de messages : 
- à travers une fonction de carmmication qu'elles considèrent ccmre une "boîte 
noire", ou une Machine, dont seules les caractéristiques externes leur impor-
te (fig. 11). 
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- et en suivant un ensemble de règles de ccmnunication définies par un 
protocole (cf. Chap. IV) . 
Il y a bien lieu ici de distinguer entre un interface, qui définit 
une interprétation entre des entités situées à deux niveaux adjacents, et 
un protocole qui gouverne les caumunications entre des en ti tés si tuées au 
même ni veau [ CYC--3 J • 
PROIOCOLES 
~--- -------------
----- -------1 .--- ---------
1 1 
1 1 
1 1 1- -- - -- ----- --- .... 
1 1 
1 m 1 E. 1 1 E. 
1 ~ ------------ ~ J 
1 m' 1 
1 1 
--- - ------ .i \ ' ~ - --- -- -- - -
........_____.~ \ 1 ~ 
Im'ERFACES 
lE ,E 1 m,m 1 -entités réseau -machines de communication 
Si tuées dans des contextes hétérogènes souvent peu canpatibles, ces 
entités ne sont pas explicitement spécifiées dans la définition des protoco-
les qui manipulent plutôt, COitiœ nous allons le voir, des entités-réseau 
plus abstraites. 
2.3.2.1. -Les protocoles-cYCLADES 
- l'accès au réseau se fait par l' interrœdiaire d'une Station de Transport 
(sr) • Chaque hôte possède une station de transport dont l'accès est réser-
vé à ses Abonnés (AB) (fig. 12 et 13). Les stations de transport gèrent 
les cœrnunications entre paires d'abonnés selon un protocole de transport 
qui permet à deux abonnés de s'échanger des info:rmations : 
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. soit par envoi de lettres régulières (RG). les lettres sont acheminées 
indépendamrœnt les unes des autres, avec ou sans accusé de réception. 
• soit par envoi de lettres sur voie virtuelle (W) . Si deux abonnés doi-
vent échanger une grande masse d' info:rmation, ils établissent entre eux 
une ou plusieurs voies virtuelles. Chaque voie virtuelle penret d'ache-
miner un flux de données dans les deux sens de transmission en offrant 
les services additionnels suivants : 
- la fragmentation des lettres en éléments et leur réassemblage penrettent 
d'assurer la conservation du séquencement de 1' inforrcation entre 1 'érœtteur 
et le récepteur. 
- un contrôle d'erreur penret de s'assurer que chaque élément d'une lettre 
a été reçu une et une seule fois. 
- un contrôle de flux penret d'asservir le ryt.hiœ de 1 'érœtteur aux disponibi-
lités du récepteur. 
-un mécanisme d'adressage rapide permet d'accélérer l'identification des 
abonnés. 
dans les deux cas, des inforrcations prioritaires et inattendues, ou signaux 
d'interruption, peuvent être véhiculées sous forme d' évènerrents. 
La Station de Transport place les lettres, ou fragments de lettres, 
confiées par ses abonnés dans des plis pour les expédier vers les stations 
de transport des abonnés destinataires. les plis sont eux-nêmes confiés, 








protocole de transport 
.-------...,,..,...--------- --------------
ST Fonction de ccmnuni.cation ST 
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Dans le courant le l'année 1977, lll1 nouveau protocole de trans:port 
[CYC-5], simplifié (et, pense-t-on, plus perfonnant), doit être introduit 
sur le réseau. On en trouvera les principales caractéristiques au chap. IV 
(4.3.2.) 
- le concept d'abonné est suffisanment flexible :pour recouvrir lll'le large variété 
de ressources. Par exemple lll1 abonné peut être lll1 fichier, lll1 utilisateur, lll1 
processus, lll1 sous-système etc. . . Des protocoles de ni veau supérieur, utilisant 
la fonction de trans:port, sont nécessaires :pour que des activités-réseau, orien-
tées vers des applications, puissent s'établir entre ces abonnés. Actuellement, 
3 protocoles de haut ni veau sont standardisés. 
1°) !:!!LEEQ~ol~-de _94:ê:1QC.E~_!!!!:~:o~;:ê;~~ê permet l'échange de messages entre 
les opérateurs des différents hôtes. 
2°) !:!~tQQol~-~14:~!::ê~EY~ permet l'accès par des terminaux à des services 
distants de tarps partagé ou de traitement par lot. On appelle serveurs les 
entités qui offrent de tels services et clients les entités qui les utili-
sent. Un client est un abonné du réseau et lll1 serveur est lll1 abonné ou lll1 
ensemble d'abonnés. le déroulement d'une session de travail est le suivant 









- prise de contact de l'abonné-client avec un abonné du serveur, connu de 
tous les clients J;X>tentiels et appelé abonné-contact. les 2 parties s'ac-
cordent sur le protocole d'exploitation à utiliser. 
- connexion de l'abonné-client à l'abonné-exploitation du serveur par une 
ou plusi~urs voies virtuelles reliant les awareils du client aux entrées 
fonctionnelles du service. Par exerrple un service de traiterœnt par lot 
disposera de 3 entrées. : l'une J;X>ur la console-opérateur, l'autre J;X>ur 
un lecteur de cartes et la troisième J;X>ur une imprimante. 
- exploitation du service selon le protocole convenu lors de la prise de 
contact. 
- déconnexion à l'initiative de l'une des deux parties. 
3 °) Q!} pro"tc>S2J::!Lç!~~eil_y!rtu~J::, utilisé par le protocole client-serveur, 
définit un tenninal virtuel unique et une méthode standard J;X>ur accéder à 
ce tenninal. [ CYC-7 J • I.e tenninal virtuel a des caractéristiques minimum 
susceptibles d'extension après négotiation entre les deux parties. 
Ul'll.ISATEUR 
'l'EIM[NAL ADAPI'ATEUR TERrUNAL FONCTIOO DE MEIT'HODE REEL VIRlUEL D'ACCES PRCXi!Wf.ffi TRANSPORT STANDARD 
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2.3.2.2. - Les protocoles ARPA 
-L'accès au réseau se fait par l'intermédiaire d'un programme de contrôle-
réseau ou NCP ("Nebo.urk Control Program") situé sur chaque hôte (fig. 16). 
Pour a::xmnuniquer entre eux les hôtes délivrent au réseau de ccmnunication 
des messages en respectant 1' interface Hôte-IMP [ARP-! J (appelé aussi pro-
tocole par abus de langage) qui définit des circuits virtuels ou liens en-
tre les 'NCP. Chaque lien joint une EEise (ou "socket") érœttrice d'un 'NCP 
à une prise réceptrice d'un autre 'NCP, de manière uni -directionnelle et en 
ne penrettant pas le transfert de plus d'un message à la fois. Deux liens 
spéciaux ("liens zéro") pennettent à un NCP donné d'échanger des messages 
de contrôle avec les autres NCP. La gestion de ces liens est partagée entre 
les 'NCP et les IMPs source et destinataire irrpliqués, ce qui constitue une 




·-------- ---- - ---protocole Hôte-Hôte 
Interface hôte-n1P 
paquets 
TI-1P - IMP 
NCP 2 
Les 'NCPs pemettent à 2 processus distants de cœmuni.quer selon un 
protocole Hôte-Hôte [ARP-2]. Pour cela les 'NCPs associent chacun des ports 
de sortie ou d'entrée d'un processus à une prise érrettrice ou réceptrice. 
Puis, ils établissent une connexion pour chaque paire de ports, li travers 
1 
- 44 -
le lien concerné. Le protocole Hôte-Hôte gère des échanges uni -directionels 
sur chaque connexion reliant 2 processus. Chaque ~ est donc chargé d' ef-





-Par dessus ces protocoles de base, le réseau de l'ARPA a vu proliférer les 
protocoles de haut niveau [ARP-4], pas toujours suffisamment simples et géné-
raux dans leurs principes. Il existe ainsi des protocoles de transfert de fi-
chiers , de transfert de données, d'entrée de travaux à distance etc. . • Le plus 
général et le plus utilisé est le protocole TELNET qui permet l'accès à des 
systèmes interactifs distants par des terminaux. Il utilise, camme le proto-
cole Client-Serveur de CYCLADES, les notions de clients et serveurs et s'ap-
puie également sur la définition d'un terminal virtuel. 
CHAPITRE III 
REALISATION ET OPTIMISATION VES AUTOMATES VE PROCEVURE 
Dans ce chapitre, nous nous interesserons aux problèmes posés par le 
contrôle des transmissions de données, selon une procédure de transmission . 
La longue histoire des transmissions de données a vu proliférer des techniques 
nombreuses et diverses conduisant à des conventions et des choix qui apparais-
sent complexes, et même souvent baroques, au non-spécialistP . Il en a résulté 
des irrplérœntations de procédures de transmission par des programres importants, 
confus, difficilement modifiables et d'une fiabilité douteuse. 
Dans un souci de classification, nous rap:?elono d • abord les objec-
tifs et les fonctions essentielles d'une procédure de transmission. Puis, à 
l'aide de quelques exemples, nous exposons une rréthode simple de représenta-
tion graphique , sous forme d'autorrate d'état fini, conduisant à une définition 
compréhensible, complète, précise et sans a.Mbigui té de toute procédure. Ensui te, 
nous proposons un langage adapté à la nature d • une procédure de transmission et 
permettant de donner une description concise, lisible et opérationnelle des au-
tomates logiciels qui en assurent la gestion. Enfin, nous examinons plus en dé-
tail les problèmes posés par des cas pratiques d'implémentation, en nous appu-
yant sur les réalisations qui ont été menées sur le frontal étudié. 

3.1. -PRINCIPES VES PROCEVURES VE TRANSMISSION 
3. 1.1. - ~~~~~-~~- ~e~~~~~~e~ 
3.7.2. - IY~~-~~-~~e~~~~~ - ~~-~~~~~~~e~ . 
3. 1 . 2. 1 . - PJtoc.é.dWte..6 de .tJLa.norrr..<A.6ion point à point 
3. 7.2.2 . - PJtoc.é.dWte..6 de .tM.n.6mi-6.6ion m~point 
3.1.3. - ~~~g~g~-~~-~e~~~~~~e~ 
3. 1. 4. - ContJtôle de..6 eMewu, de .tJLa.nomi-6.6ion 
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3.2. 1. - ~~~~~~~~-~~~~-~e~~-~~-~~~~~~~~~~-g~~~~q~~ 
3.2.2. - ~~~e~~ - ~~-~~-e~e~~~~~-~~~ee~~- ~ç~~= ~~r~r~~ 
3.2.2.7. -niveau p~nailte-.6ec.ond~e 
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3.2.3. - ~~~e~~ - ~~-~~-e:!-e ~~~~~-ee-i:~-~-e~~~-I~~= yç 
3.2.3.7. - niveau p~ailte-pltim~e 
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3.3 .. 7. - gg.e~~~e~q~- ~~-~~-~Y~~g.-~- ~~-~~-~~~~q~g. 
3.3.2. - ~~~~~~-~g.-~~~~~~g.-~~~-~~-~~~g~g. 
3.3.2. 1. -Sémantique du langage 
3.3.2.2. -Syntaxe du langage 
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3. 1. -PRINCIPES VES PROCEVURES VE TRANSMISSION 
signal 
Nous ne considérons ici que les transmissions en node synchrone sur 
des supp::>rts de type half-duplex ou full-duplex, le support simplex n 1 étant 
pas concerné par notre étude. 
3 • 1 • 1 • - MODELE DE CXM-1I.JNICATICN 
---------------
Deux stations qui échangent des messages à travers une ligne de trans-
mission doivent chacune comp::>rter un émetteur. et un récepteur (fig. 1) • Chaque 
émetteur attend un signal de sa station puis érret une chaine de caractères qui 
cons ti tue un message. Cette chaîne est transp::>rtée sur la ligne de transmission 
jusqu 1 au récepteur de la station vis-à-vis, qui, après un signal de sa station, 
essaie de reconnaître le message. 
sl 






c• o' ... Cl 
Rl -
? E2 
Ce modèle cependant ne suffit pas, car il ne tient pas compte 
1°) du fait que les messages de s1 vers s2 et les messages de s2 vers s1 doi-
vent parfois se partager un rrêrœ support physique de transmission (de type 
half-duplex) et donc transi ter alternativexœnt. 
2 o) du fait que les messages d 1 une station s1 à une station s2 appellent des 
confirmations de bonne réception de la station s2 à la station S 1 et réci-
proquement. 
Les deux stations doivent synchroniser leurs activités par des infor-
mations de contrôle. Pour cela, elle respectent une procédure de cammunication. 
signal 
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Et un modèle convenable (fig. 2) doit prendre en compte la synchronisation 
additionnelle qui en ré sul te entre le récepteur et l'émetteur d'une mêire 
station. 
sl 82 
1 El 1 R2 L ~ J 1 
r 
1 t 
1 1 1 j 1 
' 
1 
Rl l - E2 1 1 1 
Par exerrple, E1 peut émettre un rressage vers ~ et signaler à R1 
de se positionner en réception. A la réception du rressage, ~ signale à E2 
d'émettre un accusé de bonne (ou ITE.uvaise) réception vers R1 qui lui mêrœ 
le signale à E1 . 
Remarquons bien qu' ici nous ne préjugeons absolUiœnt pas de la réa-
lisation entièrement matérielle ou partiellement matérielle et partiellement 
logicielle des émetteur et récepteur de chaque station. 
3 • l • 2. - TYPES DE PROCEOORES DE TRANSMISSICl'l 
Il existe de nombreuses procédures de transmission différentes, qui 
varient selon les caractéristiques du support de transmission, et surtout se-
lon le constructeur du matériel errployé. Toutefois, toutes les procédures uti-
lisées sont des variantes de la procédure ISO ("International Standards Organi-
zation") publiée par l' ANSI ("Arnerican National Standards Institution") et re-
prise en Europe par le CCI'IT (Comité Consultatif International Télégraphique et 
Téléphonique). 
On distingue généralement trois phases dans de telles procédures : 
-l'initialisation des transferts qui détermine la station émettrice, ou sta-
tion ITE.Îtresse, et la station réceptrice, ou station esclave. 
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- le transfert des messages qui englobe la transmission effective des messages 
de la station maîtresse à la station esclave, les accusés de bonne (ou mauvai-
se) réception renvoyés par la. station esclave et les procédures de reprise sur 
erreur qui ne conduisent pas à un changement de statut (maître/esclave). la 
station maîtresse a 1 1 initiative des re~')rises sur erreur. 
- la fin des transferts gui remet chaque station au repos et survient : 
. lorsque la station maîtresse, n 1 ayant plus rien à émettre, abandonne son statut 
maître et libère la station esclave • 
. ou bien lorsque la station esclave demande l'interruption de la transmission . 
. ou bien à la suite de mauvaises conditions de transmission. 
Dans tous les cas, c'est la station maîtresse qui met fin aux trans-
ferts. Dans le détail l'organisation de chaque phase, et particulièrement de l'ini-
tialisation,est différente selon la topologie de la liaison (cf. 2.1.3.) 
3 • 1 . 2 .1 . - Procédure de transmission point à point. 
Dans ce cas, on ne préjuge pas, au départ, de la supériorité d'une 
station sur l'autre. la première ayant un message à émettre adresse une demande 
de statut maître (DSM) à sa vis à vis. Si elle est acceptée les statuts de maî-
tre et esclave sont respectivement donnés aux deux stations. Si le support de 
transmission est full-duplex, il n'y a pas de conflit possible puisque deux 
voies relient les stations qui, chacune, possèdent sur l'une des voies le sta-
tut maître et sur l'autre le statut esclave. 
Par contre, si le support de transmission est half-duplex, il se peut 
gue les deux stations tentent simultanérrent une demande de statut-maître. Alors, 
la première demande reconnue (au bout de plusieurs reprises éventuellement)prime 
l'autre. C'est le principe de la contention qui consiste à attribuer à chaque 
station des terrps d'attente différents entre deux tentatives successives, par 
exemple dans les proportions 2/3 et 1/3 . 
La figure 3 donne un diagramme de temps simplifié de ce type de pro-
cédure. Les traits forts représentent le déroulement normal de la communication 
et les traits pointillés représentent les reprises en cas d'erreur ou de refus 
de l'une des stations. Des procédures d'erreurs spéciales peuvent être engagées 
en cas d'erreur persistante. 
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~-----------transfert du contrôle du Maitre à l 1 esclave 




INITIALISATIOO 1 t 
1 .. ! 1 
1 1 1 
!___t:;;'\ ' erreu'r ou 1 ·~ (erreur persistante) refus 











1 erreJr ou acdUsé t--If\ (erreur persistante) négatif ;--v ?éiS de :r;-é:_:onse , 
1 1 1 1 
- -- - - - - - - - - - - -- - - - -- - - .J - - - - - - - - _, 
- ----0 
abandon du statut 
3.1.2.2 - Procédure de transmission rnultipoint 
accusé 
rosi tif 
Dans ce cas, c'est la station primaire qaa l'initiative de toutes 
les communications. Toutes les stations secondaires reçoivent les messages émis 
par la station primaire, mais seule la station secondaire dont l'identification 
est contenue dans le message doit répondre. On distingue deux types d' ini tiali-
sation de transfert . 
• procédure de "polling" (invitation à émettre) : une station secondaire ne peut 
spontanément derrander à émettre un message, mais doit attendre que la station 
primaire 1 'y invite. Pour cela, la station primaire émet une séquence de "polling" 
vers une station secondaire particulière. La station adressée répond en mettant 
fin à la communication si elle n'a rien à émettre ou répond par l'émission d'un 
message en prenant le statut maître (fig. 4). 
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transfert du contrôle de la station prllnaire à la station 
secondaire. 











' persistante pas de réponse :_ _____ -------- ----i-- _____ J 
- 1 
rien à émettre 
---- --ï 
. d 1 
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.. 
envm. e rressage 1 
~------~--------~----+·~-.----------------J' : 1 
1 1 
accu~é erre~ ou · 1 




- - - - - -- '- - - - -- - - - - - - - - - - - ·- - -- -
-
abandon du statut maitre 
l 
. procédure de sélection (invitation à recevoir). La station prirPaire "sélecte" 
la station secondaire à laquelle elle désire envoyer un message. Cette derniè-
re peut ou non accepter le statut esclave. Dans l 1 affinnative, le transfert 
de r::essage :_:eut s 1 o:Jérer. 
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r-------------~ transfert du contrôle de la station primaire à la 
station esclave. 





lliiTIALISATION 1 ~ 
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erreur 'ou pas 
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~--
1 • d 
1envo1 u message ~L---------------------4-i-.~--er--r_e_Jr~-o-u __ pas _____ a_ci~r-s-é _______ a_ocus-,1 é 
-~ d ~ nse ~ atif positif 
1_ - - .. - - - - - - - - --- --l---_ :_"~--- --~ 
0 
abandon du statut maître 
+ 
3 .1. 3. - ~AG~!_!2~ C~I~~.!~ 
Comme nous l'avons vu deux stations distantes communiquent~ échan-
ges de blocs d'informations, constitués d'une suite de caractères. Ces caractè-
res appartiennent à un "alphabet" et peuvent être regroupés en di vers "rrots" du 
"langage" utilisé par la procédure de transmission. Cet alphabet peut, . par exem-
ple,être constitué de l'ensemble des caractères représentables en code ASCII (128) 
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ou en code EBCDIC (256) . Dans cet alphabet, une série de caractères est réser-
vée au contrôle des échanges. Certaines associations de ces caractères de con-
trôle définissent des :rrots-clés du langage ( 11derrande de statut maître 11 , 11 Séquen-
ce de polling11 , 11 Séquence de sélection., etc ... ) 
Les caractères de contrôle suivants ont été normalis€s par l'ISO 
SYN (11 synchronous idle11 ) : caractère de synchronisation pour les transmissions 
synchrones (cf. 2.1.4 et 2.1.5). Deux ou trois caractères SYN sont placés 
en tête de chaque bloc transmis. 
SOH (11 start of heading11 ) : indique le début d'un en-tête de rœssage. 
S'l'X (11 start of text11 ) : détermine la fin de l'en-tête du rœssage et le début 
du texte du message. 
ETB (.,end of transmission block 11 ) 
tion du texte à transmettre. 
marque la fin de l'un des blocs d'informa-
EXT (11 end of text11 ) : marque la fin de transmission d'un texte. 
ECYl' ( 11 end of transmission") : émis par la station maîtresse pour mettre fin à 
la communication. Les statuts maître et esclave sont abandonnés. Egalement 
utilisé en tête de toute séquence de 11polling11 ou de 11 sélection., émise par 
la station primaire d'une ligne rnultipoint. 
ENQ ( 11Enquiry11 ) : termine la séquence de supervision enuse pour l'initialisa-
tion des transferts (demande de statut maître ou 11polling"/sélection) et 
appelle une réponse de la station vis à vis. 
ACK (11Acknowledgement 11 ) : émis par une station esclave pour indiquer 
-l'acceptation du statut esclave, en phase d'initialisation 
- la bonne réception d'un texte, en phase de transfert. 
NAK ("negative acknowledgement 11 ) : émis par une station esclave pour indiquer 
- le refus du statut esclave, en phase d'initialisation. 
-la mauvaise réception d'un texte, en phase de transfert. 
OLE ("data link escape 11 ) : sert à modifier la signification du caractère qui le 
suit. Il est utilisé dans le mode de transmission transparent pour garantir 
sur le texte binaire les rnêrres fonctions de procédure que sur le texte im-
primable; (cf. 2.1.7). 
Egalerœnt utilisé pour les demandes de suspension de transmission émises par 
la station esclave. 
Les blocs échangés entre deux stations :;?euvent, soit contenir uni~t des 
caractères de contrôle, soit enveloJ?.?er un message utile (fig. 6). 
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s s s s s E B* 
y y y 0 en-tête T texte T c 
N N N H x x c 
* cf. 3 .1. 4. 
3. 1 . 4 . - CXNI'ROLE DES ERREURS DE TRANSHISSION : 
-------------------------------... ----
Dru1S tout système de communication réel, les erreurs sont inévitables 
car la fiabilité du médium de transmission n'est pas absolue. Il est nécessaire 
d'utiliser un mécanisme pennettant de détecter les erreurs éventuelles. En té-
lê.infonnatique, on préfère en effet retransmettre sur détection d'une erreur 
plutôt que corriger à la réception les données erronnées. I.e taux d'erreur 
(10-S à 10-6) sur les lignes utilisées ne justifierait pas le coût des mécanis-
mes canplexes mis en jeu par la correction. 
La méthode utilisée consiste à faire appliquer par l'émetteur une cer-
taine fonction aux données à transmettre et à leur ajouter 1 '.infornation redon-
dante qui en résulte. De son côté, le récepteur applique la rrêrœ fonction aux 
données reçues et canpa.re le résultat obtenu avec 1' .infornation redondante re-
çue. S'il n'y a pas concordance, le récepteur acquitte négativerœnt (ou n' aCXJU.i t-
te pas) le message reçu, ce qui provoquera sa re-transmission. 
Ces contrôles de redondance sont différents selon le code de transmis-
sion utilisé. On distingue 2 types de contrôle : 
- un contrôle local au ni veau de chaque caractère : le VOC ("vertical Redundancy 
Check"). Cette redondance verticale, ou parité, consiste à ajouter un bit à 
· chaque caractère, tel que le nanbre de bits égaux à 1 dans le caractère soit 
impair (ou pair). Toutefois, ce type de contrôle s'avère insuffisant car les 
erreurs ont tendance à se produire par rafales de bits successifs. Il est alors 
inutile de chercher un contrôle élaboré au ni veau du caractère. 
- un contrôle global au niveau du bloc : le :EO: ("Block Check Character"). I.e 
:EO: peut être un contrôle par redondance longitudinale, ou LRC ("lDngituclinal 
Redundancy Check"), qui consiste à évaluer la fonction "ou exclusif" des carac-
tères canposant le message. I.e caractère résultant est ajouté en fin de bloc. 
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Ce ECC peut être également un contrôle par redondance cyclique, ou CRC 
.("Cyclic Redundancy Check"). Chaque bloc à éirettre constitué de n bits est 
associé à un polynâne B (x) de degré n-1 dans le corps des entiers rrodulo 2. 
Le bloc émis B1 (x.) doit être divisible par un polynâre générateur donné 
G(x) de degré k. Pour constituer B1 (x) on ajoute au bloc initial B(x) le 
reste de sa division par G(X}. En effet si B(x) = Q(x). G(X} + R(x) alors 
k B1 (x) = x B(x) + R(x) est divisible par G(x). Le polynême générateur étant 
généralement de degré 16, le reste est représenté sur 2 octets : les carac-
tères CRC. La procédure de transmission dé~e les caractères du bloc qui 
entrent dans l 1 élaroration du ECC. 
On utilise généralement en code ASCII, un contrôle par VRC associé 
à un contrôle par LRC, et en code EBCDIC, un contrôle par CRC. 
Remarquons que ces procédés ne font que diminuer la probabilité d 1er-
reur. En effet, les informations redondantes sont transportées par le rœrœ 
médium de transmission que les données qu 1 elles protègent. 
3.2. -RECONNAISSANCE D'UNE PROCEDURE DE TRANSMISSION PAR UN AUTOMATE 
3 • 2 • 1 • - RECHERCHE D'UN MODE DE REPRESENTATICN GRAPHIÇPE : 
·--------------------------- --------------
Une procédure de transmission est généralement trop complexe pour 
pouvoir être décrite de façon satisfaisante et sans ambiguité par la simple 
narration des divers cas possibles et des actions à prendre pour chacun de 
ces cas. (Toutefois, la plupart des constructeurs s'en tiennent encore à ce 
type de présentation) . Un algorithme est encore moins adapté à une telle des-
cription. Par contre, une représentation graphique est plus précise et bien 
plus compréhensible. Ainsi les diagrammes de temps utilisés en 3.1.2 consti-
tuent une méthode intuitive qui a l'avantage de fournir un schéma d'ensemble 
des relations entre stations, et de montrer la direction de chaque flot d'in-
formations.Cependant, ce type de graphe perd rapidement de sa clarté et reste 
imprécis lorsque la procédure se complique. 
D. BJORNER [ PRü-1 J a le ?rernier suggéré une méthode plus adaptée qui 
s 1 :ii!~:,_JOse naturellement si nous nous interrogeons sur le ccmportement des appa-
reils qui régissent la procédure de transmission. En effet, le récepteur et 
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l'émetteur d' rme station sont essentiellement des mahines déterministes, c'est-
à-dire qu'à tout instant elles sont, du :fX)int de vue de la procédure dans rm 
état donné et, dans cet état, elles réagissent toujours de la rrâne manière à 
rm évènerœnt donné. Ces machines se comportent donc car~œ des· au tana. tes d'état 
fini. La méthode la plus naturelle, et sans aucun doute la plus précise, consis-
te à décrire le canporterœnt de ces autanates par rm graphe de transistion entre 
rm nanbre fini d'états. I.e graphe représente ainsi la syntaxe ou la gramnaire du 
langage de cœmunication (cf. 3 .1. 3.) et définit l'.ensernble des séquences de ca-
ractères valides, ou l'ensemble des "productions" que reconnaît l'au tana. te. L'as-
pect sanantique peut également figurer sur ce graphe en y ajoutant les actions 
à prendre :fX)ur chaque séquence de caractères valide ou invalide reçue. 
Enfin, un tel graphe est utilisable :fX)ur toute implémentation de la 
procédure, que ce soit au niveau matériel, au niveau de micro-programmes ou 
au niveau logiciel. D'autre part, comme nous allons le montrer sur des exemples 
que nous avons rGalisGs sur le Tl600, il est ~X>ssible d'établir ce graphe à 
plusieurs niveaux d'abstraction successifs, et de s'en ins!:)irer 90ur rme implé-
rœntation "structurée" [DIJKSTRA] respectant cette hiérarchie (états puis sous-
états de ces états). 
3. 2. 2. - GRAPHE DE lA PROCEDURE MULTIPOINT ECMA-PHILIPS, 
------ --·-·---------------·-------,------------
Cette procédure est utilisée par les ordinateurs PHILIPS de la série 
PlCCO :fX)ur gérer, par l' intennédiaire d'une unité de contrôle câblée (station 
primaire) un certain nombre d'adresses (station secondaires) sur une ligne mul-
ti-:fX)int. Ces adresses peuvent être attachées à divers organes physiques : télé-
type, écran alphanumérique, tenninal lourd etc. . . ; mais ces organes physiques 
proviennent nécessairement du rrêiœ constructeur car la procédure :fX)Ssède la 
particularité d'être entièren1ent gérée au niveau matériel, tant du côté de la 
station primaire que du côté des stations secondaires. 
Désirant relier le frontal Tl600 à l'ordinateur Pll75 par l'intermé-
diaire de cette ligne multi:fX)int (fig. 7), nous avons été arrenés à lui faire si-
muler le canportement de plusieurs stations secondaires. Pour cela, nous avons 
dû reconstituer le graphe de la procédure afin d'en déduire le logiciel de 
transmission à implémenter sur le frontal. Cette reconstitution n'a pas été 
facilitée par la description, touffue et imprécise, donnée par le constructeur 
et a nécessité des recours fréquents à un programme d'espionnage de l'activité 




I.CU ("Line Control Unit") 
Tirant profit de notre expérience, nous allons montrer sur cet exerrr 
ple une façon efficace de décrire une procédure selon une technique descendan-
te en construisant les graphes correspondants à chaque niveau d'abstraction 
rencontré. 
3. 2 . 2. l . - Ni veaù· primaire-secondaire. 
Soit 0 l'état du systèrre de cormrunication lorsque la station primai.-
re érœt une séquence de caractères rn vers une ou plusieurs stations secondaires. 
La fin du transfert de !!! fait passe; le systèrre à un état Ci) dans lequel l'une 
des stations secondaires rép:md par une séquence de caractères t' à la station 
primaire. La réception de !:. par la station primaire provoque le retour à l'état 
initial ~ . Certaines séquences ~ émises par la station primaire peuvent ne 





Le graphe (fig. 8) illustre l'exclusion mutuelle de ces 2 états due 
à la nature half -duplex de la procédure. Quand le sous système primaire érœt 
le sous système secondaire reçoit, et vice-versa. 
Dans la suite, afin de conserver une notation hom::>gène, les états de 
type P seront ceux dont on sort par émission de la station primaire et les états 
de type S ceux dont on sort par éndssion d'une station secondaire. 
3 . 2. 2 • 2. - Niveau grandes fonctions 
Les états ® et @ peuvent être éclatés en sous-états (fig. 9). En 
effet, les transactions entre la station primaire et les stations secondaires 
peuvent être groupées en 3 classes : "polling", interrogation/sélection d'une 
station secondaire et "flash write" ou émission inconditionnelle vers une ou 











NB. Les séquences rn, r n'ont pas la même signification sur les figures 8 et 9. 
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1 - La station primaire peut interroger une station secondaire par l'envoi 
d'une séquence ~ qui fait passer le système d'un état @ à l'état @ 
La station secondaire adressée donne son état ("occupée", "prête à recevoir", 
"prête à érrettre" etc ... ) en renvoyant une séquence e. qui fait retourner 
l 
le système à l'état initial ~ . 
La station primaire peut également inviter à recevoir une station secondaire 
par l'envoi d'une séquence de sélection ~ , identique à la séquence ~. De 
la même manière, la station secondaire adressée renvoie son état dans une sé-
quence es' identique à la séquence ei mais qui conduit cette fois à l'état 
~ . Si l'état de la sation secondaire le permet la station primaire lui 
adresse un message~ qui fait passer le système à l'état~, sinon elle 
érret une fin de corrmunication .f qui reconduit le système à l'état initial 
~. L'accusé de réception~ du message, renvoyé par la station secondaire, 
fait repasser le système de l'état ~ à l'état ~ d'où il retourne à 
l'état initial ~ par une fin de carn:nmication !_ émise par la station pri-
maire. En cas de mauvaise réception de l'accusé-réception, la station pri-
maire peut érrettre une demande de répétition !:_ • 
2 - Lorsque la station primaire veut inviter une station secondaire à érrettre, 
elle transmet une séquence de "polling" E qui fait passer le système de 
i 'état ~ à l'état ~ . La station secondaire adressée peut alors érret-
tre une fin de corrmunication !_, provoquant le retour à l'état ~ , ou 
érœttre un message ~qui conduit le système à l'état ~. L'acquitterœnt 
~ du message par la station primaire fait repasser le système à l'état @ 
d'où il retourne à l'état ~ par une fin de cœmunication !. émise par la 
station secondaire. En cas de mauvaise réception de l'acquittement, la sta-
tion secondaire peut érœttre une demande de répétition ~. 
3- Le "flash write" est l'émission inconditionnelle d'un message fW de la sta-
tion primaire vers une ou plusieurs secondaires. Il n'appelle pas de réponse 
et ne conduit pas à un changement d'état. 
Pour la clarté de l'exposé, nous ne considèrerons dans la suite ni le 










3.2.2.3. - Niveau bloc 
En descendant à un niveau plus fin, les sous-états précédents peuvent 
eux-mêmes être éclatés en nouveaux sous-états plus élémentaires, comme le mon-
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A ce stade, nous introduisons un nouveau type de transition : la 
transition ~ qui symbolise un retournement du sens de transmission entre la 
station primaire et la station secondaire adressée. Nous passons ainsi d'un 
état global du systèrre (fig. 9) aux états des stations (fig. 10). 
Les différentes transitions ont les significations et structures 
suivantes 
- i/s séquences d'interrogation/sélection 
A A A A A S E A / A \11E S 
Z 0 0 0 0 Y Y 0 D D N Y Y .... 
c c c c c N N T N 
synchronisation initiale des modems au démarrage d'une session. 
ADRS est l'adresse de la station secondaire en format interrogation/sélection. 
ADRS2 n'est présent que si l'espace des adresses est à 2 niveaux hiérarchiques. 
- p séquence de "p:?lling" 
A A A A A s s E A /Ar s s z 0 0 0 0 y y 0 D / D N y y ... 
c c c c c N N T R \, R Q N N 
p l \ P2, 
synchronisation initiale 
ADRP est l'adresse de la station secondaire en format "p:?lling". 


















IDI' identifie la station secondaire qui répond. 
SIC donne l'état de la station secondaire. 
ACK (NAK) indique la disponibilité (l'indisponibilité) à recevoir . 
* optionnel 
...... 









y ..... . 
N 
Le texte ne peut pas contenir de caractères de procédure (non transparent). 














y ..... . 
N 
- ap/an acquittements positif/négatif d'un message 
s s A / N s s y y C A y y . ...... 
N N K K N N 
- ? réponse invalide ou non comprise/temps d'attente 
- r: demande de répétition de l'acquittement 
dépassé 
I.a procédure correspondante qui comprend une resynchronisation est complexe 
et apparaîtra au 4ème niveau. 
- al : procédure d' alanne : 
Elle est engagée après un certain nombre de séquences invalides et/ou 
d'essais de reprises sans succès. Elle se termine toujours par une fin de 
communication et un retour à l'état initial. Nous la faisonsfigurer seule-
ment en deux points du graphe afin de ne pas le surcharger. 
Remarque : 
1 - Le support de transmission est full-duplex mais la procédure half-duplex. 
La station primaire émet continuellement des caractères SYN lorsqu'elle n'a 
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rien sur la ligne. Cependant dès qu'une station secondaire entre en conmu-
nication avec la station primaire, elle adopte le comportement de cette 
dernière en émettant des caractères SYN lorsqu'elle n'a rien d'autre à émet-
tre. Ce comportement cesse à la fin de la conmunication. Ceci pour expliquer 
les tiretés que nous avons fait figurer en tête et en fin de certaines sé-
quences. 
2 - Un certain nombre de particularités de la procédure ont été omises afin de 
ne pas alourdir l'exposé. 
3.2.2.4. - niveau caractère 
Ce niveau est obtenu par passage des transitions-"orientées blocs" à 
des transitions-"orientées-caractères". Nous obtenons le graphe de la figure 11 
qui définit toutes les séquences de caractères reconnues par l'automate. Dans 
ce graphe, comme dans la définition de la procédure, le caractère constitue la 
plus petite entité indivisible ou le symbole terminal du langage. 
Cette procédure est utilisée par les ordinateurs CII pour toutes les 
télé-transmissions de type point à point. Elle a été implémentée, en mode half-
duplex puis en mode full-duplex, sur le frontal T1600 pour gérer la liaison 
avec le noeud MITRA-15, localisé à Grenoble, du réseau CIGALE. Nous décrivons 
le mode half-duplex selon la technique précédemment utilisée. Comme nous le 
verrons, le mode full-duplex s'en déduit très simplement par simplification. 
3.2.3.1. -niveau ?rimaire-vr~ire 
Les deux stations n'ont aucun privilège l'une par rapport à l'autre 
(fig. 12). L'émission d'une séquence mi par l'une des stations,conduit à un 
changement d'état du système, qui revient à l'état initial après le transfert 
de la réponse _ri de la station vis à vis. 
m1/r2 




Certaines séquences rn • i peuvent ne :pas appeler de réponse 
ne change :pas d'état. 
3. 2. 3. 2. - niveau maitre/esclave 
le système 
Lorsque la station A(B) est au repos et désire émettre, elle envoie 
une "demande de statut maître 11 DSM à sa vis à vis. La station B (A) renvoie une 
réponse REP par laquelle : 
- soit elle refuse le statut esclave, auquel cas la station A(B) met fin à la 
communication par l'envoi d'une séquence FIN~ 
- soit elle accepte le statut esclave, auquel cas la station maîtresse A(B) 
envoie des messages MES à la station esclave B(A) dont elle reçoit des accusés-
réception ACC, jusqu'à une fin de communication émise par la station maîtresse. 
La figure 13 illustre la symétrie des relations entre les 2 stations. 
Le conflit résultant de 2 11demandes de statut maître 11 opposées et simultanées 
est résolu selon le principe de la contention (cf. 3.1.2.1). 
Figure 13 
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3.2.3.3. -niveau bloc 
Ccmre précédeiTI!ei1t, nous intrcx:luisons à ce niveau (fig. 14) la 
transition À et nous considérons l'ensemble des différentes "transitions-blocs'' 
possibles. 
- D~ derrande de statut-maitre 
s s s s s E s 
y y y E E N y 
N N N Ll L2 Q N 
SEL1 et SEL2 sont 2 caractères d'adresse utilisés pour rester compatible 
avec la procédure 'IJvM mul ti point. Dans notre cas SEL1 et SEL2 ont une con-
figuration identique choisie à l'avance. 
-~ : acceptation/refus du statut esclave 
s s s s A /N s y y y E C A y 
N N N Ll K K N 
-MES envoi d'un bloc/message 
s s s s s N D s D VE c c s y y y 0 E 0 L T-------L T T R R y 
N N N H Ll B E x E x cl c2 N 
~ 
... • 
entête début fin BCC 
\ ' du rrode transparent (cf. 2 . l. 7) 
NOB penœt le mnnérotage, rrodulo 8, des différents blocs d'un rressage. 
- ACCr/ACCn : acquittsnentpositif/négatif d'un bloc ou d'un IrEs sage 
s s s 1 N AIN s y y Y: 0 C A y 
N N N I B K K N 





-- --- - ---- - - - --- --
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- SUSP derande de suspension par la station esclave 
s s s D AIN s y y y L C A y 
N N N E K K N 
La station maîtresse doit alors mettre fin à la cammunication. 
ACK (NAK) indique que le dernier bloc/message a été correcterœnt (non correc-
terœnt) reçu. 
-FIN fin de communication par la station maîtresse 
s s s E s 
y y y 0 y 
N N N T N 
Rerrarque 
1 - Le caractère SYN émis à chaque fin de bloc est un caractère tampon qui 
sert à protéger la transmission du caractère précédent. 
2 - Ce graphe met en évidence la Irêiœ symétrie que le graphe de ni veau supé-
rieur. 
3. 2. 3. 4. -niveau caractère 
Il est donné par la figure 15 dans laquelle nous n'avons considéré 
que les envois de rressage d'une station A vers une station B (A maître). 
3.2.3.5. - Passage au mode full-duplex 
Supposons maintenant que nous passions d'un support de transmission 
half-duplex à un support de transmission full-duplex afin d'améliorer les per-
fornances du systèrre. Si nous conservons la procédure telle que nous venons de 
la décrire pour une exploitation half-duplex, l'amélioration se réduira au gain 
des "terps de retournerœnt" des m:xiems, la possibilité d'émettre et de recevoir 
sinru.ltanérœ.nt derœurant inexploitée. Aussi, pour tirer partie de cette dernière 
possibilité, on considère que les deux stations sont reliées logiquerœnt par 
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Chaque station possède alors sur l'une des voies le statut-maître 
et sur l'autre le statut esclave, et ce pour toute la durée d'une session. 
Une station peut émettre un message sur sa voie "maître" et simultanérœnt en 
recevoir un autre sur sa voie "esclave", les intervalles de temps disponibles 
entre les messages successifs émis sur la voie "maître" étant utilisés pour 
les émissions d'acquitterœnt de la voie "esclave". 
OUtre ce gain de temps, l'automate à mettre en oeuvre fOur chacune 
des voies est plus simple car il n'a plus à résoudre les conflits d'initiali-
sation évoqués précédemment. Les graphes ainsi simplifiés conservent par ail-
leurs la même structure pour le transfert des messages. 
Il reste cependant à implémenter, au niveau de chaque station, un 
"verrou" permettant : 
de synchroniser, en les imbriquant, les émissions sur la voie "maitre" et 
les émissions sur la voie "esclave". 
-et à l'inverse, de démultiplexer entre les 2 voies les blocs reçus. 
Ce verrouillage , ou multiplexage, a pour but-de virtualiser les 
voies de transmission de sorte que chaque automate (maitre et esclave) utilise 
les siennes sans se préoccuper des conflits qui peuvent se produire au niveau 
des voies réelles. La procédure est ainsi déchargée d'une fonction somme toute 
inhérente à la nature des organes d'entrée-sortie (cette notion de hiérarchisa-
tion des fonctions et simplification des interfaces est plus spécialement étu-
diée au Chapitre V) . 
Les figure 16 et 17 illustrent respectiverœnt les canporterœnts du sys-
tème de communication selon qu'il est exploité par la procédure TMM-UC half-duplex 





Une seconde solution plus sirrple à réaliser, rrais peu usitée parce que 
plus coûteuse, consisterait à relier physiquement les deux stations par deux 
supports de transmission half-duplex entièrement indépendants (fig. 18). Le pro-
blème du verrou ne se pose plus mais,en contrepartie, cette solution nécessite 
deux fois plus d'équipements (avec toutefois cette nuance qu'un rratériel half-
duplex - ligne, rrodem ou coupleur - est généralerrent noins onéreux que le rra-
tériel full-duplex correspondant). 
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Par ailleurs, cette seconde solution présente d'autres avantages : 
- la rapidité est accrue, malgré les temps de retournement des modems, car en 
émission il n'y a plus de temps d'attente résultant du multiplexage de 2 voies 
logiques sur une voie physique. 
-la fiabilité est améliorée. En effet, si l'une des voies physiques est défail-
lante, il est toujours possible, après un changement d'automate au niveau de 
chaque station, de se replacer dans le contexte de la figure 16 sur la voie res-
tante. 
3 . 2 • 4 • - AVANTAGES DE IA METHODE : 
-----------------------
En conclusion, la méthode de représentation d'une procédure de trans-
mission par un graphe de transitions reconnaissables par un automate présente 
plusieurs avantages : 
1 - Elle donne une définition précise et sans ambiguité de la procédure. le gra-
phe perrœt d'envisager tous les cas de figures possibles parae qu' il comporte 
un nombre fini de noeuds (ou états de l'automate) et que chaque noeud autorise 
un nombre fini de transitions (ou évènements). 
2 - le graphe donne le comportement du système de communication tout entier. 
Si nous partons d'un même graphe pour implémenter l'émetteur et le récepteur de 
chaque station, nous sommes assurés de la concordance des comportements des dif-
férentes stations. 
3 - Il est possible de choisir le niveau de décomposition du graphe en fonction 
du niveau atxJUel se situe l'implémentation. Par exemple, si l'on dispose d'un 
coupleur fonctionnant en mode bloqué et capable de reconnaître les caractères 
de contrôle de la procédure, on implémentera un automate logiciel reconnaissant 
des transitions au niveau•bloc en utilisant des graphes du type de ceux des 
figures 10 et 14. 
Il est d'autre part très utile, pour un ni veau d'implémentation donné 
de s'appuyer non seulement sur le graphe de niveau correspondant mais également 
sur les graphes de niveau supérieur qui perrœttront de mieux structurer l' implé-
rœntation. Ainsi sur le frontal Tl600, qui est équipé de coupleurs fonctionnant 
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en mode caractère, nous avons implémenté des automates logiciels au niveau carac-
tère. Mais la structure du logiciel est telle que les états de chacun de ces au-
tomates apparaissent comme des sous états d'un automate plus global opérant au 
niveau du bloc. De cette manière, le remplacement des coupleurs orientés-carac-
tères par des coupleurs orientés-blocs devient très facile puisque le nouveau 
logiciel se déduit par simplification naturelle de l'ancien. Il est ainsi pos-
sible de suivre aisément l'évolution d'un matériel prenant en charge des fonc-
tions jusqu'alors assurées par le logiciel. 
4 - Enfin tout changement apporté à la procédure peut être facilement pris en 
compte. Il suffit en effet de le refléter sur tous les noeuds qui en sont affec-
tés. On sait qu'il n'en est généralerrent pas de même pour un certain nombre. de 
logiciels de gestion de ligne bâtis au coup par coup ... 
3.3. - LANGAGE VE DESCRIPTION V'UN AUTOMATE VE PROCEVURE. 
Dans toute · la suite de ce chapitre, nous nous cantonnons au domaine 
sur lequel a porté notre étude, c'est-à-dire à l'implémentation logicielle d'au-
tomates reconnaissant le caractère comme information élémentaire ou symbole ter-
minal. 
3. 3 .1. - Bœ~~lliiQ~LQIL!h_§XN'r~-~-Q~-IA--~.!Qlli · 
Le graphe nous fournit une méthode claire de représentation de la synta-
xe, ou de la granmaire du langage de procédure. Il définit en particulier toutes 
les séquences de caractères valides. Mais l' implémentation requiert que soient 
également précisées les actions sémantiques à prendre sur chaque transition, va-
lide ou invalide. 
Ces actions peuvent être indiquées 
- sur le graphe : pour toute transition t qui fait passer le systèrœ d'un état 
I à un état J, on note l'action A(t) à prendre par le récepteur à la réception 




Cette méthode conduit rapidement à un graphe trop surchargé pour être 
lisible. 
- dans une matrice de transitions : chaque ligne de la matrice est associée à 
un état de l' automate et donne, pour chacune des di verses transitions possi-
bles, l'action à entreprendre par le récepteur et le nouvel état de l'automa-
te (fig. 20) 
1 transition 








- ---- - - ----- - ;-------~ --- - - --- --
état en 
cours 
______ _,__ - - ---------
Action~ 
nouvel état 
,_ ______ .,_ - --------
Les transitions non attendues (invalides) conduisent toutes à un 
état d • erreur qui varie avec l' état en cours. 
Il est alors possible de choisir un langage existant (par exemple 
PL1600 sur le frontal Tl600) pour l' implérœntation et d'y décrire la matrice 
des transitions sous forme de tableaux successifs. Dans ce cas, le logiciel 
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ccrnporte un m::miteur qui identifie chaque transition et en déduit, à partir 
de l'état courant de l'automate et par consultation de ces tableaux, le nou-
vel état de l'automate et le nodule à appeler pour réaliser l'action appro-
priée. 
Mais nous allons rrontrer qu'il est égalerrent possible de parvenir à 
une description opérationnelle de tout automate de transmission dans un langa-
ge défini à cet effet et mieux adapté à la nature d'une procédure de transmis-
sion. C'est l'objet du paragraphe suivant. 
3. 3. 2. - QESC~IO~:I_Q~-~~~ D~§-UN ~ 
Nous utilisons un langage algolique permettant une descri":Jtion 
concise, lisible, cohérente et opérationnelle de toute procédure de transmission. 
Après avoir présenté les principaux aspects sémantiques et syntaxiques de ce lan-
gage, nous l'illustrons par la description de la procédure 'IMM-UC "half-duplex" 
(cf 3.2.3.4). Nous décrivons l'automate de l'une des stations, qui fonctionne 
tantôt en générateur, tantôt en analyseur avec inclusion des actions sémantiques 
en cours de production ou en cours d'analyse. 
3.3.2.1. - Sémantique du langage 
Le langage se caractérise par sa concision et certaines propriétés de 
base adaptées à la nature des procédures de transmission qu'il doit décrire. 
Nous nous proposons d'examiner ces propriétés : 
l - OUtre des objets de type "entier" ou "booléen", le programœ de description 
de l'automa.te doit pouvoir m:mipuler des objets de type "caractère", que 
nous pouvons décrire syntaxiquernent de la façon suivante: 
<caractère>::=<caractère de contrôle>l<autre caractère>l<évènement>l bec 
NB dans la définition des règles de gramnaire, on utilisera les règles suivantes 
sépare différentes possibilités. 
[ J dénote une occurence optionnelle. 
{} signifie que 1 'unité syntaxique renfennée peut apparaitre un nanbre 
quelconque de fois (y compris 0). 
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Les objets de type caractère constituent en effet l'alphabet terminal de la 
procédure. Cet alphabet comprend l'ensemble des symboles représentables dans 
le code de transmission utilisé (soit 28 symboles si ces symboles utilisent 
un code de représentation à 8 bits) . Ces symboles peuvent être divisés en 2 
classes : 
<caractères de contrôle> et <autres caractères>. L'alphabet comprend 






temps d'attente fini 
écoulement d'un temps d'attente. 
erreur matérielle détectée par le coupleur 
fin d'un bloc de texte à émettre 
fin d'un message (suite de blocs) à émettre 
On étend le type "caractère" à ces <évèneirents>. 
Enfin bec représente le (ou les) caractère(s) résultant du calcul de redon-
dance effectué sur les caractères transmis et ajouté en fin de bloc. 
2- Une part importante des opérations effectuées par l'automate concerne ses 
relations avec l'extérieur (fig. 21) : tampons de l'utilisateur (contenant 
des messages à émettre ou destinés à recevoir des messages) et ligne de trans-
mission. 
( tanp:>ns-utilisateur) automate ---Gigne de transmission) 
Pour cela le langage possède les instructions d'entrée/sortie généralisées 
suivantes 
. instruction d'émission : 
l < émission> ::=~<caractère> [t ] { , <caractère>[tJJ f 
qui pennet d'émettre sur la ligne les caractères ci tés en séquence, avec 
accumulation ou non, dans le bec, de chaque caractère émis selon que le 
symbole t est présent ou non. 
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~bec a pour résultat l'émission du bec 
~ tiiœ a pour résultat l' érrneuemt d'un réveil à la valeur donnée par "ti.Iœ" 
. instruction de rangement : 
(<rangement> : :-V<caractère>J 
qui penœt de ranger, dans le tampon de l'utilisateur, un caractère courant 
du message utile reçu. 
. instruction de réception avec test ~t action 
<action s'lir reception>: : = +- ei ther <caractere> + { , <caractere> oc> 
or <caractère>[+J{,<caractère>[+J};<bloc> 
{or <caractère>[+]{,<caractère>[+]}; <bloc>} 
end 
qui pennet de recevoir des caractères de la ligne, de les tester et, suivant 
le résultat du test, d'exécuter l'un des <blocs> d'instructions. Pour un ca-
ractère donné, il peut y avoir ou non l'indication qu' il faut l'accumuler 
dans le bec si on le reçoit, selon que le symbole + est présent ou non. La 
structure du test est équivalente à celle du ~ <expression> of rencontrée 
dans plusieurs langages. Nous pouvons 1' illustrer par 1 'exenple suivant : 
+- ei ther car 1 + ; bloc 1 
qui peut se traduire par 
si caractère = car 1 
or car2, car3 ; bloc 2 
or x, x ; bloc 3 
end 
recevoir 1 caractère 
alors l'accumuler dans le bec exécuter bloc 1 
sinon si caractère = car 2 
alors recevoir 1 caractère si caractère = car 3 
alors exécuter bloc 2 
sinon exécuter bloc 3 fin 
sinon recevoir 1 caractère ; exécuter ·bloc 3 
fin fin 
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• instruction d'alimentation avec test et action : 
<:éCtion arr alli1entat:bn::?" : : = ~:, ei ther <caractère>; <bloc> 
or <caractère>;<bloc> 
<caractère>; <bloc> }} 
qui penœt d • obtenir, du tampon de l'utilisateur, le caractère suivant 
du rœssage utile à transmettre, de le tester, et d • exécuter le <bloc> 
associé au caractère reçu. Sa structure est équivalente à celle de l'ins-
truction précédente. 
I.e problèrœ des relations entre les opérations de base -+ , +- , t , + , 
et les commandes à adresser au coupleur est du domaine de la réalisation 
interne de ces opérations. Il en est de même pour les relations entre les 
opérations t:, , 11 et les tampons de l'utilisateur. On suppose en particu-
lier qu • à leur première occurence dans le programœ, t:, et 11 possèdent un 
mécanisrre qui les positionne en tête du tampon de l'utilisateur (qui peut 
être un nouveau tampon ou le même tampon s'il y a retransmission, le chan-
gement de tampon pouvant par exemple être provoqué à la réception du canpte 
rendu du transfert par l'utilisateur). 
3 - Par ailleurs, le langage possède des instructions classiques d'affectation, 
de contrôle ( JF - THEN - EISE, Garo ••• ) et d • appel de procédure. 
3.3.2.2. - §yntaxe du langage : 
Nous décrivons la syntaxe du langage utilisé dans un métalangage de 
type ~ ( "Backus - Naur - Fonn") 
<programme>::=[<déclaration>{<déclaration>}] 
<bloc>{<bloc>} 
[<définition de procédure>{<définition de procédure>}] 








lif<expression booléenne> then <blo:>[else<bloc>]end 
lgoto<identificateur>lcycle<bloc>end 
1 <action sur réce:'J'tion> 1 <action sur alirœntation> 
1 <appËü--procédure> 1 continue 
<émission>::= ~<caractère>[t]{,<caractère>[t]} 
<rangement>::=9<caractère> 
<appel procédure>::=<identificateur>[( <paramètre>)J 




<a::tion srr allinentation:>: :=~ either<caractère>; <bloc> 
or <caractère>;<bloc> 
{ or <caractère>;<bloc> } 
end 
<expression>::=<expression bOOleenne>l<expression arithmétique> 
<expression booleenne>::=<constante booleenne~variable>l<expression de relation> 
<expression de relation>::=<primaire><opérateur de relation><primaire> 
<expression arithrnétique>::=<prirnaire>l<expression arithmétique>+<primaire> 
!<expression arithrnétique>-<primaire> 
<primaire>::=<variable>l<entier sans signe> 
<variable>::=<identificateur> 
<paramètre>::=<liste d'identificateurs> 
<entier sans signe>::=<chiffre>l<entier sans signe><chiffre> 
<identificateur>::=<lettre>l<identificateur><lettre> 
<caractère>::=<caractère de contrôle>l<autre caractère>l<évènement>!bcc 
<caractère de contrôle>::= sel1 1sel2 1enq!soh!nobldlelstxletbletxlacklnaklebtl 
<autre caractère>::=x 
<évènement>::= timeltimeoutldéfautlnilblnilm 
<opérateur de relation>::= >1~1=111$1< 




3.3.2.3. - Exemple de description : 
Nous prenons comme exemple la description dans ce langage de la pro-
cédure 'IMM-UC "half-duplex", dont nous reprenons le graphe (fig. 22) déjà donné 
en 3.2.3.4. 
Les trois phases de l'automate sont décr~tes : initialisation, émission 
en statut maître, réception en statut esclave. Le programme fait appel à un cer-
tain nombre de procédures dont le détail des actions n'est pas essentiel à la 
compréhension et qui ne sont ras ~licitées afin de ne pas alourdir l'exposé. 
Par exemple la procédure "décision" teste les derrandes de l'utilisateur et posi-
tionne en conséquence les booléens "émission" et "réception". 
3 • 3 . 2 . 4 . - Lirni te de la méthode 
Le langage présenté nous semble être un bon outil de description des 
procédures de transmission. Une phase ultérieure consiste à le rendre opération-
nel, ce qui nécessite : 
-soit l'écriture d'un compilateur spécialisé. 
- soit l'utilisation d'un macro-langage puissant permettant de traduire le lan-
gage de description en un langage existant. Cette méthode nécessite d'écrire 
dans le macro-langage choisi, les macro-définitions des primitives du langa-
ge de base. Outre qu'elle est plus rapide à implémenter, elle permet de plus 
l'extension du langage (pour la description d'une procédure de transmission 
plus fantaisiste !) par l'écriture de nouvelles macro-définitions. 
On peut ainsi obtenir un programme capable de gérer une procédure de 
transmission telle qu'elle a été décrite formellement. Toutefois, cette descrip-
tion formelle ne prend pas en cornpre les contraintes de temps auxquelles est 
soumis l'autanate et que nous évoquons au paragraphe suivant. Il en résulte un 
produit aux performances limitées, c'est-à-dire un produit non utilisable au 
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integer repetini, repetenvoi, repetrec, OK, NOK 
booleen émission, réception, suite, valeur 
character sell, sel2, enq, soh, nob, dle, stx, etb, etx, ack, nak, eot, tiree, 
timeout, défaut, x 
procédure décision, resetdefaut, ininob,avancenob, crendu 
initialisation 
demande 
repetini : = 0 décision 
~ sel1 , sel2 , enq, time; 
if émission then goto demande 
else ~ attente 
end 
~ either sel1 ~ either se12 , enq ; goto es~lave 
or ack goto maître 
or nak goto fin 
or x, x ; continœ 
or défaut;resetdefaut 
end 
or x, x, x: continue 
or défaut; resetdefaut 
or timeout ; continue 
end 
if re:petini ;::3 then goto initialisation 









sel1 , sel2 , enq ; goto esclave 
x, x, x; continue 
défaut ; resetdefaut 
tirœout ; continue 
if repetini ;::3 then goto initialisation 




sui vante : repetenvoi : = 0 ; avancenob 











x + x t 
nilb; + dle, etb t 
nilm; + dle, etx t 
bec, ti.Iœ 
bec, tiiœ 
sui te: =true ; goto ré:ponse 
suite:=false; goto ré:ponse 
either dle + either ack ; crendu (OK) ; goto fin 
or nak ; ttendu (NOK) ; goto fin 
or x . , continue 
or défaut ; resetdefaut 
end 
or nob + ei ther ack ; crendu (OK) ; if sui te then goto sui vante 
else goto fin 
or xi continue end 
or défaut ; resetdefaut 
end 
or x, x ; continue 
or timeout ; continue 
end 
if repetenvoi > 3 then crendu (NOK) ; goto fin 
else repetenvoi : = repetenvoi + 1 goto émission 
end 
+ eot goto initialisation 
esclave 
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if réception then -+ sel1 1 ack ; ininob ; goto suivants 
else-+ sel11 nak ; goto attentefin 
end 
suivc;mts : repetrec: = 0 ; avancenob 
réception : -+ time 
accuse 
~ either soh 1 sel1 + 1 nob +1 dle +1 stx +; 
cycle 
~ either dle ~ either dle+ ;V dle 
end 










or x ; valeur:=false ; goto accuse 
or défaut ; resetdefaut; valeur:=false; 
end goto accuse 
or x+ ; 11 x 
or défaut ;resetdefaut 
end 
valeur:=false ;goto accuse 
or sel1 1 sel2 1 enq ; goto esclave 
or eot ; goto initialisation 
2E x ; valeur:=false ; goto accuse 
or défaut ; resetdefaut ; valeur: =false goto accuse 
or timeout ; valeur:=false ; goto accuse 
end 
if valeur then crendu (OK); if réception then -+ nob 1 ack goto suivants 
else -+ dle 1 ack goto attentefin 




>3 then orendu (NOK) ;-+dlelnak;goto attentefin 
el se re:t=etrec =repetrec+ l ; -+nob 1 nak; goto 
réceptior. 
- 87 -
attentefin -+ ti.Iœ 







3.4. - OPTIMISATION VU TRAITEMENT 
Des cas pratiques d' i.rrplémentation que nous avons rencontrés, nous 
avons déduit que le logiciel de trai ternent d'une procédure de transmission p:m-
vai t être optimisé à 2 ni veaux. 
3. 4. 1 • - TRAITEMENT DES ERREURS 
----------------------
-Pour une meilleure efficacité de l'automate il est souhaitable qu'une 
station ne s'engage pas dans un rattrapage d'erreur tant que 1' erreur n'est pas 
établie du IX>int de vue de la procédure de transmission. Or, concernant un trans-
fert d' informations, une erreur ne }?eUt être établie qu'à la fin du-dit transfert. 
En effet, de même qu'il n'y a que la station réceptrice qui puisse déclarer vali-
de le _bloc qu'elle a reçu, de mêrœ il n'y a qu'elle qui puisse le déclarer in-
valide et prendre les mesures appropriées. En particulier, un bloc }?eUt, du 
IX>int de vue de 1 'érretteur, avoir été émis incorrectement mais être reçu correc-
tement et finalement déclaré valide par le récepteur. 
Nous avons donc pris l'option de ne pas prendre en compte les erreurs 
détectées à l'émission et de laisser l'initiative de toutes les reprises sur er-
reur au récepteur de la séquence erronnée. Dans le pire des cas, la station qui 
détecte à l'émission une erreur également détectée à la réception, doit attendre, 
IX>ur réagir, que la station réceptrice lui confirme cette erreur (en renvoyant 
un acquittement négatif si le bloc erroné était un message, ou en répétant son 
message si ce bloc erroné concernait l'acquittement de ce message). Dans tous 
les cas, on évite , particulièrement IX>ur une procédure de tY}?e half-duplex, les 
conflits IX>UVant résulter d'un rattrapage d'erreur engagé simultanérœnt par les 
deux stations (ces conflits sont inévitables IX>ur une procédure basée sur 1 'al-
ternance "message-acquittement") . 
- OUtre une amélioration de 1 'efficacité des reprises sur erreurs, un 
tel choix simplifie avantageusement la conception de l'automate. Bien des pro-
gramœs de gestion de lignes de transmission sont confus et J?eU fiables IX>ur 
n'avoir pas su faire ce choix, qui découle de la nature d'une procédure de trans-
mission bien comprise. 
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3 • 4 • 2. - MINIMISATION DU TEMPS DE TRAITEMENT MAXIMUM D 1 UN CARACI'ERE. 
----·----------·--------·----------·--·-----
- Un automate logiciel reconnaissant le caractère comme information 
élémentaire est soumis à une contra.irite de temps qui n • apparaît pas pour un 
automate logiciel dont l'information élémentaire est le bloc (la contrainte 
est alors masquée par le niveau matériel) . En effet, un tel automate doit, 
en réception, absorber les caractères successifs d'un même bloc à la caden-
ce imposée par la vitesse de transfert des informations sur la ligne de trans-
mission. Pour prendre en canpte tout caractère ai, reçu par le coupleur à la 
date ti, 
temps t:,t 
l'automate dispose, à partir de cette date t. , d • un intervalle de 
1 
= l seconde si v est la vitesse de transfert mesurée en caractères/ 
v 
seconde (fig. 23).L'intervalle de temps t:,t correspond à la durée d'assembla-
ge d'un caractère par le coupleur, à partir des 8 bits qui le composent et 
qui sont transmis en série. Si le caract.ère ai n • a pas été pris en cc:mpte à la 
date ti+1 = ti + t:,t, il est perdu et détruit (dans la mémoire interne du cou-
pleur) par le caractère suivant ai+ 1 du bloc. Il en résulte alors une erreur de 
cadence en réception, qui est signalée par le coupleur et qui invalide entière-
ment le bloc transmis. 
t. 1 1-
( \-1) (a. ) 1 
temps 
• Soit 8. la durée du traitement logiciel associé à la réception d'un caractère 
1 
de transition a .. Les figures 24-a et 24-b correspondent à une situation accep-
1 
table, ce qui n'est pas le cas de la figure 24-c. Si emdésigne le maximum des 
8 . , la contrainte apparaît donc ccmre . :une · bo:rne sur 
1 
de sécurité consiste à rendre 8 infèrieur à t:,t. 
rn 
8 . Une bonne mesure 
rn 









e . 1 1- 1 
e. 1 1-
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: ai est perdu ~--e~-i~-~1--~--------------~~~~ 
1 
t. ti+l 1 
(a.) ( ai+1) Figure 24-c 1 
t.errps 
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La situation est encore plus contraignante si nous nous plaçons dans 
un contexte rnulti-lignes, c'est-à-dire lorsque la station doit gérer sirnulta-
nérœnt plusieurs lignes de transmission. Considérons par exerrple le cas où la 
station doit gérer des lignes de transmission L1 , L2 , L3 , aux vitesses de trans-
fert respectives v1 , v2 , v3 (v1 > v2 > v3) et avec des temps maximum de traite-
rrent d'un caractère em1 , 8~, 8ItJ • Supp:>sons que nous cherchions à déterminer 
une nonœ de sécurité du même ordre que la condition ern :-s: ~t pour le cas d'une 
seule ligne. Ccmœ va le montrer la discussion slü.vante, le cas le plus défavora-
ble correspond à la réception quasi-simultanée des 3 transitions dans l'ordre 
A 1 ·- 'd l . ultan- ~;::. d nditi' 1 1 a . 3 , a . 2 , a . 1 . evJ. ence, a slffi eJ. L.'=' es co ons 8rn1 :os; - , e~ :os; -1 1 1 1 vl v2 
et 8ItJ :-s: v ne suffit alors plus pour écarter toute erreur de cadence en 
- t' 3 recep J.on. 
Considérons 2 cas extrèrnes : 
l - La station penœt que le traiterœnt d'une transition survenue sur une ligne 
i puisse être interrompue par le traitement d'une transition survenue sur 
une ligne j plus prioritaire (fig. 25-a) 
Si v1=k2v2=k2k 3v3 , entre 2 transitions sur L.2 il se produit ~~transitions 
sur L1 et entre 2 transitions sur L3 il se produit r~ +-_ransitions sur L1 
et rk3 transi ti ons sur L 2 ( ra désignant la potence supérieure du nombre réel 
a, c'est-à-dire le plus petit entier supérieur au nanbre a). 







: 1 ' 8 1 i' 1 
' 1 e i 1 i3 1 :....! 1 
1 l 1 
• 0 ~ liE 
• transition de type ai 3 
0 transition de type a . 
x transition de type a: 2 ~!~~25~ 
* con<.lition suffisante k.is non nécessaire. 
1 
)1( 
~ :os; 1 2 
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2 - La technologie de la station ne permet pas l'interruption d'un traiterrent 
par un autre trai terrent ( c 'est-à-dire qu'il n'y a pas de priori té entre 
les lignes de transmission) (fig. 25-b). 
1 
La norme de sécurité est alors respectée si em1 + e~ + 8WJ ~ v1 





1 i3 1 
- 1 
ce qui 
Dans un tel cas, la station qui veut gérer 3 lignes de transmission 
L1 , L2 , L3 doit être capable de gérer simultanément 3 lignes de transmission 
à une vitesse de transfert qui est la plus grande des 3 vitesses de trans-
fert. Ainsi une station qui doit gérer une ligne à 2400 bps, une ligne à 
4800 bps et une ligne à 9600 bps doit,en fait,être capable de gérer 3 li-
gnes à 9600 bps. 
Le système d'interruption du frontal T1600 se situe en fait entre 
ces deux cas, car il n'existe qu'une seule interruption pour l'ensemble 
des entrées-sorties (donc le traitaœnt d'une ligne donnée ne peut être 
interraupue ::_:our traiter une autre ligne) mais au lancaœnt d'un traite-
rœnt, il est possible de choisir prioritairaœnt panni plusieurs sous ni-
veaux d'interruption déjà déclenchés. 
Si la nécessité de minimiser le temps maximum de traitement d'un carac-
tère est ainsi mise en évidence, il importe également de minimiser le temps 
de traitement de tout caractère afin que la station conserve un temps dispo-
nible suffisant pour effectuer d'autres travaux (traitaœnt propre aux mes-
sages par opposition à leur transmission) . 
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Comment minimiser le temps de traitement d'un caractère ? 
Soit eM la durée max.ima.le :r;:er:mise pour le traitem:mt d'un caractère. 
Comme on vient de le voir, eM dépend du nombre de lignes de transmission gérées 
sirnultanérœnt et de leurs vitesses - Soit 6t la durée d'une "transition-caractère", 
c'est-à-dire l'intervalle de temps séparant les arrivées de 2 caractères succes-
sifs. 
Nous avons retenu la solution qui consiste à "distribuer" un traiterœnt 
important associé à une transition sur plusieurs intervalles de temps 6t succes-
sifs. (fig 26). Cela est possible pour chaque caractère dont une partie du traite-
rrent :r;:eut être différée. 
6t 
j ... .. 
: (e.) 
: ~ 2 
ter!ps -------------------------------------L----------------~----------~ t. 
~ 
Or, dans une procédure de transmission, les trai tem:mts qui conscmœnt 
du temps d'Unité Centrale sont ceux qui sont associés à la réception du dernier 
caractère d'un bloc. En effet, ces traiterœnts englobent : 
- la décision de l'action à rrener et de la réponse à émettre pour la station 
vis à vis. 
-le compte rendu éventuel à l'utilisateur. 
la préparation du bloc-réponse et l'initialisation de son émission. 
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Et précisément aucun de ces traitements partiels n'est urgent. En particulier, 
l'émission de la réponse peut sans danger être retardée de plusieurs interval-
les de temps 6t, car le temps d'attente de la station vis à vis (qui est la du-
rée rraxi.rnale de la transition À ou "retournement de ligne" cf. 3.2.2 et 3.2.3) 
est de 1 'ordre de 103 fois plus grand que 6t. La technique consiste donc, à la 
réception du dernier caractère d'un bloc, à n'effectuer qu'une partie du trai-
tezrent correspondant, à condition de recevoir des "caractères-tanpons" au ry-
thme des interruptions et à effectuer le reste du traitement à la réception de 
ces caractères tamp.::ms (généralement l à 2) . Ces caractères tanpons sont four-
nis régulièrement par le coupleur qui continue à échantillonner le signal reçu 
tant que l'on ne lui a pas adressé une commande de fin de réception. 
On a ainsi pu améliorer les performances des logiciels de transmission 
dans un rapport de l à 2 . 

CHAPITRE IV 
EXPERIENCES SUR LES PROTOCOLES DE HAUT NIVEAU 
Partant de la corrmunication entre humains, nous isolons les mécanis-
mes fondamentaux d • un dialogue. 
Nous détaillons ensuite les différents concepts entrant dans la dé-
finition des protocoles en donnant leurs aspects fonctionnels. Puis, à partir 
d • ùn exemple concret : le réseau CYClADES, nous érrettons quelques cri tiques 
sur les choix pris lors des spécifications. 
Enfin, après avoir donné un certain nombre d •outils permettant la IID-
dèlisation d'un dialogue, nous proposons un exemple de protocole entre un cal-
culateur frontal et un calculateur principal. 

4.1. - PROBLEME VU VJALOGUE ENTRE HUMAINS 
4.Z. - PROTOCOLE 
4.Z. 1. - p~~~~~~{~:! ~~D~~~ 
4.Z.Z. - ~~g~~~~-~~~~-~~~~g~-~~~~0~~~~~ 
4.z.3. - ~~q~~~~~~~-~~-~~n~~~~~ 
4.Z.4. - Co~ôle d'enn~ 
------------ -----
4.2.5. - ç~~~{~-~~-n{~~ 
4.Z.6. - Evèneme~ 
4.3. - PROTOCOLES CYCLAVES : CHOIX ET CRITIQUES 
4.3. 1. - Ç~g~~ 
4.3.z. - ~~~~-~~-~~~e~~ 
4.3.3. - Abonn~ 
4.4. - COMMENT MOVELISER LE VIALOGUE 
4.5. - PROTOCOLE FRONTAL-ORVINATEUR VE TRAITEMENT 
4.5. 1. - ~yeq~~~~~ -~~- ~~~ 
4.5.z. - Çe~~~e~-~~-e~e~e~~{~ 
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4. 1. - PROBLEME VU VIALOGUE ENTRE HUMAINS. 
Un individu au sein d'une société, amené à entrer en relation avec 
ses pairs, doit se plier à certaines règles (sans que ce soit obligatoirement 
conscient pour lui). 
- S'il veut s'adresser à un individu faisant partie d'un groupe, il est ame-
né à attirer son attention en 1 • appelant par. son nom . s'il y a ambiS'L.i té 
(deux noms identiques) ,par son prénom. 
Le contact n'est possible que si le. partenaire écoute. et s • il canprend le 
rœme langage (deux sourds pourront se "parler" par gestes). 
- On ne peut être certain qu'il a ~is (sinon entendu) que s • il répond. 
- Les outils ou les rroyens utilisés pour ccmnuniquer peuvent être très di vers 
et n'interviennent pas dans la canpréhension. (parole ~audition - geste..,.. 
vue, ... ) 
- Le partenaire ayant mal canpris demandera de répéter . 
- Si celui qui parle a un débit trop rapide, on lui demandera de ralentir (voir 
même de répéter plus lentement) . 
Le contact étant pris, on peut denander quelque-chose (un service, un objet, ... ) 
et attendre la réponse. Si elle ne vient pas, on peut répéter la question. 
- Le partenaire est libre d'accepter ou de refuser ou encore de discuter. 
Ce sont des concepts de base comme ceux-ci, qui régissent la vie socia-
le des ordinateurs dans un réseau. Les entités réparties dans un réseau (tra-
vaux, processus, tâches, progranmes, terminaux ... ) ont besoin d'échanger des 
informations. Pour ce faire, elles utilisent un langage ayant sa syntaxe et 
sa sémantique : un Protocole. 
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4.Z. - PROTOCOLE 
4. 2 .1 • - PROiœOŒ-INTERFACE 
Un protocole est l'ensemble des conventions qui règlent les échanges 
entre plusieurs objets de même niveau. 
Ces objets pouvant éventuellement s'exécuter en parallèle sur des ordi-
nateurs différents. 
Nous utiliserons le tenue "corresp:mdants" pour signifier deux objets 
de rnême ni veau engagés dans un dialogue. 
Les correspondants échangent des informations par l'intermédiaire d'une 
interface virtuelle, mais n'ont aucun lien direct si ce n'est à travers les élé-
ments intermédiaires régissant les communications. 
Nous distingons bien la notion de protocol~ de la notion d'interface. 
Cette dernière cons ti tuant tous les rapports directs d'un correspondant avec le 
milieu qui le sépare de son homologue. 
Protocole de dialogue 
---_...... -
...... Correspondant 
JNI'ERFACE C' c 
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Le rôle de deux correspondants peut être d • assurer une interface entre 
deux correspondants de niveaux supérieurs. En effet, pour des soucis de rrodula-




--- - --.. --.... 
- -
PROiœOLE 2 
-- - .... 
INTERFACE C' 1 
Différents ni veaux de protocole peuvent ainsi se superposer, les ni veaux 
inférieurs déchargeant les ni veaux supérieurs d • un certain ncmbre de problèrœs et 
assurant pour eux des services. Voici un exemple de hiérarchie de protocoles. 
Systèlœ de banque de données Langage de corrrnande réseau 
Soumission de travaux par Accès à des services Protocole d'appareil 
lots de temps partagé virtuel 
Protocole Boîte aux lettres I.ancerent Transfert de fichiers 
et communication inter-opérateurs de travaux 
Station de transport : permet l'échange de messages (avec contrôles divers) . 
Cœmutation de paquets : penœt l'échange de paquets. 
Transmission de onnnées : permet l'échange de suites de bits (suivant une pro-
cédure de transmission : BSC, '!MM, ••• ) 
Réseau téléphonique : permet la transmission de signaux - Protocole imposé 
par la règlementation des PTT. 
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Nous allons passer en revue les principaux services standards que 
peut réaliser un protocole de dialogue. 
4. 2. 2. - NEGCCIATION D'UN ECHANGE D' INFORMATICN 
Elle assure un contact entre deux corresp:mdants après accord de chacun d'eux. 
C '_est-à-dire qu'elle penœt de créer un lien en associant les_ nans de chacun 
des correspondants à un nur.1éro logique. Suivant les cas, ce lien pourra être 
unidirectionnel ou bidirectionnel. 
Les correspondants étant amenés à échanger des informations de contrôle (ne 
serait-ce que pousse synchroniser), il est préférable d'avoir un lien bidi-
rectionnel plutôt que deux liens (comre dans ARPANEI') 
Elle rompt le contact soit après accord (l'échange est terminé), soit à la 
sui te d'une erreur grave. 
Cette négociation permet la synchronisation des deux correspondants et est 
nécessaire si l'on veut effectuer les contrôles d'erreur ou de flux sur les 
informations échangées. 
4. 2 • 3 • - SEQ.JENCEMENT DES INFORMATICNS 
Les différentes interfaces utilisées dans les communications requièrent 
souvent une limite à la longueur des messages. Par exemple, un ccmtn..ltateur de 
paquets (petit ordinateur) véhicule des paquets de petite taille (de l'ordre de 
1000 bits). Si on veux transférer un fichier disque, il faudra fragmenter l'in-
formation initiale. 
Les fragments n'étant pas sensés parvenir dans le bon ordre à destina-
tion (erreur, duplication, chemins différents, perte •.. ) Il faudra un rrécanisrœ 
pour réassembler· les messages à l'arrivée et restituer l'informatton telle qu' 
elle a été émise à l'origine. 
4.2.4. - CONTROLE D'ERREUR 
Le but est de détecter les pertes, les altérations, les répétitions de 
messages. Mais il s'agit égalerœnt de remédier à l'erreur : c'est-à-dire qu'il 
faut un mécanisrœ pour redénarrer la transmission en un point sûr. Cela implique 
que l' érœtteur garde une copie d'un certain nombre de messages parmi les derniers 
envoyés. 
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Pour éviter une conservation indéfinie des messages, il faut également 
que le récepteur avertisse l'émetteur qu'il a bien reçu les messages et que 
celui-ci peut libérer la place occupée par les copies. 
Tout cela constitue en fait un mécanisme de producteur-consommateur : 
l' émetteur produit des copies de messages qui sont peu à peu consœrnées flc3I" le 
récepteur. A ceci près que l'émetteur a besoin d • une réponse de contrôle ( feed 
back) de la part du récepteur, pour lui indiquer les messages effectivement 
consc:mnés. 
On pourrait concevoir un mécanisme de contrôle d'erreur au plus haut 
niveau. Mais les délais de transit de l'information et l'importance de l'entête 
(overhead) sont prohibitifs. Par contre, au bas niveau, le contrôle et le recou-
vrerrent d • erreur ne sont pas trop coûteux puisqu • on opère sur des fragrœnts de 
petite taille. 
D'autre part, le contrôle à un niveau intermédiaire ne garantit pas 
l'absence d • erreur au ni veau supérieur. Tout au plus, il diminue le taux d • er-
reur. 
Il n • y a pas de critère absolu pour déterminer à quel ni veau le contrô-
le d'erreur est le plus efficace. On sait qu'il faut de toute façon en faire un 
au ni vèau le plus haut. Pour les ni veaux intermédiaires de protocole, le plus 
rationnel est d'en faire une option que l'on peut mettre en service ou non. 
4.2.5. - CONTROLE DE FLUX 
C'est l'asservissement de l'émetteur par la capacité du récepteur. C'est 
un mécanisme qui régit la cadence et le volume deJ messages transférés à un ins-
tant donné. Si ceux-ci ne varient pas, ce contrôle n • est pas nécessaire. Le récep-
teur alloue de la place à l'émetteur (peu importe la façon dont cette place est 
allouée) . Ce dernier l'interprète CCillTe une autorisation d • envoi. 
Le m8canisme peut se décrire d'une manière similaire au contrôle d'er~ 
reur, ~ un m::xlèle de type : producteur-conscmnateur 
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Le récepteur produit des "vides" que l' éiœtteur peut consornner, lors-
que la transmission s • est opérée correcterœnt. On peut dire que la sémantique 
du contrôle de flux est différente de celle du contrôle d'erreur, mais que la 
syntaxe est la même. (Très souvent, on utilisera le même mécanisme dans les 
réalisations). 
De même que le contrôle d • erreur, on ne sait à quel niveau de proto-
cole, il est préférable de placer un contrôle de flux. On choisira donc d • en faire 
un mL~~ que l'on ?Qurra à volonté mettre ou non en service à chaque ni-
veau. 
4.2.6. - EVENEMENTS 
------·----
Cormœ dans les mécanismes d • entrée; sortie, on a besoin de liens dédi-
cacés à des signaux autres que des données (genre "interruption"). Ces signaux 
devant être i.rrlrediaterœnt transférés à l'autre extrémité. On appelle ces si-
gnaux des évènerœnts. 
Cette fonction s'obtient soit en privilégiant un lien uniquement des-
tiné aux évènement soit en instituant des priorités dans les messages et en 
donnant la plus forte priorité aux évènements. 
Un exerrple d • évènement est la répercussion de l'appel ("attention") 
d'un terminal à travers le réseau. 
~ Tout ou partie de ces fonctions est réalisé à chacun des niveaux de 
protocole. Les protocoles devant cependant tous satisfaire deux critères fon-
damentaux : 
- La transparence par rapport aux autres niveaux : il ne doit y avoir aucun 
"effet de bord" entre niveaux. De plus, on doit p:>uvoir changer la définition 
d'un protocole (en conservant les services rendus et les interfaces) sans per-
turber les autres ni veaux. 
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- l' indépendance vis à vis des autres ni veaux 
Un protocole doit être autolimitatif, c'est-à-dire qu'une fonction doit 
nécessiter une quantité finie de ressources (pas de "boucle" infinie ou 
d'attente perpétuelle), rnêroe en cas de mauvais fonctionnerrent des niveaux 
inférieurs. 
Nous allons reprendre ces différents concepts sur un exemple concret 
les protocoles de dialogue dans le réseau CYCLADES. 
4.3. - PROTOCOLES CYCLADES : CHOIX ET CRITIQUES 
Le réseau CYCLADES est un réseau d'ordinateurs hétérogène (voir chapi-
tre I : définitions) . 
Il se décompose en trois niveaux principaux 
- le réseau de commutation de paquetsCIGALE 
- les stations de transport 






Ces différents niveaux sont régis par des protocoles que nous allons 
détailler dans la suite. 






CIGALE - -~ 
Ligne télé:?honique 
Niveau abonnés 
Ni veau stat:io11 de tra."lS:!?Ort 
Niveau CIGALE 
Pour les échang~s, on utilise un nom réseau défini à l'intérieur d'un 
espace des noms réseaux (ceci pour éviter l'ambiguité et les conflits éventuels 
si on utilise les noms locaux pour désigner les différentes ressources) . 
défini 
Cet espace des noms est hiérarchisé, chaaue nom ayant un fo:rmat bien 
le numéro de la région (géographique) 
le numéro de station de transport (local à la région) 
le numéro d'abonné (local à la station) 
La région est déterminée par des considérations de trafic. L'espace 
des noms réseau a une structure similaire à celle de l'espace des numéros té-
léphoniques. 
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4.3.1. - Ç,!~ 
Le réseau CIGALE est un sous réseau spécialisé qui assure la ~~ 
tation de paquets avec un routage plus ou rroins sophistiqué (à 1 'heure actuel-
le, c'est un routage adaptatif c'est-à-dire que pour un paquet,le chemin à 
parcourir entre le noeud origine et le noeud extrémité est redéfini dynamique-
ment soit sur apparition d'un évènement rrodifiant les conditions de transmis-
sions, soit au bout d'un certain laps de temps). 
Dans l'élaboration des protocolœCIGALE, on a bénéficié de l'expérien-
ce du réseau ARPA (voir ch. I définitions) . Beaucoup de fonctions assumées 
par le cœmutateur de paquets dans ARPA sont rejetées aux niveaux supérieurs 
dans CYCLADES : 
séquencernent des paquets et recombinaison à l'arrivée. 
- contrôle du flux 
contrôle d'erreur et derrande de renvoi de paquets erronés. 
Plusieurs avantages à ce rejet : 
- Les fonctions dont il est question occupent beaucoup de place mémoire (en 
particulier la recanbinaison des paquets) . Or les noeuds de CIGALE sont de 
petits ordinateurs. Si on augmente leur capacité de mémoire, on augmente 
leur coût et on risque de réduire leur efficacité. 
- CIGALE allégé de ce fait, peut être remplacé par tout autre réseau de commu-
tation de paquets, sans qu'il soit nécessaire de rrodifier CYCLADES. En par-
ticulier, on peut imaginer une connexion inter-réseaux par 1 ' interrœdiaire 
de cornnutateurs tels que CIGALE, dont les standards sont simples (Mécanisrœs 
d'adressage, taille des paquets et procédures de transmission). 
-On peut ajouter à cela, que l'utilisateur n'est pas tenté (comme c'est le 
cas dans ARPANET) d'inclure ses propres logiciels dans les noeuds de commu-
tation. 
4. 3 • 2 • - STATIOOS DE TRANSPORT 
---------------- ----
Les protocoles entre stations de transport (ST) penœttent d'achemi-
ner des messages (lettres) d'une ST à une autre en passant par le réseau CIGALE. 
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La ST assure un premier niveau de service supplémentaire aux usagers. 
Deux types d'échanges sont prévus 
1 Echanges sur lettres régulières (RG) 1 
L~s lettres de taille limitée (250 caractères) sont envoyéespar la station 
émettrice indépendamment les unes des autres. 
- Il n'y a pas de contrôle de flux. 
- On peut demander (ou non) un "accusé réception" de la lettre émise. 
-Une commande spéciale permet l'envoi d'un évènement. 
* Ce m:xle d'échange ne voit son utilité que dans sa s:implici té de mise en 
oeuvre. 
Echanges sur voies virtuelles (VV) 1 
Ils comprennent : 
a) Un mécanisme d'établissement et de fermeture sous forme d'automate, avec 
1 'attribution d'un diminutif. Par couple d'abonné, on assure la correspon-
dance des noms réseaux avec des noms locaux à chacune des stations, et un 
numéro de lien. 
*Ceci permet de diminuer l'entête de chaque envoi. D'autre part, les échan-
ges peuvent se faire simultanément dans les deux sens (symétrie) 
b) Des mécanisrres d'exploitation assurant 
b. 1) Une restauration du séquencement et un contrôle d'erreur. 
- les lettres d'une taille quelconque, sont découpées en éléments de 
taille fixe numérotés d'une façon contigüe. (le cycle de numérotation 
étant de 256) • La station émettrice envoie un certain nombre d'éléments 
contigüs sous forme de fragments. 
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- La gestion est fondée sur la notion de pointeurs mémorisant un 
numéro d'élément. 
SI'ATION EI lE.TI'RICE 
~
Nur.éro du dernier 
élérrent acquitté 








Numéro du dernier 
élément a~itté 
éléments acquittés 
- La station réceptrice acquitte un élément lorsque tous les éléments 
dont les nurnéros précédent ( rrodulo le cycle ) ont été reçus. 
-Si l'élément dont elle reçoit l'acquittement ne correspond pas au 
dernier élément qu'elle a transmis, la station émettrice renvoie 
un fragment commençant par le premier élément non acquitté. 
* On est certain ainsi qu'à ce niveau, la lettre reçue est correcte (sans 
erreur, ni doublement, ni "trou") jusqu'à un endroit connu de 1' émetteur. 
En cas de panne, on pourra toujours reprendre 1 'envoi à partir de cet en-
droit. 
* D'autre part, on minimise le trafic en ne renvoyant que les "trous". 
Exemple 
- llO-
Supposons que le récepteur ait reçu correctement les éléments 
1, 2, 4, 5, 6 et 9 d 1une lettre. Il renvoie l 1 acquittement de 
l 1 élément 2. 
1 2. 4 5 
L 1 émetteur renvoie un fragment corrtœnçant par 1 1 élément 3 • Le 
récepteur peut alors acquitter jusqu 1 à 1 1 élément 6 ... etc ... 
Ce mécanisrœ est excellent si on a souvent des 11 trous 11 en réception, 
C 1 est-à-dire s 1 il arrive souvent qu 1 un élément soit erroné ou perdu. Mais 
il nécessite la gestion de deux pointeurs pour les acquittements : un pour 
1 1 émission et un pour la réception. (on verra dans la suite que dans une 
nouvelle version des protocolesST, ces pointeurs ont disparu). 
b.2) Un contrôle de flux réalisé par l 1adjonction de six pointeurs supplémentaires. 











+- ~1 C'JCle ---- -+ 






""EL-D (ou ~-DISP) t lt EL-DISP (oujEL-D) 
t?f\ 1 \!) 
+- _ _ ~ 1 cycle - - -+ 
fEL-ACQ 
#EL-TRS 
f/ EL-LIM : 
1/ EL-NECESS 
f EL-D : 
# FL-DISP 
- 1ll -
Numéro du dernier élément acquitté. 
Nurréro du dernier élément transmis. 
Numéro du dernier élément qu'on est autorisé à émettre 
Numéro du dernier élément que l'émetteur désire émettre 
Numéro du dernier élément dont l'émetteur demande l'au-
torisation d'émission. 
Numéro du dernier élément disponible dans le récepteur. 
-A chaque envoi de fragment, l'émetteur demande des ressources au récepteur 
(f EL-D) en nombre d' élémen~. 
- Compte tenu de la place disponible chez lui ( # EL-DISP), le récepteur oc-
troie des ressources à l'émetteur ( # EL-LIM) à, chaque envoi d' acquitterœnt. 
* La gestion des ressources est assez lourde surtout du fait qu'elle se fait 
au niveau des éléments (très petits). Elle requiert en outre deux processus 
supplémentaires : un pour l'émetteur (calcul du nécessaire) et un pour le 
récepteur (calcul du disponible). 
c) Une commande spéciale permet l'envoi d'un évènement. 
~ Récenrnent (avril 1974), 11 équipe de coordination de CYCLADES a propo-
sé de nouveaux protocoles. Ces protocoles font l'objet de discussions internatio-
nales, en vue de l'adoption de standards. La gestion des protocoles est beaucoup 
allégée par rapport à la version précédente et s'appuye sur trois constatations 
- les délais de transfert d'un paquet de 1CXX) bits dans le réseau CIGALE sont 
inférieurs à la demi-seconde. 
- la probabilité pour qu'un bit soit erroné est de 10-10 
- la probabilité pour qu'un paquet soit erroné est de 10-4 
Cette Station de Transport ainsi définie est appelée Station type 2 
(par opposition à la précédente : Station type 1). 
En prenier lieu, la notion d'abonné n'intervient plus au ni veau du 
service de transport. 
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La Station de Transport ne cx:mnait plus que des porte~. (Les 
abonnés s'attribuant ces portes ne sont pas connus de la Station) • 
On peut associer un lien à deux portes : un flot dont 1' identifica-
tion est la concaténation des identifications des deux portes. 
L'existence d'un flot peut être comparée à l'existence d'une voie vir-
tuelle dans la station de transport type l . 
Là encore, deux types d'envois : 
- les lettres de longueur variable mais limitée sont échangées sur flots 
- les télégrammes courts et de longueur fixe ont remplacé la notion d'évènement, 
et sont envoyés sur portes 
Les lettres sont découpées en fragment~de longueur fixe et recompo-
sées à l'arrivée. L'envoi sur lettres bénéficie en outre de trois services ad-
ditionnels qui sont l'objet d'options prises lors de l'initialisation de la ses-
sion (négociation) .Ce sont : 
- contrôle d'erreur- opérant sur la lettre entière (et non sur les fragments) 
- contrôle de flux - par allocation de "crédits" entre stations au cours des 
échanges. Un crédit étant un nombre de lettres que l'émet-
teur peut envoyer et le récepteur recevoir. 
-adressage réduit - l'attribution d'un diminutif. 
La symétrie entre stations est conservée (Lien bidirectionnel) 
* Le contrôle d'erreur opérant sur la lettre, il n'est plus besoin de mérrori-
ser les séquences de fragments chez l'émetteur : en cas d'erreur, il renvoie 
toute la lettre. De même, chez le récepteur, l'acquittement se fait sur la 
lettre, et non sur une séquence de fragments. 
* Le contrôle de flux revient pour le récepteur, à répercuter les "demandes 
de lecture" de l'abonné. 
4.3.3. - APDNNES 
Les protocoles abonnés, ou protocoles de niveaux supérieurs ne seront 
pas détaillés dans ce chapitre. 
Parmi eux, seul le protocole d'appareil virtuel a fait l'objet de spé-
cifications précises (dans CYCLADES), ainsi que le protocole Client-Serveur. 
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4.4. - COMMENT MODELISER LE DIALOGUE 
Deux correspondants comnuniquent en agissant sur leur interface comru-
ne. Chacun d' eux a sa propre vision de 1 '-autre, et cette vision est 1' ensemble 
des rroyens d' interactions qu'il possède sur son horrologue. 
Le protocole de dialogue définit le comportement de chacun des corres-
pondants, c'est-à-dire l'ensemble des .actions produites par l'un et des effets 
induits dans 1 'autre [ CYC-3 J • (LesCJUels effets n' entrainent pas obligatoire-
ment de réactions) . 
Les rroyens mis en oeuvre pour transforrrer 1 'action en effet ne concer-
nent pas les protocoles entre les deux correspondants, mais les rapports qu'ont 
chacun d'eux avec sa propre interface. 
* Un exemple de protocole est la coopération de deux processus par 
échange de messages. 
- Le protocole ne concerne que la structure des messages échangés 
- Le noyen d' échange ou interface peut être réalisé à 1 'aide d'un 
sémaphore avec lequel chaque processus a des rapports de type P et V. 
(voir DJIKSTRA [ SYS-2 ] 
Pour spécifier un protocole de dialogue en faisant abstraction des con-
traintes relatives aux interfaces, il faut définir une interface virtuelle de 
ni veau supérieur. Cette interface est la vision réelle qu'a un correspondant C. . 
de son horrologue G'. 
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Ce modèle d'interface doit être suffisamment général pour s'appli-
quer à chaque cas particulier et trouver sa traduction naturelle dans chaque 
environnement. 
Le modèle utilisé dans CYCLADES [CYC-4] fait intervenir trois types 
d'actions élémentaires auxquelles correspondent des effets : 
Envoi d'une corrmande 
Affichage d'un état 
Réception d'une commande 
Observation d'un état 
Ecriture dans une zone ............. Modification d'une zone de cammuni-
de commonication cation et accessibilité de cette 
zone en lecture. 
Ce modèle est capable d'agir en fonction des directives qu'il reçoit. 
Ces actions provoquent en particulier des changements d'états. Les états sont 
observables à l'extérieur. Les transferts d' infonnation se font au noyen d'un 
espace mémoire partagé appelé zone de communication. L'ensemble fonctionne se-




~----~1 E TA T S 1-----, 
Le rrodèle dispose en outre d'un mécanisrœ interne de réveil. Il pour-
ra enclencher le réveil qui, au bout du temps indiqué adressera une directive 
et fera ainsi sortir d'un état d'attente. 
La façon dont les directives sont adressées, les moyens d'observation 
des états, la structure du réveil,de même que les modes de gestion et d'accès 
des zones de communication peuvent être adaptés à chaque réalisation et ne sont 
pas précisés. 
Les rapports entre deux correspondants pourront se schématiser ainsi 
Le correspondant A érœt des directives (ou des informations) que le correspon-
dant B peut récupérer dans sa zone de carmunication avec le ni veau inférieur, 
et réciproquement. 
Directives ! 
Directives ~ ~ Directives ~ a 
• 






..... c=::l ~ 
.__ 
, .::;t a c::::J r:::r 
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Les directives peuvent être divisées en deux classes 
- La première comprend les directives associées directement au transfert 
de texte. Elles sont là pour contrôler l'exactitude, et pour replacer 
(éventuellement} la partie de texte à sa place dans l'ensemble du texte. 
Le texte étant indépendant du niveau de protocole, c'est la classe 
des variables globales. 
La deuxième est constituée des mécanismes particuliers permettant la syn-
chronisation entre les deux correspondants. C'est une partie du cont~e 
d'exécution du protocole : elle cons ti tue les variables locales. Ces der-
nières n'apparaissent pas aux autres niveaux, sauf . peut être les variables 
utilisées pour les réveils, lorsque le contrôle passe à un autre niveau (au 
dessus ou en-dessous} . 
On pourra donc exprimer les traitements relatifs à ces directives 
dans un langage à structure de bloc type AI.illL. Les directives étant synthé-
tisées par un mném:>nique sui vi d'un certain nombre de pararrètres. 
Les changements d'états et les évènements associés aux transitions 
étant représentés sous forme de graphe. 
Pour illustrer ce qui précède, nous allons prerrlre un exemple tiré 
des spéci;fications de la station de transport CYCLADES type II [CYC- 5 J : 
ouverture et fermeture d'un flot. 
FL-INIT 
(demande de création 
d'un flot} 
FL-TERM 
(demande de fermeture} 
/FL-ID/Sl, S2, S3/P2, P3 
FL-ID : identificateur du flot 
SJ indique si le service "J" 
est demandé 
PJ paramètre d'initialisation du 
service "J" 
Services : l contrôle d'erreur 
2 contrôle de flot 
(P2 = table maxi de lettr~ 
3 adressage réduit (P3 : 
diminutif 
/FL-ID/RAISCN 





D 1 OUVERI'URE El' DE Fm1EIURE D 1 UN FIOr 
Demande de 1 1 abonné 
(envoi de FL-rnrr) 
Demande de 1 1 abonné 
(envoi de FL-miT) 
Reveil ou desaccord 
Réception de FL-TERM 
Réception de 
FL-rnrr 
Finou 0 Erreur grave • 3 








4.5. - PROTOCOLE FRONTAL- ORVINATEUR VE TRAITEMENT 
4 • 5 • 1 • - HYPOI'HESES DE :81\SE 
------------·-
Pour utiliser, à partir d'un frontal, les services d'un ordinateur 
de trai terrent connecté à lui, deux cas sont à considérer 
- l'ordinateur supporte, sur la ligne de transmission, les entrées aux ser-
vices qu'il offre. 
En ce cas, le frontal doit simuler ces entrées, c'est-à-dire s'adapter 
au protocole existant. 
Exemple : Dans le cas d 1 un service de trai taœnt par lots, il peut simuler 
le comportement des terminaux d'une station d'accès à distance à ce servi-
ce. 
- l'ordinateur ne supporte pas d'entrées aux services sur la ligne. 
On doit alors construire de toutes pièces un protocole d 1 accès pour 
faire dialoguer le frontal avec l'ordinateur de traitement. 
Un prograrrme (P) se déroulant parallèlement au systèrœ d'exploita-
tion de l'ordinateur gèrera ce protocole et se chargera d'interfacer les 








On suppose qu'on se trouve dans ce dernier cas. C'est-à-dire qu'il 
faut construire un protocole pour accéder les services de 1 'ordinateur de 
trai terœnt. 
On suppose également qu'il existe, en mêrœ te.nps que la ligne de 
transrrùssion reliant les deux ordinateurs, une méthode d'accès gérant cette 
ligne et penœttant d'envoyer des infonnations, via cette ligne, à un pro-
gr arme se déroulant dans 1 'ordinateur de traitement. 
4 • 5 • 2 • - CONSTRUCI'ION DU PROI'OCOIE 
-------------------------
Les échanges entre le frontal et 1 'ordinateur de traitement s'effec-




Cœmunications de "trains d' infonnation" sur la ligne de transmis-
sion avec pour support une procédure de transmission : 
C'est la méthode d'accès du système d'exploitation qui les gère. 
Premier ni veau de protocole qu'on appellera "Service de camrunica-
tion par paquets" . 
Il s'agit des services généraux au niveau des échanges entre le 
programme (P) et son homologue dans le frontal. 
Echanges proprement dit entre un service particulier (ou une 
entrée à ce service) parmi les services offerts de l'ordinateur de 
trai terœnt et un utilisateur du frontal. 
Il font l'objet d'un deuxième niveau de protocole 
d'accès au frontal" (PAF) 
"le protocole 
1 PREMIER NIVEAU 1 
Ce protocole très simple peut se schématiser CCIIIIe suit 
SRV LG Texte du paquet 
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SRV définit ce que le programne (P) doit faire du texte qui suit. C'est 
l'en-tête de contrôle. 
~le - Trace du paquet demandée 
- Acqui tt.e.Iœnt du paquet dana.ndé 
- Echo dana.ndé 
- Ccmuandes sans texte propre au prograrrme {P) 
LG est la longueur du texte 
1 DEUXID1E NIVEAU 1 
De nombreuses possibilités s'offrent à nous pour ce protocole 
d'échange entre "interlocuteurs", c'est-à-dire entre utilisateurs et 
services. 
Pour faciliter le choix, on établit les conventions sui vantes. De 
ces conventions découleront la structure des élérrents échangés. 
1 °) Dans un même paquet, on peut rœttre plusieurs élérœnts de protocole. 
Le. ut o.J.oM né.c.U.6cU!œ.. d' ùu:UqueJt .ta. f.ongue.Wt de. c.ha.que. Ué.me.n.t da.Yl..6 
.e.' e.n-tU.e. de. c.e..ttU.-u. 
2°) Pas de trafic parallèle pour les acquittanents. 
On .tu indue. da.Yl..6 .tu e.nvoi-6 c.oWta.n.t-6. 
3 o) Pas d'acquittement systématique au coup à coup. 
On a.dme.t une. a.n.tiupa.tion da.Yl..6 .tu e.nvoi-6 e.t on doit oJtdonneJt f.e..6 me..6.6a.-
gu. 
4 °) Pas d' acqui tterœnt négatif. 
On ut a.me.né. à a.c.qtUtteJt .te. deJtn.ieJt é.lé.me.n.t Jte.ç.u da.Yl..6 l' oJtdJte.. 
5°) Contrôle d'erreur et de flux optionnels. 







Les paramètres nécessaires sont alors 
Identification de 1' interlocuteur, c'est-à-dire : 
-l'utilisateur dans le cas des échanges Ordinateur 7 Frontal 
- le service (ou l'entrée dans le service) dans le cas des échan-
ges Frontal 7 Ordinateur. 
Longueur de 1 'élérrent de protocole. 
On regroupe dans ce paramètre les informations de contrôle : 
- ouverture, fermeture, contrôle d'erreur, contrôle de flux 
demandés. 
- "A'ITENTION" de la part d'un tenninal. 
- "A vous" (ou déblocage du clavier) de la part du service. 
- Crédits accordés, c'est-à-dire place disponible chez le récep-
teur en nombre de messages. 
Référence du dernier message reçu correct.errent. 
Référence du message transporté dans l'élément de protocole 
On peut schématiser un élément de protocole a:mne suit 
IDENT CI'RL REF-ACK REF-MSG Texte du message 

CHAPITRE V 
CONCEPTION GLOBALE VU CALCULATEUR FRONTAL 
Ce chapitre met en relief les idées fondamentales qui ont présidé 
à la conception du frontal réalisé. 
Après avoir défini le rôle que nous assignons au frontal dans un 
environnement télé-informatique, nous en déduisons les fonctions hiérarchi-
ques nécessaires gu' il doit assurer. Partant de cette analyse, nous indiquons 
le méthodologie que nous avons sui vie pour construire le logiciel et qui nous 
a conduit à une architecture "structurée" et flexible du système. 

5.1. - ROLE VU FRONTAL 
5. 1. 1. -Rappel d~ objeQti6~ 
5. 7.2. -La 6onQtion globale du 6~o~tal 
5.1.3. - L~ 6onQtio~ palLÜQui.lè.Jt~ d'aQQè.~ aux Jt~~OWI..Q~ 
5. 1 • 3. 1 • - L' aQQè.~ aux Jt~~ OWI..Q~ du Jté..o eau 
5. 1. 3. 2. - L' aQQè.~ aux Jt~~oWI..C.~ du ~ile 
5. 1. 4. - Synoptique d~ 6onQtio~ né.Q~~cWr.~ 
5.2. -ARCHITECTURE VU LOGICIEL 
5.2. 1. -La notion de "maQrune" 
5. 2. 2. - 0JtgarU.6ation gé.né.Jtale de la maQhine "6Jton;tai." 
5.3. - L'EXEMPLE VE LA MACHINE VE COMMUNICATION 
5.3.1. - La v.L:s,Lon d~ "~eJtveuM" 
5.3.2. - L'aJtQhiteQtWI..e ,[nteJtne 
5.3.2.7. -Le n,{_veau teQhnolog,Lque 
5.3.2.2. - La maQrunr - inteJr.Jtuption 
5. 3. 2. 3. - L~ maQrune~ de t!ta~m.L:s~,Lo n 
5. 3. 2.4. - L~ maQrun~ de g~tion d~ t!ta~m.L:s~,Lo M 
5. 3. 2. 5. - L~ maQrun~ de g~tion d~ pJtotOQOl~ 
5. 3. 2. 6. - La boUe aux lett!t~ 
5.3.3. - Flexib~é. et exte~ib~é. de la Jté.~ation 
5.3.3. 1. - Flexib,Llilé. 
5.3.3 2. - Exte~ib~é. 
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5. 7. - ROLE VU FRONTAL 
5.1.1. - RAPPEL DES OBJECTIFS 
Considérons la. situation d'un site (type centre de calcul), dispo-
sant d'un ou de plusieurs ordinateurs locaux, vis à vis d'un réseau d'ordi-
nateurs externe (type CYClADES). Sur le réseau de mêrre que sur les ordina-
teurs locaux pré-éxistent un certain nombre de services - nous entendons ici 
des services macroscopiques (services "visibles" au niveau des utilisateurs) 
tels que services de temps partagé, services de traitement par lots etc .•. 
Par ailleurs, un certain nombre de terminaux sont raccordés soit à ces ordi-
nateurs locaux (tenninaux locaux), soit au réseau d'ordinateurs (terminaux 
distants) . 
L'objectif est alors de peLmettre (cf. 1.1.2.3) 
1 -Aux terminaux locaux d'accéder aux services distants disponibles sur le 
réseau. 
2 - Aux terminaux distants connectés au réseau d'accéder aux services locaux 
disponibles sur les différents ordinateurs du site. 
3 - Au tenninaux locaux d'accéder indifférernrent aux di vers services locaux 
offerts par les ordinateurs du site. 
La première idée qui vient à l'esprit consiste à employer une métho-
de brutale. Les objectifs 1 et 2 peuvent en effet être réalisés par connexion 
directe de chaque ordinateur local au réseau externe, ce qui nécessite l' intro-
duction de tous les logiciels d'accès au réseau sur chacun de ces ordinateurs 
locaux [CYC-10]. Puis l'objectif 3 peut être atteint soit avec une connexion 
par couple des ordinateur locaux, ce qui nécessite autant de logiciels de comr 
munication particuliers qu'il existe de couples, soit par la définition d'un 
réseau local complet. Ces solutions ne peuvent être satisfaisantes dans la me-
sure où elles engendrent rapidement une multiplication des logiciels avec une 
grande dispersion des efforts et de nombreuses duplications. 
Notre concept de frontal simplifie considérablement les problèmes. 
Il consiste en effet, à interposer un mini-calculateur d'une part entre chaque 
ordinateur local et le réseau, d'autre part, entre chaque couple d'ordinateurs 
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locaux. Bien entendu, ce mini-calculateur est unique. Il concentre les logi-
ciels de communication avec le réseau et les logiciels de camrnunication avec 
chaque ordinateur local, et est utilisé : 
par chaque ordinateur local en frontal du réseau, 
- par le réseau en frontal de chaque ordinateur local, 
- par chaque ordinateur local en frontal des autres ordinateurs locaux. 
La superposition de ces fonctions frontales au niveau du mini-calcu-
lateur définit un service frontal "orientable", qui généralise la notion clas-
sique de frontal "orienté" depuis une série de terminaux vers l'accès à un or-
dinateur [ GEN-6 J • Cette méthode présente l'avantage de centraliser les efforts 
de programmation dans le frontal plutôt que dans les ordinateurs à connecter, 
oü sont minimisés les investissements logiciels. 
5. 1 • 2 • - LA FONcriON GLOBALE DU FRONrAL 
------------------------------
Le frontal doit offrir les rroyens de rœttre en relation les tenninaux 
qu'il connaît avec les services qu'il connaît (fig. 1). Tous les services-
ou programmes d'application - considérés sont réalisés hors du frontal alors 
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Un service peut Iœttre en jeu différents types de tenninaux ou d'or-
ganes périphériques (type conversationnel, type lecteur de cartes, type inpri-
mante etc ... ) . A chacun de ces types de tenninaux correspond une entrée dans 
le service. Par exemple, un service de traitement par lots disposera générale-
Iœnt de 3 entrées, l'une pour la console-opérateur, l'autre pour un lecteur de 
cartes, et la troisièrœ pour une irrprirnante. Par suite, le frontal doit, plus 
précisément, penœttre de "connecter" un terrn:j_nal à une entrée fonctionnelle 








entrée fonctionnelle \ 











Vis à vis de l'ensemble des terminaux, le frontal joue un rôle de 
serveur virtuel qu' il remplit en gérant les accès aux terminaux et aux ser-












ccès à rentrée 
fonctionnelle 










' ...... .......... 
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Remarquons que fonctionnellerœnt, pour le frontal, un "terminal" 
et une "entrée fonctionnelle d'un service" constituent des entités logiques 
de même nature. Il leur offre des voies de communication non pas permanentes 
mais établies~ sur:' :la 'base de "sessions" • L • établisserœnt et l' exploi tatien 
de ces sessions varient selon les entités terminales impliquées et leur loca-
lisation physique (cf. 5.1.2) mais le scénario de base derœure invariant. 
L'établissement d'une session consiste à réserver, pour la durée de la session, 
un certain nombre de ressources appropriées telles que tampon-mémoire, voies 
logiques, capacité de traitement etc ... L'établisserœnt d'une session doit éga-
lement conduire à un accord, éventuellement implicite, entre les entités ter-
minales sur la signification et la syntaxe des données échangées, la nature 
de la voie de ccmnunication utilisée (sirnplex,"half-duplex"ou "full-duplex") 
et la méthode de contrôle du flot sur cette voie. L'exploitation proprement 
dite est constituée par les transferts effectifs avec des procédures de conver-
sion de données, contrôle de flot et récupération d'erreurs respectant les rè-
gles définies lors de l'établissement de la session. 
5 .1. 3. - LES FONCI'IOOS PARTICULIERES D' ACCES AUX REssaJRCES 
---·-----·----------------·-- ----------·--·-------
Les ressources à atteindre sont du type "terminal" ou "service". Les 
fonctions que doit assurer le frontal se déduisent de l'analyse des moyens 
d'accès à ces différentes ressources. Ces dernières sont de deux classes diffé-
rentes selon qu'elles sont si tuées sur le si te mêiœ ou en un autre point du ré-
seau. 
5.1.3.1. - L'accès aux ressources du réseau. 
L'architecture du réseau CYCLADES (cf. 2 . 3) et des protocoles de 
communication qui y sont utilisés (cf. chap. IV) conduisent à assurer succes-
siverœnt les fonctions réseau suivantes (fig. 4) 
- ~gg§§_~g_§gry!gg_gg_g~g~t!Qn : 
Le frontal doit gérer sa connexion,selon l'une des procédures de transmission 
offertes, à l'un des noeuds du réseau de commutation de paquets CIGALE et res-
pecter l'interface d'échange par paquets avec ce réseau [ CYC-2 J . Ainsi le fron-
tal T1600a successivement été raccordé au MITRA 15 noeud de GRENOBLE selon 
une procédure de transmission 'IMM-UC "half-duplex" puis "full-duplex" (cf.3 .2 .3) 
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- accès au réseau CYCLADES 
------------------------
Le frontal doit pouvoir échanger des informations avec les entités 
adressables du réseau possesseurs des ressources qu 1 il veut atteindre : les 
abonnés distants. Pour ce faire, il doit posséder une Station de Transport 
( ST) lui assurant un service de transport d'informations entre Abonnés du ré-
seau (AB). [CYC-4, CYC-5]. 
- ~22~ê-~~-E§êêQ~2§ê_~§~~1§ê : 
L1 accès à des services-réseau par les appareils du site nécessite la 
présence sur le frontal d 1 au rroins un Abonné-client capable de contacter les 
abonnés-serveurs distants pour connecter les terminaux aux entrées-fonction-
nelles des services désirés. Il peut y avoir un abonné-client par terminal 
local - solution retenue pour le concentrateur CYCLADES MITRA 15 (cf.1.1.2.2)-, 
ou un abonné-client unique concentrant tous les terminaux usagers locaux -
solution retenue pour le frontal T1600- Parallèlement, l 1offre au réseau de 
services locaux nécessite la présence d 1autant d 1Abonnés-serveurs qu 1il est 
offert de services. Ces abonnés serveurs jouent le rôle de serveurs virtuels 
vis à vis du réseau alors que les services réels sont localisés sur les ordi-
nateurs du si te connectés au frontal. Les prises de contact entre ces deux 
types d 1 abonnés doivent être confonnes au protocole 11Client-Serveur 11 [CYC-6]. 
Par ailleurs, les échanges de données doivent respecter le Protocole d 1Appa-
reil Virtuel (PAV) en vigueur qui standardise le format des échanges entre 
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La localisation de ces fonctions-réseau sur le frontal évite leur 
duplication sur chaque ordinateur local, rendant plus rapide et noins coûteuse 
la connexion d'un nouvel ordinateur au réseau, ou la modification d'un niveau 
de protocoles sur le réseau (cf. passage d'une station de transport type 1 à 
une station type 2 sur CYCLADES).L'optimisation est ici réalisée au niveau de 
la répartition physique des fonctions logiques,qui restent identiques quel que 
soit le mode choisi pour le raccordement d'un ordinateur au réseau. 
5.1.3.2. -L'accès aux ressources du site 
Ces fonctions dépendent largement de 1 ' "errplacerrent" des ressources 
par rapport au frontal. Nous pouvons toutefois distinguer 3 types de fonctions 
locales à assurer : 
- ~~~~ê-~~~~~~~ê-~ir~!;~!;-~~~téê : 
Le frontal doit gérer la connexion de 1 'appareil, qui peut être un tenninal 
ou un ordinateur (fig. 5). Cette fonction est plus ou noins c~lexe selon 
la nature de la liaison (avec ou sans modem, synchrone ou asynchrone,avec ou 
sans procédure de transmission etc ... ) et le type de l'appareil ( tenninal 
standard ou non, tenninal plus ou rroins intelligent etc ... ), 
Connexion .,_ _ __ ? __ _.J 
fonction locale 
Figure 5 
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Ces terminaux sont connectés à un ordinateur qui est lui-même connecté au 
frontal. Généralerrent le systèrre d' exploi tatien d'un ordinateur ne possède 






Pour pallier cet inconvénient, nous avons développé un Protocole d'Accès au 
Frontal (PAF) permettant aux terminaux de l'ordinateur connecté d'accéder au 
frontal corrme tout terminal directement connecté (cf. 4. 5 • , TECH-1) . Un pro-
gramme (de niveau utilisateur et écrit en FORTRAN par exemple) de l'ordinateur 
connecté cammunique avec le frontal selon ce protocole et est chargé d'inter-
facer les terminaux réels (fig. 6) • Ce protocole, inspiré mais sous une fonœ 
très simplifiée du PAV(cf. 5.1.3.1), est identique pour tous les ordinateurs 
locaux connectés au frontal. Les services-réseau et les services locaux si-
tués sur d'autres ordinateurs du site apparaissent aux terminaux comme offerts 
par le frontal. 
-~r-- ----- -----------1 
ORDINATEUR 
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services locaux \ 








Ces services locaux sont si tués sur les ordinateurs du si te directerœnt connec-
tés au frontal. Deux cas sont alo:ts à considérer : 
1 °) ou bien, l'ordinateur local supporte, sur la ligne de transmission le re-
liant au frontal, les entrées au service qu'il offre. En ce cas, le fron-
tal doit simuler le comportement des entrées voulues, c'est-à-dire s'adap-
ter à uh Protocole d'Accès à l'Ordinateur (PAO) pré-existant (fig. 7). Il 
peut simuler, par exemple, le comp:>rterrent des terminaux (console-opérateur, 
lecteur de cartes et imprimante) d'une station éloignée d'accès à un servi-
ce de traitement par lot. 
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Ainsi, cette simulation a été facilement réalisée pour l'accès au 
service de traitement par lots du P1175. En effet, son système d'exploi-
tation supporte ce type de stations éloignées sur la ligne mul ti point 
reliant le P1175 au frontal (cf. 3.2.2.), chaque entrée fonctionnelle du 
service étant représentée par une adresse sur cette ligne. Le seul incon-
vénient est de devoir accepter une taille des messages transférés,imposée 
par le système hôte, ceci pouvant représenter une forte charge pour le 
frontal (particulièrement pour la réception des listes d'imprimante par 
blocs d'environ 1/2 Koctets). 
Cette méthode est également utilisable dans le cas de liaisons point 
à point, selon la procédure 'IMM.-RB, avec des ordinateurs du type 10070 
ou IRIS 80. Le rrultiplexage des tenninaux de la station est cette fois 
1 
réalisé logiquement au ni veau de la procédure de transmission ['lECH-3 J • 
Il en va de mêrre pour une liaison avec un IIM 360 sous OS.MVT. Le système 
de communication HASP rrultileaving est alors capable de supporter sur 
la ligne de transmission plusieurs "stations de travail" canportant cha-
cune des lecteurs de cartes, perforateur de cartes, imprimantes et tenni-
naux interactifs [ARP-7 J • 




































2 o) ou bien, 1 1 ordinateur local ne supp::>rte pas d • entrées au service sur cette 
ligne de transmission. Il s•agit en ce cas de construire de toutes pièces 
ce protocole d 1 accès à l 1ordinateur. Un programme, parallèle au système 
d • exploitation, gère ce protocole sur 1• ordinateur hôte et se charge d • in-
terfacer le service désiré. Pour le frontal, le problème reste inchangé par 
rapp::>rt au cas précédent. La mise en oeuvre de cette méthode sur l 1ordina-
teur hôte,plus coûteuse que la précédente, est largement fonction des faci-
lités offertes par son système d 1 exploitation. Elle présente cependant le 
grand intérêt de permettre au frontal denaîtriser oamplètement les trans-
ferts d 1 information (taille des messages, choix de la méthode de contrôle 
de flot etc ... ) 
Nous avons primitivement employé cette méthode p::>ur accéder au ser-
vice de traitement par lot du Pll75 sous une version antérieure du système 
d 1 exploitation qui ne permettait pas l 1accès à distance. Le programme gé-
rant le protocole P.A.O. sur le Pll75 soumettait au service les fichiers 
cons ti tttés à partir des entrées fournies par le frontal. Ce procédé est 
facilement réalisable sur tout système où il est possible de lancer un 
11 jOb11 à partir d •un autre programrne (généralement par 1 1 intennédiaire d •un 
fichier). Par contre la récupération des listes d 1 imprimante correspondan-
tes avait nécessité une modification du système d 1 exploitation. Enfin, il 
n • était rnêiœ pas envisageable de 11 détourner 11 une entrée console-opérateur 
pour le contrôle des travaux lancés depuis le frontal. 
La méthode continue à être employée p::>ur des services 11 édition de 
textes .. et 11 transferts de fichiers .. crées de toutes pièces sur le Pll75. Ces 
services sont réalisés au niveau de programmes utilisateurs Pll75, dialo-
guant avec le frontal selon un protocole P.A.O., et interfaçant le système 
de gestion de fichiers du Pll75. Ceci permet d 1 avoir sur le site un système 
unique d 1 édition de textes et de gestion de bibliothèques, accessible depuis 
tout point du site (cf. Chap. VII). 
5. l . 4. - S~QIT!Ç}l~U2:g;ê_!:QtiQ!:~gjê_~SSAI~§. 
Un exemple de réalisation peut être schématisé par la figure 8. Il cor-
respond au prototype - récemment passé en exploitation - réalisé dans le cadre 
de la présente étude au Centre de Calcul de l 1 Ecole des Mines de Saint-Etienne 
(cf. Annexe l). Ce modèle est facilement extensible et les chaînes d 1 accès aux 
entités terminales (terminaux et services) peuvent être encore di versifiées. 
accès réseau t 
Abonné-client 
accès locaux l 
Terminaux du Tl600 
tenninaux et services du réseau 
connexion à CIGALE 
Station de · Transport 
Protocole d'Appareil Virtuel 
ca.r.mATEUR 




Tenninaux et services 





5.2. -ARCHITECTURE VU LOGICIEL 
Nous nous intéressons dans ce paragraphe aux concepts de base retenus 
J;X)ur la conception du logiciel du frontal et qui nous ont conduit--:: à le ccrrpar-
tirrenter en ni veaux successifs bien distincts [ GEN-1 , SYS-4 J • les détails d' im-
plémentation pratique, fonctions du matériel - et d'autres choix éventuellement 
discutables - sont envisagés au chapitre suivant. 
5.2.1. - g_ti_q_I']QI:!_Djt~~fi~ 
Le frontal est essentiellement non-programmable par l'utilisateur gui 
s'en sert came d'une "boîte noire" dans laquelle il n'a jamais à intervenir. A 
ce niveau, il est suffisant d'indiquer que le tenre "utilisateur" recouvre toute 
entité "connectée" au frontal et gui en utilise les services : le réseau, un or-
dinateur local, un usager à son terminal etc. . . Nous dirons gue ce frontal est 
une machine aux fonctions strictement définies et limitées. 
La conception de tout le logiciel re.J;X)se sur cette notion de machine 
que nous pouvons définir de la manière sui vante : 
Une machine est un ensembLe fonctionneL spéciaLisé dans l'exécution 
d'une fonction (pLus ou moins complexe). Toute machine se situe à un niveau 
hiérarchique donné. ELZe reçoit des commandes des machines de niveau supérieur 
et Zeur signaLe des évènem~nts. Pour exécuter ces commandes~ eZLe peut elZe-
même adresser des commandes aux machines de niveau inférieur dont elLe est éga-
lement susceptibLe de recevoir des évènements. Enfin~ eLLe est de nature séquen-









Chaque machine possède un filtre en entrée pour contrôler la validité 
des commandes reçues et se protéger d'un mauvais fonctionnement éventuel des 
machines environnantes. Toute commande invalide est rejetée. Il en va de même 
pour les évènements non reconnus qui sont détruits. Une cœroan.de déclenche à 
l'intérieur de la machine commandée un mécanisme d'exécution dont le résultat 
est attendu par la machine origine de la corrrPande. Ce résultat peut lui être 
fourni de manière synchrone par un canpte rendu irrrnédiat - carmande exécutable 
ou non, cornrœnde exécutée, valeur de l'état observé, etc ••. - ou lui être trans-
mis de manière asynchrone par un canal évènement. Par contre un évènement peüt 
entraîner ou non une réaction de la part de la machine réceptrice : il peut être 
ignoré, être :rnérrorisé, être traduit puis répercuté au ni veau supérieur ou déclen-
cher en retour une nouvelle commande. La machine qui signale un évènement n'en 
attend aucun résultat. 
I.Drsqu • une machine réalise une fonction canplexe, elle peut elle-rnêlœ 
renfermer des machines plus élémentaires réalisant chacune un sous-ensemble de 
la fonction. Ces machines élémentaires s'ignorent et évoluent parallèlement au 
mêrœ niveau, sous le contrôle d •un aiguilleur interne à la machine englobante, 
lorsque la fonction globale est l'union de fonctions indépendantes de même ni-
veau (fig. lo-a). Elles coopèrent, en propageant une action à des niveaux hié-
rarchiques internes successifs, lorsque la fonction globale se décompose en une 
série de fonctions élémentaires successives (fig. lD-b). Ces machines élémentai-
res sont inconnues hors de la machine englobante. 
0 0 · 0 
+ + 
Fl F2 
y ~ t 
,~ () ,~ 














F = fl . f2 • f3 
lo-b 
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Une fonction élémentaire peut être commune à plusieurs fonctions indé-
pendantes. Dans ce cas, elle est réalisée par une seule machine réelle - c'est-
à-dire physique - sur laquelle sont multiplexées autant de machines virtuelles 
- c'est-à-dire logiques - que nécessaire. 
L'ensemble des ccmnandes offertes par les machines d'un ni veau donné 
constitue un langage de prograrrmation de ces machines qui est offert au ni-
veau supérieur. Chaque ni veau interprète le langage qu'il a défini pour le 
niveau supérieur. A rœsure que l'on rerronte vers les niveaux hiérarchiques les 
plus élevés, ces langages offrent des commandes - ou instructions - de plus en 
plus puissantes (cf. 5. 3 . ) . Corollairement, cette rercontée dans les ni veaux 
s' acccmpagne de ce que D. L. PARNAS [ SYS-4 J nornœ une "perte de transparence" 
par rapport aux ni veaux inférieurs. Ce qui veut dire que panni les actions qu'il 
est possible de déclencher par programmation d'un niveau donné, certaines de ces 
actions ne peuvent plus être déclenchées par prograrrmation du ni veau supérieur. 
5. 2. 2 . - 0 ffiANISATIOO GENERALE DE IA MACH:rnE "FRCNTAL" _________________ , ________________ _ 
Pour jouer son rôle de serveur virtuel (cf. 5 .l. 2) le frontal dispose 
d'une machine "serveur" par service accessible. Ces machines "serveurs" sont 
logiquement indépendantes et évoluent en parallèle, chacune gérant ses propres 
usagers. Les usagers du type tenninaux - et en particulier l'opérateur - peu-
vent passer d'un serveur à l'autre par l' intemroiaire d'un serveur "camD.Ita-
teur" capable de conrnuniquer avec l'ensemble des autres serveurs. Les services 
réels n'étant généralement pas directement réalisés sur le frontal, chaque ser-
veur est chargé d'établir, de contrôler puis de fermer les voies de communica-
tion entre les terminaux et les entrées f?nctionnelles du service qu'il repré-
sente. Ces terminaux et entrées fonctionnelles sont uniformément désignés sous 
le terme d'unitéssymboligues. Les accès à ces unités symboliques étant généra-
lement complexes, les serveurs sont totalement déchargés de leur gestion. Ils 
utilisent pour cela une machine "calculateur étendu" qui offre un sur-ensemble 
des possibilités de base du Tl600 (fig. 11)· 
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SERVEURS 
;, r~------.... ~ .. ------~  
-5]-- --- -----_______ ---------GJ-- __ niveau 2 
des instructions de base 
+ 
des carmandes évoluées 
calculateur étendu 1-- --niveau 1 
~------------------------------
les instructions de base 
~tériel 
_ _ _ .__ _____ c_al_ cu_ l_a_t _e_ur __ d_e_ bas __ e_______ __.l ! --- niveau 0 
Figure 11 
Le calculateur de base est commandé par l'intermédiaire des instruc-
tions appartenant au code d'ordre du T1600 et exécute des fonctions de cornr 
plexi té variable (transferts entre registres, entre registres et mérroire, 
opérations de tests, d • entrées/ sorties sur le bus, allocation de l'uni té cen-
trale entre les tâches etc ... ) . Les fonctions du type instructions de base 
sont elles-mêmes décomposées en fonctions plus élémentaires exécutées par des 
machines internes spécialisées (processeur mémoire vive, esclave d'entrée/ 
sortie etc ... ) commandées par des micro-instructions. Ce calculateur de base 
signale des évènernentsdu type : interruption matérielle, progression du comp-
teur ordinal d • instructions, posi tionnernent d • indicateurs (par exerrple, pour 
indiquer l'occupation d'un organe périphérique à la suite d'une instruction 
SIO) etc .. o 
L • objectif du calculateur étendu est d • offrir, par logiciel, un cer-
tain nombre de fonctions supplémentaires complexes et d'utilisation fréquente. 
Ainsi, pour un calculateur T1600 ne disposant pas de l'option "scheduler micro-
progranmé", il aurait été intéressant de construire une machine logicielle 
"gestionnaire de tâches" offrant des cc:mnandes de synchronisation entre tâches o 
Dans notre cas, ce calculateur étendu offre aux serveurs : 
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- l'ensemble des fonctions du calculateur de base dont certaines sont exclues 
(perte de transparence) : cornnandes directes d • entrée/sortie sur le bus par 
SIO, camrnandes d'accès au bus général par BIO etc •.. 
- les fonctions évoluées suivantes : 
• émission/réception d'un message vers/à partir d'une unité symbolique 
(cf. 5. 3). 
. gestion dynamique de la mérroire principale (avec obtention de tampon-
rnérroire à la demande) 
gestion d'une mémoire auxiliaire sur disque (avec diverses méthodes de 
stockage temporaire) 
. gestion de files d'attente 
. gestion de réveils 
• fonctions élémentaires diverses (décalage, transfert, transcodage de 
zones d'octets, positionnement de bits dans une file de bits etc ..• ) 
Ces possibilités du calculateur étendu facilitent grandement l'intro-
duction de tout nouveau serveur. 
Les serveurs sont di vers et de ccmplexi té variable : 
- service de corrmutation et d • entrée dans le système ( 11ILGGER11 ) 
- concentrateur de terminaux client de CYCLADES 
-serveur sur le site du traitement par lot du P1175 
- serveur 11 éditeur de textes du site 11 
- serveur 11 transfert de fichiers 11 sur le site 
- serveur de l'APL local sur CYCLADES (en préparation) 
- serveurs spécifiques d'accès à des programmes utilisateurs particuliers sur 
le P 1175 : 
• acquisition de données sur ruban papier 
. visualisation de courbes sur écran graphique 
5.3. - L'EXEMPLE VE LA MACHINE VE COMMUNICATION 
Nous nous intéressons dans ce paragraphe à la rœ.chine la plus canplexe 
du calculateur étendu (cf. 5. 2. 2.) : la rœ.chine de camrunication, CO!Ip:)sant fon-
darœntal du logiciel du frontal .Nous rrontrons sur cet exemple cornœnt ont été 
mis en pratique les principes de construction du logiciel exposés au paragra-
phe 5. 2. Dans la sui te cette machine sera notée M: f.l\1 (pour rœ.chine 11Data Mana-
gement11). 
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5. 3. 1 • - IA VISION DES "SERVEURS" 
Les serveurs virtuels du frontal échangent des données avec les 
usagers et les services réels extérieurs qu'ils mettent en relation. La machine 
M:DM combine les fonctions de gestion et de contrôle des données et les fonc-
tions de transmission de ces données. Son but est d'isoler les serveurs du fron-
tal de tous les problèmes de communication liés à la localisation des usagers et 
des services réels à atteindre. Ces derniers sont représentés par des unités sym-
boliques auxquelles chaque serveur a des accès standards. Les particularités 
d'accès aux entités finales et les détails de transmission en résultant sont to-
talement à la charge de la machine M:DM (fig. 12). 
serveur 
.- ----- --- ----, 
, r --- - ----,• 
1 t .- - - - - - t 1 : 
accès standard aux uni tés symboliques 
machine de camrunication M:IM 
accès diversifiés aux entités réelles 
- les unités symboliques (notées SU) peuvent être classées en 
SU locales 
SU réseau 
Chaque SU corresp:md à un terminal local ou à une entrée fonc-
tionnelle d'un service local. Une SU locale est identifiée par 
un numéro unique choisi arbitrairement à la génération du système· 
Rappelons que sur le réseau, les échanges d' inforrration se font 
entre une "porte" d'une Station de Transport et une porte d'une 
autre station de transport, l'association de ces 2 portes consti-
tuant un "flot" (cf. ST type 2 chap. IV). Chaque porte est elle 
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même associée localement à un terminal ou à une entrée fonction-
nelle de service. Par suite, il existe des SU de type porte et 
des SU~de type flot. 
Les SU de type porte correspondent aux portes-réseau du frontal. 
Elles servent à recevoir du réseau (la porte émettrice pouvant 
être quelconque) et à initialiser un flot avec une porte de sta-
tion de transport distante. Une SU-porte est identifiée par un 
préfixe Cyclades (CYC) concaténé à un numéro local de porte (PT) 
CYC/ID-PT. 
Les SU de type flot correspondent aux flots existants, établis au 
préalable par l'intermédiaire d'une SU-porte. Une SU flot est iden-
tifiée par un préfixe CYCLADES (CYC) concaténé à un numéro local 
de flot (FL), attribué dynamiquerrent par M:r:M à l'ouverture du flot 
CYC/ID-FL. 
- La figure 13 schérratise l'environnement de la machine M:r:M 
SERVEURS 
() - fin d'envoi 
- OPEN/CLOSE 
- fin de réception - ATI'ACH/DETAŒ su 





- interruption d'entrée/sortie - SIO/BIO 
-positionnement d'indicateurs -acquittement de l'interrup-
tion d'entrée/sortie 
CALCUlATEUR DE BASE 
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Les corrmandes suivantes sont offertes aux serveurs 
OPEN/CI.DSE Pour 1' ouverture/la fenœture d'une SU. Ainsi 1 'ouverture 
d'une SU provoque l'initialisation d'une voie logique à 
travers la machine M:DM, l'activation des machines élé-
mentaires associées à cette voie logique et la réserva-
tion des ressources correspondantes notamment en tampon-
rnérroire. Les mécanismes d'ouverture et de fermeture sont 
de complexité variable selon les SU concernées. Dans les 
cas les plus complexes (SU-réseau) ils peuvent même con-
duire à des échanges d'information avec l'extérieur. 
ATI'ACH/DEI'ACH Pour 1 'attachement/détachement d'une SU à un serveur. L' atta-
chement penœt en particulier de répercuter jusqu'au serveur 
attaché un certain nanbre d'évènements, par exerrple une 
"ATI'ENTION" provoquée par un usager sur un tenninal interac-
tif ou encore l'indication d'une arrivée de message ou télé-
gramme non sollicités sur une SU-réseau. 
. READ/WRITE Pour 1 'échange de messages avec une SU. Bien entendu une tel-
le demande d'échange est macroscopique (c'est-à-dire du ni-
veau du serveur) et ne préjuge pas du tout du sens ni du nomr 
bre des échanges élémentaires auxquels elle peut donner lieu. 
Ainsi une commande READ peut provoquer une seule lecture phy-
sique, une succession de lectures, une alternance quelconque 
de lectures et d'écritures ou même ni lecture ni écriture (cas 
d'un simple transfert de tampon à tampon) . 
Ces corrmandes peuvent être paramétrées pour des fonctions spécifiques à cha-
que uni té symbolique, mais leur fonœ générale reste identique. 
Enfin, sous certaines conditions, la machine M:DM signale des évènements 
par un certain nanbre de rroyens standards, ces évènements pouvant être spécifi-
ques à certaines SU. I.orsqu' un serveur demande à la machine M: DM à être préve-
nu de certains évènements, il lui fournit en même terrps un rroyen par lequel lui 
passer ces évènements. Ainsi une ccmnande READ ou WRITE peut ou non indiquer 
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un noyen d'être prévenu de la fin de réception ou de la fin d'envoi. A la 
réception de cet évènement le serveur peut observer de manière standard le 
cœpte rendu d'exécution de sa corrmande (état de sa ma.chine M:CM pour la 
SU concernée) . 
5. 3 • 1 • - L' ARCHITECIURE INTERNE 
Comme nous l'avons mis en évidence au chapitre 5.1.3, l'accès aux 
unités symboliques est hiérarchisé. Cette hiérarchie est globalement consti-
tuée des 3 niveaux fonctionnels suivants : 
- un premier niveau permet d'accéder aux coupleurs utilisés par le frontal, 
- un second niveau permet d'accéder aux appareils raccordés à ces coupleurs 
par une ligne de transmission, 
- un troisième niveau permet d'accéder aux unités symboliques situées sur 
ces appareils. 
Cette hiérarchie est reflétée par les niveaux d'interprétation inter-
nes successifs de la ma.chine M:DM (fig. 14). 
5 . 3 • 2 .1. - Le ni veau technologique (ni veau 0) 
C'est le niveau primitif de notre construction, fourni par le ma.tériel 
du constructeur. 
commandes offertes 
- interruption d'entrée/ sortie, positionnement d' indi-
cateurs (pour coupleur libre, occupé, etc ..• )· 
instructions SIO (accès à l'esclave d'E/S). BIO (accès 
au bus général) . 
-reconnaissance du niveau de l'interruption produite, 
acquittement de cette interruption. 
5. 3. 2. 2. - La ma.chine-interruption (niveau 1.0) 
La ma.chine-interruption (M: IT) est chargée des relations de M:r:M avec 
le système matériel d'entrée/sortie. En particulier, elle gère cœplètement 
l'interruption d'E/S qu'elle démultiplexe en identifiant le coupleur originai-
re de l'appel. Elle détermine par ailleurs (cf. 6.3.1} si le niveau supérieur 
su 
READ ~ ~ WRITE Uni té de transfert de 1 'information 
1 Boîte aux lettres 1 
~e:Ud'attente ~ !§ ~ 1 1 ' ~ ~ 
-- ----------------------------------------1 
-- - --------- -.-·- -- -- -- - - - -- - --:. -- - --
message 
{M:GP} __________________ ,ooo o 
c::::J 
-- - _,- - -- ·- - - - - - - - - - ~ - - ..... - - - - - - -- - -_--~ Î - -:...!-_-::- ::: ~::: -1 élérœnt de protocole (bloc) 
---- - - - - - -- -~- - - - - - - - - - --- - - - - - î l 
1 
{ l·1:Gl'} 
-------J- -_ k -_-_-: : 1 élé:rœnt de procédure (bloc) 
{ 1:1:'IR} 










doit être activé immédiatement (coupleur de ligne synchrone rapide) ou si 
cette activation peut être différée dans le temps (coupleur de ligne asyn-
chrone lente) . 
- Evènements signalés 
- Commandes offertes 
interruption de tel coupleur d' E/S, posi tionnernent 
d'indicateurs 
SIO et BIO du niveau précédent 
Ce ni veau introduit une première perte de transparence pour le ni veau 
supérieur (cf. 5. 2 . 1) en ce qui concerne la prise en coopte et le trai ternent 
des interruptions. 
5. 3 . 2 . 3 . - Les machines de transmission (ni veau 1 . 1) 
Les machines de transmission (M:TR) gèrent chacune un type de coupleur 
d'entrée/ sortie, plusieurs machines virtuelles pouvant être Imil tiplexées sur 
une seule machine réelle dans le cas de coupleurs identiques. Une machine M: TR 
contrôle l'ensemble du support physique de transmission constitué du coupleur, 
du rrodem et de la ligne elle-rrêrœ. Pour une machine M: TR donnée, une certaine 
paramêtrisation du support est permise : transmission avec ou sans rrodem, type 
de rrodem, nature de la ligne (half duplex ou full duplex). Seul le coupleur a 
des caractéristiques fixées. Ces machines M:TR sont chargées d'émettre et de 
recevoir des blocs de caractère - généralement en mode caractère par caractère -
sans intervenir au niveau de la syntaxe ni de la sémantique de ces blocs. Elles 
assurent en outre des fonctions spéciales diverses (connexion, déconnexion des 
ensembles coupleurs/rrodems, armement de chiens de garde, trace de l'activité 
sur la ligne etc ... ) et détectent les erreurs dues au médium de transmission 
(défauts du rrodem, perte de synchronisrre, écoulerœnt de chiens de garde, alté-
ration des données avec code de redondance reçu non valide etc ... ) 
- connexion/déconnexion effective de la ligne 
- anomalies matérielles 
- réception d'un bloc de caractères 
- erreurs di verses en réception ( "tirre-out" etc ... ) 
- 148 -
- commandes offertes 
------------------
- connexion/déconnexion physique de la ligne 
- émission/réception de blocs 
- armement de chiens de garde 
Ce niveau introduit une transparence complète vis à vis du système 
matériel d'entrée/sortie du calculateur, des coupleurs utilisés et de leur 
mode de fonctionnement (mode bloqué ou mode-caractère) . 
- gestion d'un coupleur asynchrone half-duplex, mode caractère 
- gestion d'un coupleur asynchrone full-duplex, mode caractère 
- gestion d'un coupleur asynchrone multiplexé ( 8 voies) full-duplex, mode 
caractère 
- gestion d'un coupleur synchrone full-duplex, mode caractère 
- gestion d'un coupleur accès direct rném:>ire, mode micro-canal. 
5.3.2.4. -Les machines de gestion des transmissions (niveau 1.2.) 
Les machines de gestion des transmissions (M:GT) gèrent chacune l'accès 
à un appareil directement connecté (terminal, ordinateur ou noeud de raccorde-
ment à un réseau). Chaque machine M:GT est chargée des échanges de données avec 
un appareil connecté en respectant une procédure de transmission qui fixe les 
conventions d'échange à travers le médilllii de transmission. Cette procédure de 
transmission est simple si 1' appareil est un organe périphérique local (télé-
type, lecteur de cartes, imprimante, etc ... ) Elle se résume alors à la prise 
en compte de ses particularités physiques. Elle est plus complexe lorsque l'ap-
pareil est un ordinateur connecté par liaison téléphonique point-à p:>int ou mul-
tipoint. Dans ce dernier cas, les données doivent être insérées dans une enve-
loppe (en -tête et queue) définie par la procédure, et les échanges doivent être 
insérés dans le dialogue de procédure. La machine M:Gl' se charge en particulier 
de l'initialisation des statuts (maitre et esclave) sur la ligne, de l'acquit-
tement des transferts et des répétitions en cas d'erreur. Un échange de données 
corrmandé à une machine M: Gr se traduit alors par plusieurs échanges de blocs 
de caractères sur la ligne mais ces échanges sont transparents au ni veau supé-
rieur. 
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- appareil connecté/déconnecté 
- fin d'émission de données/réception de données 
- erreurs de transfert (après un certain nombre de 
répétitions) 
- commandes offertes 
-------·-·----·----
-connexion/déconnexion de l'appareil 
- émission/réception de donnée9 
Ce niveau introduit une transparence complète vis à vis du mode de 
raccordement aux appareils (liaison directe ou téléphonique, point à point ou 
multipoint, procédures différentes etc ... ). 
Remarque 
Dans le cas d'une liaison mul ti point avec un ordinateur, le frontal 
peut reconnaître un certain nombre d'adresses sur cette ligne (cf. chap. III). 
La rrachine M:GT qui gère la procédure de ligne est alors multiplexée en autant 
de rrachines virtuelles que d'adresses reconnues, chaque adresse se présentant 
au niveau supérieur comme un appareil. 
Exemple de machines M:GT réalisées : 
gestion de la procédure point à point 'IMvt-UC half-duplex 
gestion de la procédure point à point TMM-UC full-duplex 
• gestion de la procédure mul ti point ECMA-PHILIPS half-duplex 
gestion des accès aux organes périphériques directement connectés. 
5.3.2.5. -Les machines de gestion des protocoles (niveau 1.3) 
Les machines de gestion des protocoles (M:GP) gèrent chaetrrel'accès 
à une uni té symbolique si tuée sur un appareil connecté. Chaque machine M: GP 
est chargée des échanges de messages avec une unité symbolique en respectant 
un protocole de dialogue. Il s'agit ici des messages directement émis ou re-
çus par un serveur virtuel du frontal. Le protoco.le contrôle 1 'exploi tatien 
de la voie logique établie entre 1' uni té symbolique et le serveur. 
Ce protocole est très simple s'il s'agit d'un organe périphérique 
' 
local. Il se borne alors à écouler les demandes d'émission/réception du ser-
veur selon un séquencement strict (pas de recouvrement) avec une possibilité 
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d'interruption venant d'une unité symbolique de type terminal interactif 
("break" ou "attention" de l'usager). 
Ce protocole est un peu plus complexe dans le cas d'unités symboli-
ques si tuées sur un ordinateur directerœnt connecté. Ainsi, il peut consis-
ter à simuler (cf. 5. 1. 3 . 2) une console interactive, un lecteur de cartes ou 
une imprimante sur une adresse de la ligne mul ti point reliant le frontal au 
P 1175. Il s'agit alors de présenter (ou de recevoir) les messages sous une 
forme spécifique à l'appareil simulé. 
Dans le cas extrême de la gestion du protocole de transport CYCLADES, 
qui gère l'accès aux SU-réseau, la machine M:GP (Station de Transport cf. 
Chapitre N) est très ccxnplexe. Elle fait à son tour l'objet d'une décatlp)-
sition en machines plus élémentaire. Une machine (M:IR) interface le réseau 
de commutation de paquets CIGALE, au niveau des paquets échangés. Elle est 
utilisée par une série de machines de gestion de flots (M:FL) et de gestion 
de portes (M:PI'), à raison d'une machine par flot et d'une machine par porte, 
pour l'échange de lettres et de télégramœs avec les SU-réseau (portes et 
flots du réseau) . Les échanges de messages commandés à la machine M:GP se tra-
duisent alors par plusieurs échanges de données sur le réseau, avec éventuel-
lement fragmentation/réassemblage de ces messages sur une mémoire auxiliaire 
(disque) • Ces opérations intermédiaires sont transparentes au ni veau supérieur. 
- unité symbolique ouverte/fermée 
- fin d'émission de message 
- réception d'un message 
- erreurs de transfert (après un certain nombre 
de répétitions 
- "A'ITENTICN" sur un terminal/télégramœ du réseau 
- commandes offertes 
----------------
- ouverture/fermeture d'une unité symbolique 
- émission/réception de messages Qettres et télégrammes 
sur le ruseau) 
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Ce niveau introduit une grande transparence vis à vis de la locali-
sation (et donc de leur mode d'accès) des unités symboliques connues des ser-
veurs. Toutefois, cette transparence n'est pas canplète puisque nous n'avons 
pas intégré le Protocole d'Appareil Virtuel (PAV) CYCLADES dans la machine de 
communication. Cette intégration nous a semblé difficile à réaliser et aurait 
nécessité une extention générale assez lourde d'un fo:rmat "Appareil Virtuel" 
FOur l'ensemble des unités symboliques (et non plus sirnplerœnt FOur les unités 
symboliques de type réseau) . Le PAV est donc géré au niveau des serveurs du 
frontal lorsqu'il y a lieu. 
. gestion du protocole de transport CYCLADES 
• gestion du protocole d'accès au frontal (PAF) FOur les terminaux d'un ordi-
nateur connecté au frontal (cf. 5.1.3.2). 
• gestion des protocoles d'accès aux ordinateurs connectés (PAO) FOur des 
entrées du type lecteur de cartes, imprimante, console-opérateur, terminaux 
spécifiques à une application (cf. 5.1.3.2). 
• gestion des terminaux locaux au frontal 
5.3.2.6. - La boîte aux lettres (niveau 1.4) 
La machine de ccmnunication FOSSède au niveau supérieur une boîte aux 
lettres qui reçoit directement - après une première validation - les cammandes 
des serveurs. Cette boîte aux lettres est constituée en files d'attente où 
viennent s'approvisionner, en parallèle, les machines M:GP, l'approvisionnement 
étant séquentielle FOur une machine M:GP donnée. Les files d'attente - de type 
LlFO - sont constituées par uni té fonctionnelle (ou FU). A chaque unité 
symbolique peuvent corresFOndre : 
- 1 FU fonctionnant aussi bien en émission qu'en réception si la SU est du 
type half-duplex. 
- 1 FU fonctionnant seulement en émission (réception) si la SU est du type 
simplex réceptrice (émettrice) • 
1 FU émission et 1 FU réception si la SU est du type full-duplex. 
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Un mécanisme unique de tables permet de connaître la série des 
machines (M: GP, M: GT, M: TR) associées à une voie logique donnée. La figure 
15 donne un aperçu de l'effet multiplicateur introduit par ces niveaux d'in-
terprétation successifs quant au nombre des échanges induits par une seule 
corrrnande de transfert d'un serveur. 
5.3.3. -FLEXIBILITE ET EXTENSIBILITE DE LA REALISATION 
----------·-----------------·-----------·--------
5.3.3.1. -Flexibilité 
Nous entendons par flexibilité la possibilité de modifier facilement 
la réalisation d'une fonction existante (pour des raisons de coût économique 
par exemple) sans perturber le service offert. Cette flexibilité peut ici être 
mise en évidence à 2 niveaux : 
- Introduction de processeurs d'entrée/sortie spécialisés : L'architecture de 
la machine de communication facilite les oampramis entre logiciel et matériel 
pour la réalisation d'une fonction donnée. Or ces carpramis, qui dépendent de 
1 'état de la technologie à un instant donné, ne peuvent qu'évoluer dans le 
temps et particulièrement en faveur du matériel car la chute des prix dans 
le domaine des composants n'a pas d'équivalent dans le domaine du logiciel. 
En particulier pour le frontal, un gain considérable serait obtenu par la 
décentralisation, au niveau de processeurs périphériques spécialisés, de la 
gestion des transmissions de bas niveau. Par exemple 1 'introduction sur une 
ligne donnée d'un coupleur capable de fonctionner en mode bloqué (ou mode 
canal) permettrait de faire l'économie des traitements, par le processeur 
central, de chaque caractère échangé sur la ligne. Cela nécessiterait sim-
plement la modification de la machine M:TR correspondante dont l'essentiel 
de fonctions serait reporté au niveau matériel. L'introduction d'unités micro-
progranmées capables de gérer une procédure de transmission pour une ligne 
synchrone présente un intérêt encore plus évident. Ces unités seront même in-
dispensables pour les nouvelles procédures de transmission, type HDI.C [PR<r 2 J , 
normalisées par l'I.S.O., pour lesquelles la gestion s'effectue au niveau du 
bit et n'est donc pas envisageable au niveau logiciel. Le choix de la répar-
tition physique du contrôle d'une ligne - entre processeur central et proces-
seur périphérique - est possible par simple modification des machines M:TR 
et M:GT correspondantes. Nous pouvons mêrre dire que ces machines restent iden-
tiques sous un angle purement fonctionnel quelle que soit cette répartition. 
Seules sont modifiées les parts respectives du matériel et du logiciel dans 








































































-Modification d'une chaîne d'accès : Le changement d'un niveau intermédiaire 
dans l'accès à une unité symbolique est toujours possible. On peut vouloir 
utiliser une nouvelle procédure de communication plus fiable, plus rapide, 
ou adaptée à de nouvelles norrœs pour le raccordement à un ordinateur. Ain-
si pour le raccordement du frontal au noeud de Grenoble du réseau CIGALE, 
nous somnes passés d • une procédure half-duplex à une procédure full -duplex 
beaucoup plus performante. De la même manière, un niveau de protocole peut 
être modifié (généralement simplifié d'ailleurs .•. ) pour des questions d'effi-
cacité. Ceci est encore assez fréquent dans le domaine des réseaux où les 
normes ne sont pas encore complètement établies et reconnues par tous. Ainsi, 
la Station de Transport sur CYCLADES est passée d'une verstion 1 à une ver-
sion 2 très sensiblement différente. L'architecture par niveaux de M:DM per-
rret de localiser les changements à la (ou aux) machine (s) concernée (s) , sans 
autre effet pour l' environnerœnt. 
5.3.3.2. -Extensibilité. 
Nous entendons par extensibilité la possibilité de réaliser et d'inté-
grer facilement à la machine M:DM une nouvelle fonction de cœmunication. Cet-
te extensibilité se manifeste sous 3 aspects. 
Le terne "intelligent" étant actuellement très galvaudé_il y a lieu de 
prendre quelques précautions dans son emploi. En effet, le degré d'intel-
ligence d'un terminal peut être très variable. Seule nous intéresse ici 
'l'intelligence en ligne "du terminal, c'est-à-dire ses possibilités plus 
ou rroins sophistiquées de dialogue avec un ordinateur. Les possibilités 
d'un nouveau terminal peuvent être direct~t exploitées à l'aide d'un 
nouveau coupleur d' E/S dans le cas d • tl.ï\e intelligence limitée (codes de 
contrôle, contrôle de parité, signal "mérroire pleine" émis par le termi-
nal etc •.. ). Le raccordement d'un tel terminal nécessitera seulement la 
réalisation d'une nouvelle machine M:TR. Si le terminal est capable de 
contrôler le flot et la validité de ses échanges avec l'ordinateur selon 
une procédure de transmission, celle-ci sera naturellement prise en ccmpte 
au ni veau d • une machine M :GT. Enfin les possibilités d • un terminal très 
intelligent (télé-chargerœnt de programmes, for.mattage des données etc ... ) 
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J;X)urront être pris en corrpte au niveau d'une machine M:GP. Cette extensi-
bilité de la machine de communication est essentielle si l'on veut profi-
ter de la prolifération actuelle de ce type de terminaux. 
De tels raccordements irrpliquent l'accès à de nouvelles unités symboliques 
(cf. 5.1.3.2). Or à chaque niveau d'interprétation (TR, GT, GP) de la rna-
chine de communication, il existe une bibliothèque de machines dis};X)nibles. 
L'addition d'une nouvelle unité symbolique consiste à définir sa chaîne 
d'accès et à lui associer les machines corres};X)ndantes à partir des biblio-
thèques existantes. Si les fonctions nécessaires à un certain niveau ne 
sont assurées par aucune des machines de ce niveau, il suffit (ce qui ne 
veut pas dire que ce soit sirrple ... ) de construire une nouvelle machine 
et de l'inclure à la bibliothèque. Les problèmes de rrdse au };X)int sont ain-
si considérablement localisés. 
Ainsi, si l'on connecte un nouvel ordinateur au frontal : 
• on utilisera vraisemblablement la machine M:TR existante capable de 
gérer un coupleur synchrone. 
si la procédure de transmission utilisée par cet ordinateur est déjà gé-
rée par le frontal, on utilisera la machine M:GT corres};X)ndante ; sinon 
on en développera une nouvelle . 
. le protocole d'accès au frontal (PAF) restera identique. Il faudra le 
gérer par un programme-utilisateur sur l'ordinateur-hôte. 
par contre, les protocoles d'accès aux entrées fonctionnelles des servi-
ces offerts sur ce nouvel ordinateur, seront vraisemblablement nouveaux 
et il faudra développer de nouvelles machines M:GP. 
raccordement de nouveaux réseaux 
Il s'agit là d'une éventualité à beaucoup plus long terme mais qui n'est 
plus utopique avec la probable prolifération des réseaux. En ce cas, le 
frontal peut servir de "gateway" entre 2 réseaux ayant adopté des techni-
ques sirrdlaires de trans};X)rt, en se chargeant de la conversion d'un proto-
cole de trans};X)rt à l'autre. La machine de communication fournirait alors 
une machine M: GP de type Station de Trans};X)rt par réseau connecté. 
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Pour conclure, nous rapprocherons 1 'architecture de la rrachine 
de carrmunication de 1 'architecture-réseau S.N.A. ("Systems Network Architecture") 
d' IPM [ IPM-1 J , qui est toutefois de plus grande envergure. Dans les 2 cas, le 
choix d'un découpage en niveaux fonctionnels bien distincts vise à obtenir une 
structure flexible et extensible. Le sous-système de communication de S.N.A. 
[ IPM-2 J :p:::>ssède une structure logique comparable. La différence tient à la dé-
centralisation des divers composants de ce sous-système qui peuvent être répar-
tis physiquement sur l'ordinateur central et sur des contrôleurs de carrmunica-
tion intermédiaires répartis de façon arborescente à partir de l'ordinateur 
central (cf. 2. 2 . 3) . Nous remarquerons toutefois que le découpage fonctionnel 
de la rrachine M:r::.M, schématisé par la figure 14, ne préjuge absolurrent pas de 
la réalisation logicielle ou matérielle de chaque rrachine élémentaire. 
CHAPITRE VI 
INGENIERIE VU LOGICIEL 
Le chapitre précédent décrivait le Frontal sous son aspect fonction-
nel. Ici, nous nous interessons plus particulièrement aux aspects techniques. 
Compte tenu des facilités offertes par le matériel et des contraintes 
inhérentes à son utilisation, nous avons été conduits à certains choix dans la 
réalisation du logiciel. Nous explicitons ces choix, puis nous esquissons quel-
ques élérœnts des méthodes de travail que nous avons utilisées. 

6.1. -MATERIEL 
6. 1.1. - Géné~~ 
6. 1 • 2. - Tâ.c.hu 
6. 7.3. - I~~~e~Q~ 
6. 1. 4. - GutionncU.Jte.. de. Jte6.6oWl..c.e6 
6.2. - POURQUOI PARTIR V'UN CALCULATEUR NU ? 
6.3. - CONTRAINTES ET CHOIX EN RESULTANT 
6. 3. 2. - Réa.U..6a.:U.on du ma.c.runu 
6.4. - METHOVOLOGIE 
6.4.1. - ~~~g~~~~e~ 
6.4.2. - q~_~g.-~g.-~1!-_eQ~~ 
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6. 1. -MATERIEL 
6. 1 • 1 • - GENERALI'IES 
L'ordinateur utilisé est un petit calculateur Télémécanique T1600. Il 
est organisé autour de deux bus 
un bus mémoire vive 
- un bus général 
(voir figure) 
Il comprend principalement 
- Une mémoire à tores de 24 K 1024 mots de 16 bits. 
- Une Unité de Traitement microprograrrmée possèdant outre son opérateur et sa 
rnérroire pennanente, 32 registres rapides dont 12 accessibles par programre 
(accumulateur, registre index, bases ... ) 
- Un gestionnaire de ressource microprogrammé 
- Une horloge temps réel 
- Une console et un pupitre opérateur 
- Un certain nombre de coupleurs permettant le raccordement de périphériques 
variés ( téléimpri.Iœurs, écrans, modern + ligne, ••• ) 
-Un disque à tête fixe dont l'accès est très rapide, qui permet une cadence 
globale de transfert de 200 x 1024 mots à la seconde avec la mémoire vive. 
Il est découpé en 8192 secteurs de 128 mots utiles. 
Nous allons voir dans la suite, plus en détail, la notion de tâche, 
d' interruption de gestionnaire de ressource, de sémaphore dans 1 'optique du 
calculateur T1600. Nous verrons également les caractéristiques principales des 
coupleurs d'entrées-sorties. 
6.1.2. - TACHES 
------
A un instant donné, on considère que le calculateur est en train d' exé-
cuter une tâche, c'est-à-dire un certain enserrble d'instructions. 
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- un contenu : prograrrme et données 
- un niveau de priorité : il ne peut exister deux tâches de même priorité. 
- un contexte : c'est une zone mémoire qui lui est propre et qui sert à sau-
vegarder les 12 registres accessibles par programme, lorsque cette tâche 
n'est pas active. 
-un état de disponibilité ou d'activation. 
Niveau de priorité 
Les tâches sont de deux types 
- les tâches de niveau matériel ou tâches à lancement immédiat. Elles sont 
déclenchées par une interruption. Il y a 8 niveaux de priorité possibles 
numérotés de 0 à 7 dans le sens des priorités décroissantes. 
Les tâches de niveau logiciel, ou tâches à lancement différé. Elles sont 
déclenchées par programme. Il existe 128 niveaux de priorité décroissante 
de 0 à 127. 
Les tâches sont hiérarchisées par ni veau de priori té. L.' ensemble des 
tâches de niveau matériel a une priorité supérieure à l'ensemble des tâches de 
niveau logiciel. 
Contexte 
Le contexte d'une tâche est cons ti tué par le contenu des 12 registres 
accessibles par programme. 
A chaque fois que l'on passe d'une tâche à une autre, quelle que soit 
la tâche abandonnée, la tâche lancée, ou la raison du changement de tâche, le 
contenu des registres est sauvegardé dans le contexte de la tâche interranpue, 
puis les registres sont chargés à partir du contexte de la tâche lancée. 
Une tâche peut se trouver dans un des trois états suivants 
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active c'est elle qui se déroule. 
activable elle possède toutes les ressources, mais a une priori té 
inférieure à celle de la tâche active. (dans un contexte 
multiprocesseur, une tâche acti vable serait active) • 
en attente elle ne possède pas toutes les ressources. 
On peut considérer également un état intermédiaire 
interrompue une tâche en attente qui était plus prioritaire que la tâche en 
cours vient d'obtenir ses ressources. La tâche active va donc 
passer dans l'état activable. 
-.Active 
, .... -----,, 





6.1.3. - INTERRUPTIONS 
Les interruptions nécessaires à la prise en compte par le calculateur 
des évènements externes et internes sont réalisées' par le lancement des tâches 
de niveau matériel. 
A chacune de ces tâches est associé un niveau de priorité. A une tâche 
donnée, correspond soit un seul évènement, soit plusieurs évènements de même na-
ture. Lorsque plusieurs évènements distincts déclenchent la même tâche, un sous-
ni veau est associé à chacun d'eux. Le sous-ni veau attaché à un évènernent perzœt 
à la tâche correspondante de reconnaitre l'évènement qu'elle doit traiter. 
La correspondance entre les tâches de niveau matériel et les évènements 
déclenchant les interruptions est la suivante, par ordre de priorité décroissan-
te des ni veaux et sous-ni veaux : 
NIVEAUX SOUS-NIVEAUX 
0 .A.iaJUne-6 c.a.U6 év., 0 ~no~ction ~v~ég~ée 
pCVt pMgJtamme. 1 p!to~e.ction mémo~e. 2 } 3 Ùii.:J~c.tio n6 ~ péc..i.ale-6 
4 } Gv.,tion~e de Jte-MoWtc.0 5 
1 I nu:tili-6 é -
2 Ho!r.l.og e temp.6 Jtéel -
3 Appel.6 ~nte.Jtne.6 0 à J Un .60U6-~ve.a.u pCVt a.ppel 





J EM/tée/Soiliu 0 à 31 Un .6oU6 ~ve.a.u pa.Jt pru-
phruqu.e. Jta.tta.c.hé a.u. .6y.6-
tème. d' ~nte.JtJtu.ptio n. 
- 166 -
Lorsqu'un évènerœnt externe devant provoquer une interruption se pro-
duit, la demande d'interruption correspondante est mémorisée jusqu'à ce qu'elle 
soit prise en oampte. 
Une demande d'interruption et une seule peut être mérrorisée pour chaque 
évènement distinct (c'est-à-dire pour chaque sous-niveau). Lorsqu'une demande 
d'interruption est prise en compte (lancement de la tâche correspondante et 
acquittement) , la demande est annulée et une nouvelle demande peut être enre-
gistrée. 
6. 1 • 4. - GESTICNNAIRE DE RESSaJRCES 
Il prend en charge le lancement et la suspension des tâches en fonc-
tion des demandes d'interruptions, du déroulement du programme et du niveau 
de priorité relatif des tâches. Il assure le choix de la tâche active et dé-
clenche les changements de contexte nécessaires. 
Il prend le contrôle soit sur apparition d'une demande d'interruption, 
soit sur la modification de l'état d'une tâche 
En outre, il gère des outils permettant de régir les accès aux res-
sources et de faire comnuniquer les tâches entre elles : les sémaphores. 
Les sémaphores sont de trois types 
1°) Sémaphores d'exclusion: 
Il est attaché à une ressource et est constitué d'un compteur (initia-
lisé avec le nombre d'accès possibles à la ressource), et d'une file d'at-
tente des tâches requérant la ressource. 
La gestion consiste à satisfaire les demandes d'accès tant que la res-
source est disponible (décrérœnt du compteur) . Puis à rœttre en attente les 
tâches demandeurs lorsqu'il n'y a plus d'accès (compteur nul ou négatif). 
Dès gu' une tâche libère un accès, le gestionnaire sélectionne la tâche en 
attente la plus prioritaire, restitue son contexte et lance son exécution. 
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Exemple deux tâches "i" et "j", la tâche i étant plus prioritaire. 
Tâche i Tâche j 
' Demande d'accès (D) Demande d'accès (D) 
(utilisation de $ la ressource) (utilisation de ~ la ressource) 
Tâc.he. A. 
Tâc.he. j 
' ' Libération de l'accès (L) Libération de l'accès (L) 




Déroulerrent de la tâche 






2°) Sémaphore privé simple 
Il est lié à une tâche (qui se l'approprie) et permet de résoudre 
les problèmes de synchronisation entre tâches (une tâche se rrettant en 
attente d'un évènement" positionné par une autre tâche) . On le nCJI!lœ aus-
si sémaphore d'appel. (il permet à une tâche d' "appeler" une autre tâche). 
C'est une extension du sémaphore privé de E.W. Dijkstra [SYS-2]. 
Ici, la valeur du canpteur peut être supérieure à 1 . On peut donc rnélro-














On reprend les conventions de Dijkstra : 
- P (SEM) pe:rmet de se mettre en attente sur l'évènement 
positionné par SEM. 


















Les tâches "j" E!t "k" sont plus prioritaires que la tâche i. La tâche 
"i" est plus prioritaire que la tâche "l". 
P (SEI'1) 
Lancement des 









(Abandon de la tâche k) 
~Abarrlnnœ la tâche j) 
1 




3°) Sémaphore privé P6farnétré 
Ce dernier type étend les possibilités du sémaphore privé simple : 
Il penret, lors du positionnerrent d •un évène.rœnt, d •enregistrer un nurréro 
de paramètre. Outre la synchronisation, il rend possible la comrunication 
entre tâches. 
Remarque : Dans l' exerrple précédent, la tâche i ne pouvait connaître la 
tâche qui l'avait activée. Ceci aurait été possible avec l'utilisation 
d'un sémaphore privé paramétré en prenant comme paramètre le numéro de la 
tâche faisant un V (SEM) 
6. 1 . 5. - ENTREES-SORTIES - COOPLEURS 
-----·-·------------------
Nous laissons volontairement de côté le disque à tête fixe et la 
console opérateur dont la gestion est particulière. 
L'ensemble des périphériques est rattaché au système d'interruption du 
calculateur par l'intermédiaire de coupleurs et d'un bac d'entrées-sorties (ou 
bus d'entrées-sorties). Le niveau de priorité correspondant est le niveau 7. 
C'est-à-dire que la tâche affectée à la gestion des entrées-sorties est celle 
qui a la priorité la plus faible parmi les tâches de niveau matériel. 
Les coupleurs sont de types variés, suivant l'organe périphérique qui 
leur est attaché (terminal, écran de visualisation, modem + ligne téléphonique, 
etc ..• ) • Tous sont gérés en "mode caractère", c • est-à-dire que l' élérrent d • in-
formation émis ou reçu est le caractère. Cet évènement (émission ou réception 
d • un caractère) engendre une demande d • interruption dès gu • il intervient. 
D'autre part, les coupleurs ne reconnaissent aucun caractère particu-
lier, si ce n'est le caractère de synchronisation dans le cas des coupleurs 
gérant les transmissions en mode synchrone (cf CH I). 
Ces caractéristiques, ou plutôt ces contraintes, ont entraîné certains 
choix dans la gestion des entrées-sorties. Nous détaillons ces choix dans la 
suite. 
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6.2. - POURQUOI PARTIR D'UN CALCULATEUR NU ? 
Une étude du logiciel Tl600 et son utilisation préliminaire nous ont 
:rrontré son inadaptation au problèrœ :posé par un Frontal. Particulièrerœnt, 
et c'est pri:rrordial dans notre cas, la gestion des entrées-sorties entraîne-
rait de trop grave contraintes. 
En effet, les systèmes standards existant sur le calculateur Tl600 ont 
en ccmnun le rnêiœ :rroni teur d ' entrées-sorties . Ce :rroni teur :possède un certain 
nombre de caractéristiques qui nous paraissent peu appropriées à notre problè-
me : 
- Il est conçu :pour une utilisation par des programmeurs dans le contexte 
d'un système d'exploitation. Il a donc été prévu :pour assister l'utilisateur 
et fournir toutes facilités :pour la composition des programmes. Il regroupe 
l'ensemble des programmes de gestion et d'exécution des échanges. De ce fait, 
une requête fait l'objet de tests nombreux et sophistiqués. 
Il n'autorise qu'un seul accès à une unité physique. C'est-à-dire que deux 
utilisateurs ne peuvent simultanément faire une demande d'entrée-sortie 
sur un mêrre organe périphérique. De rn2rœ, un utilisateur ne peut faire plus 
d'une dernande si le précédent échange n'est pas entièrement terminé, :pour 
un organe périphérique donné. 
Ces deux :points sont incompatibles avec un des critères recherchés : 
l'indépendance et la désynchronisation entre les utilisateurs du moniteur dé-
sirant réaliser des échanges et la cadence des entrées-sorties proprement dites. 
Tous les traitements d'échanges sont effectués par la même tâche de 
niveau matériel 7 (tâche associée au niveau d'interruption du bac d'entrées-
sorties). 
Ce facteur, sans doute plus important encore que les deux premiers, li-
mite considérablement le nombre de traitement simultanés :possibles. Il faudrait 
alors réduire le nombre et la cadence des lignes synchrones (sous peine d' "er-
reur de cadence" au niveau des coupleurs) (cf. Ch. 3.4.2.). 
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Toutes ces considérations nous ont conduit à abandonner l'idée de cons-
truire un logiciel à partir d'un systèrœ d'exploitation standard. Nous avons 
donc réalisé entièrement un ~stèrne spécialement adapté à partir d'un Tl600 
nu. 
6.3. - CONTRAINTES ET CHOIX EN RESULTANT 
6. 3 .1 •. - CCNI'RAIN'IES OOES AU MATERIEL UTILISE. 
-------------------------- ---
a) Gestion des demandes d'interruption 
Les tâches de niveau matériel sont hiérarchisées et les coupleurs 
d'entrées-sorties sont associés à une même tâche du niveau matériel le 
plus bas. 
D'autre part, les entrées-sorties sur lignes synchrones se font en 
mode caractère. Il est donc nécessaire de traiter tout caractère reçu ou 
transmis en un temps minimum afin de supporter le maximum de lignes simul-
tanément sans erreur de cadence (cf. Ch. 3.4.2.) 
* Traitement différé 
Une solution apportée est de rendre possible le traitement d'une de-
mande d'interruption par une tâche lancée en différé (tâche de niveau 
logiciel) . 
De cette manière, on consomme le minimum de temps sous la tâche de 
niveau matériel. Sous cette tâche, seuls sont nécessairesl'identification 
de la ligne ayant provoqué la demande d'interruption (niveau et sous-ni-
veau) et le lancement de la tâche de niveau logiciel gui traitera en dif-
féré, cette demande. 
C'est le rôle de la machine M:IT, suivant le type de coupleur concerné, 
elle traite la demande d'interruption de deux façons possibles : 
_ ~~-~~-~!~~ : l'activation de la machine M:TR gérant le coupleur, 
se fait par appel procédural au niveau de M:IT. Le traitement de l'inter-
ruption s'effectue alors entièrement sous le niveau de la tâche d'entrée-





I nteJUtu.ptio n d' e.I'LtJtée./.6 o!t.tie. 
\ ( M: IT ) 
+ ( M:TR ) T â.c.he. de. rU. v e.a.u. ma.té!Uel 
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~~-~~-~~ÊÊ~E~ : La machine M:TR est lancée sous une tâche de niveau 
logiciel elle-même activée par la machine M:IT. La demande d'interrup-
tion est acquittée et la tâche de niveau matériel est ainsi rendue dis-
ponible. 
Ainsi, on peut privilégier les lignes de transmission synchrone ra-
pides qui seront traitées en mode immédiat. Les entrées-sorties lentes 
(telles que celles associées aux télétypes) seront traitées en différé. 
Seront également traitées en différé d'une manière analogue, lages-
tion de l'horloge, ainsi que celle du disque. Tous les deux sont en ef-
fet associés à des tâches de niveaux matériels plus prioritaires (respec-
tivement niveaux 2 et 3). Ce traitement en différé perrret de ne pas retar-
der la prise en compte des appels sur les niveaux de priorité inférieure. 
*Afin de minimiser le temps d'activation d'une tâche de niveau matériel, 
on a eu recours à uné astuce technique : lorsque le traitement à effec-
tuer sur une demande d' interruption est particulièrement long, on répar-
tit (lorsque cela est p::>ssible) ce traitement sur plusieurs des demandes 
d'interruptions suivantes; (voir Chapitre 3.4.2). 
b) Place disponible en mémoire vive. 
Le matériel considéré étant un mini calculateur, sa capacité mérroire 
est réduite. Nous avons donc été conduits à limiter la taille des program-
mes et aussi celle des tampons (c'est-à-dire les zones utilisées p::>ur stoc-
ker temporairement des données) . 
Malgré tout, ce gain de place n'a pas toujours été notre préocupation 
essentielle : en effet, les impératifs de rapidité des traitements et de 
modularité ont impliqué des compromis. 
Utilisation du disque comme mémoire secondaire 
Une première solution a été de transporter sur disque les tampons à 
chaque fois que c'était p::>ssible. 
C'est le cas des tampons d'entrées-sorties utilisés dans les échanges 
avec le réseau et ceux avec le (ou les) ordinateur(s) de traitement con-
necté(s) (particulièrement les échanges concernant le télétraitement par 
lots). 
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Dans le même esprit d'économie de mémoire, les messages du système 
et des différents processeurs sont stockés sur disque. On peut ainsi 
s'offrir le luxe d'avoir des messages clairs et facilement compréhensi-
bles. Nous avons pour ce faire, réalisé une gestion de disque sophis-
tiquée et très spécialisée. Le disque est di visé en zones qui peuvent 
être : 
- des fichiers 
- ou des tampons circulaires (voir figures) 
L'accès à ces zones est 
- soit séquentiel 
- soit direct 
Il est possible d'accéder une zone,à la fois en lecture et en écri-
ture. Dans ce cas, les deux accès sont synchronisés (on ne peut lire 
que ce qui a été écrit) . Ceci s 'applique particulièrement à la gestion 
des tarrqxms d'entrées-sorties lors des échanges sur "voies-virtuelles" 














en accès direct 
ACCES DIRECI' 
Zone autorisée en 
lecture séquentielle 
ACCES S&:;UENI'IEL 
Mécanisme spécialerœnt adapté à la gestion des "voies virtuelles" : 
Les zones de communications sont écrites en accès direct (les tampons ne 
sont pas reçus dans 1 'ordre) . Elles sont lues par 1' abonné en accès séquen-
tiel. 
Remarque Dans tous les cas de figure on :peut échanger "lecture" et "écri-
ture". 
- Procédures réentrantes 
Une deuxième solution est d'éviter de dupliquer des traitements iden-
tiques : ceci en faisant un découpage des trai terœnts par nodules distincts. 
Ces nodules sont organisés en procédures réentrantes 1 chacune spécialisée dans 
un trai terrent particulier. 
Nous rap:pelons qu'une procédure réentrante est cons ti tuée : 
. d'un ensemble d' instructions et éventuellerœnt de données connrunes 1 capables 
d'effectuer un certain trai ternent. Cet enserrble ne se rrodifie pas en cours 
d'exécution. 
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d'une zone de travail comprenant les données propres à un traitement par-
ticulier. 
Il y aura autant de zones de travail que de traitements particulier, 
mais il n'y aura qu'un ensenble d' instructions et de données comnunes. 
Dans la réalisation, nous avons profité du fait que l'adressage, sur 
le Tl600, est basé, c'est-à-dire que l'adressage s'effectue en relatif par 
rapport au contenu d'un registre de base. I.e calculateur disposant de trois 
registres de base, l'un d'eux (RW) a été dédicacé pour servir à l'accès des 
zones de travail. Un changement de zone de travail se fait donc dynamiquement 
en changeant la base RW. 
Exemple La gestion d'une ligne de transmission est constituée de deux trai-
tements logiquement distincts : 
la gestion d'un coupleur, commune à tous les coupleurs de ce type 
(Machine M: TR) 
- la gestion de la procédure de ligne utilisée (Machine M:GT). 
La réunion en un seul nodule de ces deux traitements aurait conduit 
à des répétitions facheuses : duplication du traitement du coupleur pour 
les différentes lignes. 
De plus, l'expérience nous a montré que dans le cas d'une ligne, la 
décomposition en nodules distincts conduisait à un gain de vitesse de trai-
tement appréciable : le traitement moyen d'un caractère sur une ligne synchro-
ne est 3 à 4 fois plus rapide par cette méthode qu'au moyen d'un nodule de 
gestion pararrétré Irn.ll ti -procédure. 
Dans certains cas, il a fallu choisir entre la rrodularité (entrainant 
une plus grande facilité de mise au point) et le gain de place. 
En effet, le gain de place entraîné par la décomposition en nodules 
distincts est moins évidents lorsque les traitements sont courts : ce décou-
page introduit des zones de travail et surtout certains dispositifs de ges-
tion de liens (c'est-à-dire les différentes corrélations permettant l'enchaî-
nerœnt logique des modules entre eux) . 
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On a toujours, dans la réalisation, donné la ~iorité à la modularité. 
- Gestion de la mémoire libre. 
Enfin, pour utiliser au mieux la place rném:>ire, nous avons crée un 
mécanisme d'allocation et de restitution de zones mémoire. 
Pour ce faire, la mémoire libre est découpée en blocs de 32 octets. 
Lorsqu'à un niveau quelconque du système, un demandeur désire un tampon mé-
moire, il effectue une requête sous la forme d'un appel à un programme de 
service. Il sera alors alloué au demandeur le nombre de blocs demandé, si 
possible ; Sinon, le demandeur est mis en attente. De mêrre, le demandeur peut 
restituer la zone mémoire allouée par une requête similaire. 
6.3.2. - REALISATION DES MACHINES 
------------------------
Une machine est un ensemble fonctionnel cons ti tué, suivant les com-
modités et les besoins, de procédures, de processus, ou des deux à la fois. 
Dans ses relations avec l'extérieur, au niveau de son activation, 
une machine est vue globalement caure une procédure ou corrtœ un processus. 
Dans le premier cas, la carrm:mde se fait par un appel procédural. La machine 
activée envoie en retour un compte rendu exprimant que la commande a été : 
. acceptée 
impossible à exécuter avec les raisons du refus. 
-Dans le deuxième cas, on active la machine par l'intermédiaire d'un séma-
phore. I.a. machine se canporte alors globalement caure un processus et se 
déroule sous une tâche de niveau logiciel. 
Une de nos préoccupation a été de réduire au minimum le nombre de 
tâches de niveau logiciel. En effet, outre la place mémoire prise par les 
contextes, il y a également les problèmes de perte de temps dues aux chan-
gements de contexte. 
La règle que nous avons adoptée est de ne réaliser sous forme de 
processus que les machines répondant aux deux critères suivants : 
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. nécessité d'asynchronisrre avec la machine appelante (ou parallèlisme entre 
différentes machines appelées par la :mêrœ machine de niveau supérieur) . 
• nécessité de traiter complètement la fonction demandée avant de le faire 
au profit d'une autre machine 
Dans les autres cas, on préfèrera réaliser la machine sous forme de 
procédure. Ce sera particulièrerrent nécessaire dans les cas suivants : 
. nécessité d'une action immédiate dès l'appel • 
• lorsque l'action demandée influe sur le comportement de la machine appe-
lante (attente) : le demandeur a alors besoin d'un compte rendu immédiat 
si la commande est refusée. 
Les ccmnunications entre machines se font de deux manières, suivant 
que la machine est activée par un appel procédural, ou par positionnerrent d •un 
sémaphore : 
. passage de paranÈtres dans des registres. Ces paranÈtres étant la camande 
elle-même, l'adresse d'un bloc de commande, ou l'adresse d'une table. 
file d'attente dont l'adresse est connue de la machine appelée, ou passage 
d • un paramètre au :rroyen du sémaphore. 
6.4. - METHOVOLOGIE 
6. 4 .1. - PRCGRN~TICN 
Pour la réalisation du logiciel, nous avons choisi un langage de 
plus haut niveau qu'un assembleur : PL1600. La décomposition du logiciel en 
11Machines 11 se prètai t particulièrement bien à l'utilisation d • un langage à 
structure de bloc .. C'est le cas de PL1600 qui est un langage du type ALGOL, 
possèdant des instructions composées performantes : IF •.. THEN ... ELSE; 
00 WHILE .... ; 
00 FOR. • • UNTIL ••• 
CASE OF ... , 
etc ..• 
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Les avantages apportés par l'utilisation d'un tel langage sont la 
facilité de programmation, de modification, la clarté et la cammunicabilité 
des programmes produits. 
Les réserves que l'on pourrait faire au sujet de ce langage concer-
nent surtout les structures de données, trop rudimentaires, et l'absence de 
gestion automatique des registres, c'est-à-dire des caractéristiques qui rap-
prochent PL1600 d'un langage d'assemblage. 
Dans un seul cas, nous avons été conduit à programmer en assembleur 
pour les machines de très bas niveau, celles directement liées au matériel. 
En effet, la programmation en PL1600 de cette partie aurait perdu toute sa 
clarté du fait de l'utilisation abondante d'instructions particulières (en 
particulier : communication avec le BUS, avec le système d'entrées/sorties). 
La seconde contrainte est relative au terrps de traitement : Toute cette partie 
se déroulant sous le niveau d'une tâche matérielle, il est impératif de mini-
miser le code exécuté. 
1 PRCGRAMMATICN PROPREMENT DITE 1 
Pour 1' écriture de nos programmes, nous avons utilisé les techniques 
de prograrnrration structurée chère à DIJKSTRA [SYS-6] et .à. HIRTH [SYS-7] , 
[SYS-8]. La décomposition fonctionnelle en machines s'y prétait particuliè-
rement bien. 
Nous entendons, par programmation structurée, l'observation d'un 
certain nombre de règles telles que : 
- utiliser les rrêrres mécanisrres pour exécuter des actions de mêrre nature. 
- séparer nettement les sections de données des sections de programme. 
- séparer les actions indépendantes en procédures, en définissant bien leurs 
interfaces. 
- décomposer chaque procédure en blocs (éventuellement imbriqués) en utilisant 
intensivement des primitives de contrôles telles que IF-THEN-ELSE, des bou-
cles (DO), des primitives de choix (CASE) . Chaque action élémentaire est réa-
lisée dans 1.U1 bloc. 
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2°) "Patch" : penœt de remplacer un rrot mérroire par un autre. C'est un 
outil dangereux mais bien pratique lorsqu'on a localisé une erreur et 
que l'on désire faire un test dynamique immédiat. 
3 °) Trace : penœt de visualiser (et éventuellerœnt de stocker) toutes les 
informations qui transitent sur une ligne pendant un certain terrps. Cet 
outil nous a pennis une mise au point plus rapide des procédures de trans-
mission. Il sert en outre dans la mise en oeuvre de nouvelles procédures 
ou les détections des erreurs d'ordinateurs nouvellerœnt connectés. 
4 °) Etats : Une série de carmandes permettent de visualiser des renseignerœnts 
propres aux différentes machines 
- rrot d'état d'un coupleur 
- zone de réentrance 
tables 
- files d'attente 
- etc ... 
avec la possibilité de les figer un instant donné. 
5°) canpte-rendu : chaque machine rend un canpte-rendu exp li ci te qui peut être 
visualisé. Ceci est réalisé par la sortie d'un rressage (préalablement enre-
gistré sur disque) indiquant la machine en cause et le rrotif de l'erreur. 
Tous ces outils sont indépendants et peuvent être mis en oeuvre sans 
perturber le fonctionnement de l'ensemble du frontal. 
D'autres outils de tests plus spécifiques ont été crées, particuliè-
rement pour la Station de Transport CYClADES (CF CH.4) .Entre..:.autre~~9--::?0SSihi­
li té de visualiser les paquets émis ou reçus sur le réseau de carmunication. 
cH A p I T RE VII 
RESULTATS ET PERFORMANCES 
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1. 1. POSSIBILITES PRATIQUES D'EXPLOITATION 
1. 1.1. Etat actuel de ~é~ation et ~ation 
1. 1.2. C~ge du 6~ontat 
7.2. ORGANISATION ET IMPLANTATION VU LOGICIEL 




7.1. -POSSIBILITES PRATIQUES D'EXPLOITATION 
7. 1. 1. - ETAT ACIUEL DE REALISATION ET UI'ILISATION 
--- -----------·------------·--
I.e frontal T1600 est passé dans la phase d'exploitation depuis 
Janvier 1976. 
Les utilisateurs disposent de trois serveurs qui donnent accès à 
un certain nanbre de services : 
a) Station de traitement par lots connectée à l'ordinateur Philips P1200 
(CF Annexe I) 
- Elle penret de rentrer des travaux à partir d'un périphérique quelcon-
que connecté au T1600 (tenninal, lecteur de ruban perforé, ... ). Ces 
travaux sont exécutés sur l'ordinateur de trai taœnt. 
On dispose d'une console opérateur · de la station penœttant de suivre 
l'état d'avancement des travaux à distance. 
-Les sorties des listes se font soit sur l'imprimante locale à l'ordina-
teur Philips, soit sur un périphérique connecté au frontal. 
il Ce service est utilisé régulièrement par le département de Métallur-
gie de l'Ecole pour l'exploitation de données. ·r.es données sont obtenues, 
en sortie de bancs de rœsure, sur ruban perforé. Elles 5ont traitées sur 
l'ordinateur Philips. 
il Un autre type d'utilisation est le transfert de programme sources 
entre le POP 11/40 et l'ordinateur Philips (voir Annexe I) et inversarent. 
Dans ce cas, le POP 11/40 est considéré par le frontal oamme un cou-
ple : lecteur de cartes- Irrpriroante. Il n'y a pas à l'heure actuelle de 
protocole particulier (du genre "Protocole d'accès au frontal" (cf.4.5) 
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b) Concentrateur de tenninaux sur le réseau CYCLADES 
Il utilise la station de transp::>rt mise au I?Oint sur le frontal 
depuis 1975. 
C'est un abonné "client" qui penœt, à partir d'appareils locaux, 
l'accès aux services disi?Onibles sur le réseau CYCLADES ( trai terœnt par 
lots, temps partagé) . 
Il se charge de la connexion et du dialogue entre les parties con-
nectées à travers le réseau. 
Il p::>ssède une liste de service existant sur le réseau avec leurs 
paramètres (numéro de l'abonné distant, nam du service, noms et types 
des entrées). Cette liste étant éventuellerœnt mise à jour par 1 'opéra-
teur du frontal. 
Il suffit p::>ur demander la connexion à un service réseau de préci-
ser son rméronique (CF Annexe II et III). 
L'abonné concentrateur permet la connexion à la fois à 
- 3 services àe traite'iîent par lots distants 
- 10 services de temps partagé. 
Il gère toutes les voies virtuelles nécessaires à l'utilisation 
de ces services. 
i' La mise en exploitation véritable du concentrateur est assez ré-
cente (Mars 1976). Nous n'avons donc pu à ce jour en tester les capaci-
tés et les limites. D'autre part, le nombre de services disi?Onibles sur 
CYCLADES est assez limité. 
4 services de temps partagé 
2 services de traitement par 
lots 
{ 
1 sur IBM 360/67 (sous CP 67) 




sur IBM 360/67 (sous OS) 
sur CII IRIS 80 
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I.e nanbre d'utilisateurs simultanés a été jusqu'ici de 5. 
Il faut donc attendre la rentrée 76/77, avec la mise à disposition 
en libre service du concentrateur aux élèves, flOur faire de véritables tests 
en vraie grandeur. 
c) Tenninal graphique interactif utilisable à partir d'un prograrrrœ se dérou-
lant sur le Philips P1175. 
C'est un service particulier utilisé surtout par le dé~t 
Métallurgie de 1' Ecole flOur visualiser des courbes et les faire évoluer en 
fonction de paramètres introduits. 
7.1.2. -CHARGE DU FRONTAL 
les limitations réelles du Frontal sont dues principalement aux 
lignes de transmission synchrone (cf. 6.3.). 
Théoriquement, on peut adrœttre 4 lignes de transmission à 9600 
bauds. Pratiquement, nous avons fonctionné avec : 
- 1 ligne à 9600 bauds half-duplex 
- 2 lignes à 4800 bauds full-duplex 
simultanément, sans pertes sensibles de synchronisation. 
les services utilisés étaient 
concentrateur de terminaux sur le réseau avec 4 terminaux. 
- traitement par lot sur le Philips P1175 
avec{la console opérateur sur un tenninal de frontal 
le "lecteur de carte" et "1' iJtl:>rimante" sur le PDP 11/40 






Entrée traiterœnt par lots 
(TTY) 
Sortie traiterœnt par lots 
( Flc..h;u· d~:,,ue) 
PDP 11/40 
2 x 4.800 bps 
Terminaux utilisateurs réseaux 
(300 bps) 
2 x 4.800' 
Les temps de réponse pour les terminaux connectés aux services 
résea'.lX aussi bien que pour 1 'ense:lble du trai tenent par lots est sans signifi-
cation réelle pour le frontal. En effet, cela dépend beaucoup du nombre d'uti-
lisateurs simultanés et de la charge locale des différents services concernés. 
La seule expérience probante a été de connecter un terminal direc-
tement à l'un des services réseau (temps partagé sur IBM 360/67) via le réseau 
téléphonique cœmuté, et de canpa.rer les terrps de réponse avec ceux d'un ter-
minal connecté via le frontal du même service. On obtenait sensiblement le mê-
me résultat. 
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J.2. - ORGANISATION ET IMPLANTATION VU LOGICIEL 
7. 2. 1 • - PIACE OCCUPEE 
Pour des raisons de rapidité de traitement, tout le systèrœ se 
trouve en mérroire centrale d'une manière permanente. Un essai de recou-
vrement a été fait, mais pénalise beaucoup trop les terrps d'exécution. 
La place occupée par les logiciels des différentes machines est 
la sui vante : 
Le superviseur comprenant divers outils de maintenance et 
6 K acte] divers utilitaires (notanment un rocxiule de mise à jour de 
fichiers source à travers le réseau entre l' lliSA de Rennes 
et l'Ecole des Mines) 
La station de transport comprenant les services "lettres 6 Koctet: 
régulières", "voies virtuelles" et un abonné spécial per-
mettant les dialogues inter-opérateurs. 
Un abonné client "concentrateur de tennina.ux" et "terminal 
lourd" penrettant l'accès simultané aux services réseaux 16 K octetE 
distants (terrps partagé et traiterœnt par lots) 
La gestion du protocole d' "appareil virtuel" CYCLADES 2 K octets 
Un serveur local de trai terrent par lots 4 K octetE 
Le logiciel d'entrée sortie avec les méthodes d'accès 
supportant : 
- 10 tenninaux conversationnels 
- 1 lecteur de ruban rapide 11 K cx::tets 
- 1 imprimante 
- 1 disque à tête fixe (et la gestion des fichiers) 
- la connexion au calculateur principal PHILIPS Pll75 
- La connexion au calculateur PDPll/40 
- La connexion au réseau CIGALE 
Les t.arrq_Jons en mérroire centrale (mÉmOire libre) 2 K octetE 
Par ailleurs, toutes les "zones de cCllllllUI1ication" de la station de 
transport et des abonnés sont si tuÉEs sur disque à tête fixe (taille standard 
d'une zone de corrmunication : 16 secteurs de 256 octets). 
Enfin, le disque est également utilisé ccmœ zone tampon entre le 
frontal et le calculateur principal pour les fichiers de traiterrent par lots. 
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7 • 2 • 2 • - ~ê!.:Q~@:J;l.ITI; 
I.e logiciel étant entièrement rrodulaire, on peut inplanter un 
frontal 11 à la carte 11 sur n'importe quel ordinateur Télémécanique Tl600, 
canpte tenu du nanbre et du type de connexions désirées et de la quan-
tité de mémoire centrale disponible. 
Outre les services généraux tels que le superviseur, les servi-
ces réseaux ou locaux, le logiciel d'Entrée/Sortie est composé des machi-
nes nécessaires aux diverses 'connexions. 
A l'heure actuelle, la bibliothèque des machines disponibles · 
canprend : 
-la gestion des coupleurs ......... . ....... asynchrone standard 
asynchrone multiplexé 
synchrone 
lecteur de ruban 
inprimante 
disque à tête fixe 
disque à tête rrobile 
- la gestion des procédures de transmission TMM-UC full duplex 
- La gestion des protocoles 
ffMA PHTI..IPS half duplex 
BSC nrultileaving. 
terminal 'ITY half duplex 
tenninal full duplex 
CIGALE (avec la ST CYCIADES) 
P.A.F. (cf CH 4.5.) 
tenninal lourd Philips P 850 T 
Gestion de fichiers sur disque 
à tête fixe. 
ic Il existe un générateur àe système en macrolangage, exécutable par 
le macroprocesseur du Philips Pll75 qui permet, rroyennant 1 'introduction des 
différents paramètres : 
- services désirés 
- types et implantation des coupleurs 
- procédures de transmisison désirées. 
La génération du système carplet en langage source • Un générateur 
utilisant le macro générateur du Tl600 est en cours de réalisation. Il per-
rœttra d'éviter la phase de canpilation de tous les rrodules et de ne générer 
en langage source que les tables nécessaires. 
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la phase finale étant 1' appel de 1 'écli teur de lien avec la liste 
des m::rlules en langage objet des machines nécessaires. 
ic Le logiciel frontal a été implanté jusqu'ici dans deux si tes : 
celui de 1 'Ecole des Mines oü il ' a vu le jour, et celui de 1 'INSA de RENNES 
oü il doit être utilisé pour 1 'accès aux services réseaux. 

CHAPITRE VI I I 
C 0 N C L U S I 0 N S 
Nous donnons d'abord notre r:oint de vue sur 1' intérêt 
pratique de raccorder des ordinateurs à un réseau à travers un mini-ordina-
teur frontal. Puis, mis à part 1 'aspect frontal, nous dégageons des idées 
r:our intégrer au "système", dès la conception, un environnement télé-infor-
matique. Enfin, après avoir suggéré diverses améliorations du produit, nous 
envisageons son futur cadre d'utilisation. 

8. 1. - INTERET ET LIMITES VU RACCORVEMENT A UN RESEAU A TRAVERS UN 
FRONTAL 
8.1. 1. - F~ab~~é 
----
8.1.2.- c~~~ 
8.2. - L'INTEGRATION AU SYSTEME V'UN ENVIRONNEMENT TELE-INFORMATIQUE 
8. 2. 1. - No~veau.x E;!Ob~~~~__E9..6é.6_E_a.tt R.a tUé-.-i.n6oJtma;Uqu.e 
8.2.2. - La_~~R.ution appo}{j:ée pa.tt R.e_2!f2.~ème 
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8.1. -INTERET ET LIMITES VU RACCORVEMENT A UN RESEAU A TRAVERS UN FRONTAL 
8.1.1. - FAISABILITE 
L'expérience a m:mtré [CYC-10] que la connexion d'tm ordinateur à 
rm réseau général tel que CYCLADES était rme opération coûteuse, du fait de 
l'inertie des logiciels pré-existants qui n'ont pas été conçus pour prendre. 
en compte rme "dimension-réseau". Une telle connexion inq:>lique des rrodifica-
tions réparties de façon diffuse à travers le logiciel initial, y compris 
parfois les programmes d'application. 
La solution consistant à déporter l'interface avec le réseau au ni-
veau d'un mini-ordinateur frontal présente à nos yeux les avantages suivants 
1 - Les interventions dans le logiciel de l'ordinateur-hôte sont réduites au 
strict minimum. On évite ainsi de gros problèiœs de mise à niveau à chaque 
nouvelle version du système livré par le constructeur. 
2 - Le frontal se contente de simuler rme série de portes extérieures bien 
connues de l'ordinateur-hôte comme points d'accès à ses services. L'évo-
lution du système de l'ordinateur hôte n'apportera aucun bouleversement 
de cet interface. 
3 L • ordinateur hôte est totalement déchargé de la gestion du réseau, qui 
peut s'avérer coûteuse à la fois en place mémoire requise, en temps de 
traitement et en temps de mise au point. 
4 - Le gain économique est important à long terme. En effet, la connexion de 
nouveaux ordinateurs-hôtes nécessite peu de développement supplémentaire 
de logiciel, car le frontal multiplexe sa gestion du réseau entre l' ensem-
ble des ordinateurs hôtes qui lui sont connectés. Les efforts de progr~ 
mation éventuelle sont centralisés dans le frontal. 
5 - La flexibilité obtenue est plus grande dans la rœsure où toute rrodifica-
tion d'un niveau de protocole sur le réseau - ce qui est encore assez fré-
quent dans rm stade d • expér:irœntation - lirni te les interventions au frontal. 
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Le coût initial de cette solution - programmation du frontal -
n'est pas moindre que celui du raccordement direct d'un hôte. Il est même 
un peu plus élevé car un mini -ordinateur ne possède pas de facilités d' im-
plérœntation et de mise au point comparables à celles d'un gros ordinateur. 
Mais ce coût n'augmente pratiquement plus avec la connexion de nouveaux or-
dinateurs. D'autre part, comre dans notre cas, le mini-ordinateur peut être 
employé parallèlement à des fins purement locales où il est utilisé simulta-
nérœnt en frontal de chaque ordinateur du site {notion de frontal "orienta-
ble"). Il facilite ainsi le partage des ressources sur le site et penœt une 
certaine banalisation des terminaux. Enfin, la baisse constante du coût des 
mini-ordinateurs accroît encore la faisabilité d'une telle solution. 
Tous les problèmes ne sont pas pour autant résolus par cette méthode. 
Elle peut même présenter certains nouveaux inconvénients : 
l -Elle entraîne des délais supplérœntaires et une perte d'efficacité dans les 
transferts d'inforr.ation. En effet, il faut tenir c~te d'une . ~iaison, sou-
vent peu rapide, et d'une interprétation supplérœntaire entre l'ordinateur 
hôte et le frontal. 
2 - les protocoles du réseau ?euvent faire a~l à des fonctions dont il n' exis-
te pas d' f0rlvalent dans les ra:7ports ordinateur hôte-frontal. 
3 -Les possibilités d'exploitation de la liaison ordinateur hôte-frontal sont 
étroi terrent dépendantes du "degré d'ouverture vers l'extérieur" du système 
hôte. Elles sont souvent limitées à des utilisations du type interaction 
avec un terminal , ou trai terœnt par lots. Des problèmes se posent rapi-
dement si l'on envisage des relations plus générales entre processus sur 
le réseau. Il faut alors recourir à des procédés ad-hoc plus ou moins effi-
caces. Par exemple un transfert de fichier vers un point distant du réseau 
pourra s'opérer en lançant à partir du frontal un prograiTire utilisateur sur 
l'ordinateur hôte. Ce programme perforera le fichier voulu sur un perfora-
teur de cartes virtuel déclaré au ni veau du frontal. Enoore faut-il que le 
système hôte soit capable de reconnaître un perforateur de cartes sur la 
ligne qui le relie au frontal ! Et de toutes rranière, l' "overhead" d' ini-
tialisation du transfert est quasiment inacceptable. 
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4 - La connexion de plusieurs hôtes au frontal peut rendre crucial le problèrœ 
de la congestion et de la fiabilité d'un unique point d'accès au réseau. 
Le doublement du frontal est alors à envisager. 
5 - Cette méthode n'introduit aucun standard car chaque ordinateur connecté 
con~erve ses propres protocoles et les raccordemen~ sont calculés au 
coup par coup. Cela peut même aller à 1 '.encontre de certains efforts de 
normalisation [GEN-8] vis à vis des constructueurs. 
Nous ne prétendons pas avoir résolu le problème de la connexion à 
un réseau. Il ne pourra être convenablement résolu que par les constructeurs 
eux-mêmes. Eux seuls possèdent les moyens de développer de larges systèmes 
"orientés-réseau" et peuvent fournir des interfaces matérielles et logicielles 
standards en accord avec des nonœs établies au ni veau international. Dans 
l'attente de cette heureuse époque, nous pensons avoir tout de même fourni un 
moyen pratique, économique et défendable de se connecter à un réseau. 
8.2. - L'INTEGRATION AU SYSTEME V'WJ ENVIRONNEMENT TELE-INFOPJvfATIQUE 
Pour réaliser ce frontal, nous avons été confrontéSavec les divers 
problèmes de la télé-informatique, depuis la connexion d'un simple terminal 
jusqu'au raccordement à un vaste réseau. Cette expérience nous a permis de 
dégager des principes généraux pour la conception de systèmes en environne-
rrent télé-informatique. En effet, 1' "approche-système" n'est pas fondarœn-
talerœnt différente à ce ni veau, qu'il s'agisse d'un nùni -ordinateur ou d'un 
plus gros ordinateur. 
La plupart des systèmes d'exploitation actuellement oarnmercialisés 
n'ont pas une structure adaptée à la télé-informatique. La gestion des appa-
reils extérieurs (essentiellement des terminaux) est souvent répartie de fa-
çon diffuse dans divers niveaux de logiciels. Les prograrnres d'application 
eux-mêmes ne sont pas toujours indépendants des outils de transmission et 
imbriquent différents niveaux - logiques et mêiœ physiques - de gestion des 
télécomrnunications.Ce monolithisme limite forcément le partage des ressour-
ces, le raccordement de nouveaux appareils extérieurs, et à plus forte raison 
la participation à un réseau. 
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8. 2. 2. - LA SOUJTION APPORI'EE PAR LE SYSTEME 
Le système NOS ("Network Operating System") a été développé pour le 
frontal sur machine nue, et entièrement conçu en fonction des besoins télé-
informatiques. Son système d' Entrées;S.orties - ou machine de carrmunication 
(cf. 5.3) - intègre l'ensemble des procédures de télécommunications et des 
protocoles de dialogue avec les appareils extérieurs. Il offre un interface 
standard constitué d'un ensemble de primitives donnant accès à des unités 
symboliques purement logicielles. Les applications - qui sont ici les "ser-
veurs virtuels" du frontal (cf. 5.2.) - ne connaissent rien d'autre que ces 
unités symboliques et les primitives y donnant accès. Les échanges réels avec 
les appareils physiques sont totalement découplés des applications par des 
méthodes d'accès en cascade. 
Le point essentiel concerne l'architecture en ni veaux successifs de 
ce système d'E/S qui reflète bien la structure en couches d'un réseau. Il est 
découpé en plusieurs niveaux logiques puis physiques. Les niveaux physiques 
assurent la gestion des transmissions physiques de l'information sous forme 
de chaîne de caractères, en respectant une procédure de transmission. Les ni-
veaux logiques prennent en charge les conventions de codage, de format et la 
régulation des flux d'échange imposées par les protocoles du réseau et des 
appareils locaux. Toutefois, nous n'avons pas assuré un découpage corrq::>let 
des applications par rapport aux appareils car le protocole d'appareil vir-
tuel CYCLADES (PAV) n'est pas intégré au système d'Entrée/Sortie. Ce découpla-
ge est uniquement réalisé pour les appareils du site. 
Cette structure par niveaux successifs (machines M:TR, M:GT, M:GP), 
avec spécialisation des machines à l'intérieur d'un même niveau, est particu-
lièrement flexible et extensible (cf. 5.3.3.). Elle se prête bien à la prise 
en compte de nouveaux élérœnts extérieurs (terminal intelligent, nouvel ordina-
teur et même autre réseau), ou à la modification d'un niveau de protocole sans 
perturbation des niveaux environnants. Il nous semble que ce sera la voie géné-
rale d'évolution pour les logiciels à venir dont il faudra assurer une ouvertu-
re suffisante vers l'extérieur. Certains constructeurs se sont d'ailleurs déjà 
largement engagés dans cette voie pour la réalisation de réseaux corrq::>let [IBM-2 
IBM-4, DEC-1, CDC-1]. 
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8.3. - LES PERSPECTIVES VU SYSTEME 
8. 3 . 1 • - UTILISATIQ:\1 AC'IUELLE 
Le produit développé est opérationnel à l'Ecole des Mines de Saint-
Etienne depuis Janvier 1976 (cf. Chap VII). Il a été mis en exploitation du-
rant le 1er semestre à raison d'environ 8 heures par semaine, le T1600 étant 
par ailleurs utilisé pour des sessions APL et des travaux de recherche. La 
part de cette exploitation doit encore être étendue à la rentrée scolaire. 
- Il sert couramment sur le site à des utilisateurs non informaticiens (chimis-
tes, métallurgistes). Ils l'utilisent en frontal du Pll75 pour la soumission 
de trains de travaux nécessitant des organes périphériques spécialisés connec-
tés au frontal (lecteur de ruban- papier, écran graphique) . A la rentrée sco-
laire, une station complète d'accès à distance sera déportée physiquement chez 
ces utilisateurs. Cette station sera réalisée à partir d'un lecteur de cartes, 
d'une impririlante, d'une console opérateur, d'un lecteur de rubans et d'un 
écran graphique connectés au frontal. Elle pourra en partie être dupliquée à 
différents endroits. Des utilisateurs du PDP ll/ 40, récemœnt connecté au 
Tl600, commencent à s'en servir également en frontal du Pll75 pour des trans-
ferts de fichiers stockés sur des bibliothèques Pll75. 
- COncurrement,il est utilisé pour l'accès à CYCLADES par des étudiants dési-
rant s'initier au maniement de systèmes de temps partagé (SIRIS 8 sur IRIS 80 
et CP 67 sur IPM 360/67 au CICG de Grenoble) et de langages non disponibles 
sur le site (PASCAL, ALGOL ••• ). Une campagne de prorrotion a par ailleurs été 
lancée auprès des utilisateurs non informaticiens précédents pour l'utilisa-
tion des services offerts sur CYCLADES. 
- De nouveaux services sont projetés. En particulier un serveur "éditeur de 
textes unique sur le site" est en cours de réalisation. L'éditeur conversa-
tionnel est déjà utilisé à partir des terminaux du Pll75 et sera accessible 
en tout point du si te via le frontal. A plus long tenœ (cf. 8. 3 • 3) un ser-
veur APL permettra d'accéder à partir du frontal à un interpréteur APL réa-
lisé sur un SOIAR connecté au Tl600 (cet interpréteur a été réalisé par une 
équipe de l'Ecole des Mines et est commercialisé par le constructeur). Cette 
opération est prilrordiale dans la rœsure où l'interpréteur APL et le systèrœ 
frontal ne peuvent actuellement cohabiter sur le Tl600 d'une part, par manque 
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de place en mémoire, d'autre part, en raison de l'incompatibilité entre 
notre système NOS et le système BOS du constructeur qui interface l'in-
terpréteur APL. 
Enfin, le système fonctionne également sur le Tl600 de l'INSA de 
RENNES qui, ne disposant pas d • autre rroyen informatique, voulait accéder 
aux services offerts par CYCLADES. 
8.3.2. - ~~ORAT~~ê-~~~~8 
Trois types de travaux peuvent être envisagés dans le futur 
1 - L'extension de la gamme des services - extérieurs - auxquels permet 
d'accéder le frontal. L'accès à chaque nouveau service nécessite le 
développerrent d • un nouveau serveur virtuel sur le frontal. L • archi tee-
ture du logiciel (cf. 5.2) facilite ce genre de développerœnt. Par con-
tre, cela peut nécessiter le développement de nouvelles méthodes d'accès 
dans la machine de communication du frontal, particulièrement s'il faut 
se connecter à un nouvel ordinateur. Les problèmes peuvent-être plus ou 
rroins ccrnplexes mais ont l'avantage d • être bien localisés par ni veau. 
2 - Les extensions précédentes requièrent une augmentation de puissance de 
la machine. 
Cela concerne d'abord la capacité-mémoire actuelle qui est limitée (64 
K. octets maximum) • Or le Tl600 ne possède pas de mécanisme d • adressage 
virtuel. D • autre part, nous n • avons pas prévu de structure de recouvre-
rœnt des programrœs à partir du disque. Les mécanismes seraient sans 
doute trop coûteux pour un produit dont la principale qualité doit être 
la rapidité. En outre, la nette décroissance du prix des mémoires sem-
ble plutôt plaider en faveur du passage à une machine de capacité~émoire 
plus grande (ce qui devient maintenant courant, m§rœ pour un mini-ordina-
teur). 
Parallèlerrent, le débit de transmission du Tl600 (11 0U througl:put11 ) est 
sèrieuserrent limité par ses capacités d'E/S· Il a déjà atteint la limite 
de ses possibilités pour la configuration actuelle (cf. Annexe 4) avec 
un débit total dépassant les 19, 2 kilcbauds sur l' enserrble des lignes 
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synchrones. L'addition de nouvelles liaisons synchrones est difficile-
ment envisageable si l'on désire un fonctionnement simultané de toutes 
les lignes. Une véritable amélioration ne peut être obtenue que par une 
plus grande décentralisation de la gestion des télécommunicatiorsavec 
introduction de processeUISpériphériques spécialisés. Ces processeurs 
périphériques permettLcdentde décharger l'unité de traitement du frontal 
d'une grande partie de la gestion physique des transmissions (cf.8.2.2.). 
Les procédures de transmission, actuellement traitées caractère par carac-
tère par le logiciel, pourraient être micro-progranmées sur ces proces-
seurs. Cette approche conduirait à répartir la machine de communication 
du frontal entre l'unité de traitement et des processeurs périphériques 
prenant en charge les ni veaux M: TR et M: GT. Cette évolution est d'ailleurs 
inévitable avec l'apparition des nouvelles procédures de transmission, 
type HDLC [PRü-2] ,qui nécessitent un traitement au niveau du bit. 
Enfin, la capacité de commutation offerte avec une seule unité de traite-
ment est très suffisante actuellement pour la rapidité des lignes de trans-
mission utilisées. Par contre, on peut envisager une structure doublée 
pour le frontal afin d'accroître la disp:mibilité du produit et de rédui-
re les possibilités de congestion. En effet, les extensions envisagées 
(cf. 8.3.3.) font du frontal un pivot essentiel de l'installation informa-
tique du si te. 
3 - Cette augmentation de puissance peut difficilement être obtenue à partir 
du Tl600. Il faudrait donc envisager le passage à une autre machine satis-
faisant les besoins énumérés : capaci té-ménoire accrue - forte capacité 
de transmission et de comnutation - grande disponibilité. Quelques études 
ont déjà été menées visant à la construction de machines adaptées à ces 
besoins télé-informatique, et particulièrment à la fonction de noeud de 
réseau. Ces machines ont généralement une structure rnulti-processeur/rnulti-
bus, facilitant une augmentation de puissance graduée [ARP-6]. Le cons-
tructeur du Tl600 a lui mêrre développé la structure POLYIDS [TOCH-7] p:Jur 
servir de base à la construction des divers constituants matériels d'un 
réseau [TECH-8]. Cette structure, organisée à partir de processeurs SOLAR 
16, pennet un fort degré de parallèlisrœ entre les traitements et les 
entrées/ sorties. L'architecture du logiciel du frontal nous semble suffi-
samrent flexible pour envisager son transport sur une telle machine, d'au-
tant que le code d'ordre des unités de traitement SOLAR est compatible 
avec celui du Tl600. Seule serait à reprendre la gestion physique des 
transmissions dans la machine de carmrunication. 
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8. 3. 3. - N<XNELLES PERSPEcriVES D' UTILISATICN 
------------------------------------
Les possibilités du frontal développé ont permis de ~e pas lier son 
avenir à celui du réseau CYCLADES, puisqu'il est déjà largement utilisé pour 
des besoins locaux. Le seul intérêt est de conserver une ouverture vers un 
réseau extérieur (peut être le réseau public TRANSPAC à 1 'avenir). Ainsi tout 
nouveau terminal introduit sur le site est déjà autanatiquerœnt connecté au 
frontal. L'objectif est maintenant de développer encore son utilisation dans 
le cadre de la répartition des moyens de calcul de l'Ecole des Mines sur plu-
sieurs mini-ordinateurs. 
L'idée d'affecter à un ordinateur une (ou plusieurs) fonction(s) 
simple ( s) n'est pas nouvelle [ SYS-11 J mais trouve maintenant une justifica-
tion économique avec la baisse de prix enregistrée pour les mini -ordinateurs. 
D'autre part, un logiciel spécifique sur une petite machine est plus simple 
à développer et à maintenir- et souvent plus efficace pour l'application con-
cernée - qu'un logiciel général sur une grosse machine. Partant de cette cons-
tatation on envisage de réaliser un centre de calcul réparti basé sur un ré-
seau de mini-ordinateurs spécialisés chacun dans une fonction [SYS-12]. Le 
frontal regrouperait l'ensemble des terminaux des usagers et fournirait, à par-
tir d'un langage de commande unique, les points d'accès aux services offerts 
à l'utilisateur (fig. 1). 
Dans cette réalisation chaque mini-ordinateur est exploité avec un 
systèrœ spécialisé (traiterœnt par lots, temps réel, APL en temps partagé 
etc •.. ) fourni par le constructeur. OUtre le développeiœnt d'un interpréteur 
(réparti ou non) du langage de commande, ce projet implique le développerœnt 
d'un logiciel (réparti) capable d'appliquer le réseau des connexions logiques , 
entre services, sur le réseau des connexions physiques ,entre ordinateurs. Cepen-
dant, les problèmes ne se posent pas du tout dans les mêrœs tenres que pour 
un réseau général type CYCLADES, dans la mesure où chaque ordinateur partici-
pant est spécialisé et que l'on peut en profiter pour particulariser certaines 
connexions. Le problème de l'augmentation de la puissance et de la disponibili-
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1 - SYSTEME NOS 
Le Frontal Tl600 offre à ses utilisateurs (terminal local ou à 
distance, progranrne ... ) la possibilité d'entrer en carrmunication avec des 
services distants réalisés hors du Frontal (sur un ordinateur connecté, par 
exemple). 
Le système NOS (Network operating system) n'offre lui-même aucun 
service réel. Il établit puis contrôle les communications grâce à un certain 
nombre de "serveurs virtuels spécialisés" . Ce sont les représentants des ser-
vices réels distants. Ils peuvent opérer concuremment et sont chargés de met-
tre en relation ces services réels et les utilisateurs. 
2 - TERMINAL 
a) vue du_sys:t~ 
Un terminal connecté physiquement au Tl600 est en relation avec le sys-
tème par 1' intermédiaire d'une voie logique et est connu sous un numé-
ro : 1 'unité syml:x?lique (SU). 
Ainsi, pour tout ce qui concerne ses relations avec le frontal, on nom-
mera le terminal par son uni té symbolique. 
b) états 
Un terminal du type console peut se trouver dans 1 'un des états sui-
vants : 
Déconnecté ·total Il est ignoré de NOS. En particulier, l'utili-
sateur ne peut y entrer aucune cœtllélll.de 
Connecté frontal Il peut dialoguer avec NOS, et en particulier 
derrander sa connexion à un serveur. 
Connecté serveur Il peut dialoguer avec le serveur virtuel et 
en particulier demander sa connexion à un 
service. 
Connecté service Il est directement en relation avec le service 
distant concerné. 
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On peut résurœr ces états et le passage de l'un à l'autre par 
le diagrarnœ d'états suivant. 
Commande. CONNECI'E 
OpéJtcU:e.Wt FRONI'AL 
DEX::::ONNECI'E t } 'lUI' AL 
' Commande. ~ CONNEx::::TE CONNEX:TE SERVEUR SERVICE Opé.JtcU:e.Wt 
I.e passage de l'état "Déconnecté total" à un autre état nécessite 
, l'intervention de l'opérateur. 
COMMENT OPERER 
l - CHOIX DE LA CCNSOLE OPERATEUR 
On peut choisir la console opérateur soit 
- avant le chargement du système en rrêrroire 
- avant la réinitialisation et la relance du système 
. par la cœmande "INOS" frappée sur l'ancienne console 
. par l'action des clés du pupitre : ARRET, INI, MARCHE. 
Pour cela, on positionne les clés du pupitre de ccmrande 
- clé de fonction A abaissée 
configuration du numéro d'unité symbolique correspondant à la console 
choisie sur les clés de données (en hexadécimal) : 




A 8 X V C L W K P 5 AM M 
gzzz?/7771/l 
si le n° configuré ne correspond pas à une console, tous les 
voyants s' allurœnt. On recomrence alors 1 'opération. 
La clé A étant levée, c'est le Télétype de service qui est prise 
par défaut came console opérateur. 
2 - UTILISATICN DE LA CCNSOIE OPERATEUR. 
Au démarrage du système, seuls sont connectés au frontal la 
console opérateur et le disque à tête fixe. 
Tous les tenninaux et lignes sont dans 1' état "déconnecté total" . 
Les services sont inactifs. 
L'opérateur peut lancer l'ensemble des commandes énumérées dans la 
suite. 
a) ~tr~~-ç!.:_une -2~d~ 
Pour entrer une cœm:mde au système, 1 'opérateur doit appuyer sur 
la touche "ESCAPE" (Touche spéciale "APPEL" dans le cas de la télétype 
de service) de la console opérateur, et attendre l'impression du carac-
tère "?". Le superviseur est alors en attente de la carmande. 
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Toute cammande est composée de 4 caractères et d'un certain nombre 
de paramètres séparés par le caractère "/" (slash). L'ensemble conprend 
64 caractères maximum et est tenniné par un "retour charriot" (RC) 
Pour toute entrée sur la console, l'opérateur dispose de 2 caractères 
d'annulation : 
"t" annule le dernier caractère frappé (ou """) 
"+" annule conplètement la ligne en cours et provoque le posi tionnenent 
du chariot en début de la ligne sui vante où la ccmnande :peut être 
à nouveau frappée. { ou "_ ") 
A la suite de chaque cœmande, le systèrœ envoie une réponse sur 
la console, précédée de 1' heure. 
Cette réponse peut être de trois types 
hhH.mn DONE Cœmande exécutée 
hhH.rnm PASSED Commande prise en compte, initialisée et 
lancée. 
hhH .m ppp xxx ... Erreur détectée par le processeur ppp. La ccm-
mande (ou partie de la cœmande) est refusée. 
La raison du refus : xxxxx . . . est exprimée en 
clair. 
Note L'opérateur peut lancer, à partir de la console, toutes les 
commandes énumérées dans la suite. 
Un tenninal banal (console autre que la console opérateur) 
dans 1' état "connecté frontal" ou 1 'état "connecté serveur" 
peut également lancer des carmandes au systèrœ. Mais seule-
ment certaines d'entre elles. 
Ces commandes non pAivilégié~ (ou partie de commande) sont 
figurées encadrées. 
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LISTE VES COMMANVES 
NOTE - lu Jtépon6U du. Mj!:d.ème. ~.>ont l.>.ouU.gné.U 
- lu Jtetou.M c.h.tvtJUo.t 1.> o n.t no .tu @ 
- lu c.ommandu (ou pa.Jt.t,i.u de. c.ommande.J non p!ti..vilég-i.éu 
~.>ont e.nc.ad.Jtéu. 
A - CCMvWIDES GENERALES 
rnos@) 
jDATEj[J] /[Mo]/[A]/[H]/[Mi] @) 
SRID <ad> 
Réinitialisation de 1 'ensanble du 
logiciel du frontal 
Mise à jour et visualisation de la 
date et de l'heure. 
les paramètres sont : jour, nois, 
année (2 chiffres), heure, minute. 
OUVerture des voies logiques corres-
p::>ndant aux uni tés symboliques su1 , 
su2 ' su3 • • • et attachement de 
ces uni tés au frontal 
Cette ccmnande fait passer les tenni-
naux auquels sont affectées les uni-
tés symboliques de 1 'état "déconnecté 
total" à 1 'état "connecté frontal" 
Fenœture de la voie logique corres-
p::>ndant à 1 'unité symbolique <SU> et 
détachanent du frontal. 
Cette cx:nm:mde fait passer le teimi-
nal auquel est affectée 1 'unité sym-
bolique <SU> à 1' état "déconnecté 
total". 
lance 1' écriture en mém:>ire d'une 
:image rném:>ire sur disque à tête fixe, 
si tuée à partir de 1' adresse <ad> • 
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B - CCMMANDES RE:L.l\TIVES AlJX SERVICES 
Initialisation et démarrage de la 
Station de Transport 
les cœmandes suivantes ne peuvent être acceptées qu'après l'initialisa-




CTOP <i - ab>/<i - ST> ® 
~ <rœssage> (Ci) 
0 <rœssage> ~ ;® 
Envoi d'un pli "écho" à la Station 
distante d'identification <i -S'l'> . 
Si cette station est active, elle 
renvoie le pli écho et le système le 
visualise sous l'une des formes sui-
vantes : 
... STI <i- S'l'> ... 
<pli écho en hexadécimal> 
R - EOiO <i-sr> 
Envoi du <rœssage> à la télétype 
opérateur du noeud CIGALE d' identi-
fication <i -ST> 
Activation du processus de dialogue 
inter-opérateurs pour des messages 
destinés à l'abonné <i - ab> de la 
Station <i - ST>. 
I.e processus est désactivé par un 
message vide (retour chariot) • 
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,-------------------------------------~----------------------------------· 
Initialisation de 1' ensemble du logi-
ciel du concentrateur de teJ:m:i.n.aux 
res carmandes sui vantes ne peuvent être acceptées qu'après 1 'initialisation 
du concentrateur. 
NSER <nan du service> 1 <;i -ab>/ <i -servlce >/ 
<i-entl >/ <SU1 >[/ <i-ent2>/ <SU2>/ <i-ent3>/ <SU3 >] @ 
Déclaration d'un nouveau service dis-
tant avec : 
<nan du serviCEb nan sous lequel les 
utilisateurs ncmrerort: 
le service concerné. 
Il Catl>rend : 
f 
<type de service> TS (tarps partagé 
ou 
RB ( trai tanent 
) par lots) 
\ <nan> 4 caractères 
quelconques 
<SU1>,<SU2>, <SU3> 
numéros d'uni tés symboliques auxquelles 
on fait corre8p)ndre les entrées dans 
le service dans le cas du trai tarent 
par lot : 
<SUl> corre8p)nd à la console 
< SU2> corre8p)nd au lecteur de carte 
< SU3> corre8p)nd à 1 'imprimante 
Dans le cas de terrps partagé, une seule 
entrée et < SUb = 0. 
<i-ab> identification de l'abonné 
ser,veur distant. 




identification de 1 'entrée 
dans le cas du tarps parta-
gé (ou des entrées dans le 
cas de trai tarent par lots) 
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Jcxcrl <SU1>[/<SU2>/<SU3> ... ] @ 
MESS <SU> @ 
- <Iressage> CR 
-
OUVerture des voies logiques corres-
pondant aux uni tés symboliques <SU 1 >, 
<SU.(, <SU3 >. . . et attachanent de ces 
uni és, au concentrateur. Cette can-
mande fait passer les terminaux auqueJs 
sont affectées les uni tés symboliques 
à l'état "connecté serveur" (I.e ser-
veur étant le concentrateur de tenni-
naux). 
Envoi d'un Iressage sur la console à 
laquelle est affectée l'unité syrnbo-
lique <SU> . Cette ccmnande ne peut 
être acceptée que si le terminal est 
connecté au concentrateur. 
- Initialisation du service. 
- OUVerture et connexion au service 
des périphériques auquels sont af-
fectées les uni tés symboliques 
<SUl>' <SU2>' <SU3>. 
Ces uni tés correspondent respective-




console opérateur de trai-
tercents par lots. 
lecteur de carte (entrée 
des données) 
irrq?rimante 
- Désactivation du service. 
- Déconnexion des uni tés symboliques 
qui lui étaient attachées (et fer-
Ireture éventuelle si leur état an-
térieur n'était pas "connecté fron-
tal") . 
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d) ~~~ (M:E) 
Toutes les carm:mdes suivantes pennettent de visualiser ou de rrodifier 
dynamiquement des élé.Iœnts du système sans perturber son fonctionnerœnt. 
(sauf rrodifications entraînant un fonctionnement anonnal : en particulier 
avec la cœmande PI'CH). 
1Dm1P <ad>/<n> 1 ~ 
~H <ad>/<m> 
MSGX <n> @ 
-> <nessage> @D 
TEST <pu> @ 
IETAT <n> /<r> 1 ~ 
(vobt .te dé.:ta.il. de6 :ta.b.te-6 e;t pile6 
v.U.,u..aiMée-6 dan6 .te MaVJ.u.el de Ma.ùtte-
MVJ.c.e). 
Vidage de <n> nots mém:>ire à partir 
de 1 'adresse absolue <ad> . 
Remplace le contenu du not mém::>ire 
d'adresse <ad> par la valeur hexadé-
cilnale <rn>. 
Introduction du nessage de numéro <n> 
<héxadécilnal> sur le disque. 
Le nessage est limité à 64 caractères, 
terminés par "Contrôle G" (Bell) . 
Mis en test de 1 'uni té physique <pu> 
(correspondant à un coupleur de trans-
mission) . Trace dans un buffer circu-
laire tous les caractères émis et re-
çus sur cette uni té physique. 
visualisation d'une table ou d'une pile 
sous foi:IIE de vidage mém:::>ire. C'est 
1 'état à un instant donné de cette ta-
ble ou de cette pile. 
<n> est le ni veau de la "Hachine" 
concernée. 
<r > est le rang de la machine dans le 
niveau. 
Le tableau suivant donne le détail 
des états suivants <n > et <r>. 
valeur de <n > valeur de <r> 
0 N° de P.U. 
1 N° de P.U. 
2 N° de P.U. 









DEEG <n > / <SU> @ 
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Etat associé 
Table de l'unité physique PU (associée au cou-
pleur d'entrée-sortie) 
Zone de travail de la machine f\1: TR associée. 
Zone de travail de la machine H:Gl' associée. 
Table de l'uni té fonctionnelle F. U. (associée au 
processus gérant les entrées/sorties d 'illle voie 
logique). 
Files d'attente de la machine M;I:M 
File des réveils. 
Table de gestion du disque. 
Liste des voies logiques connectées au frontal. 
Zone de travail de la voie virtuelle concernée 
<n> = 1 Trace sous forme de vidage 
rnérroire de tous les plis 
émis et reçus de la Station 
de transport CYCLADES. Vi-
sualisation sur le terminal 
auquel est affectée l'uni té 
symbolique <SU> 
<n>=O Suppression de la trace 







Ce. manuel. ut un c.omplê.me.n:t du manuel. opê.Jta..te.Wt. PoWt :tou:tu lu 
c.ommandu ac.c.UI.liblu l.lOUI.l NOS, .6 e. !te.poltte/l. à c.e. Manuel.. 
0 n .6 1 ..tn:te.Jr.U-6 e/l.a un..tque.me.n:t aux c.ommandu ac.c.ul.l..tblu dan-6 l 1 Ua:t 
"c.onne.c.:tê. .6e/l.ve.Wt", poWt c.hac.un du .6e/l.ve.uM v..t/ttue.l-6 du F!ton:tal. Ce.:t Ua:t 
global pe.u:t U!r.e. dê.c.ompo.6ê. e.n Ua:t-6 ê.lê.me.n:ta..t!tu .6uivan:t lu .6e.Jtve.Wt.6. 
Van-6 l 1 ê.:ta:t "c.onne.c.:tê. .6e.Jtv..tc.e.", on !.le. Jte.poltte/l.a au manuel. d 1u.t.ii.i.J.,a-
tio n du .6 eJt v..tc.e. fu :tant c.o nne.c.:tê.. 
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ABONNE CLIENT CONCENTRATEUR VE TERMINAUX (ABCT) 
A - SERVICES DISPONIBLES 
- Temps partagé 
- Traitements par lots } sur le réseau CYClADES 
Voir la liste des services initialisés par l'opérateur et leur mnérro-







.. etc .. 
service documentation sous CP/67 (360/67) 
temps partagé sous CP/67 (360/67) 
temps partagé sous SlRIS 8 (Grenoble) 
temps partagé sous SlRIS 8 (Lyon) 
ternps partagé sous SIRIS 8 (IRIA) 
traitement par lots sous OS,MVT (360/67) 
B - ENl'REE D'UNE CCl1r.1ANDE AU CONCENTRATEUR 
Pour entrer une ccmnande au concentrateur, l'utilisateur doit appuyer 
sur la touche "ESCAPE" de son tenninal et attendre l'impression du caractè-
re "/". Le concentrateur est alors en attente de la canrnande (Si le tenninal 
était en attente d'entrée de données, frapper "retour chariot" après "ESCAPE"). 
Les caractères d • annulation de caractère (" t" ou "A") et de ligne 
("+-" ou "-+") sont les mêiœs que pour les carroandes sous NOS. 
C - TERMINAL CONNECl'E A UN SERVICE DISTANI' 
L • état d • attente d • entrée d • un tenninal connecté à un service distant 
est caractérisé par l'apparition du caractère "-" sui vi de la "cloche" . (C'est 
l'équivalent du débloquage du clavier sur certains terminaux). Dans le cas 
du secret (rrot de œsse oar exemole) , les caractères fraooés n'apparaissent 
œs sur le tenninal. 
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D - CCM1ANDES DISPONIBLES POUR 'IDUS LES TERM.lNAIJX 
(connectés au concentrateur) 
F..TAT@ 
OPER <message> @ 
CSER<ncrn du servi.ce> @ 
ATI'N @ 
DSER ® 
Visualisation sous forme de vidage mémoire de 
la table affectée au terminal (lorsque le ter-
minal est déjà connecté au service) . 
Pour la signification de chacun des m::>ts de la 
table, se reporter au Manuel de Maintenance. 
Envoi d'un message sur la console opérateur du 
Frontal. 
Demande de connexion au service distant dont le 
rnnérronique est <nan du service> . 
Attendre l'établissement (ou le refus) de cette 
connexion. 
Envoi d'une "attention" au service distant con-
necté. 
Suppression de la liste sur le terminal. 
Nota : 1' arrêt de 1' impression est local. Il 
faut donc attendre le déblocage du clavier ca-
ractérisé par "-" @5) 
Demande d'annulation de la connexion établie (ou 
demandée) avec un service distant. 
Détachement du terminal du concentrateur. Retour 
à 1 'état "déconnecté total" (ou à 1 'état "cormec-
té frontal" si le terminal était au préalable con-
necté à NOS. 
E - CCM-1ANDES OPERATEUR DE TRAITEMENl' PAR LOrS (via CYClADES) 
OUtre les carrnandes générales précédentes, 1 'opérateur d'un service 
de traitement par lots distant dispose des cœmandes suivantes : 
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DEXP <nan du~, @ Envoi d'un xœssage à l'opérateur dis-
- <message> RC tant du service connecté. 
-
:LECI' <nan du service> @ Relance du lecteur de cartes pour un 
service de trai terœnt par lots dis-
tant connecté 
RIMP @) Relance de l'impression du listage en 
cours au début de celui -ci. 
F - EI'AT "CONNECI'E SERVEUR" (voir diagramœ page suivante) 
Il se déOOmpose en 3 é:tats : 
I.e teJ::min.al n'est connecté à aucun service. 





Une carmande de connexion à un service a été 
lancée. I.es seules ccmnandes possibles sont : 
l DSER OPER El'AT 
I.e tenninal est connecté à un service. 





























DI.AGIW.f-lli D 1 El'ATS D 1 UN TERMINAL 













SERVICE VE TRAITEMENT PAR LOTS (ho~ CYCLAVES) (RB) 
Ici, rous ne nous intéressons qu'aux ccmnandes locales au serveur 
virtuel. les ccmnandes système et messages correspondants venant du service 
distant dépendent du systèrœ sous lequel il est géré. I.e serveur virtuel si-
mule une station de traitement par lots vis à vis de l'ordinateur connecté 
au Frontal. Il perrret d'accéder au service à partir d'organes périphériques 
accessibles du frontal : 
- une console opérateur. 
- un lecteur de carte (ou tout autre organe d'entrée) 
- une iropr.irnante (ou tout autre organe de sortie). 
A - ENI'REE D'UNE CŒf.1ANDE A lA STATION. 
Pour entrer une carrnande à la station, l'utilisateur doit appuyer 
sur la touche "ESCAPE" de la console opérateur de la station (détenninée par 
la cœmande sous NOS : INRB SUOP 1 SUCR/SUlMP). La station envoie le carac-
tère "%" sur la console et se met en attente de la carmande. 
les caractères d'annulation de caractères (" t" ou """) et de ligne 
("+" ou "_") sont les mêmes que fX)ur les cannarldes sous NOS. 
B - MESSAGES DU SERVICE DISTANI' 
les mef:!sages envoyés par l'ordinateur connecté à la console opérateur 
de la station sont imprimés quel que soit l'état de cette console ("connecté 
serveur" ou "connecté service") . 
C - CCM-lANDES DISPONIBLES A L 'OPERATEUR DE lA STATION. 
CORB ® Provoque le passage de la console de l'état "connecté 
serveur" à l'état "connecté service". 
Au prochain "ESCAPE", le caractère "*" sera envoyé, et 
1' opérateur peut alors frapper une ccmnarrle au systèrœ 
de 1' ordinateur distant connecté. 
Pour sortir de cet état, A suffit d'envoyer une ccm-
mande vide : "ESCAPE" Ô 
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STRP ® Arrête 1' irrq;>rirnante et provoque son passage à 1' état 11 C.On-necté serveur11 • 
RERP ® Relance l'impression du listage et provoque le passage de 1' imprimante à 1 'état 11connecté service ... 
S'l'Re ® Arrête le lecteur et provoque son passage à 1 'état "con-necté serveur11 • 
(même action qu'une carte vide) . 
RERC ® Relance la lecture des données et provoque le passage du lecteur à 1 'é.tat "connecté service". 
CLRB ® Clôt la session de traitement par lot. Chaque tenninal sole, lecteur, imprimante) repasse à son état initial 
connecté total 11 ou 11 connecté frontal") . 
D - uriLISATION DU "LECI'EUR DE CARI'ES 11 
ic 1 'entrée des données peut se faire par l' intennédiaire 
. d'un lecteur de cartes 
. d'un lecteur de ruban perforé 
. d'un terminal interactif (télétype ou écran) 
(con 
("dé-
Cette entrée est désignée par son unité symlx:>lique (SU dans la cœmande INRB). 
ic Une carte est cons ti tuée de 80 caractères ASCII au plus et tenninée par un 
.. retour chariot .. {RC) (Eventuellerœnt suivi ou précédé d'un 11passage à la 
ligne11 (LF) . 
ic Dans un flot de cartes, la dernière lue est une carte vide (carte contenant § ccmne prenùer caractère) . I.a. relance du lecteur nécessite 1' intervention 
de 1 'opérateur de la Station. 
Attention : 1' arrêt du lecteur ne signifie rien vis à vis du service connecté 
la fenœture du flot d'entrée du se:rvice s'obtient par une carte "fin de flot .. 
ou une cœmande opérateur. 
ic Dans le cas où 1 'entrée se fait à partir d'un tenninal interactif, les cartes 
sont frappées sur le clavier et les caractères sont imprimés sur la feuille (ou 
visualisés sur l'écran). 
Après chaque entrée de carte (caractérisé par "retour chartiot"), le 
serveur p:::>sitionne le chariot en début de ligne suivante indiquant ainsi qu'il 
est à nouveau en lecture. 

A N N E x E IV 
EXEMPLES VE SESSIONS 

************** 
* NOSINI-V15 * 
*********1(**** 





















AP OB ATTACHE AU CT 
AP 09 ATTACHE AU CT 
POUR AP:OB 
•• CONNEXION TSGREN DEMANDEE 
AP 07 ATTACHE AU CT 
POUR AP:OB 
•• CONNEXION TSGREN ETABLIE 
AP OC ATTACHE AU CT 
POUR AP:09 
•• CONNEXION TSCPDC DEHANDEE 
POUR AP:07 
•• CONNEXION TSCPTE DEHANDEE 
POUR AP:09 
•• CONNEXION TSCPDC ETABLIE 
POUR AP:07 
•• CONNEXION TSCPTE ETABLIE 
POUR AP:09 
•• CONNEXION TSCPDC ANNULEE 
POUR AP:09 
•• CONNEXION TSIRIA DEHANDEE 
?IN RB F /A/ 11 
19H.48 
***** RB-P1175 UP ***** 
ECOLE NAT/O".,,.::OLE SUPERIEURE 
DES MiNES ~-:.:: Si\_,,..- ETIENNE 
POUR AP:09 
•• CONNEXION TSIRIA REFUSEE 
POUR AP:09 
.• CONNEXION TSCPIN DEMANDEE 
POUR AP:09 
.. CONNEXION TSCPIN ETABLIE 
POUR AP:09 
•• CONNEXION TSCPIN ANNULEE 
POUR AP:09 
•• CONNEXION TSCPTE DEMANDEE 
POUR AP:OB 
•• CONNEXION TSGREN ROMPUE 
POUR AP:09 
•• CONNEXION TSCPTE ETABLIE 
19H.58 
***'~c* RB-Pll75 DOWN 
POUR AP:09 
•. CONNEXION TSCPTE ANNULEE 
POUR AP: 09 
•• CONNEXION TSGREN DEMANDEE 
POUR AP:09 
•• CONNEXION TSCREN ETABLIE 
POUR AP:07 
.• CONNEXION TSCPTE ANNULEE 
AP 07 DETACHE DU CT 
?HESS 9 
****'~c 
-ATTENTION: SESSION "NOS-FRONTAL" TERMINEE DANS 5 HINUTES!!! 
DE 09 BIEN RECU,JEDECONNECTE DANS 2 MINUTES 
AP OB DETACHE DU CT 
POUR AP:09 
•• CONNEXION TSGREN ROUPUE 
POUR AP:09 
•• CONNEXION TSLYON DEMANDEE 
POUR AP:09 
•• CONNEXION TSLYON REFUSEE 
AP 09 DETACHE DU CT 
?ETAT 4/3 
20H.31 ** VOIES LOGIQUES CONNECTEES ** 
DE VICES 




TTY 7 (VOIE 7) 























ECOLE NATIONALE SUPERIEURE 
DES MINES DE SAINT·ËTIENNE 
TERMINAL-USAGER EN SESSION CYCLADES 
19H.43 ***NOS: TERHINAL CONNECTE*** 
?cxct 
AP 09 ATTACHE AU CT 
19H.44 **** CT-CYCL UP **** 
/cser tscpdc 
•• CONNEXION TSCPDC DEMANDEE 
.. 1 
•• CONNEXION TSCPDC ETABLIE 
BIENVENUE SOUS LE SYSTEME DE DOCUHENTATION DU CICG 
CE SYSTEHE MET A VOTRE DISPOSITION TROIS Cm1MANDES: 
/purg 
QUITTER POUR SORTIR DU SYSTE:t-1E DE DOCUMENTATION 
DfPRIMER SITE NOH 
SORT LE FICHIER DE NOM 'NOM' SUR L'IMPRIHANTE 
DU SITE 'SITE' 
SITE EST UN IDENTIFIACATEUR DE SITE DECLARE DANS 
L'ANNUAIRE CYCLADES (EXEHPLE CP67 POUR L'IMAG) 
LISTER NON 
IHPRIME LE FICHIER SPECIFIE SUR VOTRE TERMINAL 
-lister thernoda 
LOAD PAPER; HIT RETURN. 
T H E R M 0 D A T A 
(Banque de donnees thermochimiques) 
R; T=0.07/0.11 19: 
46:46 
-quitter 
VOUS QUITTEZ LE SYST~lE DE DOCUMENTATION. SI VOUS N'AVEZ PAS 
DE FICHIERS A SORTIR SUR H1PRIHANTE, VOUS POUVEZ ROMPRE LA 
CONNEXION. 
SINON, CONNECTEZ VOTRE IMPRIHANTE POUR RECUPERER VOS LISTES, 
PUIS ROMPEZ LA CONNEXION. 
0.2506 UNITE(S) DE FACTURATION DEPENSEE(S) 
CONNECT= 00:01:57 VIRTCPU= 000:00.25 TOTCPU= 000:00.60 
LOGOUT AT 19:47:28 ON 10/18/76 
/dser tscpdc 
•• CONNEXION TSCPDC ANNULEE 
ÉCOLE NATIONALE SUP~RIEURE 
DES MINES DE SAINT·ÉTIENNE 
/cser tsiria 
•. CONNEXION TSIRIA DEMANDEE 
•• CONNEXION TSIRIA REFUSEE 
19H.49 CONX: 5 EXPEDITIONS LT-RG 11 D-CONTACT 11 SANS AR 
/cser tscpinit 
19H.50 ABCT: PARAHETRE INCORRECT 
/cser tscpin 
,,CONNEXION TSCPIN DEMANDEE 
.• CONNEXION TSCPIN ETABL lE 
BIENVENUE SOUS CP/67 •.• 
SI VOUS AVEZ DES PROBLEHES, APPELEZ LE 54.61.45 POSTE 204 
VOICI LA PROCEDURE A SUIVRE POUR OBTENIR LA CONNEXION 
A LA t!ACHINE 'PUBLIC RELATION'. 
SUR CETTE ~tACHINE, VOUS TROUVEREZ: 
-UN MINI GUIDE CP/CHS 





.• CONNEXION TSCPIN ANNULEE 
leser tscpte 
•• CONNEXION TSCPTE DEMANDEE 
,,CONNEXION TSCPTE ETABLIE 




E2:~-~~ ~!l.T:ON..!.~,..E SUPERIEURE 
CES M:NES ~E SAINT-ETIENNE 
VEUILLEZ RECUPERER VOS ETATS DISQUES BANDES SERVICE DANS VOS CASIERS, 




09 USERS, 00 DIALEO 
PLANNING OS CON, TELCOH DSCON, CITPR DSCON, OPERATOR - 01F 
(LOG IN) 
- 059, BAYOU NI 




CHS,,VERSION 3,0 octobre 74 
-lis tf 
FILENAHE FILETYPE MODE NO,REC, DATE 
DECLARE SYSIN Pl 6 1/14 
REPONSE SYSIN Pl 6 1/14 
DECLARE 110DULE Pl l l/ 14 
IMPRIHE MODULE Pl l 1/14 
IMPRIME SYSIN Pl 8 2/16 
EXPL IQ SYSIN Pl 6 l/ 14 
/purg 
-p declare sysin 
DECLARE START 0 
LR R12,Rl5 
USING DECLARE,R12 
TYPE 'ENTREZ VOS COORDONNEES' 
1 attn 
svc X' CA' 
/etat 
20H.01 ABCT: AP CONNECTE AU RESEAU 
1F31: 0004 0000 0000 0000 0000 
1F39: 0054 0020 0000 21C8 B73A 
1 F41: 0000 B7Cl OOlA OOlA 0000 
lF49: 0000 0000 B7EE 0000 0000 
1F51: 0000 0000 0000 020A 0009 
lF59: 0000 0300 0000 0009 0000 
1F61: 0000 0001 
/attn 





svc X' CA' 
DC AL4 ( ERECR) 
B LECT 






















0.1064 UNITE(S) DE FACTURATION DEPENSEE(S) 
CONNECT= 00:07:43 VIRTCPU= 000:00.09 TOTCPU= 000:00.25 
LOGOUT AT 20:03:33 ON 10/18/76 
/dser 
,,CONNEXION TSCPTE ANNULEE 
1, •H 'J'\Q.LE SUPERIEURE. 
• SS :0' ',!!NT-ETIENNE 
leser tsgren 
•• CONNEXION TSGREN DEHANDEE 
,,CONNEXION TSGREN ETABLIE 
TS SYSTEH IS UP 18*10*76 
!-1 publ,public 
20*06*54 
LOGIN SUCCESSFUL. YOUR ID IS X001 
!-cor.1mand 
*-keys 
SYSTEH SECONDARY CŒ1l,IANDS 
ACCT:SYS ALGOLRUN 
BASIC BAS ICI 















L ETABLISSEMENT OU PLANNING EST FAIT LE VENDREDI 
VERS 14 HEURES 
PLANCONV DONNE LES HEURES RESERVEES POUR 




S8 - TRANSIRIS SAUVEGARDES 
08H -22H 22H -23H 
~tARDI 19 
BOGO/ SB-TRANS S8 - TRANS IRIS SAUVEGARDES 
08H -10H 10H -22H 22H -23H 
HERCREDI 20 
ROGO/S8-TRANS SR - TRANSIRIS I ~SPECTION 








E.CD~:: 'ii\T O,....ï,U:. SUPERlEUQê 





S8 - TRANSIRIS 
18H -22H 
TAPEZ VOTRE CŒ--1HANDE FO~IAT 
?-fin 
JOUR DEBUT [,JOUR FIN] [ ( SYSTEHE)] 
!-basic 
! FILE=?!-
V040l C9CPOO 00/000/201 
>-let i=l 
>-10 i=i+l 
>-20 print 'i=' ,i 
>-30 if i=lO then 50 












STOP AT LINE 50 
>-end 
! -clock 
20:20 18 OCT 76 
!-execute publicl,* 
OPER: 
ATTENTION: SESSION "NOS-FRONTAL" TERMINEE DANS 5 HINUTES!!! 
JOB T940 ENTERED 
!-status t940 
T940 ACTIVE CARDO,OOOO LISTO,OOOl RTU1E,OO*Ol*59 A HOLD 
!-
/oper bien recu,jedeconnecte dans 2 minutes 
/attn 
JOB T940 TERHINATED 
! -edit 
*-query 
/ J: LUPUBL IC 
/LHCRECUHU 




























NB DE PTS COHPTABLES = 000000.99 
LOGOUT DONE AT 20*29*46 
,,CONNEXION TSGREN ROMPUE 
/: FDY 
/: CATLGCARDS 
/ J: CL lE 
~COLE NATION~'\LE SUPÉRIEURE 




•• CONNEXION TSLYON DEMANDEE 
/etat 
20H.28 ABCT: AP EN COURS DE CONNEXION A UN SERVEUR 
,,CONNEXION TSLYON REFUSEE 
20H.28 CONX: 5 EXPEDITIONS L T-RG "D-CONTACT" SANS AR 
/etat 
20H.29 ABCT: AP CONNECTE AU CT 
/outp 
AP 09 DETACHE DU CT 
?close 
20H.30 ***NOS: TERMINAL DECONNECTE*** 
~COLE NATiQI~ALE SUPERIEURE 
D~S MINES DE SAINT · ETIENNE 
CONSOLE-OPERATEUR V'UNE STATION "TERMINAL LOURV VU P1115" 
19H.48 
***** RB-P1175 UP ***** 
· %corb 
*statsys 7 
199006 19.50 TN: 006,008,009,021 
MOOOOS 19.50 DONE 
*statust 8 
ECOLE NATIONALE SUPERIEURE 
0 ES MINES DE SAINT ETIENNE 
199001 19.50 LNOOO,RC,HWA=018,DOWN,STOP=N,JOB=NONE,RPL=N,Q=N,SC=O 
07, T=Bl 
MOOOOS 19.50 DONE 
*upt 8 
MOOOOS 19.50 DONE 
*intn 8 
MOOOOS 19.50 DONE 
001,A03016 19.50 IR165 READY FOR TN 008 
*1 ,ok 
* %re re 
19H.SO RB: LECTEUR ACTIVE 
101102 19.52 JOB 0054-005,NN1E=DC-NOS ,USER=21001 




RB: LECTEUR DESACTIVE 
*detail 54 
M01004 19.52 0054-005 21001 
QUEUE 
*upt 9 
HOOOOS 19.53 DONE 
DC-NOS 09 76-10-18,19.52 OUTPUT 
103024 19.54 TN009 OW166 FOR 0054-05 PROLOG 
* %rerp 
19H.55 RB: U1PRU1ANTE ACTIVEE 
103024 19.55 TN009 OW167 FOR 0054-05 01 FORTRAN 
103032 19.55 EOJ 0054-005 
103020 19.55 TN009 END OF SYSOUT 
%corb 
*downt 8 
MOOOOS 19.57 DONE 
*downt 9 




***** RB-P1175 DOWN ***** 
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