Abstract-Floods are one of the top natural disaster that affects many regions around the world, harming human lives and lessening economy growth. Therefore, it is crucial to build an early warning system that forecast flow rate and water level to reduce the casualties of flood disaster. The objective of this paper is to design a flood monitoring system which integrates both flow and water level sensor and use two class neural network to predict the flood status from stored data in the database. A laboratory experiment was carried out to simulate the system and a pressure gauge was utilized to measure the pressure of inflowing water. A NodeMCU ESP8266 enables transmission of sensor data to Thingspeak channel for real-time visualization and storing the data in database. Furthermore, two class neural network module built in Microsoft's Azure Machine Learning (AzureML) was used to predict flood status according to a pre-define rule. The result of the 2-class neural network showed that using 3 hidden layers has the highest accuracy of 98.9% and precision of 100%.
INTRODUCTION
Flood forecasting is one of the most effective method to reduce the casualties of flood as it could predict occurrence of flood 6 hours to 2 days in advance [1] . Malaysia is one of the few Asian countries implementing flood forecasting in flood prone areas while the system is actively used in Terengganu, Pahang and Kelantan [1] . These three states are sorely affected by flood every year especially during monsoon seasons which leaves huge disruption and impact environmental wellness [2] . Up to date historical data from sensors must be readily available for an effective flood forecasting to be made using either artificial neural network (ANN), weather radar image or hydrological flood mapping. Flood forecasting using flood mapping technique was explored in [3] while the use of radar image and numerical weather prediction technique was applied in [2, 4] to analyses flood prone areas. ANN has more flexibility as the data can be modelled with various machine learning algorithm.
Conventional collection of data through open data and sensory readings have been explored in most research regarding flood prediction in [5, 6, 11, 12, 15] . Consecutively, simple statistical analysis of data was explored in [5, 6] whereas a more advance method of analyzing flood data were thoroughly done in [7] [8] [9] [10] [11] [12] by using a neural network and hybrid system which combines both a fuzzy system and neural network. Boosted regression tree analysis was adopted in [7] to analyze reservoir inflow. Wavelet Analysis was used to clean the data of unwanted anomalies that might exist in the reservoir inflow. Boosted regression tree is a method of reducing error in preceding tree by limiting the deviation from the mean of the data under test [7] . A neuro-fuzzy inference(ANFIS) hybrid system was used to modelled rainfall data in [8] . This kind of system incorporates both fuzzy and neural network. Fuzzy system is based on classifying inputs into membership functions and the output can be used to make decision or control purposes. The introduction of neural network in ANFIS is to tune the inputs of the membership function of fuzzy system so that processing time and cost is lowered while improving performance [9] .
In [10] , Neural cloud(NC) classification method was used alongside k-means clustering algorithm to train the data set pertaining to dike's susceptibility. K-means clustering can partition instances of training data and use it as an advantage to classify future observations by associating observations which is the closest to the cluster with closest mean. Neural Network Autoregressive with Exogenous Input (NNARX) was used on a practical data set in [11] . NNARX is a neural network based on a time series modelling that relates current input value of a time series to both past value of the same series and current and past values of the exogenous series. The exogenous series is the series that is externally affecting the input series. In another scenario, [12] combined the use of Neural network regression, Bayesian linear regression, Boosted Decision Tree and Decision Forest algorithm to perform flood data analysis from upstream and downstream of river. A linear regression is used at the side for the control of the experiment on the neural network while a neural network regression is an extension of linear regression as it applies supervised learning using adaptive weights to predict nonlinear function of the inputs [12] . Bayesian linear regression is incline towards using probability distribution to formulate linear regression and use Bayes' theorem to find the best distribution for the input parameters [12] . The Boosted decision tree and Decision Forest have similarities of being used as classification of data where boosted decision tree reduce error by decreasing the gap between the mean of data under test and trained data while Decision forest controls overfitting by fitting many decision trees on a sample data set and uses the mean to improve predictive accuracy [12] .
To provide early warning, flood forecasting must be equipped with a notification or alert system. This can be achieved by different means but generally a monitoring system is necessary for an effective alert system. [13] used a GSM module to send sensory data to server via GPRS network which is enabled by TCP communication and then the server sends alerts to the numbers stored in the database while the computer instantaneously sends notification to website or social media sites. [14] acquires sensory data by using a sensor node Datalog V1 and then Datalog V1 sends sensory data to a Web Application Programming Interface (API), Supervisory Control and Data Acquisition System (SCADA) via a GPRS network enabled by UDP/IP protocol. A web service was utilized to monitor on site flood prediction in [7] and [10] . [7] used Azure Web service to predict future reservoir flow out using recorded data from sensor while [9] monitor flood prone areas using Common Information Space (CIS) supported by neural cloud. An ESP8266 WiFi chip was used to send data to web service called Save Water Overflow Detection(SWOD) in [15] . The methods described in this paragraph facilitates early warning system for flood mitigation system An experiment was performed in a controlled environment to test the flood monitoring system designed in this study. The flood system was monitored on site via a dedicated web channel on Thingspeak. NodeMCU (ESP 8266) wifi module enabled data to be transmitted and updated to the channel on Thingspeak while Thingspeak provides an interactive chart of data from the two sensors. The data was stored and assessed using a two-class neural network module from Azure Machine Learning (Azure ML) to predict severity of flood from the flow rate and water level readings.
II. MATERIALS AND METHOD

A. System Design
First, the sensor and the gauge meter to be used in this experimental work are selected. A 0 to 200PSI which has a 1/8-inch National Pipe Thread(NPT) hydraulic pressure gauge meter was used to measure the pressure of water coming out from a 1.7 cm in diameter mouth of the single-hole faucet tap. A braided polymer faucet adapter connector (30 cm in length, 1.4cm in diameter and 3/8-inch compression connector) was tightly screwed on the mouth of the tap while the female compression thread connector has the pressure gauge meter tightly screwed in it. The pressure gauge meter measures the water pressure coming out from the tap opening before it flows into the inlet of the reservoir(plastic container with diameter of 25 cm, height of 18cm and capacity of 5.8 litre) that has a flow sensor attached to the Polyvinyl chloride (PVC) pipe(about 20 cm in height and 2.8 cm in diameter) to measure the flow rate of the inflowing water and 5 float switch sensors with 5 cm spacing interval between each sensor was attached on a PVC pipe(about 2.8 cm in diameter and 34 cm in length) which detect the level height of the water in the reservoir (Fig. 1) [5] . The code was written such that the water level measured in centimetres is output in meters using a multiplicative of 10. The flow sensor gets the reading of the flow rate passing through the inlet of the flow sensor using the expression in (1). The water level sensor gets the reading of the water level in the reservoir using the expression in (2) .
where V is the volume flow, V is the velocity and A is the cross-sectional area.
where water level is in metres, sensor_state is from the first flow switch sensor at the bottom of the PVC pipe to the fifth float switch sensor at the top of the PVC pipe. 
B. Monitoring System Architecture
The NodeMCU integrates both a microcontroller and a WiFi module(ESP8266) in a single device to enhance the capability of transmitting sensory data online to aid in connecting Internet of Things (IoT) embedded systems [15] . The Architecture of the NodeMCU is illustrated in Fig. 2a . The NodeMCU has multiple sensor interfaces (Digital inputs, Analog input, UART interface) that enable to take measurement from different kind of sensors, and a Printed Circuit Board (PCB) antenna that aids in long distance communication even with a low signal strength WIFI. The ESP8266 microprocessor (WIFI module) and STM8S003 microcontroller is mounted in a Federal Communication Commission (FCC) certified metal shield for strong antiinterference purpose. A USB to UART Bridge enables faster conversion between micro-USB and USB for on-site operation via a laptop while the Voltage regulator is used to step down 5 volts input from the power source to 3.3 volts. The NodeMCU has capability of powering up two devices with the in-built voltage output pins on the NodeMCU board. Furthermore, the connection between the NodeMCU and float switch level sensors requires a pull-up resistor of 4.7 kiloohms to enable bias of the NodeMCU digital pin state to be able to distinguish between 0's and 1's of the float switch sensor (Fig.2b) . The flow sensor is connected to the single analog input of the NodeMCU for effective reading of water inflow rate. Consequently, sensory data is sent and received via simple "Hypertext Transfer Protocol" (HTTP) Posts through Representational State Transfer (REST) API [16] . Thingspeak uses the REST API calls GET, POST and PUT to create channel, read and write channel data. Thingspeak sends a request to the server, which responds with data in the requested format. The miniaturized flow and water level sensor enabled by NodeMCU (highlighted in red colour circle) node before deployment is displayed in Fig. 2c . 
C. Data Processing using Artificial Neural Network
Machine Learning is a statistical method which gives computers the ability to learn and improve performance with input data from a primary source [18] . Microsoft Azure ML Studio is a web service with a primary user interface that helps to analyse data through readily available modules [17] . Modules are similar like nodes connecting neural algorithm, data transformation routines, saved models and user define codes [17] . Azure ML is used as the platform to carry out the neural network performance model of the data from the experimentation done with the laboratory set-up. The saved data sets are stored in CSV file format before being uploaded into Azure ML. Azure ML provides models to train the data sets and in this case 2-class neural network is being chosen. The experiment is done in Azure ML by connecting several modules which represents a directed cyclical graph that looks like a tree. The number of hidden nodes, size of learning rate and number of learning iteration are chosen according to desired learning outcome. The training of the neural network is carried out while the performance result is visualized in the trained model of the experiment done inside Azure ML. The rules of flood status prediction are presented in Table I . The rule for the flood status uses a OR logic in which safe is classified as 0 and unsafe as 1 according to the boundary condition given to the flow rate and water level. Table II showed the representation of the OR logic table. 
D. Performance of ANN Classfication Model
Artificial Neural Network (ANN) is a type of supervised learning where the network is provided with example inputs as well as the correct answer for that input and the architecture it uses is connectionist system which compose of interconnected networks and interacting components called nodes or neurons [19] . Feedforward neural network is a type of ANN where the connection between nodes do not form a cycle and it consists of a layer of input units, one or more layer of hidden units and one output layer of units [19] . Feedforward neural network extends its link in only forward direction except during training which learn from backward links to adjust weights and reduce difference between actual output and desired output. A general model of a feedforward neural network is shown in Fig.3 . Forward propagation begins with the multiplication of the input values ‫ݔ(‬ ), j going from 1 to ‫‬ input units, along with their bias unit ‫ݔ(‬ ) with their respective weights ‫ݓ(‬ ) [19] . The product of the input layer values ‫ݔ(‬ ) with their weights ‫ݓ(‬ ) are parsed as input to the non-bias units in the hidden layer ‫ݖ(‬ ), where ݇ is going from 1 to K hidden units, as expressed in (3) [19] . Equation (4) expresses the general form of sigmoid function (activation function) while (5) expressed the sigmoid function which squashes the sum of their input values to a value close to either 0 or 1 and the outputs of each hidden layer unit ‫ݖ(‬ ) including the bias unit ‫ݖ(‬ ) are multiplied by another set of respective weights ‫ݒ(‬ ) and parsed into the output unit ሺ݅ሻ [19] . Finally, the output unit ሺ݅ሻ also parses the weighted sum of its input values expressed in (6) through another sigmoid function (activation function) to return a predicted output ሺ‫ݕ‬ሻ, expressed in (7), falling between 0 and 1 [19] . Backpropagation algorithm is used to train the network and it uses gradient descent to update the weights to reduce the squared error between the network output values and desired output values [19] . 
III. RESULT AND DISCUSSION
A. Laboratory Experimental Result
The pressure gauge was used to measure four different pressure which are 30, 40, 50 and 55 pounds force per square inch (psi) and the flow rate in litre per minute (L/min) was observed for each measured pressure. A total number of 367 readings were recorded from the experimentation carried out. Table III showed part of the measure pressure, flow rate and
water level data and Fig.4 showed the plot of the pressure, flow rate and water level. The mean flow rate for 30 psi, 40 psi, 50 psi and 55 psi are 4.93 L/min, 9.12 L/min, 11.17 L/min and 11.19 L/min accordingly. Therefore, it can be depicted from the plot that as the pressure increases, the flow rate also increases. Minitab 18 was used to produce the coefficient of adjusted multiple correlation which is 36.75% and this means that the data are significant and related to each other. The coefficient of predicted multiple correlation is 34.12% which showed that the model can predicts new observations and the data gathered is not too complicated. 
B. Monitoring System
Thingspeak channel records and displayed it on a chart in the field designated for each sensor output every 15 seconds. Thinspeak provides the API key which is input into the functional programming of the NodeMCU to set-up communication between Thingspeak and the server. The flood monitoring system chart is also viewable in Android smartphones by just downloading ThingView from Google Play Store. The channel ID of the flood monitoring system created is entered in ThingView and all the charts will be available on the smartphone for on the go monitoring of flood status. The data base of all recorded values was downloaded in a CSV file format to be used inside Azure ML for artificial neural network modelling. Three fields were charted in Thingspeak which includes water level, flow rate and flood status. 
C. ANN Prediction Model Analysis and Web Service
Interface The 2-Class Neural Network model was manipulated as data workflow by joining modules in Azure ML Studio as shown in Fig.6 . Flood Prediction is the uploaded CSV file, Select Column in Dataset is used to select column that are going to be used in the prediction model and Split data is used to split data that will be used for training and testing purpose. In Two-Class Neural Network, the number of hidden nodes was fixed at 100 while the number of hidden layers selected was 1,2 and 3. The learning rate of 0.1 was found appropriate to train the model while the number of learning rate was fixed at 100. The initial learning weight diameter is fixed at 0.1 and the momentum was kept at 0 for optimum performance. The train model module carries out the training while the score model test the model. The evaluation model carries out the performance of the prediction model which shows analysis of the overall neural network. The criterion taken for the comparison of classifiers were accuracy, precision and recall which is expressed in (8), (9) and (10) . Accuracy is simply a ratio of correctly predicted observation to the total observation. Precision is the ratio of correctly predicted positive observation to the total predicted positive observation while recall is the ratio of correctly predicted positive observation to all the observation in actual class. AzureML assess classification of data based on the usage of confusion matrix and were grouped into true positive (TP), true negative (TN), false positive (FP) and false negative (FN). The recall rate, precision and accuracy of the model were measured by varying the number of hidden layers and the result was plotted in Fig.7 . AzureML also produced the Receiver Operative Characteristic (ROC) curve which showed that the curve is closer to the upper left corner and this means that three-hidden layer yielded highest accuracy of 98.9% (Fig.8) . The result showed that the model performance has uniform recall rate of 98.3% for one-hidden layer, twohidden layers and three-hidden layer. Three-hidden layer gave the highest precision of 100% which showed that this model can correctly predict the flood status with less number of mistakes in predicting the flood status. In this study, a laboratory experiment was carried out to mitigate flood disaster by integrating both flow and water level sensor in a simple system. A pressure gauge meter was used to validate the flow rate whether it is consistent with increasing pressure of inflowing water. Therefore, the coefficient of multiple correlation was 36.75% which showed strong relationship between the flow rate of different pressures. The sensor readings were transmitted to Thingspeak API via NodeMCU ESP8266 where the data from the sensors were charted and stored in the database. Additionally, a workflow was created in Microsoft AzureML where two class neural network is being used to predict flood status using the flow rate and water level readings. The result from the prediction analysis showed that using 3 hidden layers gave the highest accuracy of 98.9% and precision of 100%. However, further empirical research is needed to explore how these findings would compare to other locations. It will also be advantageous if the data was modelled with another neural network algorithm to compare the model performance. The flow and water level sensor will be strapped around a structure to maintain stability when the system will be deployed in an outdoor environment.
