We propose a novel approach for modeling multivariate longitudinal data in the presence of unobserved heterogeneity for the analysis of the Health and Retirement Study (HRS) data. Our proposal can be cast within the framework of linear mixed model with discrete individual random intercepts, but differently from the standard formulation, the proposed Covariance Pattern Mixture Model (CPMM) does not require the usual local independence assumption; therefore, it is able to simultaneously model the heterogeneity, the association among the responses and the temporal dependence structure.
Introduction
In multivariate longitudinal studies, multiple responses on the same individual are measured over a set of different occasions or times thus leading to a three-way data structure.
We consider, as motivating example, the Health and Retirement Study (HRS) panel study, which is conducted by the University of Michigan every two years [17] . This longitudinal study surveys a representative sample of more than 26,000 Americans with 65 years and older, with the aim of exploring the social, economic and health changes of the respondents.
One important goal of the study is the investigation of the cognitive functioning of the respondents in relation to the time and to potential socioeconomic covariates, so that policy interventions could be addressed. The cognitive functioning is measured by a set of several items of the questionnaire and therefore it represents a complex concept based on the collection of multivariate observations on the same individual. The association between these repeated measurements in a given occasion and the temporal evolution of the cognitive functioning of the individuals are two important aspects that a flexible model should be able to describe. A further issue that should be accounted for is the unobservable heterogeneity between subjects that may be not explained by the covariates. Heterogeneous individuals could potentially belong to latent groups or classes, that differ because they may exhibit different temporal patterns of their cognitive functioning and different association among the responses that define their cognitive status. For instance, participants of the HRS study could potentially have some cognitive impairment or dementia with a different temporal pattern of their cognitive functioning.
A variety of approaches to modeling multivariate longitudinal data have been proposed in the statistical literature in the recent years. They can be disentangled into multivariate longitudinal factor models and random effects models (see, for a comprehensive review, [33, 2] ).
In the former family of methods, it is assumed that one or more underlying variables explain the association among the multiple responses, thus reducing the dimensionality problem. The approach can be cast within the wide framework of the Structural Equation Modeling (SEM). See, as examples, [10, 30, 11, 31] , among the others.
Random effects models or growth curve models assume that the repeated measurements of a particular response represent realizations of a latent subjectspecific evolution through the inclusion of subject-specific parameters [15, 28] that typically have a continuous distribution. These models may be cast in the class of generalized linear mixed models (see [13] , [21] , [18] , [29] ).
All these methods are developed under the implicit assumption of homogenous individuals over time. In order to deal with heterogeneous observations, as in our case, the simplest idea consists of the inclusion of individualspecific random intercepts that have a discrete distribution. These models are forms of latent class models [16, 34] and mixture models [19, 12] . In longitudinal data analysis, the random intercepts are typically assumed to be time-varying, i.e. they are associated to latent temporal trajectories. These latent temporal processes can be described by a discrete formulation, giving rise to the family of latent Markov models [3] , or in a continuous framework by the definition of latent autoregressive models. See [4] for a nice review and comparison of two formulations.
In the framework of discrete (time-constant or varying) random intercepts for modeling heterogeneity, there are the mixture random effect models for univariate longitudinal data [32] , recently extended to deal with multivariate and mixed outcomes by [26, 27] . Growth mixture models, where individuals are grouped in classes having a specific growth structure variability within them, can be viewed in the same perspective [22] . A potential problem of this latter approach is that, as the number of outcome variables and classes increase, the dimensionality of the required random effects grows up and the convergence issue becomes more and more severe, thus leading to computational problems in practice. Starting from a model-based clustering perspective, [7] proposed a mixture of hierarchical nonlinear models for describing non-linear relationships across time. [20] introduced a family of Gaussian mixture models by parameterizing the class conditional covariance matrices via a modified Cholesky decomposition, that allows to interpret the observations as derived by a generalized autoregressive process and to explicitly incorporate their temporal correlation into the model. Both approaches focus on model based clustering of a single response measured on a set of different occasions.
In this paper, we propose a model for multivariate longitudinal data which is based on a mixture of latent generalized autoregressive models with order m (m = 1, . . . , T ). In our formulation the observable variables are not required to be independent given the latent states (local independence assumption): in fact we account simultaneously for the association between them and for the unobserved heterogeneity between subjects in the dynamic observational process. To the best of our knowledge, the classical approaches for the anal-ysis of longitudinal data hardly account simultaneously for the three goals of the analysis, which arose from the three modes of the data: heterogeneous units, correlated occasions and dependent variables.
In what follows, we will present our proposal in three gradual steps in order to sequentially address the three issues, so to finally define the complete model we can refer to as Covariance Pattern Mixture Model (CPMM). Each component of the mixture corresponds to a state of a discrete random intercept and identifies a group of individuals with the same temporal profile and similar effect of the covariates. In this perspective, the proposed model belongs to the class of mixtures of regression models [14] . As such, it can be also viewed as an extension of the proposal of [20] in the multivariate context.
In order to make inference on the proposed model, we adopt the matrixnormal distribution [9] for modeling the density of the outcomes observed in the different times conditionally to each class of observations. Each class-distribution is characterized by the separability condition of the total variability into two sources related to the multiple attributes and to the temporal evolution via the Kronecker product, in the same perspective of [23] . Although the seemingly complexity, the model can be fitted using an expectation-maximization (EM) algorithm. The observed information matrix can be derived numerically and exploited to obtain standard errors for the regression coefficient estimates. Details are presented in Section 3.
The flexibility of the proposed model and the advantages with respect to alternative proposals are illustrated through the application to the longitudinal data on cognitive functioning of the HRS by the University of Michigan in the final section.
Model formulation

Notation
Suppose we observe p response variables on n individuals and on each of them observations are taken over T time points. Let Y j (j = 1, . . . , n) be a data matrix of dimension T ×p and let X j be a corresponding matrix of q covariates of dimension T × q. We also denote with y jht the response of variable h (h = 1, . . . , p) for subject j (j = 1, . . . , n) at occasion t (t = 1, . . . , T ) and with x jt the corresponding vector of q covariates. We confine our approach to continuous response variables.
Modeling the unobserved heterogeneity
We first consider p = 1; in this case the subscript h can be omitted from the notation, it being irrelevant. The extension to p > 1 will be developed in Section 2.4.
The simplest approach to take into account the unobserved heterogeneity is based on the inclusion of an individual-specific intercept α j . It is assumed that y jt depends on α j and on the covariates x jt as follows:
where θ is a q-dimensional vector of regression coefficients and the error term is distributed according to the Gaussian ǫ j ∼ φ(0, σ 2 ǫ ). The random parameter α is independent of the covariates and of ǫ j and it can be continuous or discrete. In the first case, typically it is assumed that α j ∼ φ(0, σ
In the second case, α j may assume k possible values with some probabilities, say π i , with k i=1 π i = 1 for i = 1, . . . , k, under the assumption that E(α j ) = 0. This is equivalent to assume the mixture model
A closer look to (1) shows that this formulation is useless, unless we allow either regression coefficients or σ ǫ (or both) to be somehow dependent on the state α j , since otherwise (1) is equivalent to φ(x ⊤ jt θ, σ 2 ǫ ) and no heterogeneity structure is really captured by the model. Thus a general formulation of a full heterogeneous model is
where
). Without loss of generality, the k states of the discrete random intercept can be relabelled as {'1', . . . , 'k'}. Thus we obtain
This formulation is based on the assumption that, for every unit j, the response at the several occasions is conditionally independent given the covariates and the individual-specific intercept α j . This condition, well-known as local independence, is quite restrictive in practice, since the temporal observations could be highly correlated especially with the most recent past.
Modeling correlated temporal data
The most common formulation for modeling the temporal correlation in longitudinal data consists of introducing continuous time-varying individual random effects that follow an autoregressive latent model of order 1, AR(1) [6] :
and u jt ∼ φ(0, 1). The model could be extended to allow for random slopes besides the random intercepts in a very parsimonious way (see [13] , [18] , [29] ). A discrete formulation of the same problem offers an interesting and very flexible alternative, with a parsimony close to that of the corresponding continuous formulation. A practical reason to justify such a discrete parameterization for α is the identification of groups of subjects with similar, say, cognitive functioning that could potentially correspond to specific mental health conditions. Model (2) can be rewritten as
where a generalized latent autoregressive process of generic order m can be formulated on the error terms ǫ α j ,j,t as follows
where the summation is empty and its value is zero if the lower bound is greater than the upper bound min(m, t−1); m can range in {0, 1, . . . , T −1}.
The value m = 0 means temporal independence, m = 1 denotes a generalized autoregressive process of order 1, and so on, until the full model with m = T − 1 which corresponds to the less interesting situation of not restricted temporal structure. The model (3) without covariates has been proposed by [20] and applied to yeast sporulation time course data. The authors developed a family of mixture models by observing that the generalized autoregressive process in (4) is equivalent to assume a modified Choleski decomposition of the Tdimensional temporal covariance matrix, say Φ. The modified Choleski decomposition [24, 25] establishes that a matrix Φ is positive definite if and only if there exits a unique unit lower triangular matrix U, with 1's as diagonal entries, and a unique diagonal matrix D such that
More specifically, the matrix U takes the form
while D is a T × T diagonal matrix with positive entries d t , (t = 1, . . . , T ), that represent the innovation variances.
Formulation (3) together with (4) is equivalent to assume the following mixture model for the T -dimensional vector y j :
Modeling multivariate longitudinal data: covariance pattern mixture models
When p > 1, a common assumption for modeling multivariate longitudinal data is the local independence, that is the observed variables are assumed to be mutually independent given the latent states. We do not require the local independence between the responses but we explicitly model their association. This is achieved by extending model (3) in the form of a matrix-variate regression model [36] with a discrete random intercept in order to take into account the correlations among the p responses:
where J is a matrix of ones of dimension T × p and E α j ,j is a matrix of error terms distributed according to the matrix-normal distribution [9] . This probabilistic model can be thought of as an extension of the multivariate Gaussian distribution for modeling continuous random matrices instead of the conventional vectors. Let Φ be a T × T covariance matrix containing the variances and covariances between the T times and Ω a p×p covariance matrix containing the variance and covariances of the p responses. The matrices Φ and Ω are commonly referred to as the between and the within covariance matrices, respectively. The T × p matrix-normal distribution is defined as
. It is easy to show that a matrix-normal distribution has an equivalent representation as a multivariate normal distribution of dimension T × p, with covariance matrix, say Σ, separable in the form Σ = Φ ⊗ Ω (where ⊗ is the Kronecker product). The separability condition has the twofold advantage of allowing the modeling of temporal pattern of interest directly on the covariance matrix Φ and of representing a more parsimonious solution, than that of the unrestricted Σ, with a number of parameters equal to p(p + 1)/2 + T (T + 1)/2 instead of pT (pT + 1)/2. Moreover, notice that by taking Φ (or Ω) equal to the identity matrix, we obtain the restricted model under the local independence assumption referred to the temporal observations (or to the responses).
The model (6) can be rephrased as a mixture model of k matrix-normal distributions of sizes π 1 , . . . π k , with mean matrices M α j ,j = M ij = X j Θ α j = X j Θ i , response covariance matrix Ω i and temporal covariance matrix, Φ i , decomposed according to the modified Choleski decomposition. More specifically, the density of the generic observed matrix Y j is defined as
. . , k, collectively denotes the set of matrix normal parameters. The component density in (7) is given by
If no restriction is imposed on the mixture parameters, the proposed mixture model is very flexible since classes can differ with respect to specific temporal patterns and according to the class conditional variability of the responses. However, the number of parameters could be high with respect to sample size, but smaller than the case of the unrestricted multivariate case. In addition, in some applications it could be of interest to investigate whether the potential groups of individuals vary with respect to both a different temporal correlation and a specific variable variation, or with respect to one of the two sources only. By allowing some but not all of the matrices Ω i , U i and D i to vary between clusters, a family of different mixture models can be defined and explored.
With reference to the temporal 'between' covariance matrices, Φ i , besides the heteroscedastic situation with different values of m, we also model the scenarios of homoscedastic components Φ i = Φ for all i, and of isotropic constraint D i = d i I T which implies that all the innovation parameters do not depend on the time, thus modeling a stationary process in variance.
With regards to the 'within' covariance matrix Ω i we consider the spectral decomposition parameterization given in [5, 1] and used by [35] in mixtures of matrix-normal distributions. This parametrization consists in expressing Ω i in terms of its eigenvalue decomposition as
where V ⊤ i is the matrix of eigenvectors, A i is a diagonal matrix whose elements are proportional to the eigenvalues of Ω i and λ i is the associated constant of proportionality. By considering homoschedastic or varying quantities across the mixture components different submodels can be defined using the nomenclature in [12] : VVV is referred to heteroscedastic components with respect to the within covariance matrix, EEE indicates components with homoscedastic within covariance matrices, VVI denotes diagonal but varying variability components, EEI refers to diagonal and homoscedastic components and finally VII and EII denote spherical components with and without varying volume. For an exhaustive summary of the covariance pattern structures see Table 1 . Therefore a large family of possible mixture models can be defined, allowing for special pattern structures on both the temporal and response covariance matrices. In this family, the model parameters can be efficiently estimated through the EM algorithm which alternates between the expectation and the maximization steps until convergence and model selection can be performed by the BIC and AIC information criteria. In the next Section model fitting is developed and illustrated.
Likelihood inference
The model parameters can be efficiently estimated through the EM algorithm, where the missing data are the group membership labels [8] . Let z j be the vector of dimension k denoting the component membership of each matrix sample, Y j . Then the complete-data likelihood of the proposed pattern mixture model is given by
where π = {π 1 , . . . , π k } and Θ = {Θ 1 , . . . , Θ k }.
Given the allocation variable, the complete density f (Y, z; π, Θ) defined in (8) can be decomposed into the product of the two densities
The conditional expectation of the complete density given the observable data, using a fixed set of parameters π ′ and Θ ′ is arg max
= arg max
which is equivalent to maximizing the following function with respect to π and Θ:
⊤ and τ = {τ ij } are the posterior probabilities f (z ij |Y j ; π, Θ) derived for a fixed set of parameters by the Bayes's theorem [19] as
By maximizing (9) the parameter estimates for given values of m and k and fixed pattern structure can be obtained. All the estimates are in closed form. With reference to the weights we haveπ i = n j=1 τ ij n . The estimator of the regression coefficients iŝ
With reference to the temporal covariance matrices, the derivative of (9) Finally, the estimator of the pattern structure of the within covariance matrices under the general form VVV is:
The estimator under the other parameterizations can be obtained in a similar way (see [35, 20] ).
Once the maximum likelihood estimates have been obtained, the standard errors of the regression coefficients may be computed in order to evaluate the significant covariates in each group of subjects. These may be obtained on the basis of the observed information matrix,
, where Q j is the hessian matrix of the likelihood function evaluated at its maximum for observation j with j = 1, . . . , n, computed using the package numDeriv of R. The algorithm has been implemented in the R package CPMM (the package will be available on CRAN R homepage soon).
Case study: HRS panel data
We considered data coming from the Health and Retirement Study (HRS) conducted by the University of Michigan (USA) every two years. It is a panel Figure 1: Mean profiles of the three responses study that surveys a representative sample of more than 26,000 Americans with age 50 years and older (http://hrsonline.isr.umich.edu/). The HRS allows to explore the health changes that individuals undergo toward the end of their work lives and in the years that follow.
In particular we wanted to investigate temporal patterns of the cognitive functioning, in order to understand whether its behaviour can be affected by some individual characteristics and whether it is possible to identify some homogenous groups of respondents that share a similar cognitive profile.
In order to accomplish our aim, we considered a sample of 359 individuals with age 65 years or older from all region of US that have been observed for 6 time points (i.e. in 1998, 2000, 2002, 2004, 2006, 2008) , for a time span of 10 years. Three responses have been investigated, namely the 'episodic memory', the 'mental status' and the 'mood'; they represent a summary of related several assessment questions. The mean profile plots of the three responses in Figure 1 show different patterns in times, suggesting the need of a proper model that would be able to account for it.
We also consider some other demographic and socioeconomic information on the respondents that may have an effect on the responses. In particular:
• gender, coded as '0' if males and as '1' if females;
• age, taken as numeric;
• level of education, in terms of years of school;
• health self-rating, coded as '1' if considered 'excellent', '2' if 'very good', '3' if 'good', '4' if 'fair' and '5' if 'poor'. Table 2 shows some descriptive statistics of the considered covariates. The majority of the respondents are females (57.1%), with an average age In order to adequately model the data, we estimated the proposed model, CPMM, both with and without the inclusion of covariates, allowing for a different number of components (i.e. k = 1, . . . , 5), for different structures for Ω (summarized in Table 1 ), for different structures for Φ (i.e. GAR, GARI, EGAR, EGARI, and all the non-temporal structures), and for a different order of the generalized autoregressive process (i.e. for m = 0, . . . , T −1 = 5, where m = 0 indicates time-independent data). All of these models have been estimated in a multistart strategy, so to avoid possible EM problems of local maxima.
For comparative purposes, we also estimated latent class mixed models for longitudinal data with the R package lcmm, allowing for models with and without covariates and for a variable number of clusters (i.e. k = 1, . . . , 5). We also estimated growth mixtures models with Mplus; unfortunately we got convergence problems of the algorithm with k > 1.
A summary of the estimated models is in Table 3 ; we reported the best selected model for each family of approaches according to the BIC and AIC information criteria.
The latent class mixed model with no covariates failed to find a clustered structure; when including covariates the algorithm yielded two classes, but there is no specification of the temporal pattern.
The best fit of the data according to the information criteria is obtained with the CPMM model with the inclusion of covariates, that consists of k = 3 components that are heteroscedastic with respect to the within covariance matrix Ω (i.e. structure 'VVV'), and that have a structure 'GARI' with m = 3 for the temporal covariance matrix Φ. The second best model, according to BIC and AIC, is again the CPMM, but without the inclusion of covariates; this modeling requires a further component in order to explain heterogeneity in the data and a larger autoregressive order.
The three groups of the best model consist of 60, 187 and 112 individuals, respectively. Table 4 summarises the mean values of the three responses in the obtained clusters. Groups look easily interpretable. By looking at the mean values in Table 4 people in Group 1, are those with the lowest episodic memory and mental status, yielding to a moderate low mood; whereas, respondents in Group 3 are on average the happiest, those with the highest score in mental status and episodic memory. Finally, individuals in Group 2 place in an intermediate position with respect to the others. Figure 2 gives a visual representation of the cluster means for each re- Health self−rating Figure 3 : Covariate distributions conditional on groups sponse along time; the observed mean profile is in between the mean profile of subjects in groups 1 and 3, partially overlapping profile of group 2 members. Some insight can be also offered by the covariate distributions conditional on groups, so that differences in the attributes can be highlighted. From Figure 3 we can see that Group 1 has the highest prevalence rate of females with respect to males, its respondents are older than individuals in other groups and look less educated; remembering that the memory self-rating variable has a reverse scale, respondents in Group 3 scored lower points than individuals in Group 1. Indeed, people in the former group are the youngest and the most educated with respect to the whole sample. This characterization is consistent with response mean values. Furthermore, our approach allows to estimate regression coefficients separately on groups and p-values are computed to test significance. Table 5 contains the regression coefficient estimates (significant values are denoted in bold). The interesting point is that covariates may or may not have a significant effect on some responses depending on groups; the contribution of each regressor on the dependent variables according to group membership is a free benefit of our proposed model. Indeed, as an example consider the variable "Education". It has a significant positive effect on "Episodic memory" and on "Mental status" as far as respondents belong to Group 2 or 3; therefore it may mean that for people in Group 1 which are on average older, less educated, one year more of education would not determine any significant change in any of the responses. Whereas it may improve the mood of people with features similar to Group 2 members. Differently, the "Self-rating health" has significant negative effect on the "Mood" (remember that this response has a reverse scale), independently on group membership; the same global negative effect is carried out by age on the episodic memory.
Concluding remarks
In this work we have presented a novel approach for modeling multivariate longitudinal data in the presence of unobserved heterogeneity. It is defined as a particular linear mixed model with discrete individual random intercepts, but differently from the standard random effects models, the proposed CPMM does not require the usual local independence assumption; in this way the temporal structure and the association among the responses can be explicitly modeled.
The proposal has the benefit of being very flexible and parsimonious at the same time, provided that specific pattern structures are suitable chosen in the model selection phase. Its flexibility freely adds meaningful interpretation to the study under analysis since, besides the temporal dependence and the response association (that can be both class-specific), it allows for a different contribution of each regressor on the responses according to group membership. In so doing, the identified groups receive a global and punctual phenomenal characterization, as shown in the HRS application. From the computational point of view, the algorithm is pretty fast compared to the alternative approaches and no convergence problems have been observed.
In our formulation we confined our attention to continuous responses. A natural extension consists of generalising our model to either binary or categorical response variables (or mixed-type). This extension may be performed by considering generalized matrix-regression models with discrete random intercepts, although new computational problems would be involved.
