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Abstract
This thesis is concerned with the design, operation and control of pressure
swing adsorption (PSA) systems, employing state of the art system engineering
tools. A detailed mathematical model is developed which captures the hydrody-
namic, mass transfer and equilibrium eects in detail to represent the real PSA
operation.
The rst detailed case study presented in this work deals with the design of an
explicit/multi-parametric model predictive controller for the operation of a PSA
system comprising four adsorbent beds undergoing nine process steps, separat-
ing 70 % H2, 30 % CH4 mixture into high purity hydrogen. The key controller
objective is to fast track H2 purity to a set point value of 99.99 %, manipulating
time duration of the adsorption step, under the eect of process disturbances.
To perform the task, a rigorous and systematic framework is employed compris-
ing four main steps of model development, system identication, the mp-MPC
formulation, and in-silico closed loop validation, respectively. Detailed compar-
ison studies of the derived explicit MPC controller are also performed with the
conventional PID controllers, for a multitude of disturbance scenarios.
Following the controller design, a detailed design and control optimization
study is presented which incorporates the design, operational and control aspects
of PSA operation simultaneously, with the objective of improving real time op-
erability. This is in complete contrast to the traditional approach for the design
of process systems, which employs a two step sequential method of rst design
and then control. A systematic and rigorous methodology is employed towards
this purpose and is applied to a two-bed, six-step PSA system represented by a
rigorous mathematical model, where the key optimization objective is to maxi-
mize the expected H2 recovery while achieving a closed loop product H2 purity
of 99.99 %, for separating 70 % H2, 30 % CH4 feed. Furthermore, two detailed
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comparative studies are also conducted. In the rst study, the optimal design and
control conguration obtained from the simultaneous and sequential approaches
are compared in detail. In the second study, an mp-MPC controller is designed to
investigate any further improvements in the closed loop response of the optimal
PSA system.
The nal area of research work is related to the development of an industrial
scale, integrated PSA-membrane separation system. Here, the key objective is
to enhance the overall recovery of \fuel cell ready" 99.99 % pure hydrogen, pro-
duced from the steam methane reforming route, where PSA is usually employed
as the purication system. In the rst stage, the stand-alone PSA and membrane
congurations are optimized performing dynamic simulations on the mathemat-
ical model. During this procedure, both upstream and downstream membrane
conguration are investigated in detail. For the hybrid conguration, membrane
area and PSA cycle time are chosen as the key design parameters. Furthermore,
life cycle analysis studies are performed on the hybrid system to evaluate its
environmental impact in comparison to the stand-alone PSA system.
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Chapter 1
Introduction
Pressure swing adsorption (PSA) is at the forefront of gas separation technology.
Since its commercial inception in late 1950s, PSA technology has evidenced sub-
stantial growth in terms of size, versatility and complexity [137, 174]. Modern
PSA systems, used widely in the gas separation industry can vary from two adsor-
bent bed separating air, to sixteen bed system producing pure hydrogen in excess
of 100,000 Nm3/hr [170]. However, despite the sharp growth and technological
developments, PSA design process is still strongly dependent upon experimental
procedures [146] to test and evaluate the impact of various design and opera-
tional decisions on its real time performance. The primary reason for this is the
level of complexity a PSA exhibits during the operational stage while on the other
hand also oering great exibility at both design and operational stages, requiring
careful selection of important decision variables.
PSA inherent dynamic nature is attributed to its periodic operation, where
each bed in the PSA assembly undergoes a xed sequence of processing steps,
repeated in a cyclic fashion for achieving desired product purity (high pressure)
as well as adsorbent regeneration (low pressure), simultaneously. The dynamic
transition from one processing step to another for a given bed is performed by a
23
Chapter 1. Introduction
network of bed-interconnecting switch valves, whose active status keeps changing
over the period of time. Consequently, the timing of these valves in turn controls
the duration of process steps that each PSA bed undergoes in one cycle.
The dynamic operation also has a profound eect on the gas-solid hydrody-
namics inside the packed bed. The strong interplay between the equilibrium and
kinetic mechanisms is signicantly eected by the changing bed pressure levels
and transient boundary conditions. From the modeling point of view, variables
vary both in spatial and time coordinates leading to a partial dierential algebraic
equation (PDAE) system.
A further manifestation of the periodically operating steps is that the PSA
system never attains a true steady state. This is in sharp contrast to other kind of
dynamic processes, where steady state is reached after the system runs for certain
amount of time. In comparison, PSA exhibits the characteristic of cyclic steady
state (CSS), which refers to a state in time when the system variables are same at
the start and end of a cycle. The computation of CSS, which often requires the
simulation of hundreds of cycles incorporating a rigorous nonlinear PSA model,
poses an extra challenge towards the design, optimization and control of PSA.
A key aspect of the usage of model based methods for the optimal design and
control of process systems is the associated trade-o between the design method
and model complexity vs. the relative ease of obtaining solution. In this regard,
the application of rigorous optimization based approaches to inherently dynamic
and highly nonlinear systems like PSA still remains a challenging task, and is the
main focus of this thesis. In this work, advanced and rigorous system engineering
tools are employed for obtaining better operation and control of PSA systems,
while simultaneously providing useful insights about the PSA systems.
It is important to note that the real time performance of PSA is usually eval-
uated in terms of product recovery achieved, while maintaining the system to
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operate at the desired purity levels under the eect of disturbances and uncer-
tainties. From the operational perspective, the main product losses during the
PSA cycles, which reduces the system recovery, happens during the adsorbent
regeneration stages of cycle. The fact that o-gas stream leaving the PSA sys-
tem, in addition to containing impurity components, also has signicant amount
of product component, points towards the possibility of PSA integration with
other separation devices such as membranes to improve the overall product re-
covery. Therefore, in addition to the optimal design and control of stand alone
PSA congurations, process integration schemes towards the design of hybrid
PSA-membranes systems are also investigated in detail. In the next section, a
short summary of the thesis is provided.
1.1 Thesis Outline
 In Chapter 2, the basics of PSA operation are introduced. The key perfor-
mance indicators are dened, followed by discussion on dierent types of
PSA congurations, involving various combination of beds and processing
steps. Next, the signicance and role played by various cyclic steps of a
multi-bed PSA cycle are described in detail. Finally, a brief overview of
alternative gas separation methods such as membrane and cryogenic distil-
lation separation is provided.
 Chapter 3 describes the important features of the rigorous mathematical
model of PSA considered in this work for optimization and control purposes.
The underlying assumptions are clearly stated and various methods towards
the mathematical evaluation of CSS are also dened.
 Chapter 4 presents a detailed case study towards the design of an explicit/multi-
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parametric MPC (mp-MPC) controller design for the PSA purity control.
To start with, the concept of multi-parametric model predictive control
(mp-MPC) extending from the MPC optimization framework is explained.
The main steps involved in the functioning of both controller modes are
also discussed. Next, the mp-MPC controller design procedure following a
step by step framework is explained. Finally, the results obtained from the
comparison of closed loop performance of mp-MPC with the standard PID
controllers are demonstrated.
 In Chapter 5 a simultaneous optimization and control strategy for PSA op-
eration under uncertainty is presented. First, a detailed literature overview
of historical as well as the current state-of-the-art optimization based method-
ologies for simultaneous design and control of process systems under un-
certainty is presented. Furthermore, detailed comparisons are also drawn
among the key PSA optimization methodologies. Next, details of the key
challenges involved in design, operation and control of PSA system are pro-
vided and incorporated into a simultaneous design and control optimiza-
tion framework. Furthermore, detailed comparisons are also drawn with
the conventional sequential design and control approach and explicit/multi-
parametric MPC as the controller mode.
 Chapter 6 provides design heuristics for the integration of PSA-membrane
system for improving hydrogen overall recovery as compared to stand-alone
PSA system. Here, details of stand alone membrane and PSA congurations
are discussed rst, which eventually assist in preparing a good base case for
the hybrid. Finally, life cycle analysis of hybrid process is also performed
to evaluate its environmental impact.
 In Chapter 7 important conclusions and potential future directions from
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this thesis are presented.
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Pressure Swing Adsorption
Processes
2.1 Introduction
A search in the Chemical Abstract Services (CAS) database for \Pressure Swing
Adsorption" results in 5200 articles, including including patents and research
journals. Figure 2.1 shows the time evolution of the annual number of such
contributions from the year 1966 to 2010. The plot clearly highlights the rapid
growth this technology is evidencing since its commercial inception, while also
indicating the strong interest shown by both industry and academia in this eld.
The primary reason for such a dramatic growth appears to be widely varying
application of PSA system for separation of numerous classes of gaseous mixture.
Table 2.1 outlines a brief overview of the variety of PSA separations that has
been reported in the previous literature studies. Here, in addition to providing
bulk separation and high purity separation involving conventional gases, new and
unique PSA applications are emerging in the eld of beauty and performance
chemical industries.
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Figure 2.1: Yearly distribution of patent and research publications in the eld of
PSA technology
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Table 2.1: A brief overview of PSA applications reported in the open literature
Authors PSA applications
[77, 34, 54, 155,
101, 128, 65]
CO2 recovery from industrial ue gas and
CO2 sequestration
[180, 179] NOx removal from exhaust gases
[11, 172, 94, 165,
176]
H2 purication
[132, 127] Air purication
[74, 46, 53, 109,
28]
Methane or natural gas recovery
[62, 147, 145] Air separation - O2 production
[27, 169, 4] Air drying
[181] CO purication from CO-CO2-N2
[31, 112] Ethylene recovery
[126, 60] Propylene recovery
[75, 76] SO2 recovery
[55, 140] Citrus oil recovery (extraction) employing
supercritical CO2 as solvent
[115] Volatile organic compounds (VOC) recovery
from gasoline storage system
[166] Separation and recovery of -Tocopherol
(anti-oxidant) and Squalene (emollient
agent) employing super critical CO2 as
solvent
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2.2 Separation Principle
The key separation principle used in a PSA operation is based on adsorption phe-
nomena. Adsorption, in general can be dened as a process where the molecules
or atoms of a single or multi-component uid system in liquid, gas or even a
super-critical phase tends to concentrate at the surface of a solid surface, un-
der the eect of intermolecular interactions among the uid (adsorbate) and solid
phase (adsorbent). If the strength of interactive forces between the adsorbent and
the uid system is very strong, resulting in a electron transfer driven bonding, the
phenomena is called chemisorption. On the other hand physisorption, or physical
adsorption results when the surface forces between the adsorbent and the uid
system are rather weak and involve only weak natured electrostatic interactions.
PSA processes are usually employed for gas-solid system exhibiting physisorption,
where both fast adsorption and desorption at the adsorbent surface is realized by
changing the pressure levels inside the bed.
In general, PSA separation processes are broadly classied in two categories,
equilibrium based separation and mass transfer kinetics driven separation, de-
pending upon which of these mechanism is playing the limiting role. Equilibrium
based PSA separations exploits the equilibrium adsorbed phase concentration re-
lationship of the impurity with its bulk phase partial pressure. The adsorbent
material is designed to have the least anity for the product component. The
pressure during the adsorption step is kept at the highest level in order to increase
the adsorbed amount of impurities, leading to enrichment of product component
in the gas phase, while regeneration is performed at signicantly lower pressure
allowing the impurities to desorb back to the gas phase and be taken out of the
bed. It is important to note that the mass transfer rate of all the species can be
quite similar in pure equilibrium driven separation. On the other hand, in kinetic
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driven separation, the mass transfer rates of the components from the bulk phase
to the adsorption site are exploited through the suitable selection and design of
adsorbent pore characteristics for the given gaseous species, in order to achieve
an eective separation.
2.2.1 PSA performance indicators
A challenging task in comparing various process alternatives and design options
for PSA systems is the quantication of their performance. In this regard, the
knowledge of capital and operating costs provides an accurate account of the mon-
etary value associated with the plant installation and operational features. An
alternative approach, which does not require detailed information of the pricing
and manufacturing data involves measuring other important performance indica-
tors such as recovery, purity and productivity [136].
In past PSA studies, the combination of product recovery and purity, dened
in equations 2.1 and 2.2, has been extensively used to benchmark dierent pro-
cesses. Product purity is usually set by the customer requirements while recovery
is to be maximized at the specied purity levels. In most of the PSA systems, this
leads towards a trade-o situation as design changes to improve product recovery
adversely eects the system purity.
Product recovery =
Amount of component in the product stream
Amount of component in the feed stream
(2.1)
Product purity =
Amount of component in the product stream
Total amount of product stream
(2.2)
It is to important to note that product recovery and purity have a strong eect
on operating costs related to the production, as their denitions incorporates the
information of both feed and the product streams. On the other hand, capital
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cost due to the use of expensive adsorbents can also be quite signicant. Towards
this purpose, adsorbent productivity, dened in Eq. 2.3 is usually measured,
which also captures the eective time utilization of the adsorbent under study.
Adsorbent productivity =
Amount of product component produced per cycle
(Amount of adsorbent used)(PSA cycletime)
(2.3)
2.3 Types of PSA Cycle
A PSA system usually comprises of two or more adsorbent-lled beds intercon-
nected to each other via a network of switch valves, which in turn controls the
simultaneous operation of product purication and adsorbent regeneration steps.
Therefore, a multiple bed assembly is used to ensure a constant supply of prod-
uct, while the other beds are in the regeneration mode. The most commonly used
PSA congurations are listed next with detailed description.
2.3.1 Skarstrom Cycle
This is perhaps one of the most commonly used PSA cycle in practice for small
scale gas separation applications. In his original work, Skarstrom [137] employed
this for equilibrium based air drying applications. The cycle involves only 2 beds
performing the following four basic steps:
1. Cocurrent Pressurization with feed
2. Adsorption with feed
3. Countercurrent blowdown
4. Countercurrent purge with product
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Figure 2.2: Two-bed, four-step Skarstrom cycle
In particular, the counter-current purge is provided by drawing o a product
side stream undergoing adsorption step (see Figure 2.2), making the assembly
self-sucient in terms of any input from the external sources.
2.3.2 Vacuum Swing Cycle
A vacuum swing cycle (VSA) while employing exactly the same cyclic steps of
Skarstrom cycle, diers from it in terms of using vacuum to regenerate the bed
in the purge step, instead of the product itself. As shown in Figure 2.3, during
the purge step, the product end remains closed while the feed end is connected to
vacuum in order to remove the strongly adsorbed component. Furthermore, the
omission of a dedicated product side stream for purging purpose, enhances the
product recovery as well. However, this is only achieved at the expense of higher
compression cost and is benecial when the feed pressure is not signicantly higher
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Figure 2.3: Two-bed, four-step vacuum swing adsorption cycle
than the atmospheric pressure.
2.3.3 Rapid Pressure Swing Cycle
Rapid pressure swing adsorption (RPSA) cycle is one of the simplest version of
PSA cycle, and involves only a single bed undergoing the following two steps:
1. Cocurrent pressurization with feed - adsorption step
2. Depressurization step
The basic idea behind RPSA is to improve the adsorbent productivity (Eq.
2.3) by reducing the overall cycle time. In the rst step, both repressurization
with feed and adsorption with feed, are lumped together, leading to a overall
shorter duration processing step in order to ensure desired product purity. In the
next step, as shown in Figure 2.4 the product recovery continues along side the
impurity removal at the feed end, as the pressure inside the bed reduces.
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Figure 2.4: Two bed, four step, rapid pressure swing adsorption cycle
2.3.4 Multi-bed PSA
Most of the modern PSA systems, in addition to the four basic steps, also have
extra depressurization steps (see Figure 2.5) between the end of adsorption step
and start of the regeneration step, and the corresponding pressure equalization
steps between the end of regeneration step and start of the re-pressurization
step. The main purpose of these steps is to properly utilize the high pressure
product towards the bed end for pressurizing other columns. The number of such
steps is highly dependent on the number of beds involved in a given PSA cycle.
Furthermore, there are also examples of PSA cycles, which contains an extra idle
step [165] , in addition to the above mentioned steps. During this step, there is
no inow or outow of uid from the PSA bed. The most important reason for
inclusion of this step is to allow necessary time to synchronize the multiple bed
assembly. However, it is important to note that this will inevitably cause the
PSA productivity to go down.
2.3.5 Rotary Valve Pressure Swing Adsorption
A recent addition to the PSA family is the rotary valve based PSA technology
from Xebec Adsorption Inc [35], as depicted in Figure 2.6 1. In contrast to the
1Retrieved from http://www.chemicalprocessing.com/articles/2003/322.html
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BED 1 FEED DEP 1 DEP 2 DEP 3 Bd Pu PE 1 PE 2 REPRES 
BED 2 PE 2 REPRES FEED DEP 1 DEP 2 DEP 3 Bd Pu PE 1 
BED 3 Bd Pu PE 1 PE 2 REPRES FEED DEP 1 DEP 2 DEP 3 
BED 4 DEP 1 DEP 2 DEP 3 Bd Pu PE 1 PE 2 REPRES FEED 
Feed 
Off gas from purge and blowdown steps 
Product 
Re-pressurization 
line 
DEP 1 line 
DEP 2 line 
DEP 3 line 
Figure 2.5: Four-bed, 9-step multi-valve PSA conguration employed for this
study. FEED: production step; DEP1: rst co-current depressurization; DEP2:
second co-current depressurization; DEP3: third co-current depressurization; Bd:
counter-current depressurization or blowdown; Pu: counter-current purge; PE 1:
rst co-current pressure equalization; PE 2: second co-current pressure equaliza-
tion; REPRES: counter-current re-pressurization with product.
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Figure 2.6: Rotary valve based pressure swing adsorption system from Xebec
Adsorption Inc.
beaded adsorbent employed in the conventional PSA systems, this conguration
uses structured adsorbents to allow very high uid velocity across the packed bed.
Consequently, hardware safety mechanism are installed to avoid uidization. At
the heart of the technology is the rotary valve system to direct ow between the
beds during the PSA cycle, which is in sharp contrast to the switching valve
method employed in the traditional PSA system. The combination of structured
adsorbent and rotary valve set up paves the way for very fast PSA cycles, with a
fraction of size of a more conventional PSA system.
2.4 Detailed Description of PSA Cyclic Opera-
tion
In order to gain further understanding of the PSA periodic operation, each pro-
cessing step of the PSA cycle shown in Figure 2.5 is explained here in detail. The
steps mentioned here are depicted in Figure 2.7, left to right, for further clarity.
1. Adsorption with feed:
The feed gas mixture enters the feed of the column. The product gas con-
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taining the desired pure component leaves the other end of column at prod-
uct pressure, which is only slightly less than the inlet pressure. During this
stage the impurities get adsorbed on the solid adsorbent, and the weakly
adsorbed component comes out as a product. The time length of this step
is very important as the impurity front keeps moving ahead from the feed
end during this process step. If it advances too much towards the product
end, then later on during the co-current depressurization steps, where the
system pressure is decreasing and desorption happens as well, the impurities
can breakthrough the column with the leaving product, bringing down its
performance.
2. Adsorption with feed and product pressurization:
At the start of this stage a side stream from the main product is taken
out and is used to pressurize another bed undergoing re-pressurization with
product step (step 10).
3. First co-current depressurization:
During this stage the inlet ow to the bed is stopped and the outlet valve is
opened to another bed undergoing second counter-current pressure equal-
ization (step 9). As the pressure in the column reduces, the outlet stream
containing pure product leaves the column and pressurizes other column.
This ecient usage of the pure product gas left in the bed void space to
pressurize other columns greatly improves the overall product recovery, as
this not only minimizes the product losses during the counter-current de-
pressurization stage but also reduces the system dependency on external
sources for bed pressurization.
4. Second co-current depressurization:
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In this stage the inlet to bed remain closed and outlet is now connected to
another bed which has just nished counter current depressurization. The
pure product coming out of the bed acts as an excellent source of purge
stream for the other bed (step 7). Consequently, the system dependence on
the external supply of product stream is further reduced.
5. Third co-current depressurization:
The column continues to depressurize itself and is now connected to another
column at lower pressure which has just nished purge step (step 8), in order
to fully utilize the pure product gas at the product end to pressurize other
columns.
6. Counter current depressurization:
This is the blowdown stage, where the feed end is now opened to a lower
pressure sink and the product is closed. During this stage the impurities,
which are most concentrated near the feed end gets desorbed and leaves the
column as an o gas, thus bringing adsorbent bed regeneration.
7. Counter current purge:
The feed end still remains open to a low pressure sink, while the product
end is now connected to a bed which has just nished rst co-current de-
pressurization (step 4). The pure product stream entering the bed at low
pressure sweeps away the remaining impurities.
8. First counter-current pressure equalization:
The column feed end is now closed and the product end is connected to
another column undergoing step 5. Consequently, the pressure inside the
bed starts rising.
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Feed 1 Purge Blowdown Repressurization DEP1 DEP2 DEP3 PE1 PE2 Feed 2 
Figure 2.7: PSA processing steps transition for the rst bed shown in Figure 4.3
9. Second counter-current pressure equalization:
The pressure inside the column continues to rise as the product end is
connected to another column undergoing step 3.
10. Counter-current re-pressurization with product:
This is the nal stage in the cycle where the column is pressurized with the
product coming out of another bed in step2. By the end of this step, the
pressure inside the column is at the same level as the feed pressure.
2.5 Alternative Options For Gas Separation and
Purication
2.5.1 Temperature Swing Adsoprtion
In the case of PSA, the adsorbent regeneration operation is performed by low-
ering the bed pressure, as the impurities at lower pressure have less anity for
the adsorbent. An alternative way to perform desorption is to raise the bed tem-
perature levels, as employed in the temperature swing adsorption (TSA) cycle.
Figure 2.8, depicts the comparison between the PSA and TSA cycles for a given
adsorption isotherm.
A TSA operation usually employs the following three basic steps.
1. Adsorption or production step at low temperature
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Figure 2.8: Comparison of pressure swing and temperature swing adsorption for
adsorbent regeneration
2. Heating the bed for desorption of impurities
3. Cooling the bed back to the adsorption conditions
For heating and cooling operation both, direct means such as using purge/inert
gas or indirect means involving heating jackets, coils or microwave can be em-
ployed [96, 97].
The key advantage of TSA over PSA is its ability to separate impurities having
a tendency to form strong bonding with the adsorbent (chemisorption) [78], as a
change of only few degrees in temperature can cause considerable change in the
loading amount, leading to an eective separation. Consequently, TSA is usually
preferred for purication purposes instead of bulk separation. On the other hand,
a major challenge related to the use of TSA is the relative long duration of the
processing steps necessary to change the bed temperature, as compared to a PSA
system. It should be noted that bed pressure transients can be quickly realized in
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a packed bed by changing the valve settings, while temperature changes requires
heating the whole mass of adsorbent and metallic wall requiring hours or even
days [23] to complete one cycle, adversely eecting the cycle productivity.
2.5.2 Membrane Based Separation
Gas separation employing membrane technology is also very widely used in the
process industry. Here, the separation principle is based on the dierence in
the rate of permeation across the membrane material for dierent components
in the feed mixture. In terms of ease of operability, membrane oers signicant
advantage over PSA, as its module is much simpler to operate as compared to
the periodic operation requirement of PSA separation systems [3]. Furthermore,
for the bulk separation applications, which are characterized by low to moderate
selectivity requirements [81], membrane is an attractive operation.
For gas purication purposes, the requirement of high membrane selectivity
translates into low permeation rate across the membrane material, making them
suitable only for small scale applications. In order to perform gas purication at
large scales [10, 18], re-compression equipment and extra membrane modules are
necessary to obtain the desired purity in several stages, making it a highly energy
intensive operation. In contrast, the selectivity in PSA is typically much higher
than the membranes, and furthermore, since the product leaves the system as
retentate, high production levels can be achieved.
2.5.3 Cryogenic Distillation
In general, for gas production at very large scale, cryogenic distillation is usually
preferred in comparison to the adsorptive or membrane processes [1, 81]. Here,
the distillation operation is performed at very low temperatures to maintain the
gaseous components in their liquid state. The basic separation principle is to
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exploit the dierence in the relative volatility of various components in the given
feed mixture. In contrast to the membrane separation method, cryogenic separa-
tions are quite capable of producing gases at very high purities, on a large scale
(up to tons/day)[10].
On the other hand, the energy demand for cryogenic distillation of gaseous
systems is quite high [137], as a large amount of refrigeration power is required
to bring the gaseous system to liquid phase, and thus is a preferred choice if the
nal product also has to be delivered at high pressure.
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3.1 Introduction
From a modeling perspective, a PSA model should be able to capture the exact
dynamics of the entire system during these cyclic stages. In the past, signicant
contributions for capturing the PSA dynamic behavior by rst principle based
models have been made. Table 3.1 provides an overview of PSA dynamic modeling
literature for a variety of applications and congurations. It clearly shows the
emergence of more rigorous and detailed models with time as modeling tools like
gPROMS [56] are also becoming increasingly powerful to handle such sti and
distributed system of equations. Nonetheless, the application of these models
have been mainly towards the dynamic simulations of single bed PSA systems.
A key feature of this work is the development of a detailed, rst principles
based mathematical model of PSA system for its employment in design and con-
trol studies. The main features, and important assumptions related to this model
are explained next.
45
Chapter 3. Mathematical Modeling of PSA Systems
Table 3.1: A brief overview of important literature studies on PSA dynamic
modeling (Z = Zeolite, AC = Activated carbon)
Authors Feed Mix-
ture
PSA Cycle Isotherm Mass
Transfer
Heat eects Pressure
Eects
DispersionValve
Mod-
el-
ing
[175] H2-CH4,
H2 bulk
separation
1 bed, 5
steps
AC,
Langmuir-
Freundlich
Pore diu-
sion
Non
isother-
mal
No gradi-
ents
Ideal
plug
ow
No
[45] Air, O2
production
Skarstrom
cycle
Z, Lang-
muir
LDF (Lin-
ear driving
force
model)
Isothermal No gradi-
ents, stays
constant
during
adsorption
and purge
Axially
dis-
persed
ow
No
[136] Various
limiting
cases of ex-
ternal and
internal
resistances
Non
isother-
mal
Blake-
Kozeny
equation
Ideal
plug
ow
No
[83,
84]
H2-CH4,
H2 puri-
cation
4 beds, 9
steps
Langmuir LDF Non
isother-
mal
Ergun's
equation
Ideal
plug
ow
Yes
[167] H2 from
coke gas
PSA in
series, 8
steps
loading ra-
tio correla-
tion
LDF Non
isother-
mal
No gradi-
ents
Axially
dis-
persed
plug
ow
No
[171] H2 puri-
cation from
coke oven
gas
2 bed, 7
steps
Layered
adsorbent -
Z and AC,
Langmuir-
Freundlich
LDF Non
isother-
mal
Ergun's
equation
Axially
dis-
persed
plug
ow
No
[58] Propane-
propylene
separation
1 bed, 5
steps
Z, Mul-
tisite
Langmuir
Both inter-
nal and ex-
ternal resis-
tances con-
sidered
Non
isothermal,
separate
equations
for uid,
solid and
column
wall
Ergun's
equation
Axially
dis-
persed
ow
No
[129] H2 puri-
cation from
H2, CH4,
CO, CO2,
N2
1 and 4
beds, 5
steps
Layered
adsorbent -
Z and AC,
Multisite
Langmuir
Both inter-
nal and ex-
ternal resis-
tances con-
sidered
Non
isothermal,
separate
equations
for uid,
solid and
column
wall
Ergun's
equation
Axially
dis-
persed
ow
No
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3.2 Adsorbent Bed Dynamic Modeling
One common assumption made in the modeling work shown here is applicability
of Ideal gas law over the entire operating range of pressure and temperature,
for the gaseous species mixture under investigation. The main reason of this
assumption is the relatively low level of of operating pressure (varying from 1
atm - 7 bars) along with narrow range of temperature changes (with minimum
level around 300 K) encountered in this work.
3.2.1 Adsorption Isotherm
An adsorption isotherm mathematically denes the relationship between the con-
centration of the molecules of a given species in the gas phase with its concentra-
tion in the adsorbed phase, under equilibrium conditions and constant tempera-
ture. A variety of isotherms have been studied and employed in past modeling
studies (see Table 3.1) and can be classied in two main categories of single
site or multi site adsorption isotherms, depending on whether a single adsorbate
molecule occupies one or multiple adsorption sites [93, 9]. The actual choice of
adsorption isotherm thus completely depends upon both the gas and solid sys-
tem under consideration, as the equilibrium adsorbed phase concentration of a
given component strongly depends upon several important factors such as partial
pressure in gas phase of the given component, temperature, and the electrostatic
interaction between the molecules with the adsorbent and the other species at
the adsorption sites.
Qi
Qmaxi
= aiKiCiRT
"
1 
NcompX
i=1

Qi
Qmaxi
#ai
Ki = K1ie
 Hi
RT (3.1)
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In this regard, popular choices such as Langmuir, Freundlich, loading ratio
correlation, idealized adsorbed solution theory (IAST) represents the single site
adsorption isotherms. On the other hand, the multi-site Langmuir adsorption
isotherm from Nitta et al. [107], which is also employed in this work (Eq. 3.1)
is suitable for capturing the adsorption dynamics of multi-component mixtures.
It is important to note that multi site adsorption isotherms, even though com-
putationally intensive from the modeling point of view, more closely capture the
actual adsorption behavior for multi-component systems, under a wide range of
dynamic pressure and temperature conditions [93, 58, 129, 85, 174, 137].
3.2.2 Mass Transfer Rates
Adsorption takes place at the adsorption site inside the adsorbent particle. The
rate of mass transfer of the gaseous molecules of a multi-component mixture, from
the bulk phase to the actual adsorption site, plays a signicant role in the overall
separation dynamics. The actual mass transfer rates not only depends upon
the gaseous species anity for the adsorbent material, but also on the adsorbent
physical internal structure, which basically governs the physical path that gaseous
molecules follow from the bulk phase to the actual adsorption site. The adsorbent
internal physical structure is usually classied in two main categories. The rst
class is of the homogeneous adsorbents having similar pore structure throughout
the body and are characterized by unimodal pore size distribution. The second
class belongs to the composite adsorbents, where a single adsorbent particle is
made by combining several micro-porous particles together, leading to a bi-modal
pore distribution related to the macropores and micropores.
Depending upon the pore classication of adsorbents dened above, the major
mass transfer resistances to the adsorbate uptake rate are of the following types.
 External uid lm resistance
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This resistance is related to the species mass transfer from the bulk phase
to the surface of adsorbent. Its contribution to the overall mass transfer
resistance gains signicance either when the gaseous phase is not well mixed
(leading to appreciable concentration gradients inside the bulk phase itself),
or if the boundary layer thickness around the adsorbent particle is quite
appreciable (i.e. comparable to the size of particle itself). For gaseous
ow in packed columns, this resistance only weakly contributes [137] to the
overall mass transfer resistance.
 Macropore diusion
The diusion inside the pores whose mean diameter is considerably higher
than the mean free path of the adsorbate molecules is termed as macropore
diusion. For these large pores the bulk diusion mechanism still prevails,
tilting towards Knudsen diusion if their sizes are just greater than the
mean free path of the adsorbate molecules.
 Micropore diusion
Micropores are characterized by pore diameter comparable to the adsorbate
molecules mean free diameter. Inside these pores, the adsorbate molecules
experience a strong interaction from the solid walls, and for all practical
purposes can be considered as adsorbed. Consequently, the mass transfer
rates inside these pores are quite low, which makes micropore diusion
the most important and rate limiting step in kinetically controlled PSA
separations.
In addition to this, some amount of surface diusion at the solid wall surface
both at the outside surface and the pore walls (macropore), can also add to the
overall mass transfer ux.
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On one hand, incorporating system of equations to capture every mass transfer
resistance mentioned above is expected to yield a rigorous model, while on the
other hand, computation solution of such a formulation for multi-bed, multi-step
PSA assembly can be a challenging task. In past PSA modeling studies, as shown
in Table 3.1, linear driving force (LDF) model, which approximates the actual
intra-particle diusion rates with a semi-empirical lumped expression (see Eq.
3.2) has been very widely used [148, 26, 178].
@Qi
@t
= KLDFi(Q

i  Qi) (3.2)
The underlying assumption [133, 66, 156] for the applicability of this model
is that the PSA cycletime stays considerably higher than the diusional time
constant for the given gas-solid system. For the case of very fast PSA cycles
such as RPSA, addition of corrective terms have been considered to maintain its
validity.
3.2.3 Mass Balance
Mass balance formulation for each species in the gas phase, when applied on the
packed bed system shown in Fig. 3.1 is given by the following Eq. (3.3).
(b + (1  b)p) @Ci
@t
+
@UCi
@z
+ p(1  b)@Qi
@t
= bDz
@2Ci
@z2
(3.3)
Here, it is important to note that a given species is not only present in void
space of the bed, but also in the void space of each pore in the non adsorbed state,
inside the adsorbent. Furthermore, since this non adsorbed mass is completely
inside the adsorbent pellet, it will only contribute to the accumulation term (rst
term of Eq. 3.3), and not towards other related terms.
Another important feature of the formulation is the consideration of the dis-
persion eects, which accounts for the eect of uid-solid hydrodynamic interac-
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Figure 3.1: Packed bed system description for PSA modeling
tions (mixing patterns) on mass transfer inside the packed bed. In general, for a
cylindrical geometry, dispersive eects are prevalent in both radial and axial di-
rection. However, for column with appreciable length to diameter ratio, the radial
ow generated due to uid-solid mixing is negligible as compared to the changes
in the axial direction. Consequently, only axial dispersion is taken into account,
where the axial dispersion coecient is evaluated from the work by Wakao and
Funazkri [162], as shown in Eq. 3.4. Here, Sc and Re are the non dimensional
groups Schmidt number (Eq. 3.5) and Reynolds number (Eq. 3.6), respectively.
bDz
Dm
= 20 + 0:5ScRe (3.4)
Sc =

gasDm
(3.5)
Re =
gasUdp

(3.6)
3.2.4 Energy Balance
Table 3.1 highlights the extensive usage of isothermal operation assumption in
the previous studies. From modeling point of view, this means that only the
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eect of pressure dynamics (swings) on the adsorption behavior is taken into
account. In fact, the primitive PSA design was labeled as a \heat less dryer"
[137]. However, with PSA being employed for the bulk separation and purication
operations handling multi-component mixtures, the heat of adsorption can be
quite signicant and neglecting heat eects inside the bed can seriously impact
the model performance. Therefore, incorporating energy balance in the modeling
framework, although amplies the computational complexity for a given model,
is of utmost importance, and is formulated in Eq. (3.7).
(b + (1  b)p)
NcompX
i=1
Ci(Cpi  R)
@T
@t
+ p(1  b)
NcompX
i=1
Qi(Cpi  R)
@T
@t
+U
NcompX
i=1
CiCpi
@T
@z
  (b + (1  b)p)RT
NcompX
i=1
@Ci
@t
+ Cpsp(1  b)
@T
@t
 p(1  b)
NcompX
i=1
@Qi
@t
( Hi) +
 
1 +
dw
D
2
  1
!
Cpww
@T
@t
=
@2T
@z2
(3.7)
The above formulation is a combined gas/solid energy balance and incorpo-
rates the contribution of solid phase, gas phase both in adsorbed and non adsorbed
state, and the metal wall subsystems in a single expression and thus provides a
single temperature value for the whole system (see also Appendix A). The main
condition for the lumped energy balance to remain valid is the requirement of
thermal equilibrium between the various subsystems, caused by fast rates of heat
transfer among them. Furthermore, the beds are also assumed to be operating
under adiabatic conditions. In the past, only few studies have considered applying
separate energy balances for each sub system, however the results were found to
be only marginally better than the results obtained from the lumped formulation
[129].
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Similar to the mass balance case, dispersion eects in the radial direction are
neglected, while the axial heat dispersion coecient is evaluated from the work
of Wakao et al. [163], as shown in 3.8.
z = 0:7m + 0:5dpbU (3.8)
z =

gCpg
(3.9)
m =
kg
gCpg
(3.10)
Here, z is the eective axial thermal diusivity, and m is the molecular
thermal diusivity.
3.2.5 Momentum Balance
Pressure variations inside the bed plays an important role at every stage of a
PSA cycle. Many previous studies have neglected the eect of pressure gradients
for simplicity (see Table 3.1), and instead employed an overall mass balance for-
mulation for predicting the axial velocity variations. Here, distinction should be
made between the pressure transients, which are forced externally through the
boundary conditions, and the axial pressure drop (also referred to as pressure
gradient), which develops inside the bed. During the adsorption and purge step,
as both ends of the column are open and the bed is in continuous ow mode,
both pressure drop and pressure transients are negligible. On the other hand,
depressurization and re-pressurization steps are characterized by sharp pressure
transients gradients, as the pressure changes not only in time but also in the
axial direction. Several studies dedicated on probing the role of pressure drop
[61, 134, 173, 144], point out the profound role it plays in the accurate modeling
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of PSA operation.
In principle, accurate capturing of momentum transfer inside the packed bed
requires the incorporation of full scale Navier Stokes equations in the PSA model.
Here, it is important to note that inside a PSA bed both laminar and turbulent
conditions can be active at the same time. For example, in the semi-batch pro-
cessing steps of the PSA cycle, the ow conditions near the closed end of the
column are laminar, while at the other end where the uid is leaving the bed at
high velocities, turbulent conditions are prevalent. In such a scenario, the usage
of rst principles based Navier Stokes equation is even more profound as it can
handle both ow regimes. On the other hand, the actual solution of Navier Stokes
equation, especially for turbulent regime requires further modeling information
such as Eddy diusion modeling, making its real implementation and solution a
tough problem [19].
As an alternative, the quasi steady state [144] Ergun equation, as shown in Eq.
(3.11), is widely used to approximate the pressure variations inside the packed
bed, and is the option employed here as well.
 @P
@z
=
150(1  b)2
3bd
3
p
U +
1:75(1  b)
NcompP
i=1
CiMWi
3bdp
jU jU (3.11)
In the above equations (3.3)-(3.11), b and p are treated as constant pa-
rameters, assuming that they remain unchanged for all hydrodynamic conditions
encountered throughout the PSA cycle. In particular, constant b assumption is
under test during the start of any PSA processing step which is of semi-continuous
ow nature. For example, it is not uncommon to observe momentary ow spikes
during the re-pressurization or blowdown step which can slightly re-adjust the
packed bed conguration. Furthermore, thermodynamic and transport proper-
ties Cpi , , p and Cps are assumed to be constant at their feed conditions.
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3.2.6 Valve Flow/Pressure Behavior
The ow-pressure relation (velocity boundary condition) at the adsorber ends
[33, 32, 104] is governed by the valve equation in Eq. (3.12).
U =
R
D2
CV
s
1 

Plow
Phigh
2
if

Phigh
Plow

< Pcritical
=
R
D2
CV
s
1 

1
Pcritical
2
otherwise
where Pcritical =

2
1 + 
 
1 
 =
Cp
Cp  R (3.12)
Since Cpi is assumed to be constant at feed conditions, Cp
 
=
NcompP
i=1
Cpiyfeedi
!
,
making Pcritical a constant as well for valves related to dierent processing steps.
This is in spite of the fact that the stream conditions during blowdown and
purge operations at the feed end (z = 0), are quite dierent from the stream
conditions during the rest of the steps. In order to account for such dierences,
Cp is evaluated at the same temperature (as feed conditions) but at the presumed
o-gas composition, for these two valves.
3.3 Cyclic Steady State
Starting from a given initial condition, a PSA system takes a number of cycles to
reach a state in time, called as cyclic steady state (CSS), where value of all system
variables at the end of a cycle are same as at the start of the same cycle. In this
regard, the following methods can be employed for mathematical evaluation of
the CSS condition.
 Method 1 - Full measurement
One common way for dening CSS is shown in Eq. 3.13, where all the
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dierential variables in the PSA model represented by xp are measured at
the start and end of each cycle. Here, the system is said to have reached
CSS when all elements of CSS error, represented by eCSS, are identically
zero.
eCSS(t) = xp(t)  xp(t  tcycletime) = 0 (3.13)
From the modeling perspective, since the number of such cycles necessary
to reach CSS is not known in advance, the simulations need to be carried
out for a arbitrarily long time period, assuming that CSS will be satised
within this time frame.
 Method 2 - Relaxed method
Method 1, albeit quite rigorous, is time consuming in nature and dicult
to implement for computationally intensive PSA system model. As an al-
ternative, a relaxed version of Eq. 3.13 can also be followed, which is shown
in Eq. 3.14, where the system is assumed to have reached CSS, when max-
imum magnitude of the CSS error, denoted by eCSS max, reaches below a
small positive number ".
eCSS(t) = xp(t)  xp(t  tcycletime)
eCSS max(t) = max jeoCSS(t)j  " (3.14)
 Method 3 - Lumped variables measurement
In practice, it is dicult to track all PSA variables for the CSS condition, as
required in Method 1 and 2. To tackle this, lumped variables can be dened,
as shown in Eq. 3.15 and 3.16, which monitors the values of average bed
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properties instead of the exact value of each system variable.
xpavg =
1Z
0
xp(z)dz; z = z=L (3.15)
eCSS max(t) =
xpavg(t)  xpavg(t  tcycletime)  " (3.16)
 Method 4 - PSA performance indicators measurement
An extension of above mentioned Method 3 is to measure just the most im-
portant variables related to the PSA system - performance indicators. As
already mentioned in Chapter 1 of this thesis, the three key performance
indicators of PSA operation are product recovery, product purity and ad-
sorbent productivity, mathematically dened in Eq. 3.17, 3.18, and 3.19,
respectively.
Recoveryi =
tfeedR
0
CiUAbed

z=L
dt
tfeedR
0
CiUAbed

z=0
dt
(3.17)
Purityi =
tfeedR
0
CiUAbed

z=L
dt
NcompP
i=1
tfeedR
0
CiUAbed

z=L
dt
(3.18)
Productivityi =
tfeedR
0
CiUAbed

z=L
dt
cycletimeMadsorbent
=
tfeedR
0
CiUAbed

z=L
dt
cycletimeLAbed(1  b)p (3.19)
It should be noted that the above denitions of performance indicators are
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dened on the per cycle basis and are applicable only during a case when
no side streams are drawn from the product side during the feed step of the
PSA cycle. For example, for the PSA cycle mentioned in Figure 2.5, a side
stream from the product(coming out during the feed stage) is employed to
pressurize an other column undergoing product re-pressurization. In such a
scenario, the performance indicators denitions are based on the net product
leaving the system.
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4.1 Preliminaries
4.1.1 Model Predictive Control
Model predictive control is an advanced control methodology, wherein each con-
troller move is evaluated by solving an optimization problem, while taking into
account operational constraints and system dynamic behavior through a predic-
tive model [123, 124, 91, 125]. The optimal controller action provided by MPC is
very dierent to a standard PID controller, where the control move is obtained
by solving an empirical equation which incorporates the system dynamic infor-
mation, indirectly through the tuning parameters such as proportional gain.
It is important to note that the optimization framework employed in the MPC
formulation allows for great exibility in terms of choosing the functional form of
the objective function and the constraints, leading to dierent MPC variations.
For example, the output-MPC formulation of Eq. 4.1, combines the contribution
of control variable deviation from the set point with the overall manipulative
variable eort (u term) towards the disturbance rejection, in a single objective
function.
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Figure 4.1: The receding horizon policy employed in the MPC implementation
min
u
Z =
Hp 1X
t=1
(y(t)  yr(t))0(y(t)  yr(t)) +
Hu 1X
t=0
u(t)0Ru(t)
s:t:
x(t+t) = Ax(t) + bu(t)
y(t) = cx(t)
ulow  u(t)  uhigh
ulow  u(t)  uhigh
ylow  y(t)  yhigh (4.1)
The actual functioning of MPC is based on the receding horizon philosophy
(see also Figure 4.1), where the current plant state and output variables, along
with a suitable plant model, are utilized to calculate the future sequence of op-
timal input variables. The following main steps are involved in calculating the
optimal control move.
Step 1 At time t, the plant output variables (y) are measured and are employed
to obtain the latest estimate of the state variables (x).
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Step 2 For the given values of prediction horizon and control horizon, a con-
strained quadratic optimization problem Eq. 4.2 is solved to obtain the future
values of the plant input variable. Here, the plant predictive model, as shown in
Eq. 4.3, is employed to express the future state predictions in the form of input
variables (u), as expressed in Eq. 4.4.
D(x(t)) = min
Uc
f1
2
U 0cHUc + x(t)FUc +
1
2
x(t)0Y x(t)g
s:t: GU  W + Ex(t) (4.2)
Here, Uc is the vector containing the control moves sequence, while H, F , and
F are the MPC weight matrices.
x(t+t) = Ax(t) + bu(t)
y(t) = cx(t) (4.3)
x(t+ kjt) = Akx(t) +
k 1X
j=0
Ajbu(t+ k   1  j) (4.4)
Note that sometimes, the control horizon for future control move prediction is
kept smaller than the prediction horizon, resulting in an optimization formulation
of smaller size, where only the control moves till Hu  1 are determined from the
optimization problem, keeping rest of them xed at the value at Hu   1.
Step 3 From the complete sequence of optimal input trajectory obtained in
Step 2, the rst control move is applied to the plant while the rest are ignored.
The whole procedure is repeated from step 1 as the next measurement from the
plant is made available.
The above steps indicate that the MPC control law is implicit in nature and
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requires repeated online solution of the optimization problem, as the state of the
plant evolves in time. A further implication of online optimization is that MPC
application to problems with fast dynamics, especially situations where the sam-
pling interval duration is comparable to time required to solve the optimization
problem, is rather quite limited.
4.1.2 Explicit/Multi-Parametric Model Predictive Con-
trol
Recent advances made in the eld of multi-parametric programming now makes
it possible to obtain the governing MPC control law beforehand, or oine. Pis-
tikopoulos et al. [119], rst demonstrated this by employing multi-parametric
techniques to reformulate the original MPC problem into a multi-parametric op-
timization problem. In the last decade, there has been tremendous growth in the
industrial applications of mp-MPC as outlined in Table 4.1.
In contrast to MPC controller, multi-parametric MPC comprises an oine
step, where most of computational intensive calculations are performed, making
its online implementation much simpler. The functioning of mp-MPC in the form
of two main steps, oine and online, is explained here in detail.
Oine step
The main purpose of this step is to formulate and solve the multi-parametric
control optimization problem. In order to achieve this, rst the quadratic opti-
mization problem in Eq. 4.2 is converted to a multi-parametric quadratic pro-
gramming problem by performing the linear transformation shown in Eq. 4.5.
zm , u+H 1F 0xt (4.5)
The resulting multi-parametric quadratic optimization formulation is given in
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Table 4.1: A brief overview of explicit/multi-parametric MPC case studies
Authors Explicit/multi-parametric MPC application
Borrelli et al.
[24]
Vehicle traction control
Grancharova
et al. [57]
Control of gas liquid separation plant for
the ue gas treatment
Krogstad et al.
[82], Hegrens
et al. [63, 64]
Satellite attitude control through magnetic
torquers
Dua et al. [41] Robust controller formulation for blood glu-
cose level control in Type 1 diabetes scenario
Beccuti et al.
[17]
Control scheme for boost dc-dc converters
Johansen et al.
[70]
Optimal constrained control allocation in
marine surface vessels with rudders
Georgiadis et al.
[51]
Controller scheme for metal hydride based
hydrogen storage system
Dua et al. [42] Automatic control of blood glucose concen-
tration for Type 1 diabetes
Panos et al. [111] Robust formulation for hydrogen storage in
metal-hydride bed reactor
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Eq. 4.6:
V (x(t)) = min
zm
1
2
z0mHzm
s:t:
Gzm  W + Sx(t) (4.6)
Here, zm represents the new set of optimization variables, while S is dened
in the Eq. 4.7:
S = E +GH 1F 0 (4.7)
In the new formulation, xt which is now acting as a parameter of the optimiza-
tion problem (Eq. 4.6), appears only in the constraint equations as compared to
being involved both in the objective function and constraints in the original MPC
problem formulation (Eq. 4.3).
Next, sensitivity analysis is performed on the Karush-Kuhn Tucker (KKT)
conditions of the multi-parametric quadratic optimization problem, shown in Eq.
4.8, in order to obtain the optimal zm as an ane function of parameter xt,
expressed in Eq. 4.9.
Hzm +G
0 = 0
i(Gizm  Wi   Six(t)) = 0; i = 1; :::q
  0 (4.8)
264 zm(x)
(x)
375 =  (M0) 1N0(x  x0) +
264 zm(x(0))
(x(0))
375 (4.9)
Here, M0 and N0 are constant matrices, as shown in Eq. 4.10 and 4.11, i
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represents the ith row the matrix while Y is null matrix.
M0 =
266666664
H GT1 : : : G
T
q
 1G1  V1
...
. . .
 qGq  Vq
377777775
(4.10)
N0 =

Y; 1S1; : : : ; pSp
T
(4.11)
The parameter space, or the set of x values for which the explicit relationship
between [zm(x); (x)] and the parameter x, around the point [zm(x(0)); (x(0))],
remains optimal is termed as a critical region. This special property is attributed
to the fact that the parameter x, appears only in the constraints of the multi-
parametric quadratic programming problem, Eq. 4.6, leading to a scenario, where
for certain values of x, the current set of active constraints and lagrange positive
condition remains valid. The mathematical denition of a critical region (CR) is
given in Eq. 4.12.
CRR = f Gzm(x)  W + Sx(t); (x)  0g (4.12)
Following this approach, the critical regions and the corresponding explicit
control laws for the whole parametric space range dened by the user are obtained
in the oine step [121, 120], and stored for the online usage.
Online step
In the closed loop environment, the plant measurements are taken as usual
and passed to the mp-MPC controller, which in turn rst evaluates the critical
region the particular state measurement set belong to and then retrieve the cor-
responding control law to be passed to the process system. Note that the online
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work is now reduced to performing function evaluations, as compared to solving
a full length optimization problem, to retrieve the control laws [116, 121, 120].
Furthermore, reduced online computational load directly translates to reduced
computational hardware requirements, leading to economical benets.
4.1.3 PSA Control
Pressure swing adsorption (PSA) is one of the many unit operations invented
before the underlying theories behind it were fully understood. Since its commer-
cial inception in late 1950s, PSA technology has evidenced substantial growth in
terms of size, versatility and complexity [137, 174]. Modern PSA systems, used
widely in the gas separation industry can vary from 2 adsorbent bed separating
air, to 16 bed system producing pure hydrogen in excess of 100,000 Nm3/hr [170].
PSA operation is not only highly nonlinear and dynamic but also poses extra
challenges due to its periodic nature, directly attributed to the network of bed
interconnecting valves whose active status keeps changing over time. The timing
of these valves in turn controls the duration of process steps that each PSA bed
undergoes in one cycle. In the past, only a few studies have appeared in the open
literature on PSA control even though there is an increasing interest to improve
their operability [161]. Bitzer [20] presented model-based feedforward-feedback
purity control of a 4-step, 2-bed PSA system producing oxygen from air. Since the
original model used to capture the PSA systems was not suitable for feedforward
controller purposes, a reduced model was derived by approximating the species
axial concentration proles through empirical wave functions. However, the ap-
plicability of this key assumption for more complex and realistic PSA system has
not been fully demonstrated. Torre et al. [157] proposed a model predictive con-
trol (MPC) for purity control of a 6-step, single-bed vacuum swing adsorption
conguration, separating oxygen from air.
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The main objective of this study is to perform detailed studies towards the de-
sign of a single-input/single-output (SISO) explicit/multi-parametric MPC con-
troller for a complex PSA system, where the control variable product purity is
manipulated by adsorption time. In the next section, the detailed description
of a systematic framework [116] employed for rigorous design and validation of
explicit/multi-parametric MPC (mp-MPC) controller is provided.
4.2 Explicit/Multi-parametric MPC Framework
Figure 4.2, depicts the explicit/multi-parametric programming framework em-
ployed to design the controller [116]. It comprises four main steps which are
described as follows:
Step 1 High delity model of PSA system is developed to represent the real
PSA system as closely as possible.
Step 2 Modern system identication techniques are explored to approximate
the original high-level model developed in step 1 to low-level reduced models which
are more suitable for controller purposes. Since the PSA system under study is
too complex to be reduced to a simpler rst-principles based model, and the fact
that we are designing a controller for a SISO system, building linear (parametric)
black box models seems to be a suitable approach. To better evaluate the eect
of model reduction on the controller performance, a library of reduced models is
generated, and their closed loop responses are compared while subjected to the
same disturbance prole.
Step 3 Latest multi-parametric algorithms [122, 119, 121, 120] are employed
to formulate the mp-MPC controller design problem, based on the reduced models
identied in step 2.
Step 4 In-silico closed loop simulations are performed for validating the de-
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Figure 4.2: Framework for multi-parametric programming and explicit/multi-
parametric MPC
rived controllers. The high delity model built in step 1 now acts as the virtual
PSA plant. Closed loop responses of the controllers are obtained for various type
of disturbances and mp-MPC tuning parameters. If the controller performance
is not satisfactory, the whole process is repeated again, until desired performance
is obtained.
4.3 PSA Mathematical Modeling and Simula-
tion
4.3.1 PSA Dynamic Model
A detailed, rst principle based mathematical model of the PSA system is de-
veloped for this study in gPROMSr (PSE, Ltd.). Figure 4.3 shows a graphical
overview of the PSA system under consideration. Each of the four beds contains
activated carbon as an adsorbent and undergoes a cyclic operation comprising
nine process steps [83], separating a 70% H2 and 30 % CH4 mixture into high
purity H2. The main features of the dynamic model are shown here (and diers
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slightly from the details mentioned in Chapter 3 of thesis). Furthermore, the ve-
locity dependent terms in the axial heat and mass transfer dispersion coecients
[162, 163] have been neglected.
Mass balance
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Energy balance
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Momentum balance
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Intraparticle diusion - LDF model
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i  Qi) (4.16)
Adsorption isotherm
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Valve characteristics
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Off gas from purge and  blowdown  steps 
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Re-pressurization line 
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DEP 2 line 
DEP 3 line 
70 % H2 + 30% CH4 
Figure 4.3: Four bed, 9 step multi-valve PSA conguration employed for this
study. FEED: production step; DEP1: rst co-current depressurization; DEP2:
second co-current depressurization; DEP3: third co-current depressurization; Bd:
counter-current depressurization or blowdown; Pu: counter-current purge; PE 1:
rst co-current pressure equalization; PE 2: second co-current pressure equaliza-
tion; REPRES: counter-current re-pressurization with product.
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Table 4.2: Boundary conditions for the feed, rst and second depressurization
steps, for the nine step PSA cycle
z = 0 z = L
Feed
UAbed = _Qfeed P = Pproduct
Ci =
Pyifeed
RT
@Ci
@Z
= 0
T = Tfeed
@T
@Z
= 0
First co-current depressur-
ization
U = 0 U = fvalve
 
P; Pcope2; CV codep1

@Ci
@Z
= 0
@Ci
@Z
= 0
@T
@Z
= 0
@T
@Z
= 0
Second co-current depres-
surization
U = 0 U = fvalve
 
P; Ppurge; CVcodep2

@Ci
@Z
= 0
@Ci
@Z
= 0
@T
@Z
= 0
@T
@Z
= 0
U = fvalve (Phigh; Plow; CV )
=
R
D2
CV
s
1 

Plow
Phigh
2
if

Phigh
Plow

< Pcritical
=
R
D2
CV
s
1 

1
Pcritical
2
otherwise
where Pcritical =

2
1 + 
 
1 
 =
Cp
Cp  R (4.18)
Time varying boundary conditions corresponding to each process step of the
PSA cycle at both ends of the column are shown in tables 4.2, 4.3, and 4.4, where
fvalve (Phigh; Plow; CV ) function corresponds to Eq. (4.18).
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Table 4.3: Boundary conditions for the third depressurization, blowdown, and
purge steps, for the nine step PSA cycle
z = 0 z = L
Third co-current depressurization
U = 0 U = fvalve
 
P; Pcope1; CVcodep3

@Ci
@Z
= 0
@Ci
@Z
= 0
@T
@Z
= 0
@T
@Z
= 0
Blowdown
U = fvalve (P; Pblowdown; CVblowdown) U = 0
@Ci
@Z
= 0
@Ci
@Z
= 0
@T
@Z
= 0
@T
@Z
= 0
Counter-current Purge
U = fvalve (P; Ppurge; CV purge) CU =  fvalve
 
Pcodep2; P; CVcodep2

Ccodep2
@Ci
@Z
= 0 Ci =
P
RT
Cicodep2
Ccodep2
@T
@Z
= 0 T = Tcodep2
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Table 4.4: Boundary conditions for the rst, second pressure equalization, and
product repressurization steps, for the nine step PSA cycle
z = 0 z = L
First counter-current pressure
equalization
U = 0 CU =  fvalve
 
Pcodep3; P; CVcodep3

Ccodep3
@Ci
@Z
= 0 Ci =
P
RT
Cicodep3
Ccodep3
@T
@Z
= 0 T = Tcodep3
Second counter-current pres-
sure equalization
U = 0 CU =  fvalve
 
Pcodep1; P; CVcodep1

Ccodep1
@Ci
@Z
= 0 Ci =
P
RT
Cicodep1
Ccodep1
@T
@Z
= 0 T = Tcodep1
Counter-current repressuriza-
tion with product
U = 0 CU =  fvalve
 
Pproduct; P; CVcorepres

Cproduct
@Ci
@Z
= 0 Ci =
P
RT
Ciproduct
Cproduct
@T
@Z
= 0 T = Tproduct
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4.3.2 PSA Dynamic Simulations
To evaluate the performance of PSA system under consideration, dynamic sim-
ulation studies are conducted with the set of model and boundary conditions
described in section 4.3.1. In these simulations, it is further assumed that all nine
process steps have the time durations shown in equation (4.19).
tcodep1 = tcodep2 = tcodep3
= tblowdown = tpurge = tpe1
= tpe2 = 
trepress = 2 
tads = 3 
tcycle = 12 
(4.19)
In the rest of this chapter,  will be referred to as the adsorption time (see
also the notations section). The details of feed stream, PSA geometrical design
parameters, and other modeling parameters are provided in tables 4.5 and 4.6.
Initially, all beds are assumed to be saturated with 100 % pure H2 (@QH2=@t = 0)
at feed temperature and pressure of 7 bar, 2.5 bar, 2.5 bar, and 7 bar, respectively.
As the dynamic simulations proceed, the PSA system evolves cycle by cycle to a
state where all the dierential and algebraic variables in the model have (prac-
tically) the same values at the start and the end of a cycle. Therefore, for all
x = x(P;Ci; T;Qi; Q

i ; U); x(t) = x(t + tcycl). This is an important property of
the PSA operation and is referred to as the cyclic steady state (CSS). Figure 4.4.
shows the cycle-wise evolution to CSS of two key PSA performance indicators, the
product purity and the product recovery, given by Equations (4.20) and (4.21).
74
Chapter 4. Explicit/Multi-Parametric MPC Control of PSA Systems
Figure 4.4: Variation of hydrogen purity and recovery with each PSA cycle for
the base case PSA
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Figure 4.5: Hydrogen axial concentration proles at CSS at end of each PSA
process step
Purity =
tadsR
0
CH2UAbed

z=L;BED1
dt 
tadsR
tcodep1
CH2UAbed

z=L;BED2
dt
NcompP
i=1
"
tadsR
0
CiUAbed

z=L;BED1
dt 
tadsR
tcodep1
CiUAbed

z=L;BED2
dt
# (4.20)
Recovery =
tadsR
0
CH2UAbed

z=L;BED1
dt 
tadsR
tcodep1
CH2UAbed

z=L;BED2
dt
tadsR
0
CH2UAbed

z=0;BED1
dt
(4.21)
Figure 4.5 and 4.6 shows the axial concentration proles of H2 and CH4 at
the end of each of the nine process steps, once CSS is achieved.
CH4 proles in particular, demonstrate how the impurity level inside the col-
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Table 4.5: Modeling parameters for the base case PSA
Design parameters Symbol Value
Number of beds 4
Feed pressure Pfeed 7 bars
Feed temperature Tfeed 303.15 K
Feed ow rate _Qfeed 8.0 SLPM
Blowdown pressure Pblowdown 1 atm
Bed length L 0.6 m
Bed diameter D 0.12 m
Particle diameter dp 3 mm
Adsorption time  85.2 s
Computational parameters Value
Axial grid nodes 40
Axial discretization method CFDM
Number of dierential variables 811
Number of algebraic variables 939
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Table 4.6: Modeling parameters for the gas-solid system
CpH2 = 28.698 CpCH4 = 36.894
Cps = 709 p = 842
DmH2 = 7.736105  10 6 DmCH4 = 4.1233577  10 7
KgH2 = 0.16835 KgCH4 = 0.03281
KLDFH2 = 15  8.89  10 2 KLDFCH4 = 15  3.96  10 3
MWH2 = 2.016  10 3 MWCH4 = 16.04  10 3
H2 = 8.76  10 6 CH4 = 8.76  10 6
b = 0.4 p = 0.566
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Figure 4.6: Methane axial concentration proles at CSS at end of each PSA
process step
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Figure 4.7: Evolution of axial temperature proles with PSA cycles
umn evolves during a PSA cycle. Once the adsorption stage is over, the feed
supply is closed and the product end is connected to other columns for the co-
current depressurization steps - I, II, and III. This causes the impurity front to
spread further towards the product end, leading to atter concentration proles.
It can also be seen that during this time, the area under the curve remains almost
constant as the bulk of impurities are still present inside the column. By the end
of the purge stage, the impurity level reaches the minimum level. Thereafter, the
impurities are further pushed towards the feed end (area under the curve remains
almost the same as only small amount of impurities enter the column) during
the counter-current pressure equalization (PE I and PE II) and re-pressurization
stages.
The nonisothermal nature of gas-solid system under study is demonstrated in
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Figure 4.7 which shows the axial temperature prole at the end of each cycle (re-
pressurization step) as a function of the number of PSA cycles. The temperature
at the end of cycle number 350 (which can be safely regarded as the CSS here) is
quite dierent from the feed temperature of 303.15 K and the temperature prole
after just one cycle. This justies the inclusion of the energy balance equation in
the overall model even though it increases the computational load.
4.4 System Identication
The system model developed in the last section essentially acts as a virtual PSA
plant in the absence of a real PSA, and is crucial in assessing its dynamic per-
formance under various operating conditions. However, such a large scale PDAE
model is not directly suitable for model-based controller design. The essence
of the system identication step is to identify a much simpler, preferably lin-
ear model relating the control variable, hydrogen purity with the manipulative
variable, adsorption time, to reasonable accuracy. Bitzer [20], Bitzer and Zeitz
[21, 22] derived a reduced PSA model by using simplifying assumptions for the
original PDAE based model, and further using numerical inversion techniques
for making it suitable for feedforward control purpose. Torre et al. [157] used an
approximated, linear input-output (I/O) PSA model for their MPC controller, ob-
tained by disturbing the PSA model with pseudo random binary signal (PRBS).
Classical literature work on system identication [152, 89, 88, 182] provide fur-
ther details on many possible techniques to identify reduced models for complex
systems.
The identication procedure followed in this study starts by conducting dy-
namic simulations on the PDAE model, perturbed by various types of input
(adsorption time) disturbances in the open loop environment. Even though step
and impulse inputs are among the most commonly used disturbances in pro-
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Figure 4.8: PSA purity response to adsorption time pulses with switching times
of 5 and 20 cycles
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Figure 4.9: PSA purity response to adsorption time pulse with switching time of
79 cycles
cess industry due to their inherent simplicity, and ease of use in complex plant
environment, even better reduced models can be obtained when the system is
excited persistently [152, 88] over a large frequency band (of interest). Random
pulsed inputs like ltered white noise, PRBS, and generalized binary noise (GBN)
[152, 182] are ideal from this perspective, and have been used by industry and
academia in the past. Keeping this in mind, the inbuilt random number genera-
tor rand in MATLABr (2007b, The MathWorks) is employed to design random
pulse signals, while taking additional considerations for the proper selection of
two critical signal properties,
1. The maximum change to be allowed in signal amplitude from its previ-
ous value. A very large change can perturb the PSA system beyond the
scope of tting a single linear model. On the other hand, small changes do
not disturb the system suciently to reveal its complete dynamic nature,
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eventually leading to poor model identication.
2. The switching time for the pulse, tswitch, i.e. the time for which the signal
stays constant before switching to the new (random) value. Very high val-
ues of switching time produces input-output behavior close to a step input
change and thus does not oer any additional advantages. On the other
hand, very low switching times do not allow PSA system to reveal its com-
plete dynamic nature, apart from causing possible degradation of switch
valve equipment.
In order to x the rst parameter, open loop experiments are performed with
step signals of various step sizes, and a value of three seconds is nally selected.
For tswitch, a well structured closed loop simulations based approach is employed
wherein three random pulse signals are designed with the same magnitude (rst
parameter) but with dierent switching times. Figures 4.8a, 4.8b, and 4.9, shows
the input-output response for input signals with tswitch of 5, 20, and 79, respec-
tively. The best switching time is decided based on their closed loop performances
which is discussed in section 4.5.1.
The fact that PSA operation is periodic and the manipulative variable is
time itself, makes the choice of sampling frequency of measurements requiring
additional attention. The sampling interval cannot be a xed value for PSA
operation, since all the process steps change and repeat after every cycle (time),
whose duration in turn keeps changing (Eq. 4.19) in a closed loop setting. To
overcome this challenge, purity-adsorption time measurements are recorded every
cycle instead of xed intervals. The measurements are made at product end
(z = L) of the rst bed, when the adsorption step of this bed is about to nish
[83]. Multiple measurements, before the end of adsorption step and after it are
also possible but are expected to increase the measurement cost, and the time
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Figure 4.10: Comparison of simulated output data from the 8th order state space
model (Eq. 4.22 to 4.25) with the high delity PSA model
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spent in analyzing the gas samples for purity, in reality. However, such a scenario
cannot be ruled out and should be investigated in future studies.
x(k + 1) = Ax(k) + bu(k)
y(k) = cx(k) (4.22)
A =
26666666664
0:995200  0:094842  0:000503 0:000081 0:000952  0:000639 0:000471 0:000276
0:073930 0:901050 0:326910 0:067798 0:073069 0:002965  0:010204  0:003093
 0:062509  0:328870 0:535580  0:289220  0:300420  0:085101 0:031899 0:089238
0:001968  0:023862 0:121230 0:763110  0:657910 0:207910 0:099469  0:037675
0:009228  0:029437 0:358270  0:240050 0:088491 0:399700  0:039895 0:010977
0:000416  0:004138 0:053762  0:013848  0:083413  0:793440  0:623400 0:289190
 0:001794 0:001352  0:028014  0:051724  0:074588 0:455210  0:603850 0:667850
 0:000856 0:000845 0:015982 0:048602 0:090379  0:190600  0:375270 0:051258
37777777775
(4.23)
b =
2666666666666666666664
 0:00091
0:01446
 0:02655
0:02073
0:04105
0:00955
0:02082
0:09066
3777777777777777777775
(4.24)
c =

182:140  8:406  0:827  0:189  0:148  0:052 0:089 0:034

(4.25)
The resulting input-output response data is used within the MATLAB system
identication toolbox to identify the best t linear parametric model. For the
output response obtained by input pulse of tswitch = 5 cycles, the best t was
achieved by a 4th order state space model with a mismatch of 23 % from the
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PDAE model response. Similarly, for the input pulse of tswitch = 20 cycles, a 8
th
order SS model with a corresponding mismatch of 18 %, and for the input pulse
of tswitch = 79 cycles, 16
th order SS model with mismatch of 14 %, were obtained.
The 8th order reduced SS model is presented in Eq. 4.22 to 4.25, while Figure 4.10
depicts performance comparison of the reduced model with the original PDAE
model for the last 500 cycles.
4.5 Explicit/Multi-Parametric MPC for PSA
The control objective is dened as the fast tracking of hydrogen purity to set point
of 99.99 %. Figures 4.11 and 4.12 show the long-term (CSS), and short-term time
relationship of the product purity with the adsorption time (the manipulative
variable) obtained by performing dynamic simulations on the base case system
(tables 4.5 and 4.6). Figure 4.11, highlights the purity-recovery trade-o encoun-
tered during the PSA operations. Adsorption step time should not go to very low
values to avoid uneconomical (low recovery) operation. Another very important
reason to avoid very low values of adsorption time is to reduce the wear and tear
of the switch valves interconnecting the adsorbent beds, as their active states
change continuously depending upon the adsorption time.
Higher values of adsorption time should also be constrained, since a given
amount of adsorbent can only accommodate a limited amount of the impurities.
A large value of the adsorption time can over-saturate the bed (irreversible ad-
sorption) making it unsuitable for future use. A much more direct method of
avoiding over-saturation during the operation is to include it as a separate vari-
able inside the optimization framework, and impose suitable hard constraints.
However, measuring adsorbed amount of a species on solid surface in real time is
rather impractical and instead the adsorption time as an indirect measurement,
86
Chapter 4. Explicit/Multi-Parametric MPC Control of PSA Systems
53.2
53.7
54.2
54.7
55.2
55.7
99.984
99.986
99.988
99.99
99.992
99.994
80 82 84 86 88 90
R
ec
ov
er
y,
 %
P
ur
ity
, %
Adsorption time, sec
Figure 4.11: Variation of hydrogen purity and recovery with adsorption time at
CSS for the base case PSA
Table 4.7: Parameters and critical regions for the reduced models derived in the
system identication step
Switching time
(PSA cycles)
Best t SS
model or-
der
Number of
parameters
No. of crit-
ical regions
5 4 7 22
20 8 11 22
79 16 19 22
can be used to overcome this challenge. Note that a large adsorption time not
only changes the time duration of adsorption phase (during which the impurities
enter the bed) but also increases the time duration of impurity removal blowdown
and purge steps. However, once the adsorbent is damaged due to over-saturation,
even long duration impurity removal steps would not be enough for regenerating
the bed to desired state. Similarly, large changes in the adsorption time (u in
Eq. (5.20)) should also be constrained to avoid over saturation (+u) or avoid
sudden surge of inow (-u).
A model based predictive controller (MPC) which incorporates the above men-
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Figure 4.12: Cyclewise variation of hydrogen purity with adsorption time
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tioned operational constraints in an optimization framework is formulated in Eq.
(5.20). Here, y is the control variable, the hydrogen purity, yr is the set point
purity, and u is the manipulative variable, the adsorption time. Furthermore, y
has been scaled as y = (yoriginal   0:9999)105, which also makes yr as zero. The
same scaling rule is employed while performing the system identication step to
maintain consistency. The model mismatch error, e(k) (= yplant - y) is taken into
consideration to ensure oset free tracking. N and M represents the prediction
and control horizon, xed to values 4 and 2, respectively. The sampling interval
is taken as one complete PSA cycle, where k is the particular sampling instant.
min
u
Z =
N 1X
k=1
(y(k)  yr(k))T (y(k)  yr(k)) +
M 1X
k=0
u(k)TRu(k)
s:t:
x(k + 1) = Ax(k) + bu(k)
y(k) = cx(k) + e(k)
55  u(k)  115
y(k)  1 (4.26)
In order to obtain the explicit control laws for the MPC problem in Eq.
(4.26) specied above, the POP toolbox [122, 117, 118] is employed. In the rst
step which is performed oine, the MPC problem is re-formulated as a multi-
parametric quadratic programming problem [119, 120, 121]. Table 4.7 shows the
number of parameters obtained for each of the reduced SS model derived in sec-
tion 4.4. For example, the 8th order SS model requires 11 parameters, including
8 parameters x1, x2, : : :, x8 for each state ranging from -100 to 100, one for u
ranging from 55 to 115, one for y ranging from -100 to 10, and the remaining one
for yr ranging from -0.1 to 0.1. In the next step, the multi-parametric program-
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Figure 4.13: Two dimensional projection of the 22 critical region (CR) polyhedral,
corresponding to the 8th order reduced SS model (Eq. 4.22 to 4.25), [x2 = 0,
x2 = 0, : : :, x7 = 0, u = 85, y = 0, y
r = 0], N = 4, M = 2 and R = 30
ming problem is solved, yielding a set of ane functions relating the control law
explicitly to the parametric set. The corresponding critical regions over which
these relationships hold are also derived and stored for later use (online). Table
4.7 shows the number of critical regions for each of the reduced SS model while
Figure 4.13 depicts the critical region maps for state variables x1 and x8 of the
8th order SS model, with the regions in white color representing the infeasible
region. The ane functions related to each critical region are shown in Table 4.8.
Here,  represents the particular parametric set (x1, x2, : : :,u, y, y
r). The matrix
inequalities, which each parametric set needs to satisfy for each critical region is
not displayed here because of the large size of matrix A and vector b.1
1Provided upon request from the authors.
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Table 4.8: Explicit control laws as ane function of parameters for the 8th order
SS model (Eq. 4.22 to 4.25)
CR1 : A1 = b1
u =
  0:353  2:235  0:857  0:026 0:038 0:016  0:003  0:025 0:939 0:067  0:067
 0:538  3:337  1:310  0:036 0:061 0:025  0:005  0:039 0:907 0:097  0:097

 +

0
0

CR2 : A2 = b2
u =
  0:091  0:606  0:217  0:008 0:008 0:004 0  0:006 0:496 0:020  0:020
0:000 0:000 0:000 0:000 0:000 0:000 0 0:000 0:000 0:000 0:000

 +

26:851
55

CR3 : A3 = b3
u =
  5:346  59:731  9:373  0:878 0:252  0:160 0:036 0:073 0 3:696 0:000
 5:361  58:885  9:538  0:860 0:268  0:145 0:032 0:055 0 3:603  0:032

 +
  36:958
 35:706

CR4 : A4 = b4
u =
  4:841  36:760  11:331  0:987  0:232 0:170 0:100  0:187 0:128 1:237 0
 6:693  50:694  15:677  1:354  0:310 0:237 0:136  0:262  0:206 1:702 0

 +
  12:387
 16:991

CR5 : A5 = b5
u =
  4:328  24:562  10:749  0:111 0:696 0:228  0:081  0:368 0:259 0:623 0
 6:885  38:997  17:108  0:172 1:113 0:364  0:130  0:588  0:179 0:985 0

 +
  6:185
 9:878

CR6 : A6 = b6
u =
  8:993  68:209  21:057  1:827  0:425 0:317 0:184  0:349 0 2:293 0
0:000 0:000 0:000 0:000 0:000 0:000 0:000 0:000 0 0:000 0

 +
  94:272
115:000

CR7 : A7 = b7
u =
  14:294  81:014  35:515  0:360 2:307 0:755  0:268  1:219 0 2:048 0
0:000 0:000 0:000 0:000 0:000 0:000 0:000 0:000 0 0:000 0

 +
  186:96
115:00

CR8 : A8 = b8
u =
  5:346  59:731  9:373  0:878 0:252  0:160 0:036 0:073 0 3:696 0
 5:879  13:666  18:833  1:528  1:090 0:769 0:239  0:680 0  2:262 0

 +
  36:958
22:616

CR9 : A9 = b9
u =
  5:017  58:607  10:214  2:927  2:473  0:011 0:524 0:303 0 2:476 0
 6:408  15:479  17:478 1:773 3:302 0:530  0:547  1:051 0  0:296 0

 +
  24:762
2:956

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Figure 4.14: Online implementation of the explicit/multi-parametric controller
for PSA
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During the online operation (second step), as shown in Figure 4.14, as soon
as the plant measurements are provided, the explicit/multi-parametric controller
searches for the particular critical region corresponding to the measurement set,
out of the 22 such regions, and extracts the corresponding control law.
4.5.1 Closed Loop Validation
To evaluate the performance of the designed controllers, a step increase of the
PSA feed ow rate by 10 % from its design value is carried out and closed loop
simulations are conducted with tuning factor R in Eq. (4.26) varying from 5
to 100. Here, the high delity PDAE model acts as the virtual plant. Figure
4.15 compares the closed loop performance of the derived mp-MPC controller
congurations, with each curve corresponding to the reduced models designed in
the system identication step. The closed loop simulation results are presented in
terms of two PSA controller performance indicators; the controller response time,
dened as the minimum number of PSA cycles required to permanently raise
the hydrogen purity levels above the set point of 99.99 %, and the mean control
eort (u) performed by the controller during the response time. The maximum
change in manipulative variable (maximum u) during the response time is also
calculated - large value highlights any violation of operational constraints on
adsorption time changes, as mentioned in section 4.5.
From the plots in Figure 4.15, it is evident that increasing R slows down the
controller response time (rst performance indicator) while the mean control eort
(second performance indicator) decreases. This behavior can be attributed to the
particular type of objective function used in Eq. (4.26). It is also interesting
to observe that even though the reduced models with tswitching at 20 and 79 are
dierent in terms of the input signal switching time, purity response and model
ts, they have similar closed loop performance. This is in sharp contrast to the
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Figure 4.15: Comparison of reduced models with dierent tswitching, against two
PSA controller performance indicators for the step disturbance case study
performance of the controller derived from a reduced model with tswitching at
5 cycles. These results clearly demonstrates the potential benets of rigorous
system identication procedures for PSA.
Note that the controller conguration designed from the reduced model with
a switching time of 20 cycles provides the best performance, as it gives the least
value of the rst performance indicator for a wide range of R while maintaining
lower values of the second performance indicator. Furthermore, the best R value
for this controller seems to be 30 as it provides the least value of the rst per-
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formance indicator. Henceforth, this is the controller setting used for comparing
explicit/multi-parametric MPC with conventional PID controller.
4.5.2 Comparison With A PID Controller
PID controllers are also designed for comparison purposes. The systematic de-
sign procedure described in Seborg et al. [142] is followed here, comprising the
following steps. First, the auto tuning method of Astrom and Hagglund is used
to evaluate the ultimate gain and ultimate period of the purity-adsorption time
loop. In the next step, these values are used to derive the initial guess for the
PID tuning parameters namely, the proportional gain, integral time and derivative
time using the Ziegler-Nichols tuning relations. Finally, closed loop simulations
are performed to further rene these tuning parameters, while the best results in
terms of two performance indicators are obtained. The step disturbance proce-
dure described in section 4.5.1 is employed for this purpose.
Table 4.9 provides a summary of closed loop performance comparison studies
conducted on the PID and mp-MPC controller, for three types of disturbance
scenarios:
10 % step increase in PSA feedrate For this scenario, mp-MPC controller
shows controller response time of 13 cycles. This is twice as fast as the PID
controller, which takes 25 cycles to performs the same task. Furthermore, the
mp-MPC controller achieves this task while maintaining the control eort at
lower values.
35 % impulse increase in PSA feedrate The disturbance this time is very
fast as the open loop response settles down in nine PSA cycles. As a result, the
closed loop performance of the PID and mp-MPC controller in terms of controller
response time is almost same. However, the mean control eort for the PID
controller comes out to be much larger than that for mp-MPC controller. PID
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Table 4.9: Closed loop performance comparison of explicit/multi-parametric
MPC with PID controller
10 % Step increase in PSA feedrate
Controller Response
time (Cy-
cles)
Average
u (Sec)
Maximum
u (Sec)
mp-MPC 13 0.74 1.8
PID 25 0.84 5.09
Open loop 1
35 % Impulse increase in PSA feedrate
mp-MPC 7 0.75 1.60
PID 5 4.72 12.12
Open loop 9
54 % Impulse increase in PSA feedrate
mp-MPC 7 1.77 4.18
PID1 4 17.11 32.29
PID2 5 9.44 21.16
Open loop 10
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Figure 4.16: Closed loop performance comparison of mp-MPC and PID controllers
for the 10% step and 35 % impulse disturbance scenarios
results shows that during the response time, maximum u is around 12 seconds.
This is a large number and such a big change in adsorption time, as discussed
earlier, can cause damage to the solid adsorbent and should be avoided. On the
other hand, the mp-MPC controller provides a much better and safer response to
the disturbance as exhibited in Figure 4.16.
54 % impulse increase in PSA feedrate In this scenario, open loop re-
sponse settles down in 10 PSA cycles, as shown in Table 4.9. PID1 controller re-
sults corresponds to the case, when the tuning parameters are still left unchanged.
This PID controller conguration takes least time to control the disturbance how-
ever, it also violates hard constraints on the adsorption time, as shown in Figure
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Figure 4.17: Closed loop comparison of mp-MPC and two dierent PID controllers
for the 54 % impulse disturbance scenario
4.17. A further re-tuning of PID1 controller, represented by PID2 controller keeps
the adsorption time above the 55 seconds limit. However, the mp-MPC controller
provides much superior performance as it achieves almost the same controller re-
sponse time at much lower values of mean control eort. Figure 4.17 further
shows that the adsorption time trajectory during the response time is far away
from the dened constraints, without requiring any re-tuning eorts.
4.6 Conclusions
This work presents a detailed study on an important but relatively unexplored
area of PSA control, following a rigorous and comprehensive mp-MPC frame-
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work. This integrated framework based approach, appears to be a better option
for the controller design and validation of complex systems like PSA with strong
nonlinearities coupled with interconnected column dynamics. Furthermore, mul-
tiple reduced models are built during the system identication step to probe the
role of model mismatch during the closed loop validation step. The results shows
that the model identied with pulse switching time of 20 cycles gives the best
performance, although the model with switching time of 79 cycles both performs
better than the 5 cycles case.
Multiple disturbance scenarios in the PSA feed rate are created for comparing
the performance of mp-MPC with the standard PID controllers. For the step
disturbance study, mp-MPC controller is twice as fast as the PID controller,
while the control eorts for both controllers are comparable. On the other hand,
for impulse disturbance studies, the speed of response of both controller modes is
quite similar, while the controller eort for mp-MPC is considerably smaller than
the PID controller. When the impulse disturbance is increased to 54 % change
in feed rate, the PID controller violates the lower bound on the input variable,
requiring re-tuning, while the mp-MPC handles this disturbance without any
constraint violation.
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5.1 Literature Review for PSA Optimization
5.1.1 Introduction
The traditional approach for design and operation of process systems usually
employs a two step, sequential based approach. In the rst step, a typical pro-
cess synthesis problem is formulated to design a process which maximizes an
economical objective while satisfying pre-dened steady state values of operating
requirements [143, 141, 40]. Subsequently, to overcome the eect of uncertainty or
unforeseen scenarios in design operating conditions, the system is over-designed by
employing empirical or semi-empirical techniques [164, 158, 114] such as margin
of safety etc. In the second step, to mitigate the eect of operating disturbances
on plant performance, a suitable controller is designed [108, 87]. This sequen-
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tial approach is the most widely used ones by the process design community
[143, 114, 52].
Nonetheless, in the last few decades, the importance of incorporating real-
time operability aspects during the design stage itself has been greatly empha-
sized. Some of the early contributions in this eld [86, 100], albeit focussing on
simplied linear systems, suggested various analytical tools and indices [150, 110]
while providing meaningful insights into ways of integrating design and control
formulations. A detailed survey of important contributions in this eld is shown
in Table 5.1, while Table 5.2 presents some more recent work in this area. An
important trend which has emerged from the past studies is the wide acceptance
of optimization based method [113, 98, 12, 15, 99] and their applications to var-
ious systems such as distillation columns [14, 13, 138], CSTRs [59] and systems
represented by reduced models [131, 130].
5.1.2 PSA Optimization
A rigorous and detailed model, on one hand is extremely important for mim-
icking the real operation with accuracy, while on the other hand it can also be
computationally challenging to solve for for modeling and optimization purposes.
Further challenges are posed by the fact that the PSA operation is periodic in
nature and never attains a true steady state, requiring computationally expensive
simulations to be carried out for hundreds of cycles until cyclic steady state is
established.
Table 5.3 outlines some of the key contributions in the PSA optimization eld,
highlighting the trade-os between the model reduction approaches to reduce
system complexity, and methodologies to directly evaluate the CSS conditions
with detailed models. Note that most of these studies focusses on the acceleration
of cyclic steady state (CSS) to minimize the computational load related to the
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Table 5.1: Key contributions in the eld of integrated design and control
Authors Features
Nishida and
Ichikawa [105]
Optimization for design of dynamic system with piece-
wise control
Nishida et al.
[106]
A min-max formulation for design of dynamic system
under parametric uncertainty
Lenho and
Morari [86]
Multi-objective formulation; Simultaneously incorpo-
ration of steady state economics and dynamic perfor-
mance indexes
Palazoglu and
Arkun [110]
Optimization based approach with steady state eco-
nomics as objective, and dynamic performance robust-
ness indices " constrained
Luyben and
Floudas [90]
MINLP formulation with steady state economics as
objective, and controllability index " constrained
Mohideen et al.
[98]
An iterative decomposition algorithm for simultaneous
design and control under uncertainty
Bansal et al. [12] Mixed integer dynamic optimization (MIDO) based it-
erative decomposition algorithm for simultaneous de-
sign and control optimization under uncertainty
Sakizlis et al.
[138]
Extended the decomposition algorithm from [98] and
[12] for the explicit/multi-parametric MPC controller
mode
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Table 5.2: A brief overview of some recent work in the eld of integrated design
and control
Authors IDC formulation Case study Modeling details Controller details
Asteasuain
et al. [5]
Mixed integer dynamic optimization
(MIDO) formulation at nominal con-
ditions, controller performance indica-
tors not included
Styrene bulk
polymerization
reactor
DAE Superstructure
based MIMO
formulation of
feedforward-
feedback controller
Chawankul
et al. [29]
Lumped the capital and operating cost
at steady state along with the con-
troller performance cost into a single
objective function
Multi-
component
distillation
column separa-
tion
DAE Robust formulation
of SISO control
Asteasuain
et al. [6]
Decomposition algorithm [113, 98]
with outer approximation approach for
integer variables and over estimator to
simply the process dynamic feasibility
test
Design and
control for
grade transi-
tion of styrene
polymerization
process
DAE Superstructure
based MIMO
formulation for
feedforward-
feedback cong-
uration
Flores-
Tlacuahuac
and
Biegler
[49]
ISE treated as objective function,
MIDO problem transformed to
MINLP by employing nite element
method on the state and control
variables
CSTR DAE Superstructure
based approach for
process and control
alternatives
Chawankul
et al. [30]
Lumped the capital and operating cost
at steady state along with the con-
troller performance cost into a single
objective function. Furthermore, The
steady state model and dynamic mod-
els represented by simplied empirical
correlations. Model mismatch treated
as process uncertainty
Top and bot-
tom purity
control for
depropanizer
column
Empirical corre-
lations deduced
from RADFRAC
(Aspen PLUS)
Robust formulation
for MIMO based
MPC controller
Malcolm
et al. [92]
Decomposition algorithm [113, 98]
with an extra step of steady state
exibility analysis before the dynamic
one to reduce the search space of
critical uncertain parameters scenar-
ios. Furthermore, the optimal de-
sign and control problem are decou-
pled with the optimal control problem
solved for xed design. The solution
of optimal control subproblem only ef-
fects the master optimal design prob-
lem if the operation fails in the exi-
bility tests
Polymerization
reactor design
and control,
and binary
column separa-
tion
DAE Fixed controller
structure with
MIMO formulation
Ricardez-
Sandoval
et al.
[130]
Algorithm based on employing nite
impulse response model of the original
system at nominal conditions to evalu-
ate the worst case disturbance and crit-
ical parametric uncertainty simultane-
ously. The resulting design is validated
by performing closed loop simulation
on the original model
Tennessee
Eastman pro-
cess
DAE, lumped
objective func-
tion containing
steady state
capital and
operating cost
with real-time
process output
variability cost
Fixed controller
structure of PI
loops
Hamid
et al. [59]
Four stage decomposition algorithm
with multi-objective formulation incor-
porating design and control objectives;
used thermodynamics insights to nar-
row down the feasible region
Ethylene glycol
production
(CSTR) and
separation
(distillation
column)
DAE Controller structure
based on analysis
of control variable
sensitivities to pro-
cess disturbances
and manipulative
variables
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Table 5.3: A brief overview of important literature studies on PSA optimization
Authors PSA system Modeling details CSS acceleration Optimization
formula-
tion
Objective
function
Smith
and
West-
erberg
[151]
H2-CH4, H2 bulk
separation
Very simplied model,
comprising time aver-
aged mass and energy
balances
Not required MINLP Capital
and op-
erating
costs
Nilchan
and Pan-
telides
[104]
Single bed RPSA
for air separation
and two bed, six
step PSA for N2
purication from
air
General framework for
periodic adsorption
processes
Complete discretiza-
tion of spatial and
temporal derivatives,
NLP Average
power
Ko et al.
[79]
1 bed, 4 step CO2
sequestration from
CO2-N2
Constant supercial
velocity
CSS evaluated by ex-
pressing spatial pro-
le of dierential vari-
ables in empirical ex-
pressions
NLP Maximize
CO2 and
N2 purity
Jiang
et al. [68]
1 bed, 3 step and 6
step air separation
Nonisothermal opera-
tion, steady state mo-
mentum balance
Direct determination
approach augmented
with a hybrid trust
region method for
Newton step improve-
ment
NLP O2 recov-
ery and
specic
work
Jiang
et al. [69]
5 bed, 11 step
for H2 purication
from H2, CH4, CO,
CO2, NH2
Nonisothermal and
steady state momen-
tum balance, bed
dispersion neglected
Direct determination
approach [68]
NLP H2 recov-
ery
Cruz
et al. [36]
O2 production
from air; three pos-
sible equalization
congurations
Non isothermal opera-
tion, model formulated
in the dimensionless
form to reduce number
of variables, employed
empirical pressure
prole for pressuriza-
tion/depressurization
stages
Not considered NLP Recovery
and power
consump-
tion
Nikolic
et al.
[103]
H2 purication
from H2, C4, CO,
CO2
Detailed and generic
modeling framework
[102]
Unibed approach NLP, re-
peated
optimiza-
tion for
optimal
number of
beds for
pre de-
ned PSA
cycles
Recovery
Agarwal
et al. [2]
2 bed, 4 step PSA,
H2 purication
from H2 and CH4
Detailed model linear
supercial velocity pro-
les
Performed model re-
duction employing
proper orthogonal
collocation
NLP Recovery
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optimization procedures. In this regard, three key methodologies, the complete
discretization approach proposed by Nilchan and Pantelides [104], the unibed
formulation from Kumar et al. [84], and the CSS direct determination approach
[39] employed in the work of Jiang et al. [68], are discussed here in detail.
5.1.2.1 Direct Determination Approach
This approach employs numerical procedures to directly obtain the CSS, instead
of solving the full scale PSA model, cycle by cycle. It starts by posing CSS as a
two point boundary condition, as shown in Eq. 5.1, requiring the nal state of
the system to be exactly the same as the state after one complete PSA cycle.
ej =
264 yp(tcycletime)j   yp0j
gj
375 = 0 (5.1)
Here, j is the iteration counter, yp0 is the initial state of the PSA system, while
gj represents the PSA operational constraints which must be satised at the CSS
such as the purity constraint. In general, yp is composed of n PSA variables,
such as temperature, species concentration distributed over m grid points across
the bed, as shown in Eq. 5.2.
yp =
266666666664
yp11 yp12 : : : yp1n
yp21 yp22 : : : yp2n
yp31 : : : : : : yp3n
...
. . .
ypm1 : : : : : : ypmn
377777777775
(5.2)
Next, Newton method is applied on the Eq. 5.1, yielding a working formula
for the evaluation of new estimate of the PSA CSS, as mentioned in Eq. 5.3. It
is important to note that this method converges quadratically to the CSS, given
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that the estimated CSS state is in the vicinity of the actual one.
yp0j+1 = yp
0
j   J 1j ej (5.3)
A challenging task in the employment of the direct determination approach is
the evaluation of the large Jacobian matrix J, for each iteration, which contains
the CSS sensitivity information with respect to all PSA system variables.
Jj =
@e
@[yp;d]

[yp0j ;dj]
(5.4)
Towards this, Ding and LeVan [39] used hybrid Newton-Broyden method to
directly update J 1, while employing an iterative secant method to estimate its
initial value (for the rst iteration). Jiang et al. [68], also used direct deter-
mination approach for PSA optimization and incorporated CSS condition as an
constraint in the overall optimization formulation, as shown in Eq. 5.5. Conse-
quently, the decision variables and the PSA state variables simultaneous converges
to their nal optimal values and CSS, respectively.
max
dP ;yp0
(yp; yp0; dP )
s:t:
h1( _yp; yp; dP ; t) = 0
g1( _yp; yp; yp0; dP ; t)  0
eCSS = yp  yp0 = 0
LB  [yp0; dP ]  0 (5.5)
Furthermore, Ayoub et al. [7] used direct determination approach to perform
PSA modelling simulations by posing CSS evaluation as an optimization problem
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with CSS error (Eq. 5.1) as the objective function to be minimized, and initial
conditions as decision variables, while also studying the eect of various types of
sensitivity evaluation methods.
5.1.2.2 Unibed Approach
The unibed framework, rst mentioned in the work of Kumar et al. [84], at-
tempts to reduce the PSA system size by employing only one bed for simulation
purposes. The three key facts related to PSA operation which are exploited in
the formulation are the following.
1. All adsorption columns of a PSA system for a xed PSA cycle undergoes
same sequence of processing steps but with a xed time lag.
2. The duration of a particular processing step for any adsorption column is
exactly the same.
3. During the process steps where two columns are interconnected to each
other, any column will only require the process conditions information of
the bed end (connecting end) of the other bed while interacting.
Consequently, the temporal proles of the euent streams for the bed-interconnecting
steps are stored separately, and utilized later in the cycle, thereby eliminating the
need for extra beds to perform the full operation. For example, for a four column
PSA system only a single column is actually simulated and during the process-
ing steps such as co-current depressurization step where the bed is connected to
an other bed undergoing counter-current pressure equalization, the euent tem-
poral proles of pressure, temperature, species gaseous concentration etc. are
stored to be later used as inuent temporal proles during the corresponding
pressure-equalization step. One key assumption here is the independence of the
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nal CSS conditions to the initial bed conditions and the transient behavior of
the processing steps, as a result of bed interconnections.
Furthermore, the time instants at which the dierent euent variables are
stored can be dierent from the time instants at which the temporal information is
required during the inuent seeking process step. To resolve this, the interpolation
schemes are employed [84, 69].
5.1.2.3 Complete Discretization Approach
In complete discretization approach proposed by Nilchan and Pantelides [104], the
underlined PDAE based model is completely discretized in spatial as well as time
domain resulting in a large system of nonlinear algebraic system of equations,
which can be solved by a suitable NLP solver. To enforce the CSS conditions,
its equation (Eq. 5.1) is included in the overall model formulation itself. Similar
to the unibed formulation dened in section 5.1.2.2, only a single bed is mod-
eled. Consequently, and since each processing step can have dierent duration,
the equations are written in the time osets form instead of usual time formu-
lations. Similar to the direct determination approach, this method also requires
a good initial guess to the non linear system of equations. However, in contrast
to the direction determination approach it also require initial guess for the tem-
poral proles of the variables, which can be a challenging issue. This is usually
generated by a single cycle simulation.
It is important to note that all of the CSS acceleration approaches to optimize
PSA mainly focuses on predicting the nal CSS correctly [68, 69]. The intermedi-
ate states towards the CSS evolution, are either not evaluated or are ctitious in
nature, which for the case of control studies are of importance. In this work, the
traditional dynamic optimization approach was considered as more suitable for
control studies and is employed, where the model is integrated in time towards a
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Figure 5.1: Two-bed, 6-step, multi-valve PSA conguration employed for this
study. FEED: production step; DEP: co-current depressurization; BLDN:
counter-current depressurization or blowdown; PURGE: counter-current purge
with product; PE: co-current pressure equalization; REPRES: co-current re-
pressurization with feed
slow but true evolution to the CSS.
5.2 PSA Details and Problem Description
5.2.1 Modeling Details
Figure 5.1 depicts a graphical overview of the two-bed PSA system under consid-
eration. Each bed is undergoing a cyclic operation comprising six processing steps
and contains activated carbon as the adsorbent. Furthermore, it is also assumed
that the structure of PSA cycle and sequence of processing steps remains xed
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for the purpose of optimization studies. The details of the rst principles based
dynamic model of PSA employed in this work are already mentioned in chapter
3 of this thesis, while the boundary conditions are listed in Tables 5.4 and 5.5.
Furthermore, the velocity dependent terms in the axial heat and mass transfer
dispersion coecients [162, 163] have been neglected.
5.2.2 Objective Function
A commonly used objective function for PSA optimization is product recovery
(see also Table 5.3). The main reason towards this trend is its direct relation to
the plant operating cost [36], under the assumption that the PSA feed is already
available at high pressure and does not require considerable compression work.
In some cases, especially in air separation for O2 and N2 production, where the
feed (air) is available only at atmospheric pressure, recovery alone is not a true
indicator of PSA operating performance, and PSA overall compression work can
also play a signicant role. On the other hand, the key controller objective is
to fast track the closed loop product purity to its desired set point in the event
of process disturbances [21, 20, 72, 73]. In a PSA operation, since recovery and
purity vary in opposite direction [73] with respect to important decision variables,
a simultaneous optimization and control strategy appears to be an ideal platform
to take account of the impact of these two conicting objectives on the real-
time PSA performance. In this study, an optimal PSA operational policy and
controller conguration is desired which provides the maximum value of closed
loop hydrogen recovery (Eq. 5.6) while obeying all operational constraints, for
the separation of 70 % H2 and 30 % CH4 feed mixture to a product stream of
hydrogen purity (Eq. 5.7) greater than 99.99 %, in the presence of the following
disturbances and uncertainty.
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Table 5.4: Boundary conditions for the feed, co-current depressurization and
counter-current blowdown steps for the six step PSA cycle
Z = 0 Z = L
Feed
UAbed = _Qfeed P = Pprod
Ci =
Pyifeed
RT
@Ci
@Z
= 0
T = Tfeed
@T
@Z
= 0
Co-current depressurization
U = 0 U = fvalve (P; Pdep; CV dep)
@Ci
@Z
= 0
@Ci
@Z
= 0
@T
@Z
= 0
@T
@Z
= 0
Blowdown
U = fvalve (P; Pbldn; CVbldn) U = 0
@Ci
@Z
= 0
@Ci
@Z
= 0
@T
@Z
= 0
@T
@Z
= 0
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Table 5.5: Boundary conditions for the counter-current purge, counter-current
pressure equalization and co-current product repressurization steps for the six
step PSA cycle
z = 0 z = L
Counter-current Purge
U = fvalve (P; Ppurge; CVbldn) CU =  fvalve (Pprod; P; CVpurge)Cprod
@Ci
@Z
= 0 Ci =
P
RT
Ciprod
Cprod
@T
@Z
= 0 T = Tprod
Counter-current pressure equalization
U = 0 CU =  fvalve (Pdep; P; CVdep)Cdep
@Ci
@Z
= 0 Ci =
P
RT
Cidep
Cdep
@T
@Z
= 0 T = Tdep
Co-current repressurization with product
U = fvalve (Pfeed; P; CVrepres) U = 0
Ci =
Pyifeed
RT
@Ci
@Z
= 0
T = Tfeed
@T
@Z
= 0
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1. Feed temperature variations in a sinusoidal fashion with decaying amplitude
as dened in Eq. 5.8
2. Step increase in PSA feedrate by 0.35 Nm3/hr, as dened in Eq. 5.9
3. Bounded uncertainty in the hydrogen feed molar fraction, varying from 68
% to 73 %.
RecoveryH2 =
tfeedR
tpres
CH2UAbed

z=L;BED1
dt 
tpurgeR
tbldn
CH2UAbed

z=L;BED2
dt
tpresR
0
CH2UAbed

z=0;BED1
dt+
tfeedR
tpres
CH2UAbed

z=0;BED1
dt
 100
(5.6)
PurityH2 =
tfeedR
tpres
CH2UAbed

z=L;BED1
dt 
tpurgeR
tbldn
CH2UAbed

z=L;BED2
dt
NcompP
i=1
"
tfeedR
tpres
CiUAbed

z=L
dt 
tpurgeR
tbldn
CH2UAbed

z=L;BED2
dt
#100 (5.7)
Tfeed(t) = T
0
feed + 15sin

2t
10

e t=5 (5.8)
_Qfeed(t) = _Q
0
feed if t  0
= _Q0feed + 0:35 otherwise (5.9)
For providing the controller action, a SISO PI controller (Eq. 5.10) is as-
sumed, where purity is the control variable and feed step duration is considered
as the manipulative variable [73]. Furthermore, integral square error (ISE) [142]
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Table 5.6: Modeling parameters for the gas-solid system
Parameter Value Parameter Value
KLDFH2 15  8.89  10 2 KLDFCH4 15  3.96  10 3
b 0.4 p 0.566
Pprod 7  105 Pbldn 101325
Cpw 480 w 7900
dp 3 T
0
feed 303.15
of purity, dened in Eq. 5.11, is treated as the controller performance indicator.
tfeed(k) = tfeed(k   1) +Kc(e(k)  e(k   1)) + Kcts
I
e(k)
e(k) = (PurityH2(k)  99:99) 105
tl  tfeed(k)  th
tl  tfeed(k)  th (5.10)
ISE(t) = 105
Z t
0
(PurityH2(t)  99:99)2dt (5.11)
5.2.3 CSS Denition And Time Horizon of Dynamic Op-
timization Problem
In an ideal situation, the time horizon should be set to a large value to allow the
PSA system to attain a CSS, which is dened as a state in time where all PSA
variables take the same value at the start and the end of a cycle. On the other
hand, it is well known that most signicant changes in process variables usually
occur in the few initial cycles. The number of such cycles however, depends upon
the PSA design conguration, its operational policy and the gas-solid system.
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Table 5.7: Operating parameters for the PSA CSS estimation study
Parameter Value Parameter Value
CVbldn 0.06504 CVdep 0.00947
CVpres 0.006 CVpurge 5  10 4
D 0.157 L=D 6
_Qfeed 1.68 tfeed 95.1
tdep 400 tpres 30.1
In order to investigate this for the system under consideration (see Tables 5.6
and 5.7), a number of numerical experiments are conducted, employing a relaxed
denition of CSS as shown in Eq. 5.12, where "CSS is a small positive number,
which plays a critical role in the evaluation of the number of cycles required in
settling key PSA variables, dened in a lumped fashion, as shown in Eq. 5.13.
eCSS(t) = ypavg(t)  ypavg(t  tcycletime)  "CSS (5.12)
ypavg =
1Z
0
yp(z)dz; z = z=L (5.13)
The results, summarized in Table 5.8, show that lower values of "CSS require
higher number of PSA cycles for all CSS indicators considered. Furthermore, the
hydrogen gas phase molar concentration and bed temperature are the slowest to
settle down for a given value of "CSS. In addition, observing PSA performance
indicators, purity and recovery alone may not be adequate to dene CSS, as in
this case bed temperature is the slowest to settle down. Based on the above
analysis, a value of 50 cycles is selected as the time horizon for PSA dynamic
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Table 5.8: Number of PSA cycles to achieve specic CSS tolerances
CSS tolerance
PSA Variable 10 5 10 4 10 3 10 2 10 1
Purity 282 24 1 1 1
Recovery 377 270 166 2 1
Cavg(H2) 569 332 233 127 8
Cavg(CH4) 339 234 126 25 7
Qavg(H2) 179 23 3 1 1
Qavg(CH4) 112 66 13 4 1
Qavg(H2) 180 23 3 1 1
Qavg(CH4) 112 67 13 4 1
Tavg 586 343 234 128 4
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optimization studies.
5.2.4 Decision Variables
A number of decision variables related to PSA process design, cycle scheduling
and controller design should be selected carefully in order to obtain an opti-
mal performance. The key process design variables considered are the column
length, column diameter and switch valve CVs (ON-OFF operation), while the
nominal feed rate ( _Q0feed) is included as an operational decision variable. The
key PSA schedule variables considered are the time durations of the processing
steps of the underlying PSA cycle, as they directly control the extent of related
governing physical phenomena, determining the PSA key performance indicators
such as recovery, purity and other operational constraints. Figure 5.1 shows that
out of the time duration variables of the six processing steps, only three can be
varied independently in order to maintain a synchronized PSA operational cy-
cle. It is important to note that the optimal tuning of switch valves(achieved
by incorporating their CV s as decision variable) is crucial to maintain suitable
pressure-temporal proles at the bed ends for varying bed dimensions and step
durations. For the controller synthesis problem, manipulative variable bias value,
controller gain and integral time are considered as decision variables.
5.2.5 Operational Constraints
In past studies on PSA optimization (Table 5.3), incorporating hydrogen purity
constraint has been considered suceint for the design of an optimal PSA oper-
ation. However, only providing purity violation information to the NLP solver
can often lead to solutions where other important state variables may take values
indicating unrealistic physical behavior during the time horizon of operation. One
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such consideration is the high value of uid supercial velocity, especially during
the ow reversal processing steps including blowdown and repressurization with
feed, which may result in uidization of the bed. Another important considera-
tion is the sharp rise of bed temperature during the rst few PSA cycles in the
adsorption stage. Bed temperatures above a certain limit can be detrimental to
the adsorbent activity and should be avoided. Consequently, such operational
constraints are also incorporated in the overall optimization formulation. In this
regard, to ensure that the hydrodynamic regime of the PSA is always under
packed bed conditions, supercial uid velocity at bed ends is constrained to be
always less than the minimum uidization velocity [168]. Similarly, the tempera-
tures at bed locations of z=L = 0:25; 0:5; 0:75; 1 (cf. sensors shown in Figure 5.1)
is constrained.
It is important to note the class of constraints discussed with respect to time.
Purity acts as an end point constraint, while velocity and temperature violations,
on the other hand should be measured through the complete time horizon of op-
eration. The treatment of path constraints for dynamic optimization problem has
been a subject of serious attention, specially for the control vector parameteriza-
tions (CVP) [159] approach. The complete discretization approach proposed by
Cuthrell and Biegler [37] does not suer from this drawback as the discretized
path constraints becomes part of the overall NLP problem. Towards the CVP
approach, Feehery and Barton [47] proposed an elegant technique which involves
consuming one DOF from the overall list of available DOFs to satisfy a given path
constraint. However, the selection criteria to choose this DOF are not unique and
rely completely upon the user. For this particular study, we consider an approach
where path constraints are converted into end point constraints by dening vio-
lation variables for each path constraint [160, 16], as shown below.
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if violation = true then
@vio v
@t
= violation2
else
@vio v
@t
= 0
end if
From a real-time control perspective, it is important to constrain both high
and low values of adsorption time (Eq. 5.10) to achieve a safe and economical
operation. Very low values of feed step duration translate to shorter PSA cy-
cles performing loading and unloading of the adsorbent with the impurities at a
quicker rate, while signicantly enhancing its degradation in the form of wear and
tear [154]. Furthermore, this also demands a faster ON and OFF operation of
the switch valves, reducing their lifetime, which is directly related to number of
switches per unit time. On other hand, long feed steps can oversaturate the bed
since the adsorbent has only a limited capacity for the impurities. In addition
to this, large changes in the adsorption time (tfeed) should also be constrained
to avoid oversaturation (th) or avoid sudden surge of inow (tl) [73]. It is
important to note that in general practice, the controller constraints mentioned
in Eq. 5.10 can be treated as constraints in the original NLP problem itself. In
this work, the explicit nature of the PI control law is exploited, and an IF-ELSE
logic is built to incorporate these equations along with the general PDAE model of
PSA. This approach, enhances the convergence rates of the dynamic optimization
problem without compromising its rigor.
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5.3 A Framework For Simultaneous Design and
Control Optimization of PSA Systems Un-
der Uncertainty
In general, a system designed only under nominal conditions is liable to fail for
small changes of uncertain conditions, in terms of constraint violations and per-
formance degradation. To obtain an optimal PSA design which is operable under
the full range of uncertain parameters, and known time varying disturbances, a
rigorous and systematic approach [98, 12] is employed. The framework in Figure
5.2 depicts the employed methodology comprising three main steps.
Step 1 In this step, the uncertainty parameter (hydrogen feed composition)
is discretized into a nite number of critical scenarios. Since the hydrogen feed
composition can vary from 68 % to 73 %, three critical scenarios are chosen for
discretization purposes (i.e. Ns = 3 in Eq. 5.14). The rst scenario corresponds
to 73 % feed composition with probability of 15 %, the second scenario corre-
spond to 68 % hydrogen feed composition with 15 % probability, while the third
represents the nominal case of 70 % hydrogen feed composition with 70 % proba-
bility. The resulting simultaneous design and control optimization formulation is
depicted in Eq. 5.14, where hd1 and hc1 are the equality constraints representing
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Figure 5.2: A framework for simultaneous design, operational and control opti-
mization under uncertainty
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the PSA model and controller description, respectively.
max
dP ;dc;v;t2[0;tf=50cyles]
obj =
NsX
m=1
wmRecoveryH2(m)

tf
s:t:
hd1( _xd; xa; dP ; v; m; t)m = 0 m = 1; 2 : : : Ns
hc1( _xd; xa; dc; v; m; t)m = 0 m = 1; 2 : : : Ns
99:99  PurityH2(m; tf )m  100 m = 1; 2 : : : Ns
0  ISE(m; tf )m  "c m = 1; 2 : : : Ns
0  U ivio(m; tf )m  "d i = 1; 2 m = 1; 2 : : : Ns
0  T jvio(m; tf )m  "d j = 1; 2; 3; 4 m = 1; 2 : : : Ns (5.14)
It should also be noted that ISE is treated as a constraint [90] (instead of being
considered as a separate objective function), which makes "c a tuning parameter
which can be changed to obtain a stable and fast controller response. Here,
the value of "c and "d are xed at 2 and 10
 5, respectively. Furthermore, hd1
represents the PSA design constraints, while hc1 represents the PSA controller
constraints.
Step 2 In this step, the multi-period dynamic optimization problem formu-
lated in the last step is solved [56]. The resulting optimal decision variables and
PSA performance indicators are shown in the Table 5.9. The maximum expected
closed loop hydrogen recovery in this case comes out to be around 61 % WITH
an expected value of ISE at 1.42.
Step 3 In this step, the dynamic feasibility test [38] is performed to check
whether the optimal design and control system obtained in the last step is feasible
for the complete range of uncertain parameter. The dynamic feasibility test
problem is formulated, as shown in Eq. 5.15 below. Here, gl are the set of PSA
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Table 5.9: Optimal decision variables, their upper and lower bounds and optimal
performance variables for PSA optimization under uncertainty study
Decision variable LB UB Value
Process design
CVbldn 0.065 1 0.0652
CVdep 0.01 1 0.010
CVrepres 0.06 1 0.06
CVpurge 7.7  10 5 5  10 4 5  10 4
D 0.05 0.5 0.1598
L=D 2 6 6
Operational
_Q0feed 0.5 1.7 1.699
tdep 15 150 93.432
trepres 30 150 37.83
Controller design
tfeed(t0) 60 400 336.211
Kc 0.001 100 0.1842
I 0.001 10
5 4.049
Performance variables for multi-period design
 RecoveryH2 PurityH2 ISE
68 % 60.86 % 99.99 % 1.571
70 % 60.933 % 99.99 % 1.41
73 % 61.01 % 99.99 % 1.3
E(RecoveryH2) 60.933 E(ISE) 1.418
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Table 5.10: Solver and convergence statistics for the PSA multi-period optimiza-
tion solution
Parameter Value
Number of axial discretization
nodes
40
Discretization scheme CFDM
Number of dierential variables 1249
Number of algebraic variables 1233
DAE solver absolute and relative
convergence tolerance
10 6
Number of NLP iterations 8
Number of NLP line searches 14
NLP solver convergence tolerance 6.4  10 4
CPU time 32897 s
Fraction of CPU time spent on
sensitivity integration
58 %
Computer processor Intel Xeon E5450 @ 3.00 GHz
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inequality constraints. If  is negative, then the design is feasible for the operating
range of uncertain parameter. If it is positive, then the design is infeasible and
the critical scenario obtained from the complete solution of Eq. 5.15 is augmented
with the list of critical scenarios described in Step 1, and the whole procedure
is repeated till feasibility is achieved.
 = max
l=1;::Ncr

gl(
) = max
2[68%;73%];t2[0;tf=50cycles]
gl(; tf )

(5.15)
It is important to note that formulation in Eq. 5.15 assumes that there are
no time variant decision variables in the optimization problem. The value of  
(Eq. 5.15), for the current design and control conguration comes out to be -7.5
 10 5, with the purity lower bound as the limiting constraint. Since this is a
negative value, the optimal PSA design obtained here is feasible and the algorithm
terminates.
5.4 Computational Results and Discussions
For the PSA system shown in Figure 5.1, the resulting design and control cong-
uration obtained by the employment of the methodology mentioned in previous
section is shown in Table 5.9, while the corresponding computational statistics
are outlined in Table 5.10. Note that for the two-bed PSA system under con-
sideration, the total CPU time to solve the full optimization problem is around
9.2 hours. Table 5.9 also depicts the optimal values of key degrees of freedom
related to process design, operation and controller design of the PSA system. In
particular, the following remarks can be made:
1. The duration of feed step is the largest as compared to other two steps. For
the 2-bed, 6-step PSA cycle under consideration, where feed is provided
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in only one step (per bed) and then discontinued, this result seems quite
logical, and can be attributed to the fact that it is during the feed step
that actual recovery of product happens, which the optimizer attempts to
maximize
2. The system spends least amount of time in the pressurization/blowdown
stage. This is because for the given PSA cycle, the system aims to quickly
repressurize the column (from feed) in an attempt to minimize the impurity
intake during this time, as well quickly depressurize (blowdown) the column
to minimize the product losses in the o gas
To further assess the design performance, dynamic simulations are performed
[56] with the optimal PSA system listed in Table 5.9, and feed composition pa-
rameter xed at 70 % value. In the following, this design conguration will be
referred to as the nominal PSA design.
The spatial variation of gas phase concentration of impurity component at
the end of each processing step at CSS is shown in Figure 5.3. Figures 5.3
and 5.4, in particular illustrate the impurity adsorption and desorption dynamics
for each PSA process step. During the feed mode, 20 % of bed (towards the
feed end) is almost saturated with methane. By the end of depressurization
step, the impurity front moves slightly forward as the product end is now open
in order to pressurize the other column undergoing pressure equalization. This
behavior also emphasizes the importance of each processing step duration. For
example, a little extra long depressurization step can lead to impurity leaving the
product end to the clean product end of the other column. On the other hand, a
shorter duration step will not completely utilize the high purity product available
at high pressure, some of which will be lost with the o gas in the next step
(blowdown). Blowdown step marks the start of the adsorbent regeneration stage,
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Figure 5.3: Axial distribution of gas phase methane concentration at CSS
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Figure 5.4: Axial distribution of QCH4 at CSS
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Figure 5.5: Time evolution of pressure swing and the associated temperature
swing over a PSA cycle at the optimal conditions
as the methane concentration falls sharply. By the end of purge step, the impurity
level in the bed has reached its minimum level. During the pressure equalization
by product and pressurization by feed step, the column is pressurized back to
the feed pressure. It is important to note that substantial adsorption in the bed
can happen during the re-pressurization with feed step. This demands a fast
re-pressurization step, where the gas phase concentration increases much faster
than the solid phase concentration. A closer comparison of Figures 5.3 and 5.4
conrms this behavior where it can be seen that the area under the curve rises
much sharply for CCH4 than QCH4 , while moving from PE step to PRES step. In
fact detailed calculations performed shows that the CCH4avg (Eq. 5.13) increases
twice as fast as QCH4avg.
Figure 5.5 depicts the complex interactions between the pressure swings, and
the corresponding temperature swings for one complete PSA cycle for the rst
bed. From this plot, it can been deduced that the temperature swing cycle is much
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slower to settle down as compared to pressure swing and also has an unfavorable
eect on the PSA performance due to the temperature rise during the adsorption
stages and drop during the desorption stages. Furthermore, it also reveals that
the repressurization at CSS is much faster than the blowdown, as the bed pressure
at the end of blowdown stage has not reached the lowest pressure possible.
5.5 Comparisons With A Sequential Strategy
Table 5.11 compares the optimal PSA operational congurations obtained from
the application of sequential and the simultaneous approaches while assuming
perfect certainty in feed composition at yH2 = 70 %.
The results shows that if the ISE is kept around the same value obtained from
the sequential approach, the simultaneous approach provides better closed loop
recovery. In this case, the actual recovery possible is 61.638 % which is almost 3 %
higher (on relative basis) than the recovery obtained with the sequential approach.
When comparing the results in dierent columns of Table 5.11, it should be noted
that tfeed is the duration of the feed step for the sequential analysis, while it is
the initial value (bias value) of PI control law for the simultaneous optimization
studies. It is also evident from the results that the simultaneous approach lead
to a design which is marginally bigger in size with respect to both diameter and
length (as L=D ratio is unchanged). The largest change is observed in the step
durations of the PSA cycle, as the simultaneous optimization based approach
predicts higher time duration for all processing steps at optimal CSS conditions
in comparison to the sequential approach. These observations suggests that the
simultaneous approach results in a bigger and slower PSA system in an attempt
to eectively handle specied disturbances, while also increasing the closed loop
recovery at CSS conditions.
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Table 5.11: Comparison of optimal PSA systems obtained from sequential and
simultaneous approach
Decision variable Sequential approach Simultaneous approach
Process synthesis PI controller design ("c = 2.5) ("c = 1)
(Maximize
RecoveryH2 )
(Minimize ISE)
CVblowdown 0.06502 0.06532 0.065
CVdep 0.0102 0.01 0.01
CVrepres 0.06 0.06 0.06
CVpurge 5  10 4 5  10 4 5  10 4
D 0.1574 0.16 0.15936
L=D 6 6 6
_Q0feed 1.698 1.7 1.7
tdep 86.58 97.124 92.3317
tfeed 399.99 311.051 366.118
trepres 30.15 38.273 31.358
Kc 0.55323 0.061 0.336
I 7.64 1.06 7.45
Performance variables
RecoveryH2 62.98 59.88 61.638 60.82
PurityH2 99.99 99.99 99.99 99.99
ISE 2.2 2.45 0.99
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approach
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The resulting controller responses are compared in the Figure 5.6. It shows
that with the sequential approach, the product purity drops to a relatively low
value of 99.985 % in the rst few cycles. In contrast to this, the simultaneous
formulation provides signicant improvements in purity response. For the case
of ISE = 2.5, the purity response is somewhat oscillatory, although very tightly
bounded to the set point. It can also be seen that lowering "c improves the purity
response signicantly in terms of reducing the oscillatory eect. However, this
improvement is achieved at the price of slight reduction in product recovery, albeit
the product recovery level is still higher than the SQDC case.
5.6 Explicit/Multi-Parametric MPC for PSA
At this point it appears worthwhile to investigate how a MPC controller would
behave for the design and operational conguration obtained from the multi-
period optimization. To further investigate this, an explicit/multi-parametric
MPC controller is built for the nominal PSA design case (Table 5.9).
MPC in general, is an advanced control methodology specially suitable for
highly complex, interconnected dynamic systems. In contrast to a standard PID
based controller, MPC provides optimal control action by taking into account
the system's dynamic behavior and operational constraints [123, 124, 91, 125].
It is based on receding horizon philosophy, where the current plant state and
output variables, along with a suitable plant model are utilized to calculate the
future sequence of optimal input variables, via solving an online optimization
problem. Recent advances made in the eld of multi-parametric programming
now make it possible to obtain the governing MPC control law beforehand, or
oine [119], leading to reduced online computations and other economic benets
[116, 121, 120].
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Since the large-scale PSA model developed is not directly suitable for model
based controller design, a system identication step [152, 89, 88, 182] is per-
formed to identify a much simpler, preferably linear model relating the control
variable with the manipulative variable to reasonable accuracy. The identica-
tion procedure followed in this study involves conducting dynamic simulations
on the PDAE model, perturbed by a random pulse of input (feed step duration)
disturbance, to ensure that the PSA system is excited persistently [152, 88] over
a large frequency band (of interest), in the open loop environment. The result-
ing input-output response data (Figure 5.7) is used within the MATLAB system
identication toolbox to identify the best t linear parametric model. The best t
is achieved for a 5th order state space model (Eq. 5.16 to 5.19) with a mismatch
of less than 5 % from the PDAE model response.
x(k + 1) = Ax(k) + bu(k)
y(k) = cx(k) (5.16)
A =
266666666664
0:99880 0:10001 0:00169  0:00164  0:00034
 0:03130 0:96193 0:03544  0:04382 0:03722
0:13610  0:18581 0:75535 0:13967 0:13908
0:04925  0:01173  0:36065 0:79947 0:49361
0:06341  0:08066  0:29210  0:36313 0:02829
377777777775
(5.17)
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nipulative variable
b =
266666666664
0:00523
 0:03004
 0:01797
 0:27463
0:15461
377777777775
(5.18)
c =

 503:883  27:586  0:528 1:038  0:307

(5.19)
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Figure 5.8: Two-dimensional projection of 101 critical region polyhedra cor-
responding to the reduced state space model, [x1; :::x5 = 0; tfeed(k) = u =
1; (PurityH2   99:99) 105 = y = 2; yset = 0]
min
u
Z =
N 1X
k=1
(y(k)  yr(k))T (y(k)  yr(k)) +
M 1X
k=0
u(k)TRUu(k)
s:t:
x(k + 1) = Ax(k) + bu(k)
y(k) = cx(k) + e(k)
ul  u(k)  uh
ul  u(k)  uh
y(k)  1 (5.20)
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Figure 5.9: Comparison of closed loop performance for the PI and mp-MPC
controller
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A model based predictive controller (MPC), incorporating all controller con-
straints (Eq. 5.10) in an optimization framework is formulated in Eq. (5.20). The
complete problem is set up in the POP toolbox environment [122] and involves 8
parameters. The best value for RU is obtained by perturbing the original rigorous
PSA model with time varying disturbances (Eqs. 5.8 and 5.9) and performing
closed loop simulations. This procedure yields a value of RU (cf. Eq. 5.20) =
1 with 101 critical regions. Figure 5.8, shows a two dimensional projection of
the multi-dimensional polyhedra, while the resulting closed loop performance is
shown in the Figure 5.9 along with the PI control performance. The comparison
shows that the mp-MPC controller provides much more robust response in terms
of less oscillatory behavior in purity response. It is also important to note that the
PI controller in this case is a special one as it considers all the system constraints,
in a fashion similar to a mp-MPC controller. This appears to be main reason
for the observation that the mp-MPC controller performance is not strikingly
dierent from the PI case. The predictive power of the mp-MPC however, using
the system dynamic model, seems to be the key feature for its slightly superior
performance than the PI case.
5.7 Conclusions
This work presents a detailed study for the simultaneous design, operation and
control of a PSA system following a rigorous and step by step built framework
based optimization approach while utilizing a detailed mechanistic mathemati-
cal model. Important PSA operational challenges, constraints and objectives are
discussed in detail and incorporated in the mathematical framework. The best
closed loop recovery obtained for the PSA system under consideration is around
61 %, while the purity response to multiple disturbance scenarios is found to be
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quite satisfactory. The benets of PSA design based on this approach approach as
compared to the traditional sequential approach are shown in terms of improve-
ment in closed loop recovery by almost 3 %, and better purity response. It is also
found that the improved design is slightly bigger in size with slower PSA cycles.
Furthermore, a mp-MPC is also designed to observe any further benets related
to the model based controller. The results show improvement, albeit marginal, in
the closed loop response with respect to the optimized PI controller considered
in the study.
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Chapter 6
Design and Environmental
Impact Analysis of a Hybrid
PSA-Membrane Separation
System
6.1 Introduction
Due to the increasing demand of hydrogen for its role as an ecient energy carrier,
a major emphasis has been placed on developing new and innovative technologies
that produce highly pure hydrogen at a cheap cost. With tougher environmental
regulations and emissions standard, any such technology however, should not only
be economically feasible but also environmental friendly. Consequently, to meet
the future regulations and standards, sustainable energy systems based on fossil
fuels will require a signicant reduction of emitted greenhouse gases and other
pollutants.
Currently, the most energy ecient route for hydrogen production is the steam
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reforming of natural gas, where PSA is usually employed in the nal step to
produce high-purity hydrogen. In the context of PSA processes, attaining high-
est possible product recovery values without sacricing product purity is highly
sought after, as it directly improves the operating costs. During the blowdown
and purge steps of the PSA cyclic operation, a fair amount of hydrogen can escape
the system along with the impurity components as the o gas. For example, a
typical PSA waste gas stream consists of CO2  55%, H2  35%, CH4 & CO 
15%. This stream is not usually recycled since it would need to be re-compressed
to the PSA feed pressure and is also considerably richer in impurities. Further-
more, it also cannot be used for CO2 sequestration since it contains signicant
amounts of H2 and CH4. On the other hand, it is important to note that if CO2
emissions are captured as a relatively pure gas, they can further be sequestered
or stored appropriately, thus reducing at the source,its amount emitted to the
atmosphere.
One common procedure to improve product recovery in PSA is to employ more
depressurization steps, enabling the use of high pressure product to pressurize
columns operating at lower pressures, thereby minimizing the need of external
product stream. However, the maximum number of pressure equalization steps is
strongly dependent on the total number of beds, limiting the scope of this method
to large scale improvements. Another option is to integrate the PSA system with
other separation devices such as membranes to reduce the hydrogen losses. A
hybrid PSA-membrane process is expected to combine the high throughput and
H2 product purity of a PSA process with the lower operating costs of a membrane
process.
In the past, only few studies have been reported in the literature towards
this eld. Sircar et al. [149] presented a PSA-membrane hybrid process strat-
egy to achieve higher hydrogen recovery from the PSA purication section of
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the steam-methane reforming process. In their proposed design, the membrane
module is placed downstream of the PSA system, with the PSA o-gas acting as
membrane feed. The selective surface ow membrane considered for the study
had the least anity for permeation of hydrogen gas as compared to other gas
components in the feed. As a result, the low pressure permeate consists mostly
of impurities, while the retentate is rich in hydrogen. The high pressure reten-
tate is compressed further and mixed with the feed gas before it enters the PSA.
This combined process increased the hydrogen recovery from 77.6 % to 84 %
while maintaining same hydrogen purity. Their work clearly suggests that there
is a denite advantage for combining PSA and membrane to improve hydrogen
recovery. Feng et al. [48] investigated two possible membrane-PSA hybrid cong-
urations. In the rst proposed conguration (named as membrane-assisted feed
gas pressurization) membrane module is placed upstream of a two bed PSA. The
permeate from membrane which is rich in the weakly adsorbing species is sent to a
second bed to repressurize it. The retentate side gas becomes the feed of the rst
bed as usual. The second proposed conguration (named as membrane-assisted
co-current depressurization) also uses two bed PSA and comprises of four process
steps in one cycle. Here, membrane module is actually placed between the two
beds. The permeate side inlet is connected to the bed undergoing depressur-
ization, while its permeate side outlet is connected to the other bed undergoing
repressurization. As a result of additional separation achieved by the membrane
module, gas stream entering the bed getting repressurized is more purer com-
pared to standalone PSA. The retentate side stream is used for counter-current
purge of depressurized bed. The authors found that for the same feed ow rate,
and membrane-assisted co-current depressurization hybrid conguration, hydro-
gen product purity increases with a marginal drop in recovery as compared to
stand alone PSA. Esteves and Mota [43] used an elaborative simulation-based
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framework to study the potential benets of hybrid system. In their work they
took H2/CH4 stream for separation and assigned recoveries of both components
as the performance indicator. For the selected hybrid conguration, simulation
results showed that both hydrogen recovery and CH4 purity are better for the
hybrid system as compared to the standalone PSA system [44]. All of the above
ndings justify the integration of membrane module with a PSA plant in order
to improve the gas separation performance.
The main motivation of this work is to conduct a detailed study towards design
and performance assessment of hybrid PSA-membrane system, while probing the
role of various decision variables, design tradeos and settings. The separation
task is to obtain fuel-cell ready hydrogen with purity in excess of 99.99% from a
multi-component gas stream containing H2, CO, CO2, CH4 and N2 at the mini-
mum operating cost or maximum hydrogen recovery. Finally, life cycle analysis
(LCA) method is utilized to analyze the environmental impact of the optimum
hybrid system and compare it with a optimum stand alone PSA system.
6.2 Stand Alone Membrane Simulation Studies
The main objective of performing simulation studies on a stand alone membrane
module is to evaluate and compare its performance at various operating con-
ditions related to the point of integration with the PSA system. Towards this
purpose, two such possible locations have been considered in this study. In the
rst conguration \upstream", the membrane module is placed upstream of the
PSA, which means that the feed stream from PSA upstream unit will now enter
the membrane module instead of going straight to the PSA unit. Since the mem-
brane material (DDR) used for this is CO2 selective, a hydrogen-rich retentate
(leaner in CO2) is expected to come out from the tube side, which is then fed to
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Table 6.1: Simulation parameters for the stand alone membrane studies
Parameter Upstream congura-
tion
Downstream congu-
ration
Feed Pressure (tube side),
bar
7 1
Feed Flow rate, SLPM 8.5 2 and 5
Membrane thickness, m 0.000025 0.000025
Feed Temperature, K 293.15 293.15
Feed composition (molar
basis), %
H2 = 73.3, CO = 2.9,
CH4 = 3.5, CO2 =
16.6, N2 = 3.7
H2 = 39.7 , CO =
6.6, CH4 = 7.8, CO2
= 37.6 , N2 = 8.3
the PSA system. Furthermore, as pressure drop along the membrane module is
not signicant, the retentate entering the PSA unit is expected to be at roughly
the same pressure as the untreated feed gas, which further reduces the require-
ment of any external pressure generating device. On the shell side, the CO2 rich
permeate stream leaves the system as o gas.
In the second conguration \downstream", the o gas coming out of the PSA
system during blowdown and purge operations at low pressure is passed through
the membrane with the same material properties as employed in the upstream
study. In contrast to the upstream conguration, the hydrogen rich tube side
retentate from membrane needs extra pressure boost and cooling to match its
conditions to the feed level from the operating conditions corresponding to the
blowdown and purge steps.
The simulation parameters for the upstream and the downstream congura-
tion studies are presented in Table 6.1. Note that the membrane model is supplied
from the EU project Hy2SEPS consortium partners (D23, Membrane separation
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system optimization and design, Hy2SEPS, EU Contract no: 019887).
6.2.1 Upstream Membrane Conguration
For performing the parametric study, membrane area and shell side pressure are
considered as design parameters, where membrane area is varied from 0.001 m2
to 10 m2 in multiples of 10, while the shell side pressure is kept at values of
100000 Pa (blowdown pressure), and 100 Pa. For all of the simulations results
reported here, CO2 recovery is dened as the ratio of molar ow rate of CO2 in
the shell side permeate to the CO2 molar ow rate in the tube side feed. Similarly,
CO2 purity is dened as the ratio of CO2 molar rate obtained in permeate side
to the total permeate molar ow coming out. Figure 6.1, shows the resulting
CO2 purity and recovery as a function of membrane area. It can be clearly
seen that increasing membrane area increases the CO2 recovery and decreases.
Furthermore, decreasing the shell pressure to low values increases both recovery
and purity of carbon dioxide, but the change is not large. For the shell side
pressure of 100000 Pa, the maximum recovery obtained is around 48 %, and
when the shell pressure is decreased to a value of 100 Pa, the maximum recovery
obtainable increases to around 61 %. As far as the purity is concerned, maximum
value obtained for the shell side pressure of 100000 Pa is around 54 %, and this
value increases to 66.7 % for shell side pressure of 100 Pa. It can also be seen
that at very high area values, CO2 purity is same as feed indicating that there is
no separation at all and the feed simply passes to shell side.
6.2.2 Downstream Membrane Conguration
For the downstream conguration three parameters are considered for simulation
purposes. Firstly, the membrane area which is varied from 0.001 m2 to 10 m2 in
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Figure 6.1: Variation of CO2 purity and recovery with membrane area for the
upstream conguration
the multiples of 10. The second parameter considered in the study is the shell side
pressure for which two values of 1000 Pa and 100 Pa are chosen. Note that the
pressure values selected here are signicantly lower than the values selected for
the upstream conguration study, to account for to the low operating pressure of
the blowdown and purge processing steps of the PSA cycle. The third parameter
selected is the input feed ow rate, for which values of 2 and 5 standard liters
per minute (SLPM) are selected. Figure 6.2, shows the results obtained for CO2
recovery and purity as a variation of these parameters.
It is clear from the plot that high values of both CO2 recovery and purity are
achievable for the same value of membrane area values considered in the upstream
conguration. For example, the highest value of recovery and purity in this case
is more than 90 %. The comparative study presented here clearly indicates that
downstream conguration is much more attractive than the upstream, and is the
conguration selected for integration with PSA.
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6.3 Stand-Alone PSA Simulation Studies
A similar parametric study is done for the stand alone PSA separation system
to estimate the best value of cycletime for the process, with H2 recovery and
purity teated as the main performance variables. The dynamic simulations were
performed in the gPROMS modeling environment by solving simultaneously the
set of boundary conditions and the modeling equations, dened in previous sec-
tions for the four beds. Here, at the initial time, all the beds are assumed to be
containing pure hydrogen saturated with the adsorbent material at feed temper-
ature and initial bed pressure. Initial pressure inside the beds are 7 bar, 2.5 bar,
2.5 bar, 7 bar, respectively. Table 6.2 outlines some of the important simulation
parameters related to the study. The dynamic model is integrated in time and
the simulation continues till the system reaches a cyclic steady state (CSS). In
general, at CSS, system variables (both dierential and algebraic) hold the same
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value at the end and start of a cycle. In the present study, the following variables
dened in Eq. 6.1 and 6.2 are used to determine CSS.
Cavgi =
1Z
0
Ci(z
)dz; z = z=L; i = 1; 2::NCOMP (6.1)
Tavg =
1Z
0
T (z)dz; z = z=L (6.2)
Since, there are ve components in the system, there are six such indicators
for detecting CSS. The simulation stops when the maximum of the dierence
between the indicators at the start and end of a cycle becomes less than 10 4.
From the simulations it is found that increasing cycletime also increases the
hydrogen recovery but reduces the hydrogen purity. The best operating point
corresponds to the cycletime for which the system achieves the maximum recovery
with hydrogen purity being more than 99.99 %. For the present system, this comes
at the value of 480 seconds, with hydrogen recovery at 56.7 %, and hydrogen
product purity at 99.995 % .
6.4 Hybrid PSA-Membrane Simulation Study
The best method to design PSA membrane hybrid is by performing a full-scale
dynamic optimization, with the objective of maximizing the PSA hydrogen prod-
uct recovery. The key decision variables such as PSA cycletime, PSA bed length,
number of beds, bed diameter and membrane area can then be estimated, with
PSA hydrogen product purity and membrane CO2 purity acting as constraint for
the optimization problem. However, such a detailed dynamic optimization prob-
lem involving both PSA and membrane is quite time consuming since it involves
repeated CSS evaluation for each new iteration, as dierent decision variables
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Table 6.2: Modeling parameters for the base case PSA
Design parameters Symbol Value
Number of beds 4
Feed pressure Pfeed 7 bar
Feed temperature Tfeed 303.15 K
Feed ow rate _Qfeed 8.5 SLPM
Blowdown pressure Pblowdown 1 atm
Bed length L 0.445 m
Bed diameter D 0.072 m
Bed porosity b 40 %
Particle diameter dp 3 mm
Solid specic heat Cps 1000 J/kg K
Adsorbent Activated carbon (AC) and zeolite
AC portion 70 %
AC density s 552 kg/m
3
Zeolite density s 695 kg/m
3
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variables are estimated. As an alternative to this, the optimization procedure
followed here involves performing dynamic simulations on the hybrid system (see
Table 6.3) to evaluate the eect of few important decision variables on the hybrid
performance indicators. Furthermore, some of the important assumptions related
to the PSA membrane integration are listed below:
1. From the o gases coming out of the blowdown and purge steps of PSA
operation, only 2 SLPM of the total amount is employed as a feed to the
membrane module.
2. It is further assumed that a suitable controller is in place for the o gas
tank to maintain this rate at a constant value during the blowdown and
purge steps of the PSA cycle.
3. This stream enters the membrane module at a temperature of 20 0C as DDR
membrane operates better at low temperature and PSA o gas temperature
is also near to this value.
4. The pressure of this stream entering the membrane has been assumed to
be 1.5 bars which represents the average pressure of o gases during the
blowdown and purge pressure. It is important to note that pressure at the
bed outlet remains quite steady during the purge step of the PSA cycle
however, during the blowdown step the pressure changes signicantly from
the higher depressurization pressure levels to atmospheric blowdown pres-
sure. Consequently, the assumption of average pressure 1.5 bar during this
operation seems quite reasonable.
5. The average composition of PSA o gas entering the membrane is calculated
by assuming that o gas streams from four beds enters a well mixed tank
at their actual (varying) pressure and temperature.
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Figure 6.3: The hybrid PSA-membrane ow sheet chosen for the optimization
studies
6. It is also assumed that tube side retentate is mixed with the usual PSA
feed at PSA feed pressure and temperature. In practice, this requires a
compressor and heat exchanger system. In the current simulation study,
the model ignores calculating the heat and work load for these equipments.
7. The shell side permeate coming out of the membrane and the remaining o
gases (as 2 SLPM is removed constantly) forms the o gas from the hybrid.
Figure 6.3, depicts the graphical overview of the proposed hybrid PSA-membrane
conguration considered in this study.
6.4.1 Parameter Selection and Performance Indicators
Two important parameters are chosen for assessing the performance of the hybrid
PSA-membrane separation system. First in the list is the area of membrane, as
this plays an important role in achieving a desired CO2 purity and recovery from
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Table 6.3: Computational parameters for the hybrid PSA-membrane simulation
study
Computational parameters Value
Axial grid nodes 40
Axial discretization method CFDM
Number of dierential variables 1780
Number of algebraic variables 1652
the membrane module. This parameter is varied from 0.1 to 1.5 m2 since the
parametric studies conducted on the stand alone membrane where it showed that
the best membrane performance can be achieved in this area range. The second
parameter chosen for the parametric study is the PSA cycletime as its variation
leads to considerable change in hydrogen product recovery and purity in the PSA
process. However, the range of this parameter cannot be xed a priori, as it
needs to be varied until the PSA hydrogen purity of 99.99 % or excess is achieved
for the given value of membrane area. The key performance indicators for the
hybrid system remain the same as for the membrane and PSA stand-alone studies.
Therefore, from the membrane perspective CO2 purity and recovery has been
taken as the key performance indicators. From the PSA perspective, hydrogen
product recovery, and the PSA adsorbent productivity has been selected for the
performance measurement, while H2 product purity is treated as a constraint.
6.4.2 Computational Results
Tables 6.4 to 6.7 show the hybrid performance indicators as function of membrane
area and PSA cycletime. It has been found that that for a given value of area,
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Table 6.4: Hybrid performance indicators vs. PSA cycletime for membrane area
of 0.1 m2
tcycletime PurH2 RecH2 ProdH2 PurCO2 RecCO2
400 100 44.098 37.55858 64.152 27.497
432 99.996 64.333 54.79314 77.496 33.47
440 99.993 65.493 55.78157 78.173 33.796
448 99.989 66.606 56.72901 78.817 34.108
456 99.982 67.64 57.60938 79.411 34.397
480 99.94 70.436 59.99128 81.012 35.187
increasing PSA cycletime decreases H2 product purity and increases H2 product
recovery, adsorbent productivity, CO2 purity, and CO2 recovery.
The highlighted row in each table represents the maximum time for which
the H2 purity constraints are met and thus represents the optimum point for the
particular value of membrane area. H2 product recovery for these cycletime values
is compared against the membrane area in the Figure 6.4. On the abscissa is the
membrane area in m2, where a value of zero indicates the corresponding point for
the standalone PSA. The plot also shows that as the area increases, the recovery
goes through a maximum, and compared with the stand alone PSA case, increase
in overall hydrogen recovery of more than 10 % has been achieved. Therefore, if
maximizing the PSA hydrogen product recovery is the only criterion for hybrid
design, then membrane area of 0.1 m2 seems to give the best performance.
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Table 6.5: Hybrid performance indicators vs. PSA cycletime for membrane area
of 0.5 m2
tcycletime PurH2 RecH2 ProdH2 PurCO2 RecCO2
448 99.997 61.152 52.08 62.923 82.49
464 99.992 63.201 53.83 64.274 84.438
480 99.981 65.071 55.42 65.497 86.221
560 99.683 72.13 61.43 70.072 93.033
Table 6.6: Hybrid performance indicators vs. PSA cycletime for membrane area
of 1 m2
tcycletime PurH2 RecH2 ProdH2 PurCO2 RecCO2
448 99.998 57.226 52.08 49.865 87.565
464 99.995 60.258 53.83 51.915 91.22
480 99.989 62.135 55.42 53.175 93.483
Table 6.7: Hybrid performance indicators vs. PSA cycletime for membrane area
of 1.5 m2
tcycletime PurH2 RecH2 ProdH2 PurCO2 RecCO2
448 99.996 58.5 52.08 44.195 88.675
464 99.991 60.374 53.83 45.451 91.116
480 99.981 62.104 55.42 46.618 93.388
560 99.947 64.399 61.43 48.202 96.473
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Figure 6.4: Variation of hydrogen recovery with membrane area for the cycle time
optimized hybrid PSA-membrane conguration
6.5 Environmental Impact Analysis of The Hy-
brid PSA-Membrane Separation System
The hybrid separation system, in addition of providing pure hydrogen for com-
mercial use, also emits carbon monoxide, methane, carbon dioxide continuously
to the environment. These gases are widely known for their serious impact on
our environment in the form of global warming. The main objective of the envi-
ronmental impact analysis study performed here is to evaluate this impact and
compare it with the stand-alone PSA separation system, by employing the life
cycle analysis (LCA) methodology.
LCA is a quantitative methodology [153, 135, 80, 8, 71] of assessing the prod-
uct or process related activities on its environment. It is a\cradle to grave"
approach, where all processes or steps in whole supply chain of the generated
product are analysed for their eect on the environment. The complete life cycle
includes the extraction of raw materials from their respective sources, the pro-
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duction of intermediate materials used for making the main product, the main
production step, and nally the ultimate disposal, storage or emission of the ma-
terials involved in environment in any form (solid, liquid or gas). Other relevant
aspects such as transportation of the raw materials, products or materials related
to production process, retail, recycling are also included. Therefore, the basic
idea is to incorporate detailed information of the main and side process to fully
evaluate their eect on the environment. For any LCA study, raw materials, en-
ergy carriers (utilities like steam, and cooling water), electricity etc are considered
as inputs, whereas emissions or disposal of any material to air, water or land are
taken as outputs.
6.5.1 Goal Denition
The main goal of performing the LCA study is to evaluate the environmental
impact of the hydrogen purication process from a hybrid of PSA-membrane
process system and compare it with the hydrogen purication from the standalone
PSA separation system. Since, in principle, multiple hybrid and stand alone
congurations are possible, only the best or optimum are considered in this work
for the LCA studies, where best is dened as the operating point corresponding to
the PSA operation which yields the maximum hydrogen recovery while achieving
hydrogen purity in excess of 99.99 %, as shown in the section 6.4.2. Furthermore,
the rst principles based model developed for the PSA and membrane in previous
sections is assumed as the real system in operation.
6.5.2 System Description - Functional Unit
The system under study here is the purication section whose purpose is to purify
pure hydrogen of purity more than 99.99 % from a multi-component gaseous mix-
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Figure 6.5: LCA system description for the stand alone PSA separation system
ture containing other components as carbon monoxide, methane, carbon dioxide,
and nitrogen. In general practice, the o gases collected during the purge and
blowdown stage of the operation are sent to heat recovery unit and emitted to
environment or to a further CO2 sequestration unit. In the current study, it is
assumed that the o gas stream from the stand alone PSA process leaves the
system boundary, whereas for the hybrid case a part of this stream is sent to a
membrane module. The retentate from the membrane is recycled back to the
system and mixed with the PSA feed, while the tube side permeate leaves the
system boundary.
Figures 6.5 and 6.6 show the system specications for the stand alone and hy-
brid PSA separation systems, respectively. In the current study, 1 kg of hydrogen
product is taken as the functional unit.
6.5.3 Assessment criteria
In the present hybrid system all the ve components H2, CO, CH4, CO2, and
N2 emitted to environment are in gaseous state and will remain so throughout
156
Chapter 6. Design and Environmental Impact Analysis of a Hybrid PSA-Membrane
Separation System
Feed to 
PSA  
PSA 
separation 
process unit 
Membrane 
separation 
process unit 
Raw Materials 
Energy  
Off gas 
Shell side 
permeate 
Off gases 
from PSA 
Membrane 
retentate 
Figure 6.6: LCA system description for the hybrid PSA-membrane separation
system
the operation. Out of these, methane and carbon dioxide are widely known for
causing global warming which raises the earth surface temperature. Therefore,
for these gases as environmental loads, global warming potential (GWP) [67, 95]
is selected as environment assessment criteria. In this regard, the IPCC working
group 4th annual report [50] provides the denition and values of GWP for a list
of chemicals, which contributes towards the global warming phenomena.
6.5.4 Life Cycle Inventory Analysis
Figures 6.5 and 6.6 also displays the three major inputs for the separation sys-
tem under consideration for the LCA analysis. These three inputs are the feed
gas from the reformer section, the raw materials such as membranes and PSA
adsorbent, and all other energy inputs including utilities like steam and cooling
water as energy carriers. Since the main purpose of this LCA is to compare the
environmental impact of the hybrid PSA-membrane system with the standalone
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Figure 6.7: Variation of CO2 emissions with the membrane area of the hybrid
PSA-membrane separation system
PSA, the role of these inputs can be ignored. For example, the feed gas will have
a contribution to total inventory for a single LCA study but it will clearly cancel
out during a comparative study as its value is kept at the same value for the hy-
brid and PSA separation system. Also, manufacturing of intermediate products
like the membranes and PSA adsorbent is a onetime process in product life cycle
and thus its contribution as compared to actual every day o gas emissions can
also be assumed negligible. The system output stream comprises of o gas con-
taining H2, CO, CH4, CO2 and N2. Figures 6.7 and 6.8 shows the amount (kg) of
each component leaving the system boundary per kg of product H2. These gures
draw a comparison of emission of each component as function of membrane area,
where zero area means the corresponding results for standalone PSA process.
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6.5.5 Life Cycle Impact Assessment and Interpretation
The life cycle impact analysis is done by calculating the global warming potential
for the PSA stand alone and the PSA membrane hybrid. For the system at hand,
methane and carbon dioxide are the only gases for which GWPs are listed in
the latest IPCC report [50], and hence are considered for the analysis. Reported
GWP of methane is 21 and is 1 for carbon dioxide for a 10 year time horizon,
which is also the time horizon selected for the LCA study. These GWP values
are multiplied with the individual inventories (per kg of hydrogen) evaluated in
the LCI section and then summed together to obtain the cumulative GWP for
the data set.
Figure 6.9 depicts the value of cumulative GWP for the standalone PSA and
the hybrid process, clearly indicating that the GWP is generally smaller for the
hybrid process as compared to the standalone PSA system, represented in the
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plot by the zero area value. The minimum value of GWP is found to be for a
membrane area of 1 m2.
6.5.6 Conclusions
A rst-principles dynamic model based approach is chosen to design the membrane-
PSA hybrid system. Preliminary investigation of standalone membrane module
is conducted where membrane area and shell side pressure are varied to evaluate
the membrane performance. It is found that increasing the area increases CO2
recovery and reduces purity for both the upstream and downstream congura-
tions. However, for the same value of area, the downstream conguration oers
better CO2 purity and recovery and is thus selected for integration with the PSA.
Similar parametric study approach has been chosen to evaluate standalone PSA
performance, and the results shows that PSA cycletime of 480 seconds oers the
best possible performance. The results of standalone PSA and membranes stud-
ies in a way prepare the base case for designing the hybrid. In order to design
the hybrid system, a simulation based approach is employed as compared to the
traditional dynamic optimization which is found to be too time computationally
intensive to be applied to the hybrid system. In this approach, membrane area
and PSA cycletime are varied over a range and hybrid performance variables are
calculated. It is found that using low membrane area increases PSA hydrogen
product recovery by over 10 % as compared to the standalone PSA.
The designed hybrid process, like every chemical process also impacts the
environment. An environmental impact analysis study is conducted to quantify
the value of these impacts. This is compared with the stand alone PSA separation
system achieving same hydrogen purity. Here, only emissions from the PSA
process during the purge and blowdown operation are considered for the analysis
as these emissions occur throughout the operating cycle of the plant. Global
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warming potential is calculated for the cycletime optimized hybrid and the stand
alone PSA as a function of membrane area and compared. The results show that
cumulative GWP for the hybrid process is always less than the stand alone PSA
system and thus the hybrid process environmental impact is less. The minimum
GWP was obtained for the membrane area of 1 m2.
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Pressure swing adsorption systems oers great exibility at both design and op-
erational stages, requiring careful selection of important decision variables. On
the other hand, due to its inherent nonlinear nature and discontinuous operation,
both design and control of PSA, especially incorporating the operational aspects,
is a challenging task. The thesis is mainly focussed on the application of state of
the art system engineering methodologies to tackle some of these challenges while
employing a rigorous mathematical model.
7.1 Thesis Summary
7.1.1 Explicit/Multi-parametric MPC PSA Purity Con-
trol
Chapter 3 and Chapter 4 of the thesis present a detailed study on an important
but relatively unexplored area of PSA control. One one hand, an advanced model
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based controller for purity control appears to be an ideal choice as it provides op-
timal control action, while on other hand its design and validation, considering
its highly nonlinear nature and inherently dynamic operation, present great chal-
lenges. This work employs a systematic and rigorous framework for accomplishing
this task. The detailed controller formulation also includes important constraints
on manipulative variable, adsorption time to ensure a PSA system cycle which is
neither too fast as it can lead to severe wear and tear of important PSA compo-
nents, or is too slow which can cause irreversible adsorption situation in reality.
Furthermore, as part of the system identication process, serious consideration
has been given towards the design of the perturbation signal used to disturb the
plant, as it plays a critical role in obtaining the true dynamic nature of the
system. In this regard, two important features of the random pulse test signal,
maximum pulse amplitude and its switching time, are investigated in detail. The
maximum pulse amplitude is established by performing various hit and trial open
loop simulations and a value of 3 seconds is nally selected, while three dierent
values of switching time are selected leading to three best-t reduced state space
models of dierent sizes. It is important to note that the purpose of in-silico
closed loop simulation is not only to nd the best tuning parameters of the mp-
MPC controller but also to simultaneously compare the eect of dierent optimal
reduced linear models on the real time performance of the controller.
The work also demonstrates that, in contrast to the conventional PID con-
trollers, an explicit MPC controller, powered with a predictive model and con-
straint handling feature in an optimization framework, provides twice as fast
response time (for the step disturbance study) and also maintains the manipu-
lative variable within the intended bounds, in response to the step and impulse
disturbances considered in this study.
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7.1.2 Simultaneous Design and Control Optimization of
PSA Under Uncertainty
Following the work on the design of mp-MPC for the given PSA system, a detailed
PSA optimization study is conducted, where design, operational and control as-
pects of PSA system are considered simultaneously in order to obtain PSA system
with superior real time operability in the face of disturbances. The simultane-
ous approach followed here facilitates the incorporation of conicting, design and
control objective functions in an unied formulation while yielding an optimal
PSA system which also obeys important operational constraints including prod-
uct purity specications.
To accomplish the task, the decomposition based algorithm of Mohideen et al.
[98] is employed comprising three main steps of feed composition uncertainty dis-
cretization into three critical scenarios, then performing the multi-period dynamic
optimization, and nally conducting the dynamic feasibility test. Another key
feature of this study is the consideration of a variety of decision variables related
to bed design and cyclic operation of PSA. In the context of cyclic operation, the
time duration of PSA processing steps is also optimized.
As part of the work, two detailed comparison studies are also conducted. In
the rst comparative study, the design and control conguration obtained from
the simultaneous approach followed here is compared with the traditional sequen-
tial approach, at nominal conditions. The results show that with the sequential
approach, the actual recovery obtained in the presence of disturbances is around
60 %, which is much smaller than the 63 % recovery obtained at the optimal
design conditions (with no disturbances). In contrast, the simultaneous approach
provides almost 3 % extra real time recovery, in addition to providing better
purity response. Furthermore, it is also found that the design obtained from
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the simultaneous approach is slightly bigger in size with slower PSA cycles as
compared to the design obtained from the sequential approach. In the next com-
parative study, a full scale mp-MPC is designed at the nominal conditions to
observe any further benets related to the model based controller. The results
show improvement, albeit marginal, in the closed loop response with respect to
the optimized PI controller considered in the study.
7.1.3 Design Heuristics for Hybrid PSA-Membrane Sys-
tems
The main motivation to integrate membrane separation system with the PSA
assembly is to minimize the hydrogen loss through the o gas stream of PSA. To
analyze the eect of various operating conditions on the CO2 selective membrane
system performance, detailed simulation studies are conducted on the stand alone
membrane modules. In the upstream conguration, the membrane is subjected
to feed conditions of the PSA system, in terms of inlet composition, operating
pressure and temperature, while in the downstream conguration, the membrane
module is subject to PSA o gas conditions. The results show that with the
downstream conguration, both CO2 recovery and purity in excess of 90 % are
possible, which are signicantly higher than the upstream case. For the hybrid
PSA-membrane system design with downstream membrane conguration, key
decision variables considered are the membrane area and the PSA cycle time. The
results of simulation studies indicates that the hydrogen recovery rst increase
and then decreases with increasing membrane area with the best recovery of 65.5
%, obtained for membrane area of 0.1 m2. The most important aspect of this
study is that the recovery obtained here is almost 10 % higher than the optimal
recovery achieved from a stand alone PSA system, providing strong motivation to
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further study the eect of other important decision variables, such as membrane
feed rate, adsorbent bed length and diameter etc, on the hybrid performance, for
further benets.
Furthermore, a brief LCA study is also conducted to quantify the environmen-
tal impact of the hybrid PSA-membrane separation system in comparison to the
stand alone PSA system. Towards this purpose, the cumulative GWP potential
is calculated for the net o gas leaving the separation system as a function of the
membrane area for the cycle time optimized hybrid and stand lone PSA systems.
The results indicates that the minimum value of GWP is achieved for membrane
area of 1 m2. This result also highlights the conict between the design objective,
hydrogen recovery and the environmental objective, GWP for choosing a suitable
value of membrane area of the hybrid system under consideration.
7.2 Key contributions
7.2.1 Mathematical Model of PSA Operation
A key contribution of this work is the development of a detailed mathematical
model of the PSA system, which functions as its virtual copy towards the purpose
of PSA optimization and control studies. The distributed model incorporates rig-
orous formulation of the mass, energy, and momentum balances for the gas-solid
system, including dispersive eects in the mass and heat transfer phenomenons.
The intra-particle mass transfer rate is presented by linear driving force model,
while the adsorption equilibrium characteristic is captured by multi-site Langmuir
isotherms.
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7.2.2 Explicit/Multi-Parametric MPC Controller of PSA
An explicit/multi-parametric MPC is designed for purity control of an industrial
scale four bed PSA system, employing a rigorous framework comprising of four
main steps towards formulation and testing of the controller. Since the original
PDAE model cannot be used for control purposes, reduced (linear) models are
obtained by the application of advanced system identication techniques. Fur-
thermore, detailed comparative studies are also performed to test the mp-MPC
controller performance with the standard (optimized) PID controllers.
7.2.3 Simultaneous Design and Control Optimization of
PSA Under Uncertainty
An optimal design and control conguration of PSA separation system used for
hydrogen purication purposes is obtained by employing the simultaneous design
and control methodology. The unied design and control formulation considered
in this work incorporates the complex interaction between the design objective,
PSA recovery and the control objective, purity control in addition to taking into
account the important PSA design, operational, controller constraints, and also
the time variant and invariant disturbances in process conditions. Detailed com-
parison studies are also conducted to compare the design and control congura-
tion obtained from the simultaneous with the sequential approach, and also to
compare the closed loop performance from optimized PI with mp-MPC controller.
7.2.4 Design of a Hybrid PSA-Membrane Separation Sys-
tem
A novel hybrid separation system consisting of four bed, nine step PSA with CO2
selective membrane module at its downstream has been designed to produce high
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purity hydrogen of 99.99 % quality from a ve component feed stream of CO, H2,
CO2, CH4, N2. Here, the main design objective is to improve the overall opera-
tional hydrogen recovery, as compared to the stand alone PSA separation system.
Furthermore, environmental impact of the designed hybrid is also calculated by
evaluating its cumulative global warming potential.
7.3 Future Research Directions
7.3.1 PSA Control Improvements
In the future studies, it will be worthwhile to investigate the eect of o-gas tank
dynamics on the purity controller performance, and also to include its own con-
troller details with in the overall MIMO MPC controller formulation for PSA.
The main purpose of the o-gas tank is to minimize the ow and pressure uc-
tuations resulting from the blowdown and purge steps of the PSA cycle. The
o-gas tank controller gains further signicance in scenarios where PSA is a part
of a bigger reaction-separation system, such as the purication unit of the steam
methane reforming process. Here, the controller objective is to ensure that the
o-gas stream nally leaving the purication unit has steady ow and pressure
characteristics.
Further studies should also be carried out to understand, if having multi-
ple measurements within one PSA cycle (higher sampling frequency), actually
improves the controller performance. Ultimately, the explicit/multi-parametric
controller design should be made robust [121], to obtain better performance in
the presence of modeling uncertainties and operational noises.
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7.3.2 Enhancing Computational Eciency of PSA Opti-
mization
Due to PSA inherent feature of achieving only a CSS, detailed and computa-
tionally challenging, dynamic optimization procedures has to be used for design
purposes in this study. This is in sharp contrast to other dynamic processes,
where at steady state the time derivatives approaches zero and steady state op-
timization can be eectively employed without the need of calculating the CPU
intensive, model sensitivities with respect to the decision variables through out
the time horizon of operation. Dynamic optimization studies performed in Chap-
ter 5 (see Table 5.10), shows that more than half of the CPU time is spent in
the sensitivity calculations. It is important to note that for the optimization
studies where no time variant decision variables are involved, which is usually the
case for most PSA optimization problems, the objective function and constraints
sensitivities with respect to time invariant decision variables are only required at
the nal time of the operation. Therefore, a possible way to accelerate the PSA
optimization procedure is to calculate the sensitivity information only at the end
(CSS) or towards the end. Furthermore, bypassing the sensitivities for most part
of the time horizon would signicantly enhance the robustness of the numerical
optimization procedures, without compromising its rigorousness.
7.3.3 Simultaneous Design and Control of Process System
With Model Based Controllers
In past, only few studies have incorporated a model based control such as MPC
[25, 139] in the simultaneous design and control optimization framework. The
controller moves in this case are obtained by solving an optimization problem,
which poses further challenges to the solution of overall optimization formulation.
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One important aspect of such a formulation is the requirement of two instances
of dynamic models with dierent complexity in the same optimization problem.
Here, the detailed model represents the real plant operation, while the reduced
model is used for the MPC purposes. It is important to note that the reduced
model represents dynamics between the control and manipulative variable set
for the given design conditions only. During the numerical solution of dynamic
optimization problem, each new iteration evaluates a new set of decision variables,
which include process design variables as well. Therefore, employing the reduced
model corresponding to the rst iteration (or initial guess) in the subsequent
iterations is not a suitable approach as it can lead to large inaccuracies related
to the calculation of system dynamics, further leading to a faulty design. One
possible way to resolve this is to embed the system identication procedures
within the optimization framework, as depicted in Figure 7.1. Here, as the new
decision variables are evaluated, the reduce model is also refreshed employing
some of the system identication techniques mentioned in Chapter 5 of this thesis.
It is important to note that embedding MPC inside an other optimization
problem also leads to bi-level dynamic optimization problems. Here, the role
of multi-parametric programming based mp-MPC is quite profound, as it pro-
vides the governing control laws explicitly, eliminating the need of MPC related
optimization problem in the framework. Consequently, the critical regions corre-
sponding to the new version of reduced model needs to be re-evaluated as shown
in Figure 7.1.
Another area of improvement is to incorporate the controller stability and
robustness features in the step 2 of the PSA optimization under uncertainty pro-
cedure itself. The combination of ISE and dynamic feasibility test, as shown in
this study appears to be an ecient methodology to handle time varying and
invariant disturbances. In this context, ISE as a choice of controller performance
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Figure 7.1: Dynamic optimization approach with embedded system identication
step for simultaneous design and control with mp-MPC formulation
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indicator, especially for MIMO [177] systems, does not cover all aspects of a con-
troller response including the stability issue. In principle, solution of the controller
synthesis problem can result in an optimal input trajectory which is oscillatory
in nature. Embedding controller stability and robustness measures (in the form
of additional constraints) in the controller synthesis formulation, even though is
expected to complicate the overall design methodology, should be investigated to
observe any benets in terms of design with superior operability.
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Appendix A
Derivation of The Energy
Balance Equation
The overall energy energy balance assuming adiabatic bed conditions can be ex-
pressed as,
Eaccumulation = Einput   Eoutput + Egeneration (A.1)
Here, the accumulation term represents the dierence in the system energy
levels between the time t and t+t, and can be mathematically represented as,
Eaccmulation = Esystem

t+t
  Esystem

t
(A.2)
The system energy value, under the assumption of negligible kinetic and po-
tential energy eects can further be decomposed between the contributions from
the gas phase, adsorbed phase, adsorbent phase and the bed walls as shown below,
Esystem

t
= Egasphase

t
+ Eadsorbedphase

t
+ Eadsorbent

t
+ Ewall

t
(A.3)
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Egasphase

t
= (b + (1  b)p)
"
NcompX
i=1
CiCvi
#
TAbedz (A.4)
Eadsorbedphase

t
=
"
NcompX
i=1
QiCpi
#
Ts(1  b)Abedz (A.5)
Eadsorbent

t
= (1  b)sCpsTAbedz (A.6)
Ewall

t
= DR1wCpwTz (A.7)
The input and output term represents the amount of thermal energy enter-
ing and leaving the system in the axial direction for the lumped system under
consideration, and can be represented as,
Einput =
"
NcompX
i=1
CiCpi
#
UTAbedt

z
(A.8)
Eoutput =
"
NcompX
i=1
CiCpi
#
UTAbedt

z+z
(A.9)
The amount of heat generated due to adsorption and desorption phenomena
is expressed by the generation term shown below
Egeneration = (1  b)s
"
NcompX
i=1
( Hi)@Qi
@t
#
Abedzt (A.10)
Putting equations A.4 to A.10 together along with t + t counterparts of
equations A.4, A.5, A.6, A.7 in Eq. A.1 and dividing the whole equation by
Abedzt we get
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t
@
@t
 
T
NcompX
i=1
CiCvi
!
+ (1  b)sCps
@T
@t
+s(1  b) @
@t
 
T
NcompX
i=1
QiCpi
!
+DR2wCpw
@T
@t
+
@
@z
 
UT
NcompX
i=1
CiCpi
!
  (1  b)s
"
NcompX
i=1
( Hi)@Qi
@t
#
=
@2T
@z2
(A.11)
Here, t and DR2 are dened as
t = b + (1  b)p (A.12)
DR2 =

1 +
dw
D
2
  1 (A.13)
Next, we perform dierentiation by parts on the rst ve terms of Eq. A.11
to separate the T dierential terms from the rest to get the following equation,
"
t
@
@t
NcompX
i=1
CiCpi +
@
@z
 
U
NcompX
i=1
CiCpi
!
+ (1  b)s @
@t
NcompX
i=1
QiCpi
#
T"
t
NcompX
i=1
CiCvi + (1  b)sCps
#
@T
@t
+
"
s(1  b)
NcompX
i=1
QiCpi +DR2wCpw
#
@T
@t
 
"
U
NcompX
i=1
CiCpi
#
@T
@z
+ tRT
@C
@t
  (1  b)s
NcompX
i=1
( Hi)@Qi
@t
=
@2T
@z2
(A.14)
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Next, mass balance equation Eq. 3.3 is multiplied with individual Cp and
summed over
t
@
@t
NcompX
i=1
CiCpi+
@
@z
 
U
NcompX
i=1
CiCpi
!
+(1 b)s @
@t
NcompX
i=1
QiCpi = bDz
@
@z
NcompX
i=1
Cyi
(A.15)
Combining equations A.15 and A.16, and neglecting the mass dispersion term
in the Eq. A.15 gives the nal form of energy balance as
"
t
NcompX
i=1
CiCvi + (1  b)sCps
#
@T
@t
+
"
s(1  b)
NcompX
i=1
QiCpi +DR2wCpw
#
@T
@t
 
"
U
NcompX
i=1
CiCpi
#
@T
@z
+ tRT
@C
@t
  (1  b)s
NcompX
i=1
( Hi)@Qi
@t
=
@2T
@z2
(A.16)
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