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ABSTRACT
Bibliometric evaluation of the literature indicates that a unified theory of program
management does not yet exist. The vastly different definitions and implementations of programs
across organizations and industries indicate that program management as an organizational
concept is not well understood. As researchers have tried to make sense of various perspectives
and definitions, it becomes clear that different kinds of programs exist, and further attention to
their context is needed. While relationships between structural and environmental variables have
been extensively researched in organizational studies, studies in program management are scant,
lack incorporation of environmental variables relevant to programs and projects, and lack a
theoretical basis with defined concepts. Questions remain on how well these works actually
represent and enlighten practitioners.
To address these issues, this research applied the Delphi technique along with
contingency theory as a theoretical lens to the field of program management to enable
simultaneous advancement of theoretical and practical knowledge through participation of
fourteen 14 technical program management experts from the public aerospace industry, including
the Department of Defense (DoD), Federal Aviation Administration (FAA), and National
Aeronautics and Space Administration (NASA). A conceptual model with constructs and
relationships was developed to identify different organizational and management structures that
fit optimally with different environmental conditions or contexts. Fundamental to the research
was to gain an understanding of (a) impacts to program management for different contexts (b)
how and why programs are structured in a particular way, and (c) which structures are more
successful than others. The research results informed a program management framework with
iii

both academic and practical contributions that may (a) assist managers in deciding how to
structure their programs, (b) provide insights on how to correct impacts to success, and (c) aid
future researchers in the development of an overarching theory of program management.
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CHAPTER ONE: INTRODUCTION
This research applies a contingent theoretical lens to the field of program management in
the complex and technical context of the public aerospace industry. Consistent with the theory,
this study proposes that different program conditions may necessitate different program
characteristics and that the fit (i.e., a level of a structural variable that matches a level of a
contingency variable and in turn produces the highest level of success) between these variables
will significantly contribute to whether a program is ultimately successful. In contingency theory
applications, the concept of fit proposes that there is a level of an organizational characteristic
variable that matches a level of a contingency variable and in turn produces the highest level of
success, where a contingency represents a variable that moderates the effect of a program
characteristic on program success (Donaldson, The Contingency Theory of Organizations, 2001).
Therefore, the concept of fit represents a relationship of congruence. Specifically, this study
investigates the fit via congruence between program characteristic variables for program
structure and the program conditions encompassed by the program context that yield high
program success. Given that programs may organize and manage in a variety of ways to cope
with a given environment or context, contingency theory is applicable to this research as
theoretically justified in Chapter 2 of this dissertation and is useful for examining programs
within the context established for this study. As recommended by other researchers and
documented in Chapter 2, this study does not limit the examination of programs to identification
of contingency relationships, but rather provides a more encompassing examination of programs
by identifying other relationships besides contingency relationships.
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This chapter begins by providing a background summary for this research topic. Several
theoretical and methodological underpinnings will be described to support this research. Next,
the key problem statements and research questions pertaining to this study are defined along with
contributions of this research study. Definitions are then listed to provide a baseline level of
understanding for the terms used in this research. Following this section, a summary of the
research design, methodology, and outputs are explained. Finally, the outline selected for this
paper, areas of research applicable to this study, and the general limitations of this study are
described.

Motivation of This Research
Today, many organizations across industry—both public and private—employ programs
to execute corporate strategies that result in the delivery of organizational and stakeholder
benefits. Such benefits may take the form of new products, services, and capabilities, business
value, change implementation, improvement of existing capabilities, or sustainment of assets.
Therefore, programs are concerned with providing the infrastructure, project coordination, and
overall management effort needed to meet organizational goals and objectives (Pellegrinelli et
al., 2007; Program Management Institute (PMI), 2013; Turkulainen et al., 2015). However,
studies have shown that programs are not always successful (Lawler, 1998; Anselmo, 1998; Hall,
2016; Smith, 1999; Yu & Kittler, 2012).
In comparison to projects, comprised of defined constraints and discrete outputs,
programs are considered to possess a higher degree of complexity, risk, and uncertainty. This
notion is due in part to the fact that programs are strategic in nature, bring about significant
2

change, and represent an aggregate of their constituent projects in addition to non-project
components necessary to manage the program as a whole (Pellegrinelli, 1997; PMI, 2013). As
with projects, programs may be considered complex, temporary organizations within
organizations (Shenhar A. et al., 2005; Yu & Kittler, 2012). As such, complex organizations are
regarded as open systems and consequently cannot be researched without examining the
relationships between the organization and its relevant environment. From a general systems
theory perspective, organizations must process inputs and export outputs while accommodating
environmental conditions that impact their internal structuring and processes (Burns & Stalker,
1961; Katz & Kahn, 1966; Thompson J. D., 1967).
Building upon this foundation, the application of contingency theory to the study of
programs and their constituent projects is warranted. In its basic form, classical contingency
theory is composed of two conceptions. First, the theory proposes a relationship between
organizational structure variants and environmental variants. In other words, the theory indicates
that different external conditions may necessitate different organizational characteristics. Second,
the theory states that the effectiveness of an organization depends upon the level of congruence
or goodness of fit among the structural and environmental variables (Drazin & Van De Ven,
1985; Lawrence & Lorsch, 1967; Pennings, 1992). Classical contingency theory asserts that
there is no single best way to organize and manage all organizations since there will inevitably
exist unique circumstances that need to be accounted for. Given that organizational and
management approaches vary in different contexts or environments, studies that take into
account industry-specific views of program management are needed. The intent of this research
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is to provide a framework that can be used as a basis for structuring different kinds of technical
programs in the public aerospace industry that yield high program success.
To study program attributes that contribute to program success, this research draws upon
structural contingency theory (Donaldson, 2015) to explore how different program
organizational and management structures affect program success in different situations or
contexts. This approach may help managers decide how to structure their programs prior to
execution or may provide insight on how to correct challenges that may negatively impact
success in existing programs. Also, future researchers may build upon this research in the
development of an overall contingency theory of program management.

Problem Statements
When organizations implement programs, a clear structuring framework needs to be
followed in order to successfully achieve their overall goals and objectives and to realize their
intended benefits and outcomes. To maximize the chances of overall program success in today’s
changing environment, not only do organizations need to plan their program implementation
effectively, but they also need to utilize a method that allows flexibility for managers to adapt the
program’s organization and management. However, a clear structuring method cannot be
determined at this time due to significant disagreement across existing literature regarding how
programs may best achieve success through organization and management in conjunction with
existing studies of very limited scope.
Several issues in the program and project management literature have been identified.
First, while much literature exists regarding the study of programs, little is known about how and
4

why programs are structured in a particular way, and it is not known which structures yield
higher effectiveness or success over others (Turkulainen et al., 2015). In particular, there is a
lack of understanding of the structures that emerge given a set of contextual or environmental
circumstances along with which structures prove most effective in different situations for
achieving program success. Programs must accommodate internal and external influences that
can impact their overall success. Further, environmental factors such as risk, technology,
funding, resources, regulations, geographic diversity, and the market may influence how a
program is organized and managed (PMI, 2013). However, studies neglect to account for these
factors, including interorganizational relationships.
Second, there is no clear definition of program structure and its components in the
literature. Several authors note that programs are conceived to be frameworks or structures in
which program management architects the necessary framework for projects to operate within
(Partington et al., 2005; Pellegrinelli, 2002; PMI, 2013; Shehu & Akintoye, 2010). The term
“program” has largely been applied when describing the organizational structure and processes
used to coordinate and manage a set of related projects (Pellegrinelli, 1997; Turner & Speiser,
1992). If programs are conceived as structures, then it seems they must at least contain
organizational and process components. However, further investigation is warranted.
Third, there is a lack of consistency regarding the definition of the term “program.”
Existing research notes that, in practice, organizations have different notions of what they
consider a program to entail. This indicates that there remains a lack of understanding of
programs as an organizational concept and of program management as a discipline.
5

Fourth, the theoretical underpinnings of program management principles remain
deficient. Questions remain on how well these works actually represent and enlighten
practitioners. Ferns (1991) observed that the way program management was implemented varied
greatly in practice and also acknowledged that the benefits programs were trying to achieve
differed greatly. According to a critical review of program management conducted by Lycett et
al. (2004), standard program management approaches suffer from shortcomings due to two
assumptions: (a) programs may be equated to large projects, and (b) programs may be managed
in a “one size fits all” manner. Different methods have been proposed for organizing and
managing programs; however, there is a lack of a theoretical basis for such studies. The program
management literature does not yet have a unified theoretical foundation for establishing
program management practices.
Fifth, contingency impacts in program management research represent a very limited
approach and are largely viewed through a classical organizational theoretic lens (Artto et al.,
2009). This indicates that the application of the term “fit” in contingency theory needs to be
enhanced by considering both moderator and mediator impacts of contingency factors along with
the possibility of conflicting contingencies (Drazin & Van De Ven, 1985). Further, it is clear that
a more encompassing contingency view of programs needs to include the variations in
management approaches or structures in different environments.
Sixth, knowledge bases and program management approaches in specific industry
environments are widely neglected in the literature. Given that organizational and management
approaches vary in different environments, studies that take into account an industry-specific
view of program management are needed. Contingent studies in program management are not
6

only limited in the contingent variables selected for their studies, but also lack specific industry
approaches that would account for unique program management impacts.
Finally, research on program context and program success present gaps in both their
constructs and measures (Shao & Müller, 2011). According to the literature review performed by
Shao et. al (2009), existing literature had little to offer on the subject of program success and
program context. Many studies disregard the relationships between projects within a program or
between projects and the program even though for the most part authors agree that programs
contain projects. In conclusion, constructs and measurement scales for program context and
program success are not sufficiently addressed in the literature and for the most part are still at a
conceptual level.
Bibliometric evaluation of the literature indicates that there remains a non-unified
knowledge area regarding program management as a discipline (Hanisch & Wald, 2012; Shao &
Müller, 2011; Artto et al., 2009; Lycett et al., 2004). The vastly different definitions and
implementations of programs across organizations and industries indicate that program
management as an organizational concept is not well understood. To date, theory from
organizational and contingency research as a means of understanding program organizations and
their structures has been under-explored. While relationships between structural and
environmental variables have been extensively researched in organizational studies, studies in
program management research are scant, lacking a theoretical basis and defined concepts. In
particular, the concept of fit is often ill-defined or limited in the existing literature, causing
researchers to question the relevance of contingency theory in explaining context-structureeffectiveness relationships. Further, the program management literature appears to rely on a
7

limited contingency approach consistent with classical organizational theories rather than
incorporating additional program and project contingency factors such as complexity,
uncertainty, and novelty in specific industry environments (Artto et al., 2009). Therefore, a
program management model that reflects a “situational” or “contingency” approach is needed to
identify different organizational and management strategies that “fit” optimally with different
environmental conditions or contexts. The research presented here focuses on development of
the constructs, factors, measures, definitions, and relationships for this type of model to inform a
contingent framework for program management.

Research Questions
To address the current need for contingent approaches in program management, the
following research questions were proposed. This research seeks to answer a specific set of
questions from both a research (theoretical) perspective and a management (operational)
perspective.
•

Research Question 1 (theoretical): How does the relationship between the
program context and program structure relate to high levels of program success?

•

Research Question 2 (operational): How can managers decide which program
structures fit different program contexts in order to maximize program success?

Conceptual Model
This research proposes a framework to enable managers to decide which program
structures to implement in different program situations or contexts to maximize the chances of
8

program success. As shown in Figure 1 below, the conceptual model is focused on understanding
how the fit or congruence relationship between the program context and program structure is
related to program success.

Note. Copyright by L. Segarra.
Figure 1: Research Conceptual Model
The conceptual model depicts the process of different contexts of programs and how the context
can be aligned, matched, or fit to the structures within a program. The model also shows how the
proper fit of program context and program structure can directly affect program success.

Research Contribution
The contributions of this research are threefold. First, this research contributes to the
scholarly literature by connecting organizational science, project management, and program
management knowledge domains through contingency theory as shown in Figure 2 below.
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Figure 2: The Scholarly Literature Contribution of this Research
Second, this research contributes to the program management literature and practicing
entities, specifically in the area of technical program management in the public aerospace
industry. By examining the relationships between program context, structure, and success, with
participation from program management experts, insights were gained on how program
structures and contexts differ among practicing entities, along with enablers and barriers to
achieving program success, as shown in Figure 3 below.
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Figure 3: The Practical and Program Management Literature Contribution of this Research
Third, the research contributes to future program management research to further
development of an organizational theory of program management. This research study provides a
holistic view of programs as organizational units that exist within a larger government agency
and includes the organization and management activities performed by programs. As previously
discussed, the study was informed by a panel of experts representing practical cases across the
public aerospace industry. In addition to the theoretical roots of programs provided in Chapter 2,
additional linkages to theories such as institutional theory, evolutionary theory, social network
theory, and organizational theory were established during the analysis of the data collected from
the panel of experts, which are documented in Chapter 4 of this dissertation. These theories
provide for an insightful yet realistic understanding of technical programs in the public aerospace
industry necessary for providing consistent and appropriate resources (e.g., training and tools) to
agencies and program managers to improve the effectiveness of program management, program
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performance, and success in delivering the intended benefits and outcomes for which programs
are established.

Definitions of Terms
Contingency: A variable that moderates the effect of a program characteristic on program
success (Donaldson, 2001, p. 7).
Fit: In contingency theory applications, the concept of fit proposes that there is a level of a
structural variable that matches a level of a contingency variable and in turn produces the highest
level of success (Donaldson, The Contingency Theory of Organizations, 2001, p. 185).
Program: An organization characterized with having a defined budget and architecture, but not
necessarily having a defined timespan, along with specified goals and objectives, that is a means
of executing agency strategies, obtaining benefits, and achieving outcomes consistent with
agency strategic needs through the management of one or more projects and program activities
(NASA, 2013, p. 39; Pellegrinelli, 1997; PMI, 2013).
Program Context: The surroundings, circumstances, environment, background, or settings that
determine, specify, or clarify the purpose, meaning, nature of, and influences on a program’s
organizational and management structure (Lycett et al., 2004; Pellegrinelli, 1997; Shenhar A. J.,
2001; Houghton Mifflin Company, 1985).
Program Management: “The application of knowledge, skills, tools, and techniques to a
program to meet the program requirements and to obtain benefits and control not available by
managing projects individually” (PMI, 2013, p. 167).
12

Program Structure: A framework consisting of organizational structures and management
processes that is implemented for the purposes of managing and operating a program (Partington
et al., 2005; Pellegrinelli, 1997; PMI, 2013; Shehu & Akintoye, 2010; Turner & Speiser, 1992).
Program Success: Obtaining benefits and achieving outcomes consistent with agency strategic
needs through the management of one or more projects and program activities (Lycett et al.,
2004; NASA, 2013; Pellegrinelli, 2002).
Project: An organization characterized with a defined timespan, budget, along with specified
resources, requirements, goals, and objectives, that is a means of creating a specified product,
service, result or output consistent with agency strategic needs (NASA, 2013, p. 39; PMI, 2013,
p. 552; Shenhar & Dvir, 2007, p. 93)
Project Management: “The application of knowledge, skills, tools, and techniques to project
activities to meet the project requirements” (PMI, 2013, p. 554).

Research Plan and Methodology
The research process is a systematic multiphase process that outlines the steps necessary
for conducting and evaluating research in an organized and scientific manner. The research
phases are summarized as follows:
1. Review the literature and develop a comprehensive knowledge and understanding of
applying contingency theory to the discipline of program management.
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2. Review existing research and theory regarding program context, program structure,
and program success to assess the state of the constructs and research conducted to
date.
3. Finalize research questions, objectives, and the conceptual research model.
4. Understand how to conduct reliable and valid research using a group facilitation
technique (e.g., conducting research using the Delphi technique with data collection
from pre-qualified program management experts via interview and questionnaire
instruments).
5. Collect and analyze data to inform and verify the research model constructs,
measures, and relationships and to enable further validation testing (e.g., data analysis
for initial qualitative and iterative quantitative data collected for consensus building
via thematic analysis, descriptive and inferential statistics).
6. Assess results, revise the research model, and produce a framework based on results.
7. Identify future research areas.
Figure 4 below depicts a process flow diagram for the research plan applied to this
dissertation.
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Figure 4: Research Plan
A mixed methods research methodology, using both qualitative and quantitative methods,
is applied to this research. The research design implements the Delphi technique and uses
interview and questionnaire instruments to collect data from a pre-qualified panel of experts for
this study (Linstone & Turoff, 1975; Hasson et al., 2000).

Research Outputs
The output of this research consists of a framework to enable program management to
evaluate, design, implement, and evolve their program structures to best fit the program context
in order to provide the best chances of program success. The main objectives of this research are:
1. Provide a review of program and project management, contingency theory, program
context, program structure, and program success.
2. Develop constructs and measures for program context and program success.
15

3. Identify program structure components that are needed to successfully manage and
operate a program.
4. Develop methods for conducting robust contingency program structure research.
5. Conduct research using the Delphi technique with interviews and iterative
questionnaire instruments.
6. Produce findings for successful program structuring.
7. Provide a framework and areas for future research.

Relevant Research Areas
Program management is considered an interdisciplinary field and therefore, several
research areas that are associated with programs and their management were examined for this
study. Figure 5 shows the interconnected research areas that are considered to be important when
studying programs and their management. These research areas consist of leadership and
management, sociology and organizational psychology, and organizational behavior and science.
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Figure 5: Relevant Research Areas for Program Management
General Limitations
There are general limitations associated with this research approach. First, this study
applies only to technical programs in the public aerospace industry. Future studies should include
other government and non-government programs within and outside of the aerospace industry to
determine to what extent results from this research approach can be generalized. This limitation
was purposefully chosen in order to implement a meaningful contingency study by examining
contingency variables relevant to a specified industry context rather than a “top-down” approach
across public and private industry sectors where some contingency variables may not be as
relevant in each contextual setting. Therefore, this study implements a “bottoms-up” approach
for building upon this research in the future to further validate, refine, and expand upon the
contingency variables and relationships identified in this study along with the relationships that
may have explanations other than the contingency causal system relationships identified in this
17

study. It should be noted that the research may not be generalizable beyond the public sector
since private and public sectors have different goals and objectives; however, future
investigation is warranted.
Second, because this study was based on interviews and questionnaires within a small
sample size, the results cannot be generalized without first including a larger sample size. The
existence of a consensus via application of the Delphi technique does not indicate that the results
are correct or broadly applicable; rather it reflects areas that a specific group of experts
considered to be important in relation to the area of research. However, this approach supports
the identification of unique or diverse variations that may emerge from adapting to different
environmental conditions, which is at the heart of this research study. Further iterative rounds of
data collection and controlled feedback to the participants were implemented and used in the
evaluation of consensus or dissensus in this study. The criteria for establishing consensus in this
research is defined by the conditions of at least 51% of participant responses that consistently
agree with each other and are sustained through at least two questionnaire rounds. Future studies
should include a larger sample size to test the results of this study and enhance the reliability and
validity of the results. However, the validity of this study was enhanced by including expert
participation and an expert participant selection process that included qualifying criteria to be
considered an expert and to participate in this study.
Despite these general limitations, this research is useful in that its results are based upon
connecting three key areas of knowledge regarding program context, program structure, and
program success, all of which have significant bibliometric issues in the literature (Hanisch &
Wald, 2012; Shao & Müller, 2011; Artto et al., 2009; Lycett et al., 2004).
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CHAPTER TWO: LITERATURE REVIEW
Introduction
This chapter provides an integrative review and summary of the program and program
management literature and the theoretical lens of contingency theory applied to this research.
This first section introduces the need for programs and program management. The second
section provides a review and summary of the history of programs and program management and
the key authors that addressed this area. The third section provides a review and summary of the
history of contingency theory along with the key authors that addressed this area. Sections four,
five, and six address the existing literature regarding program context, structure, and success
respectively, which are the key constructs of the research model in this study. The seventh
section provides a summary of the gaps identified in this literature review.
The base of literature contained in this chapter serves to (a) substantiate the research
problems, (b) provide a record of what has already been documented on the subject and
associated problems, and (c) provide a basis for the conceptual framework development to depict
the areas addressed by the existing literature and where the literature leaves room for further
exploration of research questions (Collins & Stockton, 2018).
Given today’s competitive, complex, and changing environment, most industries have
turned to the implementation of projects as a primary means of achieving their work (Maylor et
al., 2006). A report by the Project Management Institute (PMI) projected that 15.7 million new
project management roles would be generated globally between the years of 2010 and 2020,
indicating that the use of projects is continuing to rise across industry on a global scale (PMI,
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2013). This rise in project-based organizations has also spurred an increase in the use of
programs and program management not only to coordinate and direct project work, but also to
realize both tactical and strategic benefits in a way that can respond to external changes. To
provide the best chances of program success, managers need a clear method of evaluating
programs in the appropriate context to design, implement, and evolve their organizational and
management structures that best fit their changing and sometimes uncertain environments.

Review of the History of Program Management Literature
From the building of the Egyptian pyramids to the construction of the modern-day
highway system, people have engaged in creative and organized activities that have influenced
society since the beginning of civilization. Today, such activities are known as programs and
projects. With roots in the construction industry, modern project management emerged as a
formal discipline in the mid-1900s with nascent institutions, methods, and tools such as the
Program Evaluation and Review Technique (PERT) introduced by the U.S. Navy Special
Projects Office in 1959 and the establishment of the Project Management Institute (PMI) in 1969
(Archibald, 2017). While the terms “program” and “project management” were observed during
this time, it wasn’t until around the 1990s that a clear distinction between the two began to take
shape in the literature.
While there is an overall agreement that “programs” or “programmes” contain projects,
various definitions and views regarding programs, projects, and their management exist in the
literature, and confusion continues to persist regarding their differences (Rayner & Reiss, 2013).
Program concepts and management practices were evolved from over 50 years of project
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research rooted in engineering, aerospace, and defense sectors (Pellegrinelli, 2011; Vereecke et
al., 2003) with foundations in organizational, management, and strategic theories (Artto et al.,
2009). Therefore, it is useful first to consider the various concepts and definitions for projects
and project management when discussing programs and their management activities.
Projects and their management have roots in the product development literature and
additional foundations in organizational design, product design, and knowledge creation (Artto et
al., 2009). Earlier works defined a project as “a group of related tasks or activities which together
satisfy one or more objectives” (Ferns, 1991, p. 148). In an effort to reduce ongoing confusion,
Ferns provided a distinct and separate definition for project management as “the planning,
directing, and controlling of tasks or activities and resources to complete a specific project with
pre-determined parameters of quality, time, and money” (p. 149). Traditional practices and tools
have origins in operations research and include areas such as work breakdown structures, cost
control, schedule tracking, and resource management.
Today, the use of projects in organizations is quite extensive and present in most industry
sectors (PMI, 2013). The scope of project management has evolved to include additional
activities such as product lifecycles, procurement, stakeholder management, leadership, and
strategic alignment (Lycett et al., 2004).
Researchers have evolved their perspectives to consider the project context or
environment in their studies. From a structure and process perspective, Shenhar and Dvir (2007),
propose that a project is “a temporary organization and process set up to achieve a specified goal
under the constraints of time, budget, and other resources” and describe project management as
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“the managerial activities needed to lead a project to a successful end” (p. 93). Research
performed by Shenhar (2007) showed that different situations might require different project
characteristics and proposed a two-dimensional model for the classification of projects based on
uncertainty and system scope or complexity. Similarly, Engwall (2003) suggests that project
processes are influenced by the project’s organizational and historical context. His paper argues
that the dominant research approach of studying a single project in isolation limits our
understanding of project management in practice and future research should include a broader
perspective on how projects interact with their environment.
Likewise, institutional bodies have grown and developed their project concepts and best
practices to provide guidance and accreditations for practitioners. For example, the Project
Management Body of Knowledge (PMBOK) defines a project as “a temporary endeavor
undertaken to create a unique product, service, or result” (PMI, 2013, p. 552). Further, PMBOK
embodies project management as “the application of knowledge, skills, tools, and techniques to
project activities to meet the project requirements” (PMI, 2013, p. 554).
Clearly, the definitions mentioned so far have commonalities and conceive projects as
temporary organizations within organizations that represent open systems and produce outputs.
However, Turner (2009) recommends against labeling routine organizations that have been given
a temporary task, such as maintenance, as projects. While projects can effectively deliver change
through a fast and flexible approach, it is proposed that this method of work is inefficient and
should be terminated once the change has been delivered (Carroll, 1995). Turner suggests routine
management approaches may be more appropriate since projects effectively deliver change
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through a fast and flexible approach in a manner that cannot be realized in a routine organization,
mainly characterized by a fast pace and flexible approach.
For comparison, the DoD defines a project as “a temporary endeavor undertaken to create
resources or desired effects” (Defense, 2022), while NASA defines a project as:
a specific investment having defined goals, objectives, requirements, life-cycle cost, a
beginning, and an end. A project yields new or revised products or services that directly
address NASA’s strategic needs. They may be performed wholly in-house; by
Government, industry, or academia partnerships; or through contracts with private
industry (NASA, 2013, p. 39).
Further, slightly different definitions are provided for different kinds of projects. NASA defines
Information Technology (IT) and institutional infrastructure projects as “a specific investment
having defined requirements, a life-cycle cost, a beginning, and an end. A project yields new or
revised products that directly address NASA’s strategic needs” (NASA, 2008, p. 51). Research
and Technology (R&T) projects are defined similarly, with the only difference being that these
projects are identified in a program plan: “a specific investment identified in a Program Plan
having defined requirements, a life-cycle cost, a beginning, and an end. A project yields new or
revised products that directly address NASA’s strategic needs” (NASA, 2008, p. 55). Spaceflight
projects have more detail as to the management structure and interfaces, and are defined as:
a specific investment identified in a Program Plan having defined requirements, a lifecycle cost, a beginning, and an end. A project also has a management structure and may
have interfaces to other projects, agencies, and international partners. A project yields
new or revised products that directly address NASA’s strategic goals (NASA, 2012, p.
55).
While NASA does not provide specific definitions for project management, its procedural
documentation for each kind of project outlines tailorable requirements for project lifecycles,
oversight, and approval, along with management requirements that include governance, roles and
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responsibilities, authority, and key management processes. NASA project management focuses
on lifecycles, key decision points, and evolving products during the lifecycle phases. It is
embedded in a four-part process that includes formulation, approval, implementation, and
evaluation. DoD focuses on the acquisition and the guiding principles for contract management
through the project lifecycle phases of pre-award, award, and post-award. They outline
competencies for contracting, where competencies are defined as “The processes utilized to
produce the expected contract management outcomes of the domains. These processes involve
the ability to perform multiple job tasks, both simultaneously and sequentially, while achieving
meaningful results” (Taskforce, 2020, p. 3).
The extensive use of projects in industry has caused organizations to turn to
implementing programs and program management as a means to better coordinate their various
work efforts, priorities, and limited resources in addition to providing infrastructures and
capabilities necessary to achieve their strategic goals (Pellegrinelli, 2011; Rayner & Reiss,
2013). As with projects, there are various views and definitions of programs and their
management. The term “program” has largely been applied when describing the organizational
structure and processes used to coordinate and manage a set of related projects (Turner &
Speiser, 1992; Pellegrinelli, 1997). Various views regarding program management include the
management of a large project (Vereecke et al., 2003), multiple projects (Payne J. H., 1995;
Platje & Seidel, 1993), and organizational change through projects (Ribbers & Schoo, 2002).
Partington et al. (2005) argue that programs and their management are not merely an extension
of projects and project management due to the interpersonal skills, credibility, and understanding

24

of strategic and political dynamics that exist in the organizational context that is required of
program managers.
Earlier work by Ferns (1991) proposed that programs are “a group of projects that are
managed in a coordinated way to gain benefits that would not be possible were the projects to
be managed independently” (p. 149). This definition suggests that how the program structures
their work should provide value. Further, he suggests that program management encompasses
“the coordinated support, planning, prioritization and monitoring of projects to meet changing
business needs” (Ferns, 1991, p. 149) Similarly, Eigbe et al. (2015) states that a program is “the
centralized coordinated application of project management principles and practices to achieve
the program’s strategic objectives and benefits” (p. 748).
Several authors note that programs are conceived to be frameworks or structures in which
program management architects the necessary framework for projects to operate within
(Partington et al., 2005; Shehu & Akintoye, 2010; Pellegrinelli, 2002; PMI, 2013). The
organization of projects within a program has been depicted as sequential or a chain of projects,
independent or a portfolio of projects, or interdependent or a network of projects (Lycett et al.,
2004). Some organizations are observed even to be implementing portfolios of programs
(Maylor et al., 2006). Pellegrinelli (1997) provided the following description for a program:
[A program is] a framework for grouping existing projects or defining new projects, and
for focusing all the activities required to achieve a set of major benefits. These projects
are managed in a coordinated way either to achieve a common goal, or to extract benefits
which would otherwise not be realized if they were managed independently (p. 142).
Other authors in the literature have provided similar definitions (Gray, 1997; Levene &
Braganza, 1996; Payne & Turner, 1999; Thiry, 2002; Evaristo & van Fenema, 1999).
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Gray (1997) challenged the use of traditional hierarchical management structures and
proposed three program models that show different ways of grouping and managing projects for
different situations. The “strong model” depicts a hierarchical organization of projects with a
coordinated, centralized program management structure. Conversely, the “loose model” depicted
the program as an umbrella organization for projects related to a “theme” and managed
independently quite often on the project level. Between these two models is the “open program
model,” which allows authority to remain in individual projects given that the program provides
access to key information regarding the objectives, deliverables, and progress of the other
projects. Gray argues that the degree of control a program has over its projects should be
consistent with the interproject relationships. This perspective can be traced to the organizational
literature regarding complex organizations. The work of Thompson (1967) describes varying
levels of organizational interdependencies and has had widespread impacts on the project and
program literature. Baccarini (1996) helped to develop the concept of complexity in projects and
describes both the organizational and technological complexity of projects.
Authors have also given special attention to program manager competencies and the role
of the program manager. Some works advocate that experienced project managers cannot merely
fill program management positions because the two have different competence profiles
(Partington et al., 2005; Pellegrinelli, 2002; Thiry, 2002). Other studies subscribe to the
alignment of management or leadership styles to project types in order to achieve overall success
(Turner & Müller, 2006; Shenhar A. J., 2001; Shenhar A. J., 1998). Recognizing that programs
were being used as a means for implementing organizational strategies, Partington (2005)
developed a program management competence framework consisting of 17 program
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management work attributes conceived at four levels of competence (Partington et al., 2005);
however, specific competence groups were not identified (Shao et al., 2010). Building upon
Turner & Muller’s (2006) work to match project manager’s leadership styles and project types, a
more recent series of articles studied the competence area of leadership in the field of program
management (Shao et al., 2010; Shao & Müller, 2011; Shao et al., 2012; Shao, 2017). This
research concluded that the program context had a moderating effect on the relationship between
the program manager’s leadership competence and the program’s success.
Several authors have made the distinction between programs, projects, portfolios, and
their management to clarify boundaries between these entities and practices. Pellegrinelli (1997)
describes three key features of programs that distinguish them from projects. First, programs
organize projects and project tasks to create benefits. The author proposes that programs do not
deliver project objectives on their own. Second, programs have a broader focus than satisfying
the client or sponsor and includes achieving benefits for the organization through project
activities. Third, programs evolve in order to accommodate changing organizational needs and
external environments. In his article, Pellegrinelli points out that programs differ from projects in
several ways, one of which being that programs do not necessarily have clearly defined
timespans or deliverables. On the other hand, projects are typically characterized as having a
defined beginning and end, set of outputs, and benefits to achieve (PMI, 2013). Projects are a
means to produce products and services, while programs seek to produce benefits and obtain a
level of control that would not be possible by managing projects individually (PMI, 2013; PMI,
2013). The dominant definition of a program in the literature consists of a coordinated
management effort of a group of inter-related projects and other non-project activities, which
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delivers outcomes or benefits. Programs are intended to bridge the gap between an organization’s
strategy and the program’s projects and are considered frameworks or structures for carrying out
work and bringing about organizational change. Portfolios, on the other hand, consist of several
programs, projects, and other initiatives, which are not necessarily inter-related, and are managed
as a group to meet the organization’s strategic needs (Rayner & Reiss, 2013; PMI, 2013;
Anderson & Jessen, 2003; Maylor et al., 2006). More recently, the Standard for Program
Management defined a program as “a group of related projects, subprograms, and program
activities that are coordinated to obtain benefits not available from managing them individually”
(PMI, 2013, p. 166). This body of work states that programs are used as a means of executing
corporate strategies and for achieving organizational or business goals and objectives.
Additionally, the Standard for Program Management defines program management as “The
application of knowledge, skills, tools, and techniques to a program to meet the program
requirements and to obtain benefits and control not available by managing projects individually
(PMI, 2013, p. 167).
In practice, NASA defines a program as “a strategic investment by a Mission Directorate
(or mission support office) that has defined goals, objectives, architecture, funding level, and a
management structure that supports one or more projects” (NASA, 2013, p. 39). NASA’s
requirements documentation also provides slightly different program definitions for different
programs. Information Technology (IT), institutional infrastructure, and Research and
Technology (R&T) programs are defined as
a strategic investment by a Mission Directorate or Mission Support Office that has a
defined architecture and/or technical approach, requirements, funding level, and a
management structure that initiates and directs one or more projects. A program defines a
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strategic direction that the Agency has identified as critical (NASA, 2008, p. 54; NASA,
2008, pp. 50-51).
Space flight programs are defined with additional detail as,
“a strategic investment by a Mission Directorate or Mission Support Office that has a
defined architecture and/or technical approach, requirements, funding level, and a
management structure that initiates and directs one or more projects. A program
implements a strategic direction that the Agency has identified as needed to accomplish
Agency goals and objectives” (NASA, 2012, p. 54).
Also, the NASA requirements documentation identifies and defines four types of space flight
programs:
1.

Loosely Coupled Programs: These programs address specific objectives through
multiple space flight projects of varied scope. While each individual project has an
assigned set of mission objectives, architectural and technological synergies and
strategies that benefit the program as a whole are explored during the Formulation
process. For instance, Mars orbiters designed for more than one Mars year in orbit are
required to carry a communication system to support present and future landers
(NASA, 2012, p. 53).

2. Single-Project Programs: These programs tend to have long development and/or
operational lifetimes, represent a large investment of Agency resources, and have
contributions from multiple organizations/agencies. These programs frequently
combine program and project management approaches, which they document through
tailoring (NASA, 2012, p. 56).
3. Tightly Coupled Programs: Programs with multiple projects that execute portions of
a mission(s). No single project is capable of implementing a complete mission.
Typically, multiple NASA Centers contribute to the program. Individual projects may
be managed at different Centers. The program may also include other agency or
international partner contributions (NASA, 2012, p. 57).
4. Uncoupled Programs: Programs implemented under a broad theme and/or a
common program implementation concept, such as providing frequent flight
opportunities for cost-capped projects selected through Announcement of
Opportunity or NASA Research Announcements. Each such project is independent of
the other projects within the program (NASA, 2012, p. 57).
As researchers have tried to make sense of the various perspectives and definitions in the
literature, it becomes clear that different kinds of programs exist and need to be researched
further with attention given to the program’s context or environment. Based on this observation,
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several authors have developed program classifications or typologies with recommended
program management practices for each program type. Building upon the previously developed
project “goals-and-methods matrix” (Turner J. R., 1993), Payne and Turner (1999) focused on
applying different management methods for programs of projects based on the differences in the
project sizes and resources. Projects that were differentiated by resources included four types of
programs differentiated by attributes regarding how well the project goals were understood and
the associated project activity: (a) engineering, (b) product development, (c) information
systems, or (d) research. Payne and Turner (1999) found that higher performance was achieved
when programs tailored procedures for each project based on its size and resource type.
Pellegrinelli (1997) describes three kinds of programs that show different program
configurations based on the rationale and expected benefits of the program. The “portfolio”
program groups together existing projects that are, for the most part, not dependent on one
another, but share a common theme. In this context, projects run independent of one another, but
a program structure coordinates the planning and execution of its component projects. Portfolio
programs are focused on the process of managing their projects, efficient use of resources, and
exploit existing knowledge bases. The “goal-oriented” program deals with high levels of
uncertainty and operates as a knowledge learning entity to accommodate one-off kinds of
change. Project scopes are smaller tasks with short durations and new projects are brought online
as requirements evolve. Finally, the “heartbeat” program provides incremental improvements to
existing infrastructure, systems, and processes. Projects are grouped based on the similarity of
requests made for a particular improvement while the program seeks a smooth transition from
change to a stable environment. While this classification of programs seems informative, the
30

author did not provide a conceptual basis for applying such a classification universally to
programs.
Building upon Pellegrinelli’s work, Vereecke et al. (2003) proposed a two-dimensional
classification of programs based on the extent to which projects existed at the time of program
initiation and the degree of change expected in the program’s outcome. Research performed by
Shenhar (2007) showed that different situations may require different project characteristics and
argue that there is no one right way to manage a project. The research developed a twodimensional model for the classification of projects based on uncertainty and system scope or
complexity, with the highest complexity level representing a program or system of systems. The
author advocates that program and project management involves applying the right knowledge,
skills, methods, and tools to successfully meet requirements. Shenhar’s earlier research into the
management of technical or engineering programs and projects identified two key processes: the
technical process and the managerial process (Shenhar A. J., 1998). He proposed that project and
program outcomes are driven by the processes that are employed and therefore management
should be concerned with how they can distinguish among their programs and projects to
understand how they should be managed differently. Other classifications in the literature were
based on variations in the number of projects and their locations (Evaristo & van Fenema, 1999),
the level of project interdependency (Gray, 1997), and knowledge management capabilities and
functions (Desouza & Evaristo, 2006).
The Standard for Program Management identifies three categories of programs: strategic,
compliance, and emergent programs. Strategic programs are initiated based on the organization’s
strategic needs. On the other hand, compliance programs are initiated by legislation, regulations,
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or other contractual requirements. Lastly, emergent programs are initiated when the organization
identifies separate initiatives that are related through a common capability, strategic objective,
delivery, common outcome, or collective benefits.
Despite the extensive research into programs and their management, no unified theory of
program management exists. Much of the research lacks a theoretical basis for applying
frameworks and theories to programs. While many program management researchers focus on
the management of a set of projects (Payne & Turner, 1999; Shenhar & Dvir, 1996), others
advocate that programs and their management encompass much more than the coordination of
projects (Pellegrinelli, 2011). Confusion persists in the literature regarding the differences
between projects and programs. As projects become more complex and incorporate additional
operational and strategic scope, the lines between projects and programs become blurred.
Further, researchers continue to observe that the way programs are implemented in practice
varies considerably (Ferns, 1991; Payne J. H., 1995) and do not necessarily conform to
standardized frameworks and practices (Vereecke et al., 2003; Ferns, 1991). Therefore, questions
remain on how well these works actually reflect and inform practitioners in different industries
and with different organizational contexts.

Review of the History of Contingency Theory
This section provides an overview of contingency theory and a theoretical basis for
viewing organizations as permanent entities. Also, foundational works for the theory are
discussed by examining lines of research that have applied the theory.
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The contingency theory of organizations is derived from the scientific contingency
approach that states that the effect of one variable (X) on another variable (Y) depends on a third
variable (W) such that when the value of W is low, the effect of X on Y is different than when
the value of W is high. This trivariate causal system means that the W variable moderates the
relationship between X and Y and therefore can be described as a moderator or conditioning
variable of the relationship known as a contingency factor (Donaldson, 2001).
In the contingency theory of organizations, the contingency factor serves a specific role
such that not all moderator or conditioning factors in science are contingencies in the
contingency theory of organizations. In this theory, the contingency relationship (of W) is
between some organizational characteristic (X) and effectiveness (Y) in which the application of
a contingency factor (W) identifies which characteristic produces high levels of effectiveness of
the organization or the organizational unit of analysis of studies such as a division, branch, or
individual. The focus on effectiveness is due to the attention given to explaining success or
failure in organizational theory. A number of contingency theories of organizational
characteristics exist, such as leadership (Fiedler, 1967), strategic decision-making processes
(Fredrickson, 1984), and human resource management (Delery & Doty, 1996), with dominance
in studies of organizational structure, known as structural contingency theory. Structural
contingency accounts for the most encompassing and the largest volume of existing literature.
The theory emerged in 1958 and has been a lynchpin of organizational studies (Servos, 1993).
Classical contingency theory of organizations asserts that there is no single best way to
organize and manage all organizations. This is because different environmental conditions might
necessitate different organizational characteristics, and because the organization’s effectiveness
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is dependent or contingent upon the goodness of fit between structural and environmental
variables. In other words, the structure of the organization must reflect the situation it interfaces
with in order to be effective (Burns & Stalker, 1961; Drazin & Van De Ven, 1985; Lawrence &
Lorsch, 1967; Pennings, 1992; Thompson J. D., 1967). Contingency theory acts as a theoretical
lens for studying organizations so that we may better understand organizations and their
effectiveness. In organizational behavior research, contingency theory largely focuses on the
implications for management. While organizations may be structured in a wide variety of
contrasting configurations, all may display exceptional effectiveness in a given organization.
Therefore, it is not surprising that contingency theory has strong ties to organizational science,
which primarily focuses on organizational health and effectiveness with the notion that a better
understanding will guide activities that benefit employees, organizations, customers, and the
greater society in which the organization operates (Donaldson, 2001).
Early studies conducted in the late 1950s and 60s regarding organizational and
management theory provided significant contributions to the development of contingency theory.
During this time, several authors were pursuing similar research philosophies in parallel (Dill,
1958; Burns & Stalker, 1961; Woodward, 1958; Thompson J. D., 1967; Fiedler, 1967; Lawrence
& Lorsch, 1967). Dill (1958) proposed that organizational behavior is dependent upon the
patterns of inputs from the environment (management cannot control it) and how the
organizational members translate these inputs into tasks. In his study, Dill conceptualized the
environment as a flow of information to organizational members in order to systematically
compare environments of different organizations and investigate the impact of environmental
variables on organizational behaviors. Burns & Stalker (1961) published a highly influential
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book regarding business organizations. They challenged classical management theory and argued
against the notion that there is “one best way” to manage, thus paving the way to look at
organizations through different contexts, markets, and technological rates of change. This work
made available the well-known “mechanistic” and “organic” typology of organizations. In their
work, mechanistic structures were associated with being effective in stable environments and
well-understood tasks and were comprised of a hierarchy of centralized management authority
and knowledge with standardized behaviors, roles, and processes. On the other hand, organic
structures were associated with being effective in dynamic environments with high task
uncertainty and were comprised of a flexible structure that distributed authority and involved
individuals in the decision process. Woodward (1965) significantly contributed to the
development of contingency theory, and her research advocated that production systems and
technology had an important role in the shaping effective organizational structures. Chandler
(1966) studied how organizational structures evolved over time based on changes in corporate
strategies that were driven by changes in technology and the market. Thompson (1967) studied
the behavior of complex organizations and provided insights on how organizations could
implement different organizational structures in order to minimize uncertainty associated with
tasks and the environment. Thompson studied organizations as an entity and identified
technology as a key source of environmental uncertainty. He developed a classification of
organizations based on three levels of technology in complex organizational environments, the
long-linked, the mediating, and the intensive technology (Thompson J. D., 1967). Subsequent
theoretical perspectives developed from his work include organizational ecology and institutional
theory along with the contingency theory of organizations. Fielder (1967) studied the
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personalities and characteristics of leaders and advocated that there is no single best leadership
style. His research proposed that the effectiveness of a leadership style depends upon situational
contingencies or demands of the situation. Lawrence and Lorsch (1967) conceived organizations
as open systems in which different forms of organizational structures arise when adapting to
different environments. Their work suggests that as environmental complexity increases, the
organizational differentiation and integration should be higher and balanced to achieve success.
Through the works discussed above, a new way to study organizations emerged by synthesizing
opposing theories in classical management and human relations theory. Where classical
management theories asserted that the best way to structure an organization was through a topdown hierarchy with centralized management control, theories on human relations identified a
bottom-up organizational configuration that promoted cooperation among the organization’s
employees through consideration of human needs (Brech, 1965; Donaldson, 2001; Taylor F. W.,
1947). Contingency theorists, on the other hand, argue that both structures may be valid,
depending on the situation.
Contingency theory differs from universalistic “one size fits all” theories in that it asserts
effectiveness or performance is maximized by adopting the optimal level of organization,
management, or processes that fit the contingency, rather than seeking the maximum levels
(Donaldson, 2001). Therefore, organizations that evolve to fit changing contingencies will reflect
adaptive organizational change in order to remain effective. According to the theory, these
contingencies must “fit” with organizational characteristics to achieve effectiveness. Contingent
propositions consist of a conditional relationship between two or more independent variables
with a dependent outcome in which hypotheses are empirically tested. On the other hand,
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congruent propositions consist of an unconditional and simplistic relationship among the
variables that are proposed to exist (Fry & Smith, 1987).
The majority of contingency studies in the literature focus on organizational design or
structures and is referred to a line of research called “structural contingency theory” (Artto et al.,
2009; Donaldson, 2001; Mintzberg H. , 1980; Pennings, 1992). Research in structural
contingency theory focuses on the environment, size, and strategy contingencies. Other research
areas have been explored as well and include human resource management (Delery & Doty,
1996), strategic decision-making processes (Fredrickson, 1984), resource management, and
leadership (Fiedler, 1958; Fiedler, 1967). There are many researchers who studied the impacts of
fit on performance (Jennings & Seaman, 1994; Keller, 1994; Powell, 1992), which is at the heart
of contingency theory, while others focused on the adaptation of the organization to
contingencies, consistent with congruent propositions (Priem, 1994). Additionally, there has
been a focus on identifying the organizational attributes affected by contingencies (Jarley et al.,
1997).
As previously discussed, contingencies have been described in terms of context, situation,
environment, technology, complexity, uncertainty, and strategy; however, these are not the only
contingencies that have been studied. The strategy contingency has been shown to affect the
divisional structures of organizations. Such studies assert that effectiveness is enhanced when
divisional structures are adopted to fit a diversified strategy. On the other hand, functional
structures adopted to fit an undiversified strategy have been shown to enhance effectiveness
(Chandler, 1966; Galbraith, 1973). The organizational size contingency is viewed as affecting
the degree to which its structure is bureaucratic (Pugh & Hickson, 1976). Organizational size
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contingency studies have shown that large organizations are more effective when they adopt
bureaucratic structures that are decentralized with formal standards or decision rules since large
organizations were thought to perform repetitive work activities. However, simple structures that
are centralized and not governed by rules have been shown to enhance effectiveness in small
organizations since the managers of small organizations can effectively make the majority of
necessary decisions without being overwhelmed (Child, 1972; Weber, 1968). The environmental
stability contingency, such as technological rate of change, has been shown to affect mechanistic
or hierarchical vs. organic or participative structures. Organic structures have identified as fitting
with unstable environments because participation, knowledge sharing, and decentralized
decisions are necessary to promote innovation. Mechanistic structures are associated with fitting
stable environments since hierarchy with centralization is seen as a suitable approach in routine
operations (Pennings, 1992; Burns & Stalker, 1961).
The various descriptions of contingency factors along with different interpretations of
“contingencies” and “fit” have caused theoretical and methodical confusion and criticisms in the
literature. For example, Donaldson (2001) states that at the core of contingency theory is the
notion that organizational effectiveness occurs when organizational characteristics (such as
structure and contingency variables that represent the organizational situation) are in alignment
or fit. He reinforces that a contingency is a variable observed to moderate the effect of a
characteristic of an organization on the organization’s effectiveness or performance. “Context” is
the most encompassing conception of contingency found in the literature review and is defined
as characteristics of the organization such as culture, environment, size, technology, and task
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(Drazin & Van De Ven, 1985). To avoid confusion and maximize the breadth of inquiry, this
research adopts the conception of contingencies as “context.”
Contingency theorists have operationalized “fit” in their studies mainly by implementing
concepts of congruence and interaction (Pennings, 1992). When applying congruence, the
concept is similar to that of “matching.” That is, “fit” consists of both a level of a contingency
that matches or “fits” a level of structure to produce high effectiveness or performance. Many of
the earlier works described in this literature review investigated “fit” as congruence, however,
did not assess its impact on performance and therefore can only be considered to be correlations.
Congruence is a necessary operational concept when applying “fit” in contingent studies
(Donaldson, The Contingency Theory of Organizations, 2001; Fry & Smith, 1987; Hanisch &
Wald, 2012; Pennings, 1992). Some researchers have also operationalized “fit” as in
multiplicative interaction between contingency and structural variables. This operational
approach is not consistent with the foundations of contingency theory, and inconsistent results
have been found in support of this application (Drazin & Van De Ven, 1985; Powell, 1992).
Studies that do not properly define the concept of “fit” are cause for concern regarding the
relevance of contingency theory in explaining context-structure-effectiveness relationships.
While it is important to investigate other explanations for impacts to effectiveness or
performance, congruence is the correct approach for operationalizing “fit” in contingency
theories according to Donaldson’s (2001) publication The Contingency Theory of Organizations.
Contingent studies have made their way into the project literature as a way of studying
temporary organizations in uncertain, complex, and dynamic situations (Baccarini, 1996;
Shenhar A. J., 2001). However, according to the bibliometric review performed by Hanisch &
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Wald (2012), while contingent studies of project management are increasing in frequency, there
are inconsistencies in terminology and hence represent a fragmented field of study. On the other
hand, contingency studies as a means to understand program organizations are scant and lack
defined concepts and theoretical basis. Further, the program management literature appears to
rely on a limited contingency approach consistent with classical organizational theories rather
than incorporating additional program and project contingency factors such as complexity,
uncertainty, and novelty in specific industry environments (Artto et al., 2009). Overcoming the
issues found in the literature will not only provide a foundation for building research, but also
will enable different studies to be compared and evaluated to produce implications for program
management.
This research helps to address these issues by applying contingency theory as a
theoretical lens to programs in order to improve our understanding of program management. The
research model described in this dissertation investigates how the relationship between the
program context and program structure relates to program success with the aim of enhancing
both academia and practicing organizations. This is accomplished through participation of
subject matter experts in the development and refinement of the research model, its constructs,
relationships, and practical framework. Original works discussed in this section provide a
foundation for applying theory to the study of program management as depicted in the research
model as conceived in Figure 1 and operationalized per Figure 7. Also, other explanations for
impacts to program success will be assessed in the data analysis phase of this study.
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Program Context
The existing program management literature identifies the importance of considering the
context or environment in which the program operates for the management of a program.
Pellegrinelli (2002) and Pellegrinelli et al. (2007) provided a general definition of the concept of
program context, which indicates it is the dynamic cultural, political, and business environment
the program operates in. In their critical review of program management, Lycett et al. (2004)
indicate that a fundamental flaw in program management is the assumption that a single form of
program management can be applied equally in all situations. This assumption is attributed to
one school of thought in the project management field, while the opposing school of thought
contends that the appropriateness of project management principals is dependent upon the project
characteristics, the organization in which it operates, and the environment in which the
organization operates in (Partington et al., 2005; Howell et al., 2010). Lycett et al. (2004),
Pellegrinelli (2002), and Pellegrinelli et al. (2007) all conclude that program management
approaches need to be flexible to adapt to their changing contexts. Their works point out that
program managers are responsible for shaping the context for their program and its projects. This
indicates that programs need to create a flexible program context that not only maintains
alignment with dynamic organizational strategies, but also shields its constituent projects from
the dynamics and uncertainty in the external environment.
In their review of the foundations of program management, Artto et al. (2009) emphasize
that the focus of program and project research was one of a narrow classical organizationaltheoretic view. They propose that factors such as complexity, novelty, and uncertainty should be
included in contingency studies of programs and projects to address variations in management
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approaches in different environments. One of the few works that have attempted to research the
concept of program context is those of Shao et al. (2009, 2012). They suggest four program
context dimensions: (a) organizational fit, (b) organizational stability, (c) program flexibility, and
(d) resource availability. In more recent research, Shao et al. (2017) tested the moderating effects
the program context on the relationship between program manager leadership competencies and
program success. They measured program managers' leadership competences as intellectual,
managerial, and emotional competences (IQ, MQ and EQ) using a standardized tool of the
competency school of leadership, the Leadership Dimensions Questionnaire (LDQ). The
questionnaire includes the following dimensions for each competency area: (IQ) Critical,
Analysis and Judgment, Vision and Imagination, and Strategic Perspective), (MQ) Resource
Management, Engaging Communication, Empowering, Developing and Achieving, and (EQ)
Self-awareness, Emotional Resilience, Intuitiveness, Interpersonal Sensitivity, Influence,
Motivation, and Conscientiousness. In conclusion, the program context moderated the
relationship between intellectual and managerial leadership competencies and program success
but not the relationship between emotional leadership competencies and program success.
The overarching issue in the existing literature is that little evidence exists for defining
the constructs of the concept of “program context” or their measurement dimensions. Further,
studies largely neglect to consider environments that may be unique to a specific industry and
also neglect the relationships between programs, their projects, and with other organizations.
Consideration of the program context in studies of program management supports the notion that
the “one size fits all” approach is not appropriate given the complex, uncertain, and dynamic
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environments of programs in addition to significant variations that may occur in the program
context (Shenhar A. J., 2001; Artto et al., 2009; Lycett et al., 2004).
Considering program context, which includes aspects of the program’s situation and
environment, is prevalent in the literature. Studies that neglect to consider context run the risk of
developing theories that do not provide a comprehensive understanding of what is actually
occurring due to changes over time or impacts from interactions. Programs are complex
organizations, regarded as open systems, which have external, internal, and sub-environments
that must be considered. Based on the review of the current literature, Figure 6 was developed by
the researcher to conceptualize the context of a practicing entity of technical programs in the
public aerospace industry, NASA.

Note. Copyright by L. Segarra.
Figure 6: External, Internal, and Sub-Program Environments
“Context” is the most encompassing conception of contingency and is the theoretical lens
applied to this study. Found in the literature review, “context” is defined as organization
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characteristics such as culture, environment, size, technology, and task (Drazin & Van De Ven,
1985). While other aspects of context besides environment will be considered in this study, the
constructs of program context have yet to be developed and will be addressed here by
performing a mixed methods study using the Delphi technique with participation from experts in
the program management discipline.

Program Structure
The structure is about the relationships between the parts of an organized whole. Such a
broad concept could be applied to practically anything. Organizational theories consider an
organizational structure as a framework consisting of systems, operating processes, and relations
on jobs, individuals, and groups engaged in actions to achieve organizational goals (Ahmady et
al., 2016). From an organizational behavior perspective, Simon (1997) states that the anatomy of
an organization can be identified through examining the allocations and distribution of an
organizations’ decision-making functions. He proposes that organizational structures and
processes present complimentary approaches for studying organizations similar to how anatomy
and physiology provide complementary approaches for studying organisms. From an
organizational design perspective, organizational structuring is concerned with “the division of
labor of an organizational mission into a number of distinct tasks, and then the coordination of
all of these tasks to accomplish that mission in a unified way” (Mintzberg H. , 1980, p. 324).
Burns and Stalker (1961) developed a dichotomy of organizational structure
corresponding to different information processing capabilities of organizations, and distinguished
between mechanistic and organic structures, which are conceived as two contrasting
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management systems or organizational structures of management. Mechanistic structures are
said to be conducive to stable environments and embody a centralized, hierarchical decision
authority, formal and standard procedures, low levels of task differentiation, low levels of
integration, and operates in a bureaucratic manner. Organic structures are said to be conducive to
dynamic environments and embody a decentralized decision authority, low levels of
formalization and standardization of procedures, high levels of task differentiation, and high
levels of integration.
In his organizational design publication, Mintzbert (1980) proposed four dimensions or
elements of organizational structuring that include the components of an organization,
coordination mechanisms, design parameters, and contingency factors. The components of the
organization consisted of the operating core (employees producing or supporting production of
the organizations products and services), strategic apex (top managers or the organization and
their staff), middle line managers that lie between the strategic apex and in line with authority,
and the technostructure comprised of analysts such as accountants and planners. The
coordination mechanisms consisted of direct supervision, standardization of work processes,
standardization of outputs, standardization of skills and mutual adjustment. Design parameters
consisted of job specialization, behavior formalization via policy and procedures, training and
indoctrination, unit grouping, unit size, planning and control systems, liaison devices for
encouraging mutual adjustment across units, vertical decentralization for decision making, and
horizontal decentralization for informal power flows outside the line of authority. The
contingency factors included age and size, technical system, environment, and power, however
specific definitions for these factors were not provided.
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Mintzbert (1980) suggests an organizational typology consisting of five configurations
based on the elements of organizational structuring identified above, which include the Simple
Structure, Machine Bureaucracy, Profession Bureaucracy, Divisionalized Form, and Adhocracy.
Each configuration is stated to favor one of five organizational components and rely on one of
five coordination mechanisms. For the Simple Structure configuration, the favored
organizational component was the strategic apex with coordination by direct supervision. This
configuration was described as highly centralized and minimally elaborate structure, which was
associated with strong leaders, simple and dynamic environments, and smaller, younger
organizations or organizations in crises. The Machine Bureaucracy favored coordination by work
standards implemented by the technostructure. This configuration was characterized by highly
formalized and specialized jobs, large functional units, vertically centralized power at the
strategic apex, and limited horizontal decentralization to the technostructure, and was associated
with stable and simple environments, larger and older organizations, externally controlled
(sometimes), and technical systems for mass production. The Professional Bureaucracy favored
coordination by standardization of skills in the operating core. This configuration was described
to possess highly specialized but minimally formalized jobs, extensive training, groupings based
on functions and market attributes, large units, vertical and horizontal decentralization, and was
associated with stable and complex environments with simple and non-regulating technical
systems. The Divisionalized Form possessed limited vertical decentralizations and preferred to
delegate much of the power to the market-based units in the middle line, where coordination
relied on the standardization of outputs with extensive performance control systems. This
configuration was associated with large and mature organizations that operated in diversified
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markets. The Adhocracy favored coordination by mutual adjustment among all of its components
with collaboration with the support. This configuration was described as having specialized jobs,
extensive but informal training, small and combined (functional and market) units formed into
matrix structures, extensive use of liaison devices, and selective vertical and horizontal
decentralization. The configuration was associated with dynamic and complex environments and
sophisticated, automated technical systems.
Program and project management is clearly rooted in organizational theory. Both are
considered to be organizations within organizations and therefore can be considered
organizational forms. Both must be organized effectively in order to achieve their goals and
objectives and within their resource constraints. A project organization can be conceived as a
framework or structure used for facilitating, coordinating and implementing project activities,
and studies in project management have expanded upon organizational structure concepts from
organizational theory. From a process perspective, projects require the execution of technical and
managerial activities to acquire knowledge, shape the outcome, along with manage resources,
communication, and coordination (Cleland, 1975). Shenhar and Dvir (1996) identified patterns
of project management in accordance with a two-dimensional classification model of projects
based on different levels of technological task uncertainty and system scope. Their framework
included tactical project elements (namely, management tools) and management practices, along
with strategic project elements that include styles of management. The results of their study
indicated that there were patterns in the elements of development, design, and communication
skills that related to reducing different levels of uncertainty. They also found patterns regarding
the management or resources, administration, and coordination through their assessment of
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organization, administration, and political elements at different levels of system scope. They
found that projects have a range of variations and challenged the “one size fits all” approach to
project management (Shenhar A. J., 2001). This approach was used as an initial step toward a
typological structure for projects and as an expansion of previous typological structures. For
example, Wheelwright and Clark (1992) identified derivative, platform, and breakthrough types
of projects according to the degree of change the projects established in the organization.
Several authors note that programs are conceived to be frameworks or structures in which
program management architects the framework for which projects operate within (Partington et
al., 2005; Pellegrinelli, 2002; PMI, 2013; Shehu & Akintoye, 2010) and also as a governance
structure that manages persistent change and achievement of organizational strategies (Shao et
al., 2010). The term “program” has largely been applied when describing the organizational
structures and processes used to coordinate and manage a set of related projects. As such,
organizational structures and processes must be established in order to manage and operate a
program (Pellegrinelli, 1997; Turner & Speiser, 1992).
A common definition of a program includes the coordinated management of a group of
related projects to obtain benefits (Ferns, 1991; PMI, 2013). Pellegrinelli (1997) provided the
following description for a program:
[A program is] a framework for grouping existing projects or defining new projects, and
for focusing all the activities required to achieve a set of major benefits. These projects
are managed in a coordinated way, either to achieve a common goal, or to extract benefits
which would otherwise not be realized if they were managed independently (p. 142).
While it is widely accepted that programs consist of projects, programs may also have various
other organizations that participate in achieving the intended outcome.
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Yu and Kittler (2012) apply an information systems perspective and suggest that
programs can take on (a) a centrally managed structure, by governing the processes of the
program’s constituent projects and through the production of consistent products for
participating organizations; or (b) a decentralized management structure that allows constituent
projects to implement processes and product decisions rather autonomously through the use of
common data standards. Their work regards program structure as a program strategy that affects
program management, and therefore is concerned with the organizational management aspect of
program strategy. The research performed by Shenhar (1998, 2001) addresses programs through
their two-dimensional model for the classification of projects, however the research is directed at
variations in projects and the application to programs is limited. For example, the dimension of
system scope includes three levels for projects: (a) assemble level or single component (b)
system-level or a collection of elements interacting and functioning together, and (c) array-level
or multiple systems functioning together to achieve a common purpose. The array-level system
scope is associated with programs, however the variation among programs cannot be assessed
from the research without further expansion with studies directed specifically at programs. Gray
(1997) provided different ways of grouping projects and proposed the traditional hierarchial
program management structures may not improve performance. In this study, the definition of
program structure depends on how the projects in the program are grouped and three models of
program structure are discussed and include loose, strong, and open program models. The loose
program model reflects a grouping of projects that have a related theme and are managed
independently, while the strong program model reflects a grouping of projects that contribute to
meeting an overall objective, thus requiring coordinated and centralized management. The open
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systems program model embodies an empowered learning organization through enhancing the
loose model by which program management facilitates the flow of information to projects
regarding the deliverables, objectives and progress of other projects. Other program
configurations or typologies exist (Evaristo & van Fenema, 1999; Ferns, 1991; Pellegrinelli,
1997; Vereecke et al., 2003); however, for the most part, they represent a conceptual level of
research and lack a theoretical basis.
While there is no clear definition of program structure and its components in the
literature, this study defines program structure as “a framework consisting of organizational
structures and management processes that is implemented for the purposes of managing and
operating a program” (Partington et al., 2005; Pellegrinelli, 2002; PMI, 2013; Shehu & Akintoye,
2010; Turner & Speiser, 1992). Institutional bodies have grown and developed concepts and best
practices for program management practitioners and acknowledge that such practices should not
be applied universally to all programs (PMI, 2013); however, these works leave such decisions
of appropriate application completely up to management with very little guidance and the
assumption that they know how to make this decision somehow. Further, researchers continue to
observe that the way programs are implemented in practice varies considerably (Ferns, 1991;
Payne J. H., 1995) and do not necessarily conform to standardized frameworks and practices
(Ferns, 1991; Vereecke et al., 2003). Clearly different applications of program management are
needed in different situations; however, the program management literature does not sufficiently
address this topic at this time (Miterev et al., 2016; Shao & Müller, 2011). Therefore, further
investigation into the program management components necessary for different situations is
needed and should be directed at informing practitioners.
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Program Success
Contingency theorists are concerned with organizational effectiveness because
organizational theory is about explaining the success or failure of organizations. Organizational
effectiveness has been shown to be used interchangeably with organizational performance
(Donaldson, The Contingency Theory of Organizations, 2001), and can be described in many
different ways that includes components such as employee satisfaction (Dewar & Werbel, 1979),
efficiency, profitability (Child, 1975), or patient well-being (Pennings, 1992). Effectiveness can
be comprised of different conceptions such as the organization’s ability to satisfy stakeholders
(Pfeffer & Salancik, 1978) or achieve its goals (Parsons, 1961). As discussed in the prior
Program Structure section, Mintzberg (1980) proposed five configurations for organizational
structuring and reiterated the organizational design literature claim at the time which states that
effective organizations will favor some kind of configuration, or logical clustering of its
elements, while it seeks harmony with its internal processes and its environment. In addition to
the literature claim, Mitzberg pointed out the inevitable hybrid structures driven by contradictory
pressures organizations react to or while organizations transition from one configuration to
another. While studies of organizational effectiveness are plentiful, many organizations have
depended on financial measures to assess their success. However, the development of wellknown frameworks such as the Balanced Scorecard (Kaplan & Norton, 1996) and Intellectual
Capital (Edvinsson & Malone, 1997) as indicators of organizational success, demonstrates that in
today’s dynamic, complex, and usually fixed cost environment, success is a multi-dimensional
construct and financial measures alone are not sufficient for this environment.
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The program and project literature does not appear to have a unified definition for
success, which is noted in several recent studies (Ika, 2009; Molloy & Stewart, 2013; Shao,
2017). This notion is also supported by Jugdev and Müller’s (2005) observation regarding the
evolution of the meaning and measures of project success over time, along with works by
Flyvbjer et al. (2003) that concluded success is a matter of perception. Traditionally, project
success was based on cost and schedule performance; however, many researchers have expanded
project success to include additional dimensions such as stakeholder benefits, parent organization
benefits, and efficiency, demonstrating that project success is a multi-dimensional construct.
Shenhar et al. (1997) developed a multi-dimensional framework for evaluating project success
and identified four components: (a) efficiency, (b) customer impact, (c) business and
organizational success, and (d) preparing for the future.
Evolution and expansion, regarding the specification of project success factors and
measures, led to the development of contingency approaches for the measurement of project
success. These studies show that different kinds of projects measure project success in different
ways, with varying degrees of importance (Shenhar A. J., 2001; Shenhar A. J. et al., 2001).
Success factors are the significant factors related to management that are critical to achieving a
successful project. Shenhar et al. (2001) found that their previously identified project success
dimensions of efficiency, customer impact, business and organizational success, and preparing
for the future varied in importance according to time and the level of uncertainty for the project
and prescribes how to address these project success dimensions throughout each phase of the
project lifecycle. Cooke-Davies (2002) proposed that the identification of factors that are critical
to project success depend upon the answers to three questions:
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1. What are the factors that lead to a successful project?
2. What are the factors that lead to successful project management?
3. What are the factors that lead to projects that are consistently successful?
Their study of over 70 large national and multinational projects led to the identification of
12 factors that were considered critical to project success and made the distinction between
project success, which deals with the success of the products and/or services; and project
management success, which deals with successfully achieving goals of cost, time, quality, and
scope.
Other studies have focused the relationship between project success and project
leadership styles and discovered 10 project success criteria, which include achieving or meeting
performance, user requirements, purpose, client satisfaction, re-occurring business relationships
or a self-proclaimed success factor, as well as satisfaction of the end-user, supplier, team, and
stakeholder (Müller & R., 2007; Turner & Müller, 2006); Rodriguez-Seguara et al. (2016)
evaluated a broad range of project success criteria and critical success factors in their research of
large projects in the aerospace and defense sectors. Their study showed that not all criteria or
factors influenced project success in the same way and stressed the importance of the customer,
the company, and time to achieve success as the key success criteria, with environment and
strong management as the key project success factors. Their study confirmed that project
performance differs, and different kinds of projects required different approaches for evaluating
and achieving success.
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While significant research has been directed at project success factors and measures,
literature regarding program success is much less prevalent. Jugdev and Müller (2005) reviewed
the project management literature from the past 40 years and emphasized the importance of
understanding project success because program success was viewed as an aggregate of project
success. Further, they noted that project success evolved from traditional measures of efficiency
(such as cost, time, quality, and scope) to strategic measures of effectiveness, such as value
creation to achieve the overall organization’s strategy. The framework developed by Shenhar et
al. (1997) translated success measures from short-term outputs into long-term organizational
benefits or outcomes. PMI (2013) indicates that successful programs accomplish agreed-upon
objectives and deliver organizational benefits. This body of knowledge identifies five program
management framework performance domains that are critical to program success: (a) program
strategy alignment, (b) program benefits management, (c) program stakeholder engagement, (d)
program governance, and (e) program lifecycle management.
Contrary to more recent authors, Turner (2009) perceives there to be little difference
between program and project management and states that the main difference, while subtle, is the
nature of the objectives, where program objectives are viewed as less specific and therefore not
as easily measured and profiled in terms of timelines. His work perceives program success to be
very similar to that of a large project. Similarly, Shao and Müller (2011) identified leadership
syle or competence as being a key success factor for projects and propose this as a key success
factor for programs as well.
Patanakul and Shenhar (2010) proposed that programs that formally incorporate the
concept of program value into their planning and systems engineering processes would be more
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effective and therefore have a higher chance of achieving a successful outcome. This theory was
based on initial research that linked project value to project success. Their initial investigation
into program value found that there was little agreement on the definition of program value and
found very little regarding theoretical models to assist with defining the concepts and constructs
for program value. Given this deficiency in the literature, their inquiry was centered upon
identifying how defense programs viewed the concept of program value. Their study of
aerospace and defense organizations identified different kinds of value described by program
directors to arrive at the following definition for program value: “the explicit and implicit
benefits to the program stakeholders generated from the program versus the tangible and
intangible resources invested to achieve those benefits” (p. 350). From this definition, three types
of program value based on different stakeholders were identified, which included value to the
customer, performing organization, and the team. The study also recognized that program
directors viewed program value differently according to their different lifecycle phases,
specifically those of development, production, and sustainment.
The literature review performed by Shao et al. (2009) again confirms the bibliometric
issues in the literature regarding program success. While constructs and measures are established
in the literature for project success, works on program success are scant and seem, for the most
part, to be at a conceptual level. The work performed by Shao and Müller (2011); Shao et al.
(2012); and Shao (2017) were among the only studies found that took steps to develop constructs
and measurement scales for program success and subsequently tested and validated a theoretical
model that focused on leadership competencies. The literature review showed that program
success had been conceived as an aggregate of project success (Jugdev & Müller, 2005), has
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been related to success measures associated with large projects (Turner J. R., 2009), bringing
about organizational change (Lycett et al., 2004; Rayner & Reiss, 2013), and achieving
organizational strategies (Maylor et al., 2006; Partington et al., 2005). Further investigation into
program success criteria and success factors is warranted.

Gap Summary
Upon review, several gaps in the literature were observed. First, much of the literature
lacked a sound theoretical basis for applying frameworks and theories to programs. This chapter
addresses this gap by providing the project theoretical roots of programs in addition to their
theoretical underpinnings in organizational, product development, strategy, manufacturing,
quality, industries and economic change, institutional change, work, and organizational change
theories. Second, bibliometric evaluation of the literature observed issues regarding lack of
defined and consistent concepts, definitions, measures, and a theoretical basis for programs,
program context, program structures, and program success, indicating that a unified theory of
program management does not yet exist. This chapter addresses this gap by summarizing the
existing theory in order to provide a linkage to the results of this study, therefore enriching this
body of knowledge. Finally, contingency impacts in program management research represent a
very limited approach and are largely viewed through a classical organizational theoretic lens.
This chapter helps to address this issue by thoroughly reviewing how to correctly apply the
theory in research studies, by exploring additional contingencies that may help ground the results
of this study, and by understanding additional explanatory analysis outside of the contingency
“fit” model that may explain impacts to program success. In conclusion, despite the numerous
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efforts into researching programs and their management, no unified theory of program
management exists.
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CHAPTER THREE: RESEARCH METHODOLOGY
Introduction
This chapter provides information regarding the research methodologies applied to this
study. This introductory section discusses the need for performing useful research on program
structure. This section also discusses key research paradigms and provides an overview of the
research process. The subsequent sections present the refined conceptual model along with a
summary of the research approach and design. The iterative data collection and analysis process
associated with the Delphi survey technique implemented for this study is described in this
chapter along with information to substantiate the methodological precision and research rigor
required of the technique. Data collection and analysis details including sampling, data collection
instruments, data analysis method, validity, and reliability are also covered in this chapter and
expanded upon through demonstration in Chapter 4. This chapter concludes with a summary and
additional remarks about the research methodology.

The Need for Conducting Useful Research on Program Structure
Formal research applies the scientific method for the purposes of constructing a
systematic process of inquiry that entails collecting, documenting, analyzing, and interpreting
information to enrich understanding of phenomena. The value of applying the scientific method
to inquiry is that it promotes a way to gather accurate and reliable information in a verifiable and
repeatable manner that can be validated and shared with the broader scientific community
(Fraenkel & Wallen, 1996; Leedy & Ormrod, 2013).
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As described in the literature review and problem statements, questions remain on how
well the works in literature actually represent and enlighten practitioners. Academic knowledge
advancement occurs when scientific frameworks, models, and theories accurately reflect
organizational and individual behavior and result in enhanced understanding, explanation, and
prediction of these behaviors. Practical knowledge advancement occurs when research empowers
organizations to carry out their functions more effectively. Many research studies focus on the
advancement of theoretical knowledge, creating conflict between rigor and relevance along with
research and practice. Program management contingency studies tend to be narrowly focused
and limited to a classical organizational approach, which inhibits their ability to explain complex
organizational phenomena that occur in programs (Mohrman & Lawler, 2011; Artto et al., 2009).
The works of Mohrman and Lawler (2011) are a compliation of many years of research
with many practical and scholarly contributors that advocate that research useful to practice is
not determined soley on whether the research was theoretically impactful, but rather whether it is
actually used by practicing entites and results in enriched practices. Consistent with the critical
review of program management performed by Lycett et al. (2004), they suggest that research’s
lack of impact on practice is a result of insufficent advancement of theoretical understanding.
Their works propose research approaches for simultaneously advancing academic and practical
knowledge for enhancing both theoretical and in-practice understanding. They suggest that to
better understand complex phenomena or problems, researchers should seek out the different
kinds of knowledge that scholars and stakeholders can offer through cooperative, participative
engagement of both scholars and practitioners.
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To address the issues and recommendations described above, a participative action
research approach was incorporated into to this study through application of the Delphi
technique to collect data from a panel of experts and facilitate a consensus building process
through a rigorous research process. The application of contingency theory aligns well with this
research approach given that both the research and the theory focus on accounting for influences
that exist in different environments or contexts. For this study, the Delphi technique was used to
facilitate data collection and iterative refinement for consensus building among participants
within a specific context: technical program management experts in the public aerospace
industry. The objective was to advance the maturity of the theoretical and practical knowledge
and understanding for the application of structural contingency theory to program management.
Rather than perpetuate research that may be misaligned with the practice of program
management, attention was given to promote usefulness within this study. To demystify the
various perceptions, definitions, and implementations in academics and practice, the Delphi
technique provided an opportunity for the researcher and the expert to work cooperatively,
acquiring information which may otherwise have been undiscovered (Mohrman & Lawler, 2011;
Hasson et al., 2000).

Research Paradigms
A paradigm is a set of shared ideas and assumptions regarding the nature of the world,
and functions as a framework for guiding the actions of researchers in terms of addressing and
understanding topics of inquiry. Research paradigms contain theoretical as well as philosophical
elements and are characterized by the following components: ontology, epistemology,
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methodology, and method (Punch, 1998). Ontology is about the study of being and is concerned
with the representation of reality. For a researcher, ontology represents perceptions of how the
world is and how it works. Epistemology focuses on knowledge, specifically its nature and form,
and deals with how knowledge can be created, obtained, and communicated. A research
methodology refers to the strategic plan of action underpinning the methods chosen for the
research. Methods refer to the procedures and techniques applied to data collection and analysis.
Every paradigm has its own ontological and epistemological views and assumptions. These
different views of reality and knowledge frame the researcher’s approach and selection of
methodology and methods (Scotland, 2012).
Various paradigms are described in the literature. The most common paradigms used for
classifying research paradigms consist of positive, interpretative, and critical paradigms. These
key paradigms along with their specific attributes are shown in Table 1 below.
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Table 1: Key Research Paradigms

Paradigm
Positivism

Ontology
What is reality?
Realist; There is a
single objective
reality.

Epistemology
How can we know
reality?
Representational;
Reality can be
measured and tested.

Methodology
How can we find out
about what we believe can
be known?
Correlation
Survey research
Experimental research

Interpretative

Relativist; There is
no single objective
truth and reality is
a social construct.

Reality cannot be
separate from our
knowledge of it.

Action Research
Case Study
Ethnography
Heuristic inquiry
Phenomenological
research

Critical

Realist; Reality is
an evolving social
construct.

Reality can be
separate from our
knowledge of it, and
both are social
constructs with
contextual influences.

Action Research Critical
discourse analysis
Critical ethnography
Ideology critique
Mixed methods

Method
Which techniques
can we use to find
out?
Quantitative:
Measurement
Scales, Statistical
analysis
Questionnaires
(closed-ended)
Qualitative:
Focus Groups
Interviews (openended)
Observations,
Questionnaires
(open-ended)
Participant
Qualitative,
Quantitative:
Interviews
Focus Groups
Observation
Documents
Questionnaires

The Positivism Research Paradigm
The positivism paradigm emerged when studies of the natural world through the
scientific paradigm were applied to the social world. The ontology associated with positivism is
that of realism, which views reality as being in existence independently from the researcher and
therefore discoverable. The epistemology for positivism is about viewing the world objectively
and acquiring absolute knowledge of the world through logic and facts to obtain its meaning.
Post-positivism, which has similar ontological and epistemological perspectives, replaced
positivism after World War II and recognizes that reality is also influenced by our knowledge
and belief of other established theories and the theory being tested. Also, post-positivism holds
that as discoveries are made through research, existing beliefs about current theories may be
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challenged. Positivists use deductive approaches to simplify complex interactions into
fundamental elements. They seek to identify the causes of outcomes through observation and
experimentation and generalize their findings. Findings are focused on explaining relationships
and outcomes (as well as with predicting future outcomes) and are typically expressed in
numerical and statistical statements of fact that support validation through evidence. Therefore,
the quantitative research methodology is usually implemented for a positivism research
paradigm and includes methods such as closed-ended questionnaires with descriptive and
inferential statistical analyses (Crotty, 1998; Mertens, 2010).
In summary, the positivistic approach in research presumes the social world can be
understood through objective measurement and quantification of its phenomena. It attempts to
construct requirements to predict behavior through neutral and objective interaction with
participants. This approach largely generates hypotheses which are confirmed or refuted through
the data collection analysis process with the aim of generalizing findings (Bargal, 2008).

The Interpretative Research Paradigm
The ontology associated with the interpretative research paradigm is that of relativism,
which views reality as subjective and variable among individuals. In this view, the world is
interpreted by one’s senses and therefore reality is created by the individual, resulting in many
realities. Subjectivism represents the epistemology for the interpretive paradigm, which is based
on our view of real-world events experienced through participation. Through this view, reality
cannot be separate from our knowledge of reality. Interpretive methodologies use inductive
approaches which do not attempt to simplify complex interactions into core components and
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instead use data-rich descriptions in an effort to discover new understandings of the world.
Interpretive researchers seek to understand individual perspectives and social interactions, and
account for contexts of the individuals and directly interact with study participants.
Interpretative research is usually associated with qualitative research methodologies such
as case studies, ethnography, heuristic inquiry, and phenomenological research. Methods
associated with interpretative research (such as open-ended interviews, open-ended
questionnaires, and focus groups) are intended to gain an understanding of social behaviors,
uncover insights, and elicit participant explanations of phenomena. Data analysis requires the
researcher use their analytical skills to interpret the world (Leedy & Ormrod, 2013; Mertens,
2010; Scotland, 2012).
In summary, the interpretive view in research is one of social behavior and human
interaction. Rather than seeking causal relationships from effects, it seeks underlying knowledge
by researching problems in a more holistic manner.

The Critical Research Paradigm
Historical realism is the ontology associated with the critical research paradigm, which
views reality as a socially constructed entity subject to ongoing internal influences. The
epistemology of the critical paradigm is that of subjectivism based on real-world events and
political ideology. In this case, reality is viewed as socially constructed, influenced by cultural,
economic, political, and social values, and can be altered by actions of individuals. It is proposed
that knowledge is determined by the power of those advocating for the knowledge. This
paradigm evaluates how the world should be and assesses reality to address issues such as social
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justice, with the goal of realizing change. The methodologies for the critical research paradigm
are usually qualitative and seek to challenge values, assumptions, and standard social structures,
and involve social action enlightened by reflection. Researchers aim to carry out change with
research participants though a process of discovering reality, performing a critical analysis of the
reality, and recreating the knowledge gained. Methodologies include action research, critical
discourse analysis, critical ethnography, and ideology critique. Critical methods are implemented
to critically examine reality while considering the context from a cultural, historical, and political
viewpoint. These methods may include open-ended interviews, open-ended questionnaires, focus
groups, journals, and open-ended observations. Data analysis usually requires the researcher to
interpret the world using specific values (Crotty, 1998; Leedy & Ormrod, 2013; Mertens, 2010;
Scotland, 2012).

The Action Research Paradigm
The genesis of the term action research is largely attributed to Kurt Lewin (1890-1947),
a social psychologist and the originator of the Research Center for Group Dynamics at the
Massachusetts Institute of Technology. Beginning in the 1920s, Lewin developed field theory,
which is the theoretical underpinning of all his works. His psychological theory, also known as a
topological psychology, draws upon field theory in the discipline of physics and gestalt
psychology to examine the interactions between individuals and the total field or environments
in which they move (Burnes & Barga, 2017). While initially focused on understanding the
behavior or the individual, Lewin’s field theory evolved into a method for assessing and
changing the group behavior. Lewin’s theory proposes that the behavior of individuals and
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groups can be understood, predicted, and changed by composing the psychological forces
influencing the behavior at a given point into the construct he coined as the “life space” (Burnes
& Cooke, 2013). This theory states that behavior must be evaluated in the appropriate context
and include the forces that affect it because behavior is derived from the totality of coexisting
and interdepended forces that affect the individual or group at a given instance in time, thus is
the “life space” in which the behavior occurs (Bargal, 2008).
Lewin’s work on planned change and leadership style led to significant research
advancements in group dynamics and change program implementations and is the foundation for
contemporary theories of planned change, applied behavior science, action research, and
organization development (Burnes & Cooke, 2013). Lewin (1946) developed a framework for
action research that includes the following steps: (a) planning, (b) acting, (c) observing, and (d)
reflecting. The objective of action research is to generate knowledge to inform action. It involves
systematically investigating problems from the perspectives of those most affected by them.
From a participatory perspective, action research is unique given it is context-bound and entails
action intended to change a given situation. From an academic and practical standpoint, this
means the researcher is engaged in the research process that ultimately informs practice with
knowledge generated directly from practitioners. Action researchers seek to acquire information
that has a practical application to address challenges of in-practice entities. Underpinning the
action research paradigm is critical theory, which challenges positivist and interpretive
paradigms that limit engagement and include observers as a means to describe phenomena of
their environment. The action research paradigm promotes development of knowledge by
involving local experts aimed at improving the phenomena of their environments. (Mohrman &
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Lawler, 2011). It should be noted that action research approaches may require significant effort
and time. This resource demand should be carefully considered by researchers during the
research design and methods selection process. While it may be tempting to implement action
research models such as the spiral model, which provides the opportunity to research
phenomenon progressively at a higher level each time to achieve an overall understanding, even
the most basic process can take years to complete (Winter & Munn-Giddings, 2013).

The Contingency Paradigm
As discussed in the review of literature, the contingency theory of organizations is
derived from the scientific contingency approach that states that the effect of one variable (X) on
another variable (Y) depends on a third variable (W) such that when the value of W is low, the
effect of X on Y is different than when the value of W is high. Further, the effect is linear,
meaning for example that when the value of W is high, X may have a negative effect on Y.
Conversely, when the value of W is low, X may have a positive effect on Y. In this paradigm,
the effect of X on Y cannot be known without knowing whether the value of W is high or low,
thus a valid bivariate relationship between X and Y cannot be stated because the relationship
between X and Y is part of a larger causal system that includes the W variable. The resulting
causal statement is more complex than the relationship between X and Y alone due to the
introduction of the third variable W, in which case the valid generalization is derived from a
more complex trivariate relationship. This means that the W variable moderates the relationship
between X and Y and therefore can be described as a moderator or conditioning variable of the
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relationship known as a contingency factor (Donaldson, The Contingency Theory of
Organizations, 2001).
In the contingency theory of organizations, the contingency factor serves a specific role
such that not all moderator or conditioning factors in science are contingencies in the
contingency theory of organizations. In this theory, the contingency relationship (of W) is
between some organizational characteristic (X) and effectiveness (Y) in which the application of
a contingency factor (W) identifies which characteristic produces high levels of effectiveness of
the organization, or the organizational unit of analysis of study such as a division, branch, or
individual. Effectiveness in organizational theory is used as a means to explain the success or
failure of organizations or some part of the organization.
Given that the meaning of effectiveness is broad, it has taken on different forms of
effectiveness in contingency studies such as profitability, efficiency, performance, (Child,
Organizational Structure, Environment and Performance: the role of strategic choice, 1972)
(Child, Managerial and Organizational Factors Associated with Company Performance, Part II: a
contingency analysis, 1975), and employee satisfaction (Delery & Doty, 1996). Similarly, the
contingency is defined as any variable that moderates the effect of an organizational
characteristic on the organizational performance. Therefore, the open-ended nature of
contingency theory gave way to rich applications in research and has resulted in a multitude of
contingency theories of different organizational characteristics, such as leadership, each with
their own collection of varying theories, with the dominant works being those of structural
contingency theory. Further researchers subscribed to theories other than contingency theory
have found it useful to incorporate the theory into their works.
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Classical contingency theories have been used as a theoretical basis in more modern
fields of study such as project management and program management and has resulted in a
number of theories focused on identifying which aspects of organizations contingency factors
affect or the effect of goodness of fit on performance where the goodness of fit is measured
between an organizational characteristic variable, such as structure, and a contingency variable
of the environment. Such evolution can be shown through the classical distinction between
incremental and radical innovation and its relationship between organic and mechanistic
organizations (Burns & Stalker, 1961), the development of organization and innovation
contingency models (Damanpour, 1996), the project type classifications based on the
contingency factors of complexity and uncertainty (Shenhar A. J., One Size Does Not Fit All
Projects: exploring classical contingency domains, 2001), and the change -driven (Commerce
Office of Government, 2007) and configuration (Pellegrinelli, Programme management:
organizing project-based change, 1997)program typologies, given the projectification to
programmifiaction theme found in literature (Maylor et al., 2006) .
The encompassing and open-ended nature of contingency theory, along with the
multiplicity of contingency theories generated as a result has led to questions on whether a single
contingency theory of organizations exists. The criticism observed in the literature asserts that
structural contingency theory represents a body of loosely grouped and disparate theories and an
overall structural contingency theory of organizations does not exist. Therefore, the claim
suggests that a unifying paradigm does not exist. However, this claim may be argued through
conceptualization of an overarching theoretical framework that encompasses all contingencies
and their associated organizational characteristic variables, thus presenting a unified paradigm.
69

This study draws from structural contingency theory as it represents the largest and most
encompassing body of knowledge regarding contingency studies. There are three elements that
together form the core paradigm of structural contingency theory.
1. There is a relationship between contingency and the organizational structure.
2. Contingency determines the organizational structure because an organization that
changes the contingency consequently changes its structure.
3. There is a fit between some level of the organizational contingency variable and
each level of the contingency that results in higher levels of performance such that
misfit results in lower levels of performance.
The relationship between fit and performance described in the third element above, provides the
theoretical explanation of the first two elements. Thus, an organization that is in a state of fit
with its contingency will tend to move to misfit when it changes its contingency, resulting in
lower performance. To avoid further loss in performance, the organization will then change its
structure to fit the new level of its contingency. Hence, over time, the organization tends to move
toward fit to avoid the loss of performance by being in a state of misfit.

Research Process
Regardless of the methodology, all research follows a similar process, the steps of which
are outlined below (Fraenkel & Wallen, 1996):
1. Statement of the research problem.
2. Formulation of the hypothesis or exploratory question.
3. Definition of terms.
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4. Review of the literature.
5. Sampling plan for the target population and the population for which results will be
generalized.
6. Definition of the data collection instrument.
7. Definition of the research methodology, procedures, and limitations.
8. Analysis of the data to answer the research question.
Research is typically categorized into two categories: qualitative and quantitative. The
researcher must obtain quantitative and/or qualitative data to answer the research question.
Quantitative data represent information that defines the object of study and is measurable
through variables and interpreted by translating the acquired measures into numerical values.
Qualitative data represent information that describes the object of study through approximation
or categorization. Qualitative and quantitative research methods are often used in research as
complimentary to one another (Fraenkel & Wallen, 1996; Mertens, 2010). Table 2 below
compares qualitative and quantitative research attributes.
Table 2: Comparison of Quantitative and Qualitative Research
Attribute
Purpose
Process
Data Collection
Analysis
Results

Quantitative
Explains relationships and
predicts future events.
Objective realism perspective
with defined constructs and
measures with a set design.
Large sample size using
instruments that translate
measures to numerical values.
Deductive and empirical.
Definition through numerical
and statistical values.
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Qualitative
Insights and understanding by
interpreting the real world.
Subjective interpretation with a
flexible design.
Small but data rich sample size
using instruments compatible
with interviews and observations.
Inductive and explanatory.
Description through words and
categorization.

In the current study, both quantitative and qualitative research processes were used to
address the bibliometric issues in the literature and the varying concepts and implementations of
program management in practice. Analyzing complex organizations such as programs within
their contexts involves collecting information based on workforce perceptions of success and
significant influences. Validity is enhanced when perceptions of individuals with expert
knowledge and an interest in the research topic are collected through data rich qualitative
methods. Quantitative research processes were subsequently applied in this study for the
purposes of ensuring credible interpretations of the qualitative information are achieved (Collins
& Stockton, 2018; Hasson et al., 2000; Mohrman & Lawler, 2011). The attributes of this mixed
methods approach are outlined as follows:
1. Purpose: Establish and verify relationships between constructs for framework
development.
2. Process: Define constructs and identify factors, variables, measures, and relationships
of significance based on consensus of subjective and individual perspectives of
14 qualified technical program management expert participants from the public
aerospace industry through application of the Delphi technique.
3. Data collection: Interview and questionnaire instruments to obtain data from
14 qualified technical program management expert participants from the public
aerospace industry.
4. Data analysis: Iterative rounds of analysis—both inductive and explanatory along
with deductive and empirical—through the application of thematic and statistical
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analysis techniques to achieve at least 51% consensus among the 14 subject matter
experts.
5. Results Reporting: Numbers and statistical summaries along with narrative findings,
recommendations, and conclusions supported by commensurate framework.

Conceptualization of the Research Model
The refined conceptual model, or research model, is presented in this section. The
purpose of the research model is to provide a framework for the development and tailoring of
definitions, constructs, factors, variables, and measures necessary for investigating relationships
among these constructs given a specified industry environment. In this study, contingency theory
as a theoretical lens is applied to the field of program management for a complex and technical
context in the public aerospace industry. Specifically, the research focuses on the program
structure such that the largest and most encompassing body of knowledge for contingency
studies, those of structural contingency theory studies, was used to enrich this study. The
remainder of this dissertation may simply state the term “contingency theory”, however when
associated to the program characteristic of structure, the researcher is referring to structural
contingency theory.
The previous sections of this dissertation established a theoretical basis for applying
contingency theory of organizations to the study of programs. The project theoretical roots of
programs in addition to their theoretical underpinnings in organizational, product development,
strategy, manufacturing, quality, industries and economic change, institutional change, work, and
organizational change theories were described in detail. The organizational and management
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theoretical roots of contingency theory were provided along with its use in research as a way to
view and study organizations.
Early studies conducted in the late 1950s and 60s regarding organizational and
management theory provided significant contributions to the development of contingency theory.
Contingency theory has had a significant impact in organization science, and its research has
molded much of what is taught today (Donaldson, 2001). Contingency theory acts as a
theoretical lens for studying organizations so that we may better understand organizations and
their effectiveness. Classical contingency theory of organizations asserts that there is no single
best way to organize and manage all organizations because different environmental conditions
might necessitate different organizational characteristics, and because the organization’s
effectiveness is dependent or contingent upon the goodness of fit between structural and
environmental variables. Through the lens of contingency theory, organizational effectiveness is
achieved from fitting characteristics of an organization, such as structure, to contingencies that
reflect the organization’s situation (Burns & Stalker, 1961). Organizations are viewed as being
motivated to adapt over time to fit or align with their contingencies such that effectiveness or
high performance is maintained, thus embodying adaptive organizational change. The works of
Lawrence and Lorsch (1967) drew upon systems theory and conceived organizations as open
systems in which different forms of organizational structures arise when adapting to different
environments. This notion has been extended to this study given that programs may be conceived
as organizations within organizations. The open systems view of organizations is captured in
modern organizational theory which challenges traditional organizational theory by arguing that
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there is no best way to organize and manage an organization and organizations as open systems
must be studied in their relative context.
In this study, the application of contingency theory as a theoretical lens is intended to fit
(via congruence) variables of program context and program structure that yield high program
success, thus allowing program structures to be examined in the relevant program context.
Consistent with the theory, this study proposes that different program conditions may necessitate
different program characteristics and that the “fit” between these variables will significantly
contribute to whether a program is ultimately successful.
The application of this theory allows further tailoring of the research model definitions
and components to reflect the program management knowledge base that exists relative to a
specific program operating environment. Based on the review of existing literature the
conceptual model was refined to allow investigation of other relationships and impacts to
program success in addition to the fit between program context and program structure. The
research model is shown in Figure 7 below.
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Note. Copyright by L. Segarra.
Figure 7: Conceptual Research Model
The research model focuses on four constructs based on the literature review provided in
Chapter 2 and is consistent with the application of contingency theory to programs as the
organizational unit of study. The construct definitions and operational concepts are described
below.
Fit is a proposition that states there is a level of a program structural or characteristic
variable that matches or is congruent with a level of a program context or contingency variable
that results in producing the highest level of program success. Lower performance occurs when
the level of the program structural or characteristic variable does not match or is incongruent
with the level required by the program context or contingency variable, thus creating a misfit.
Analytically described, the program context or contingency variable moderates the effect of the
program structure or characteristic on program success (Donaldson, 2001).
Program Context consists of the surroundings, circumstances, environment, background,
or settings that determine, specify, or clarify the purpose, meaning, nature of, and influences on a
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program’s organizational and management structure (Houghton Mifflin Company, 1985; Lycett
et al., 2004; Pellegrinelli, 1997; Shenhar A. J., 2001). The program context possesses internal
and external situational and environmental variants, or contingency variables, that may
necessitate different program characteristics or structural variants (Donaldson, 2001; Shao &
Müller, 2011).
Program Structure is a framework consisting of organizational structures, including
dimensions of organizational structures termed program characteristics, and management
processes that is implemented for the purposes of managing and operating a program. Program
structures typically include one or more project components managed in a coordinated manner to
successfully achieve an intended outcome. The program structure is formulated to ensure the
program activities contribute to achieving program success. (Partington et al., 2005; Pellegrinelli,
1997; PMI, 2013; Shehu & Akintoye, 2010; Turner & Speiser, 1992).
Program Success is focused on obtaining benefits and achieving outcomes consistent
with parent organization or agency strategic needs through the management of one or more
projects and program activities (Lycett et al., 2004; NASA, 2013; Pellegrinelli, 2002).
This research aims to answer the main research questions presented in Chapter 1 by
analyzing the relationships between the program context, program structure, and program
success. Contingency theory, the core theory guiding this research, specifies that program
success is dependent upon the goodness of “fit” between the variables of program structure and
program context. The application of fit, via congruence, in this research model is enhanced by
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considering moderator and mediator impacts of program context factors and leaves room for the
possibility of conflicting contingencies to be identified.

Operationalization of the Research Model
This section outlines the practical steps followed by the researcher to answer the main
research questions of this study through the theoretical framework discussed in the previous
sections of this chapter and depicted by the research model. The overall research approach,
applied techniques, data collection instruments, and tools used are described in the following
subsections.

Research Approach
The research approach implemented for this study was largely shaped by the issues and
variations identified in the review of literature that suggest (a) different kinds of programs exist
in different environments, (b) a unified theory of program management does not yet exist, (c)
program management as an organizational concept is not well understood, and (d) the impact of
the works in literature on practicing entities is low. The research framework is summarized in
Table 3 below.
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Table 3. Research Framework Summary
Framework Item
Research Paradigm
Ontology
Epistemology
Theory Guiding the Research
Research Model
Research Design
Research Method:
Process
Data Collection:
Target Population
Unit of Study
Sample
Instruments
Analysis
Research Output

Description

Critical Theory
Realism
Rational
Contingency Theory
Contingent Model of Program Context, Program Structure
& Program Success with capability to explore other
moderator and mediator relationships.
Mixed methods
Delphi Technique
Interviews of 14 qualified subject matter experts to inform
subsequent iterative questionnaire rounds.
Program Management Experts of Technical Programs in
the Public Aerospace Industry
Program
Fourteen (14) qualified subject matter experts
Interviews and iterative questionnaires.
Inductive and deductive using thematic and statistical
analysis techniques to achieve at least 51% consensus
among the 14 subject matter experts.
Framework, Recommendations, Conclusions

The goal of the study was to examine program structures to gain an understanding of how
and why different program structures emerge, and which program structures yield higher levels
of program success. To effectively accomplish this, a mixed methods research design that
implements a modified Delphi technique (McKenna, 1994) along with the application of
contingency theory was selected as a way to examine the effects of different program structures
on program success in the relative program context. The data collection and analysis process are
graphically depicted in Figure 8 below.
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Note. Copyright by L. Segarra.
Figure 8: Data Collection and Analysis Process
The Delphi mixed method research design relies heavily on the data obtained through
qualitative methods yet incorporates subsequent qualitative methods to iteratively refine results
in a controlled manner designed for consensus building among qualified experts. The application
of contingency theory to programs is supported given that (a) the theory is rooted in modern
organization theory that emphasizes attention to the relative environment in which an
organization operates, (b) the theory challenges the “one size fits all” notion of classical
organizational theory, and (c) programs may be considered an organizational form. The works by
Collins et al. (2018) discuss the central role of theory in qualitative research and propose that
theoretical frameworks be integral to strengthen the qualitative research process. Previous
research has attempted to generalize results such that they may be applicable to programs across
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industry. However, such generalizations have been criticized, especially from the contingency
perspective (Artto et al., 2009; Donaldson, 2001; Lycett et al., 2004; Shenhar A. J., 1998).
Therefore, this study applies a bottoms-up approach and focuses on technical programs in the
public aerospace industry as the target population.
While the application of contingency theory to programs is justifiable, theory building
was determined to be problematic due to the state of the current literature. A review of the
literature revealed a lack of theoretical and practical understanding of program management
concepts. It became clear that different knowledge bases exist in different industry environments.
Further, deficiencies identified in the literature were largely due to narrowly focused research
and a lack of theoretical basis, raising questions on the usefulness of the existing research for
practical implementation.
To address the issues described above, the research approach was revised to incorporate a
participative action research approach into to this study through application of the Delphi
technique. The application of contingency theory is complimentary to this this research approach
given that both focus attention on accounting for influences that exist in different environments
or contexts. By studying a specific industry and sector, two key issues may be addressed. First,
confounding effects on performance, which may complicate the analysis, can be reduced or
limited (Donaldson, 2001, p. 203). Second, the research can address Problem Statement #6,
which states that knowledge bases and program management approaches in specific industry
environments are widely neglected in the literature. The Delphi technique provided a reliable
method for studying programs in their specified operating environment and provided an
opportunity for the researcher and the expert cooperatively work together, acquiring information
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which may otherwise have been undiscovered (Hasson et al., 2000; Mohrman & Lawler, 2011).
The data collection process involved participation from expert practitioners from the industry
environment of study and allowed for iterative refinement for consensus building among these
participants.
The benefit of this research approach is that it begins to address the issues presented
above by facilitating the advancement of theoretical and practical knowledge simultaneously.
From an academic and practical standpoint, this means the researcher is engaged in the research
process that ultimately informs practice and knowledge is generated directly from practitioners.
Overcoming the issues will not only provide a foundation for building program management
contingency research but also will enable different studies to be compared and evaluated to
produce implications for program management practitioners through inclusion of specific
industry approaches that would account for unique program management impacts. Rather than
perpetuate research that may be misaligned with the practice of program management, attention
was given to promote usefulness within this study. This research entails multiple phases which
are described in detail in the subsequent sections.

Delphi Technique
This section provides an overview of the Delphi technique applied to this research and
discusses the details of its use in the research design for gathering and analyzing the data for this
study. The purpose and goals of the research are summarized, and details of the Delphi setup and
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execution are provided, including the study’s target population and sample, how participants
were selected and protected, and how data collection and analysis was addressed, including
which data collection instruments were used.

Overview
The Delphi survey is a group facilitation technique originally developed by the Rand
Corporation in the 1950s for the purposes of technological forecasting (McKenna, 1994). It has
been widely adopted by researchers as a method for obtaining expert judgments in a reliable
way through methodological precision and research rigor. The technique entails an iterative
multistage process that is designed to transform subject matter expert opinions into group
consensus. Consistent with the action research paradigm applicable to this study, the Delphi
survey technique makes use of individuals that possess knowledge and have an interest in the
topic being researched. These informed individuals are commonly referred to as “a panel of
experts” (Hasson et al., 2000). The Delphi technique is well suited for research that faces a lack
of information about a phenomenon or problem and lends itself to research goals that seek to
understand problems, opportunities, solutions, or develop forecasting capabilities (Linstone &
Turoff, 1975; Turoff, 1970).
The Delphi technique procedure is defined by four basic principles: confidentiality,
iteration, controlled feedback of responses to all group members, and statistical aggregation of
individuals’ responses (Rowe & Wright, 2001). The implementation of the technique involves a
series of data collection steps, or iterative rounds of data collection, controlled for confidentiality
of the expert participants. The expert participants do not meet as a group; instead, sequential
83

interviews and/or questionnaires are used to collect data from the individual expert participants.
The first round may include qualitative data collection techniques, which are subsequently and
iteratively summarized and relayed back to the participants in a quantitative form through a
controlled feedback process until a consensus or dissensus among the panel of expert is
determined (Hasson et al., 2000; McKenna, 1994). The Delphi process is implemented per the
following steps (Belton et al., 2019):
1. Justification for implementing the Delphi technique
2. Considerations and suitability
3. Delphi setup
4. Define goals
5. Sample (panel of experts)
6. Develop introduction, closure, questions topics, and timeline for survey and pilot.
7. Develop question items and response scales
8. Delivery method selection
9. Define panelist feedback
10. Panelist dropout mitigations
11. Analysis and reporting results
This research applies a modified Delphi design, which is a variation of Dalkey and
Helmer’s (1963) classical Delphi design. Their classical technique consisted of the
administration of two or more rounds of questionnaires for collecting data and reaching group
consensus. The modified Delphi technique offers research additional flexibility through inclusion
of interviews to inform the initial questionnaire in addition to beginning the consensus building
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process with the inclusion of open-ended questions in the initial questionnaire that are derived
from the research questions of study. This study began with qualitative semi-structured, openended interviews of a panel of qualified experts intended to collect data to inform a questionnaire
that kicked off the iterative rounds of questionnaires for the consensus building process. The
initial questionnaire included open-ended questions such that narrative responses were
encouraged (Hasson et al., 2000). Response results were statistically summarized and provided
back to the expert participants through subsequent questionnaire rounds until at least 51%
consensus or dissensus was achieved among the expert participants (McKenna, 1994).
Consensus meaning at least 51% of responses consistently agree with each other and were
sustained through at least two questionnaire rounds. It is important to note that while consensus
or dissensus may be the outcome of the Delphi technique, the primary purpose of the technique
is to obtain expert group opinion.

Purpose and Goals
The Delphi technique was applied to this research to obtain consensus and determine
importance regarding the construct definitions, factors, variables, measures, and relationships for
the research model given a specified industry environment, as depicted in the Conceptualization
of the Research Model section. The research model draws upon structural contingency theory to
explore how different program organizational and management structures affect program success
in different contexts or situations. In addition to contingency relationships, other mediator and
moderator relationships are explored through the data collection and analysis process. To address
the current need to conduct useful research and for contingent approaches in program
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management, the Delphi technique was applied to this study. This technique not only provided
opportunity for studying programs in their specified operating environment, but also for the
researcher and the expert to work cooperatively to acquire insights that may have otherwise been
left undiscovered. This approach is aligned with conducting useful research that facilitates the
advancement of theoretical and practical knowledge simultaneously. This is because the
researcher is engaged in the research process that ultimately informs practice and knowledge is
generated directly from practitioners.
In summary, the research seeks to impact the theoretical, practical, and future research
aspects of program management. The goals of the research through expert consensus building
are:
1. Define constructs, factors, variables, and measures for the research model constructs
of program context, program structure, and program success specific to technical
programs in the aerospace industry.
2. Explore the contingency relationships of fit via congruence between the program
context and program structure variables that yield high success.
3. Explore other mediator and moderator relationships among the research model
constructs besides contingency relationships.
4. Gain an understanding of how and why technical programs in the public aerospace
industry are structured differently and how these structures affect program success.
5. Provide common a ground that can be used as a basis and framework for structuring
different kinds of government technical programs, in the aerospace industry, that
yields high program success.
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6. Help managers decide how to structure their programs before execution and also
provide insights on how to correct challenges that may negatively impact success in
existing programs.
7. Enable future researchers to build upon this research to development of an overall
contingent theory for program management.

Justification
The first step in applying a Delphi technique to research is to provide justification for its
use. To accomplish this, evaluation of certain considerations and suitability of the technique for
the research is required (Hasson et al., 2000). The use of the Delphi technique with participation
from a panel of technical program management experts in the public aerospace industry for this
research study is justified as follows:
1. The time, cost, and logistical requirements of other research methods such as nominal
group technique would make group participation and frequent meetings of all the
research participants unfeasible.
2. Given the limited availability of the technical program management experts needed to
conduct this research, the Delphi technique offers a feasible method for collecting
opinions of the expert participants without the need to bring the panelists together
physically.
3. Logistical considerations include:
a. The locations of the expert participants are significantly geographically
diverse.
87

b. Due to the increased sensitivity of the information obtained from different
programs and agencies, participants are more likely to be willing to provide
inputs and answer questions honestly if their identifiable information is
confidential.
c. E-survey options for distribution of questionnaires to a large random sample
are not supported by agency IT security and are considered an external source
threat. Mail delivery is slower and incurs additional overhead.
d. It is advantageous to employ face-to-face interviews to engage participants,
which also helps to increase response rates in subsequent questionnaire rounds
(McKenna, 1994).
4. Early investigation of a quantitative research approach indicated that the research
problem does not lend itself well to prescribed analytical techniques; however,
benefits can be realized through collective subjective judgments (Linstone & Turoff,
1975).
5. As identified in the scholarly literature and observed in practice, the Delphi technique
is suitable for addressing contradictory or insufficient information through
correlations and consensus building (Turoff, 1970).
6. The study required the knowledge and experience of experts, expert opinion, in the
field of program management to acquire meaningful insights for answering the
research questions due to the complex nature of the program organization and the
need to advance both theoretical and practical knowledge and understanding
(Linstone & Turoff, 1975).
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The appropriateness of other available data collection alternatives were discussed above.
Given the nature of this research and the issues it seeks to overcome, the application of the
Delphi technique to this research study is warranted. The remaining steps and components of the
Delphi process are provided in the subsequent sections of this dissertation.

Limitations
It is important to note that the existence of a consensus via application of the Delphi
technique does not indicate that the results are correct or broadly applicable, rather it reflects
areas that a specific group of experts considers important in relation to the research topic
(Hasson et al., 2000). As noted in the general limitations section of this dissertation, the results
from this study cannot be generalized since the study is based on interviews and questionnaires
within a small sample size. However, the validity of this study was enhanced by including expert
participation and an expert participant selection process that included qualifying criteria to be
considered an expert and to participate in this study. Future studies should include a larger
sample size to test the results of this study and enhance the reliability and validity of the results.
This study applies—and is therefore limited to—technical programs in the public
aerospace industry. This limitation also enhances the validity of this study as it was purposefully
chosen to implement a meaningful contingency study in the field of program management and
provide a “bottoms-up” approach for building upon this research in the future. Future studies
should include other government and non-government programs within and outside of the
aerospace industry to further assess the generalization of results from this research approach.
Additional opportunities to enhance the reliability and validity of this research include future
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validation studies using the framework produced from this study. Also, this research provides a
future research opportunity to move toward a contingency theory of program management by
working with context-based practitioners on the items they identified as important.

Target Population and Sample
The target population, or pool of potential participants for the study, was program
managers with experience in leading technical programs in the public aerospace industry,
including program managers and personnel who perform the functions and role of a program
manager but do not necessarily have the title of “program manager.” While the literature
identifies different types of programs, there is criticism of the basis for such classifications.
Further, there is disagreement on the fundamental definition of a program and the constituent
components of a program in the literature, along with many variations in practice as well.
Because of these issues, a program typology was not considered in the criterial for identifying
program management participants to be included in the target population. Rather, the term
“technical” is used to describe programs that exist in public agencies for the purposes of
research, design, manufacturing, operations, and sustainment of aerospace technologies and
capabilities.
A purposeful sampling was used for identifying and selecting research participants from
the targeted population of this study. As stated in the Limitations section of this research, this
research cannot be generalized due to the intentional industry-specific focus of the study.
Therefore probabilistic, and random sampling techniques are not suitable methods due to the
inherit intent to generalize findings through minimizing bias in the selection process and controls
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for confounding effects. Purposeful sampling identifies and selects participants based on their
level of experience and knowledge about the phenomenon or problem of study. This is done
because of the data-rich research approach intent with the need to obtain data from specialized
knowledge possessed by a limited set of candidates. Further, the availability, ability, and
willingness to participate and communicate openly and effectively about experiences and
opinions are important considerations in this study and are supported by purposeful sampling
(Belton et al., 2019; Linstone & Turoff, 1975).
The purposeful sampling strategy implemented in this study is that of heterogeneous
maximum variation. This strategy seeks maximum variation between cases of study in terms of
sampling from technical programs across multiple public agencies involved in the aerospace
industry. This strategy is consistent with research seeking to identify unique or diverse variations
that emerge from adapting to different environmental conditions, which is at the heart of this
research study (Linstone & Turoff, 1975).
A review of the literature determined a standard sample size does not exist for the Delphi
process given that the various recommended sample sizes range from single to triple digits.
Theoretical saturation was not the most suitable approach for this study due to the need to
account for unique experiences and opinions that could be missed if data from the full intended
sample are not fully analyzed. The sample of the target population spans three relative cases in
the public aerospace industry. Therefore, the sample size for this study followed the
recommendations of Delbecq et al. (1975) of 5-10 participants for heterogeneous panels, also
supported by works of Rowe and Wright (2001), who recommend 5-20 panelists. The sample
size for this study aimed for a selection of at least 12 expert participants or panelists to protect
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for member dropout. The actual sample size in this study was 14 expert participants, or panel of
experts, across the public aerospace industry cases of study, including the Department of
Defense (DoD), Federal Aviation Administration (FAA), and National Aeronautics and Space
Administration (NASA).

Selection
The participants for this research study were selected for the purpose of applying their
specialized and intimate knowledge based on specified criteria that qualified candidate
participants as suitable program management experts in the public aerospace industry. The
qualification criteria for the selection of expert participants assist with mitigating bias in the
sampling method and enhance credibility and transferability of the research study (Linstone &
Turoff, 1975). The selection criteria used in this study are as follows:
•

•

Inclusion Criteria:
o Professional experience directly in the field (technical programs) and sector
(public aerospace industry) of interest and:
 At least 3 years of experience as a program manager, or
 At least 5 years of experience as a project manager, or
 At least 7 years of experience as a higher level manager working
directly for a program with cost, schedule, and technical decision
authority.
o Availability to participate in the research.
o High interest in the area of research.
Exclusion Criteria:
o Does not meet the inclusion criteria.

The inclusion criteria outlined above serve as mitigation steps that protect for panelist
dropout given that the panelist must have a high interest in the area of research and availability to
support the study. The approach for this research was to solicit expert participation from those
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that meet the inclusion criteria using executive-level management assistance to identify potential
candidates. This was done across the three relative cases in the public aerospace industry
including federal agencies for the Department of Defense (DoD), Federal Aviation
Administration (FAA), and National Aeronautics and Space Administration (NASA). Additional
details of the recruitment, participant protection, data protection, and piloting processes are
discussed in subsequent sections of this dissertation, along with the data collection instrument
protocols and informed consent process. While the research participants are exempt from human
research regulations, the research design incorporates confidentiality of participants in the
interest of obtaining representative information through willingness of open communication.

Validity, Reliability, Credibility, and Transferability
Implementations of the Delphi technique require reliability mitigations to substantiate
trustworthiness and methodical rigor through the criteria that apply to all qualitative studies:
Credibility (truthfulness), Fittingness (applicability), Auditability (consistency), and
Confirmability (Fereday & Muir-Cochrane, 2006; Nowell et al., 2017). The technique subjects
both the researcher and participants to bias, hence the need for methodical rigor and
trustworthiness. The reliability divergence is based on results of analysis such that the results
from different panels when compared may differ. The validity of the technique is based on an
assumption that multiple individuals decrease the likelihood has arriving at an incorrect decision
compared to a single individual (Braun & Clarke, 2006). The main thread to validity when
implementing a Delphi technique is response rates, which was addressed through the process and
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procedure established for this study and included mitigations for panelist dropouts (Hasson et al.,
2000; McKenna, 1994; Nowell et al., 2017).
Credibility was addressed through: (a) the expert selection process and qualifying criteria
and mitigate bias, (b) data analysis verification through controlled feedback & refinement with
qualified expert panelists (questionnaire rounds), (c) conclusions drawn were required to be
supported, at least in part, by existing theory, (d) peer reviews for the data collection instruments
(pilots, instrument reliability), analysis rounds, interview protocol, and IRB approval. Each
round of data analysis was peer reviewed by at least one committee member before continuing
with the subsequent round of data analysis. The data analysis credibility was verified through
subsequent controlled feedback and refinement processes using the panel of experts in the
iterative questionnaire phase as required of implementations of the Delphi technique (Hasson et
al., 2000; McKenna, 1994; Nowell et al., 2017; Vaismoradi et al., 2013).
Transferability was addressed by maintaining a codebook for codifications and their
justifications during the thematic analysis process in this study along with a journal of notes and
decisions. These artifacts were maintained through the data analysis process to provide a clear
audit trail (Fereday & Muir-Cochrane, 2006).
Representativeness was addressed in this study by applying both configuration
management procedures and a data analysis framework to guide the analysis process. These
implementations provided a consistent, traceable, and systematic approach for the data
aggregation, reduction, and analysis process. Further, theory was linked to the data to support
enhancement of representativeness and internal validity. The data collected was representative of
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the intended target population and sample since were collected from program management
experts, that met the expert qualification and participation criteria established for this study,
across multiple government agencies in the aerospace industry (Fereday & Muir-Cochrane,
2006; King, 2004; Nowell et al., 2017).
Fittingness was addressed by through the assessment of methodology options and
justification established for the implementation of the Delphi Survey technique (reference the
Justification section in this dissertation chapter). The Thematic Analysis technique and
hierarchical framework (King, 2004) supporting the data analysis process were assessed to be
compatible and suitable with the Delphi technique. Bias mitigations for reporting results through
the verification feedback loop process include providing participants all results of analysis with
no exclusions (Braun & Clarke, 2006; Fereday & Muir-Cochrane, 2006; Nowell et al., 2017;
Hasson et al., 2000; McKenna, 1994).
The researcher is subject to bias due to the nature of the sampling method implemented
for this study, selective purposive sampling. The qualifying criteria for use of the method comes
with the assumption that the researcher possesses knowledge about the population such that they
may use that knowledge to select the cases to be included in the study sample. The researcher
does meet the selection criteria established for this study and thus qualifies as a technical
program manager expert in the public aerospace industry. This knowledge and qualification of
the researcher is necessary to enhance the credibility, quality, and validity of the research results
as an expert is needed to properly interpret expert responses to the research questions (Fereday &
Muir-Cochrane, 2006; Nowell et al., 2017).
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Data Collection & Analysis Process
The next steps in the Delphi process included the development of an introduction,
closure, questions, topics, and timeline for the survey and pilot. The process included
development of question items for data collection and subsequent response scales informed
through a qualitative first round of data collection, the delivery method, definition of panelist
feedback, and the overall approach for data collection, analysis, and reporting of results. Details
regarding the Institutional Review Board (IRB) process for research involving human subjects,
documentation of IRB approval of exemption to regulation, and protocols specific to the data
collection instruments are provided in the appendices of this dissertation.
The data collection process in this study is both iterative and multiphase in nature. The
methodology prescribed by Shao and Müller (2011) guides the data collection and analysis of
this research as one of the few comparable studies of programs identified in the review of
literature. This dissertation describes this the data collection, analysis, and results processes in
two parts which are documented in the subsequent dissertation sections titled, Phase 1:
Interviews and Phase 2: Iterative Questionnaires Rounds, respectively.

Phase 1: Interviews
This phase of the research study uses semi-structured interviews to collect qualitative
data from the research participants, the qualified panel of experts previously discussed, following
the survey research techniques prescribed by Dillman et al. (2014). The data collected from the
panel of experts was used in the development of the program context and program success
constructs, components, and measurement scales identified in the research model. This phase of
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the research also collected data from the panel of experts regarding program structure
components that are needed to successfully manage and operate a program. Questions regarding
how and why programs are structured differently along with construct component influences
were included to gain an understanding of the relationships among the research model constructs
that may exist. Once the data collection was complete and analyzed, the initial questionnaire was
developed as part of the Delphi process implemented for this study (Hasson et al., 2000). The
iterative questionnaire and data refinement process is later described in the dissertation section
titled Phase 2: Iterative Questionnaire Rounds.
To complete this qualitative phase of the study, a critical realism perspective using
inductive and deductive analysis techniques were applied through thematic analysis in addition
to statistical analysis to address the following researcher sub-questions (Nowell et al., 2017)
(Braun & Clarke, 2006):
Sub-Question 1: What are the most important constructs and measures for program
context?
Sub-Question 2: What are the components of program structure important to
successfully manage and operate a program?
Sub-Question 3: What are the most important constructs and measures for program
success?
Sub-Question 4: How do the relationships between Program Context and Program
Structure affect achievement of Program Success?
The questions were oriented toward addressing the following knowledge gaps identified in the
review of literature process:
Knowledge Gap 1: Constructs of program context.
Knowledge Gap 2: Components of program structure.
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Knowledge Gap 3: Constructs of program success.
Also, a context-specific concept of “program” was to be developed at this stage to address
problem statement #3, which states that there is a lack of consistency regarding the definition of
the term “program.” Further, in practice, organizations have different notions of what they
consider a program to entail, indicating that there is not yet a unified theory of program
management.
To gain an understanding of programs and the research model construct relationships that
may exist, and to address inconsistencies and gaps in the literature, additional questions were
included in the interview template with focus on the following questions:
1. How and why do programs differ?
2. How does differentiation among programs impact how a program is organized,
managed, and operated and its success?
3. What and how do contextual factors affect how a program is organized, managed, and
operated and its success?
4. How do program structural components affect program success?
5. To what extent can the program/program manager influence the contextual factors
and program structure?

Privacy and Data Protection
Appropriate provisions were established to maintain the privacy interests of the research
participants and confidentiality of the research data. These provisions included:
•

Limit use and disclosure of personally identifiable data.
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•

Codify and aggregate data.

•

Use of substitute codes with code lists and data files in separate and secure locations.

•

Use of secure locations, password protection, and encryption.

For the duration of this research study, steps were taken to minimize the risk of
unauthorized or inadvertent disclosure of individually identifiable information. The researcher is
responsible for collecting, reviewing, analyzing, securing, limiting access to, and disposing of
research data. The researcher is trained annually on federal ethics and data handling practices
including securing, storing, and disposal of sensitive, proprietary, and personally identifiable
information. The researcher completed the required institutional training for conducting research
with human subjects.
All research data are stored in a secure facility. Electronic files associated with the study,
including digital audio files and Microsoft Office files, are password protected and stored on an
encrypted hard drive. A secure server is used to back up the data files. Any email transmission of
sensitive, proprietary, or personally identifiable information is protected through encryption.
Configuration management was implemented for the research data to maintain original
data collection records, process subsequent changes to the data through analysis, and maintain
data integrity. This approach lowered the likelihood of data errors and provided data traceability
and availability as the research effort progressed. Practices such as version control and .pdf file
formatting were routinely utilized.
An informed consent process was implemented to notify the potential participants of their
rights, steps taken to automate their information, and how any data collected will be secured and
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kept confidential. The researcher’s personal background and the details of this research study
were shared with potential participants along with the potential benefits of conducting the
research. Interview questions were designed to be open-ended and did not represent controversial
subject matter. However, participants were allowed to decline to answer any question or
withdraw from the study if they at any time felt uncomfortable.

Data Collection Instrument
An interview protocol was developed to collect empirical data for this qualitative study
using guidance from Dillman et al. (2014), Moustakas (1994), and Yin (2014). The interview
questions were derived from the existing literature and theories in addition to discussions with a
panel of experts (Crotty, 1998; Fraenkel & Wallen, 1996; Mertens, 2010; Yin, 2014). The
interview protocol addressed the following areas:
1. The nature of the agencies and programs the interviewees are associated with.
2. Program context concepts, factors, and influences.
3. Program success criteria.
4. Program success factors and influences.
5. Program structure components and influences.
6. Program differentiation.
7. Other comments from the interviewees related to program context, program structure,
and program success.

100

Data Analysis
Thematic analysis was performed on the raw interview data to determine construct
definitions, factors, variables, measurement scales, and relationships among constructs of
significance determined by qualifying criteria. This qualitative method used both inductive and
deductive processes required (Vaismoradi et al., 2013). To be considered a theme the following
qualifying criteria was established and required to be met such that the information under
analysis must: (a) relate to the research questions, (b) convey important utility, and (c) be
prevalent across at least 35.5% of the respondents or, (d) recur more than three times for a single
respondent.
Initial themes were generated deductively from the raw data based on the research model
and research questions. Sub-themes were formed inductively using the framework created for
organizing codified data. The initial codification was informed by existing research, and the
conceptual framework detailed in prior sections of this dissertation. Pre-set codes were
established for traceability to source data, to support comparative assessments, and to organize
the raw interview data. The pre-set codes consisted of a unique identifier commensurate with the
interview data source and categorization by Program Context, Program Structure, Program
Success, or Program Definition.
The established codification framework was hierarchical as it was organized at the top
level by the research model construct, and subsequently decomposed by the commensurate
conceptual and measurable components codified in the codebook as aspects, constructs, factors,
variables, and measures. This was done to ensure codes could not be used interchangeably
(Nowell et al., 2017; Braun & Clarke, 2006). The approach complements the research questions
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by permitting the principles of organizational, program, and project management to be integral to
the deductive thematic analysis while also allowing themes to emerge directly from the data
using inductive analysis (Fereday & Muir-Cochrane, 2006). The interview protocol was
commensurate with the data analysis framework discussed to reduce interpretation by the
researcher during the analysis process and to maintain strategic alignment with the goals and
objectives of the study. Upon data analysis, patterns emerged by identifying duplicate data terms
and similarities in concepts. The codification and analysis framework has been provided in
Appendix C.
Justifications regarding decisions and interpretations related to the codifications and
themes were documented in the form of linkages to existing literature and theory along with the
theme qualification criteria established for the analysis process. Foundational works were
included in the coding justifications, particularly those at a conceptual level. Therefore, the use
of foundational literature works and theory during the data analysis process served an additional
purpose that facilitated a supplemental heuristic data analysis approach grounded, at least in part,
by foundational works of theory. Foundational works served to bridge the gaps between an
existing theory with focused applications, streams of theory, differing researcher methodologies,
and how those works relate to program management. Additionally, theoretical bridges to
program management were often linked from existing studies to theoretical underpinnings such
as organizational, product development, strategy, manufacturing, quality, industries and
economic change, institutional change, work, and organizational change theories.
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Analysis and Results
The data analysis process described in the previous sections has been notionally depicted
in Figure 9 below and is discussed in further detail in Chapter 4 of this dissertation. The actual
framework used in the data analysis process has been provided in Appendix C of this dissertation

Note. Copyright by L. Segarra.
Figure 9: Interview Data Analysis Process
The analysis derived aspects and components for the constructs identified in the research
model such that the development of constructs, components, measurements scales, and
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relationships may be achieved. The interview data were linked to existing research in support of
this effort. The analysis and results supported the development of the initial questionnaire to be
used in the subsequent iterative questionnaire rounds of the Delphi process.

Phase 2: Iterative Questionnaire Rounds
Consistent with the Delphi process implemented for this study, the data collected through
the interview process was also used to inform a subsequent quantitative first round questionnaire
that included open-ended questions for clarifications and any additional information the
participants may desire to convey pertained to the study. This approach allows panelists to offer
feedback, insights, recommendations, and opinions. The panelists are also provided with the
opportunity to revise prior inputs. The iterative rounds of questionnaires intend to iteratively
refine the analysis results to build consensus or reach dissensus regarding the components and
relationships of the research model and research questions. Consensus is achieved when at least
51% of respondents are in consistent agreement, evidenced through the results captured in the
questionnaire instrument (McKenna, 1994). Meaning 51% of responses are consistent with each
other and sustained over at least two questionnaire rounds (stable consistency among responses).

Questionnaire Round 1
The data collected from the prior interviews of expert panelists were used to inform this
initial questionnaire. The purpose of this questionnaire was to first report the results of analysis
to the panel of experts regarding analytically derived themes for the definitions, aspects,
constructs, factors, variables, and measures for the research model constructs. Second, the
questionnaire served as a means to measure the degree of consensus or descensus regarding the
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analytically derived content. Third, the questionnaire served to determine the weighting scale
based on the importance of including the analytically derived content with respect to the research
model constructs. Lastly, the questionnaire contained an open-ended question such that the
respondents were provided an opportunity to provide feedback to the researcher. Finally, the
questionnaire was pilot tested with one committee member and two independent technical
program management experts for technical accuracy prior to distribution to the panel of experts
(Dillman et al., 2014).
The data analysis of the questionnaires included statistical calculations with results
documented via descriptive statistics in Excel file data tables of the combined questionnaire
responses. The first portion of the questionnaire served to enable an initial assessment regarding
the level of agreement among respondents pertaining to the results of analysis. To accomplish
this a Likert measurement scale (1-4) for Strongly Disagree, Disagree, Agree, Strongly Agree
was implemented for the data collection instrument responses, which supported subsequent
quantitative calculations. Each component of the analysis results required a response within the
questionnaire that correlated to the results of analysis and included definitions with results
categorized by aspects, constructs, factors, variables, and measures (Dillman et al., 2014).
The second portion of the questionnaire served to determine which components of the
results of analysis were most important according to the expert participants. This was
accomplished through the data collection questionnaire by implementing a Likert measurement
scale (1-5) from low to high with response selections for Very Unimportant, Unimportant,
Neither Important or Unimportant, Important, Very Important, where expert panelists were
requested to respond by selection one answer reflecting the degree of importance of each item’s
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inclusion within the research model construct of study. Each questionnaire response was
correlated with each category assigned during the data analysis which included aspects,
constructs, factors, variables and measures. The data analysis of the integrated responses
included an initial assessment of agreement on the level of importance of each questionnaire
response and an initial assessment on which responses were stronger in the degree of response,
noting any disagreements. An open-ended question was also included in the questionnaire to
encourage participant feedback on any errors, misses, or general comments, and were to be
considered prior to disseminating the subsequent questionnaire (Dillman et al., 2014). The
questionnaire distributed to the panel of experts has been provided in Appendix D of this
dissertation.

Questionnaire Round 2 and Subsequent Rounds
The purpose of the round 2 questionnaire and subsequent questionnaire instruments was
to continue iterating on the results of analysis through controlled feedback until 51% consensus
(McKenna, 1994) was achieved or until dissensus was determined regarding analytically derived
content and weighting of importance for inclusion of the content with respect to the research
model construct of study. The iteration process required each questionnaire to be informed by the
results of analysis from the initial questionnaire. The results were presented in a statistical
summary to determine the level of consensus regarding the analytically derived definitions,
aspects, constructs, factors, variables, and measures for the research model construct of study
and weighting based on the importance of inclusion of the analytically derived content with
respect to the research model construct of study. The questionnaire presents the participants with
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their responses to the previous questionnaire side by side with the results of the integrated
panelists results in statistical form such that levels of agreement among the panel of experts was
disclosed to all participants and individual panelists had the opportunity to compare their results
to the total results. The questionnaire also provides the opportunity for participants to change any
of their prior responses if they desire to do so. This process describes the controlled feedback
loop of the Delphi technique. The second questionnaire distributed to the panel of experts has
been provided in Appendix E within this dissertation.

Summary and Conclusions
A methodical and rigorous process for the data collection and analysis was designed and
implemented to minimize research bias. The researcher meets the criteria for a technical program
management expert in the public aerospace industry. These expertise are leveraged in this study
to properly disaggregate, codify, and reaggregate with logical interpretations for conclusions.
The bibliometric issues discovered during the review of the literature have led to a
research methodology that must accommodate the development of constructs and measurement
scales for program context, program structure, and program success. Also, contingency theory
for the use of a theoretical lens was used in this study to enrich the theory of program
management from a “bottom-up” approach. The benefit of implementing the Delphi technique is
that its purpose is to bring light to relevant issues prevalent among groups of people. Therefore,
it is well suited for the critical approach of this research, where the intent is to allow the data lead
the pursuit of answers to relevant and important questions. While still exploratory in nature, it is
believed that this research model will be useful in explaining the relationships between program
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context, program structure, and program success and will assist program management with
making decisions regarding the implementation of optimal structures upon the design,
implementation, and evolution of their programs.
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CHAPTER FOUR: DATA COLLECTION AND ANALYSIS
This chapter covers the data collection and analysis process the research implemented. As
described throughout this dissertation, several fundamental challenges were encountered during
the research questions' knowledge quest, which are summarized below.
First, there were very few preconceptions available concerning the program context and
program success. Regarding the program context, three key challenges were identified:
1. While the program context is recognized as important, only high-level notions
described the concept of program context, resulting in the inability to identify the
measurement dimensions to directly measure the concept.
2. Different ontologies and assumptions among the different knowledge domains in
literature rendered existing theory to be disparate, self-limiting, not representative of
the potential complexities of the program environment, and at times conflicting
regarding conceptions and the motivations of a program, which was exasperated
when considering those of a government program.
3. Initial factor analysis of a questionnaire in the pilot study phase intended to inform
the focus and methodology of this study failed to yield significance for testing
contexts of change characterized by environmental uncertainty and/or ambiguity,
complexity, embeddedness, and size (Morris, 2009), indicating missing dimensions in
the model of analysis and potential issues with levels of analysis.
Second, a similar situation was discovered for the concept of program success. While
significant research has been directed at project success factors and measures, literature
regarding program success was much less prevalent. Discreate measures prevalent in the project
management literature could not address success in terms of the goals and objectives of a
program. Organizational theory and project management theory seem to be concerned with the
market environment as far as its stability and disruptive strategies seeking to gain a competitive
advantage, first-to-market being one of those strategies in the quest to achieve success through
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profitability (Child, 1975; Shenhar A. J., 2001; Rodriguez-Segura et al., 2016; Turkulainen et al.,
2015). Success was found to be generally contrasted to failure due to some sort of anomaly or
shortcoming oriented toward a set of assumptions of success commonly found the with labeling
of organizations as firms or projects and typologies that attempt to address certain motivations of
success.
Third, different conceptions of programs and details about their organizational and
management components were found in literature based on assumptions that were not necessarily
traceable to underlying theory for justification of the assumption. Given that a clear and
consistent definition of program structure and its components was not available in the literature,
program structure was defined for this study to align with the research strategy and design that
seeks to answer the research questions. In this study, the program structure is defined as: “a
framework consisting of organizational structures and management processes that is
implemented for the purposes of managing and operating a program” (Partington et al., 2005;
Pellegrinelli, 2002; PMI, 2013; Shehu & Akintoye, 2010; Turner & Speiser, 1992).
Given the challenges summarized above, one of the fundamental objectives of the data
collection process was to develop the definitions, constructs, and its components of factors and
variables along with their measures for the research model constructs program context, program
structure, and program success. The meaning of the concepts of program context, program
structure, and program success must first be established before any analytical model can be
executed. Of critical importance for establishment is to define the concept of program context
through the data collection and analysis process because, as stated earlier in this dissertation,
studies that neglect to consider context run the risk of developing theories that do not provide a
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comprehensive understanding of what is actually occurring due to changes over time or impacts
from interactions.

Delphi Phase 1: Interviews
As described in Chapter 3, the interview phase of the Delphi process implored semistructured interviews to collect qualitative data from 14 qualified expert panelists from the public
aerospace industry. Each expert panelist met or exceeded the qualification criteria established for
participation in this study. Further, the expert panelists that participated in this study are highly
experienced and diversified within the public aerospace industry. Ten of the 14 expert panelists
possessed 25-30 years of combined Program and Project management, worked at least 3 different
major government Programs that span research, development, test, manufacturing, operations
and sustainment, and spanning multiple military sectors, lines of service, and mission
directorates, with four experts having experience in at least two different public aerospace
industries. The interview design and implementation followed the survey research techniques
prescribed by Dillman et al. (2014). The purpose of the data collection was to subsequently
discover through analysis the definitions, constructs, and their component measures for the
research model to address identified knowledge gaps regarding defining the concepts of the
program, program context, program structure, and program success. Also, additional information
was solicited to gain an understanding of the research model construct relationships that may
exist and differentiation among programs to address inconsistencies and gaps identified in the
review of literature.
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The data analysis techniques were both deductive and inductive in nature (Fereday &
Muir-Cochrane, 2006). Deductive thematic analysis utilized the research model and questions to
develop higher level codes for organizing the data (main themes). This was shown in an Excel
spreadsheet via data display tables and documented in a codebook (Lincoln & Guba, 1985).
Inductive thematic analysis was used to derive subthemes for coding and identifying
miscellaneous codes, documented in the Excel spreadsheet data display tables and codebook
(Nowell et al., 2017). To be considered a theme, the information under review had to (a) be
related to the research questions; (b) convey important utility; (c) be prevalent across at least
35.7% of the respondents, including opposing views on the same subject (Braun & Clarke,
2006); or (d) recur more than three times for a single respondent (Braun & Clarke, 2006).
A codification framework was implemented to support the data analysis, formatted within
an Excel spreadsheet. The framework was aligned with the interview questions and the research
questions (Fereday & Muir-Cochrane, 2006). The framework also provided strategic alignment
through a hierarchical data decomposition design to enable future statistical modeling and factor
analysis (Montgomery, 2013). The codification and analysis framework (King, 2004) has been
provided in Appendix C.
The processes of data reduction, data display, conclusion drawing, and verification are
comprised of the following (Braun & Clarke, 2006; Nowell et al., 2017):
1. Organize raw interview data into model construct categories and research question
codification framework.
2. Disaggregate raw interview data sets into conceptual units for codification.
112

3. Compare subsequent interview data with previous data to identify new codes and
categorizations.
4. Continue until all interview data can be associated with previously derived codes and
categories.
5. Assess codes and categories for adequacy in building concepts, constructs, and
measurement scales for the research model.
6. Recodification may be necessary if results from Step 4 are insufficient.
The analysis and results outcome aims to (a) derive constructs and their component
measures for the research model concepts of program context, program structure, and program
success; (b) identify relationships among the research model constructs; (c) address the
knowledge gaps identified in the literature review; and. (d) identify linkages between the
interview data and existing research and theory that may support findings and any drawn
conclusions (Nowell et al., 2017).

Data Analysis Process
Fourteen interviews were completed with participation from the panel of experts. The
interview questions have been documented in Appendix B. A script or template was created for
use during the interviews to guide the line of questioning and to maintain focus on the intended
topic of discussion and objectives of the interview. The template was also used to transcribe the
participants’ responses according to the discussion question. The researcher highlighted in
yellow keywords contained within responses to questions. A combination of bold type,
capitalization, and exclamation point punctuation was used to capture areas of emphasis
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expressed by the respondents. These responses were interpreted as indicating a higher level of
importance to the participant. For example, if the respondent was asked about which contextual
factors, they believed to affect how a program is organized and managed, and the respondent
stated “the degree of management support” in a calm manor, then “management support” would
be highlighted yellow within the statement. However, if the respondent stated, “you need
management support or you’re doomed,” in a calm manor, then the font for the word “doomed”
would be bolded. Capital letters and exclamations were used as indications of vocal emphasis.
Also documented were observation notes, general thoughts, and any supplemental information
provided by the interviewee such as reference material or recommendations.
The raw interview data was in the form of 14 separate written transcriptions documented
in individual word files. The files were stored in a central repository with the data protection
safeguards described in Chapter 3. In addition, a file naming convention was implemented for
each transcription by assigning a code that served as a unique identifier for the data source
(Nowell et al., 2017). The code also served to ensure subsequent data analysis activities maintain
the confidentiality of the participants. These codes were documented in a codebook.
Following the interviews, the researcher reviewed the interview transcriptions one at a
time to become familiarized with the content’s details of the content and gain an understanding
of the content holistically. The process was repeated two more times, during which initial
thoughts noting possible patterns within the information were documented along with
divergences among responses, linkages to theory, interpretations of responses, questions to be
investigated, and so forth (Braun & Clarke, 2006; Lincoln & Guba, 1985; Nowell et al., 2017).
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Several items of note were documented during the familiarization process regarding the
interviewee responses. First, while there was much discussion regarding relationships among
management and organization approaches for different contract mechanisms and technical tasks,
the decisions regarding which approaches to implement were dependent upon a large number of
circumstances and factors. The term “interfaces” was used a great deal in the interview
discussions about the circumstances and factors surrounding decisions of program management
and organization. The term was used in conjunction with describing various aspects and states of
interconnecting relationships among tasks, technical systems and operations, individuals, and
groups of individuals. At the root of the discussions was the need to be aware and understand
different kinds of interfaces that may exist now or in the future and the implications of
interactions across these interfaces. The narrative surrounding “interfaces” appeared in all 14
interviews, nine of which referenced to the term explicitly, with the other five interviews
referencing similar conceptualizations of interfaces. This was identified as an area to be further
investigated.
In reading the transcriptions the initial interpretation was that the interfaces represented
things or people a program may directly or indirectly interact with. These interfaces were
perceived as potentially existing both as direct interactions of systems and people involved in
performing a program task, those that may have an effect on task performance, or more indirect
interfaces that could be affected as a result of implementing or performing the program task.
Notable differences between disparate interfaces were: “hard” vs “soft,” “formal” vs “informal.”
Below are examples of how the term “interfaces” was applied in the discussions and their
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implications. Note that some sections were paraphrased to maintain source confidentiality;
however, sentiment was preserved.
“While we successfully kept the design secret, since you don’t know entirely what you
are working, the ability to integrate effectively was lowered because of
compartmentalization; integration would allow recognition of hardware and software
compatibility and interface issues more easily and sooner.”
The program structure needs to include “product groups that can work independently
where interfaces with other products are minimized and functional groups that integrate
products with money and time constraints, thus delegation of authority to make technical,
cost, and schedule decisions.”
“Is the system design and its operations understood or really understood? Do you have a
4th generation system or a 2nd generation system with newly integrated subsystems with
unknown negative functional and performance impacts? Interface control needs to be
well defined with the environments. A performance-based approach could lead to
unknowns until full system integration.”
“For those efforts that were standalone programs, that had to be integrated into existing
systems, the programs had much more autonomy with development decisions. The tighter
the coupling the more there was a controlling authority to drive the trade-offs of
allocation of capability and which side of an interface would carry the burden.”
“The technical interfaces between elements of a system and the magnitude of interfaces.
If there is data transfer (uplink/downlink); velocity and position data transfer x-fer from”
a carrier vehicle to a payload so the payload “knows where they are when they separate.
The ground support element has thousands of measurements that are read, disseminated,
and reacted to for the carrier vehicle and payload. How much down link and uplink are
measures of interdependence among each other.”
“Context is the environment a program is operated in. Thinking of a systems context
diagram, this is a mapping of the system inputs and outputs. However, many stakeholders
may not have a hard interface to the system, such as the examples of a political
interface.”
“Whether the mission is a steppingstone in a bigger road map vs an outcome itself would
drive people interfaces. If the program or project is fairly stand alone and does not require
dedicated systems “or specialized processing equipment to meet the objectives, then it’s
possible to meet the fixed interfaces like the range which are much more fixed. This
context has plug and play component interfaces where the design interfaces aren’t all
new. If it’s more open, then it’s less mature and carrying more burden on the interface
tradeoffs and needing more resources for those interfaces. In this case, a program of
projects is more effective because you can trade budget and risk rather than deal with
existing infrastructure and focus on the objectives of the mission like a standalone”.
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“When a system is part of a larger system, you could focus on that system; however, the
linkage from element to element with coordinated interactions, whether the elements are
individually resource constrained or self-accommodating to defined performance
envelopes, and the maturity of element-to-element interfaces need to be considered. The
more mature interfaces are fixed so you need to match the interfaces rather than develop
them. This frees up resources to focus on other parts of the system and affects the level of
money you need to spend.”
“There are hard technical interfaces; anywhere you have a stakeholder.”
“You operate within a Funding Environment and a Political Environment. For political
interfaces you could track the number of congressional districts that the suppliers reside
in. This affects how much support you have and how much money you have. There is a
need to keep people happy and it’s significant.”
Technical systems interface count (the number of external entities you must interface
with, people, systems etc.) is a way to measure (complexity) plus maturity as a weight.
Then size your resources on that. For example, a new cell phone with a network that
already exists.
“It depends on the programs objectives (con-ops) and the innovation required to meet that
objective. If an entirely new architecture is required, the programs context is largely just
goals and the interfaces are primarily internal. If it’s a piece of larger roadmap, then
cross-program integration becomes the key.”
If your interfaces are complex, then org is complex unless you have mature interfaces.
“The more complex the Program context, the more interfaces a program needs to
manage. Interfaces drive resources. In an aerospace model, the question of insight vs.
oversight adds another layer of complexity to the resource management. The managers
need clearly defined lines of authority and work products, and those that are ‘checkers’
need to have clear accountability not just oversight.”
“Levels of interdependence among elements/projects; Assess the costs-wise interfaces
between elements for significance among elements. Does each element have high dollar
interfaces relative to the total budget? If so, maybe it needs to be controlled.”
Programs can be very isolated from one another however some of them do have to work
together, but they aren’t always synced up. Limited communication paths to funding
decision makers can be an issue. If inputs aren’t solicited and the decision makers don’t
work with subject matter experts to understand the issues of degrading systems and
instruments, then critical updates may not receive funding based on a perceived low
priority when there may actually be risk to supporting the mission.
“Evaluate win-win scenarios for programs that integrate with theirs. If there is an
advantage to setting an interface a certain way, then they should indicate to either the
interfacing system, how changing is beneficial to them, or appeal to higher-level
authority to take the win at the higher level, while one side may have to pay a price.
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Decisions may get made only when money is needed rather than proactively before a
change is made. Therefore, is the desire to be proactive or reactive on where to put the
interface?”
“Need a way to manage complexity without being complicated. The more formal the
interfaces have to be managed and tracked, the more resources required, and more
branches of management. Informal interfaces can be managed internally” (systems you
own). Working across organizational boundaries with controlled products takes more
resources.
Technical hardware and software interfaces between programs vs projects within a
program and the ability to integrate effectively across programs with respect to
integration authority (oversight authority of technical & money decisions) vs functional
integration that is influential regarding technical and money decisions. Look at elements
and interfaces within the individual projects and programs that make up the system and
consider whether the system interfaces are well defined or no and if there are major vs
minor interface differences. Program to program may be influential, “weak cost
management interface,” while projects under a program the program has authority.
“Program Integration – are each of the program interfaces identified and managed (who
is accountable for what)?”
Programs that need to work together and don’t have a well understood integration
structure may struggle. The interface points may not be in the right spot. There is a
challenge of where to create an interface and then always managing on it. People want to
own as much responsibility for their piece as they can but they have dependencies;
usually conglomerate dependences under one conglomerate but inefficiencies can exist
because it’s hard to manage;
Rules are there to help understand the context of how to behave and operate (like bumper
pads). Over time people don’t understand why the rule was created and then the rule is
more important. Always challenging rule. If a definition of the program at that time is
understood and helps understanding programs vs projects then the label is useful. In
future if differentiation could help people understand interfaces it might be valuable but
right now don’t really care. Not a different hierarchy or anything in operating.
Breakpoint is where the roles separate. MIT [Massachusetts Institute of Technology
Massachusetts Institute of Technology] has a tool that does a system mapping that lays
out functions in orgs and interfaces. Lots of dependencies on one org may indicate not a
good breakpoint because you want the work unit to get something done (own something)
so they know what they are responsible for.
The circumstances and factors surrounding “interfaces” were noted for further assessment in the
data analysis process and subsequently documented in this dissertation.
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The next task in the data analysis process was to combine the raw interview data for each
interview into an Excel spreadsheet. The organization and analysis of the combined data was
performed using a research model construct and research question informed categorization and
codification framework and by applying a thematic analysis method to support inductive and
deductive analysis techniques during the data disaggregation, aggregation, and reduction process.
The research model construct definitions applied to this study are shown in Table 4
below.
Table 4: Research Model Construct Definitions
Constructs
Program
Context

Definition
The surroundings, circumstances, environment,
background, or settings that determine, specify, or clarify
the purpose, meaning, nature of, and influences on a
program’s organizational and management structure.

Source
Houghton Mifflin Company,
1985; Lycett et al., 2004;
Pellegrinelli, 1997; Shenhar A.
J., 2001

Program
Structure

A framework consisting of organizational structures and
management processes that is implemented for the
purposes of managing and operating a program.

Partington et al., 2005;
Pellegrinelli, 1997; PMI, 2013;
Shehu & Akintoye, 2010; Turner
& Speiser, 1992

Program
Success

Obtaining benefits and achieving outcomes consistent with
agency strategic needs through the management of one or
more projects and program activities.

Lycett et al., 2004; NASA, 2013;
Pellegrinelli, 2002

To begin addressing the research questions, further definition of the research model
constructs was required, including their component factors, variables, and measures relative to
the environment of study, technical programs in the public aerospace industry. Once defined, the
understanding and identification of the relationships that may exist among the defined research
model constructs are able to be investigated. To accomplish this, the researcher posed a series of
sub-questions to be addressed during the interview process. The initial organization and
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codification framework for analysis of the raw interview data was oriented to derive answers to
the sub-questions, which are addressed in the following data analysis sections of this dissertation.
Likewise, the interview questions, provided in Appendix B, were designed to address the
research questions and sub-questions, thus the research questions, interview questions, and data
analysis framework were designed to align with one another and to support subsequent
disaggregation of the interview data.
The raw interview data was disaggregated from each transcribed interview and then
aggregated into an Excel spreadsheet. The words contained in the raw interview data were not
altered and were copied directly from the interview transcription and pasted into the Excel
spreadsheet for initial codification. A separate row was provided for each statement or group of
statements commensurate to the numbered interview questions, as shown in Appendix B. The
top row of the Excel spreadsheet contained categories used to inform coding of the raw interview
data, some of which were pre-set for the initial organization of the raw interview data. The preset
codes include those that were previously assigned to each interview data set for the purposes of
source identification and maintaining participant confidentiality, and those initially used to
organize the data. The purpose of this row in the Excel spreadsheet was to support subsequent
comparisons across and within data set sources (Lincoln & Guba, 1985; King, 2004; Nowell et
al., 2017).
Initially, each interview transcription was deductively codified by assigning preset codes
to organize the data consisting of (a) the previously assigned interview code; (b) one code under
the Model Construct Category Excel header that corresponds to the section and question the
interviewee was responding to: Program Context, Program Structure, Program Success, or
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Program Definition; and (c) additional Model Construct category codes for elaborations outside
of the interview question of focus and inductively evaluated. In these cases, one of the preset
codes was assigned based on the object or correlate of discussion. For example, if the transcribed
discussion correlated with a question in the program context section of the interview and the
object of discussion was budget, a statement such as “if you don’t have budget you fail” would
be required to have two codes assigned to it. One code was Program Context for the object of
discussion associated with the program context interview question. The second code was
Program Success given that the budget was associated with a measure of program success (i.e.,
no success). Also, any relationship between the research model constructs that was identified by
the participant was documented under the corresponding Excel header row category of
Relationships. Additional Excel header rows were pre-established to document comments
(Lincoln & Guba, 1985), measures identified by the participant, linkages to theory (Lincoln &
Guba, 1985), sub-aspects if emerging, assist with understanding the scope of the program
context, and to support a hierarchical decomposition and reduction process following the initial
organization and codification of the aggregated data set. This process was repeated for each
interview transcription with the data from each interview continuously compared to the previous
interview data set(s) to identify codes and assess categories (Lincoln & Guba, 1985). The
purpose of this coding was to enable focus on specific aspects and characteristics of the data
under evaluation (Nowell et al., 2017). An Excel file was maintained to track the progress to
completion of the data collection and analysis process (Nowell et al., 2017).
From this point forward configuration management was implemented through versioning
and a change log (Nowell et al., 2017). The aggregated data set represented the baseline version
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of the documented data. The codification framework and corresponding data aggregation and
reduction process is notionally shown in Figure 10 below. The detailed codification framework
has been provided in Appendix C.

Note. Copyright by L. Segarra.
Figure 10: Data Aggregation, Reduction, and Codification
The purpose of the framework in the data analysis process was to (a) allow the researcher
to systematically work through the entire set of data to identify themes and aspects of the data
(Braun & Clarke, 2006); (b) ensure two way traceability between the data source and the analysis
(Nowell et al., 2017); (c) provide a repeatable and consistent approach to the data analysis
(Nowell et al., 2017); (d) record justification for codes and decisions (Nowell et al., 2017)
through set qualification criteria (Braun & Clarke, 2006), triangulation of sources, linkages to
theory, and define boundaries for codification (Nowell et al., 2017); € implement hierarchical
coding logic (King, 2004) to support bounded distinction across varying levels of data analysis
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while accounting for higher order overarching and broad representations of data and its
decomposition to the smallest measurable unit; and (f) mitigate against redundancy and
interchangeability of codes through defined boundaries (King, 2004; Nowell et al., 2017).
Next, the data set was disaggregated into more manageable data sets by establishing
separate Excel spreadsheet for each model construct category groupings while maintaining the
established codification framework. At this point, a search for common themes began for each
model construct category consistent with the research sub-questions that needed to be answered.
This was initially accomplished by searching for patterns of descriptors pertaining to some
aspect of the associated model construct category and cross-checked with the interview question
the participant addressed within the criteria and boundaries established for identifying themes.
The described process above represents the data reduction process from breaking down the data
into hierarchical component units and seeking commonalities of significance to this study.
Descriptions of similarity were grouped for subsequent assessment of similar meaning.
This was accomplished by interpreting the context of the interview description under review and
cross-checking against defined concepts and theory in literature to determine if an inference by
similarity was supported, at least in part, by the existing body of knowledge (Fereday & MuirCochrane, 2006; Lincoln & Guba, 1985; Nowell et al., 2017). Statements relating to relationships
were often described as “it depends on,” “is congruent with,” or “must match,” “drives or a
driver of,” “influences or influenced by,” along with if-then and if-then-else statements. Additive
terms and separate concepts were documented in separate rows within the framework and the
grouping and codification process described above was repeated.
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Justifications for codification decisions, including those involving grouping items of
similar concepts and codification of distinguishing aspects, were documented within the
framework along with the linkages to existing theory and foundational literature. Additive terms
and separate concepts were documented in separate rows within the framework and the grouping
and codification process described above was repeated. Foundational works were cited in the
data analysis process to bring attention to original meaning and core propositions that seem to
have been lost over time in the body of knowledge. Coding justifications at a conceptual level
were required due to assumptions and limitations associated with certain labeling and typologies
for organizations, specifically those labels associated with the organizational unit of the program,
project, or some variation prevalent in literature. In these cases, additional linkages to theoretical
underpinnings were provided such as organizational, product development, strategy,
manufacturing, quality, industries and economic change, institutional change, work, and
organizational change theories. Consistent with Thompson (1967), the research was not focused
on attempting to define the bounds of a complex organization vs a simple organization, if they
exist, rather the focus is on unifying and utility. Therefore, the use of foundational literature
works and theory during the data analysis process served an additional purpose for justifications
that included the implementation of a heuristic approach grounded in foundational works of
theory.
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Program Context
To answer the main research questions, a series of sub-questions to be addressed during
the interview process were derived. Regarding Program Context, the following question was
posed:
Sub-Question 1: What are the most important constructs and measures of Program
Context?
The relationships among Program Context, Program Structure, and Program Success were
addressed by the following question:
Sub-Question 4: How do the relationships between Program Context and Program
Structure affect achievement of Program Success?
To answer the sub-questions above, further decomposition of the questions was required
as well as interview questions aimed at deriving answers to these questions. Determination of the
important constructs and measures during the data analysis process data was accomplished
initially through the criteria established for qualifying themes. Themes were further assessed for
persistence and strength through the established data analysis framework and review of original
interview statements, which had previously identified areas of emphasis or importance. Meaning
was derived through interview statements and linkages to literature. Importance was further
analyzed and verified in subsequent data analysis in questionnaire rounds documented in
subsequent sections of this dissertation. The remainder of this section outlines the decomposed
questions, the corresponding interview questions, and the resulting data analysis.
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Definition and Concepts
To better understand the Program Context answers were sought to the following
decomposed research questions:
Decomposed Question 1.1: What is the meaning of the concept of Program Context?
Decomposed Question 1.2: What is the scope of program context?
Interview Question 2.1: How do you define the concept of program context?
The codification within the data analysis framework, regarding the expert panelists’ conceptions
and descriptions to define Program Context, consisted of initial data categorization via the preset code Program Definition. Conceptual responses to the interview questions above consisted of
multiple levels of environments, conditions and interactions as described below:
“Context is the environment a program is operated in”.
“The context in which you work is the contract type and structure”.
“The stage you are on” (as in theater).
The context “within the program, new technology vs technical risk or example”. It
includes the program requirements and how the risks interplay with respect to cost,
schedule, and technical aspects of the program.
“External to the agency but within the government. The program does not control this
area so the next question would be what is the scope of the politics?”
“Outside of the government such as international matters. International affairs are
controlled by the government BUT international cooperation as an integral part of the
PROGRAM”.
If the program is not aware of the external environments, the program may impact those
operating within them.
The program operates within a Funding Environment and a Political Environment.
The context a program is operated in could play a role in an overall agency strategy like
steppingstones in an overall roadmap, a new capability that enhances existing
infrastructure, or the program success strategy, a political environment in which
successes win favor for the next step (many programs have “Keep it Sold” branches).
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“Thinking of a Systems Context Diagram, this is a mapping of the system inputs and
outputs. However, many stakeholders may not have a hard interface to the system (such
as a political interface”.
A summary of interview responses regarding how the context of the program was perceived to
be defined included various states and conditions as described below. “The Program Context is
defined by”:
The end-requirement, purpose of the program, scope of the program, program goals with
rationale, primary objective of the program and any overarching constraints that affect
how the program is executed.
External entities the program interacts with such as other programs, site locations, other
programs, congress, and contractors. External entities the programs may affect directly or
indirectly, or that may affect the program.
The nature of internal and external interactions involving people such as working
relationships, existence of a highly skilled workforce, and politics.
The nature of internal and external conditions such as formal work processes, limited
resources, and hazards.
They type of program it is, such as hardware, software, or instrumentation that would
dictate the structure needed to manage the program.
Scope of the Program Context
Given the interview responses summarized above, several patterns were identified
regarding descriptions involving multiple levels of environments. Further the described Program
Context involved interactions internal to the program along with direct and indirect external
interactions. The interactions described were among people, groups of people, organizational
entities, and technical systems. The states and conditions of the interactions included those
inherit to the program task, as a result of the program task, or those that affect the program task.
These interactions were noted for further evaluation during subsequent analysis activities.
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With respect to data analysis for recurring descriptions involving environments, the
descriptions resulted in multiple levels of environments and over lapping of environments within
environments. However, discrete boundaries were derived from the expert panelist interview
data and interpreted to be from the perspective of the program organizational unit. The
analytically derived program environment boundaries for codification that included (a) within
and external to the program (b) external to the program in terms of membership of the parent
agency, where the program and other organizations such as other programs are members of the
parent agency (c) external to the program and external to the parent agency in terms of
membership to a government or government relationship.
The highest level (broad classification) codification applied within the data analysis
framework was Environment Scope. The data decomposition processes resulted in codifications
regarding the level of membership that included Program, Agency, Government, International
Agency, International Government, and Affiliate. The organizational unit of description was
codified as described. The levels at which interactions were described to occur were documented
within the framework as Program Internal Scope, Agency Scope, External to Agency Scope, and
Other, which required specification of the relationship.
The codification and analysis process facilitated connecting codes to identify qualifying
themes. This was interpreted as conveying a theme of bounded environments, hierarchical in
nature, and from a systems perspective based on the expanding nature of the environmental
component parts relative to the program organizational unit component. Also, discrete references
to within and external to government relatedness indicated that the experts were conveying a
relational property of the program with government.
128

An overarching theme regarding program environmental boundaries was identified and is
summarized below:
The scope of the Program Context includes the following levels of environments (a)
within the Program, (b) within the Agency, (c) external to the Agency.
The justifications for judgments, interpretations, and linkages to theory for the resulting
overarching theme include the following: Durkheim & Catlin (1964) regarding the existence of
social species in terms of discrete types of societies which can be objectively classified due to
their empirically evident and enduring attributes. These attributes emerge from the combination
and aggregation of component parts, meaning the emergence is hierarchical, thus resulting in
institutional components of society. Ball (1978) regarding systems theory in sociology with
respect to emergent relational properties or emergent facets of the system in which they were
found. The systems perspective is holistic in nature and largely functional in literature. The
works of Shao & Müller (2011) partially support results of analysis. Their derived sub-aspects
for the scope of the Program Context included parent organization and outside parent
organization, however, did not include within the program. However, Hopkins & Wallerstein
(1967) suggest that complex social units are entities that represent a context for its constituent
elements. PMI (2013) states that influences within and external to the program may have a
significant impact on the success of a program, where some of the influences external to the
program are internal to the overarching organization, while others come from sources external to
the larger organization (p.30). PMI identified a set of environmental factors in their discussion on
Enterprise Environmental Factors which included, “but not limited to: Business environment,
Market, Funding, Resources, Industry, Health, safety, and environment, Economy, Cultural
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diversity, Geographic diversity, Regulatory, Legislative, Growth, Supply base, Technology, and
Risk.

Program Aspects
Similarly, the conceptions of the term Program were inquired about during the interview
process to enhance the understanding of the nature of programs in relation to different contexts
and operations. The approach to understand the term Program consisted of comparing
differences among programs and differences between programs and portfolios, and programs and
projects. As discussed in the review of literature, there is much debate on the conceptions of
programs. The organization forms selected for comparison consisted of programs, portfolios, and
projects that any inferences could be compared to the program management standard (PMI,
2013) which also distinguishes between these specific organizational forms (Weber, 1947).
While Weber’s approach is taxonomic in nature, the emergent nature of program attributes can
be linked to works of Durkheim & Catlin (1964). The approaches complement one another to
address the assessment of the interview data in how it was conveyed during the interviews. The
decomposed research question and the related interview questions are provided below:
Decomposed Question 1.3: What are the distinguishing aspects of programs?
Interview Question 1.2.1: How does/did the agencies/departments differentiate among
programs?
Interview Question 5.1: What is the difference, if any, between a portfolio and a
program?
Interview Question 5.2: What is the difference, if any, between a program and a project?
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The following sub-sections provide a summary of the interview responses regarding
differentiation between programs, and between programs, portfolios, and projects.

Portfolios vs Program
“Portfolios can have multiple projects and programs that work independently”.
“Portfolios manage independent projects”.
The classification of program vs portfolio “might be applied according to how the money
distribution occurs; programs have congressional line items”.
Projects vs Program
The scale, level of skill needed, scope of the people, and the lifecycle differentiate the
program from the project.
A project is smaller than a program; program is a broader term. A program has several
projects or large elements that support it. Projects are usually in a supporting role rather
than stand alone. A project is a may be a sub-task within the program.
If it’s bigger it’s a program, but it’s not just size alone; size (as in budget) could lead to
program mistakenly; the program needs to be able to stand alone for its work by defining
the mission and organizing around their mission such that the supporting projects or
elements understand how they contribute to the overall mission.
The project scope is smaller than the scope of program. A project is temporary and
established for a specific purpose such a new product or tool development and doesn’t
include sustainment. The project output is applied to a program; the program uses the
output as part of something bigger and typically longer living. A project is at the user or
operational level.
The program manager has the ultimate decision and control authority over their projects.
Programs have high integration needs of technical, cost, schedule, and customer
satisfaction requirements. A project is less complicated compared to a program.
Most projects do not have congressional line items (which also would mandate the
classification). The classification is used interchangeably in practice usually.
A project engineering approach is nice to have but is never a requirement and programs
have been successful without it too. It’s merely guidance in the way we do it today
because we have to work so much on the fly. A project engineering approach needs you
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to be set; programs are one time deal and each one is different, so they need to be very
flexible as we go around (iterate).
Projects manage cost, schedule, and performance vs programs manage cost, schedule,
performance, and politics.
Program vs Program
Programs with programs underneath them vs Programs with projects underneath them vs
programs that do not have projects underneath them.
A standalone program vs a set of tightly coupled or mostly isolated programs within and
architecture, some of which have program management organizations.
Programs provide a focus area with respect to the parent organization, otherwise the
organization would have broken down the work into discrete tiers. Programs are
responsible for optimizing decision making, establishing consistency, and synergy for
their mission area within the parent organizational structure. Other organizations provide
standardization across the parent organization, which is different from a program
(overhead).
Program differentiation is more of a political process; Definitions and the process of
determining whether a program, project, or something else needs to be established are not
clearly defined. Supporting examples:
Organization A supports implementation of a standalone program, whereas Organization
B is a tightly coupled set of programs within an architecture. In both cases, however the
programs need to be integrated into an existing Agency mission and operational
capability.
Establishment of tiered management that includes Senior Executive Service (SES) level
management or 05, 06, star general level oversight depending on the cost level vs
demonstrated competencies.
The selection of an organizational form motivated by people that want to own as much
responsibility for their piece as they can, but they have dependencies that need to be
integrated somehow.
Classifications and configurations that are related by how the budget flowed down from
congress vs interfaces and interactions. For example, from congress, through the agency,
to the program, which allocates funds to its projects vs from congress to multiple
programs with no line item for integration across the programs.
By program purpose such as regulatory vs research vs development. By customer end
requirement or product.
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By the magnitude of the cost, data, interdependencies, sensitivity, and certain risks
involved.
Summary
The observation derived from the interview responses is that the distinguishing aspects of
programs were similar to the concepts described in the Program Context. The initial themes
include interdependency, integration, authority, overarching management domains including
cost, schedule and technical performance, politics, overarching purpose, requirements or
products, and scope and scale. Configurations of programs were based on one or more of these
aspects. The program descriptions include constituent elements, while noting (a) that the term
program and project might be used interchangeably due to the assigned label of the entity with
the understanding that programs should be considered distinctly different than projects, (b) not
all programs have projects, hence the reference to constituent elements above, and (c)
configurations may consist of a system of programs. OGC (2007) acknowledges the complex
case of two or more organizations coming together to work on a program, where each manages
and directs their respective contributions. The case of the Program Management Office widely
accepted in the existing literature as an approach for managing a portfolio of programs.
However, program management standards define programs as managing a set of related projects,
which does not cover the case of a program that does not have projects. Putting the project label
divergence aside, perhaps the key takeaway from the standards and practical perspectives should
simply be the emphasis on the relatedness and relationships of constituent elements and external
elements.
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A study on public sector programs identified that program risks relate to the role of
program management to provide a bridge between constituent projects and their strategic
context, thus stressing the need to distinguish between programs and projects as management
functions in project environments (Aritua et al., 2011). These results were considered in the
subsequent analysis for deriving the constructs and measures of Program Context. The linkages
to the initial themes are perspectives observed in the interview response data are discussed
further in their respective data analysis sections below.

Constructs and Measures
After gaining a more encompassing conceptual understanding of programs and their
context, the data analysis task specific to deriving the important constructs and measures of
Program Context began. The decomposed research and interview questions are shown below:
Decomposed Question 1.4: What are the themes related to the aspects, constructs,
factors, variables, and measures of Program Context?
Decomposed Question 1.5: Which Program Context themes are relevant to explain the
different relationships between Program Context and Program Structure components?
Interview Question 2.2: What contextual factors affect how a program is organized,
managed, and operated?
Interview Question 2.2.1: How do these factors affect how a program is organized,
managed, and operated?
Interview Question 2.2 2: What variables and measures can be used for these factors?
Interview Question 2.4: How and why do contextual factors differ among programs?
Interview Question 2.5: To what extent can the program/program manager influence the
contextual factors?
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The following sections describe the data analysis for the constructs and measures for
Program Context and utilized the concepts, researcher observations, and themes identified for
Program Context described in the prior section.

Program Characteristics Aspect
Program characteristic aspects were separated out for codification with constituent
codifications preserving the groupings of terms consistently paired together in the interview
statements. The Program Characteristics Aspect was decomposed and codified into three
constructs during the data analysis process that includes Difficulty, Risk Posture, and Size, again
preserving the groupings of terms consistently paired together in the interview statements. All 14
interview data sets were correlated to the selected codification for the constituent components of
the Program Characteristic aspect. The codified and decomposed themes resulting from the data
analysis process regarding the aspect of Program Characteristics are show in Table 5 below. The
decomposition of the Program Characteristic aspect data was documented in the data analysis
framework regarding constructs, factors, and variables.
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Table 5: Program Characteristics Aspect
Aspect
Program Characteristics

Construct
Difficulty

Factors/Variables

Risk Posture
Size

Aggressiveness

Complexity
Uncertainty
Risk
Priority Values
Cost
Schedule
Resources
Scope
Pace

The rationale for the selected codification of Program Characteristics included the ability
to support the codification of the decomposed components and the following:
Characteristic: adj. Pertaining to, indicating, or constituting a distinctive character,
quality, or disposition. N. A distinguishing feature or attribute.
The responses to the interview questions aimed at gaining an understanding of the distinguishing
features of programs supports the grouping of the codified components as program
characteristics (Durkheim & Catlin, 1964) (Weber, 1947). Reference the Definitions and
Concepts section above for specific details gathered from respondents.

The Difficulty, Risk Posture, and Size constructs are discussed in further detail in the
subsequent sections of this dissertation. Several foundational works were used in conjunction
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with more modern theory to justify codification and establish theoretical linkages for this
research's themes and framework output.

Difficulty Construct
The construct of Difficulty was conceived by the persistent linkage between Complexity
and Uncertainty. This linkage was identified during the data analysis process, along with the
need to manage complexity in a way that mitigates the effort from being complicated, which
relates to the question of the experts “how difficult is it?” to implement or manage. The codified
and decomposed themes from the data analysis process regarding the aspect of Program
Characteristics are show in Table 6 below and were documented in the data analysis framework
in terms of constructs, factors, and variables.

Table 6: Program Context Difficulty Construct
Construct
Difficulty
Indication of how
complicated and challenging,
cognitively and operationally
to implement.

Factors/Variables
Complexity
(a) Differentiation
(b) Interdependency
(c) Ownership
(d) Scope
Uncertainty
(a) Newness
(b) Maturity
(c) Ambiguity
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The rationale and linkages to literature regarding the codification selection of Difficulty
included the following:
San Cristóbal et al., 2018 (2018) attribute complexity as a negative influence on projects
in terms of difficulty to be controlled or understood due to new properties that emerge
that none of the system elements own. Further, their work indicates managing complexity
should include knowledgeable management that can recognize and seek opportunities
that emerge from complexity to mitigate the negative effects from complexity.
Complicated: adj. 1. Containing intricately combined or involved parts. 2. Not easily
understood or dealt with; perplexing.
Difficult: adj. 1. A. Hard to do, achieve, or perform. B. Imposing a severe test of physical
or spiritual strength; arduous. C. Causing difficulty or trouble. 2. Hard to comprehend or
solve. Hard to please, satisfy, or manage. 4. Hard to persuade or convince (Houghton
Mifflin Company, 1985).
Difficulty: n. 1. The condition or quality of being difficult. 2. Something no easily done,
accomplished, comprehended, or solved. 3. An objection or reluctance; unwillingness
(Houghton Mifflin Company, 1985, p. 395)
Complexity
The Complexity factor was decomposed and codified during the data analysis process,
resulting in four variables: Differentiation, Interdependency, Ownership, and Scope. The term
interface or interfaces was associated with the factor of Complexity and its codified variables
and appeared (52) times within the data set. The interview statements concerned understanding,
identifying, establishing, managing, and optimizing various forms and kinds of internal and
external program interfaces. Houghton Mifflin Company (1985, p. 669) defines the term
interface as “n. 1. A surface forming a common boundary between adjacent regions. 2. a. A point
at which independent systems or diverse groups interact. b. The device or system by which
interaction at an interface is effected. tr. To join by means of an interface. intr. 1. To serve as an
interface or become interfaced 2. To interact or coordinate smoothly.”
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Continuing from the thread of noted statements regarding interfaces, each related
statement was decomposed into the framework as groupings. The lowest level or smallest data
unit in the framework reflects the category of “variable.” The corresponding framework category
of “measures” documented the measures of the variable. The portions of the statements regarding
“interdependency, tight coupling, standalone program, independently, autonomy, dependency,
levels of interdependence” were assigned a code of Interdependency under the framework
variable category. The measure for each codified variable was documented according to the
corresponding statement description “level of interdependency, level of coupling, level of
independence, level of autonomy or automation, level of dependency.” Similarly, the variable
grouping for “many different missions, number of different elements, systems, interfaces
between elements and systems, uplinks and downlinks” was coded as Differentiation with the
specific measure attributes documented in accordance with the statement. A factor category code
of Complexity was applied to each codified Interdependency and Differentiation variable since
complexity was related to interdependency and differentiation in the same statement seven times
within the interview data set. These decisions were justified by their linkages to existing theory
and literature and documented in the framework. The initial theoretical linkage consisted of a
merger of interdependence theory, information processing theory, systems theory, complexity
theory, and the project theoretical roots of programs. However, these theories have many
tentacles into other areas of theory given that programs are conceived to be an organizational
entity, with an operating environment of populated by people, places, and things. The following
excerpt provides the linkage from the variable codification to the project management literature:
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Project Complexity: “consisting of many varied interrelated parts' and can be
operationalized in terms of differentiation and interdependency. This definition can be
applied to any project dimension relevant to the project management process, such as
organization, technology, environment, information, decision making and systems”
(Baccarini, 1996, p. 202).
Justification for codification by similarity with distinguishing aspects were derived from
foundational meaning (Houghton Mifflin Company, 1985, p. 302):
Complex: “adj. 1. Consisting of interconnected or interwoven parts; composite. 2.
Involved or intricate, as in structure; complicated. N. 1. A whole composed of intricate or
interconnected parts. 2. Psychiat. A connected group of repressed ideas that compel
characteristic or habitual patterns of thought, feeling, and action. 3. Informal. An
exaggerated or Obsessive concern or fear.
Synonyms: complex, complicated, intricate, involved, tangled, knotty. These adjectives
describe things having parts so interconnected as to make the whole difficult to
understand. Complex and complicated are similar in indicating a challenge to the mind.
Complex, however, often implies many varying parts; complicated stresses elaborate
relationship of parts rather than number. Intricate refers to a pattern of intertwining parts
that is difficult to follow. Involved stresses confusion arising from the commingling of
parts and the consequent difficulty of separating them. Tangled strongly emphasizes the
random twisting of many parts. Knotty, a less formal term applied to problems, stresses
difficulty of solution.
Complexity: n. The quality or condition of being complex. 2. Something complex: the
complexities of urban life.
Complicate: tr & intr.v. To make or become complex, intricate, or perplexing. 2. To twist
of become twisted together. Adj. 1. Complex; intricate; involved.
Complicated: adj. 1. Containing intricately combined or involved parts. 2. Not easily
understood or dealt with; perplexing.
To justify the inclusion of internal and external programs and organizational
interdependency or dependency in the codification process, the research drew upon literature that
addressed project interdependencies and the effects of one project on other projects in a portfolio
of projects. The justification is on a conceptual basis and must be expanded to the program level
to include the potential direct and indirect effects a program might have on external entities. The
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justification by similar concepts rationale includes expansion of analysis dimensions. Project
interdependency includes task, objectives, and project dimensions of analysis. Additional
dimensions of interdependency for missions, goals, programs, operational sites, and
organizations were identified in the data analysis. The project main interdependencies are
described by Bathallath et al. 2016 (pp. 70-71) as:
Resource interdependencies occur when sharing resources across projects, else each
project waits until the scare resource is available upon release from another project.
[missing resource authority and priority context]. Resource-Resource interactions are
concerned about sharing resources between projects to optimize performance.
Technology interdependencies occur when sharing technical knowledge across projects,
such as design knowledge dependencies. The interactions are concerned with knowledge
diffusion through knowledge sharing and technical collaboration.
Technical interdependencies occur when the success or failure of one project may affect
another project’s probability of success or failure. The interaction effects are dependent
on the leading project’s behavior, thus can be positive or negative. [environment
consideration should consider synergies and also possible indirect effects from one
project making another obsolete, similar to the market interdependency example below]
Market interdependencies occur when challenges arise from products utilizing market
knowledge of an existing product or from product diffusion in an existing product
market. The interactions are concerned with leveraging innovative solutions using
projects in the portfolio to create a competitive edge [market effects have different
meaning in the public aerospace industry]
Learning-based interdependencies occur when the capabilities and knowledge is needed
from another project. The interactions are concerned with knowledge diffusion and
innovation by learning through past project.
The terms interdependency and dependencies were used interchangeably per the analysis
or when the data response was from a specific perspective of the data source. This interchange of
terms is consistent with the literature (see above) and merely expresses the dependencies on
some sort of input-output exchange. However, the term “dependency” was used in descriptions
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related to more of a sequential measurement of interdependency, thus, some of the experts may
use the term when referring to a specific level of interdependency.
Additive terms and concepts were documented in separate rows within the framework,
and the grouping and codification process described above was repeated. These terms included
the following groupings (a) “[decision] authority vs. influence, [who] owns, [who is] responsible,
[who] bears the burden, working relationship, partnership” and (b) “magnified by, plus the
scope, ops-con, size, compounded by.” The justification for including additive codifications
within the complexity construct was to satisfy the need to preserve relative concepts associated
directly with interview statements involving notions of difficulty, complicated, complexity and
interactions. Also, the research was unable to identify a counter point in literature that would
give pause to their inclusion. In fact, a persistent debate appears in the body of knowledge
regarding whether complexity is a source of difficulty or complicatedness. Scholars concede that
complexity is difficult to define and quantify and consensus regarding the definition or single
concept of complexity was not identifiable in the review of literature (Corning, 1998; Lu et al.,
2015; Schaile et al., 2021; Vidal et al., 2011). Organizational literature does acknowledge that
complexity has evolved to an overarching concept where holistic systems approaches may
address issues associated with organizational change and development that include methods for
agent-based modeling, thus linkages to complexity theory, systems theory, and evolutionary
theory was observed. Therefore, the research process established for this study required that the
data lead the analysis process by encouraging emergence of meaning rather reduction of
complexity in the near term. Given that complexity is about the characteristic of having a number
of interacting parts and the science of complexity is about studying these interactions, it seems
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that the additive and relatable terms codified as variables of the complexity construct were
justified. The linkage of complexity to difficulty and complicatedness is shown through high
levels of interdependency that result in outputs of elements serving as inputs of other elements of
a program resulting in the need to modify actions between element transactions (Thompson J. D.,
1967).
The resulting codified variables and their measures that were documented in the data
analysis framework are shown in Table 7 below.
Table 7: Complexity Factor
Factors/Variables
Complexity
(a) Differentiation
(b) Interdependency
(c) Ownership
(d) Scope

Measures
# of Different Parts
Level of Interdependency
Mission Systems Owners & Operators
Degree of Breadth

All variables of Complexity may be applied to any dimension of a program if practically
useful. Consistent with the concepts described above for Program Context, the data analysis
characterized Complexity in terms of the nature, strength, and magnitude of interactions among
multiple levels and dimensions, including external organizations, programs, projects, people,
groups of people, individuals, technical systems, subsystems, missions, phases of a mission,
lifecycle phases of programs and projects, goals, objectives, requirements, and nature of the
technical task and working relationships. The application of the wide range of dimensions
identified during the data analysis was consistent with the linkage made (above) to the project
management literature regarding the definition of project complexity. The project complexity
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definition states that it may be “applied to any project dimension relevant to the project
management process” (Baccarini, 1996, p. 202).
The terms interdependencies and dependencies were used interchangeably to describe
aspects of interactions or interconnection, where influence, soft, informal vs authority, hard, and
formal terms were used in descriptions of the strength of relationships, their effects, and
authority. However, in many descriptions strength or magnitude were not sufficient alone to
convey the nature of complexities within of complexities interactions, therefore a variable was
codified for Scope to address the additional dimensions necessary to capture the intent of the
expert’s statements. For example, it would not be sufficient to describe program operations
simply in terms of the projects they manage and the strength of interactions between projects or
the program and project. To understand the message the of expert’s, additional variables are
required to complete the story such as whether the program and projects are geographically
distributed, or whether their operations spanned globally or into space, and are the operations one
mission, recurring and sequential, or overlapping missions, and finally do the program and
projects own and operate the operational system or some other entity (and that is the simple
version). The linkages to literature for the initial theme and codification of Scope are shown
below:
Scope: “n. 1. The range of one’s perceptions, thoughts or actions. 2. Bredth or
opportunity to function. 3. The area covered by a given activity or subject. 4. The length
or sweep of a mooring cable” (Houghton Mifflin Company, 1985).
Shenhar (2001) Defines project complexity in terms of levels of System Scope
Turkulainen et al. (2015) studied the complexities involving geographic diversity and
global operations of programs.
Simon (1962) presents complexity from the perspective of an architecture.
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The codified variable of Ownerships was associated with interfaces from the perspectives
of who or what entity is responsible, accountable, or liable for, in possession of, or has decision
authority over some aspect of the program operations and the resources needed to perform those
operations. Excerpts from the interview statements are shown below in terms of [who]:
•

“bears the burden of cost of operations”

•

“owns the risk” (liable if the risk is realized)

•

“has authority over” resource allocations, funding, schedule, technical, and cost
decisions

•

is in possession of the resources needed for the program operations

•

“is responsible for” or “accountable for” performing operations and the performance
of operations (measures)

OGC (2007, p. 5) refers to context of the organization(s) owning the benefits produced by
the program outcome as a key consideration of organizations in selecting the appropriate
management implementation to achieve their goals. The consideration of ownership seems
applicable to any organization at any level. The nature of the working relationship was identified
to be related to Ownership through contractual mechanisms or agreements of partnerships. The
associated interview statements identified the need to establish clear and agreed upon operational
expectations through formal codification among those involved with program operations, thus a
form of the term “formal interface”. The term mission appeared 46 times within the data set and
was used in descriptive examples during the interview process. Therefore, the term mission was
selected as a measure of Ownership due to its conceptual compatibility with Ownership where a
mission may be conceived to involve people, organizations, systems, operations and so forth.
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Uncertainty
Uncertainty is without a doubt coupled (paired) with complexity in the existing literature
and was also shown through the data analysis process to be consistently coupled. The inclusion
of the codification Uncertainty in Program Characteristics aspect and Difficulty construct was
justified by common linkages to each of their individual justifications, thus representing a flow
down and decomposition of the Program Characteristic aspect. The interview data analysis and
cross-check to source data also supported the codification the relationship to Complexity,
Difficulty, and Program Characteristics. The following are examples of the justification for
inclusion:
Interview Statement: “Technological uncertainty is a characteristic of program context”.
Characteristic: adj. Pertaining to, indicating, or constituting a distinctive character,
quality, or disposition. N. A distinguishing feature or attribute.
Theoretical foundations regarding Uncertainty were again used to support justification of
the codification of Uncertainty and establish theoretical linkages to the program organization and
overall Program Context construct. Thompson (1967) introduced uncertainty to organization
theory in his classical publication Organizations in Action. In his works, Thompson contributed a
perspective that unified the open and closed systems thinking in organizational theory by
considering rational closed systems in open system environments. Thompson’s propositions
argued that an organization’s environment is a key source of uncertainty; his works having
influenced research in organizational development, organizational design (Galbraith, 1973) and
contingency theory (Mintzberg H. , 1979). The results of his work are often recognizable in the
organizational science literature and innovation research when his typologies are cited regarding
146

interdependency, coordination, and technology. The innovation literature, often identifiable
when its theoretical roots point to (Burns & Stalker, 1961), tends to argue against Thompson’s
recognition of the external environment as being a main source of uncertainty. These works
argue that external environment is insufficient to address innovation, thus attributing innovation
as in internal source of uncertainty. This distinction is made to point out that this view leads to
different ontologies in the research literature that inevitably lead to different research
methodologies and subsequently focused aspects and constructs of uncertainty, thus
disagreement on concepts and sources of uncertainty. Uncertainty and its counterpart complexity
are difficult to navigate through theoretically when attempting to acquire a theoretical
understanding of the uncertainty of programs. While the ongoing debate continues in literature
regarding whether complexity is an element of uncertainty or the other way around, this research
supports the subsequent assessment through Thompson (1967). Thompson’s theoretical works
were based on higher level concepts and therefore are not bound to particular typologies of
organizations or a single organization of analysis, thus more suitable for understanding
theoretical concepts and linkages in the context of technical programs.
The decomposition of interview data led to three main codified variables that all relate to
the ability to effectively acquire or create knowledge necessary to disseminate to achieve
understanding to operationalize, Newness, Maturity, and Ambiguity effectively. The codified
variables of Uncertainty are shown in Table 8 below.
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Table 8: Uncertainty Factor
Factors/Variables
Uncertainty
(a) Newness
(b) Maturity
(c) Ambiguity

Measures
Degree of (a) Scientific Knowledge (b) Operational
Experience, if it exists.
Degree of completeness in definition and development
Level of clarity in understanding

The feature of the data analyzed was the need to be able to identify knowledge gaps and
effectively close those gaps. The sources of uncertainty were consistent with the scope of the
program context environment previously shown in Figure 6. The groupings of data under
analysis consisted of aspects relating to the degree of knowledge, understanding, and experience
that exists or needs to be brought into existence (become), including: (a) what is known and
understood, if it exists and is understandable (and who knows and understands it, if they exist
and understand it), (b) what needs to become known and understood (and who needs to know
and understand it), and (c) how to operationalize what is known and understood along with how
to maintain and grow it, and (d) how to effectively discover what is unknown and not understood
(unknown unknowns). These groupings were associated with statements from the interview data
that can be summarized as follows: What is it? Do we know what to do and how to do it? Do we
have knowledgeable people? How new is it? Is it new to us or to the world?
The term maturity was associated with technical systems, programs and projects from a
technology development, program, and project lifecycle perspective. In this case high levels of
technical uncertainty were associated with high levels of technical instability that may be
observed by changing vs stable technical requirements. Therefore, low maturity represents high
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uncertainty and as requirements are defined and developed the associated technical systems,
programs and projects become more mature and stable. Interestingly while the level of
uncertainty regarding people was related to knowledge and experience, the level of uncertainty
for technical systems was related to the level of how well known the operating environments are
and the level of system performance within the operating environments.
Complexity was coupled with technical maturity most notably when assessing interfacing
systems. Mature interfaces were described as established technical systems with well-known,
stable, and defined interfaces. When the mature interfaces were characterized as little to no
interdependence, the interfaces were described as representing a low level of technical difficulty
for the integration of the systems. For example, in the case of one mature interface and one
immature interface, the owner of the immature interface was described as usually responsible for
the cost and development to match the mature interface. On the other hand, two immature
interfaces with two different system owners were described as difficult to integrate technically
and from a management perspective due to uncoordinated system design changes that may occur
on both sides with no overarching management to plan, integrated, and make cost and technical
decisions. The final case identified represented existing and mature technical knowledge and
experience that is integrated into technical systems in a new way. This situation was described as
a management or leadership challenge or a risk that may not be recognized as a potential threat.
In these cases, experts naturally rely on their past technical experience, however run the risk of
not appropriately adapting past knowledge to the technical systems interacting in new ways in
which the expert must now learn about, understand, and gain experience with the new technical
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configuration and its specific operations. This topic is discussed further in the Adaptability and
Agility construct.
The accounts described above are consistent with the technical innovation literature,
particularly product development research stream. For example, in addition to the distinction
between radical and incremental innovation, Henderson and Clark (1990) examined the
usefulness of existing architectural and component knowledge in new product development and
introduced two additional types of innovation: architectural and modular innovation. Their twodimensional framework accounts for the impacts of innovation on core design concepts of
technology and impacts to the linkage between core design concepts and the product
components. The modular innovation type is described as changing only the core design
concepts where the product components remain unchanged. Architectural innovation is described
as changing the architecture of products, but leaves the components and core design concepts
unchanged, thus representing a reconfiguration of an established system that links existing
components together in a new way.
Williams (1999) states existence uncertainty is a type of uncertainty resulting from a lack
of knowledge. The additional association to knowledge and understanding in the data analysis
was the need for it to be accompanied by acceptable rationale. The following statements provide
linkages to literature to support the selected variable codification and inclusion in the data
analysis framework. Ambiguity was found to be a common concept in the literature; therefore,
the research drew upon the project management literature, specifically for complex project
management. The following experts represent these linkages: Ambiguity as conceived from the
data analysis: “Ambiguity expresses uncertainty of meaning in which multiple interpretations are
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plausible which leads to the existence of multiple, often conflicting situations, goals, and
processes: (San Cristóbal et al., 2018, p. 4). Newness is often linked to technological uncertainty,
or newness of the technology to be used (Williams, 1999) or newness to the market (Shenhar A.
J., 1998). In the project management literature, Maturity is most often associated with the
technological maturity of an organization and operationalized as a novelty by the level of
newness to the market, thus relating task uncertainty to an external market environment (Shenhar
A. et al., 2005) (Wheelwright & Clark, 1992). Organizational design refers to the characteristic
of Age, meaning the duration of the organization’s existence. Project literature refers to a similar
concept for the project Lifecycle, which represents the phases of a project (progressively
reducing uncertainty) in terms of transitions that occur during its finite existence (PMI, 2013).
Program literature also refers to a program Lifecycle (PMI, 2013) in a broad sense since deriving
discrete phases similar to the project lifecycle phases may be challenging if all constituent
projects are not aligned to the same phase. Also, many projects do not perform operations and
sustaining operations (or simultaneous development and sustainment).
According to the data analysis, project applications regarding uncertainty must be
expanded for application to technical programs. In the broader application of uncertainty in the
Program Context, uncertainty stems from lack of knowledge, whether it exists or is imperfect
(i.e., epistemic). The action of the program or those desiring to bring a program into existence, is
to address those knowledge gaps to reach an acceptable level of knowledge and understanding,
assuming “knowledge is power” to act on something or perform effective operations
appropriately. The knowledge gaps that may exist in technology are one of many that may exist
in the context of a technical program that span across methods, decisions, goals and so forth.
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Size Construct
The Size construct of the Program Characteristics aspect was tactile. The codified factors
were typical of those associated with projects and included Cost, Schedule, Resources, and
Scope (PMI, 2013). The codified variables represent holistic measures from the perspective of
the program system, accounting for multiple dimensions, and over time. The need for margins or
reserves was linked to level of uncertainty during the data analysis, which is considered standard
practice (PMI, 2013). The resulting Size construct and its component factors, variables and
measures are shown in Table 9 below:
Table 9: Program Context Size Construct
Construct
Size
The magnitude
and extent or
range of the
operation.

Factors/Variables
Cost
(a) Cost Profile

(b) Margins
Schedule
(a) Duration
(b) Margins
Resources
(a) Workforce Profile
(b) Operational Profile
Scope
(a) Objectives
(b) Requirements

Measures

(a) Life-Cycle-Cost: Total Cost of Workforce
Operations with Margins Included
(b) Cost Distribution (% cost of systems/interfaces,
testing etc.)
% of Total Cost for Reserves
Length of Temporal Existence: Total Life-Cycle
duration with margins
% of Total Duration for Schedule Reserve
Workforce Size, Skills, Experience Levels, Over
Time
Facilities, Services, Capabilities, Over Time
Breadth: (i.e. Safety, Performance)
Depth: Standards, Level-1

Of significance was the terms Cost, appearing 77 times within the data set, and
Requirements appearing 93 times. These terms were used in descriptions of multiple different
152

aspects of the Program Context components and associated with components of Program
Structure such as the need for certain technical management and processes, Risk Management
for example.

Risk Posture Construct
The Risk Posture construct resulted in two codified factors for Risk and Priority Values.
The data analysis showed a relationship between these two factors such that the question of “how
risky is it?” depends on “what’s at stake?” (Risk). These questions may be answered as “the
thing that is most valuable and considered to be top priority” (Priority Values), thus informing
the management risk and practicing risk management through business, organizational, and
human values embedded in practice, thus correlates with institutional theory. The Risk Posture
construct is shown in Table 10 below.
Table 10: Program Context Risk Posture Construct
Construct
Risk Posture
Indication of
what's at stake
and what is
trying to be
maximized or
protected.

Factors/Variables
Risk
(a) Stakes
Priority Values
(a) Critical Parameters
of Value
(b) Critical Operational
Constraints

Measures

Consequence of Failure (i.e. Human Life, National
Security, Public Safety, Environmental Catastrophe)
Rank in order of Value: (i.e. Safety, Cost,
Schedule/Time to Market, Technical Performance,
Quality
Constraints: (i.e. Do it in 180 days, Never sacrifice
safety)

The term Risk appeared 89 times within the data set. The types of risks included safety,
technical, cost, and schedule risks. The term Risk was coupled with the term consequences four
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times within the dataset, where all other instances of the term Risk were coupled with
descriptions of the consequences of failure. The consequences of failure were equated to the
result or outcome of losing something of high value, thus the measurement for the codified
variable Stakes was defined in terms of the consequences of failure (loss). Things of high value
included not only high dollar value items, but also scarce resources such as limited budget and
human life. Things of high value were coupled with ranking terms for priority, priorities, critical,
and criticality.
The issues of “not knowing what the priority is,” “competing priorities,” along with the
need to “get priority” (be a priority) or “set the priority” were associated with the topic of risk.
The factors and variables within the Risk Posture construct work together to identify the most
important (critical) things that need to be protected from loss through the lens of the worst-case
scenario being the loss of something extremely highly valued. The priority order of things to
protect was described to be an interaction where risk trades occur between two sets of values, the
critical thing to protect and the values that may never be compromised. The approach
incorporated values on multiple levels including those of the agency, program, and individuals,
into risk trade assessments and decisions, where a set of core values were considered in decisions
regarding priority. An example from the interview statements is one of competing priorities
between profit gains through high velocity operations vs operations that may fatally harm an
individual(s). If the core value is never to sacrifice safety (a consequence of harming human
lives), operations would be required to prioritize safe operations (safety) over fast operations
(schedule). Risk management would require safeguards (controls) to be established to prevent
harm to human lives from occurring (mitigate), which may sacrifice some schedule time. Still, it
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optimally would result in the highest velocity operations that may be conducted safely. Another
example would be one of economic value, often referred to as Cost, which occurred 77 times
within the dataset. The cost was shown to be a critical program performance parameter in the
analysis. Thus in the example of limited resources (limited funding) risk trades between other
things of value occur to “get the best bang for your buck” maximize the limited funding
available. In this scenario, risk management for limited resources involves cost-effectiveness as a
priority, while still holding to the core value (constraint).
The Risk factor was found to be congruent with Cost from the Size construct, where Cost
in this construct represents a measure of how large a program is, which was found to be
congruent with Program Structure in terms of the extent of management to be implemented for
cost risks or the management of expenses. The cost was naturally congruent with the Budget
variable from the Critical Parameter Constraint factor within the Program Situation construct)
since effective management of cost risks should result in Cost matching Budget. Therefore, the
association between the Risk Posture, Size, Budget and Program Structure is such that as Cost
increases in value (high dollars or limited funding at stake), Cost would become a variable of the
program Priority Values which would necessitate the management of cost risks within the
Program Structure to ensure that Budget and Cost perform in congruence (budget must match
cost). As the Size construct increases, in terms of the sheer size of a program, and as margins
decrease (limited or scarce resources of value), the extent and formality of cost, schedule,
technical, and safety risk management increases within the Program Structure since these
represent the risk trade performance domains. Therefore, strong risk management competencies
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regarding risk decisions and risk trade decisions with respect to the Priority Values and Stakes of
Risk.
The Risk factor also was assessed to be congruent with Political Attention. However, this
relationship cannot be considered a justifiable theme because a linkage to literature was not
identified. A partial explanation for the data correlations might be through the lens of technical
programs in the public aerospace industry as a government member. In this light, these programs
and agencies are accountable to their customers, US citizens, where judicious expectations are
high when entrusted with taxpayer dollars. Given that Congress represents the primary customer,
risks to taxpayer dollars (high costs at stake) or posing risk to areas of public interest may catch
Congress's attention. Further, if the program activities can result in the loss of something of
overarching high value such as the loss of human life or harm to the environment, those program
activities likely draw the attention of citizens, Congress, and people in general. However, this
possible explanation cannot be verified at this time.
Linkages between the Risk Posture construct and Program Structure included the level of
formality implemented for decision-making processes, process controls, tools, and the extent of
continuous performance management for the Priority Values factor within the Risk Posture
construct. The size of the components within the Size construct in terms of the critical
parameters they represent.
A description of the Risk Posture construct was not identified in the literature quite like
the construct provided by the expert panelists. However, the two main program management
standards in the literature address risk management for programs. Commerce Office of
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Government (OGC) (2007) defines risk as an uncertain event (or series of events), that should it
occur affect achieving objectives. Regarding core values, OGC states that “a programme that
effectively and visibly manages its risks demonstrates part of the programme’s core values and
should therefore improve stakeholder confidence in the programmes’ ability to deliver the
required outcomes and expected benefits” (p.115). Regarding priorities, OGC states that
priorities are a key factor that influences schedule, and that prioritization should focus on the
program’s critical activities (p.95). PMI (2013) defines a program risk as an event (or series of
events or conditions), that should they occur may affect a program’s success (p.95). Regarding
values, PMI describes the economic value in terms of business value, earned value, and
organizational strategy. Values were also related to the program mission “The mission statement
also describes the philosophy and values by which the program will be conducted and details the
environment in which the program operates” (p.27), and in terms of benefits a program produces
such that to have value the benefit should be realized in a timely manner; however, core values
were not identified in the text, except for those of PMI stated in the Introduction chapter (p.1). A
behavioral parallel was found in the occupational safety and health literature. Friend & Kohn
(2018) discuss critical behaviors which are defined as the “actions that contribute to good safety
performance” (or lead to injuries), and critical safety behavior inventory is a method for
measuring behavior safety performance. The development of the critical behavior inventory
serves to direct “the steering team where to focus its efforts for maximum impact” (p. 259),
where the steering team are those doing the measuring. In their works, they define values as
“deep seated beliefs that influence behavior. Core values are commitments individuals hold
without compromise” (p. 250). They define risk as “the measure of probability and severity of a
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loss event taking place” and define a hazard as “a workplace condition or worker action that can
or has the potential to result in injury, illness, property damage, or interruption of a process or an
activity” (p. 9). Therefore, occupational risk is about the probability that a hazard will occur
(how likely it is) that causes injury, damage and so forth (the consequence). A study on risks in
public sector programs found that the role of the program management function included linking
constituent projects to an overall organizational strategy and therefore program risks are largely
concerned about political issues, how to “deal with” stakeholders, and decisions regarding
procurement routes (Aritua et al., 2011).

Aggressiveness Construct
During the data analysis process, the Aggressiveness construct was decomposed and
codified into one factor for Pace and two variables, Urgency, and Available Timeframe. Terms
consisting of pace, speed, velocity, and fast enough embody the meaning of pace. Houghton
Mifflin Company (1985) defines pace as “the rate of speed at which activity or movement
proceeds” (p. 891), thus can be defined as the rate of speed at which the program activities
operate. Pace was linked to the Urgency variable, meaning the level of importance to conduct
speedy operations, thus the question of whether speedy operations are valued and a priority?
Therefore, the Pace construct is about being fast enough to keep up with a demand given the
amount of time allotted for completing the activity. The demand may be of a critical nature, such
as needing the activity completed ASAP to meet an operational need (Shenhar A. J., 2001), or a
result of compressed schedules (allotted time), strategically driven (first to market) and so forth.
The interplay with priority values was described as resulting in high decision velocity, with less
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than perfect information, where the priority value is efficiency to support cost effectiveness.
Therefore, the construct is tightly coupled to Schedule and may be conceived as an “aggressive
schedule” if speed of operations were considered to be an important priority. The Pace construct
is shown in Table 11 below.
Table 11: Aggressiveness Construct
Construct
Aggressiveness
The operational
speed or
cadence.

Factors/Variables
Pace
(a) Urgency
(b) Available
Timeframe

Measures

Level of importance requiring swift action (Operational
Need)
Available time to complete

Shenhar A. et al. (2005) defined pace in their four-dimensional project management
model as shown in Figure 11 below. In their study of NASA projects, Shenhar A. et al. (2005)
provided a comparison of projects using pace as a project classification dimension.

Figure 11: Project Pace (Shenhar A. et al., 2005)
One project under study incurred schedule constraints imposed by management which
caused the project operations to be consistent with their “fast-competitive” measure of pace.
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Another project was subject to firm launch timelines with no schedule margin and was classified
as a “Blitz” project. They attributed pressure for speedy operations to the “faster, better, cheaper”
policy introduced in the 1990’s. Due to the project management issues identified during their
study, they recommended that NASA learn to distinguish between the pace classifications in
their model and develop appropriate procedures and guidelines to manage each classification
differently. Examples provided by the expert panelist included the following:
Decision velocity and streamlined processes, where cost effectiveness was associated
with cultural priorities and decisions were based on less than perfect information.
Decision velocity and speed are valued with less perfect information.
Pace with respect to a small organization “lean and mean” vs an army of people where
the number of workers determines the pace or velocity.
Innovative money to do innovative projects for better, faster, smarter things so they don’t
have to wait 10 years to get things operational.
Program Situational Requirements and Constraints Aspect
The aspect of Program Situational Requirements and Constraints was decomposed and
codified during the data analysis process and consisted of two constructs, Environmental
Constraints which had a codified factor for Governance, and Program Situation which had three
codified factors for Goals & Objectives, Critical Parameters, and Constraints. The Program
Situational Requirements and Constraints Aspect documented in the data analysis framework is
presented in Table 12 below.
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Table 12: Program Situational Requirements and Constraints Aspect
Aspect
Program Situational
Requirements and
Constraints

Construct
Environmental
Constraints

Factors/Variables
Governance

Program
Situation

Goals & Objectives
Critical Parameters Constraints

Environmental Constraints Construct
The Environmental Constraints construct consists of the Governance factor and three
codified variables that include Laws, Mandates, Regulations, Appropriations & Authorizations,
and Procedural Requirements, Specifications as shown in Table 13 below. This construct
accounts for externally levied requirements and externally driven conditions that the program
does not control.
Table 13: Environmental Constraints Construct
Construct
Factors/Variables
Environmental
Constraints
Governance
(a) Laws, Mandates, Regulations
(b) Appropriations & Authorizations
(c) Procedural Requirements,
Specifications
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Measures

Scope of overarching requirements
Allocations and directing of funding,
resources
Scope of governance

From the participant descriptions this construct was interpreted to interact with the Program
Structure both as a mediator and moderator depending on the span of control of the Program
Manager in determining the Program Structure.
Organizational governance was a factor identified in Shao’s (2017) study regarding the
moderating effect of program context on the relationship between program manager leadership
competences and program success. While he considered governance to be a separate factor than
program context, his research indicated governance has at least some effect on the relationship
between program context and program leadership competencies with respect to program success,
the nature of the effect of course “depends” on the situation. The relationship may present a
congruent relationship if compatible between the program context and program structure,
however this may not always be the case. The nature of effects that occur on the Program
Structure would depend on a number of factors and circumstance details starting with how
Program Structure is defined, what stage of the program life the levying from above occurs,
leadership competencies, and so forth. Whether these externally driven areas have a positive or
negative effect on a program, they are all areas program management needs to “deal with”
(appearing 8 times within the data set), also referred to in the literature as “cope with,” thus by
definition was included in the Program Context construct. These requirements from above were
considered constraints from a program management perspective, thus informing the Program
Structure of boundaries or bounding requirements to be addressed by the Program Structure. The
scope of constraints described again may originate from within the program, agency, or external
to the agency. An example provided during the interview process described the program as being
constrained from using contractors to any significant degree thus the Program Structure was
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required to rely on a majority civil servant workforce, thus affecting the Program Structure;
reducing the level of support needed from contracting officer skillsets for example.

Program Situation Construct
The Program Situation Construct was codified by the main “depends on” themes
discussed above, distinguishing programs and structures based on goals, objectives, purpose,
scope, and so forth. The construct also incorporates the core program parameters or constraints
for budget, schedule, and technical requirements of the program as these were correlated in the
data set as construct components of the situation. The Program Situation Construct and the two
codified factors for Goals & Objectives and Critical Parameter Constraints and component
variables and measures, are shown in Table 14 below.
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Table 14: Program Situation Construct
Construct
Program
Situation

Factors/Variables

Measures

Factors/Variables
Goals & Objectives
(a) Purpose

Measures

(b) Scope

Breadth (i.e. Specified vs Overarching Goals, Mission-Con
Ops)

Functional Purpose i.e. Assure safety of civil aviation,
Maintain Air Superiority, Facilitate Public Access to Space
Capability

(c) Nature & Kind of Work

Area and Activity (i.e. Research & Development, Science &
Technology Development, Operational Service, Engineering
Development, Infrastructure Sustainment, Regulatory
Compliance)

(d) Nature of Work
Relationship

Partnership vs Traditional (Public-Private Relationship)

(e) Justification
Critical Parameter Constraints
(a) Budget
(b) Schedule
(c) Technical Requirements

Rationale for the activity and benefits description.
Appropriated Budget
Duration
Content

The nature of the working relationship was identified to be related to Ownership through
contractual mechanisms or agreements of partnerships. In addition, the associated interview
statements identified the need to establish clear and agreed-upon operational expectations
through formal codification among those involved with program operations, thus a form of the
term “formal interface”. The other aspect made clear through the analysis is that the “depends
on” statements from the interview data account not only the objectives, but the objectives over
time, meaning as change occurs over time thus the linkage to evolutionary theory has presented
itself throughout the data analysis process.
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Social, Political, Cultural Environment
The Social, Political, and Cultural Environment Aspect is comprised of groupings of
behavioral, actionable, and social aspects identified during the data analysis process. This aspect
was decomposed into four constructs: Supportive, Adaptability & Agility, Disruptive Forces, and
Stability. The codified constructs and factors for the Social, Political, and Cultural Environment
Aspect are shown in Table 15 below.
Table 15: Social, Political, Cultural Environment Aspect
Aspect
Social, Political Cultural
Environment

Construct
Supportive

Adaptability &
Agility

Disruptive
Forces

Factors/Variables
Support
Cooperation
Change Tolerance
Risk Tolerance
Adaptability
Proactiveness
Flexibility
Program Fit
Political Behavior
Cultural Differences

Stability
Political Stability
Political Support Stability
Technical Stability

This aspect distinguished the socially constructed and interactive role with the more
tactical aspects and components within the Program Context. The conceptual definition of the
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program context given by Pellegrinelli (2002) and Pellegrinelli et al. (2007), dynamic cultural,
political, and business environment, was used to justify these separate groupings.
The interactions among humans were identified during the data analysis as a concern of
experts and needing attention to better understand and account for human interaction with
respect to implications to program management. Also noted were the terms funding and political
to be correlated and tightly coupled together during the data analysis process.

Supportive Construct
The Supportive construct represents the major theme regarding the need for a program to
obtain support or be supported. Many other components of the Program Context were related to
support to evaluate what support is needed and how to obtain it. The Supportive construct was
decomposed into two codified factors for Support and Cooperation, each with variables and
measures shown in Table 16 below.
Table 16: Supportive Construct
Construct
Supportive

Factors/Variables
Support
(a) Adequacy
(b) Availability
(c) Acceptance
Cooperation
(a) Engagement
(b) Assist

Measures
Degree to which resources match the need (i.e. skill
level, functionality)
Degree to which resources are available when
planned/needed
Level of agreement
Degree of cooperative engagement
Degree of willingness to assist
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The term support appeared 35 times within the data set and was applied to multiple
dimensions and levels of program support including: (a) The need for upper management,
agency, stakeholder, and customer support executive support of work efforts, the program itself
and its efforts (b) Support from those who control, authority, or influence over resources the
program needs. (c) Support from the workforce. The term support refers to support with physical
resources and funding, workforce skills and labor, or through authorization or endorsement.
Other conceptions of support were along the lines of “helping”, “in favor of”, “agreeing or
concurring” vs “agreeing or willing to go along with it” or in the sense of “we are behind you all
the way” or a champion of the effort. The combinations of the terms “buy-in”, “buy into”, and
“buy off” appeared (25) times within the data set and were accompanied by terms for “willing”
or “agree” or even “willingness to agree”, “reaching agreement” or “acknowledging agreement”.
The difficulty encountered with this construct was the assignment of variables and measures that
captured the sentiments. This was unable to be achieved therefore, to maintain codification
consistency with the codification framework philosophy, variables and measures were selected
based on the outcome of the support being sought. Adequacy of the available skill set was found
to be correlated with Program Structure Organizing and Managing.
The following support groupings were identified in the analysis: customers, stakeholders,
management, advocates, and those involved with doing the work. “Buy-in” was also correlated
with priority and determined to be sequential, as in “buy-in” must be obtained to achieve priority
status, which ensures the program receives support. The processes of achieving support were
described in the interview statements from multiple perspectives, which included the case of
multiple organizations or programs conducting or supporting operations at the same time, thus
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creating the need for prioritization of shared resources and prioritization of agency investments
across programs and other investments. Thus, leading to prioritization of congressional funding
across agencies, programs, and other investments, which then means prioritization of taxpayer
dollars across all these investments. As described by one expert, programs “operate within and
“funding environment and a political environment”. This continued funding and political
relationship identified in the data analysis is understandable since the funding source is congress
through budget appropriations and authorizations.
From the uncertainty data analysis, a linkage was made to data grouping pertaining to a
sequential step that occurs once information is known and understood. This grouping consisted
of rational terms, justification, need for acceptance, adoption, buy-in, tribal knowledge, and not
believing the facts. Accepting knowledge that is understood to some degree was presented in the
data analysis as a necessary step to achieving “buy-in” or commitment to support the program
with the final sequential step of support identified as being related to the “tribal knowledge”
where the knowledge and understanding is adopted as one’s own and passed on to others. For
acceptance to occur, rationale and justification were required to, be understandable, but also
rationalized, credible, trustworthy, and beneficial. (why would we do that? Why do we care?
Does that make sense what you want to do? Are you really trying to meet that goal or something
else?). Finally, the adopting “tribal knowledge” step was associated with the need for those
individuals to be active participants helping to create that knowledge and its meaning.
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Adaptability & Agility Construct
The Adaptability and Agility construct shown in Table 17 below was the grouping of
terms relating to the robustness and responses to change, along with the ability to assess against
the expected change impact of a program and behaviors it needs vs. effects.
Table 17: Adaptability & Agility
Construct
Adaptability & Agility

Factors/Variables
Change Tolerance
(a) Acceptance
Risk Tolerance
(a) Risk Seeking Behavior
(b) Decision-Making
Adaptability
(a) Adaptive Response
Proactiveness
(a) Disposition
Flexibility
(a) Fluid

The factors are shown below correlated to interactions with the Program Structure in
many ways and was linked with the Uncertainty factor from the Difficulty. Additional factors
such as the Pace construct were identified for specific dimensions. For example, risk-adverse
behavior would not be congruent with high-velocity decision-making with imperfect
information, therefore high levels of uncertainty with little information would not be congruent
with high-velocity decision-making. The need for flexibility was associated with Uncertainty.
For example, standard processes and operations have a lower need for flexibility because
uncertainty is low, or it would not be considered “standard”. Standard in this application means it
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is well known and understood and a lot of experience exists (we know what to do and how to do
it and we do it all the time).
Continuing from the topic mentioned in the Uncertainty regarding the case of adapting
and applying mature technical knowledge and experience in a new way, the Adaptability and
Agility construct expands upon this scenario. As discussed, technical experts naturally rely on
their past technical experience. However, there is a risk that their past expertise may not be
adapted to account for the new system architecture and interactions appropriately. From an
innovation and product development perspective, Henderson and Clark, (1990) describe
architectural innovation as changing the architecture of a product's architecture, but leaves the
components and core design concepts unchanged, thus representing a reconfiguration of an
established system that links existing components together a new way. They state that
architectural innovation presents a more subtle challenge for mature firms, and much of what
they know to be useful is needed to be applied to the new configuration, however some of what
they know to be useful is not appropriate and may impede a firm. The researchers stress the
importance of knowing what is useful and what is not and stress the importance of understanding
how components and architectural knowledge are managed in organizations. The researchers
refer to technical evolution as a long duration of experimentation followed by the acceptance of a
dominant design and point out that knowledge and capability are built around recurring tasks that
organizations perform. Therefore, an organization’s experience with evolving technology is an
important factor in understanding an organization’s knowledge and innovative capability.
This phenomenon was described to occur among leadership and management as well. For
program startup activities, the question of whether a program manager (and leadership) will
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replicate a past successful program or adapt it to the new program’s goals and objectives was
posed by experts. In the Program Structure section, many accounts of inappropriate leadership
styles, decision-making, and judgments were often attributed to lack of training and competence.
Additional examples of existing programs were provided regarding the ability to recognize
change and evolve with change over-time provided. Similar to the account provided by
(Henderson & Clark, 1990), well-established organizations and practices have struggled to
recognize and adapt to change appropriately and have realized negative impacts. Changes
included advancement in knowledge and technology, giving way to capabilities such as rapid
prototyping and fast-paced, high volume, and innovative business models. Other descriptions
provided by experts were regarding robustness to change or the ability to adjust, adapt, or
embrace change. Three main distinctions are observed in the examples (a) human behavioral
responses to change such as resistance, (b) human or organizational robustness to change, (c)
human cognition, knowledge creation, learning, information processing, and ability to adapt
existing knowledge to change. These distinctions are addressed in many different literature
streams including Change Management, Organizational Behavior, Social Sciences, Psychology,
additional linkages to theories of economics, and even neuroscience, which is beyond the scope
of this research to investigate. However, human mental models, the role of resemblance in
heuristics judgments, and dominant knowledge through experience (neuropaths) are well
documented in the body of knowledge. The introduction of mental models has made its way into
the project management literature described by Sengupta et al. (2008) in their publication The
Experience Trap. Simon’s (1997) publication on Administrative Behavior publication and
Kahneman’s (2011) publication Thinking Fast and Slow provide practical insights into the
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cognitive systems in the brain that lead to systematic errors in the thinking and decision-making
of any human being. They provide concepts and examples of so-called intuitive decision-making
of individuals under conditions of uncertainty, complexity, and risk, within a psychological
environment. Both authors stress the importance of awareness of this topic to improve, discuss
and understand, these errors of judgment to limit the impacts faulty decisions may incur.
The ability to cope with change effectively is linked to the level of uncertainty,
particularly newness, and complexity. From a human behavior perspective, market researchers
have matured the techniques and processes for introducing disruptive changes to the market
based on whether consumers will accept or reject the new product. Market researchers
understand how knowledge is created and how new ideas become accepted by consumers, with
approaches tailored to how new a product is to the market. Consistent with prior description
regarding the association of goals with values to achieve support, and the heuristic judgement by
association, market researchers at a minimum relate new products to something consumers do
routinely and the newer the product, the slower the introduction to consumers, thus transition
literature is also relevant. This topic is described further in the Disruptive Forces construct.

Disruptive Forces Construct
The Disruptive Forces construct shown in Table 18 below contains three codified factors
for Program Fit, Political Behavior, and Cultural Differences, each with several variables and
measures. The overall construct focuses on assessing how disruptive the program activities are
(or might be) to other organizations and individuals in terms of how well the program aligns or
fits with existing conditions.
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Table 18: Disruptive Forces Construct
Disruptive
Forces
Degree of Fit
with the
Program
Goals,
Objectives,
Characteristics,
& Success

Program Fit
(a) Strategic Goals
(b) Agency Structure

Degree of strategic alignment with and across the
Agency and external environment
Degree of fit or effect on Agency structure

(c) Cultural Site Behavior

Degree of fit in the cultural plurism environment

(d) Impacts of Success or Failure

Degree of competitiveness and/or strengthening
effect
Level of impacts to those who influence and/or
control resources
Degree of fit to existing knowledge, experience
and mindsets

(e) Political Power
(f) Individuals' Knowledge & Experience
Political Behavior
(a) Political Attention
(b) Goal Ambiguity

Level of visibility in interest from regimes with
political power
Level of maneuvering via exploitation opportunity

(c) Competition

Level of competition for scarce resources

(d) Territories

Level of Political Power and Authority Domains
and actions taken to maintain power and control
over them
Level of actions taken to maintain control of
knowledge and or resources
Level of significant decisions that appear irrational

(e) Withholding
(f) Non-Programmable Decisions
Cultural Differences
(a) Risk Seeking Behavior

Level: Risk Adverse, Risk Neutral , Risk Seeking
(i.e. make decisions faster w/ imperfect info)

(b) Priorities

Ranked Performance Parameters: i.e. Cost
Effectiveness, Delivery Speed, Risk Certainty,
Something Else
Core Values

(c) Values
(d) Learning & Sharing Knowledge

Trust, Sharing or withholding, Knowledge,
Transparency

The critical thinking aspect of the Disruptive Forces construct focuses on an examination
of the effects of the program activities on other organizations, groups, and individuals. This
construct was identified to be particularly important prior to starting up a program or upon large
changes or transitions such as new or phased acquisitions, lifecycle phase changes or the end of a
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program. New programs were described as disrupting the status quo, especially large programs
as they will inevitably change the balance of resources and often introduce new ideas to achieve
something that has never been done before. The experts recommended programs understand how
disruptive they are or might become such that they can establish mitigates.
The Disruptive Forces construct was clearly related to Uncertainty in terms of Newness.
The construct involves seeking opportunities, optimization, and mitigations regarding (a) how
the program may achieve alignment or fit and conform to existing conditions and (b) where the
program may need to adjust, stretch, or expand on existing conditions. Disruption by nature is
characterized as a sudden upset if the status quo, the strength and speed of which should be
carefully considered prior to startup and through the transitions inherit to program life cycles,
contract phasing and so forth. How, when, and to what extent program activities will change
current conditions such as resource allocations and distributions, and how divergent programs
are from current “norms” were identified as important considerations. The construct engages
critical thinking of congruence and compatibility in terms of potential synergistic opportunities,
contingencies for external resistance, and specific modes of implementations such as the speed
and method of transitions for highly divergent program efforts.

Program Fit
The codified factor of Program Fit is shown in Table 19 below represents the core areas
of assessment for how well the program activities align, conform, and exist in harmony with the
current state of affairs.
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Table 19: Program Fit Factor
Factors/Variables
Program Fit
(a) Strategic Goals
(b) Agency Structure
(c) Cultural Site Behavior
(d) Impacts of Success or Failure
(e) Political Power
(f) Individuals' Knowledge & Experience

Measures
Degree of strategic alignment with and across the
Agency and external environment
Degree of fit or effect on Agency structure
Degree of fit in the cultural pluralism environment
Degree of competitiveness and/or strengthening
effect
Level of impacts to those who influence and/or
control resources
Degree of fit to existing knowledge, experience
and mindsets

Impacts of success or failure are discussed in the resource dependency literature however
the experts have described the case of synergistic opportunities to mutually strengthen programs
that are able to align their goals with one another. Importance was stressed on awareness of
negative affects the program’s success may have on another program, whether real or perceived.
This case was described as a program enabling rapid production, advancement, and continued
availability for a capability in a lower uncertainty environment where a different program is
advancing a similar capability in a higher uncertainty environment, thus the perceived threat of
the fast program may advance to a point that could and render the other program’s capability
obsolete. In this case the political behavior construct becomes relevant.
The Cultural Site Behavior was described as the behavioral norms, values, and practices
particular to a field site location, often described in the kind of work they specialize in, such as
launch operations, test facility, or design center of excellence. Therefore, introducing operational
hardware to a test facility to manage would likely be disruptive to the site culture.
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Political Behavior
The codified factor for the theme of Political Behavior and its codified variables are
shown in Table 20 below.
Table 20: Political Behavior Factor
Factors/Variables
Political Behavior
(a) Political Attention

Measures
Level of visibility and interest from
regimes with political power
Level of maneuvering via
exploitation opportunity
Level of competition for scarce
resources
Level of Political Power and
Authority Domains and actions taken
to maintain power and control over
them
Level of actions taken to maintain
control of knowledge and or
resources
Level of significant decisions that
appear irrational

(b) Goal Ambiguity
(c) Competition
(d) Territories

(e) Withholding
(f) Non-Programmable Decisions

The terms “politics” and “political” were identified 49 times within the data set and were found
to be a stronger focus for programs with higher levels of Political Attention. As previously
stated, Political Attention was congruent with Risk Terms of politics, which were identified in
statements referring to actual Congress and funding. The terms “Congress” or “Congressional”
were identified 18 times and coupled with a need to keep Congress happy and referred to as both
a customer and a stakeholder influencing funding, program configurations and authority
structures, and even the existence of programs.
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Program configurations and authority structures were referred to as political when they
were driven by how funding was allocated from Congress, which has led to unbalanced
configurations with weak interfaces or weak integration authority due to the separation of the
authority across interdependent systems, most notably for lower maturity technical interfaces. As
previously discussed, this situation represents program Complexity introduced by politics rather
than the technical requirements. Further, the management of program performance parameters
such as cost, and schedule were described as difficult to manage at and across the interfaces. This
is understandable given that each program establishes their own frameworks to provide focus on
their own unique requirements and activities. Bridging the communication across these separated
yet interdependent entities and appropriately coupling technical and programmatic decisions
along with program performance monitoring for two or more programs with separated authority
structures does indeed represent another layer of complexity that programs must manage.
A takeaway regarding Political Behavior was if a program has a congressional line item,
then the program operates within a highly political environment and subject to changes in
political priority (emphasized in interview statements) and even changes in the risk-taking
policies and behavior of the administration. Thus, Political Attention was identified as congruent
with Risk and Stakes, however it is subject to change as the program evolves and matures
through its lifecycle and as changes occur among the Agency administration and Congress.
Political Behavior was also related to the concept of political support and customer or
stakeholder satisfaction. Satisfaction was associated with the Program Success construct and a
mitigation to Political Behavior. At the macro level, the need to keep the customer (Congress)
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happy or satisfied was conveyed such that keeping Congress happy strengthened political
support and therefore stabilized support and funding from Congress.
At the individual state congressman level, or political interface, job creation and
sustainment as a result of implementing a program was naturally a strategy to gain and sustain
political support at the state level. As discussed, one facet of the political environment in which a
program operates was described where “successes win favor for the next step”. Program
mitigations to Political Behavior and to obtain and sustain support (keep congress or
congressman happy) included implementation of “keep it sold” branches. Such implementations
may also provide “top cover” as a mitigation against impacts to workforce resources to keep the
customer happy and detraction of focus from technical activities. These branches may be
implemented within the program organization or outside of the program organization but within
the parent Agency.
Prior to initiating a program, research was often reported to occur at the political interface
level and subsequently managed after startup of the program. This involved assessing,
communicating, and tracking the number of congressional districts in which the suppliers or
vendors reside. In this case the assessment involves understanding the political environment
from the standpoint of who (which states) has high political power regarding influence, control
and authority over program funding and legislation. Distribution of vendor sourcing was reported
as a strategy for mitigating against political support instability. However, equally important was
to understand areas such as which congressman from which state is currently head of the
appropriations committee and will the program activities enhance or impact the existing program
activities supporting that state’s jobs. Programs were regarded as needing to be perceived in a
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good way by Congress to enhance Support. This concept was also extended to field site location
level in which programs of large size were perceived as valuable because of the high funding and
need for resources and services, thus field site location owners desire their location to be selected
as the program’s “home base”. Again, the strategy to mitigate political behavior such as “turf
wars” was communicated to be distribution of resource acquisition and even distribution of
program authority across field site locations, all of which depends on the needs of the program vs
capabilities of each field site location. Political Behavior in all of these cases involves a decision
process among people in power where the decision outcome is driven by the most influential. An
observable example of this process was described as the case of a program with the assigned
objectives to design and build a new complex system that resides at a field site location with
little design and manufacturing experience, yet a different field site location with design and
manufacturing expertise does in fact exist.
Other references to politics were associated with a selection or decisional processes or the
people or groups “in control” of things. Regarding selecting a Program Manager, experts
described the difference between political and not political selection as to whether a high level of
training. They demonstrated competency (demonstrate the training) was required, whereas
politically appointed Program Managers may not be the best selection, thus representing the
concept of political. The location selection of a new Program was described as political as well
and terms for Site or Field Location were identified 34 times. The term Control was identified 33
times within the data set with the majority of the term in association with people or groups
controlling things in comparison to program control as a function or structure. Associated terms
included Power, which was identified (7) times within the dataset in that exact form but
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characterized moreover by Influences that were identified (18) times. Control was identified (31)
times within the data set with the majority of the term about other people or groups controlling
things in comparison to program control as a function or structure, where Authority was
identified (25) times. Other descriptions of political behaviors included cases that question the
true intentions of programs and Program Managers, such as Do you really want to do that or just
look like you did?
Originally published in 1936, and later republished in 1958 with postscript, Harold D.
Lasswell provided a perspective-based interpretation of politics to bring light to the underlying
working attitude of politicians who, according to Lasswell, were skilled in predicting changes in
influence and those that are influential. The author notes in the preface of his publication that
such a perspective of politics was not novel to social development scholars (back in 1936)
however constantly at risk of attenuation.
“Even now there is no brief book in English which states this standpoint for student,
teacher, scholar, citizen, and politician, and which sees it in relation to passing time”
(Lasswell, Politics: Who Gets What, When How: With Postscript (1958), 1958, p. 7).
The author provides the following explanation for the statement above and the
importance such a perspective as shown below:
“Certain practical and theoretical consequences follow from the lack of opportune
reminders of this fundamental standpoint. That practicing politicians, caught in the
immediate, lose sight of the remote, is to be expected. That systematic students,
exempted from instant and overwhelming necessity, often grow precise about the trivial,
need occasion no surprise” (Lasswell, Politics: Who Gets What, When How: With
Postscript (1958), 1958, p. 7).
“Concepts for the study of influence must be changed or invented when influence is
sought by novel means or under changed conditions. In epochs of rapid development,
there is need to reassess the relevance of intellectual effort. Of the need for orientation in
our day nearly everyone is convinced. A society newly devoted to planning may (as Karl
180

Mannheim contends) require new styles of thought” (Lasswell, Politics: Who Gets What,
When How: With Postscript (1958), 1958, pp. 7-8).
“The spirit of critical discontent is rife in the world outside the Soviet Union. Well-built
highroads of intellectual achievement are traveled with reluctance, not in protest against
the engineering, but in skepticism of starting point and destination. Much of the literature
of comparative government, law, and administration is devoted to the taxonomy of
institutional practice, with little reference to the living forms which are thereby helped or
hurt. The rude glare of political analysis is dimmed in the literature of political quietism”
(Lasswell, Politics: Who Gets What, When How: With Postscript (1958), 1958, p. 8).
Lasswell compared perspectives of classical economic theorists concerned with the
distribution of wealth as a primary means of influence in the context of free competition and
argued that insufficient analysis was performed regarding the distribution of wealth under other
conditions where distribution depends upon “myth and violent (on faith and brigandage) as well
as bargaining” (Lasswell, 1958, p. 9). He believed his proposed frame of reference to be a
necessity in guiding future intellectual efforts (likely a reference also related to his 1937
publication The Influence of the Intellectual Exile).
Lasswell (1936) delineates the study of politics as the study of influence and the
influential. His discourse was based on the analysis of politics, thus stating conditions rather than
preferences, whereby the science of politics states conditions, and the philosophy of politics
justifies preference. He defines the influential as “those who get the most of what there is to get”
(p.3) with distributions based on available values, classified by deference, income, and safety,
noting the values to be representative and not exclusive values. Those who get the most were
categorized in his works as elite, while the remaining were categorized as mass. The distribution
of deference was described through examples of formal hierarchies of authority and delegates,
referred to symbolically as pyramids, bringing light to the elitist structures of governing entities.
The distribution of income was identified as varying by region or country. However, Lasswell
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described the Western European wealth and income to be inequitably distributed. Finally, the
distribution of safety was described as often exhibiting a negative relationship with the
distribution of deference, given, for example, the statistics (available at that time) of presidents,
popes having been assassinated and military personnel that were killed or wounded in battle.
By introducing the characteristic of skill to the example of warfighting, Lasswell
demonstrates how the results of political analyses vary depending on the characteristic of the
influence selected for emphasis. In his example, the skill of fighting was shown as a means by
which military personnel rise to the top (rank or class) regardless of the war they were fighting
in. He also highlights a common psychological attitude or bond among those having made
sacrifices to acquire a skill that tends to separate them from those less skilled, resembling what
would be commonly referred to today as an upper-middle-class. He points out that the
distribution of values is relative to personality, skill, and class, thus, what constitutes success is
also regarded as relative. Given that an elite of deference was not necessarily an elite of safety,
Lasswell describes one aspect of influence as the relative sharing of values.
The common trait of the political personality was identified as the emphatic demand for
deference. In summary, Lasswell provides perhaps one of the earliest analyses of politics
outlined by the elite, the methods by which the influential are protected or replaced, and the
characteristics of those who obtain values such as deference, income, and safety in terms of skill,
class, personality, and attitude. Therefore, the title of his works reflects his definition of politics
as who gets what, when, how. The commonality between his works and this data analysis was the
perspective of politics, representing how differences in preferences and competing priorities,
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regarding allocations of limited resources or highly valued resources come to a resolution
(Lasswell, 1936).
Lasswell’s perspective of politics began to capture the attention of organizational
theorists in the late 1960s and 1970s. As a result, a network paradigm began to develop,
incorporating network theory into the social sciences arena, thus known today as social network
theory. James Clyde Mitchell cited as J. Clyde Mitchell in literature produced a collection of
collaborative works on social network analysis resulting from field research he performed in the
1940s regarding the social conditions and social systems in Central Africa. In 1969, Mitchell
published Social Networks in Urban Situations: Analyses of Personal Relationships in Central
African Towns where he and six other authors contribute chapters as follows: I The Concept and
Use of Social Networks, II Networks and Political Process (with interesting sections regarding
Action-sets and action-sequences, Tribal and industrial societies), III The Network and Urban
Social Organization (with an interesting section regarding Network content, norms and
urbanism), IV Gossip, Norms and Social Network, V The Operation of Voluntary Associations
and Personal Networks in the Political Processes of an Inter-Ethnic Community (with interesting
sections of the aspects of the concept of network, leadership and network in the community,
social characteristics of the participants, and the struggle for leadership, VI Norms and the
Manipulation of Relationships in a Work Context (with interesting sections on norms, the
reticulum along with mobilization and competition for support), VII Personal Crises and the
Mobilization of the Social Network, VIII ‘Home-Boy’ Ties and Political Organization in a
Copperbelt Township (with interesting sections discussing political participation, leadership and
‘home-boy’ ties along with patterns of social relationships). He identified three kinds or orders of
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social relationships in his study that were based on the way humans interpret the meaning of
interactions: (a) the structural order (by positions or roles in institutionalized systems, work
positions), (b) the categorical order (by social attributes such as race or age), and (c) the personal
order (relationship between two people where the interpretation stems from their degree of
friendship and past interactions).
Mitchell argued that the structural and categorical orders were well understood yet
insufficient to understand people's behaviors. He and his collaborators emphasized and expanded
upon the metaphorical concept of networks and provided a theoretical and descriptive alternative
to the dominant structural-functional analysis approaches at that time, which were noted in
Chapter I as experiencing a growing state of dissatisfaction and lacking in the interpretation of
social action. This was interpreted as the analytical approach of the time, which was concerned
with the use of networks, began to erode its usefulness as additional conditions or factors exist
that account human behavior. His publication provides an in-depth analysis from a context of
social control and conforming. From a context of a baseline and basis of relationships between
individuals that carry a set of normative relational behaviors, attitudes, rights, and obligations
with them. He focused on strengths of ties linked to frequency and interaction, where ties may be
leveraged in times of need. Another focus was on the communication of norms and the
achievement of goals from his view of social networks. Discussions were provided on
mechanisms of diffusion, influence and contagion along with the attributes of analysis
characterizing strengths of relationships and kinds of relationships within networks. Anchored
networks were characterized as including ego’s direct contact and contacts of contacts, which
according to modern literature has been limited to ego’s direct contacts known as egocentric
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networks (Borgatti & Halgin, 2021). Regarding personal networks, Mitchell (1969) p.43 states
the following:
“Potential members of a person's network may thus be defined as a category of people
who in terms of the general norms of values of the community might be expected to
provide ego with some specified type of service or support or alternatively who might
expect ego to provide them with some specified type of service or support. The
relationships may imply considerable specificity such as support in an election between a
candidate and some party supporter for example, so that the content of the net- work link
is single—stranded and defined solely by the norms of the recruitment category out of
which the network member was drawn. On the other hand the relationship may be diffuse
and imply services and support of a general nature such as implied by neighborliness or
kinship.
But the potential relationship need not necessarily be activated and so become a linkage
in a personal network. For this to happen the people concerned must become involved in
some social action —some social exchange or transaction which converts the possible
into an actual social linkage. There is an element of individual choice, therefore, in the
make—up of any person's network in the sense that the individual seeks to establish and
maintain contact with a number of persons in terms of his interests in them while he sees
no point in extending casual contacts with a large number of others. Equally he may be
morally obliged to accept the approaches of a number of other people but will maintain
contact with only those that he must. he sees no point in extending casual contacts With a
large number of others. Equally he may be morally obliged to accept the approaches of a
number of other people but will maintain contact with only those that he must.
Each personal network, therefore, will be unique though obviously influenced by such
factors as the social position of the person concerned and the social situation in which he
is placed, the stage of the life—cycle he is at and a number of purely idiosyncratic factors
relating to the individual's personal history. But we are interested in a systematic not an
idiographic understanding of social behavior. We must therefore consider the procedures
by which unique linkages in personal networks may be examined within a framework of
systematic sociological analysis.
Mitchell’s collection of works examined relationships as micro-contexts as a means for
interpreting human interactions. His continued collaborative effort can be found in separate
publications such as Network Analysis: Studies in Human Interaction (Boissevain & Mitchell,
1973). His works are foundational and appear in social network literature even today often
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contrasted by today’s structuralist view with focus on constraints and Mitchell’s focus on
opportunities and agency with emphasis on meaning and relational norms (Small, 2021).
In the late 1970s, organizational theory had been redirected toward new lines of inquiry
with a focus on organizational environments, intraorganizational power, and intersubjective
frameworks of meaning. A review published in Administrative Science Quarterly, reported the
field as being in a state of paradigm crises “in which highly innovative work is possible”
(Benson, 1978), thus impacting the dominance of the traditional functional and rational
paradigms where a new perspective of political economy was rising that focused on resource
dependencies within and between organizations and environments, and within interorganizational networks. Pfeffer & Salancik (1978) published their collection of empirical
research on this perspective, titled The External Control of Organizations. Their works examined
environmental contingencies from the perspective of the organization needing to secure
resources based on their priorities and those that control the resources important to the
organization for survival. From their perspective, organizations were viewed as externally
controlled, thus diverging from internal control-oriented theories. Their works bring attention to
how organizations cope with external pressures, where effectiveness is characterized as having
satisfied the demands of salient groups that subsequently allow the organization to acquire the
needed resources.
Pfeffer & Salancik (1978) define politics as follows “those activities taken within
organizations to acquire, develop, and use power and other resources to obtain one’s preferred
outcomes in a situation in which there is uncertainty or dissensus about choices” (p. 8).
Regarding the term power, Max Weber (1947) regards power as the possibility that an individual
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can impose their will on other individuals or groups of individuals, despite resistance from
others. David Mechanic (1962) researched sources of power in complex organizations and
defined power as a force that results in changed behavior in the case where power was not
present, that did not exist. Abraham Kaplan (1964) characterized power as the ability of one
individual or a group of individuals to influence the behavior of others, thus changing the
possibilities that others have available to them in some manner. Other researchers were
advocates of strategic contingencies focused on intraorganizational power and the ability to cope
with uncertainty (Hickson et al., 1971). These works incorporate changes over time and are
regarded as dynamic given the evolving processes of negotiations, bargaining, and
compromising to secure a better position in the power structure of an organization. More recent
literature focuses on the politics of innovation with respect to resistance to new ideas within
established organizations. Highlighted in these works are propensities for criticisms aimed at
destroying ideas that may change the status quo, “turn wars,” lack of support due to competition
for scarce resources that can lead to hostility, and lack of support when others are unable or
unwilling to conceive of a good reason to support the new idea (Black et al., 2019; Taylor M. Z.,
2017).
Black et al. (2019) provide their collaborative works on Organizational Behavior, and
state that the concept of power is closely related and equally important to the topic of politics.
They suggest that basic knowledge of the political process is essential in intergroup situations
regarding the political strategies for acquiring, maintaining, and exercising power in intergroup
relations, thus they examine ways to limit impacts from political behavior in organizations.
Highlighted in their works is how the distribution of power among decision makers significantly
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influences how decisions are made, thus the concepts of power, authority, and leadership are
closely related. They stress the importance of understanding when each related method of
influence starts and stops such as when does a manager stop using legitimate authority and begin
using unauthorized power. Further they discuss the power tactics used by individuals to try to
exercise influence in organizations to promote awareness among managers along with strategies
to recognize and mitigate such occurrences referred to as power plays. The attention on how
individuals try to nullify or moderate influence attempts is a more recent development in the
literature. Power and politics were attributed to significantly influencing the behaviors and
attitudes of employees and at multiple levels within an organization, along with influencing the
ability of organizational work units to secure the resources needed to do their work, thus
threatening the overall success of the organization.
Power is described by Black et al. (2019) to involve one individual changing another
individual’s behavior, where power may be conceived as the ability of an individual or group of
individuals to secure compliance from another individual or group of individuals. On the other
hand, authority is described as possessing the recognized right to seek compliance of other
individuals or groups of individuals through legitimate control. Leadership’s voluntary aspect
was described as setting it apart from authority and power given leaders inspire action. The types
of power presented in Black et al.’s publication include coercive (forcing compliance), utilitarian
(performance and rewards), and normative (beliefs of members). Additionally, the following five
bases of power were discussed: referent power (looking up to someone), expert power, legitimate
power, reward power, coercive power. Employee responses to exercised power in terms of
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cooperation were provided on p. 420 and represented in graphical form as shown in Figure 12
below.

Figure 12: Employee Reactions to Bases of Power (Black et al., 2019, p. 420)
In this exhibit, commitment involves a motivation to comply, where compliance involves
a perceived duty or reward for complying. Resistance on the other hand was described as the
case of employees having little reason to cooperate and often engaging in tactics to defeat a
leader's efforts. Power dependencies were recognized by the authors as a large contributor in
determining the extent to which influence attempts succeed, with three identified factors that
exist between two individuals (a) subordinate’s values, (b) nature of the relationship between the
individuals, and (c) counterpower (other sources of power to buffer the effects). Common power
tactics included (a) controlling access to information, (b) controlling access to persons, (c)
selective use of objective criteria, (d) controlling the agenda, (e) using outside experts, (f)
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bureaucratic gamesmanship, and (g) coalitions and alliances. According to the researchers, the
extent of a manager’s power may be identified by observing who can quickly gain access to the
top decision makers or who is able to acquire early information regarding decisions or policy
shifts. “In other words, who can get through to the boss, and who cannot? Who is “connected,”
and who is not?” (Black et al., 2019, p. 425). Conversely, when top decision makers seek
opinions of specific managers on important topics, managerial power is observable. “Who gets
invited to important meetings, and who does not? Who does the boss say “hello” to when he
enters the room? Through such actions, the organization sends clear signals concerning who has
power and who does not. In this way, the organization reinforces or at least condones the power
structure in existence” (Black et al., 2019, p. 425). The researchers emphasize that exercise of
power is a part of organizational life and organizations should be concerned with which tactics
are appropriate and which are not and have ethical standards to prevent abuse or exploitation
though exercising power.
Regarding politics, Black et al. (2019) note that politics is the study of power in action,
driven by the need to get something accomplished. Therefore, political behavior involves the
activity initiated to overcome opposition or resistance where if the opposition did not exist, there
would be no need for political activity. However, contemporary organizations are regarded as
highly political entities, with much of their goal-related effort being found to be directly
attributable to political processes with varying intensities. The researchers determined that the
probability of political behavior is highest in situations characterized as having high levels of
uncertainty, complexity, and competition for scarce resources. They present conditions
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conducive to political behavior and the resulting political behaviors, as shown in Figure 13
below.

Figure 13: Conditions Conducive to Political Behavior (Black et al., 2019, p. 430)
The researchers believe the conditions shown in Figure 13 above to represent the
majority of organizations today, thus urging managers to be sensitive to political processes with
respect to acquiring and maintaining power in organizations (power structures). Regarding the
lingering question of why policies or standard procedures exist in organizations, the researchers
highlight the aim of many policies to reduce political influence on specific decisions, thus
encouraging more rational decisions by removing uncertainty and thereby mitigating
opportunities for political activity. However, there is the case of bureaucratic gamesmanship
where an organization’s own policies and procedures provide ammunition for power plays.”
(Black et al., 2019, p. 438).
Politics involving intergroup relations are regarded as more complex, however two main
aspects were highlighted by (Black et al., 2019) to demonstrate how subunit control leads to
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acquiring power in organizations (a) the relationship between power and the control of critical
resources (resource dependence) and (b) the relationship between power and the control of
strategic activities referred to as strategic contingencies (controlling critical activities needed by
others to complete their work, thus changing the interdependencies among subunits). The
primary source of subunit power is described as the unit’s ability to help other units cope with
uncertainty, thus gaining power by reducing uncertainties surrounding work in another subunit.
The three types of coping activities for reducing uncertainty identified by the researchers are (a)
preventing or forestalling uncertainty for another subunit, (b) ability to provide or collect
information, and (c) ability to absorb pressures that impact the organization.

Cultural Differences
The codified Cultural Differences factor resulted in four codified variables for Risk
Seeking Behavior, Priorities, Values, and Learning & Sharing Knowledge as shown in Table 21

below.
Table 21: Cultural Differences Factor
Factors/Variables
Cultural Differences
(a) Risk Seeking Behavior
(b) Priorities
(c) Values
(d) Learning & Sharing Knowledge

Measures
Level: Risk Adverse, Risk Neutral , Risk Seeking (i.e.
make decisions faster w/ imperfect info)
Ranked Performance Parameters: i.e. Cost
Effectiveness, Delivery Speed, Risk Certainty,
Something Else
Core Values
Trust, Sharing or withholding, Knowledge,
Transparency
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These cultural differences in the data analysis were attributed to differences in leadership,
clients, geographical peculiarities, and the regional cultural milieu. At the same time, the
interviewees emphasized the importance of certain core values: “It’s not about being all alike,
but concerning the crucial values, we must be equal. (Schaile et al., 2021). Culture is described
as a characteristic of an organization rather than of individuals, where culture measures manifest
through verbal and/or nonverbal behavior of individuals.

Stability Construct
The Stability construct was decomposed into three codified factors for Political Stability,
Political Support Stability, and Technical Stability as shown in Table 22 below.
Table 22: Stability Construct
Construct
Stability
Degree of
dynamic change.

Factors/Variables

Measures

Political Stability
(a) Regime Change
(b) National Event

Election Year
Extent to which customer satisfaction is
maintained

Political Support Stability
(a) Goals

Goal Stability: International Cooperation
(i.e., most stable)
Budget Stability for low maturity system
Interface Owners
Extent to which customer satisfaction has
been maintained

(b) Budgets
(c) Political
Technical Stability
(a) Requirements

Degree of change regarding the technical
requirements (i.e., many TBDs)
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Stability is coupled with uncertainty and is also linked to disruptive forces. From a transition
perspective, instability may occur from an unsuccessful transition (i.e., the strength of the
disruptive forces could not be tolerated.) Technical stability may be observed by whether
technical requirements are changing and not yet defined. In these cases, cost risks and budget
margins were identified as needing a higher level of performance management, especially in the
case of limited funds. Implications were also implied for acquisition strategies, which are
addressed in the Program Structure section of this dissertation. Finally, the goal stability was
described as important since certain goals that involve international cooperation cannot be
destabilized by Congress, thus political support and funding stability is high.

Program Structure
To answer the main research questions, series of sub-questions to be addressed during the
interview process were derived. Regarding Program Structure, the following question was posed:
Sub-Question 2: What are the components of program structure important to
successfully manage and operate a program?
The relationships among Program Context, Program Structure, and Program Success were
addressed by the following question:
Sub-Question 4: How do the relationships between Program Context and Program
Structure affect achievement of Program Success?

To answer the sub-questions above, further decomposition of the questions was required as well
as commensurate interview questions aimed at deriving answers to these questions. The
important components of Program Structure for successful management were determined
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initially through the established criteria for qualifying themes. Themes were further assessed for
persistence and strength through the established data analysis framework and review of original
interview statements, which had previously identified areas of emphasis or importance. The
meaning was derived through interview statements with linkage to literature. The remainder of
this section outlines the decomposed questions, the corresponding interview questions, and the
resulting data analysis.

Definition and Concepts
To better understand the Program Structure answers to the following decomposed
research question were sought:
Decomposed Question 2.1: What is the meaning of the concept of Program Structure?
Interview Question 3.1: How do you define the concept of program structure?
Excerpts from interview response statements regarding the definition of the concept of
program structure are summarized below. The researcher has noted areas of focus or emphasis
by italic font in the list of excerpts below.
•

Framework: “Framework for the workforce to produce customer end requirements; a
Work Breakdown Structure (WBS) and functional groupings; integration and
administration for example.”

•

Hierarchy: “A hierarchical means for managing content and resources to reach program
objectives.”

•

Hierarchy: “Hierarchy of decision-making authority.”
195

•

Hierarchy: “Hierarchy authority structure and functions. For example, an organizational
chart (artifact) with functions and responsibilities for each position, including level of
authority given by the program manager to constituent components such as projects.
Functions include technical expertise and skills such as specialty engineering, quality,
statistics, and administrative database skills. Processes are part of the program structure
because without them you have nothing to convert an input to an output for the
customer.”

•

Relationships (roles, responsibilities, and authority): “Relationships of, who’s in charge,
who do I report to, functions and responsibilities. Structure is about what technical
expertise, functions, people, and reporting structure the program consists of and who has
authority to approve the next step. The key is to have defined and consistent
responsibilities and authorities and make sure it’s understood at all levels because a lot of
times people don’t know.”

•

Communication and Management Structure: “Establishing leadership for the program
manager and (a) how the program manager will interface with the different parts of the
program, different components, or offices, (b) how they help meet the program scope of
requirements, and (c) how you set up the scope of work and the communication within
the program.”

•

How, What, & Means: “The structure needed to manage the program. Structure is the
program management, funding, development, integration, and sustainment of the
program. It is (Program Structure) how you manage the program and the funding stream
coming in to manage and sustain, with processes for changes and updates.”
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•

Organized Effort & Program Objectives: “How you organize the effort to complete the
objectives of the program.”

•

Program Objective: It (how the Program Structure is defined) depends on the primary
objective of the program, an operation vs a development program for example. “You
need an organization makes sense as you allocate the work and has a balance of
responsibilities. You don’t want (component) organizations that don’t do anything
important, yet you don’t want one so overburdened they can’t be successful.”

•

Program Structure Purpose: (Conceived as and defined by) “what defines the goal of
the program. You must have a name and an overall purpose of the program. Example:
The overall goal of having a low earth orbit science platform named the International
Space Station (ISS). Therefore, the ISS (name) Program needs to deliver what is needed
to have an ISS. The goal does not change but the overarching name and purpose can be
decomposed into distinct pieces (mission areas) and missions (mission operations) over
time. The people need to have a focus in their organization and know it means to the
overall mission, where the program owns the overall mission to be accomplished.”

•

System Design & Program Objectives: “The design of the system. Organize by hardware
or software development or operational product and manage to the need. Operational
needs have operational requirements, therefore manage to that (requirements). The
program organization could consist of a special project office and program or project
levels. On the other hand, you could be designing a piece of hardware such as a Mars
rover. Therefore, what do you want to learn on Mars? Then the program would be built
with a set of requirements to meet those things.”
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•

Program Structure Purpose: “Program Structure is set up for human interaction and
decision making. Therefore, how do you set up structures that enable work? So much
can be impacted by how humans interact with each other. We don’t think about that
enough or understand it enough and wind up repeating the same mistakes instead of
thinking how to enable the mission and work in the best way.”

•

Program Structure Purpose: “Really you are looking for how to get synergies with the
work once you have defined what is needed. Then you define when you need to have
what, the consistency, and the operations such that the structure drives the need for it.
The program optimizes decision-making for the mission area within the structure.”
The interview statements were compared to the main program management standards in

the literature by to understand concepts of Program Structure further. Excerpts from these
standards are provided in the following paragraphs, with areas of emphasis noted by italic font.
PMI (2013) states that “Program Benefits Management establishes the program architecture that
maps how the component projects will deliver the capabilities and outcomes intended to achieve
the program benefits. The program architecture defines the structure of the program components
by identifying the relationships among the components and the rules that govern their inclusion”
(p. 39). “Through structured oversight and governance, program management enables
appropriate planning, control, delivery, transition, and benefits sustainment across the
components within the program to achieve the program's intended strategic benefits. Program
management provides a framework for managing related efforts considering key factors such as
strategic benefits, coordinated planning, complex interdependencies, deliverable integration, and
optimized pacing” (p. 7). The program manager works to ensure that the overall program
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structure and program management processes enable the program and its component teams to
complete their work successfully and integrate the components' deliverables into the program’s
end products, services, results, and benefits” (p.15). The business case establishes the authority,
intent, and philosophy of the business need and program sponsorship while providing direction
for the program's structure, guiding principles, and organization. The business case connects the
organizational strategy and objectives to the program objectives and helps identify the level of
investment and support required to achieve the program benefits. (p.36).
OGC (2007) depicts programme structure through a graphical representation of the core
programme executive groups, and how they relate to one another, as shown in Figure 14 below.
The graphic shows a layering of programme organization, control, and reporting. The subsequent
sections in their publication provide generic responsibilities of the executive groups along with
the specific roles and skills that the individuals fulfilling the responsibilities needed. They
provide generic responsibilities

Figure 14: Program Structure (Commerce Office of Government, 2007, p. 28)
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Their depiction of the program structure contains elements of a hierarchical authority
structure and shows the means of obtaining approval through decisional boards, who has the
decision authority for each board, and the flow of information and the flow of information from
the lowest level decision authority up to the top sponsoring group. OGC refers to program
management implementations as a structured framework that integrates and reconciles
competing demands for resources and provides a context and control framework for the
constituent projects. In their publication, programs are associated with bringing about significant
change and are referred to as transformation programs. Understanding the nature, scale, context
of the organization(s) and owning the benefits the program is expected to produce are described
as key considerations in the decisions regarding implementations of programs or a portfolio of
programs and projects, with emphasis on the scope of the coordination needed to carry out the
related activities.
The program architecture defines the structure of the program components by identifying
the relationships among the components and the rules that govern their inclusion” (p.39).
“Through structured oversight and governance, program management enables appropriate
planning, control, delivery, transition, and benefits sustainment across the components within the
program to achieve the program's intended strategic benefits. Program management provides a
framework for managing related efforts considering key factors such as strategic benefits,
coordinated planning, complex interdependencies, deliverable integration, and optimized pacing”
(p.7). The program manager works to ensure that the overall program structure and program
management processes enable the program and its component teams to successfully complete
their work and to integrate the components' deliverables into the program’s end products,
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services, results, and benefits” (p.15). The business case establishes the authority, intent,
philosophy of the business need, and program sponsorship while providing direction for the
structure, guiding principles, and organization of the program. The business case connects the
organizational strategy and objectives to the program objectives and helps identify the level of
investment and support required to achieve the program benefits. (p.36).
Due to the terms architecture, structure, and framework described above, the researcher
drew upon foundational meaning literature (the dictionary) as shown below.
Architecture: “n. 1. The art and science of designing and erecting buildings. 2. Structural
design, as in musical work. 3. Philos. The scientific systematization of knowledge.
(p.125)”
Framework: “n. 1. A structure for supporting or enclosing something, esp. a skeletal
support used as the basis in something being constructed. 2. An external work platform;
rig. 3. A basic arrangement, form, or system: social structure is a stronger framework for
behavior than national feeling” (p.530).
Structure: “n. 1. Something made up of a number of parts that are held or put together in
a particular way. 2. The way in which parts are arranged or put together to form a whole,
3. The interrelation of parts or the principle of organization in a complex entity. 4.
Relatively intricate or extensive organization: an elaborate electric structure. 5.
Something constructed, esp. a building or part” (p.1208).
Interestingly, all the definitions above seem applicable to the descriptions provided by the
program management literature and the accounts of the expert panelists. Program Structure
therefore must be about “the design of the system” that supports (enables) construction.
Conceivably the Program Structure is the basis of, and the enclosure for what is being
constructed, an external platform (linkage to parent and other organizations perhaps), with a
number of parts held together and arranged in a specific way to form a whole through a system
of knowledge. The questions of how and why remain to be addressed.
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Overall, the Program Structure was described to have Formal and Informal sub-structures
and influences. Also, the workforce's skills largely influenced the configuration of the Program
Structure, with the goal of enabling work with the capabilities available. Like the Definitions and
Concepts section for the Program Context, some interview statements focused more on the states
or conditions that define or determine the program structure to be implemented, while others
were oriented toward its purpose and content. The respondents provided multiple dimensions,
perspectives, and key points regarding the question of how the concept of Program Structure is
defined. The main theme identified during the data analysis of Program Structure concepts was
that a correlation was identified between the overall Program Structure concepts with the
Program Context components regarding program goals, objectives or mission, the nature or the
work and working relationships among those involved in the program activities. The interesting
aspect of the correlation is that components associated with defining the concept of Program
Context are also the components that define the Program Structure, thus another example of
multiple perspectives and perhaps even a conceptualization of a structured context. Also, an
interesting pattern within all of the interview statement data sets was the persistence of a line of
questioning when describing Program Structure that served not only to determine the current
situation (is it this way or that way), but also as a sort of check list over time (did you accomplish
this during this stage or time period). The pattern the researcher observed within the interview
statements was there was a need for those involved with carrying out the program activities to be
informed and understand what they are being asked to do, and what they are expected to do, how
they are expected to accomplish it, with an overall question of why? Therefore, it stands to
reason that the program needs to satisfy those questions at all times.
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Given the descriptions and definitions, programs at a conceptual level need to enable
people and achievement, the program structure needs to define achievement and how
achievement is enabled. From a needs perspective the term need was identified (140) times
within the data set. The two main need objects of need were identified to be people and program.
Program needs were related resources, functions, to establish, execute and sustain, along with an
overall aggregated conceptual perspective of things the program needs provide, produce, or
achieve and when. People needs were related to areas of knowledge, understanding, and
experience through communication, leadership, training, and also from the perspective of the
role within the program to carry out the activities. The actors representing the program unit
(leaders) and the program unit were often referred to as one in the same.
For example, what is a program? Is it a framework, a structure, a structure of structures,
an architecture, or a coordination mechanism; or is that something program management
provides; or is the framework symbolic in nature for guiding consistency and social norms or
discrete processes and practices that can be measured? The data analysis indicates a program
could be simultaneously all of those things depending on the perspective and multi-level
conceptions of programs.
Another example, regarding statements on contracts or contracting structures, one
perspective presented regarding specific factors that need to be assessed to select the appropriate
acquisition strategy to implement. Other perspectives conveyed how certain attributes of the
contract mechanism itself or contract structure selected or implemented affect certain
performance parameters of a program, how the program needs to be managed arranged and,
which processes need to be implemented, and even how it can affect people and behavior. While
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a lower order conception may convey how the contract or contracting structure implemented
affects the working environment (or climate), the higher-order conception plays different
selection scenarios out through the implementation and its effects on the program through
interconnections of people and what the scenario means to what they seek to gain from the
contract implementation.

Components, Measures and Relationships
After gaining a more encompassing conceptual understanding of programs and their
structure, the research proceeded to the data analysis task specific to deriving the components
and measures of Program Structure. The decomposed research and interview questions are
shown below:
Decomposed Question 2.1: What themes identify the important components and
measures of Program Structure?
Decomposed Question 2.2: What themes are relevant to explain the different
relationships between the important Program Structure components and Program Context
and Program Success?
Interview Question: 3.2: What components of program structure are needed to manage
and operate a program?
Interview Question 3.2.1: What variables and measures can be used for these
components?
Interview Question 3.3: How and why do components of program structure differ
among programs?
Interview Question 3.4: How do program structural components affect program
success?
Interview Question 3.5: To what extent can the program/program manager influence
program structure?

204

The following sections describe the data analysis for the components and measures for Program
Context and relationship with Program Context and Success. Given that the program
perspectives presented in the data analysis are multi-dimensional and transverse perspectives that
were emergent in nature and linear, meaning in the process of becoming or need to become,
existing or being or newly became into existence, and transitional or evolutional vs historical, it
was necessary to step through the Program Structure components and relationships relative to
their meaning over time to adequately document the varying perspectives identified in the data
analysis. These different perspectives are also prevalent in the program management body of
knowledge, which lends itself to interchanging of like terms for different meaning, resulting in
difficulties in the understanding of concepts and relationships. The remainder of this section
outlines important aspects regarding how a Program Structure is architected and erected,
designed and built, piece by piece into a whole.

Organizing and Managing
The two overarching themes for Program Structure were identified as Organizing and
Managing. Some program configurations were driven by an overarching requirement and
objective of the program, such as compartmentalization of work groups and tasks due to the need
to keep the overall design or outcome secret. Other considerations were regarding dedicated vs
matrix workforce support, which were dependent upon the magnitude of work, extent of parallel
work with similar tasks, availability of resources to support the work, and adequacy of funding to
acquire resources to accomplish the work, stability of funding, and duration of the program
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activities. For example, if a program had limited funding and a shorter duration, the program
might look to support the activities through a matrix workforce if such a solution were available.
Additional considerations were given to the extent of the program workforce,
management, and authority distribution. Distributed programs were identified to be more robust
to disruptive forces and provided mitigations to political behavior. The trade off with distributed
program systems vs. centralized program systems was the need to effectively manage,
disseminate, and integrate information and communication, processes such as risk decisionmaking processes, and work products through a distributed and complex program structure of
distributed authority, workforce roles and responsibilities, and support tools and systems. The
level of Uncertainty, Stability, Urgency, and the Nature of the Work Relationship were identified
as informing decisions regarding distributed vs centralized structures. Uncertainty and the Nature
of the Work Relationship, which should align with the overall goals and objectives of the
program, were specifically identified as being important to decisions regarding the level of
contractor oversight vs. insight. For the lowest level of Uncertainty (mature, well known,
standard pursuits such as regulating activities) the oversight functions and interfaces are also
known and established. For pursuits involving lower levels of technical uncertainty not yet
standardized, the program oversight vs insight was observed to be tailorable and codified through
contractual mechanisms. The Pace and availability of Resources (skill, funding, schedule) also
heavily influenced how oversight vs. insight was tailored. For example, program goals that
enable industry capability require the program activities to match the fast pace of industry to
some extent. This is enabled by low levels of uncertainty and availability of expertise. Programs
may choose to gain knowledge and acquire information for achieving contractual obligations by
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relying on more insight than oversight. Further, limited funding and therefore limited resources
may drive a strategy such as acquiring top experts to gain insight, government and contractor
shared risk and assurance, and discreet oversight for areas consistent with managing to the
program Risk Posture construct.
The themes important for how to organize and manage a program consisted of Technical
Management and Program Planning and Control. These themes were correlated with the
Program Situational Requirements and Constraints Aspect and Political Behavior construct as
influencers from the Program Context and Risk Posture. Risk Posture and available skills
correlated with both Organizing and Managing. Requirements from above such as the direction
of the Agency’s strategic plan was identified as influencing the overall Program Structure and
the location or “home base” of the program. The program location was correlated as interacting
with “politics”, thus political behavior as a decision process for determining the location of
where the program resides. The influencers of the process were identified as the site location
owners and congress, thus political power struggles are correlated to this process. These external
forces influence Program Management and Reporting Structures, which dictate how people
communicate with each other and the chain of command or Authority. Authority structures
depend on the span of control of the Program Manager. Oversight authority of the program is
dictated by the parent Agency, while the Authority structure regarding Risk usually resides with
the Program Manager as the responsible, accountable, liable individual for risk realization, thus
the authority for decisions incurring risk and delegation of authority. While authority may be
delegated, responsibility cannot be delegated, thus the liable individual remains to be the
Program Manager regarding risk including acceptance of risk, and management of risk.
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Therefore, a linkage to Risk from Program Context was made. The high levels of Risk (stakes)
are identified to be congruent with high levels of Program Control. Stakes such as high dollars
and human beings, and the environment were identified as requiring formally controlled
processes, systems, and documentation, with specific management roles. Examples include
formal Risk Management systems and processes with a dedicated Risk Manager, Configuration
Management, Business Office, Resource Management, Budget Analysts, integrated business
software, robust IT platforms and so forth. High stakes also are associated with high levels of
Political Attention and Oversight. The extent of formality was linked to Uncertainty, thus low
levels of Uncertainty result in lowering the likelihood of realizing risk and Ownership or risk
owner, meaning who is liable for risk realization. The owner of the high risk manages the high
risk. Some arrangements have shared risk models with external organizations (partnership) and
include shared assurance. Both organizations manage risk, however formal interfaces through
formal agreements are required to be established for integration authority and decision authority
on risks (technical, cost etc.). Requirements from above correlated with risk posture and drove
the need for certain configurations, such as with high sensitivity tasks and the need to
compartmentalize information.
A synthesis of Organizing involves an Organizational and Work Breakdown Structure
which requires assessment of competencies needed compared to what exists, defining the scope
of the work in a logical fashion, tailoring it by assets and capabilities (competencies) available,
and organizing management. With varying levels of capability, workload balancing needs to be
accounted for. For example, an employee with a favorable competency profile or “a natural fit”
for a certain management position, yet proficiency has not been demonstrated to the level
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needed, would bring to question the effectiveness of the employee, thus the choice of narrowing
the scope of their responsibilities comes into play. At a high level, organizational decisions are
about (a) breaking down work and organization by product, product lines, disciplines, system
disciplines, systems, elements, missions, mission phase (b) Workforce profile including
geographic and organizational distribution vs centralized aspects; dedicated, matrix, civil
servant, and contractor support; skill mix and capabilities (c) Organizational units and forms
such as Program Office, Lines of Service, Projects, Functional Units, Divisions, Offices, and Flat
Structures vs Hierarchy. The takeaway was that whatever the selection combination results in,
the breakdown and integration need to be understood by the Program Manager or Project
Manager such that they understand the “big picture” and are able to communicate it. If the team
understands the structure, what to do, and where the integration takes, the Program Manager can
look toward how to integrate when it is time (ready), meaning they can make it work if they can
understand it.
Technical Management and Program Planning and Control were identified in every
interview dataset. The formality and extent of the effort was found to be congruent with Risk
Posture and Size. As Risk Posture and Size increase, formality in processes, procedures,
documentation and supporting tool systems increase. Size was also congruent with the contract
type and scope such that the size of a program increases with the size of the procurement, which
in turn drove the need for higher levels of technical management, program planning, and control.
The term Risk appeared 89 times within the data set. Significant attention was given to
technical risk Decisions, identifying risk, and who owns the risk. The terms Risk Management,
Risk Management System, Risk Management Process, and Risk Manager were the top
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“Technical Management Process” associated with higher Risk Posture. However, risk was
consistently correlated with the basis for decision making. The descriptions also included the
need for competency on risk-based decision making, the need to identify and understand risks,
communicate, or “cross-pollinate” information, and provide integrated risk solutions was
identified as significant.

Integration & Communication
Two major themes centered on the importance of Integration and Communication.
Integration was identified 101 times within the data set and Communication identified 99 times,
both with notes of emphasis and concerns of the experts. In reviewing the interview statements,
the surprising aspect, regarding the concerns of experts, was that the issues of Integration able to
connect the issue examples provided by experts to have occurred at least 20 years ago through
present day. Given this persistence, the researcher recommends attention be given to determine
root cause and corrective action. The following subsection provides examples of the issues from
experts across all three public aerospace industries related to this study. The term “technical risk”
used in the examples below is industry jargon. It represents technical systems (i.e., hardware,
software, facilities) and safety (humans) related risk or technical systems that involve therefore
designed to protect against risks to the safety of humans, which every public industry sector in
this study is involved with and responsible for.
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Interdependency
Multiple examples were provided by experts regarding disconnects between technical
experts and decision authorities of risk, particularly cost and schedule. In one example the
Program Structure appears to have failed due to the additive interactive effects of five initial
conditions (1) the organization and management structure were configured such that the
organizational work breakdown structure was comprised of individual technical system
groupings that operationally were highly interdependent technical systems. (2) Each
Organizational Technical Systems grouping or Project had a representative that had been
delegated authority from the Program Manager to make decisions regarding cost and schedule.
(3) The Project decision authorities allowed one strong organization to control the technical
assurance across the Project. (5) One specific Project received the majority of the attention or
focus from the strong organization controlling technical assurance. The results of these
conditions were described as follows: (a) The technical workforce within the Project receiving
less attention and focus communicated and reported a technical issue existed within their system.
(b) The needed attention to the reported issue was not provided by the strong organization
controlling technical assurance. (c) The Project decision authority determined the cost and
schedule to fix the issue were inhibited due to implementation in a timely manner, thus the
technical risk was deemed acceptable based on the rationale that the cost and schedule could not
support. Note: Risk acceptance means the risk was elevated from the baseline level of risk
established for the fully functioning and compliant system, thus the likelihood of occurrence was
higher or elevated from the baseline. This is standard jargon in industry for formalized and
codified risk management systems. Ultimately, the reported and accepted risk was realized when
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the integrated technical system failed catastrophically during operations. Due to the high level of
system interdependence associated with the integrated technical system, the effects of the risk
realization or occurrence of the event associated with the technical issue of the individual
technical system, affected the integrated system, and in a catastrophic manner. Also, as with all
programs, the Program Manager (who delegated authority) was the accountable individual as
Program Managers are ultimately responsible for risk decisions and realizations. From a Program
Structure perspective, the catastrophic event occurrence was attributed to a Program
Management Structure failure (or Project Structure failure depending on the perspective) due to
risk to the entire integrated technical system having been separated between the organizational
system groupings each with delegated cost and schedule decision authority) with the strong
organization controlling technical assurance across Projects and mainly focused on a different
system than the one with the reported technical issue.
The example above points out several items of significance. First, a check and balance
and equality across the Projects did not exist. Second, the strong organization had technical
assurance power across the Projects, where one program management delegate was assigned to
each Project for cost and schedule authority, creating an overarching power organization acting
as a pass through to the program rather than an arm of the program, with no program
management integration authority, thus conceivably a breakdown in communication as well. A
more appropriate Program Structure may be conceived as one with strong Projects under the
control and authority of the Program Manager. The Authority Structure including any delegation
of authority on risk decisions is the prerogative of the Program Manager, however a threshold on

212

the level of risk a delegate may accept was recommended by the expert panelists such that the
Program Manager is the approval authority for higher level risk (risk levels above the threshold.

Interfaces
The term interfaces was applied to (a) technical system interfaces (b) organization to
organization interfaces (c) organizational unit to unit interfaces. Formal and informal interfaces
were differentiated and codified through agreements, organizational charts, the program plan
document, and formal charters. Formal or hard interfaces were correlated with those directly
involved with the work. The more formal the interfaces, the more management and tracking of
the additional resources, branches, and functions are required. Informal or soft interfaces were
correlated with stakeholders or entities the program has a relationship with and managed
internally. Interfaces from an organizational perspective can be conceived by organizing around
the technical systems, and the interfaces are where those systems interact with the other systems.
In this case, the systems might be projects, and the interfaces are between other projects and the
program. External interfaces are where agreements are codified to establish how the
organizations work together, communicate, and make decisions when they can affect one another
(across the interface) and which side of the interface has authority and responsibility for things.
Placement of interfaces should minimize work overlap and overburdening a specific group, but
enable the appropriate level of engagement, communication, and integration to occur and when it
needs to occur.
Technical system interfaces were associated with Interface Control as a Technical
Management Process. The need to formally define and control technical interfaces between
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systems and how to organize and manage was dependent upon the level of Uncertainty,
specifically the variable of Maturity. Technical Maturity concerns how well-defined technical
systems are and how much experience we have with them and may be related to the design life
cycle and conceived age. Mature technical systems have characteristics of stable requirements,
well known operational environments, high operational experience, and stable interfaces. On the
other hand, low maturity systems may not have their designs proven in their operational
environment yet, and the system design and its interfaces may not be stable as changes are made
to mature the system design. New designs, for the most part, will design to meet (be compatible
with interfacing to) the mature technical interfaces. Organizationally, this situation is ideal since
it is simpler to work out how to interface with a system that is already built, with an interface that
is known and not changing (there is a drawing to build to), an organization has experience
operating it, and it’s clear who owns it. Technically, this situation may be conceived as “plug and
play” in the case of zero or low but understood interconnectivity across interfaces (data
connections or inputs and outputs) and integration needs organizationally are minimal at the plug
and play interface. Data connections across interfaces require a higher level of integration for
compatibility, testing and so forth, but it is easier to cope with than the situation of two or more
organizations that have changing interfaces (low technical design maturity) but need to work
together (interface). The ideal case for changing interfaces would be that the integrated system's
technical systems are under one Program, thus controlling interface changes through an authority
structure. There is nothing officially controlling each side with no overarching decision authority
to ensure successful integration. Each interface change affects the other side of the interface so
the question of who is going to pay for the change needed to become compatible after a change is
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made by the other organization would be an obvious issue to consider. This situation was
considered a weak interface. Less mature systems with unstable budgets with which program
systems need to integrate will divert resources to their priorities, which may slow the program
down or cause the program to make assumptions that could lead to substantial rework. This
situation was another example of why a strong risk management program is so important to track
these risks.

Communication
The Communication Structure was identified as an important element of Program
Structure. The Communication Structure facilitates the flow of information to ensure it is
consistent and provided at all levels such that the information informs those involved with the
program activities and that they understand it rather than making assumptions or rumoring. Peer
review was a recommended practice because individuals review and recite their understanding,
thus creation of a baseline level of understanding. The ability of the Program Manager to
communicate was expressed as essential; else no one knows what they are expected to do.

Leadership
The following example stresses the importance of leadership in action and leadership
behavior (style). This is the case of leaders with decision authority making technical risk
decisions without involving the working level employees responsible for technical assurance. In
this case, a powerful external entity faced technical challenges threatening its ability to continue
major operations. The technical challenges meant that the approval criteria to continue
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operations could not be satisfied. From the workforce perspective, leaders met behind closed
doors and decided to grant the powerful entity approval and authority to proceed with operations
despite unverified technical requirements. The people responsible for assurance felt they did not
get the opportunity to do so because leadership made the decisions without them and did not
address the concerns of the technical experts. These leadership actions differed from the
established approval process, which relies on the technical workforce to provide assurance of
technical integrity. To say the least, the workforce had significant concerns and began pushing
back, questioning authorities, and “it got emotional”.
From the leader’s perspective, they came up with a compromise or an innovative
solution. In this case the powerful entity provided a large quantity of technical information or a
“last minute data dump”, that would substantiate verification to the technical requirements in
question. The leaders leveraged an alternate but established approval path that allows the area
experiencing the technical challenge to be separated from the rest of the business such overall
operations could continue. The area with the challenge was not planned to be put into operations
for a few months, meaning there was no immediate risk to harming humans. Also, the leadership
established a caveat to revoke approval if the review of the technical data did not result in full
technical requirement verification. However, none of this information was shared with the
technical experts at working level who are responsible for technical assurance.
In this case leadership withheld information resulting in a significant impact to the
workforce and loss of trust in leadership. However, if the leadership would have been transparent
and shared an explanation with the workforce, they would have had the opportunity to be made
aware of the additional important information that concerns them, and that there actually was
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rationale for the compromise that was reached. Further, the ability to observe leaders in action
even as they struggle through tough decisions is valuable in its own right and builds credibility
and trust. The expert panelist providing the example noted the importance of matching leadership
style to the situation with a comparison of a simple routine task vs a technical task with factors of
risk where dictator styles would not be appropriate.
Interestingly, during the review of literature on the theme of leadership as it relates to
leadership style, a series of experimental studies from 1939 were found and published by Kurt
Lewin, Ronald Lippitt, and Ralph White. Their publication regarding patterns of behavior in
social climates contained a relevant research question regarding “What underlies such differing
patterns of group behavior as rebellion against authority…?” The description of the workforce
response described above seemed to fit “rebellion” against authority therefore was comparted
against the study performed by Lewin et al. (1939). In their study, they organized four groups of
ten-year-old children and four leaders for the different children’s “club activities”. Each leader
was assigned a different leadership technique that aligned with authoritarian, democratic
procedure and laissez faire and every six weeks the leaders rotated through the groups for a
period of five months where each group received a total of three different leaders. The patterns
of behavior observed among the children in the authoritarian leadership situations were labeled
(a) a "strike" (as in I quit); (b) rebellious acts; (c) reciprocal aggression among all members; (d)
scapegoat attack; (e) release behavior after a decrease in leader pressure; (f) aggression against
impersonal "substitute hate objects." Holistically the aggression response of the children was
“the outcome of the momentary emotional situation,” however their works point to tensions that
arose from recurring negative experiences (annoying) established for the autocratic atmosphere
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experiment in addition to bombardment of direction from the autocratic leader, leading to high
pressure, creating even higher tension. Thus, the annoying occurrences, the pressure applied by
the leader, and the lack of space of free movement were determined to be the three basic
components that brought about higher tensions which may result in creating aggression. Another
kind of aggression identified through observing two “wars” that broke out between two
outgroups, was the emotional expression of underlying tension that led to a breakout of fights.
While other acts of aggression included leaving the group completely. Their definition for
aggression involves “a force acting on the sub-group in the direction away from the main group
or other part of the subgroup. Aggression within a group can be viewed as a process by which
one part of the group sets itself in opposition to another part of the group, in this way breaking
the unity of the group” (p.294). An excerpt from this part of the experiment is provided below:
“The buildup of tension can be said to be equivalent to the creation of a certain type of
need which might express itself in aggressive action. Tension sets up the driving force (2)
for the aggression (in the two situations with which we are dealing). However, whether
these driving forces actually lead to aggression or to some other behavior, for instance
that of leaving the group, depends on additional characteristics of the situation as a
whole. One of these seems to be the rigidity of the social position of the person within the
group. The high level of aggression in some autocracies has often been interpreted mainly
in terms of tension, which presumably results from frustration of individual goals.”
(p.294).
Secondly, the observations of and engagements with leadership in action were noted to
impact the entire workforce. This is highlighted to emphasize the significance of leadership and
the impact of leaders. As stated by one of the expert panelists (separate from this example) the
actions of leaders “set the mindset and culture of how the rest of the program is operated because
that is how they operate”. Another expert compared the leadership styles of two different
Program Managers where one was described to have the attitude of “this program is NOT going
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to fail” where the other did not have “initiative such as forward thinking or plan, or a drive to get
things done and the program struggled”. The first Program Manager was described as a
competent, strong leader, thus leading by competence. Further, the Program Manager worked at
an extremely high pace, was engaged with the workforce and stakeholders, and was highly
responsive, therefore, the workforce not only was supportive as in “we are behind you!” but also,
reflecting the high level of performance the Program Manager demonstrated consistently. The
second Program Manager in the example allowed work to “linger”, thus the message of “it’s ok
to let work linger”, which permutated down through the constituent components of the program,
resulting in low performance through lack of leadership. The performance statement was, “if you
are trying to develop and meet deadlines and milestone dates, you can’t have the ‘lingering’
attitude”.
This replicating behavior can be explained through a line of organizational culture
research regarding meme theory, which is a sub-field of evolutionary organizational studies.
These studies align with dynamic and process-oriented non-reductionist frameworks and are
linked to systems theory and complexity theory through understanding organizational culture as
a complex system. A more recent study of organizational memetics for capturing the complexity
of organizational culture provided a network meme map of the complex organization to
demonstrate connections of varying strength among memes, highlighting the potential for
identifying those important for both stability and change of organizational cultures. In this study
the researchers adopt the definition of meme from the Oxford Dictionary due to permutations on
the subject among literature and define a meme as an “element of a culture or system of behavior
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passed from one individual to another by imitation or other non-genetic means” (Schaile et al.,
2021, p. 1).
Leadership was identified (29) times within the data set with many areas of emphasis
noted in the interview data transcriptions. “LEADERSHIIP is key, not a talk show host, but a
leader. A leader is not a boss; a boss says what to do; a leader shows you and works with you to
get things accomplished.” Also noted was that Program Management styles may require
situational leadership. “Sometimes the people are managing their management”. An example
provided for the need of situational leadership was that some managers are capable but lack the
soft skills necessary to perform integration, thus the need to balance with leadership supporting
the Program Manager with those skills. The takeaway was three-fold (1) “Leadership is key” to
the outcome of success. (2) Leadership competency, including leading by competent example, is
an enabler of success. (3) No one is perfect, and no one can know everything, thus a Program
Manger needs to be capable of self-reflection and surround herself or himself with a leadership
team that balances and leverages the strengths and weaknesses of the individual leaders. As a
wise man once said:
“Example is not the main thing in influencing others. It is the only thing.” – Albert
Schweitzer (Schweitzer & Mellon, 1996)
Competencies
Continuing from the discussion of Leadership above, the terms Competencies,
competency, or competent was identified 15 times within the data set and accompanied
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identifiers of workforce, leadership, and management. Below are two excerpts from expert
panelists.
“Training is needed. We need to train the new generation of Program Managers”
(competencies)
“There is a need for verifiable and demonstrated competencies (rather than political)
and training for developing competencies.”
“Proper training is importing for future program and project managers. There should be
a structured approach and a steppingstone approach from project to program
management.”
The call for competencies was three-fold and due to:
(a) Loss or erosion of skills due to employee turnover.
(b) Lack of competency congruent with position held.
(c) Inadequate training for developing competencies.
A personnel plan was identified as a key component for program management to understand
which capabilities are required and that individuals have demonstrated competency to get the
work done. Assurance that the personnel selected are the ones needed to do the work was as
defining the requirement of what is needed and acquiring the demonstrated level of proficiency.
The call for adequate competencies is significant as the lack of competency can have significant
impacts. Through the examples provided in this dissertation and expert testimony we are “still
repeating same mistakes”.
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Specific areas identified as missing from training include Integration, Interfaces, and
Human Interaction. Critical areas included Program Management, Leadership, Management,
and Risk Management with emphasis on Communication and seeking Synergies. Also, one expert
noted that projects need to be added as choice in organizational design literature, as programs
may have a combination of configurations in their constituent components as they have evolved
to no longer fit the “mold” a program of projects, even having more innovative program
configurations of missions and contracts with other forms of organizational components besides
projects.

Loss or erosion of skills was communicated as a significant issue across the study cases.
In some cases, key leadership positions or Program and Project managers were reported to be
rotated out every couple of years, resulting in a new leader that knows very little about a
complex activity that has been in the works for many years. Thus, bringing into play the
problems of integration, communication, and understanding that can occur even with
experienced leaders. In these cases separation between the Program Manager and any of the
constituent elements for whatever reason means lack of communication flow from the Program
Manager for direction and back up to the program Manager informing them on issues that may
need priority on cost, schedule or technical decisions. Further, complex technical systems of
systems require the technical experts to be involved with risk decisions since they are the ones
who have the technical expertise and understand the issues best. The case most frequently
reported in the interview data was concerning prioritization of funding, where technical experts
are not involved in the funding decisions and the decision makers not understanding the technical
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risk to the integrated system as a result of granting funds to some requests and not others. There
appears to be a heuristic or pattern of behavior in many the examples provided in this dissertation
that the thing that draws the most attention tends to get priority. For example, space projects
typically draw more attention and “get all the money” where ground, tracking, and modeling
assets are typically viewed as existing and lower priority. In reality, the integrated system
includes the ground, tracking, and all its sub-stems some of which command, control, provide the
basis for GO/NO GO decisions and so forth. Therefore, when one “little instrument” finally
gives out because its needed upgrades weren’t perceived as important, the mission becomes at
risk. Decision authorities should consider integration options such as a technical advocate to
better understand risk decisions. In these cases, funds were prioritized over other requests by
perception of needing attention. A lack of understanding of the technical system presented a
knowledge gap residing with individuals with decisional authority, responsibility for technical
assurance, and leaders such as Program Mangers. Interestingly, Agencies have competency
requirements for Program and Project Management positions, one of which requires
demonstrated competencies and training.

Shao (2017) developed a leadership competence based theory of program success.
Through the theoretical lens of contingency theory, he studied the moderating effect of program
context on the relationship between program managers' leadership competences and program
success. The results indicated that the appropriate interactions between leadership competences
and program context lead to program success. Specifically, the EQ competency for selfmanagement and relationship management skills of a leader were identified as a prerequisite for
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program success; while the goodness of fit between the program context and the program was
identified as beneficial for program managers to exert their IQ competency, the intellectual or
rational capability of a leader, and MQ competencies for leading programs to success. Shao
relates fit to influencing the internal power of the parent organizations, strategic alignment,
integration of program objectives with organizational strategies and managing stakeholder
relationships. There is a growing need to understand the program context in program
management.

Process & Capabilities
The topic of a rigid heritage or traditional process vs. an agile process and the merging of
the two appeared ten times in the data set. Agile processes in the software development world are
now being applied to the hardware development world. Agile is meant to support speed through
small increments of changes. For hardware developments this means a spiral cycle of build – test
– build – test, over and over, each time making small incremental improvements and testing
them with the idea of rapidly bringing the design to maturity.
Agile processes were positively related to development activities (the process works
well). Agile processes were negatively related to operations and sustainment, for example
implementing modifications (the process does not work well). The issues with Agile in
sustaining were related to meetings talking about what to do rather than just doing it, new
requirements being added to a backlog of requirements leading to the need to prioritize into a
sprint cycle or the latest requirements tending to be worked, minimum of a two-month testing
period and so forth. The takeaway was that simple changes could not be implemented rapidly.
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Uncertainty, Complexity, and Synergy
Certain Program Structure components were shown to be more relevant or require higher
levels of implementation depending on certain components of the Program Context “depending
on what it is” and also “when it is”, thus evolving perspectives over time must be accounted for.
Therefore, the first part of the analysis concerns the need to “understand what it is” and “when it
is” prior to initiation or startup of a program. Due to the longevity of programs that span years,
the experience of formulating and starting up a program was described as rare and those that
have gone through the experience are few and far between due to attrition. Further due to
evolution in technology, capability, knowledge, experience, and the very high possibility the
program purpose, goals, and objectives involve something that has never been done before to
some extent, it likely limits the applicability of experience. The expert references to “winging it”,
and “making things up until either it isn’t working or until it’s established,” seem
understandable. The perspective of Uncertainty, Complexity and Synergy during initial program
formulation and startup accounts for one of the enveloping conditions of Program Context, thus,
the researcher provides an account of the process in the subsequent paragraphs, which was
derived from the integrated interview dataset to further the understanding of Program Context.
The data analysis identified key themes representing the interaction of Program Context
components and Program Structure. The themes are central to sequential “events” involving
terms related to a degree of knowledge, understanding, meaning, commitment, “buy-in”. Thus,
the initial linkage to the Program Context Factors for Uncertainty and Support. Uncertainty was
universally linked to every Program Context and aspect of Program Structure in one way or
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another, therefore, Uncertainty and the dimensions it represents was determined to be a major
theme regarding important factors of Program Context.
Interview statements are provided below to support the relevance and importance of
Uncertainty during the program creation stage.
You must have a name and an overall purpose of the program. For example, the overall
goal of a having low earth orbit science platform, named the International Space Station
(ISS). Therefore, the ISS (name) Program needs to deliver what is needed to have an ISS.
The goal does not change but the overarching name and purpose can be decomposed into
distinct pieces (mission areas) and missions (mission operations) over time. The people
need to have a focus in their organization and know it means to the overall mission, where
the program owns the overall mission to be accomplished.
Does it exist? Do you have the knowledgeable people; or maybe that knowledge doesn’t
exist and then you need the researchers to come in.
What is it? Understand what it is. You need to know the baseline design going in or you
will flail.
What is it supposed to do? Its best to have some sort of ops con to know what you want
the design to do. Therefore, you need the conceptual design that meets the high level conops understood.
What do we do? Everyone has to understand what to do and where the integration has to
take place.
Why? Those doing the work need to understand why it makes sense and why it is
beneficial.
Buy-In: Everyone needs to buy into the program as far as the Program Plan document as
the start/heart of how you have broken down the system and how you will do
communications. After the start then you have created tribal knowledge based on what
you said you would do in the Program Plan, which is passed down by word of mouth.
The data analysis identified key themes that represent the interaction of Program Context
components and Program Structure. The themes are central to a set of sequential “events”
involving terms related to a degree of knowledge, understanding, meaning, commitment, “buyin”. Interactions were identified to first occur among Program Context components and
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subsequently translate to codified artifacts within the Program Structure. The following
discussion relates Uncertainty to defining and codifying the program in terms of goals,
objectives, and purpose and an explanation of the “strategic bridge” programs are conceived to
provide. The objective of the process in this discussion is to achieve a certain level of
knowledge, understanding, acceptance, and “buy-in”.

What is it? Firstly, the program was described as needing to be given meaning. Recall the
example above and the statement, “You must have a name and an overall purpose of the
program.” This suggests a name (ISS) is needed to give meaning to a program and on a
symbolic level. The name is also correlated and embedded with the Purpose of the program, thus
connecting a symbolic entity with what it represents and what it, you, and we are trying to
accomplish (deliver what is needed for an ISS). These are the beginning blocks for giving
meaning to something people can “get behind”.

Next was the overarching goal, which is broader since this is “strategic part” that does not
change and functions as the “strategic bridge” (e.g., Goal of having a LEO science platform).
The connections to all other goals and values of those that can enable meeting the needs of the
program to achieve its goal were described as connected through the program goal(s) and the
overarching goals of the agency. The program goals were described as needing to embed the
priority values of the program, thus the top-level goal communicates the program core values in
priority order which are permutated into the decomposition of program goals into objectives,
requirements, and so forth. For example, safe, reliable and cost effective. Therefore, the program
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core values in priority order are established from the beginning, codified in the foundational
propositions, and engrained in the program activities. In later stages of the process symbolic
representations such as logos strengthen connections of meaning, focus, and achievement such as
a program logo representing a LEO science platform where the overarching goal, the program,
and the outcome of the program purpose are constructed to mean the same thing. The breakdown
of objectives might result in multiple missions to achieve the goal, thus mission logos in the form
of physical patches bringing the mission into focus and conceivable reality. The construction
process was conceived to be about maturing the knowledge of what the program means to people
through a conceivable vision toward making the goal a reality.

Along with the goal, rationale or justification was identified as required or a “must have”
to answer questions of “why are we doing this?” and “why it is important?” or why are you
wanting to do that? and “why is it important to do that? The justification was described as
needing to be of importance, something of value, and meet a need, and clearly understandable to
a broad community of people each with their own goals and values. This was conceived as the
basis for obtaining agreement and buy-in from those needed to support the program, which
fundamentally consisted of the workforce, the workforce’s authorities (if matrixing for example),
the site location authorities, stakeholders within and external to the agency (priority), Congress
(funding), and the biggest customer of all, the US citizens (taxpayers). The process was
associated with a parallel purpose of determining who the stakeholders were based on
conceptions of how to accomplish the overall goal. Therefore, the process connects to the
Complexity construct from Program Context as a construct of systems and networks of owners
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and resources that together can represent the path toward meeting the program goals (what is
needed, does it exist, who has it or can help obtain it) through a conceived support network and
system interfaces.

The Program Name, Purpose, Goal, and Rationale were described as needing to
symbolize meaning and present something of value to all of the aforementioned people to obtain
buy-in and support from those that enable achievement of the overarching goal. In parallel was
the process of “figuring out” what support is needed and from who. The next stage was about
seeking Synergies with respect to acquiring support for the things needed to enable to program to
meet the goal. This process accounts for the Disruptive Forces construct as the need to
understand how disruptive the program activities are going to by compared to the state of present
affairs. The other perspective of this concept stems from the need to understand how well the
program activities fit within the present state of affairs. Within the agency the program goal
needs to be able to be connected to other program’s goals and the overall agency goals such that
“striking a deal” or “getting priority” can be achieved through meeting needs and enabling
pursuits through a connecting thread between goals. Kurt Lewin’s works from 1946 referred to
this as “hodological space” or the simplest route achieved through the resolution of different
fields of forces, oppositions and tensions according to their goals (Lewin, Action Research and
Minority Problems, 1946). This accounts for the form of Synergizing through mutual benefits
through a thread that links goals, thus in the process establishes feasibility (it is conceivable) that
something in common may be optimized to enable benefits. Embedded with goals are naturally
values, those that motivate individuals in their pursuits. From here, the linkages need to extend to
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external entities such as Congress and even citizens. Common values are difficult to identify at
times, however values universal to humans conceivably exist, which is why Agencies are linked
to those core values, as they provide things humans value fundamentally such as security,
freedom, safety, water, roads and so forth with a goal such as the pursuit of happiness and
objectives such as improve the quality of life. Support means someone is investing in the
program (resources, brain power even), synergies involve program investments and investments
from supporters resulting in both parties getting a return on their investment, thus the need for
linkages, feasibility, meaning, and answers to why should we care.

To summarize, the overarching goal of having a LEO science platform can now be
conceived as being synergized through common threads of goals connecting the program to the
agency and then to everyone else, thus interfaces to others are established. The opportunity to
synergize presents itself to serve stability in achieving goals and mutual return on investment,
therefore the connecting thread is made through common threads of goals and optimized for
maximizing benefits. Advancement of scientific knowledge is a broad goal widely pursued for its
value to enhance the quality of life. Therefore, the synergistic opportunity is about (a) who in the
world holds the pursuit of scientific knowledge as a priority value, who wants to pursue it in
space, who has what resources to enable it, and (b) how can those things enable the program to
meet its goal, considering the conceptual parameters. This broad synergistic process of thought
facilitates higher order strategic and critical thinking. The LEO science platform likely needs
high dollars given the need for technical expertise, knowledge creation for the things that have
never been done before, and somehow getting it into space. The strategic synergistic connection
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lies with the funding and legislative connection to Congress and out to the international
community that wants to do science in space and can contribute to the overarching goal. If an
international partnership of mutual return on investment, through aligning and connecting the
threads of goals, can be successfully negotiated, and codified legislatively, the program goals
now interact with the Stability construct. Codified Goals of International Cooperation translate to
an overarching requirement of international cooperation through the governments involved and
cooperation through the programs involved, which are “untouchable” by Congress, thus creating
goal stability or program existence stability enabling the achievement of goals. Circling back to
the Program name, goal and purpose, the term International would be important to incorporate
and codify, thus the name of International Space Station as a science platform, a program, and
partnership. The Synergistic process of thought described was about how to interface through
partnerships that produce benefits to producing benefits, which takes the definition of a program
to a whole new dimension from the perspective of a program managing a set of projects to
achieve benefits for the parent organization that could not be achieved by managing the projects
separately.

Next was the building of the knowledge and understanding to the level appropriate for
achieving actual “buy-in”, thus one must first be able to “sell it” to achieve “buy-in”, and the
sustaining aspect of the descriptions was the need to “keep it sold”. This also involved political
behavior from the program context as the desire was to minimize this through clarity, definition,
and synergy. When starting a program, a change will need to occur from the current state of
affairs such as the current distribution of resources, thus prime for turf wars to maintain control
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and acquire more power through funds and the need for resources that come with a new program.
A prime condition for political behavior is ambiguity. Hence the need for “clear goals, clear
objectives” commonly stated in standard management literature. Given that the need is
knowledge, understanding, agreement, buy-in, and support, the program goals, objectives and
purpose don’t just need to be clear, they need to be defined to the extent such that they are (a)
understandable to those deciding if they want to support you, (b) Synergize-able with those in a
way that is meaningful, motivational, and rememberable, which was described to be satisfied by
giving a program a name, giving the program a purpose this providing purpose to those
individuals that support the program’s purpose. Removing ambiguity to the highest extent
possible thereby leaving little room for molding an interpretation that serves to meet someone
else’s goals and objectives (maneuvering) that may detract from meeting the program goals in
some way.

The relationships described above, as they evolve to inform Program Structure, were
subsequently described as dependent upon Ownership from the Complexity factor of Program
Context at a basic level of Government Owned and Operated vs Contractor Owned and Operated
or some combination, as the content and levels of knowledge, understanding among these
entities were describes differently for different conditions of Ownership.

Contracts and Agreements
Contracts and Agreements were identified as having a relationship with Uncertainty. The
contract types of fixed price and cost plus were used in descriptions for comparison. The contract
type was identified as “should be” congruent with Uncertainty. Uncertainty and Complexity as
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stated previously “go together” and are coupled. These constructs were also identified to have a
relationship with Size and Risk. All the aforementioned together were identified as informing the
Program Structure configuration. Cost plus was associated with a larger procurement requiring a
larger workforce, procurement specialists, and formal processes and tools to manage the
complexity, which is congruent with high dollars. As cost increases, the risk posture for
parameters increases, thus linking to the need for business management and risk management.
Cost plus and fixed price also present different Owners of Risk which inform the “knobs” of the
Program Structure. The overarching linkage is that a cost plus matches high uncertainty, where a
fixed price contract matches low uncertainty. For cost plus, the program is the owner of risk,
where fixed price the contractor is the owner of risk. Fixed price implies enough knowledge
exists (understood and we have experience) that putting a dollar figure to the cost of the
operations is achievable because we know a lot about them, have experience and historical data
to estimate with. The expectation is that whatever task is on contract, that it is so well known that
experience exists (we have done this multiple times), therefore the contractor can perform the job
with little error, thus “fixed price” means no margin of error or the cost is fixed. In this case, the
contractor is liable for the consequences of failure because they should know how to competently
deliver the thing on contract. Therefore, to place the burden of risk onto a firm that exists for and
because of profits means that the firm is liable for the cost that can result in loss of high dollars
(bankrupt). Therefore, explaining the need for low Uncertainty when selecting this contract
mechanism. From Federal Acquisition Regulation 16.202-1:
A firm-fixed-price contract provides for a price that is not subject to any adjustment on
the basis of the contractor’s cost experience in performing the contract. This contract type
places upon the contractor maximum risk and full responsibility for all costs and
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resulting profit or loss. It provides maximum incentive for the contractor to control costs
and perform effectively and imposes a minimum administrative burden upon the
contracting parties. The contracting officer may use a firm-fixed-price contract in
conjunction with an award-fee incentive (see 16.404) and performance or delivery
incentives (see 16.402-2 and 16.402-3) when the award fee or incentive is based solely on
factors other than cost. The contract type remains firm-fixed-price when used with these
incentives.
From Federal Acquisition Regulation 16.104 Factors in selecting contract types:
(a) Price competition. Normally, effective price competition results in realistic pricing, and a
fixed-price contract is ordinarily in the Government’s interest.
(b) Price analysis. Price analysis, with or without competition, may provide a basis for
selecting the contract type. The degree to which price analysis can provide a realistic pricing
standard should be carefully considered. (See 15.404-1(b).)
(c) Cost analysis. In the absence of effective price competition and if price analysis is not
sufficient, the cost estimates of the offeror and the Government provide the bases for
negotiating contract pricing arrangements. It is essential that the uncertainties involved in
performance and their possible impact upon costs be identified and evaluated, so that a
contract type that places a reasonable degree of cost responsibility upon the contractor can be
negotiated.
(d) Type and complexity of the requirement. Complex requirements, particularly those unique
to the Government, usually result in greater risk assumption by the Government. This is
especially true for complex research and development contracts, when performance
uncertainties or the likelihood of changes makes it difficult to estimate performance costs in
advance. As a requirement recurs or as quantity production begins, the cost risk should shift
to the contractor, and a fixed-price contract should be considered.
OGC (2007) acknowledges the complex case of two or more organizations coming together
to work on a program, where each manages and directs their respective contributions. In this case
collaboration and agreements are involved in establishing a partnership where each organization
receives a return on the investment they contributed. They suggest one approach to designing an
appropriate structure for this scenario, which involves establishing a separate entity for
coordinating and leading the program to separate the business aspect from the internal priorities
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of the partnering organizations. Putting the project label and configuration divergence aside,
perhaps the key takeaway should simply be the emphasis on the relatedness and relationships of
constituent elements and external elements.

Program Success
To answer the main research questions, a series of sub-questions to be addressed during
the interview process were derived. Regarding Program Success, the following question was
posed:
Sub-Question 3: What are the most important constructs and measures for program
success?

The relationships among Program Context, Program Structure, and Program Success were
addressed by the following question:
Sub-Question 4: How do the relationships between Program Context and Program
Structure affect achievement of Program Success?
To answer the sub-question above, further decomposition of the question was required as well as
commensurate interview questions aimed at deriving answers to these questions. Determination
of the important constructs and measures during the analysis of interview data was accomplished
initially through the established criteria for qualifying themes. Themes were further assessed for
persistence and strength through the established data analysis framework and review of original
interview statements, which had previously identified areas of emphasis or importance. The
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remainder of this section outlines the decomposed questions, the corresponding interview
questions, and the resulting data analysis.
Decomposed Question 3.1: What is the meaning of the concept of Program Success?
Interview Question 4.1: How do you define the concept of program success?
The following statements are experts from experts regarding the concept of program success:
Customer Satisfaction
Set up to Enable Success: Establish a solid foundation of what you are trying to achieve,
(SEMP, program plan) and a strategy for achieving what you are going to do. Having
appropriate fiscal resources available. Having the right people and number of people.
These give the best changes for delivering.
The goal of the program is to execute and manage per the SEMP; If physics don’t work
out and you have a technical failure, it doesn’t mean the program failed but its good you
caught the failure and the govt can learn from it and not buy it.
Systems Engineering: Needs, Goals and Objectives that go from a vision statement, to
more incremental measurable. Key Performance Parameter requirements that are
thresholds. If you don’t get to that they don’t want the system (meet or exceed).
Definition: Satisfy the basic goals for the program within the known constraints.
Primary objective achieved; design develop and implement; once that was done and
approved at all levels then done
Success is an avenue for making timely upgrades and modifications to keep the capability
and technology current and conform to new missions. Success is did I get what I asked
for in a timely manner; fast enough to keep up with the demands and changes in
technology so the program can actually use it.
When everything comes together, and you prove the system. A program can get
everything together and not be successful though:
•
•
•

You end the program without doing anything or you cut off so much you become a
project.
When you are no longer showing advancement and you are cutting off so much of
your figure that you can prove failure without having to do failure.
Cannot meet your objectives because you cut your con-ops in such a way that you
can’t meet any of your end products without a re-org or re-doing something.
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You are successful if you continue to get the budget you want (goes back to politics).
You are super successful if you can increase your budget year after year and continue to
grow the program.
The following interview question was aimed at identifying what distinguishes success among
programs. An excerpt from the interview statements is provided below.
Interview Question 4.3: How and why does program success differ among programs?
Because of priorities. Example of Cost: sufficient funding will drive meeting schedule;
requirement changes affect success for cost and schedule.
The following decomposed question and interview questions were aimed at identifying important
components and measures of program success through success factors. Excerpts from experts are
provided below.

Decomposed Question 3.1: What themes identify the important components and
measures of Program Success?
Interview Question 4.2: What are the critical success factors for programs?
Program Manager: If the Program Manager isn’t willing to change or bend then it’s a lot
harder to meet any of the objectives if not impossible = failed program. Reduced doesn’t
mean failure until you reduce to not meet any of the objectives. If you don’t have money
you need to focus the objectives rather than being all things to all people, which means
more money.
Did you meet the technical objectives, cost, schedule objectives in that order?
Achieve your goals. You can miss schedule but that’s forgiven if you successfully
demonstrate meeting the goals & objectives that you laid out upfront or with allowance
(compromise on technical content due to insufficient funds).
Political support: if you lose support you get cancelled.
Quality is that level of excellence as perceived by the customer.
Meet the customer requirements
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You can’t make everyone happy. You have to figure out who your real customers are that
you are trying to satisfy.
Congress is a customer just like any other customer, so you need to make them happy.
Interview Question 4.2.1: How/what variables and measures can be used for these
factors?
Meeting the milestones and not just changing the milestone to meet reality.
How well you met the customer requirements.
Measurement Options: Number of requirements met vs waivers; schedule variance; cost
variance. Governance Milestones, Metrics, Success Criteria, Variables and Measurement
Scales, Performance Goals.
In Priority Order: 1. Technical (did you meet the requirements), 2. Cost, 3. Schedule (2
and 3 interchangeable priorities).
After the fact by surveying stakeholders if they think the program was successful.
Independent assessment to evaluate the program against the requirements.
Acceptable compromises to cost and content need to be measured.
Measure on if they took more risk than necessary (higher risk acceptance levels).
The degree you measure something depends on how important it is and how much time
you want to spend managing it. If you don’t need to manage it then why measure it.
Some parts can be defined and locked down such as cost for a single procurement.
However, scope can become large and complex, and you need to manage those as a
minimum set and then refine other factors outside of the minimum set. This could be
small business such as secondary objectives, however it goes back to the program context
regarding the constraints and what you are trying to maximize and minimize things that
aren’t helping.
The following questions addressed relationships among Program Context, Program Structure,
and Program Success.
Decomposed Question 3.2: What themes are relevant to explain the different
relationships between the important Program Structure components and Program Context
and Program Success?
Interview Question 2.3: What contextual factors influence the success of a program?
Interview Question 2.3.1: How do these factors influence the success of a program?
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Politics: If you have top cover then overcoming cost and schedule problems are easier.
Support: Management support and customer satisfaction. If you don’t have these, you fail
Political Support: They have to know about you in a positive way (not a problem child) to
get support.
Program Management Leadership Style: An attitude that this program is NOT going to
fail. You need a good competent strong Program Manager.
Interview Question 3.4: How do program structural components affect program success?
Formality: The more formal the interfaces have to be managed and tracked, the more
resources required, and more branches of management.
Communication: Horizontal (no stove pipes) and vertical bi-directional communication
on risk and solutions without repercussions or judgment enables success because risks are
talked at various levels of the program, where they need to be talked, and the potential
consequences can be better understood.
To contrast the analysis regarding what constitutes Success, the data set for terms
involving “fail” or “failure” was assessed to enhance the understanding of Program Success
through “no success”. Terms for fail were identified (32) times within the data set. Expert
excerpts surrounding terms for fail are provided below, some of which were previously
mentioned above, separated by research and interview questions.
Management Support & Customer Satisfaction: Management support and customer
satisfaction. If you don’t have these, you fail
Learning from Technical Failure: If physics don’t work out and you have a technical
failure, it doesn’t mean the program failed but its good you caught the failure and the
government can learn from it.
Program Management Structure: Program/Project management structure failure because
risk to the entire system was separated between the projects and [another organization].
Checks, balances, and equality among projects is needed (rather than overridden).
Program Re-Structure resulted in all risks going to the Program level for information or
elevation (higher risk levels) and critical failure modes went straight to the Program
Manager.
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Leadership & Priorities: Failure to implement the vague mandate from congress in a
productive way with clear priorities. Some say safety is first while the schedule (due
date) drives safety; the underlying message needs to be stronger that safety is first and
then the work in a timely manner (balanced approach).
Success?: Is it a failure if the scope of work does not include mission assurance? How do
you know if you are successful if you perform poorly and are awarded for it?.
Failure of Consequences:
Category 1, if it fails fatalities are involved; Category 4, if it fails you won’t hurt
anyone or and high dollar assets; Category 5 is like a plant (minimum
consequence of failure)
What are the consequences of a failure? Catastrophic loss of asset, wipe out a city,
are people going to die or loose a vehicle transporting people?
Value of the vehicle in terms of how much money is lost if the vehicle is lost
(billions vs millions).
Resistance to Change: Failure to recognize and believe statistics; (associated with)
resistance to change plus lack of communication leading to assumptions and fear of
losing jobs. They didn’t believe it and buy into it.
Performance Measures: Performance of personnel to meet the objectives; how are they
are doing? Are we failing or not? Objectives depend on the project and over time.
Risk Management Competency: Safety identified 5 catastrophic risks with high likelihood
and the Project Manager bought it (i.e. approved as-is via accepting the risk). It failed in
operations and the Project Manager didn’t understand why it happened. There is a need
for risk competency people that understand what the hell they are buying into and are
able to perform appropriate trades between cost, schedule, and safety. For example, you
don’t need a wind model and expert if there aren’t crazy wind conditions at operations
site; really good risk people to weigh and understand what it means – technical risks, cost
risks; accepting the risk doesn’t make it go away!!!
Communication: Lack of the Program Manager’s ability to communicate resulted in
failure of the Program strategies. We didn’t understand the Program Manager’s strategy,
so we didn’t know what we were trying to do. We would spend days and weeks working
something to find out it’s the wrong rock instead of saying what rock was wanted.
Buy-In & Acceptance: For commercial efforts, be sure that the contract has a similar set
of buy in from commercial company itself and be sure the government has accepted the
commercial approach, or it will fail. The government will say bring me a bigger rock.
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Program Managers ability to perform technical, cost, and schedule trades. If you don’t
have a good design and can’t pay for appropriately the cost will triple and the program
will fail.
Overall, Program Success was characterized by satisfaction, support, program
performance parameters toward meeting milestones, objectives and goals, and leadership
competencies. The ability to achieve customer and stakeholder satisfaction was linked to the
ability to obtain and sustain Support at all levels within and external to a program and meeting
the customer requirements. A highly likely critical success factor was identified as Support from
Congress which has the ability to end a program authority over funding. Arguably this may be
said for any program customer. Just as critical however is the support of those involved with the
program activities achieved through buy-in and organizationally codified in agreements and
plans. The competencies of the program manager and program leadership were identified as a
critical success factor with emphasis on the ability to perform risk trades among prioritized
critical performance parameters to effectively meet the program goals and objectives. Several
experts indicated that lower schedule performance was in general forgiven, which is
understandable since the original deadline given to a program to produce benefits and outcomes
is often initially provided from above with little technical rationale behind the deadline. Several
additional skills among program leaders were identified as critical such as the ability to define,
decompose and establish goal and objectives, communicate, and facilitate communication,
balance workload and authority, and establish roles, responsibilities with clear accountability.
And lastly, the ability of leadership to appropriately lead, establish social norms and values, seek
synergies, and inspire others to want to help accomplish the program goals and objectives was
also identified as important. Measures of success were found to be dependent upon the things
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most important for moving forward to the next major step or milestone within the overall
roadmap to successfully meeting the program goals and objectives. An important takeaway from
failures was to learn from them and then move forward having grown from the lessons learned
from failures.

Summary
The analysis resulted in (3) Aspects for the Program Context construct: Program
Situational Requirements and Constraints, Program Characteristics, and Social, Political
Cultural Environment. Each aspect resulted in constituent decomposed components for a total of
10 constructs, 26 factors, with 60 variables and measures. A definition for the scope of the
Program Context was also derived. These results have been identified for incorporation into the
first-round questionnaire to support the subsequent data collection and analysis process as
defined in this dissertation. Overarching themes were identified and are provided in the
subsection below along with the summary of the scope of the Program Context and list of the
most frequently used terms identified within the integrated interview data set used in this
analysis.
Regarding Program Structure, the descriptions of program provided by experts included
constituent elements, while noting (a) that the term program and project might be used
interchangeably due mandating the label vs actual task, with the understanding that programs
should be considered distinctly different than projects (b) not all programs have projects and
more innovative solutions exist, (c) configurations may consist of a system of programs. A
specified configuration or framework did not seem to be of importance to experts, rather the
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focus was on creating configurations that enable work (whatever they may be). The requirement
for configurations was that it facilitate being able to understand the breakdown of work and
where the integration happens (communication, decisions), which involved establishing and
placing appropriate interfaces and seeking balance of workload, authority, synergies within and
external to the program.
The major contingencies for Program Structure were identified to be Uncertainty and
Complexity. Uncertainty was identified as universally affecting all three research model
constructs. Effects on Program Structure were dependent upon a combination of the leadership
from above and leadership of the program. Specifically, (a) the ability of the leaders from above
to form congruent relationships in the selection of program types and contract type, which also
directly relate to Cost and Risk, both congruent with political attention and priority at high
levels, (b) the program manager’s ability “deal with” or cope with incongruent relationships
through risk trades, optimization and seeking synergies. Higher levels of Uncertainty and Risk
were identified to be congruent with higher levels of formality and control processes which
consequently leads to higher Cost and Resources, thus higher levels of Size. A list of likely
relationships is provided in the subsection below for Interactions.
The results of Program Structure were determined as not be included in the subsequent
first round questionnaire for the following described reasons. While higher levels of complexity
were found to be congruent with higher levels of integration, the relationship is not very
informative regarding the more salient aspects of Complexity and Integration that involve
interfaces. Program Structure literature was not identified that could substantiate or guide
development due to underrepresentation configurations and of Interfaces, their management,
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placement, formalism (internal vs external) along with the need for interfaces to balance and
establish responsibilities and authority, and the flow of information and communication. More
innovative structures were described in the interview statements that were not relatable to
program, project, or organizational research, for example a program of missions, contracts, and
agreements, simultaneously performing agile development and operations, and distributed
globally. Further, Complexity and Uncertainty must be assessed together to inform Program
Structure as agile processes requiring high levels of certainty and “in house” capabilities, along
with high levels of support, risk seeking behaviors, change tolerance and so forth. An interview
statement example provided earlier in the Program Structure section described a program
performing operations and sustainment implementing an agile approach and the results were
“terrible”. To explain how one program was able to successfully implement an Agile approach in
a complex innovative Program Structure vs the operations and sustainment program example
would require a proper assessment of the Program Context at the time or state of assessment.
Program Context variables change state; thus, relationships change over time such as the
difference of selecting a process approach or contract type vs they have already been selected
and implemented (being vs becoming perspectives). Perhaps requirements from above required
certain structural components incongruent with Agile approaches, which is pure speculation;
however, it does bring to light that perhaps research should be performed on “dealing with”
incongruent relationships that program managers have no control over. The described situation is
one of many similar examples of the rationale for not including Program Structure in the
subsequent questionnaire for expert verification. The researcher believes the importance lies with
understanding Program Context with inclusion of the interactions with humans for which
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Program Structures are constructed. As described in this dissertation, and as rationale for this
research approach, there is little information available regarding Program Context, thus the
researcher moves towards an understanding of Program Context to bring meaning to
relationships with Program Structure and Program Success.
Program Success was the least diversly thematic research model construct. The strongest
indicators of success were meeting the program objectives and achieving or maintaining support.
Support was identified as an enabler to success and as a critical success factor due to the linkage
to the need for support. The impact of the loss of Support was identified as resulting in program
failure or zero Success. This described relationship regarding Support from the Program Context
resembles that of a confounding effect.

Overarching Themes
The following overarching themes were derived after reviewing the results of analysis for the
panel of expert interview data.
1. There is a need to be aware of and understand the Program Context.
2. The three aspects of Program Context Program Characteristics, Program Situational
Requirements and Constraints, and Social Political Cultural Environment (a) interact
with one another to inform Program Structure, (b) change over time, and (c) were
comprised of multiple levels of analysis.
3. The Uncertainty factor is universally linked and affects all research model constructs.
4. Perspectives of experts are complex, spanning time domains and levels of analysis
through multiple points of view and bi-directional connections that include
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individuals, groups of people, the program system, technical systems and more.
Assessments regarding Program Context, Program Structure, and Program Success
often were analyzed by experts through a line of questioning; thus, information or
process theory may have a specific role in this line of research in addition to systems
and network theories that account for technical systems, people systems and their
relationships over time.
5. The need for a program arises from a set of activities (purpose) with continued life,
that require social norms, integration, and optimized decision-making around a
mission or focus.
6. There is an overall concern of the experts regarding competencies and the
appropriateness of existing training.
a. Concerns included erosion of expertise, loss of expertise, insufficient
competencies of decision authorities, frequent turnover of leadership
authorities, workforce training new leadership authorities, and repeating the
same mistakes.
b. A call for verifiable and demonstrated competencies, rather than political was
identified.
c. The need to develop appropriate training to develop the next generation of
Program and Project Managers was identified and included development of
appropriate competencies and a structured steppingstone approach.
d. A call by experts to incorporate into training the understanding human
interaction and decision making, embedded risk-based decision-making,
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communication, and integration to train Integrators (not just the concept) was
identified.

Scope
The results of analysis indicated the scope of the research model construct Program Context was
defined as follows:
The scope of the Program Context includes the following levels of environments (a)
within the Program, (b) within the Agency, (c) external to the Agency.
The above levels for the scope of the Program Context were defined as
(a) Within the Program: The environment in which the Program organizational components

and activities operate within including its technical requirements content, new technology
vs technical risk.
(b) Within the Agency: The environment external to the Program environment yet within the

institutional Agency that the Program operates within.
(c) External to the Agency: The environment external to the Agency environment yet within

the government environment it operates within, and the international environment
external to the government environment when an international cooperation is mandated.
These results were incorporated into the subsequent expert panelist questionnaire per the Delphi
process described in Chapter three and described in detail in the subsequent data collection and
analysis sections in this dissertation.
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Most Frequent Terms
The integrated interview data set was analyzed to determine the frequency of the terms
within the data set. After removing numbers, special characters and stop words such as a, the, is,
and are, the results of analysis identified 2,576 total words within the integrated data set. Like
terms such as past present and future tense versions of the same word were then combined into a
single term. The analysis was reperformed, resulting in the identification of 1,920 total words
within the integrated data set. The top 30 most frequently occurring terms are shown in Table 23
below.

248

Table 23: Frequently Occurring Terms, Top 30
Frequency

Word

424
263

program
management

209

needs

127

project

122

people

115

funding-budget

101

integration

99

communication

96

work

93

requirements

89

risk

85

schedule

81

systems

80
77
66

structure
cost
levels

64

organization

60

technical

57
57
54
53
52
52

understand
different
acquisition
interfaces
decisions
things

50
49
49
49
49
46

knowledge
change
size
political
objectives
mission

The list of terms was used as a tool to help guide the data analysis process. In this study,
frequency alone cannot be used for analysis of the interview data since interpretation of the data
249

is also required to identify themes. However, the list of terms was useful to identify potentially
highly important themes within the data set. Thanks to freewordcloudgenerator.com (2021) a
graphical representation of the most frequent terms was generated as shown in Figure 15 below,
where larger font indicates higher frequency of term occurrence.

Figure 15: Visualization of Frequently Occurring Terms (freewordcloudgenerator.com, 2021)
Delphi Phase 2: Iterative Questionnaire Rounds
An initial questionnaire was developed based on the results of analysis regarding the data
collected during the prior interviews conducted with the panel of experts participating in the
study. The questionnaire served to assess the level of agreement of the respondents, regarding the
representativeness and inclusion of the analytically derived definitions, relationships, aspects,
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constructs, factors, variables, and measures for the research model construct Program Contest in
addition to the analytically derived definition for the scope of the Program Context.
The questionnaire also provided instructions for ranking each of the analytically derived
Program Context components by degree of importance for inclusion in the Program Context
construct such that agreement could be assessed regarding the level of importance of each
component and agreement regarding the most important components could be identified. An
open-ended question was provided in the initial questionnaire to ensure the panel of experts were
provided the opportunity to submit feedback to the researcher.
The round 1 questionnaire integrated results of analysis were comprised of a compilation
of all expert panelist responses for each response within their individual questionnaire regarding
the levels of agreement (or disagreement) of the representativeness and inclusion for each of the
analytically derived Program Context components. The integrated data set was statistically
tallied to represent a percentage distribution of all respondents across the response selection
options for each Program Context component within the questionnaire. The integrated results of
analysis were incorporated into a second-round questionnaire for reporting of results and
subsequent assessments of consensus. The second-round questionnaire was tailored for each
expert panelist to include only their individual round 1 questionnaire responses alongside the
results of the integrated responses of all expert participants in Excel file data table display format
with statistical summaries. The consensus building process defined in this study requires the
questionnaire rounds to continue until 51% consensus is achieved thus consistent agreement
among responses regarding agreement or disagreement on representative and inclusion and
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importance must be sustained for at least two consecutive rounds or until dissensus has been
determined.

Questionnaire Round 1
The initial questionnaire developed for the first round of data collection and analysis,
described in the prior section of this dissertation, reported the integrated results of analysis for
the data collected during the prior expert panelist interviews. The research model constructs and
measures for Program Context were developed through decomposition of the interview data and
were visually depicted in the questionnaire in a hierarchical data display table format that served
two larger purposes. First, the format served to construct the program management framework
output of study. Second, the format was designed to support future researchers that may build
upon this work such that the framework structuring is consistent with the hierarchical
components necessary for further decomposition and factor analysis of the derived constructs. A
questionnaire pilot study was performed that included one committee member and two
independent technical program management experts for technical accuracy, and all
recommended revisions were incorporated into the data collection instrument prior to
distributing the questionnaire to the panel of experts.
The purpose of the questionnaire was to collect data to determine the level of agreement
among the panel of experts regarding the results of analysis, and to solicit feedback and
clarification inputs. First, data was collected to discern the level of agreement regarding the
definition of the Program Context scope for technical programs in the public aerospace industry,
which was derived from the interview data analysis. The next objective was to determine
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whether the constructs, factors, and variables that were derived from the interview data were
representative of the research model construct Program Context and applicable to technical
programs in the aerospace industry. These tasks were accomplished by requesting that each
expert panelist respond to the questionnaire by selecting one answer that reflected the degree to
which they agree or disagree with the representativeness and inclusion of the analytically derived
definition of the program context scope, and each of the (99) analytically derived components
with measures for Program Context, which was presented in a hierarchical framework
categorized by Aspect, Construct, Factors, Variables and Measures. This portion of the
questionnaire implemented a Likert measurement scale (1-4) for Strongly Disagree, Disagree,
Agree, Strongly Disagree (Dillman et al., 2014) to support determination of the level of
agreement or disagreement and subsequent statistical analysis during the consensus building
process.
The final task associated with this portion of the research was to determine the level of
importance of each of the analytically derived components of Program Context and determine
which Program Context components were considered most important to the panel of experts for
inclusion in the Program Context construct. This was accomplished by requesting that the expert
panelists respond to the questionnaire by selecting one answer that reflects the degree of
importance for each for each of the (99) analytically derived components with measures for the
Program Context, which was presented in a hierarchical framework categorized by Aspect,
Construct, Factors, Variables and Measures. For this portion of the questionnaire, a Likert
measurement scale (1-5) was implemented for measures of Very Unimportant, Unimportant,
Neither Important or Unimportant, Important, Very Important to support subsequent analysis of
253

the degree of importance (from low to high) and support subsequent consensus assessment and
determination of the most important components through a subsequent questionnaire and
comparison. Finally, an open-ended question was provided such that the respondents were
provided an opportunity to provide feedback to the researcher. The round 1 questionnaire
containing the Program Context framework for expert panelist evaluation has been provided in
Appendix D of this dissertation.
The Round 1 questionnaires were emailed to each expert and each personally contacted
to review the instructions provided. All experts responded over the course of the research phase
and within sufficient time for gathering the round 1 questionnaire results. That is, fourteen
experts from the initial interview phase were asked to evaluate within an Excel spreadsheet form
which listed the Program Context Framework across two spreadsheets: one for level of
agreement or disagreement on representativeness and inclusion for the content within the
Framework, the other for assessing the degree of importance of each item’s inclusion within the
Framework.
An instructive “readme” sheet was also included within the form provided to aid experts
in uniformly completing the questionnaire. This included a set of assumptions to minimize the
effects of differing perspectives of time domains (program life-cycle phases) and states identified
during the interview data analysis process. The assumptions of the study provided to the expert
panelists were as follows:
1. Program Lifecycle Stage: Formulation.
The factors and variables represent the perspective of a program prior to execution.
2. Initial assessments have been completed to understand feasibility and resource needs.
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As mentioned, all 14 experts responded in a timely manner. As questionnaires were
returned, the process began for collating data into a master integrated Excel spreadsheet where
each experts' questionnaire responses were placed side-by-side and tallied. This process was used
for both Program Framework Components concurrence and Importance components of the data
collection spreadsheets. All questionnaires with associated reported data were collected,
cataloged, collated, and reviewed for submission errors with respect to completeness of the
questionnaires. During this process, it was discovered that 3 experts omitted responses on their
questionnaires. The researcher inquired with those experts as to the nature of the omission. The
response back from the experts was that they had made an error and subsequently submitted
updated responses to address the error. The updated and competed questionnaires were collected,
data incorporated into the master integrated Excel spreadsheet, and responses tallied.
Experimentation began involving various data visualization techniques of the master integrated
Excel sheets. Data visualization experimentation included binning, tree maps, alluvial diagrams,
sunburst diagrams, stacked bar charts, heatmap, and directional icon sets.
The Part 1 Components questionnaires’ purpose was to validate previous results of
analysis as depicted within the questionnaire framework. As discussed, evidence of validation
was to be obtained by assessing whether the framework achieved consensus through a
subsequent questionnaire round, therefore a heat map data visualization illustration depicting the
objective of 51% consensus was used as part of the data analysis process. The Part 2 Importance
questionnaires’ purpose was to determine the extent of agreement regarding the importance of
the framework components and assess the associated distribution of agreement as part of the
consensus building process; therefore, a heat map data visualization illustration depicting density
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of agreement among responses was used where consensus is declared at 51%. The results from
each questionnaire Part were then noted for incorporation into the development of the round 2
questionnaire.

Feedback
Expert panelist responses to the open-ended question provided in the questionnaire
included additional descriptions, definitions, areas of importance, areas for refinement and
general feedback. The feedback from the expert participants is provided below along with the
number of participants that provided feedback on the topic shown at the beginning of each
statement in italic font.
(1) Three Assessments of the Construct:
1. “With my experience across numerous programs in both the Civil and Military
sectors, these constructs are comprehensive. A few of the elements are a bit weaker of
an influence or harder to measure, which resulted in an A (agree) vs. SA (strongly
agree). I also looked at this from the perspective what is missing from the table, and
nothing was readily apparent.”
2. “Seems all these factors are important to the creation, implementation and success of
a program. Yes, to some varying degrees, however, all have to be managed to get to a
successful conclusion of the program. The two disagrees are due to the operational
constraints. Yes they are there, but in my experience, if schedules dates are not met,
the dates change but the program does not stop or get cancelled. Second, competition
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for budget is real in government programs, but may not be in the Agency level but
within the political level(Congress, OMB, etc.)”
3. “These are all inter-related. While it is great to have political backing as it will help in
speed. I've seen that we don't always need it as long as resources are available. What
your risk acceptance is as work is done to meet requirements and you do not quite get
there is also important. All these have to play together and be formulated in a way
that the team will still work to the same goal and it is a bit of voodoo. Integration and
the ability to keep all the factors moving toward the same goal and schedule is the
only way the Program will succeed.”
(2) Support: The variables and measures selected for the Support construct included
Adequacy, Availability, and Acceptance. One expert provided the following input: “Support - (c)
Acceptance: Hard to measure”. A different expert noted that all three variables and measure of
Support were tactical in nature and therefore not capturing what was interpreted as the sentiment
of Support they were envisioning. The expert stated “the rubric’s not allowing me to get the
comment right” however had difficulty coming up with a sufficient descriptor, thus provided an
example given to convey and contrast the sentiment of Support. The expert posed by the question
of “Are you having support for your program?” with the contrasting examples of “policy driving
the work” such as competition driven by contracts vs “war in Russia not tied to schemics” with
the latter providing meaning program support. Regarding Adequacy the expert provided
additional details noting the variable for Adequacy is probably not the right term which they
associated with being more about alignment with strategic goals not an internal tactical solution,
thus the measure involving resources did not fit the experts construct of support. The expert
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noted Support as being “hard to measure” and advised against measuring Support; “shouldn’t
have it as something to measure or it will be more like policy goals. A lot isn’t measurable, but
we have to react to it.”
(3) Change Tolerance: Three experts provided feedback regarding Change Tolerance.
Expert 1: “The program's "tolerance" for risk is largely defined by elements outside the program
while the program structure and processes need to be defined in a manner that enforces execution
within that risk tolerance level.” Expert 2: “(a) Acceptance: Hard to differentiate from
Acceptance under Support.” Expert 3: “Change Tolerance: how robust you are to the social
political environment is how well you can adapt; how you build those into your policies and
plans” which was followed by an example of a mature program that is not changing which was
interpreted as no one can change it and it is stable (mature). Interestingly, the researcher was
tempted to associate Robustness with Change Tolerance to be consistent with literature, however
the codification could not be justified through the thematic analysis criteria established for this
study. Based on the feedback the expert interview statements were revisited on the topic of
Change Tolerance. Two indications of robustness were found in interview statements. One
example was regarding technical system design robustness (meaning factors of safety or not
operationally constrained by resources such as fuel, as in refueling is possible vs refueling is not
possible for the most part, underwater or in space for example) vs technical system design
stability which is associated with the technical maturity of the design. The other example was
organizational related regarding Centralized vs Distributed as follows: “The distributed model is
more robust to perturbations such as instability in budget and is more resilient to changes in
priorities. It goes back to what to do (knowledge & understanding) and how to do it (experience)
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and if you have uncertainty/change you need to adapt to.” The remaining interview statements
were regarding change tolerance of people, resistance to change, capacity to adapt historical
models or experience-based knowledge vs repeating. This was a struggle during the initial data
analysis process as well given the theoretical and ontological differences between stability,
disruption (fast unpredictable change w/ adaptive response ‘fit and conform’), dynamic change
(life cycle, transformation), stability (totally different than change).
(1) “Uncertainty - (a) Newness: Might use the term "Novelty"” The term Novelty is commonly
associated with the Systems Engineering perspective. These differences were reconciled
theoretically within the framework construct through the measures of the level of knowledge,
understanding, and experience, if it exists. However, the perspective of the comment is useful
feedback to consider going forward.
Risk Stakes: missing something such as organization continuation, loss of leadership in segment
(e.g., until recently nobody used US rockets to launch commercial), inspiration, R&D setback.
(2) Leadership: “Your structure looks good but without leadership, especially in the formulation
stage, to see the big picture and communicate it, it all falls apart.” Again, the issue of
perspective, is leadership a contextual factor? As previously mentioned, Shao 2017 noted the
moderating effect of program context on the relationship between program managers' leadership
competences and program success.
(2) Program Scope: 1. “(c) External to the Agency: I believe there are commercial elements to
this, as well, which can cause pressures highlighted in #3 (3. The external to agency environment
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can result in priority, schedule-based pressures.).” 2. “If you are not aware of the external
environments you may impact them. Are you aware of your environment?”
(1) Priority Values (a) Critical Parameters of Value: This is what balances all the 5's listed above
(in part 2) within a given context
(1) Governance (c) Procedural Requirements, Specifications: Though depends on the extent of
tailoring allowed.
(1) Resources: “Workforce profile - add workforce interest, enthusiasm, engagement. For
example, you can have an educated and trained workforce, but they aren't worth much if they
don't care. Professionalism.”
Political
1. Political/budget - support garnered by the potential for job creation, job location and
maintenance/improvement of the leadership position. E.g. Company X is the largest
exporter and it’s desirable to keep it that way. The location of program jobs in a
certain region(s) of the country when a different program was ending and needed to
keep the workforce employed, etc. Working with foreign entities to keep them
employed and not selling their skills to the bad guys.
2. Political Behavior (a) Political Attention: Unless negative attention
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Scope of Program Context
The statistical distribution of expert panelist responses, regarding the level of agreement
on the representatives and inclusion of the scope of the Program Context items contained in the
first-round questionnaire, is shown below in Table 24.

Definition: The scope of the Program Context is: (a) within the Program, (b)
within the Agency, (c) external to the Agency.
(a) Within the Program
(b) Within the Agency
(c) External to the Agency
The external to agency environment can result in priority, schedule-based
pressures.

Strongly
Agree

Agree

Strongly
Disagree
Disagree

Table 24: Program Context Scope, Round 1

0%

0%

36%

64%

0%
0%
0%

0%
0%
0%

50%
57%
64%

50%
43%
36%

0%

0%

43%

57%

The data show that the expert panelists concur with the analytically derived items regarding the
scope of the Program Context. A split between agree or strongly agree is shown regarding the
within the program scope segment and agree results for the within and external to the agency
components of program scope.

Components of Program Context
This section addresses the results of analysis regarding the level of agreement for
representativeness and inclusion regarding the Program Context components categorized within
the Program Context Framework as Aspect, Construct, Factors Variables and Measures. The
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measures have been excluded from the data tables in this section for enhanced consumption of
the results of analysis.
The previously described heat map and statistical distribution of the integrated expert
panelist responses for the Program Situational Requirements and Constraints aspect of Program
Context are shown in Table 25 below.

Agree

Strongly
Agree

Construct
Environmental
Constraints

Disagree

Aspect
Program
Situational
Requirements
and
Constraints

Strongly
Disagree

Table 25: Program Situational Requirements and Constraints, Components Round 1

0%
0%
0%

0%
0%
0%

36%
50%
57%

64%
50%
43%

0%

0%

50%

50%

0%

0%

57%

43%

0%

0%

50%

50%

0%

0%

50%

50%

0%
0%
0%

0%
0%
0%

43%
43%
50%

57%
57%
50%

(d) Nature of Work
Relationship
(e) Justification

0%

0%

64%

36%

0%

0%

57%

43%

Critical Parameter
Constraints
(a) Budget

0%

0%

43%

57%

0%

0%

50%

50%

(b) Schedule

0%

0%

57%

43%

(c) Technical Requirements

0%

0%

50%

50%

Factors/Variables
Governance
(a) Laws, Mandates,
Regulations
(b) Appropriations &
Authorizations
(c) Procedural Requirements,
Specifications

Program
Situation

Goals & Objectives
(a) Purpose
(b) Scope
(c) Nature & Kind of Work

The data show that the expert panelists concur with the analytically derived items regarding the
components of the Program Situational Requirement and Constraints Aspect of Program
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Context. The strongest level of agreement among all expert participants is shown to be the
construct of Environmental Constraints (64% of experts Strongly Agree), Variables of Purpose
(57% of experts Strongly Agree), and Scope (57% of experts Strongly Agree) within the
Program Situation construct as well as the Critical Parameter Constraints construct (57% of
experts Strongly Agree), with splits occurring between agree and disagree for seven of the
remaining twelve component response items.
The heat map and statistical distribution of the integrated expert panelist responses for the
Program Characteristics aspect of Program Context are shown in Table 26 below.
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Strongly
Agree

Indication of how
complicated and
challenging,
cognitively and
operationally to
implement.

Agree

Construct
Difficulty

Disagree

Aspect
Program
Characteristics

Strongly
Disagree

Table 26: Program Characteristics Aspect, Components Round 1

0%
0%
0%
0%
0%

0%
0%
0%
0%
0%

71%
64%
57%
50%
57%

29%
36%
43%
50%
43%

0%

0%

64%

36%

Uncertainty
(a) Newness
(b) Maturity
(c) Ambiguity

0%
0%
0%
0%
0%

0%
0%
0%
0%
0%

50%
43%
43%
50%
21%

50%
57%
57%
50%
79%

Risk
(a) Stakes
Priority Values
(a) Critical Parameters of Value
(b) Critical Operational Constraints

0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
7%
7%

21%
29%
64%
64%
64%
57%

79%
71%
36%
36%
29%
36%

Cost
(a) Cost Profile

0%
0%

7%
7%

43%
50%

50%
43%

(b) Margins
Schedule
(a) Duration
(b) Margins

0%
0%
0%
0%

7%
7%
7%
7%

43%
50%
64%
57%

50%
43%
29%
36%

Resources
(a) Workforce Profile
(b) Operational Profile
Scope
(a) Objectives
(b) Requirements

0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%

43%
50%
50%
64%
64%
79%

57%
50%
50%
36%
36%
21%

0%

0%

79%

21%

Pace

0%

0%

64%

36%

(a) Urgency

0%

0%

43%

57%

(b) Available Timeframe

0%

0%

64%

36%

Factors/Variables
Complexity
(a) Differentiation
(b) Interdependency
(c) Ownership
(d) Scope

Risk Posture
Indication of
what's at stake
and what is trying
to be maximized
or protected.
Size
The magnitude
and extent or
range of the
operation.

Aggressiveness
The operational
speed or cadence.
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The data show that the majority of expert panelists concur with the analytically derived
items regarding the components of the Program Characteristics Aspect of Program Context.
Overall expert concurrence is shown for the Difficulty construct. The majority of the experts
Agree with the representativeness and inclusion of the Complexity factor and its variables, with a
split for the variable of Interdependency. The strongest agreement within the Difficulty construct
among the experts was shown to be the variables of Newness and Maturity within the
Uncertainty factor and Risk Posture construct, Risk factor, and Stakes variable. The percentage
distribution is similar to the prior aspect results (57% , 64%, and splits) with the exception of the
overall Difficulty construct where 71% of experts Agree with its representativeness and inclusion
in the Program Context construct. And also 7% Disagree for the variable of Operational Profile
within the Risk construct. The expert’s rationale for the disagree was provided in the previous
Feedback section of this dissertation. The Size construct and components had 7% Disagree with
the remaining results Agree or split except for 57% of experts Strongly Agree with the Resources
construct in addition to the Urgency variable of the Pace factor construct for representativeness
and inclusion in the Program Context construct.
The heat map and statistical distribution of the integrated expert panelist responses for the
Supportive and Adaptability & Agility constructs within the Social, Political Cultural
Environment aspect of Program Context are shown in Table 27 below.
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Agree

Strongly
Agree

Construct
Supportive

Disagree

Aspect
Social, Political
Cultural
Environment

Support
(a) Adequacy
(b) Availability
(c) Acceptance
Cooperation
(a) Engagement
(b) Assist

0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
14%
0%
0%
0%
0%

50%
43%
43%
64%
64%
64%
57%
57%
64%

50%
57%
57%
36%
21%
36%
43%
43%
36%

Change Tolerance
(a) Acceptance
Risk Tolerance
(a) Risk Seeking Behavior
(b) Decision-Making
Adaptability
(a) Adaptive Response
Proactiveness
(a) Disposition
Flexibility
(a) Fluid

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
7%
0%
0%
0%
0%
0%
0%
0%

64%
64%
43%
36%
43%
71%
57%
50%
50%
50%
50%

36%
36%
57%
57%
57%
29%
43%
50%
50%
50%
50%

Factors/Variables

Adaptability &
Agility

Strongly
Disagree

Table 27: Social, Political, Cultural Environment Aspect-1, Components Round 1

The data show that the expert panelists concur with the analytically derived items
regarding the components of the Social, Political Cultural Environment aspect of Program
Context with the exception of 14% Disagree for the Support factor variable of Acceptance (see
Feedback section for rationale), and 7% Disagree for the Risk Tolerance variable of Risk
Seeking Behavior. Strongest agreement was identified for the Risk Tolerance factor and
variables, where 57% of experts Strongly agree with representativeness and inclusion in the
Program Context construct.
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The heat map and statistical distribution of the integrated expert panelist responses for the
Disruptive Forces construct within the Social, Political Cultural Environment aspect of Program
Context is shown in Table 28 below.

Strongly
Agree

Degree of Fit with
the Program
Goals, Objectives,
Characteristics, &
Success

Agree

Construct
Disruptive Forces

Disagree

Aspect
Social, Political
Cultural
Environment

Strongly
Disagree

Table 28: Social, Political, Cultural Environment Aspect-2, Components Round 1

Program Fit
(a) Strategic Goals

0%
0%
0%

0%
0%
0%

64%
71%
57%

36%
29%
43%

(b) Agency Structure

0%

0%

64%

36%

(b) Cultural Site Behavior

0%

7%

57%

36%

(c) Impacts of Success or Failure

0%

7%

57%

36%

(d) Political Power

0%

0%

50%

50%

(e) Individuals' Knowledge &
Experience
Political Behavior

0%

0%

57%

43%

0%

7%

50%

43%

(a) Political Attention

0%

7%

57%

36%

(b) Goal Ambiguity

0%

7%

50%

43%

(c) Competition

0%

14%

43%

43%

(d) Territories
(e) Withholding

0%
0%

7%
7%

50%
64%

43%
29%

(f) Non-Programmable Decisions

0%

14%

64%

21%

Cultural Differences

0%

0%

71%

29%

(a) Risk Seeking Behavior
(b) Priorities
(c) Values

0%
0%
0%

0%
0%
0%

43%
64%
57%

57%
36%
43%

(d) Learning & Sharing Knowledge

0%

0%

64%

36%

Factors/Variables

The data show that the expert panelists concur with the analytically derived items regarding the
components of the Disruptive Forces construct with the exceptions of the Program Fit variables
of Cultural Site Behavior with 7% Disagree and Impacts of Success or Failure with 7% Disagree.
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The majority of the experts Agree with the factors and variables of the Disruptive Forces
construct.
The heat map and statistical distribution of the integrated expert panelist responses for the
Stability construct within the Social, Political Cultural Environment aspect of Program Context
is shown in Table 29 below.

Political Stability
(a) Regime Change
(b) National Event
Political Support Stability
(a) Goals
(b) Budgets
(c) Political
Technical Stability
(a) Requirements

Strongly
Agree

Degree of dynamic
change.

Factors/Variables

Agree

Construct
Stability

Disagree

Aspect

Strongly
Disagree

Table 29 Social, Political, Cultural Environment Aspect-3, Components Round 1

0%

7%

79%

14%

0%
0%
0%
0%
0%
0%
0%
0%
0%

14%
14%
14%
0%
0%
0%
7%
0%
0%

57%
57%
57%
71%
64%
57%
64%
43%
43%

29%
29%
29%
29%
36%
43%
29%
57%
57%

The data show that the expert panelists concur with the analytically derived items regarding the
components of the Stability construct with the exceptions of the 14% Disagree for Political
Stability factor and variables, the Political Support Stability factor variable of Political and the
7% Disagree for the overall Stability constrict. The strongest agreement was 57% for the
Technical Stability factor and variable of Requirements.
The total average of all (99) Program Context components regarding the percentage
distribution of expert responses are as follows: 0% Strongly Disagree, 2% Disagree, 55% Agree,
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and 43% Strongly Agree. Therefore 98% of all expert responses concur with 55% Agree and
43% Strongly Agree with 2% non-concur with 2% Disagree.

Importance of Program Context Components
This section provides the integrated results of analysis of all expert panelist responses
regarding the level of importance to include in the Program Context construct, for each of the
(99) analytically derived Program Context components, documented within the Program Context
Framework by categories of Aspect, Construct, Factors, Variables and Measures. Graphical
displays of the results of analysis are provided representing the integrated responses of all expert
panelists for each Program Context component, ranked for level of importance for inclusion via
the following response options: Very Unimportant, Unimportant, Neither Important or
Unimportant Important, Very Important. The percentage distribution across the response options
for each of the (99) components was also calculated and evaluated.
The results of analysis regarding the level of importance to include in the Program
Context construct for the aspect of Program Situational Requirements and Constraints are shown
in Figure 16 below.
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Program
Situation

Governance

0%

0%

Very Important

Important

Neither Important or
Unimportant

Unimportant

Factors/Variables

Very Unimportant

Construct
Aspect
Program
Environmental
Situational
Constraints
Requirements and
Constraints

0%

43%

57%

0%

0%

0%

57%

43%

(a) Laws, Mandates, Regulations

0%

0%

21%

36%

43%

(b) Appropriations & Authorizations

0%

0%

0%

36%

64%

(c) Procedural Requirements, Specifications

0%

0%

14%

36%

50%

0%
0%
0%

0%
0%
0%

0%
0%
0%

43%
57%
36%

57%
43%
64%

(b) Scope

0%

0%

0%

50%

50%

(c) Nature & Kind of Work

0%

0%

29%

50%

21%

0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%

29%
7%
0%
0%
29%
7%

43%
57%
36%
21%
36%
21%

29%
36%
64%
79%
36%
71%

Goals & Objectives
(a) Purpose

(d) Nature of Work Relationship
(e) Justification
Critical Parameter Constraints
(a) Budget
(b) Schedule
(c) Technical Requirements

Figure 16: Program Situational Requirements and Constraints Aspect, Importance Round 1
Program Situational Requirements and Constraints Aspect, Importance Round 1
The graphical representation of The data show that the Appropriations & Authorizations
variable component of the Environmental Constraints construct received the highest number of
expert responses for the category Very Important, indicated by the darkest filled in circle.
Therefore, the Appropriations & Authorizations variable of the Governance factor is the most
important variable in the Environmental Constraints construct. Purpose shows as being the most
important variable for the Goals and Objectives factor, while the Critical Parameter factor its
Budget and Technical Requirements variables have all been identified as important within the
Program Situation construct. The topmost important component within the Program Situation
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construct shows as the variable for Budget where 79% of respondents indicate Budget is Very
Important to include in the Program Context.
The results of analysis regarding the level of importance to include in the Program
Context construct for the aspect of Program Characteristics are shown in Figure 17 below.
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Very Important

Important

Neither Important or
Unimportant

Factors/Variables

Difficulty

Unimportant

Construct

Very Unimportant

Aspect
Program
Characteristics

0%

0%

0%

79%

21%

Complexity

0%

0%

29%

50%

21%

(a) Differentiation
(b) Interdependency
(c) Ownership
(d) Scope
Uncertainty
(a) Newness
(b) Maturity
(c) Ambiguity

0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
0%

43%
21%
14%
21%
0%
7%
7%
14%
0%

36%
57%
71%
64%
50%
57%
64%
64%
36%

21%
21%
14%
14%
50%
36%
29%
21%
64%

Risk
Indication of
(a) Stakes
what's at stake and
Priority Values
what is trying to
(a) Critical Parameters of Value
be maximized or
(b) Critical Operational Constraints
protected.

0%
0%
0%
0%
0%

0%
0%
0%
0%
0%

0%
0%
0%
7%
14%

29%
36%
57%
50%
43%

71%
64%
43%
43%
43%

Size

0%
0%
0%

0%
0%
0%

14%
14%
7%

71%
36%
57%

14%
50%
36%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

21%
14%
21%
29%
14%
7%
21%
14%
14%
21%
21%
29%
14%
29%

29%
57%
57%
43%
50%
57%
43%
57%
50%
50%
43%
36%
29%
50%

50%
29%
21%
29%
36%
36%
36%
29%
36%
29%
36%
36%
57%
21%

Indication of how
complicated and
challenging,
cognitively and
operationally to
implement.

Risk Posture

The magnitude
and extent or
range of the
operation.

Aggressiveness
The operational
speed or cadence.

Cost
(a) Cost Profile
(b) Margins
Schedule
(a) Duration
(b) Margins
Resources
(a) Workforce Profile
(b) Operational Profile
Scope
(a) Objectives
(b) Requirements
Pace
(a) Urgency
(b) Available Timeframe

Figure 17: Program Characteristics Aspect, Importance Round 1
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The Risk Posture construct, Risk factor and Stakes variable are shown as the most components of
the Program Characteristics aspect. These results are consistent with the Strongly Agree
responses in the prior section of analysis for component representativeness and inclusion.
The results of analysis regarding the level of importance for the components of the aspect

Very Important

0%

0%

14%

43%

43%

0%

0%

7%

50%

43%

(a) Adequacy

0%

0%

7%

50%

43%

(b) Availability

0%

0%

21%

50%

29%

(c) Acceptance

0%

0%

36%

36%

29%

0%

0%

43%

36%

21%

(a) Engagement

0%

0%

36%

43%

21%

(b) Assist

0%

0%

50%

21%

29%

Support

Cooperation

Adaptability &
Agility

Important

Factors/Variables

Supportive

Neither Important or
Unimportant

Construct

Unimportant

Aspect
Social, Political
Cultural
Environment

Very Unimportant

of Social, Political Cultural Environment are shown in Figures 18 and 19 below.

0%

0%

0%

71%

29%

Change Tolerance

0%

0%

7%

64%

29%

(a) Acceptance

0%

0%

7%

57%

36%

Risk Tolerance

0%

0%

14%

50%

36%

(a) Risk Seeking Behavior

0%

0%

14%

57%

29%

(b) Decision-Making

0%

0%

21%

43%

36%

0%

0%

21%

57%

21%

0%

0%

21%

50%

29%

0%

0%

29%

57%

14%

Adaptability
(a) Adaptive Response
Proactiveness

0%

0%

36%

50%

14%

Flexibility

(a) Disposition

0%

0%

29%

50%

21%

(a) Fluid

0%

0%

29%

50%

21%

Figure 18: Social, Political Cultural Environment Aspect Part 1, Importance Round-1
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Disruptive Forces
Degree of Fit with
the Program
Goals, Objectives,
Characteristics, &
Success

Very Important

Important

Program Fit
(a) Strategic Goals

0%
0%
0%

0%
0%
0%

14%
14%
21%

64%
57%
43%

21%
29%
36%

(b) Agency Structure
(c) Cultural Site Behavior
(d) Impacts of Success or Failure
(e) Political Power
(f) Individuals' Knowledge & Experience
Political Behavior
(a) Political Attention
(b) Goal Ambiguity
(c) Competition
(d) Territories

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
7%
7%
7%
7%
7%

21%
21%
21%
14%
21%
21%
21%
36%
36%
36%

57%
71%
64%
57%
64%
57%
57%
43%
21%
43%

21%
7%
14%
29%
14%
14%
14%
14%
36%
14%

(e) Withholding
(f) Non-Programmable Decisions
Cultural Differences
(a) Risk Seeking Behavior

0%
0%
0%
0%

7%
7%
0%
0%

36%
57%
0%
7%

43%
29%
79%
71%

14%
7%
21%
21%

(b) Priorities

0%

0%

14%

57%

29%

(c) Values
(d) Learning & Sharing Knowledge

0%
0%
0%

0%
0%
0%

7%
7%
7%

71%
57%
64%

21%
36%
29%

0%

0%

21%

57%

21%

(a) Regime Change

0%

7%

29%

43%

21%

(b) National Event

0%

0%

21%

36%

43%

Stability
Degree of dynamic
change.

Neither Important or
Unimportant

Factors/Variables

Unimportant

Construct

Very Unimportant

Aspect
Social, Political
Cultural
Environment

Political Stability

Political Support Stability

0%

0%

29%

29%

43%

(a) Goals

0%

0%

36%

29%

36%

(b) Budgets

0%

0%

21%

21%

57%

(c) Political

0%

0%

21%

29%

50%

Technical Stability

0%

0%

7%

29%

64%

(a) Requirements

0%

0%

14%

29%

57%

Figure 19: Social, Political Cultural Environment Aspect Part 2, Importance Round-1
The most important component of the Social, Political Cultural Environment Aspect was
identified to be Technical Stability, where 64% of respondents identified Technical Stability as
Very Important to include in the Program Context.
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Questionnaire Round 2
Round 2 questionnaires were unique to each expert in that the Round 1 response form of
each expert originally submitted was modified to incorporate the Round 1 integrated results of
the program context survey of all experts surveyed. This served to provide a side-by-side
comparison of the respondent’s initial response and the integrated response results of all
participants. The round 2 questionnaires were emailed to each expert and was personally
contacted to review the instructions provided. All fourteen experts were provided with only their
results from Round 1 questionnaires and Round 1 questionnaire responses in a consolidated and
anonymized summary expressed as percentages for each line item in the questionnaire for both
Components and Importance. Experts were asked to consider their first response in context of the
integrated results, and they were given the opportunity to revise their response within the
provided Excel spreadsheet form which again listed the Program Context Framework across two
spreadsheets; one for level of agreement of the Framework, the other for assessing the degree of
importance to the Framework. An instructive “readme” sheet was also included within the form
provided to aid experts in uniformly completing the questionnaire.
Three experts elected to revise their responses and provided the completed questionnaires
back to the researcher in a timely manner. All three questionnaires with associated reported data
were collected, cataloged, collated, and reviewed for submission errors with respect to
completeness of the questionnaires. The remaining 11 experts confirmed via email that that they
did not desire to change their initial responses.
Responses provided back from Round 2 of the 3 experts were then incorporated into a
second copy of the integrated results of the program context survey for both Components and
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Importance. Next, percentage changes of Component and Importance line items calculated. The
same visualization techniques applied in Round 1 were applied in Round 2. Finally, a new Excel
spreadsheet was created and integrated results of the program context survey for both
Components and Importance for Round 1 and Round 2 were placed side by side. A difference
calculation between the results was created next to Round 2 results, expressed as a percentage
and a directional icon set visualization technique was implemented.
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Scope of Program Context
The integrated results of analysis of all expert panelist responses for the level of agreement on the representatives and
inclusion of the scope of the Program Context is shown in Figure 20 below.

Definition: The scope of the Program Context is: (a)
within the Program, (b) within the Agency, (c) external to
the Agency.
(a) Within the Program
(b) Within the Agency
(c) External to the Agency

Strongly Agree

Agree

Strongly Disagree

Strongly Agree

Agree

Disagree

Strongly Disagree

Disagree

Differences

Round 2

Strongly Agree

Agree

Disagree

Strongly Disagree

Round 1

0% 0% 36% 64% 0% 0% 43% 57%
0% 0% 50% 50% 0% 0% 50% 50%
0% 0% 57% 43% 0% 0% 57% 43%
0% 0% 64% 36% 0% 0% 64% 36%

The external to agency environment can result in priority,
0% 0% 43% 57% 0% 0% 43% 57%
schedule-based pressures.

Figure 20: Program Context Scope, Round
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0%
0%
0%
0%

0%
0%
0%
0%

7%
0%
0%
0%

-7%
0%
0%
0%

0%

0%

0%

0%

Components of Program Context
This section provides the integrated results of analysis of all expert panelist responses for the level of agreement
regarding the representativeness and inclusion of the (99) analytically derived Program Context components categorized within
the Program Context Framework by Aspect, Construct, Factors, Variables and Measures. The results of the first-round
questionnaire and this second-round questionnaire were evaluated against the objective of achieving at least 51% consensus.
The results of analysis were documented in data display tables in statistical format to show stable agreement of respondents
across two rounds of questionnaires and the achievement of at least 51% consensus among experts regarding agreement or
disagreement with the representativeness and inclusion of the Program Context components. The overall results of analysis for
all expert panelist responses for each component and each questionnaire round are shown in Table 30 below.
Table 30: Overall Component Results of Analysis

Round 1 Results

Strongly
Disagree

Disagree

Agree

Strongly Agree

0%

2%

55%

43%

Total: 2%
Round 2 Results

0%

Total: 98%
2%

Total: 2%
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56%

42%

Total: 98%

The results in the table above depict an overall 98% consensus that the expert panelists agree with the representativeness and
inclusion of all (99) components of the Program Context.
The results of analysis for the level of agreement regarding the representativeness and inclusion in the Program Context
for the Program Situational Requirements and Constraints Aspect are shown in Figure 21 below. The figure graphically
displays the side-by-side results of analysis for the Round 1 and Round 2 questionnaires along with calculated differences
between the rounds.
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50%
57%
50%
57%

50%
43%
50%
43%

0%
0%
0%
0%

0%
0%
0%
0%

64%
71%
57%
57%

36%
29%
43%
43%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

50%
50%
43%
43%
50%
64%
57%
43%
50%
57%
50%

50%
50%
57%
57%
50%
36%
43%
57%
50%
43%
50%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

57%
57%
43%
43%
50%
64%
57%
43%
57%
57%
57%

43%
43%
57%
57%
50%
36%
43%
57%
43%
43%
43%

Strongly Agree

0%
0%
0%
0%

Agree

0%
0%
0%
0%

Disagree

0% 36% 64%

Strongly Disagree

0%

Strongly Agree

0% 36% 64%

Agree

0%

Agree

Disagree

Goals & Objectives
(a) Purpose
(b) Scope
(c) Nature & Kind of Work
(d) Nature of Work Relationship
(e) Justification
Critical Parameter Constraints
(a) Budget
(b) Schedule
(c) Technical Requirements

Strongly Disagree

Governance
(a) Laws, Mandates, Regulations
(b) Appropriations & Authorizations
(c) Procedural Requirements,
Specifications

Strongly Agree

Program Situation

Factors/Variables

Differences

Disagree

Construct
Aspect
Program
Environmental
Situational Constraints
Requirement
s and
Constraints

Round 2

Strongly Disagree

Round 1

0%
0%
0%
0%

0%
0%
0%
0%

0%
14%
14%
7%

0%
-14%
-14%
-7%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
7%
7%
0%
0%
0%
0%
0%
0%
7%
0%
7%

0%
-7%
-7%
0%
0%
0%
0%
0%
0%
-7%
0%
-7%

Figure 21: Program Situational Requirements and Constraints Aspect, Components Round 2
The results in Figure 21 above display expert panelist consensus by depicting at least 51% consistent agreement across two
rounds of questionnaires. The Environmental Constraints construct, Purpose variable, Scope Variable, and Critical Parameter
Constraints construct achieved expert panelist consensus on Strongly Agree response for their representativeness and inclusion
in the Program Context.
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The results of the analysis for the level of agreement regarding the representativeness and inclusion in the Program
Context for the Program Situational Requirements and Constraints Aspect are shown in Figure 22 below. The figure
graphically displays the side-by-side analysis results for the Round 1 and Round 2 questionnaires and calculated differences
between the rounds.
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Round 2

Disagree

Agree
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Figure 22: Program Characteristics Aspect, Components Round 2
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The results of analysis for the level of agreement regarding the representativeness and inclusion in the Program Context
for the Social, Political Cultural Environment Aspect are shown in Figures 23-25 below. The figure graphically displays the
side-by-side analysis results for the Round 1 and Round 2 questionnaires and calculated differences between the rounds.
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Figure 23: Social, Political Cultural Environment Aspect-1, Components Round 2
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Figure 24: Social, Political Cultural Environment Aspect-2, Components Round 2
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Figure 25: Social, Political Cultural Environment Aspect-3, Components Round 2

Importance of Program Context Components
This section provides the integrated results of analysis of all expert panelist responses regarding the level of importance
to include in the Program Context construct, for each of the (99) analytically derived Program Context components,
categorized within the Program Context Framework by Aspect, Construct, Factors, Variables and Measures. The results of the
first-round questionnaire and this second-round questionnaire were compared for analysis and assessment of the objective of
achieving at least 51% consensus. In addition, graphical displays of the results of analysis were provided representing the
285

integrated responses of all expert panelists for each Program Context component, ranked for level of importance for inclusion
via the following response options: Very Unimportant, Unimportant, Neither Important or Unimportant Important, Very
Important.
The results of analysis regarding the level of importance to include in the Program Context construct for the aspect of
Program Situational Requirements and Constraints are shown in Figure 26 below. The figure graphically displays the side-byside results of analysis for the Round 1 and Round 2 questionnaires along with calculated differences between the rounds.
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Figure 26: Program Situational Requirements and Constraints Aspect, Importance Round 2
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The results of analysis regarding the level of importance to include in the Program Context construct for the aspect of
Program Characteristics are shown in Figure 27 below. The figure graphically displays the side-by-side results of analysis for
the Round 1 and Round 2 questionnaires along with calculated differences between the rounds.
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Figure 27: Program Characteristics Aspect, Importance Round 2
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The results of analysis regarding the level of importance to include in the Program Context construct for the aspect of
Social, Political Cultural Environment are shown in Figures 28 and 29 below. The figure graphically displays the side-by-side
results of analysis for the Round 1 and Round 2 questionnaires along with calculated differences between the rounds.
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Figure 28: Social, Political Cultural Environment Aspect-1, Importance Round 2
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14%
14%
21%
21%
21%
29%
36%
29%
29%

Very Unimportant

Change Tolerance
(a) Acceptance
Risk Tolerance
(a) Risk Seeking Behavior
(b) Decision-Making
Adaptability
(a) Adaptive Response
Proactiveness
(a) Disposition
Flexibility
(a) Fluid

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

Very Important

Adaptability &
Agility

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

Important

Support
(a) Adequacy
(b) Availability
(c) Acceptance
Cooperation
(a) Engagement
(b) Assist

Unimportant

Factors/Variables

Supportive

Very Unimportant

Construct

-7%
-7%
-7%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
-7%
0%
0%
0%
0%
0%
0%

Important

0%
7%
7%
0%
0%
0%
0%
0%
0%
-7%
0%
0%
0%
0%
0%
0%
0%

0%
-7%
-7%
0%
0%
0%
0%
0%
7%
7%
7%
0%
0%
0%
-7%
0%
0%

64%
57%
43%
57%
71%
64%
57%
64%
57%
57%
43%
21%

21%
29%
36%
21%
7%
14%
29%
14%
14%
14%
14%
36%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
7%
7%
7%
7%

14%
14%
21%
21%
21%
21%
14%
14%
14%
21%
36%
36%

71%
64%
43%
64%
71%
64%
64%
71%
64%
57%
50%
21%

14%
21%
36%
14%
7%
14%
21%
14%
14%
14%
7%
36%

0%

7%

36%

43%

14%

0%

7%

36%

43%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

7%
7%
0%
0%
0%
0%
0%
0%
0%
7%
0%
0%
0%
0%
0%
0%
0%

36%
57%
0%
7%
14%
7%
7%
7%
21%
29%
21%
29%
36%
21%
21%
7%
14%

43%
29%
79%
71%
57%
71%
57%
64%
57%
43%
36%
29%
29%
21%
29%
29%
29%

14%
7%
21%
21%
29%
21%
36%
29%
21%
21%
43%
43%
36%
57%
50%
64%
57%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

7%
7%
0%
0%
0%
0%
0%
0%
0%
7%
0%
0%
0%
0%
0%
0%
0%

36%
64%
7%
7%
14%
7%
7%
7%
21%
21%
21%
29%
36%
21%
21%
7%
14%

43%
21%
71%
71%
57%
71%
57%
64%
64%
50%
43%
29%
29%
21%
21%
29%
29%

Unimportant

14%
14%
21%
21%
21%
21%
14%
21%
21%
21%
36%
36%

Figure 29: Social, Political Cultural Environment Aspect-2, Importance Round 2
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Very Important

Neither Importand or
Unimportant

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
7%
7%
7%
7%

Unimportant

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

Very Unimportant

Neither Importand or
Unimportant

Neither Importand or
Unimportant

14%
7%
21%
21%
29%
21%
36%
29%
14%
21%
36%
43%
36%
57%
57%
64%
57%

Very Important

Political Stability
(a) Regime Change
(b) National Event
Political Support Stability
(a) Goals
(b) Budgets
(c) Political
Technical Stability
(a) Requirements

7%
7%
0%
7%
0%
0%
7%
7%
7%
0%
7%
0%
0%

Important

Degree of
dynamic change.

0%
0%
0%
0%
0%
0%
0%
-7%
-7%
0%
0%
0%
0%

Very Unimportant

Stability

14%

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

Very Important

(e) Withholding
(f) Non-Programmable Decisions
Cultural Differences
(a) Risk Seeking Behavior
(b) Priorities
(c) Values
(d) Learning & Sharing Knowledge

0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

Important

Program Fit
(a) Strategic Goals
Degree of Fit
(b) Agency Structure
with the Program (b) Cultural Site Behavior
Goals,
(c) Impacts of Success or Failure
Objectives,
(d) Political Power
Characteristics,
(e) Individuals' Knowledge & Experi
& Success
Political Behavior
(a) Political Attention
(b) Goal Ambiguity
(c) Competition
(d) Territories

Unimportant

Factors/Variables

Very Unimportant

Construct
Disruptive
Forces

-7%
-7%
0%
-7%
0%
0%
-7%
0%
0%
0%
-7%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
-7%
0%
-7%
0%
0%
0%
7%
0%
0%

Summary and Conclusions
Determination of the important constructs and measures was accomplished in two parts:
(a) The criteria established for qualifying themes during the interview data analysis, and (b) A
post-interview data analysis ranking of importance performed by the expert panelists during the
subsequent Delphi questionnaire rounds. The consensus was achieved and illustrated in the
following paragraphs.
Components – In Round 1: 98% consensus with 55% agreeing, 43% strongly agreeing,
and 2% disagreeing amongst experts when tallied in total. In Round 2: 98% consensus with 56%
agreeing, 43% strongly agreeing, and 2% disagreeing amongst experts when tallied in total. The
highest level of consensus achieved for Strongly Agree was the Scope of the Program Context,
External to Agency Environment, Environment Constraints, Portions of Goals & Objectives,
Critical Parameter Controls, Uncertainty, Risk Posture, Urgency, Risk Tolerance, Risk Seeking
Behavior, and Technical Stability as illustrated in Figure 30 below.
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Figure 30: Program Context Consensus on Strongly Agree
Importance - In Round 1: 82.3% of responses noted aspects of Program Context were
Important and Very important with 48.2% suggested important and 34.1% as very important.
While 17.2% were neither important or unimportant and 0.6% were unimportant amongst experts
when tallied in total. In Round 2: Results remained relatively unchanged in whole, with 82.3% of
responses noted aspects of Program Context were Important and Very important; changes
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observed 49.3% suggested important and 33.0% as very important. While 17.1% were neither
important nor unimportant and remained unchanged, 0.6% were unimportant amongst experts
when tallied in total. The highest weighting aspects of Very Important Program Context centered
around Governance, Goals & Objectives, Critical Parameter Constraints, Risk, Urgency, Political
and Support Stability, as illustrated in Figure 31 below. The highest weighting aspects of
Important Context were observed to center around Difficulty, the sub-enclaves of Size,
Supportive, Adaptability & Agility, and Disruptive Forces.
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Figure 31: Program Context Highest Weight Aspects
A combination of 99 aspects, constructs, factors & variables, were identified to represent
the Program Context in whole. Specifically, 3 levels of the Program Context Scope viewed as
enclaves within the overall environment being researched. By comparison, traditionally only 2
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factors – cost and schedule performance are the only measurements of a Program that are needed
to achieve an outcome of Program Success.
The scope of the Program Context environment, was informed by the recurrence of
references to states, conditions, influences, and relationships described to be internal or external
to the program with respect to being involved with the program task, influencing the program
task, or being affected by the program task and with respect to a level of government
membership, and the level at which interaction with the program originated from. Based on the
expert responses and the overarching theme for the scope of the Program Context, the previous
conceptualization of the Program Context (shown in Figure 7) was updated as depicted in Figure
32 below.
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Note. Copyright by L. Segarra.
Figure 32: Updated Internal, External, and Sub-Program Environments
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CHAPTER FIVE: CONCLUSIONS AND RECOMMENDATIONS
This final dissertation chapter discusses the outcomes of the research. First, a review of
the research results and conclusions are provided along with how they related to the research
questions. Next, the theoretical and practical implications of the study are discussed along with
the lessons learned during the dissertation research journey. The chapter concludes with an
overall summary conclusion and recommendations for future researchers.

Summary
This section provides summarizes the research and the major results of this study. The
researcher set out to answer the following main research questions:
Research Question 1: How does the relationship between the program context and
program structure relate to program success? (theoretical)
Research Question 2: Sub-Question: How can managers decide which program
structures “fit” different program contexts in order to maximize program success?
(operational)
To answer the main questions above four sub-questions were derived:
Sub-Question 1: What are the most important constructs and measures for program
context?
Sub-Question 2: What are the components of program structure important to
successfully manage and operate a program?
Sub-Question 3: What are the most important constructs and measures for program
success?
Sub-Question 4: How do the relationships between Program Context and Program
Structure affect achievement of Program Success?
A critical realism perspective was applied using inductive and deductive analysis and the lens of
structural contingency theory to guide the research along with an action research paradigm from
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the perspective of conducting useful research. A mixed methods research methodology through
the Delphi Survey technique was applied to the data collection and analysis process, which
included semi-structured interviews and iterative questionnaire round data collection instruments
and thematic analysis. Determination of the important constructs and measures and validity of
analysis results were accomplished in four parts: (a) The criteria established for qualifying
themes. (b) Data collection that included ranking the components from the results of analysis by
levels of importance and agreement of representativeness and inclusion. (c) The validation
included a controlled feedback loop for iterative reporting of analysis to the qualified panel of
(14) experts from the Department of Defense (DoD), Federal Aviation Administration (FAA),
and National Aeronautics and Space Administration (NASA) that participated in this study.
During the first round of data analysis, it became clear that attention must be given to
understanding the Program Context or else run the risk of generating inappropriate research
results. While potential Program Structure constructs, measures, and relationships were derived
during the data analysis process and documented in this dissertation, their validity and usefulness
at this time is lacking. Several concerns arose due to (a) a specific need for computational
analysis and modeling to address the multiple and overlapping levels of analysis of people and
technical systems and the strengths and stability of their relationship or interactions that change
over time. The Complexity factor from this research study requires its variable to be integrated to
represent complexity, which is not intuitive or useful. Further, Complexity in this study must be
coupled with uncertainty or the knowledge, understanding, and experience of people. Also, some
program configurations were observed to transcend those documented in the literature and
structural components from the analysis focused on figuring out how to “make it work” through
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interfaces, integration, communication, risk-based decision-making, leadership, and seeking
synergies. The analysis of Program Success was the least thematically diverse research model
construct. For these reasons, the Program Structure and Program Success results of the analysis
were not passed on to the experts for validation and remain forward work.
Based on the thematic accounts of experts documented in this dissertation, the researcher
has concluded that the importance of research and practice lies with understanding Program
Context with the inclusion of the interactions with humans for which Program Structures are
constructed. As described in this dissertation and as the rationale for this research approach, there
is little information available regarding Program Context, thus, the researcher moves towards an
understanding of Program Context to bring meaning to relationships with Program Structure and
Program Success.

Major Results
First, a call for training from the experts was identified. During the data analysis, the
interactions among humans were identified as a concern of experts and needed attention to better
understand and account for human interaction with respect to implications to program
management.
“Program Structure is set up for human interaction and decision making. Therefore, how
do you set up structures that enable work? So much can be impacted by how humans
interact with each other. We don’t think about that enough or understand it enough and
wind up repeating the same mistakes instead of thinking how to enable the mission and
work in the best way.”

301

Also, several concerns were identified regarding the erosion of expertise, loss of expertise,
insufficient competencies of decision authorities, frequent turnover of leadership authorities,
workforce training new leadership authorities, and repeating the same mistakes. The researcher
identified a call to incorporate into training understanding of human interaction and decision
making, embedded risk-based decision-making, communication, and integration to train
Integrators (not just the concept).
Second, there was a call from experts to develop training competencies specifically for or
Project and Program Management. Statements from experts included:
“Training is needed. We need to train the new generation of Program Managers”
(competencies)
“There is a need for verifiable and demonstrated competencies (rather than political) and
training for developing competencies.”
“Proper training is importing for future program and project managers. There should be a
structured approach and a steppingstone approach from project to program management.”
Lastly, the Program Context analysis resulted in three Aspects of the Program Context
construct: Program Situational Requirements and Constraints, Program Characteristics, and
Social, Political Cultural Environment. Each aspect resulted in constituent decomposed
components for a total of 10 constructs, 26 factors, with 60 variables and measures. Also derived
was a definition for the scope of the Program Context. The results were validated by the
consensus of the panel of experts. Feedback from the experts for additional refinement has been
provided in this dissertation's Feedback section. The most important components of the Program
Context were identified as the variable of Appropriations & Authorizations; the factor for
Critical Parameter Constraints and its variables of Budget and Technical Requirements, The
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construct of Risk Posture and its factor for Risk and variable of Stakes, the variable of Urgency
within the Pace factor; and the Stability construct’s factor for Technical Stability and
Requirements along with the Political Support Stability factor’s variables for Budgets and
Political.

Conclusions
Several conclusions may be drawn from this study. First, the research brings to light the
need to move beyond narrowly focused studies of leadership, decision-making, and
organizational theories built around technological innovations. The study demonstrates that for
research to be useful in this field of program management, researchers must first understand
programs as sociotechnical systems with specific attention given to the complex multidimensional context in which they operate over time. A closing remark from an expert
participant stated:
“All these [components in the Program Context framework] have to play together and be
formulated in a way that the team will still work to the same goal and it is a bit of
voodoo. Integration and the ability to keep all the factors moving toward the same goal
and schedule is the only way the Program will succeed.”
Second, the study uncovered that the existing body of knowledge lacks defined concepts
and represents an incomplete set of factors to inform practical program management
frameworks. Hence much of what is utilized in practice is built upon tacit knowledge and
experience. From the early stage of soliciting ideas to inform the focus this study and throughout
the phases of data collection and analysis, this theme was consistently conveyed by the experts in
practice as being significant. Studies must consider the context to provide a comprehensive
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understanding of what is occurring in the present. They must keep pace with the evolution of the
program as it progresses over time and with disruptive impacts such as a global pandemic.
Third, existing organizational theories, including project management theories, could not
be applied in the study of technical programs in the public aerospace industry due to limiting
assumptions, narrow scope, and non-representativeness and conflicting ontologies. For example,
the issues with labeling (typologies) as conveyed by the research participant:
“Rules are there to help understand the context of how to behave and operate (like
bumper pads). Over time people don’t understand why the rule was created and then the
rule is more important. If a definition of the program at that time is understood and helps
understanding programs vs. projects, then the label is useful. In future if differentiation
could help people understand interfaces it might be valuable but right now” [it is of no
concern].
Lastly, there is no unifying theory to connect the disparate theories that might be helpful
to study programs. This research contributes to the body of knowledge of program management
with practical implications by providing a recommended framework (Figure 33) that captures
multi-dimensional factors of the program context and accounts for dynamic, rather than static,
social, behavioral, and cultural effects on and from the program system. Particular attention was
dedicated to the conceptualization of programs and their implementation for success. The
resultant framework transcends organizational typologies and studies of individual organizations
by theoretically addressing programs' underlying technical and social aspects. The resulting
framework contributes empirical evidence of how industry practice has progressed in program
management, given that such articles are scarce. The framework contributes toward the emerging
understanding of the program context and how to operate within it.
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Note. Copyright by L. Segarra.
Figure 33: Program Context Framework
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Due to its encompassing and open-ended nature, the theoretical lens of the contingency
theory of organizations was applied to guide the research, making the best use of the large
volume of available research in structural contingency theory. In addition, the theory supported
the development of an overarching framework that encompasses all contingencies and their
associated organizational characteristic variables, thus the first step toward a unified paradigm.
An action research approach was implemented for this study due to the need to facilitate
the simultaneous advancement of theoretical and practical knowledge. Meaning that the
researcher was engaged in the research process that ultimately informs practice with knowledge
generated directly from practitioners. The researcher worked with a panel of technical program
management experts in the public aerospace industry from the Department of Defense (DoD),
Federal Aviation Administration (FAA), and National Aeronautics and Space Administration
(NASA) to develop the resultant program management framework.

Recommendations for Future Research
The recommendations to future researchers are threefold. First, this research pursued
answers to specific questions from both a research (theoretical) perspective and a management
(operational) perspective. Likely relationships were identified during the data analysis process,
and many practical accounts were provided by technical program management experts on this
research topic. However, relationships should not be tested and validated until the Program
Context framework produced from this study is further refined and validated or else run the risk
of producing inappropriate research results and theory. Therefore, the recommendation for nearterm future researchers is less focused on generalization (theory building) and more on
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adequately defining and understanding the Program Context, with particular attention given to
maturing the Social, Political Cultural Environment Aspect within the Program Context
Framework.
Second, it is recommended that multiple disciplines engage in future refinement and
validation of the Program Context framework components. In addition, feedback from the
experts is provided in this dissertation's Feedback section and should be considered in future
refinement and validation studies. Future researchers should continue to engage practitioners to
adequately advance practical and theoretical knowledge in program management.
Third, future researchers should refer to Appendix F in this dissertation to examine the
post-research communication received from a DoD expert participant in this research study to
understand how practitioners consider using this framework. The framework transcends
traditional management performance structures and includes constructs that facilitate awareness
and critical thinking that are implicitly addressed in program management and generally learned
through years of experiences and challenges in this field.
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Research Study Title: A Contingent Approach to Studying Technical Programs in the Public
Aerospace Industry
Institutions:___________________________________________________________________
Interviewee (Title and Name):_______________________________________
Researcher: Laura Segarra___________________________________________

Introduction
You have been selected to participate in this research study because of your expertise in program
management within the public aerospace industry. Your participation in this study is voluntary
and I would like to assure you that the information you share in this interview will remain
confidential.

My Background
After graduating from Embry-Riddle with my bachelor’s in Aerospace Engineering, I began
working at Kennedy Space Center in 2001, performing airframe structures work for the NASA
Shuttle Program. From here I had the opportunity to obtain my MBA (from Embry-Riddle as
well) and work with multiple NASA Programs in different capacities: Shuttle Program,
International Space Station Program, Constellation Program, and I currently work in Commercial
Crew Program as the SpaceX Certification Manager Deputy in the Systems Engineering and
Integration office. I am currently attending UCF as well, working toward a PhD in Industrial
Engineering, which brings me to this interview.
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The Study
Research Summary: I am conducting a study on technical programs in the public aerospace
industry for the purposes of understanding which program structures yield higher levels of
program success in different contexts or situations.
Research Goals:
1. Enrich the program management body of knowledge and provide a basis for future research.
2. Provide information to assist managers in deciding how to structure their programs before
execution.
3. Provide insight on how managers could correct challenges that may negatively impact
success in existing programs.
Research Model
Figure 1 depicts the research model to be addressed by the larger research study.

Note. Copyright by L. Segarra.
Figure 1: Conceptual Research Model

Research Questions
The following research questions will be addressed with the derived interview data.
Question 1: What are the most important constructs and measures for program context?
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Question 2: What are the components of program structure important to successfully
manage and operate a program?
Question 3: What are the most important constructs and measures for program success?
Question 4: How do the relationships between Program Context and Program Structure
affect achievement of Program Success?

Interview Questions
1. Background Data
1.1. Work Experience
1.1.1. What agencies/departments and programs do you have programmatic experience
with?
1.1.2. What kind of work is/was done at these agencies/departments and programs?
1.1.3. What is/was your role and work experience level/duration?
1.2. Program Differentiation
1.2.1. How does/did the agencies/departments differentiate among programs?
1.2.2. How does/did differentiation among programs impact the way a program is
organized, managed, and operated?
1.2.3. How does/did differentiation among programs impact program success?
2. Program Context
2.1. How do you define the concept of program context?
2.2. What contextual factors affect how a program is organized, managed, and operated?
2.2.1. How do these factors affect how a program is organized, managed, and operated?
2.2.2. What variables and measures can be used for these factors?
2.3. What contextual factors influence the success of a program?
2.3.1. How do these factors influence the success of a program?
2.3.2. What variables and measures can be used for these factors?
2.4. How and why do contextual factors differ among programs?
2.5. To what extent can the program/program manager influence the contextual factors?
2.6. Is there anything else that you think is significant for program context?
3. Program Structure
3.1. How do you define the concept of program structure?
3.2. What components of program structure are needed to manage and operate a program?
3.2.1. What variables and measures can be used for these components?
3.3. How and why do components of program structure differ among programs?
3.4. How do program structural components affect program success?
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3.5. To what extent can the program/program manager influence program structure?
3.6. Is there anything else that you think is significant for program structure?
4. Program Success
4.1. How do you define the concept of program success?
4.2. What are the critical success factors for programs?
4.2.1. How/what variables and measures can be used for these factors?
4.3. How and why does program success differ among programs?
4.4. Is there anything else that you think is significant for program success?
5. Portfolio, Program, and Project Differences
5.1. What is the difference, if any, between a portfolio and a program?
5.2. What is the difference, if any, between a program and a project?
6. Is there anything else that you think is significant for program management?
Post Interview
Thank you for your time and participation in my research study. Your insights are critical for:
1. The development of appropriate constructs and measurement scales needed to test the
conceptual research model for this study
2. Furthering this area of research and the ability to better inform practitioners.

Follow-Up
It is possible that I may need to contact you in the future to obtain clarifications, ask additional
questions, or gather feedback on my research findings.

My Contact Information
If you have any questions or concerns please feel free to contact me as follows:
Laura L. Segarra
Email: Laura.l.segarra@knights.ucf.edu
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Model
1 2 3 4 5 6 7 8 9 10 11 12 13 14 Construct
Choice:

Mark "X" in each row to coorespond
with codified interview Data Source

SubAspect Aspect Construct Factor
Variables
Aspect SubConcept Underlying Measureable
of a
Aspect
Factor
Unit
concept of a
Concept

Measures
Measure of
the Unit

Program
Context
Program
Structure
Program
Success
Program
Definition
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Interview
External to
Program
Agency
Agency Internal
Researcher Literature Reference
Scope
Scope Scope
Relationships
Other Comments Correlation Statement
Relationship among Corresponding environment
Specify
research model
response pertains to; cross
components
comparative to interview
indicated in
question
interview response
statement
Direct effect,
Indirect Effect,

APPENDIX D: QUESTIONNAIRE ROUND 1
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Program Context Questionnaire
Delphi Study: Post-Interview Questionnaire

Technical Programs in the Public Aerospace Industry

Laura Segarra
Part 1: Constructs, Factors, and Variables of the Program Context

1.
2.

The scope of the Program Context is: (a) within the Program, (b) within the Agency, (c) external to the Agency.

SD D

The definitions of the (3) Program Context components are as follows:
(a) Within the Program: The environment in which the Program organizational components and activities operate within including its technical requirements
SD D
content, new technology vs technical risk.
SD D
(b) Within the Agency: The environment external to the Program environment yet within the institutional Agency that the Program operates within.
(c) External to the Agency: The environment external to the Agency environment yet within the government environment it operates within, and the international
SD D
environment external to the government environment when an international cooperation is mandated.

3. The external to agency environment can result in priority, schedule based pressures.

SD D

Strongly Agree

START HERE

Agree

Instructions: Please circle or highlight one answer that reflects the degree to which you agree or disagree for each of the statements and definitions below. A
space has been provided at the end of the questionnaire for you to provide any feedback of clarifications.

Disagree

1. Program Lifecycle Stage: Formulation
The factors and variables represent the perspective of a program prior to execution.
2. Initial assessments have been completed to understand feasibility and resource needs.

Strongly Disagree

Assumptions of the Study:

A SA

A SA
A SA
A SA
A SA

Instructions: Please review Table 1 below and circle or highlight one answer that reflects the degree to which you agree or disagree with the factors and variables
representativeness and inclusion in the Program Context.
Table 1: Program Context Constructs
Construct
Aspect
Program
Environmental
Situational
Constraints
Requirements and
Constraints

Program
Situation

Factors/Variables

Measures

Governance
(a) Laws, Mandates, Regulations
Scope of overarching requirements
(b) Appropriations & Authorizations
Allocations and directing of funding, resources
(c) Procedural Requirements, Specifications Scope of governance

Goals & Objectives
(a) Purpose
(b) Scope
(c) Nature & Kind of Work

(d) Nature of Work Relationship
(e) Justification
Critical Parameter Constraints
(a) Budget
(b) Schedule
(c) Technical Requirements

Functional Purpose i.e. Assure safety of civil aviation, Maintain Air
Superiority, Facilitate Public Access to Space Capability
Breadth (i.e. Specified vs Overarching Goals, Mission-Con Ops)
Area and Activity (i.e. Research & Development, Science & Technology
Development, Operational Service, Engineering Development,
Infrastructure Sustainment, Regulatory Compliance)
Partnership vs Traditional (Public-Private Relationship)
Rationale for the activity and benefits description.
Appropriated Budget
Duration
Content
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SD D

A SA

SD D
SD D
SD D

A SA
A SA
A SA

SD D

A SA

SD D
SD D

A SA
A SA

SD D

A SA

SD D

A SA

SD D

A SA

SD
SD
SD
SD
SD
SD

A
A
A
A
A
A

D
D
D
D
D
D

SA
SA
SA
SA
SA
SA

Program
Characteristics

Difficulty
Indication of how
complicated and
challenging,
cognitively and
operationally to
implement.

Complexity
(a) Differentiation
(b) Interdependency
(c) Ownership
(d) Scope
Uncertainty
(a) Newness
(b) Maturity
(c) Ambiguity

Risk Posture
Risk
Indication of
(a) Stakes
what's at stake and Priority Values
what is trying to
(a) Critical Parameters of Value
be maximized or
(b) Critical Operational Constraints
protected.

SD
SD
# of Different Parts
SD
Level of Interdependency
SD
Mission Systems Owners & Operators
SD
Degree of Breadth
SD
SD
Degree of (a) Scientific Knowledge (b) Operational Experience, if it
SD
Degree of completeness in definition and development
SD
Level of clarity in understanding
SD
SD
SD
Consequence of Failure (i.e. Human Life, National Security, Public Safety, SD
SD
(
y
SD
Technical, Performance, Quality)
Constraints: (i.e. Do it in 180 days, Never sacrifice safety)
SD

Size
The magnitude
and extent or
range of the
operation.

Aggressiveness
The operational
speed or cadence.

Cost
(a) Cost Profile
(b) Margins
Schedule
(a) Duration
(b) Margins
Resources
(a) Workforce Profile
(b) Operational Profile
Scope
(a) Objectives
(b) Requirements
Pace
(a) Urgency
(b) Available Timeframe

(a) Life-Cycle-Cost (Total with Margins) (cost of workforce operations)
(b) Cost Distribution (% cost of systems/interface, testing etc.)
% of Total Cost for Reserves
Length of Temporal Existence: Total Life-Cycle duration with margins
% of Total Duration for Schedule Reserve
Workforce Size, Skills, Experience Levels over time
Facilities, Services, Capabilities over time
Breadth: (i.e. Safety, Performance)
Depth: Standards, Level-1

Level of importance requiring swift action (Operational Need)
Available time to complete
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D
D
D
D
D
D
D
D
D
D
D
D
D
D
D

A
A
A
A
A
A
A
A
A
A
A
A
A
A
A

SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA

D

A SA

SD D
SD D

A SA
A SA

SD D

A SA

SD
SD
SD
SD
SD
SD
SD
SD
SD
SD
SD
SD
SD
SD

A
A
A
A
A
A
A
A
A
A
A
A
A
A

D
D
D
D
D
D
D
D
D
D
D
D
D
D

SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA

Disruptive Forces
Degree of Fit with
the Program
Goals, Objectives,
Characteristics, &
Success

Program Fit
(a) Strategic Goals
(b) Agency Structure
(b) Cultural Site Behavior
(c) Impacts of Success or Failure
(d) Political Power
(e) Individuals' Knowledge & Experience
Political Behavior
(a) Political Attention
(b) Goal Ambiguity
(c) Competition
(d) Territories
(e) Withholding
(f) Non-Programmable Decisions
Cultural Differences
(a) Risk Seeking Behavior
(b) Priorities
(c) Values
(d) Learning & Sharing Knowledge

Stability
Degree of dynamic
change.

Political Stability
(a) Regime Change
(b) National Event
Political Support Stability
(a) Goals
(b) Budgets
(c) Political
Technical Stability
(a) Requirements

Degree of strategic alignment with and across the Agency and external
environment
Degree of fit or effect on Agency structure
Degree of fit in the cultural pluralism environment
Degree of competitiveness and/or strengthening effect
Level of impacts to those who influence and/or control resources
Degree of fit to existing knowledge, experience and mindsets

SD D
SD D

A SA
A SA

SD D

A SA

SD
SD
SD
SD
SD
SD
SD
SD
SD

A
A
A
A
A
A
A
A
A

D
D
D
D
D
D
D
D
D

Level of visibility in interest from regimes with political power
Level of maneuvering via exploitation opportunity
Level of competition for scarce resources
Level of Political Power and Authority Domains and actions taken to
SD D
maintain power and control over them
Level of actions taken to maintain control of knowledge and or resources SD D
Level of significant decisions that appear irrational
SD D
SD D
Level: Risk Adverse, Risk Neutral , Risk Seeking (i.e. make decisions
SD D
faster w/ imperfect info)
Ranked Performance Parameters: i.e. Cost Effectiveness, Delivery
SD D
Speed, Risk Certainty, Something Else
Core Values
SD D
Trust, Sharing or withholding, Knowledge, Transparency
SD D
SD D
SD D
Election Year
SD D
Extent to which customer satisfaction is maintained
SD D
SD D
Goal Stability: International Cooperation (i.e. most stable)
SD D
Budget Stability for low maturity system Interface Owners
SD D
Extent to which customer satisfaction has been maintained
SD D
SD D
Degree of change regarding the technical requirements (i.e. many TBDs) SD D

Instructions: Please provide any additional feedback or clarifications for the Program Context constructs, factors, and variables in the space below.
Participant Comments:

Thank you for your time and participation in this questionnaire!
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A
A
A
A
A
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A
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SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA
SA

Program Context Questionnaire
Delphi Study: Post-Interview Questionnaire

Technical Programs in the Public Aerospace Industry

Laura Segarra

Very Unimportant

Unimportant

Neither Importand or Unimp

Important

Very Important

Part 2: Importance of Inclusion in the Program Context

1

2

3

4

5

1
1
1

2
2
2

3
3
3

4
4
4

5
5
5

1

2

3

4

5

1
1

2
2

3
3

4
4

5
5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1
1
1
1
1
1

2
2
2
2
2
2

3
3
3
3
3
3

4
4
4
4
4
4

5
5
5
5
5
5

Assumptions of the Study:

1. Program Lifecycle Stage: Formulation
The factors and variables represent the perspective of a program prior to execution.
2. Initial assessments have been completed to understand feasibility and resource needs.

Instructions: Please review Table 1 below and circle or highlight one answer that reflects the degree of importance for each construct,
factor, and variable to be included in the Program Context.
START HERE
Table 1: Program Context Constructs
Construct
Aspect
Program
Environmental
Situational
Constraints
Requirements and
Constraints

Program
Situation

Factors/Variables

Measures

Governance
(a) Laws, Mandates, Regulations
Scope of overarching requirements
(b) Appropriations & Authorizations
Allocations and directing of funding, resources
(c) Procedural Requirements, Specifications Scope of governance

Goals & Objectives
(a) Purpose
(b) Scope
(c) Nature & Kind of Work

(d) Nature of Work Relationship
(e) Justification
Critical Parameter Constraints
(a) Budget
(b) Schedule
(c) Technical Requirements

Functional Purpose i.e. Assure safety of civil aviation, Maintain Air
Superiority, Facilitate Public Access to Space Capability
Breadth (i.e. Specified vs Overarching Goals, Mission-Con Ops)
Area and Activity (i.e. Research & Development, Science & Technology
Development, Operational Service, Engineering Development,
Infrastructure Sustainment, Regulatory Compliance)
Partnership vs Traditional (Public-Private Relationship)
Rationale for the activity and benefits description.
Appropriated Budget
Duration
Content
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Program
Characteristics

Difficulty
Indication of how
complicated and
challenging,
cognitively and
operationally to
implement.

Complexity
(a) Differentiation
(b) Interdependency
(c) Ownership
(d) Scope
Uncertainty
(a) Newness
(b) Maturity
(c) Ambiguity

Risk Posture
Risk
Indication of
(a) Stakes
what's at stake and Priority Values
what is trying to
(a) Critical Parameters of Value
be maximized or
(b) Critical Operational Constraints
protected.

1
1
# of Different Parts
1
Level of Interdependency
1
Mission Systems Owners & Operators
1
Degree of Breadth
1
1
Degree of (a) Scientific Knowledge (b) Operational Experience, if it
1
Degree of completeness in definition and development
1
Level of clarity in understanding
1
1
1
Consequence of Failure (i.e. Human Life, National Security, Public Safety, 1
1
Technical, Performance, Quality)
1
Constraints: (i.e. Do it in 180 days, Never sacrifice safety)
1

2
2
2
2
2
2
2
2
2
2
2
2
2
2
2

3
3
3
3
3
3
3
3
3
3
3
3
3
3
3

4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

5
5
5
5
5
5
5
5
5
5
5
5
5
5
5

2

3

4

5

1
1

2
2

3
3

4
4

5
5

Size
The magnitude
and extent or
range of the
operation.

Aggressiveness
The operational
speed or cadence.

Cost
(a) Cost Profile
(b) Margins
Schedule
(a) Duration
(b) Margins
Resources
(a) Workforce Profile
(b) Operational Profile
Scope
(a) Objectives
(b) Requirements
Pace
(a) Urgency
(b) Available Timeframe

(a) Life-Cycle-Cost (Total with Margins) (cost of workforce operations)
(b) Cost Distribution (% cost of systems/interface, testing etc.)
% of Total Cost for Reserves
Length of Temporal Existence: Total Life-Cycle duration with margins
% of Total Duration for Schedule Reserve
Workforce Size, Skills, Experience Levels over time
Facilities, Services, Capabilities over time
Breadth: (i.e. Safety, Performance)
Depth: Standards, Level-1

Level of importance requiring swift action (Operational Need)
Available time to complete
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1

2

3

4

5

1
1
1
1
1
1
1
1
1
1
1
1
1
1

2
2
2
2
2
2
2
2
2
2
2
2
2
2

3
3
3
3
3
3
3
3
3
3
3
3
3
3

4
4
4
4
4
4
4
4
4
4
4
4
4
4

5
5
5
5
5
5
5
5
5
5
5
5
5
5

Social, Political
Cultural
Environment

Supportive

Adaptability &
Agility

Support
(a) Adequacy
(b) Availability
(c) Acceptance
Cooperation
(a) Engagement
(b) Assist

Change Tolerance
(a) Acceptance
Risk Tolerance
(a) Risk Seeking Behavior
(b) Decision-Making

Disruptive Forces
Degree of Fit with
the Program
Goals, Objectives,
Characteristics, &
Success

Adaptability
(a) Adaptive Response
Proactiveness
(a) Disposition
Flexibility
(a) Fluid
Program Fit
(a) Strategic Goals
(b) Agency Structure
(b) Cultural Site Behavior
(c) Impacts of Success or Failure
(d) Political Power
(e) Individuals' Knowledge & Experience
Political Behavior
(a) Political Attention
(b) Goal Ambiguity
(c) Competition
(d) Territories
(e) Withholding
(f) Non-Programmable Decisions
Cultural Differences
(a) Risk Seeking Behavior
(b) Priorities
(c) Values
(d) Learning & Sharing Knowledge

Stability
Degree of dynamic
change.

Political Stability
(a) Regime Change
(b) National Event
Political Support Stability
(a) Goals
(b) Budgets
(c) Political
Technical Stability
(a) Requirements

Degree to which resources match the need (i.e. skill level, functionality)
Degree to which resources are available when planned/needed
Level of agreement
Degree of cooperative engagement
Degree of willingness to assist

Reject, Accept, Agree, Adopt
Risk Seeking Behavior: Risk Adverse, Risk Seeking
Level of information certainty needed to make decisions: Imperfect
Information (faster), Certainty
Level of Adaptation: Copy, Emulate, Simulate, Fit to the situation
Proactive vs Reactive
Fluid Approach (Incentive solutions); Stretch & Transform

Degree of strategic alignment with and across the Agency and external
environment
Degree of fit or effect on Agency structure
Degree of fit in the cultural plurism environment
Degree of competitiveness and/or strengthening effect
Level of impacts to those who influence and/or control resources
Degree of fit to existing knowledge, experience and mindsets
Level of visibility in interest from regimes with political power
Level of maneuvering via exploitation opportunity
Level of competition for scarce resources
Level of Political Power and Authority Domains and actions taken to
maintain power and control over them
Level of actions taken to maintain control of knowledge and or resources
Level of significant decisions that appear irrational
Level: Risk Adverse, Risk Neutral , Risk Seeking (i.e. make decisions
faster w/ imperfect info)
Ranked Performance Parameters: i.e. Cost Effectiveness, Delivery
Speed, Risk Certainty, Something Else
Core Values
Trust, Sharing or withholding, Knowledge, Transparency

Election Year
Extent to which customer satisfaction is maintained
Goal Stability: International Cooperation (i.e. most stable)
Budget Stability for low maturity system Interface Owners
Extent to which customer satisfaction has been maintained
Degree of change regarding the technical requirements (i.e. many TBDs)

Thank you for your time and participation in this questionnaire!
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APPENDIX E: QUESTIONNAIRE ROUND 2
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APPENDIX F: DOD PANELIST FRAMEWORK APPLICATION
EXAMPLE
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XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
Subject:
[EXTERNAL] Follow up of a Contingent Approach to Technical Programs at the
DoD
Laura,
In a review of the near-final pre-publication version of the research performed, there were many
aspects that struck a chord with a >$1B Total Obligation Authority (TOA) program that I am
deeply involved in; having participated as a source selection, chief engineer and currently, future
requirements research contributing member.
Most notably was the awareness of the thematic-oriented framework that you have introduced
with regard to the number of items that Program Management should be aware of & actively
tracked by Program Management members beyond the traditional DoD Earned Value
Management (EVM) structure taught to Civilians and Military types.
It is my intention to introduce the concepts brought to bear by this research body of knowledge
to explore the application of measuring identified variables with specific emphasis on
understanding which variables can be controlled, influenced, or merely monitored & reacted to.
Most recently, I created a Validation and Verification (V&V) of prototype performance against
mission documentation following a hierarchical breakdown format so I can map our success
criteria specific to our program as they relate to milestones. From there, I plan to apply your
framework to monitor & manage these critical success
criteria.
I'll pass on any details that I may be able to share that could help inform this very important
research topic. Thank you for contributing to helping set the DoD and Air Force up for greater
success.

Very Respectfully,

XXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
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