We give a new construction of strict deformation quantization of symplectic manifolds equipped with a proper Lagrangian fiber bundle structure, whose representation spaces are the quantum Hilbert spaces obtained by geometric quantization. The construction can be regarded as a "lattice approximation of the correspondence between differential operators and principal symbols". We analyze the corresponding formal deformation quantization. We also investigate into relations between our construction and Berezin-Toeplitz deformation quantization.
Introduction
In this paper, we give a new construction of strict deformation quantization of symplectic manifolds equipped with a proper Lagrangian fiber bundle structure, whose representation spaces are the quantum Hilbert spaces obtained by geometric quantization.
1.1. Deformation quantizations and geometric quantizations. First we explain some background. Let (X 2n , ω) be a 2n-dimensional symplectic manifold. We have the Poisson algebra structure on C ∞ (X). In this paper we are interested in finding strict deformation quantizations for (X, ω). The notion of strict (or C * -algebraic) deformation quantization is introduced in [9] . In this paper we use the following definition. Definition 1.1. Given a symplectic manifold (X, ω), a strict deformation quantization consists of the following data.
• A sequence of Hilbert spaces {H k } k∈N .
• A sequence {Q k } k∈N of adjoint-preserving linear maps Q k : C ∞ c (X) → B(H k ) so that for all f, g ∈ C ∞ (X), we have
as k → ∞. Note that there exists many variants in the definition, and the most general one uses the notion of continuous fields of C * -algebras as in [9] .
Another formulation of deformation quantization is formal deformation quantizations defined in [3] , where they seek for an associative unital product * , called a star product, on the set of formal power series C ∞ (X) [ Strict and formal deformation quantizations are related as follows. If we have a strict deformation quantization {Q k } k∈N for (X, ω), we expect to solve the equations
recursively in l, where C j (·, ·) is expected to be given by a differential operator, and get a star product * by
On the other hand, given a symplectic manifold (X, ω), geometric quantization is a process to produce quantum Hilbert spaces, which is, physically, expected to be representation spaces for the Poisson algebra C ∞ (X). See [11] for details. The process goes as follows. First we fix a prequantizing line bundle (L, ∇) on X, which is a hermitian line bundle with unitary connection, satisfying ∇ 2 = − √ −1ω. To do this we need the integrality of ω/(2π). Next we choose a polarization P ⊂ T X ⊗ C, which is an integrable Lagrangian subbundle of T X ⊗ C. Then, roughly speaking we define the quantum Hilbert space H k for k ∈ N as the space of sections of L k which is parallel, with respect to the connection induced from ∇, along vectors in P.
In this paper we are particularly interested in the polarization coming from a proper Lagrangian fiber bundle µ : X 2n → B n with connected fibers. In this case the fibers are n-dimensional affine torus by Arnold-Liouville theorem [1] . A point b ∈ B is called a k-Bohr-Sommerfeld point if the space of fiberwise parallel sections of (L k , ∇), denoted by H 0 (X b ; L k ), is nontrivial. In this paper we define the quantum Hilbert space by the following. (1.3) where B k denotes the set of k-Bohr-Sommerfeld points, and |Λ| 1/2 X b := |Λ| 1/2 (T * X b ) is the half-density bundle equipped with the canonical flat connection. Thus, we have a one-dimensional Hilbert space on each k-Bohr-Sommefeld point, and the quantum Hilbert space is their direct sum. By Arnold-Liouville theorem, we can take a local action-angle coordinate which identifies the prequantum line bundle with the standard one, (R n × T n , t dx ∧ dθ, L = C, ∇ = d − √ −1 t xdθ). In this coordinate, we have B k = Z n k . So we regard the set B k as a "lattice approximation" of the integral affine manifold B, and H k in (1.3) can be regarded as approximation of L 2 (B) as k → ∞. This observation is the key to our construction below.
On the other hand, another well-studied type of polarization is Kähler polarization, coming from an ω-compatible complex structure J on X. In this case P = T 0,1 J X, and the quantum Hilbert spaces are L 2 H 0 (X J ; L k ), the space of L 2 -holomorphic sections on L k . So, the following problem arises naturally.
Problem 1.4. Given a prequantized symplectic manifold (X, ω, L, ∇) and a polarization P, construct a strict deformation quantization {Q k } k , whose representation spaces {H k } k∈N are those obtained by the geometric quantization.
For Kähler quantization, there are natural and well-studied answer to Problem 1.4, namely Berezin-Toeplitz deformation quantization. This is given by the multiplication operator composed with the orthogonal projection onto the space of holomorphic sections (see Definition 5.1 below). It was shown that these operators have the correct semiclassical behavior, in the case for compact Käler manifolds by Bordemann, Meinrenken, and Schlichenmaier [4] , and for a certain class of non-compact Kähler manifolds by Ma and Marinescu [7] . Moreover, Schlichenmaier [10] has shown that this induces a star product called Berezin-Toeplitz star product.
However, Problem 1.4 in the case where P comes from Lagrangian fiber bundles seems to have not been considered. The purpose of this paper is to give an answer to Problem 1.4 in the case where P comes from proper Lagrangian fiber bundles, and investigate into some basic properties. The construction can be regarded as a "lattice approximation of the correspondence between differential operators and principal symbols", where the set B k is regarded as the lattice approximation of B.
1.2.
A motivation for the construction -The quantization of T * M . Let M n be a smooth manifold. As a motivation for our construction, in this subsection we recall the usual symbol map and its "inverse" map, which can be considered as a quantization procedure of the symplectic manifold T * M equipped with the vertical real polarization T * M → M .
The principal symbol map transforms commutators of differential operators into the Poisson bracket with respect to the canonical symplectic structure on T * M ,
Let σ ∈ C ∞ (T * R n ) be a symbol of some pseudodifferential operator on R n . Then, the operator P ∈ Ψ * (R n ) with symbol σ is, up to smoothing operators, recovered by the following procedure. Identifying P with its integral kernel K ∈ C −∞ (R n × R n ), we define K(y, x) = e − √ −1 y−x,ξ σ(x, ξ)dξ. (1.5) In other words, the inverse map for the principal symbol map is given by the Fourier transform on each fiber of T * R n . For general manifold M , by patching the above fiberwise Fourier transform for T * M together, from a principal symbol, we can recover the operator up to lower order.
If we regard this procedure as a quantization map of T * M induced by the Lagrangian fibration T * M → M , it is natural to generalize this to the case of proper Lagrangian fiber bundles. In this case, the fiberwise Fourier transform is replaced by the fiberwise Fourier expansion, producing an operator on the lattice approximation of the base manifold.
1.3. Outline of the paper. This paper is organized as follows. In Section 3, we give a construction of strict deformation quantization. First in subsection 3.1, we give the construction for the model case (R n × T n , t dx ∧ dθ) equipped with the Lagrangian fiber bundle structure µ : R n × T n → R n in Definition 3.7, and prove that it is indeed a strict deformation quantization in Theorem 3.19. Next, we deal with the general case in subsection 3.2. The construction is given in Definition 3.7, and prove that it is a strict deformation quantization in Theorem 3.34.
In Section 4, we analyze the formal deformation quantization induced by our strict deformation quantization. Since our construction can be written explicitely in action-angle coordinate locally, in principle we can solve the equation (1.2) explicitly. In nice cases, we show in Theorem 4.3 that the star product obtained from our strict deformation quantization conincides with the star product given by the Fedosov's construction [5] . In general cases, by an explicite computation we check this coincidence up to second order term in Theorem 4.7.
In Section 5, we explain a relation between our construction and Berezin-Toeplitz deformation quantization. In general, if we have a prequantized symplectic manifold (X, ω) equipped with an ω-compatible complex structure as well as a Lagrangian fiber bundle structure, there is no canonical isomorphism between quantum Hilbert spaces obtained by the two polarizations. Here we restrict our attention to the case of R n × T n (subsection 5.1) and abelian varieties (subsection 5.2) with translation invariant complex structure. In those cases we have a natural isomorphism between quantum Hilbert spaces using theta basis for L 2 -holomorphic sections on L k . We show in Theorem 5.7 and Theorem 5.13 that, as k → ∞, the operator norm of the difference between our deformation quantization and Berezin-Toeplitz deformation quantization converges to zero in both cases.
Notations.
• We let T := R/(2πZ).
• We denote the trivial hermitian line bundle over a manifold by C.
• For a smooth manifold M , we denote by |Λ| 1/2 M := |Λ| 1/2 (T * M ) its half-density bundle. • For a Hilbert space H, we denote by B(H) its bounded operator algebra. • Given a fiber bundle µ : X → B and a subset U ⊂ B, we write 
We denote by P U the orthogonal projection from H k onto this subspace. When U consists of a point, {x} = U , we also write H k | x = H k | {x} and P x = P {x} .
Preliminaries
In this section, we recall basic facts on Lagrangian fiber bundles and its geometric quantizations. In what follows, we are interested in the case where a Lagrangian fiber bundle is proper with connected fibers.
Example 2.2. Let us consider X = R n × T n equipped with the symplectic form ω = t dx ∧ dθ. Then µ : X → R n , (x, θ) → x is a Lagrangian fiber bundle.
By Arnold-Liouville theorem [1] , any proper Lagrangian fiber bundle with connected fibers are locally isomorphic to the one in Example 2.2. Indeed, we have the following. 
On a Lagrangian fiber bundle, we call a local coordinate (x, θ) ∈ R n × T n obtained by a local isomorphism (2.4) an action-angle coordinate. As is easy to see, any two action-angle coordinate are related as follows. Lemma 2.5. Any symplectomorphism R n × T n → R n × T n which is compatible with the fiber bundle structure µ :
Thus, for a Lagrangian fiber bundle as above, the transformation between two action-angle coordinates is given by the formula of the form (2.6) . From this, we see that the base B of a Lagrangian fiber bundle admits a canonical integral affine manifold structure, and the fibers admit a canonical affine torus structure.
Next we consider prequantum line bundles. Recall that a prequantum line bundle on a symplectic manifold (X, ω) is a hermitian line bundle with unitary connection (L, ∇) whose curvature satisfies
On a Lagrangian fiber bundle, a prequantum line bundle also admits a nice local description, as follows.
Lemma 2.8. In the settings of Fact 2.3, we also assume that (X, ω) is equipped with a prequantum line bundle (L, ∇). For any point b ∈ B, there exists a contractible open neighborhood U ⊂ R n of b a fiber-preserving symplectomorphism X U ≃ U ′ × T n as in Fact 2.3, and an isomorphism (L| X U , ∇| X U ) ≃ (C, d − √ −1 t xdθ)) which covers the symplectomorphism.
Proof. First let us choose an action-angle coordinate chart X U ≃ V ×T n with U contractible, and denote the coordinate by (x ′ , θ ′ ). Since U is contractible and the fibers are Lagrangian, ω| X U is exact. So L| X U is trivial as a hermitian line bundle, and taking a trivialization we have (
, we see that β − t xdθ is closed and defines a class (τ i ) n i=1 in H 1 dR (V × T n ; R) ≃ R n , and we can write
This gives the desired isomorphism.
Given a Lagrangian fiber bundle with a prequantum line bundle, the restriction of the prequantum line bundle to each fibers is a flat line bundle. Also remark that, the flat connection on the fiberwise tangent bundle ker dµ induces the canonical flat connection on the vertical half-density bundle |Λ| 1/2 (ker dµ) * . Definition 2.9. Assume we are given a pre-quantized symplectic manifold (X, ω, L, ∇) equipped with a proper Lagrangian fiber bundle structure µ : X → B with connected fibers.
(
We define the quantum Hilbert space of level k associated to the real polarization ker dµ ⊗ C ⊂ T X ⊗ C by
where |Λ| 1/2 X b = |Λ| 1/2 (ker dµ) * | X b is the vertical half-density bundle, equipped with the canonical flat connection.
where d ′ θ := (2π) −n/2 dθ be the normalized measure on T n . The quantum Hilbert space H k is the direct sum, over B k , of the above one-dimensional Hilbert spaces.
The construction
3.1. The model case -on R n × T n . In this subsection, as a model case, as well as a building block of the deformation quantization solving the Problem 1.4, we consider the following settings. Let X = R n × T n equipped with the standard symplectic structure t dx∧dθ and the Lagrangian fibration µ : R n × T n → R n , (x, θ) → x. Equip X with the canonical prequantizing line bundle (L = C, ∇ = d − √ −1 t xdθ). We denote by {ψ k b } b∈B k the orthonormal basis of H k given in (2.12), namely
Now we construct a adjoint-preserving linear map
. Assume we are given a function f ∈ C ∞ c (X). Using the canonical basis of H k given in (2.12 
In other words, K f (b, c) is given by the k(b − c)-th coefficient in the Fourier expansion of f (c, θ). This is regarded as a discrete analogue of the formula (1.5). It is easy to see this formula takes a real-valued function to a selfadjoint operator, thus the linear map φ k is adjoint-preserving. Note that we are using the value of a function at the middle point (b + c)/2, in order to make this map adjoint-preserving.
The formula (3.1) gives, a priori, a densely defined possibly unbounded operator φ k (f ) on H k . We are going to prove that that this operator is bounded in Lemma 3.3.
As a preparation, we give an easy estimate of norms of bounded operators. We are going to use this lemma throughout this paper, in order to estimate norms of operators whose entries are concentrated near the diagonal. Lemma 3.2. Fix a positive integer n. Let H be a separable Hilbert space, and assume that we are given an complete orthonormal basis {ψ x } x∈Z n for H labelled by Z n . Let A be a possibly unbounded densely defined linear operator on H, defined in terms of matrix coefficients with respect to the basis {ψ x } x∈Z n , denoted by K(x, y) for (x, y) ∈ Z n . Then we have
Proof. For x ∈ Z n , let P x ∈ B(H) be the orthogonal projection onto the one-dimensional subspace C · ψ x ⊂ H. We decompose
For each m ∈ Z n , we define the "shift by m" operator S m ∈ U(H) by the formula
for each x ∈ Z n . For each m, we have
where diag({K(x + m, x)} x∈Z n ) means the diagonal operator with respect to the orthonormal basis {ψ x } x , whose x-th entry is given by K(x + m, x). So the norm is given by Proof. Let f (x, θ) = m∈Z n f m (x)e √ −1 m,θ be the fiberwise Fourier expansion of f . Since f is smooth and compactly supported, there exists a constant C such that we have
So we get
for all m ∈ Z n . We apply Lemma 3.2 to the operator φ k (f ) (the index set B k = Z n k of the orthonormal basis for H k is rescaled to Z n in the obvious way). By (3.1), we have
Now we consider a more coordinate-free way to express (3.1). First we note the following. Using the product structure X = R n × T n and the trivialization of L, for any points b, c ∈ R n we get the explicit affine isomorphism 4) and the explicit ismomorphism of line bundles
that covers (3.4) . Using the isomorphisms (3.4) and (3.5), we can regard a function F b ∈ C ∞ (X b ) or a section ξ b ∈ C ∞ (X b ; L| X b ) as an element in C ∞ (T n ). So we can multiply a section ξ c ∈ C ∞ (X c ; L| Xc ) by a function on a different fiber,
Since the vertical half-density bundle |Λ| 1/2 (ker dµ) * is equipped with the canonical flat connection, we also get a well-defined pairing of sections of L ⊗ |Λ| 1/2 (ker dµ) * between different fibers, denoted by ·, · T n .
After these preparations, we proceed to give a more coordinate-free way to express (3.1). The following formula follows directly from the definition. Lemma 3.6. We have
where the left hand side is defined in (3.1).
Definition 3.7. For k ∈ N, we define the adjoint-preserving linear map
is a pullback of a function f 0 ∈ C ∞ c (R n ) on the base R n , i.e., f does not depend on θ. Then φ k (f ) is just the diagonal multiplication operator by the value of f 0 at each point on B k ,
We see that the function e √ −1 m,θ plays the role of "m/k-shift", and if we let k → ∞, the matrix elements of this operator concentrate to the diagonal.
More generally, if f can be expressed as
So also in this case the matrix elements concentrate to the diagonal as k → ∞.
In fact, the "concentration to the diagonal" of the matrix elements of the operator φ k (f ) as k → ∞ seen in the above examples holds in general, because the Fourier coefficients of smooth function on T n is rapidly decreasing. Basically, this is why we can extend this construction to general Lagrangian fiber bundles in the next subsection.
The goal of the rest of this subsection is to prove that the maps {φ k } k∈N is a strict deformation quantization of (X, ω). Actually, in this model case, it is easy to explicitely compute the asymptotic behavior of φ k (f )φ k (g) as k → ∞ for f, g ∈ C ∞ c (X). We show that this recovers the standard Moyal-
First we recall the definition of Moyal-Weyl star product on (R 2n , ω) with a translation invariant symplectic form ω = 1 2 ω ij dx i ∧ dx j . For functions f, g ∈ C ∞ (R 2n ), the Moyal-Weyl star product is defined by
We denote the coefficient of j of the star product by
Consider case where R 2n = R n × R n with the coordinate (x, y) and the symplectic form is the standard one ω = t dx ∧ dy. This induces a star product on the quotient space, (R n × T n , t dx ∧ dθ), denoted by * std . This is given by the formula,
.
(3.11)
We still call this star product as the standard Moyal-Weyl star product.
We denote by C std
Proof. Fix f, g and l. We denote the Fourier expansion of f , g by
The proof is given by performing the Taylor expansion of f p−m and g m around the point x + p 2k in the above formula. For simplicity, we only give the proof in the case n = 1. The proof is essentially the same for general n. Define the operator B k,l err on H k by
The standard Moyal-Weyl star product is explicitly given by
So the p-th Fourier coefficient of this function is given by
On the other hand, the Taylor expansion of f p−m and g m gives, formally,
Thus the formula (3.13) admits an expansion, at least formally,
(3.15) By (3.14) and (3.15), we see that, in the above formal expansion, the matrix elements
) with respect to k. Now we give estimates for the error terms and prove the statement. For simplicity we only prove in the case n = 1 and l = 1. The proof is essentially the same for the general case. Put A k err := k 2 B k,1 err . Namely we have
We need to show sup k A k err < +∞. We denote by K k err (x, y) the matrix element of A k err for (x, y) ∈ B k × B k . Since f and g are smooth and compactly supported, for each N ∈ N there exists a constant C N such that, for all m ∈ Z we have
where · denotes the C 0 -norm.
By (3.16), we have
We also have the estimate
Combining the above estimates and (3.13) and (3.14) for j = 0, 1, we have
where we put 
This gives a bound for A k err which does not depend on k, so we get the result.
Proof. First we observe the following.
for all x ∈ B k and m ∈ Z n . Then we have
Notice that if we regard F as a function on X = R n × T n byF (x, θ) = F (θ), then the operator Φ k (F ) should be regarded as "φ k (F )", even though φ k (F ) is not defined becauseF is not compactly supported.
Proof. We have a unitary isomorphism
Under this isomorphism, the operator Ψ k (F ) transforms to the multiplication operator by F on L 2 (T n ), and this operator norm is F C 0 . Proposition 3.17 is, very roughly, understood as follows. As k → ∞, the operator φ k (f ) reflects the behavior of f only locally in R n -direction (see Example 3.10), and on a sufficiently small neighbourhood of a point x ∈ R n , the function f is close to a function which is invariant in R n -direction, and Lemma 3.18 applies asymptotically. Since the proof is long (although very elementary) and not essential for the rest of the paper, we give a detailed proof in the Appendix.
Combining Proposition 3.12 and Proposition 3.17, we get the following.
3.2. The general case. In this subsection we generalize the construction of the strict deformation quantization for the general case. Let (X 2n , ω, L, ∇, h) be a prequantized symplectic manifold equipped with a proper Lagrangian fiber bundle µ : X → B with connected fibers. The following two additional datum are needed for the construction of our strict deformation quantization. (U1) U is locally finite, and each element U ∈ U is contractible and convex with respect to the affine structure on B. (U2) For any two elements U, V ∈ U , the intersection U ∩ V is also contractible and convex with respect to the affine structure on B.
We are going to construct a deformation quantization from these datum. As we will see, the choice of the horizontal distribution H is essential for our construction, but the choice of U is only technical, and the different choice of U yields essentially the same deformation quantization (Proposition 3.35). We also remark that we can drop the condition (U3) and just require that each U admits an affine open embedding into R n (see Remark 3.36). We require this condition just in order to simplify the estimates.
Given a path γ in B from b ∈ B to c ∈ B, by the splitting (3.20), we get the parallel transform
which preserves the affine structure. Also the connection ∇ on L and the canonical flat connection on |Λ| 1/2 (ker dµ) * gives the parallel transform
which covers (3.21). We use the same notation for the parallel transform. This allows us to define a pairing between sections
We say that two points b, c ∈ B are close if there exists an element U ∈ U such that b, c ∈ U . For such b, c ∈ B, we can take the unique affine linear path γ from b to c in U and define, for sections
. This is well-defined by our assumptions on U . 
) ⊂ H k is any element with ψ k b = 1 (this definition does not depend on this choice). Here, we denote by (b + c)/2 ∈ B the middle point between b and c with respect to the affine structure on an open set U ∈ U which contains both b and c, and we regard f | X (b+c)/2 ∈ C ∞ (X (b+c)/2 ) as a function on X c using the parallel transform (3.21) along the affine linear path between (b + c)/2 and c in U .
Again it is easy to see that this map is adjoint-preserving, thanks to the fact that we are using the value of function at the fiber over the middle point.
The goal of this subsection is to prove that the family of maps defined in Definition 3.22 is a strict deformation quantization. From now on until the end of this subsection, we fix H and U satisfying the conditions in (H) and (U) above, and moreover,
• We fix an action-angle coordinate on X U and a trivialization (
Let us focus on an element U ∈ U . Since H is invariant in the fiber direction, using the fixed action-angle coordinate we can write H as
We denote by ∇A U the C 0 (U )-norm of ∇A with respect to the flat metric on U induced by the Euclidean metric of the action coordinate. Remark that A is only defined on U and depends on the action-angle coordinate chosen on U .
Lemma 3.25. Fix an element U ∈ U . Using the fixed action-angle coordinate and trivialization on X U as above, take an orthonormal basis {ψ k
Then we have, for any points (3.26) and the value of (3.26) does not depend on f as long as f m (x + m 2k ) = 0. Moreover, we have
We have α(0) = 0. We regard u := m/|m| ∈ C ∞ (U ; T U ), and α satisfies
We are going to compute the pairings between elements of C ∞ (X x ; L k ⊗ |Λ| 1/2 X x ) and C ∞ (X x+ m k ; L k ⊗ |Λ| 1/2 X x+ m k ) by pulling back to the middle fiber X x+ m 2k . So from now on, only in this proof we write the parallel transport along subsets of the segment γ by
Then, for t ∈ − |m| 2k , |m| 2k and a function g ∈ C ∞ (X tu+x+ m 2k ), we have (T * t g)(θ) = g(θ + α(t)). 
We have
Combining (3.30) and (3.31 ), for f (x, θ) = m∈Z n f m (x)e √ −1 m,θ we have 
Thus we get,
which proves (3.27).
Now we state our main theorem. 
Proof. In this proof, we write φ k = φ k H,U . First, informally we compute, for x, x + p k ∈ U for some U ∈ U , using Lemma 3.25, and denoting by
Here the last equation uses the Taylor expansion of f p−m and g m . The terms in the sum for K φ k (f )φ k (g) is taken for m with x + m/k ∈ U , and the term (error) comes from the contributions from those points b ∈ B k \ U which are both close to x and x + p/k, and we see below that this error term is indeed negligible as k → ∞. So, at least informally, we see that
So, what we have to do is to give appropriate estimates of the operator norms (not only matrix coefficients) of the error terms. Since the proof is long, we give a detailded proof in the Appendix.
From this, we conclude that the maps {φ k H,U } k∈N solves Problem 1.4. Proof. The condition (1) in Definition 1.1 can be proved in a similar way as in the proof of Proposition 3.17 and Theorem 3.33, so we leave the details to the reader. The condition (2) follows from Theorem 3.33.
As we remarked earlier, the choice of open covering U for B is not essential in our construction, as follows. 
Proof. This follows easily from the fact that the Fourier coefficient of a smooth function on T n are rapidly decreasing, as in (6.25). Indeed, using this fact, we can show that matrix elements of φ k H,U (f ) − φ k H,V (f ) are of O(k −N ) for any N ∈ N by a similar estimate as in the proof of Theorem 3.33, and the result follows. We leave the details to the reader. Remark 3.36. As should be obvious from the proof of Theorem 3.33 in the Appendix, the assumption (U3) is not essential. Indeed, we may drop this condition and just require that each U U admits an open affine embedding into R n . We can define φ k H,U in the same way, and show that the Theorem 3.33 extends to this case. We put the condition (U3) only because it simplifies the proof of Theorem 3.33. Since Proposition 3.35 also extends to this general case, we lose nothing by requiring the condition (U3).
In particular, in our construction of φ k in the model case R n × T n in subsection 3.1, we used such U , namely we set U = {R n } (and set H = T R n ). Later in section 5, we again use this trivial non-relatively compact covering for R n and consider deformation quantizations (corresponding to non-trivial H).
Star products
In this section we analyze the star products induced by the deformation quantization defined in Section 3. Our construction is given by explicit formula locally, so in principle we can compute higher terms of star products in action-angle coordinates. In the case where the horizontal distribution H is Lagrangian and integrable, we show in Theorem 4.3 that the star product obtained from our strict deformation quantization conincides with the star product given by the Fedosov's construction [5] . In general cases, by an explicite computation we check this coincidence up to second order term in Theorem 4.7.
We consider the settings in subsection 3.2. We are given a prequantized closed symplectic manifold (X 2n , ω, L, ∇) and a proper Lagrangian fiber bundle structure µ : X → B with connected fibers. We fix a horizontal distribution H ⊂ T X and a finite open covering U of B satisfying conditions in (H) and (U) in subsection 3.2. Let us consider the deformation quantization {φ k H,U } k defined in Definition 3.22 from these datum. The horizontal distribution H associates a torsion-free symplectic connection ∇ T X,H on T X, as follows. As a first step, we define a connection ∇ T X,H on T X, which does not necessarily preserve the symplectic form and possibly has torsion. By the identification µ * T B ≃ H and the flat connection on T B, we get the pullback connection on H. Moreover, the vertical tangent bundle ker dµ admits the canonical flat connection. We define the connection ∇ T X,H by the direct sum of these two connections, using T X = H ⊕ ker dµ.
This connection is locally described as follows. Let us focus on one open set U ∈ U . We fix an action-angle coordinate on X U , and express H on X U as in (3.24) using a locally defined R n -valued one-form A ∈ C ∞ (U ; T * U ⊗ R n ). Denote the Christoffel symbol of ∇ T X,H with respect to the local frame (∂ x 1 , · · · , ∂ xn , ∂ θ 1 , · · · , ∂ θn ) by Γ · ·· . Lemma 4.1. We have
and Γ · ·· = 0 for all other components.
The vanishing for other cases are obvious.
Note that ∇ T X,H is symplectic if and only if Γ
x l x i , and torsionfree if and only if Γ θ i
x l x j = Γ θ i x j x l , for all i, j, l. Now we define a torsion-free symplectic connection ∇ T X,H by symmetrization, as follows.
Definition 4.2. Assume we are given a symplectic manifold (X, ω) with a proper Lagrangian fiber bundle µ : X → B as well as a horizontal distribution H satisfying the condition in (H) in subsection 3.2. In a locally defined action-angle coordinate chart X U ≃ U × T n as above, we define a connection on T X U by requiring its Cristoffel symbol Γ · ·,· with respect to the local frame (∂ x 1 , · · · , ∂ xn , ∂ θ 1 , · · · , ∂ θn ) to be
and Γ · ·· = 0 for other components. This construction does not depend on the choice of action-angle coordinate, so we get a global torsion-free symplectic connection on T X. We define ∇ T X,H to be this connection.
Indeed, it is easily checked that the above symmetrization procedure of Cristoffel symbols is compatible with the change of action-angle coordinates.
In general, for a symplectic manifold (X, ω), if we fix a torsion-free symplectic connection ∇ T X on X, for each closed element a ∈ Ω 2 (X)[[ ]], Fedosov's construction [5] associates a star product on C ∞ (X)[[ ]], denoted by * H,a . Moreover Nest and Tsygan [8] showed that the set of equivalence classes of star products is in one-to-one correspondence with the set of equivalence classes of formal deformations of the symplectic structure,
. In particular if we set a = 0, we get a star product * ∇,0 , which is canonically associated to the torsion-free symplectic connection. Applying this to our case, we have a canonical choice of star product corresponding to the connection ∇ T X,H and 0 ∈ Ω 2 (M )[[ ]], denoted by * H,0 := * ∇ T X,H ,0 .
We denote by C H,0 j (f, g) the j-th coefficient of in f * H,0 g for f, g ∈ C ∞ (X). i.e., we have
First, we consider the symplest case when the horizontal distribution H is Lagrangian and integrable. In this case ∇ T X,H is already torsion-free and symplectic, and we have ∇ T X,H = ∇ T X,H . 
Proof. We work on an element U ∈ U . Since H is Lagrangian and integrable, we can choose the action-angle coordinate on X U so that H = Span{∂ x i } i . Using this coordinate and regarding X U ⊂ R n ×T n , the star product * H,0 coincides with the standard Moyal-Weyl star product * std (see (3.11) ). Moreover, our deformation quantization coincides with the one constructed in the "model case" (R n × T n , t dx ∧ dθ) in Subsection 3.1, modulo contribution from the terms coming from outside U . So the result essentially follows from Proposition 3.12. We need to show that the error terms coming from outside U is O(k −N ) for any N ∈ N, and this is done in the similar way as in the proof of Theorem 3.33.
Next we turn to the general case, where H is not necessarily symplectic or integrable. Also in this case, we are able to show that our strict deformation quantization induces a star product, denoted by ⋆ H , and this star product coincides with the above star product * H,0 up to order two in .
From now on we compute the order-two term of the expected star product. Let us focus on one element U ∈ U and use the local notations as before. Using the derivatives of A i j , we can explicitely compute the complex phase appearing in (3.26) .
Fix 
We compute the phase term in (3.32) as,
So we get, for a function f ∈ C ∞ c (X),
Here we denoted ∂ l A i j := ∂A i j ∂x l . We define a symmetric tree tensor Θ ∈ C ∞ (U ; S 3 (T * U )) as,
and we also denote, for v ∈ C ∞ (U ; T U ),
Suppose we are given two functions f, g ∈ C ∞ c (X). By (4.4) we have
If we denote by K k err (·, ·) the matrix coefficients of the operator φ k H,
is the coefficient of in the standard Moyal-Weyl star product on R n × T n , see (3.11 ). Since we have
we see that the second coefficient in the star product induced by the strict deformation quantization {φ k H,U } k should be given by
It is clear that we can continue this Taylor expansion with respect to k −1 for higher orders, and get the higher coefficient of the star product recursively. Summerizing, we get the followings. (1) If we denote by C H j (f, g) the j-th coefficient of in f ⋆ H g for f, g ∈ C ∞ (X). Then we have, for all f, g ∈ C ∞ c (X) and l ∈ N,
as k → ∞. Here U is any choice of open covering of B satisfying the conditions in (U) in subsection 3.2.
(2) For h 1 , h 2 ∈ C ∞ (B), we have
In other words, the commutative algebra C ∞ (B) canonically embeds into (C ∞ (X) [ 
The second coefficient is explicitely given by, choosing a local actionangle coordinate,
Here C std 2 is the second term in the standard Moyal-Weyl star product on R n × T n , and the locally defined symmetric three tensor Θ is defined in (4.5).
Proof. For (1), in addition to the above argument, we must estimate the operator norms of error terms. It is done essentially in the same way as the proof of Theorem 3.33. (2) follows from the fact that for
For (3), the formula (4.8) follows from the above computations. To check the desired coincidence, we use the formula for second order term in * ∇,0 for torsion-free symplectic connection ∇ on T X (see [6, Proposition 2.13 
where ∇ 2 XY f := (XY − ∇ X Y )f is the second covariant derivative, and (ω ij ) ij is the inverse matrix of the coefficients in the symplectic form ω = 1 2 ω ij dx i ∧ dx j . Applying this to our case ∇ = ∇ T X,H , by Definition 4.2, the only nontrivial contribution from the covariant derivative is the terms
so we see that C H,0 2 (f, g) is also given by the right hand side of (4.8), thus we get the result.
The relation with Berezin-Toeplitz quantization
In this section, we explain the relation between Berezin-Toeplitz quantization and our quantizations. Here we restrict our attention to the case of R n × T n (subsection 5.1) and abelian varieties (subsection 5.2) with translation invariant complex structures. In those cases we have a natural isomorphism between quantum Hilbert spaces using theta basis for L 2 -holomorphic sections on L k . We show in Theorem 5.7 and Theorem 5.13 that, as k → ∞, the operator norm of the difference between our deformation quantization and the Berezin-Toeplitz deformation quantization converges to zero in both cases.
First we recall the definition of Berezin-Toeplitz deformation quantization ( [4] , [7] ). Let (X, ω, J) be a symplectic manifold equipped with a compatible complex structure, and (L, ∇) be a prequantizing line bundle. Then the quantum Hilbert space by this Kähler polarization is given by the spaces of L 2 -holomorphic sections {L 2 H 0 (X J ; L k )} k∈N . For each k ∈ N, let us denote the orthogonal projection for the subspace
Definition 5.1. In the above settings, for each k ∈ N, define a linear oper-
. Here M f denotes the multiplication operator by f . This sequence has the correct semiclassical behavior in the case where X is compact, as shown by Bordemann, Meinrenken and Schlichenmaier [4] . This fact has been generalized in various ways by Ma and Marinescu [7] , in particular to certain classes of non-compact Kähler manifolds and orbifolds. Their result includes the case of R n × T n with translation invariant Kähler structure, which is of our interest in the following subsection 5.1.
5.1.
On R n × T n . In this subsection, we explain the convergence in the case of translation invariant Kähler quantizations on R n × T n .
First we explain our convention on compatible almost complex structures on R n × T n . Let H n := {Ω ∈ M n (C) | Ω = t Ω, ImΩ is positive definite } be the Siegel upper half space. Then, if we have an H n -valued function Ω ∈ C ∞ (R n × T n ; H n ), we get an almost complex structure on R n × T n by
. This is compatible with ω = t dx ∧ dθ.
In this subsection we only consider translation invariant complex structures, i.e., the case where Ω is constant. We denote this complex structure by J Ω .
Let us consider the prequantum line bundle (L, ∇) = (C, d − √ −1 t xdθ). If we have a section s ∈ C ∞ (R n × T n ; L k ), we denote its Fourier expansions by
Let k be a positive integer. It is easy to see that an orthonormal basis {Ψ k Ω, l k } l∈Z n of L 2 -holomorphic sections on L k is given by
where a k,ImΩ > 0 is the normalization constant given by
We can write explicitely the Berezin-Toeplitz deformation quantization using this basis as follows. 
The proof is straightforward.
Write Ω = P + √ −1Q, P, Q ∈ M n (R). We consider the splitting T (R n × T n ) = H P ⊕ ker dµ given by
Recall that the quantum Hilbert space by the real polarization µ is given by
and we use the orthonormal basis
as in (2.12). We consider the strict deformation quantization in Definition 3.22 associated to the horizontal distribution H P and the trivial covering U = {R n } (see Remark 3.36), denoted by {φ k H P } k . For each k ∈ N, we get the canonical isomorphism between quantum Hilbert spaces,
for each b ∈ Z n k . Using this isomorphism, we can describe the relation between Berezin-Toeplitz deformation quantization and our deformation quantization as follows.
Theorem 5.7. Consider the complex structure on R n × T n associated with
Here we use the isomorphism of Hilbert spaces (5.6).
Proof. By the coordinate change
the Berezin-Toeplitz deformation quantization and our deformation quantization, as well as the isomorphism (5.6), map to the ones for Ω = √ −1Q. So we may assume P = 0.
First we note the following.
Lemma 5.8. There exists a constant C Q > 0 only depending on Q such that, for any function g ∈ C ∞ c (R n ), we have
Proof. This follows from the estimate
Lemma 5.9. Assume we are given a function f = m∈Z n f m (x)e √ −1 m,θ ∈ C ∞ (R n × T n ). For each N ∈ N, there exists a constant C N > 0, which only depends on f and Q, such that, for all k ∈ N, p ∈ Z n and x 0 ∈ Z n k , we have
By Lemma 5.4, we have
By Lemma 5.8, we have
Since we have |1 − e −y | ≤ y for any y ≥ 0, we see
for some constant C N independent of k, x, p, since the Fourier coefficients are rapidly decreasing. So we get the result. Now we prove Theorem 5.7. Using the isomorphism (5.6), we regard T k (f ) as an operator on H k . Using Lemma 3.2 and Lemma 5.9, we have
so we get the result.
On Abelian varieties.
In this subsection we show the relation between Berezin-Toeplitz deformation quantization and our deformation quantization in the case of Abelian varieties. For works relating geometric quantization on Abelian varieties by different polarizations, see for example [2] .
Let X = (R/Z) n × T n be the 2n-dimensional torus which is obtained by the Z n -action on R n × T n considered in the subsection 5.1, where m ∈ Z n acts by the symplectomorphism (x, θ) → (x + m, θ), and consider the induced symplectic structure ω = t dx ∧ dθ on X. We get the induced Lagrangian fibration µ : X → R n /Z n . The Z n -action lifts to an action on the prequantizing line bundle (C, Fix an element Ω ∈ H n . From a translation invariant complex structure R n × T n given by Ω as in subsection 5.1, we get the induced translation invariant ω-compatible complex structure on X, also denoted by J Ω . An orthonormal basis {Θ k Ω,b } b∈B k of H 0 (X J Ω ; L k ) is given by the following formula for its lift Θ k
is the basis of L 2 H 0 ((R n × T n ) J Ω ; L k ) given in (5.3) . It is easy to see that this basis coincides with the classical Theta basis (see [2, Section 2.3] ).
On the other hand, the orthonormal basis {ψ k b } b∈ Z n k for the quantum Hilbert space by the real polarization on R n × T n as in (2.12) induces the orthonormal basis for the quantum Hilbert space H k by the real polarization µ on X, since {ψ k b } b satisfies the equivariance property with respect to the Z n -action (5.10). We denote the induced orthonormal basis on H k by {ϑ k b } b∈B k . Using these basis, we get the canonical isomorphism of quantum Hilbert spaces,
12)
Corresponding to Ω = P + √ −1Q, we consider the horizontal distribution H P ⊂ T X induced from (5.5) .
We have the following relation between Berezin-Toeplitz deformation quantization and our deformation quantization for this case. Here we use the isomorphism of Hilbert spaces (5.12).
Proof. Let us fix a function f ∈ C ∞ c (X). We denote the lift of f to
the Berezin-Toeplitz deformation quantization on R n × T n . First we easily observe that, we can define a bounded operator 
Note that if we denote the Foourier expansion f (x, θ) = m f m (x)e √ −1 m,θ , we have
Combining this and Lemma 5.9, as well as the fact that the Fourier coefficients of f are rapidly decreasing, we easily get the result. The details are left to the reader.
6. Appendix 6.1. A proof of Proposition 3.17. In this subsection, we give a detailed proof of Proposition 3.17.
Proof of Proposition 3.17. For simplicity we only prove in the case where n = 1; for general n the proof is essentially the same. Since the maps φ k are adjoint-preserving, it is enough to show in the case when f ∈ C ∞ c (X; R). In this case, φ k (f ) is a self-adjoint operator for each k.
First we show that sup k→∞ φ k (f ) ≤ f C 0 . Assume the contrary, and take ǫ > 0 with ǫ < f C 0 so that It is easy to see that
So by our assumption (6.1), we have 
This is possible by (6.4) . Notice that φ k 0 (f ) is a self-adjoint operator on H k 0 , and by (6.2), there exists a finite interval [a, b] ⊂ R such that
Indeed, it is enough to take [a, b] so that supp(f ) ⊂ (a + m 2k 0 , b − m 2k 0 ). So the operator φ k 0 (f ) can be regarded as a linear operator on the finite dimensional Hilbert space H k 0 | [a,b] . In particular, by (6.6), we can take an eigenvalue λ ∈ R of φ k 0 (f ) with
We take a normalized eigenvector v ∈ H k 0 for λ, 
Proof. The proof is given by an easy pigeonhole principle argument. For each l ∈ Z, we consider the intervals
Since v = 1, we have
So there must exist an integer l ∈ Z with
So we can set I := I l for such l and get the result.
Fix an interval I, J ⊂ R satisfying the conditions in Lemma 6.8. By (6.2) and the definition of φ k 0 , we have
so we get
From this and Lemma 6.8, we have
where we used (6.7) and (6.6) for the last inequality. The last expression is estimated as
since we have assumed that ǫ < f C 0 . So we have
Let us denote by x 0 ∈ I the middle point of the interval I. We define F ∈ C ∞ (T ) by
We consider the operator Φ k 0 (F ) ∈ H k 0 defined in Lemma 3.18. Lemma 6.10. We have
Proof. Recall the definition of Φ k 0 (F ) in Lemma 3.18, the construction off in (6.2) and the estimate (6.5). Applying the estimate in Lemma 3.2,
Here we used the inequality |x − x 0 | ≤ |J|/2 = (α + M k 0 ) < α for x ∈ J. This follows from (6.6) and our assumption ǫ < f C 0 . By Lemma 3.18 and Lemma 6.10, we have
By (6.3), we get
This contradicts with the estimate (6.9), so we get
We take M ′ ∈ N,f ∈ C ∞ c (X) and α ′ > 0 exactly in the same way, this time ǫ replaced by δ, as in the first half of this proof. Namely, we take M ′ > 0 so that
We definef byf
Take α ′ > 0 so that for all m ∈ Z with |m| ≤ M ′ , we have,
This is possible by (6.14).
Since we have assumed that δ < f C 0 , by (6.16), we have k ′−1 < α ′ . So by (6.15), we can take (y 0 , θ 0 ) ∈ B k ′ × T such that
Let us define the intervals I ′ , J ′ ⊂ R by
Let us define a functionF ∈ C ∞ (T ) bŷ F (θ) :=f (y 0 , θ).
We consider the operator Φ k ′ (F ) ∈ H k defined in Lemma 3.18. Similarly as Lemma 6.10, we have
We Here the third equality used the fact that, by (6.12), we havef p−m = 0 for |p| ≤ k ′ α ′ /2 − M ′ and |m| ≤ k ′ α/2. So we get
Since P J ′ v ′ = v ′ , we see that
where the third inequality used (6.17) and (6.13), the fourth inequality used (6.16), and the last inequality used 0 < δ < f C 0 . From this and (6.18), we get
This contradicts with (6.16), so we get
Combining (6.11) and (6.19), we get the desired result.
6.2.
A proof of Theorem 3.33. In this subsection, we give a proof of Theorem 3.33. We work in the settings in subsection 3.2, and use notations there.
Proof of Theorem 3.33. As a preperation, we give a sufficient condition for a family of operators on {H k } k to be uniformly bounded. For a linear operator F on H k and a subset V ⊂ B, we write 
Here we regard U i as a subset in R n by the action coordinate, and the norm is the Euclidean norm with respect to the action coordinate on U i . Furthermore, we assume that,
(1) For each i ∈ I, there exists a constant C i > 0 such that, for all k ∈ N, x ∈ V i and p ∈ Z n with |p| ≤ kM , we have
(2) There exists a constant C ′ > 0 such that, for all k ∈ N and pairs (b, c) ∈ B k × B k which cannot be expressed as (b, c) = (x + p/k, x) with |p| ≤ kM in the action coordinate on U i with c ∈ V i , we have
Then we have
Proof. First we note that, since B ′ is compact, there exists a positive constant a < +∞ such that for all k ∈ N,
First we estimate the first term in (6.22). We have
For each p ∈ Z n with |p| ≤ kM , we have (see Lemma 3.2)
by the condition (1) in the statement. So we have
for some C ′′ < ∞ which does not depend on k nor i ∈ I. Moreover we have, for each x ∈ V i , using the condition (2) in the statement,
. Combining these, for each i, we have
Next we estimate the second term in (6.22 ). Since all the pair (b, c) with c ∈ V i and b / ∈ U i satisfies the assumption for the condition (2) in the statement of the Lemma, we get
Combining these, we get
The last inequality used (6.21). Since we have #I < ∞, we get the result.
Let us fix f, g ∈ C ∞ c (X) and let A k err be the operator on H k defined by
It is enough to show that the family of operators {A k err } k satisfies the conditions in Lemma 6.20.
Since f, g are compactly supported and the covering U is locally finite and consists of relatively compact subsets, it is easy to see that there exists a compact subset B ′ ⊂ B such that for all k ∈ N, we have supp(A k err ), supp(φ k (f )), supp(φ k (g)) ⊂ B ′ . We fix such B ′ . Then we fix a finite subset {U i } i∈I ⊂ U , a partition a partition B ′ = ⊔ i∈I V i and a positive constant M > 0 satisfying the conditions (A) and (B) in Lemma 6.20 (such datum always exist). 
Here B i , B j denotes the Euclidean ball with respect to the action coordinates on U i , U j , respectively. This can be seen as follows. Denoting the transition function of the coordinates on U j and U i by
it is enough to set
From now on we fix such D 0 .
Since f, g are smooth and compactly supported, for each N ∈ N, we have a positive constant C N > 0 with the following conditions. For all i ∈ I, if we express the Fourier coefficients of f on U i with respect to the action-angle coordinates by f m (x), m ∈ Z n , and similarly for other functions, we have
Here we denote by H(·) the Hessian of a function, and we abuse the notations to write · U i the C 0 (U i )-norms with respect to the flat metrics induced by the Euclidean metric of the action coordinate on U i . First we check the condition (2) in Lemma 6.20. Let us take (b, c) ∈ B k × B k which satisfies the assumption in the condition (2). By Remark 6.24, we have b / ∈ B i (c, D 0 M ) for all i ∈ I with c ∈ U i . By Lemma 3.25 and (6.25), we have holds. In the case (a), we have P d φ k (g)P c ≤ C N (1+kD 0 M/2) N by Lemma 3.25 and (6.25), and we also have P b φ k (f )P d ≤ C 1 . In the case (b), we have P b φ k (f )P d ≤ C N (1+kD 0 M/2) N and P d φ k (g)P c ≤ C 1 similarly. Thus in both cases we get
So we have
Since B ′ is compact, #(B k ∩ B ′ ) = O(k n ) as k → ∞, the right hand side above is O(k −N +n ).
Combining (6.27) and (6.28), we see that P b A k err P c is of O(k −N ) for any N ∈ N (with coefficients independent of b or c), so in particular we have a constantC > 0 which is independent of k, such that P b A k err P c ≤C k 2n , (6.29) for all (b, c) ∈ B k × B k satisfying the assumption in (2) of Lemma 6.20.
Next, we check the condition (1) in Lemma 6.20. Only in this proof, we use the following notation. Define the set W i for i ∈ I by
The pairs (b, c) ∈ B k × B k satisfying the condition (1) in Lemma 6.20 are precisely those which can be expressed as (x+ p k , x) for an element (x, p, k) ∈ W i for some i ∈ I. Until the end of this proof, we only consider elements (x, p, k) belonging to W i for some i ∈ I.
Let us fix i ∈ I. As in Lemma 3.25, using the action-angle coordinate on X U i and the trivialization of (L, ∇)| X U i , we take the orthonormal basis of H k | U i , and express operators on H k by the matrix coefficients with respect to that basis. For any (x, p, k) ∈ W i , we have Here C(x, p, k) is a real number such that |C(x, p, k)| ≤ ∇A U i by Lemma 3.25. First we observe that, for any N ∈ N, there exists a constant C ′ N > 0 such that, for all (x, p, k) ∈ W i ,
i.e., we may replace the sum over m ∈ Z n with those with |m| ≤ kM . Indeed, the above difference is bounded by m∈Z n ,|m|>kM f p−m U i · g m U i ≤ m∈Z n ,|m|>kM
by (6.25), and this is O(k −N +n ).
Put 1 +C x,p,k |p| 3 k 2 = exp( √ −1C(x, p, k) |p| 3 k 2 ). We have |C x,p,k | ≤ ∇A U i . We have, for all (x, p, k) ∈ W i ,
Moreover, we have, using the inequality (1 + |p − m|)(1 + |m|) ≥ 1 + |p|, for any N ∈ N, p ∈ Z n and k ∈ N, we have m∈Z n ,|m|≤kM
where D ′ N > 0 is a positive constant independent of k, p. Thus we get, for any N ∈ N and (x, p, k) ∈ W i ,
where the last inequality uses the fact that |p| + 1 ≤ kM + 1 ≤ k(M + 1). We apply the same argument for {f, g} and get that, there exists a constant D ′′ N such that for all (x, p, k) ∈ W i , we have We have, for (x, p, k) ∈ W i ,
When a point d ∈ B k satisfies d / ∈ B i (x, M ), we have
for any N , similarly as before. Since we have supp(φ k (g)) ⊂ B ′ for the compact subset B ′ ⊂ B and we have #(B ′ ∩ B k ) = O(k n ), we see that for each N , there exists a constant C ′′ N such that, for any (x, p, k) ∈ W i , we have
Moreover we have, by Lemma 3.25, for any (x, p, k) ∈ W i and m ∈ Z n with |m| ≤ kM ,
By the same argument as (6.30), we have (6.33) Moreover we have, by (6.26),
We estimate C N (1 + |p − m|) N |m| 2 8k 2 · g m ≤ C N C N +n+3 8k 2 (1 + |p − m|) N (1 + |m|) N +n+1 , C N +n+1 (1 + |m|) N +n+1 |p − m| 2 8k 2 · f p−m ≤ C N +2 C N +n+1 8k 2 (1 + |p − m|) N (1 + |m|) N +n+1 , m 2k
, ∇f p−m · p − m 2k , ∇g m ≤ C N +1 C N +n+2 4k 2 (1 + |p − m|) N (1 + |m|) N +n+1 .
So by a similar estimate as in (6.30), we see that, for each N there exists a constant D ′′′′ N such that, for any (x, p, k) ∈ W i we have Combining (6.31), (6.32), (6.33) and (6.34), there exists a constantD i such that, for any (x, p, k) ∈ W i we have P x+p/k A k err P x ≤D i (1 + |p|) n+1 . (6.35) By (6.29) and (6.35), we see that the family of operators {A k err } k satisfies the conditions of Lemma 6.20, so we get the result.
