Abstract. In this paper we derive and analyze a discontinuous stabilizing feedback for a Lie algebraic generalization of a class of kinematic nonholonomic systems introduced by Brockett. The algorithm involves discrete switching between isospectral and norm-decreasing ows. We include a rigorous analysis of the convergence.
1. Introduction. In this paper we present a stabilization algorithm for a Lie algebraic generalization of a class of nonholonomic systems originally introduced by Brockett 1981] . These are the systems of the general form _ x = B(x)u in which the dimension of the control vector u is smaller than that of the state vector x, but the system is nonetheless controllable. Such systems are sometimes referred to as kinematic nonholonomic systems (as opposed to dynamic nonholonomic systems which arise from a Lagrangian { see e.g. Bloch and Crouch 1995] or Bloch, Krishnaprasad, Marsden and Murray 1996] ). Following standard usage, we will simply refer to kinematic nonholonomic systems as nonholonomic.
A prototypical system in the class we study here is the Heisenberg system or nonholonomic integrator (Brockett 1981 (1.5) where x; u are column vectors in R n and Y 2 so(n), n 2. Here so(n) is the Lie algebra of n n skew symmetric matrices: Y T = ?Y .
The importance of the so(n) system (1.4)-(1.5) is that it is a canonical form for a class of controllable systems of the form _ x = B(x)u, u 2 R n , x 2 R n(n+1)=2 . The class in question is the controllable systems of this type where the rst derived algebra of control vector elds spans the tangent space TR n(n+1)=2 at any point. (Recall that if E 0 is the subbundle of the tangent bundle spanned by the control elds, then the rst derived algebra is given by E 1 = E 0 + E 0 ; E 0 ].) Brockett showed that such a system can be transformed to the form (1.4)-(1.5) up to a suitable order in the neighborhood of a given point such as the origin (Brockett 1981] This suggests the following matrix system occurring in the Lie algebra sl(n; R) of n n matrices with trace 0: where X; U 2 sym 0 (n; R) and Y 2 so(n). Here sym 0 (n; R) is the space of n n real symmetric matrices with trace zero. Note that sl(n; R) = sym 0 (n; R) so(n), a direct sum.
The system we study in this paper generalizes both the so(n) system (1.4)-(1.5) and the sl(n; R) system (1.6)-(1.7). Let g be a Lie algebra. Assume g has a direct sum decomposition g = m h such that h is a Lie subalgebra, h; m] m, and m; m] = h.
The exact hypotheses will be given in x3; for now, we note that every simple Lie algebra with a Cartan decomposition is of this type. We will consider the following system in g: Clearly the sl(n; R) system (1.6)-(1.7) has the form (1.8)-(1.9). In addition, the so(n) system (1.4)-(1.5) can also be written in this form as we now show. Let h = so (n) and let m = R n . For x; u 2 m, de ne u; x] xu T ?ux T It is easy to check that the desired commutation relations hold, and, with these particular identi cations, that the adjoint action of h on m agrees with the standard action of so(n) on R n . (Incidentally, that the Heisenberg system (1.1)-(1.3) can be viewed as either an sl(2; R) system or an so(3) system is just a consequence of the fact that sl(2; R) and so(3) are isomorphic Lie algebras.)
We have already noted that the so(n) system (1.4)-(1.5) is a canonical form for those controllable nonholonomic systems for which the rst derived algebra E 1 = E 0 + E 0 ; E 0 ] of the control subbundle E 0 spans the tangent space at each point, and for which the dimensions of E 0 and E 1 are arithmetically related in a particular way (see Brockett 1981] ). As partial motivation for considering the more general Lie algebra system (1.8)-(1.9), we expect that this system will turn out to be a canonical form for a wider class of controllable nonholonomic systems satisfying conditions which suitably generalize those characterizing the so(n) system, including certain symmetry conditions. In particular, we suspect that (1.8)-(1.9) is a canonical form for nonholonomic systems occurring in certain homogeneous spaces, such as symmetric spaces.
The problem we consider herein is that of nding a stabilizing control for the general system (1.8)-(1.9). Since the dimension of m, which is where the control u takes its values, is less than the dimension of the state space g, the system fails Brockett's necessary condition for the existence of a continuous feedback law (Brockett 1983] In this paper we present a new discontinuous feedback law and an algorithm for its implementation. We also give a rigorous analysis of the convergence of the algorithm. This completely solves the stabilization problem for (1.8)-(1.9), which is more general than the systems considered by others. We stress, however, that our results are new even for the well-known so(n) system (1.4)-(1.5). Our present results are related to our earlier work on the Heisenberg system (1.1)-(1.3) (Bloch and Drakunov 1994] , 1995], 1996]), the so(n) system (1.4)-(1.5) (Bloch and Drakunov 1998 ]), and the general system (1.8)-(1.9) (Bloch, Drakunov and Kinyon 1997]). However, this paper is not so much an extension of our earlier work as it is a completely new approach to the stabilization problem. In addition we provide insights into the natural geometric structure of the problem.
Stabilizing (1.8)-(1.9), even locally, is a nontrivial task, since, as can be easily seen, linearization in the vicinity of the origin 0 2 g gives the noncontrollable system
The main di culty with (1.8)-(1.9) is the fact that stabilization of x leads to the right hand side of (1.9) being 0. Therefore Y cannot be directly steered to zero when x = 0. This simple observation implies that to stabilize the system one needs to make Y converge \faster" than x. We conclude this introduction with an outline of the sequel. In x2, we consider the Heisenberg system (1.1)-(1.3). We introduce our control law for this special case, and we show that it stabilizes the system. As might be expected, the feedback is a prototype for the more general ones to follow.
In x3 we introduce the general Lie algebraic setting. We give the speci c hypotheses on the Lie algebra g, and we show that in a certain sense, these hypotheses cannot be weakened in order to have a stabilization problem that can be solved. We prove certain useful operator identities in g, and we also verify two crucial inequalities which play a role in the proof of the convergence of the stabilization algorithm. The proof of one of the inequalities, (3.12), is rather delicate and relies on the structure of the Lie algebra g in an essential way. This turns out to be somewhat obscured in the setting of speci c Lie algebras, and provides another justi cation for considering the general system (1.8)-(1.9) instead of just, say, the so(n) system.
In x4 we present our discontinuous controls, and we analyze the various cases between which we will be switching in our algorithm. As mentioned above, we show that in each of the main cases, one variable decreases in norm while the other evolves isospectrally. We also verify an equation, (4.22), which, in so(n), is the key to the previously mentioned partial isospectrality of Y in the case when it is the normdecreasing variable.
In x5 we present the stabilization algorithm, and we give a rigorous proof of its convergence. Again, the estimates are rather delicate, and are most easily seen in the general setting, not in the setting of speci c Lie algebras. It is here, as well as in x3, where it will be shown that the generalization to the Lie algebraic setting is not as straightforward as it seems.
Finally, in x6, we apply our results to the so(n) system. We show that stabilization will be achieved in, at most, b n 2 c iterations of our algorithm. We show some numerics in so(3) to illustrate our results.
2. Stabilization of the Heisenberg System. To illustrate part of our full algorithm for stabilization of the system (1.8)-(1.9), we discuss it in the context of the Heisenberg system or nonholonomic integrator (1.1)-(1.3), which we repeat here for convenience:
The usefulness of stabilization for this system may be illustrated by an application to the kinematics of a knife edge in point contact with a plane surface or the motion of a rolling wheel { the simplest form of \mobile robot" (see for example Bloch 
There are a number of strategies for choosing and to stabilize the system. It is clear from (2.8) that if we initially choose = 0 and > 0, then for x or y not equal to zero, z will be driven asymptotically to 0, while (2.9) shows that V will remain xed. On the other hand for > 0 and = 0, V will be driven to 0. All stabilization strategies to be discussed later are generalizations of this simple observation. Note also from (2. Let us note here that because of the switchings, the above strategy assumes that the control input is a discontinuous function of the state variables. Thus the existence of the corresponding solution of the di erential equations (o of the z-axis only) should be understood in the sense of the Filippov de nition (see Filippov 1988] ). In such systems sliding mode behavior (motion along a discontinuity set) is possible which can be used to stabilize the system (see DeCarlo et al 1996] , and a generalization of the sliding mode concept in Drakunov and Utkin 1992] ). In Bloch and Drakunov ( 1994] , 1995], 1998]) several methods are given for achieving stability of (2.1)-(2.3) using sliding mode theory.
Similar considerations apply in the general case discussed here, although we will not discuss explicitly sliding mode behavior, only the discrete switching pattern needed to obtain stability.
3. The General Setting. We now consider the general situation. Let g be a real semisimple Lie algebra, and let B : g g ! R be the Killing form of g. Assume that g has a direct sum decomposition g = h m where h is a compactly imbedded subalgebra and the subspace m is the orthogonal complement of h relative to B. We will consider stabilization of the system (1.8)-(1.9) in g, which we repeat here for convenience: We should stress here that all simple Lie algebras satisfy our assumptions when g = h m is a Cartan decomposition. Thus the results we obtain in this paper for our general class of Lie algebras apply to many important cases. It is also worth noting that we would gain no generality by weakening our assumptions that g is semisimple and that h contains no ideal of g. For example, if we were to assume merely that g is e ective, that is, that h does not contain any elements of the center of g, then it would follow that g would have an additional ideal g 0 = h 0 + m 0 of Euclidean type (Helgason 1978] ). But in such an ideal, u 0 ; x 0 ] = 0, which would imply that Y 0 is constant. Thus stabilization would not be possible. This would still be the case even if we were to keep the semisimplicity, but not the assumption that h contains no ideal of g.
In order to discuss the compact and noncompact cases simultaneously, let for all Y 2 h. This fact, which will be crucial for our discussion of the convergence of our algorithm, is probably part of Lie algebra folklore, but the authors are unaware of any reference. We conclude this section with a proof of this result. Since the discussion that follows is somewhat far a eld from our stabilization problem, the reader who is more interested in the control-theoretic aspects might wish to skip ahead to x4. With (4.1) as our choice of u (and using (3.9)), the system (3. hY; Y i, decreasing along its ow. This, of course, is precisely what we want in the present context. We note also that in this system there is an interesting coupling between two equations involving brackets. This is reminiscent of Bloch and Crouch 1996] , although there the coupling is between two Lax equations and the overall ow is Hamiltonian.
5. The Stabilization Algorithm. We now describe our feedback strategy. As before, denotes the largest eigenvalue of the operator N(Y ), x denotes the projection of x onto the -eigenspace of N(Y ), and Y # denotes the projection of Y onto the nullspace of M(x). Let > 0 be a prescribed error tolerance. In an informal pseudocode, our algorithm can be described as follows. Step 2 is implemented if x converges to 0 in Step 1. One instance where this could happen is if the initial value of x is 0, in which case the rst implementation of Step 1 is trivial. More generally, the case where the projection of x onto the -eigenspace of N(Y ) is 0 seems to be the natural higher dimensional analog of the situation in the Heisenberg system (2.1)-(2.3) where the initial value starts on the z-axis. As in Steps 1 and 3, Step 2 can also be implemented in nite time.
The -eigenspace of N(Y ) will, in general, have dimension greater than 1 (since the nonzero eigenvalues of the B-skew-symmetric operator ad Y come in complex conjugate pairs). Thus there is no unique choice of eigenvector z in Step 2. Any lexicographic ordering of the eigenvectors relative to a coordinate basis will su ce as a selection scheme. The rationale behind the particular normalization of z will be explained below. (Choices of this type occur naturally in stabilizing nonholonomic systems; see Sontag 1998 ] for comments on this and related robustness issues.)
We will now show that our algorithm successfully stabilizes the system (3.1)- (3.2) by showing that each of kxk and kY k can be brought to within the prescribed error tolerance. Note that as soon as the test condition of the while loop fails, that is, as soon as kY k < , then the system will be stabilized whether Step 5 needs to be executed or not. Thus we may assume that the initial value of Y satis es kY k so that the while loop will be executed at least once. If Y ever converges to 0 in Step 3 because Y # = 0, then the test condition of the while loop will eventually fail. As noted, this is enough to guarantee that the system is stabilizable.
Assume that for every iteration of Step 3, we have Y # 6 = 0. We will show that after nitely many iterations of the while loop, the test condition will fail. In other words, the projection of Y onto the nullspace of M(x) is eventually arbitrarily small in norm. In fact, we will show a stronger result, for when this situation occurs, then it turns out that kxk is simultaneously brought to within the error tolerance. Thus as soon as the while loop's test condition fails, the test condition of the if-then statement (
Step 5) will also fail, and the system will already be stabilized. Assume rst that
Step 3 is about to be executed. Since
Step 1 it follows from (5.14)-(5.15) that the sequences fa j g and fb j g each converge to 0. In particular, it is immediate that each of kxk and kY k can be brought to within the prescribed error tolerance > 0 in nitely many iterations of the while loop.
In summary, we have proven the following result.
Theorem. The algorithm globally stabilizes the system (3.1)-(3.2).
We remark while we have used the error tolerance above to indicate how the stabilization algorithm works in practise, the formal proof of stability follows from letting limit to zero. 6 . Example: so(n). We consider the so(n) systems (1.4)-(1.5). Let g = so(n + 1), the Lie algebra of (n + 1) (n + 1) skew-symmetric matrices. As in x1, we identify the Lie subalgebra These considerations also tell us how many times we can expect the stabilization algorithm to iterate. Indeed, since Y T Y can have at most b n 2 c distinct positive eigenvalues, stabilization will be achieved in at most b n 2 c iterations.
Specializing further, let us consider the case so (3) . Here Y T Y has only one nonzero eigenvalue, which has multiplicity 2. It follows that after one execution of
Step 3, Y will converge to 0. Thus the algorithm will stabilize the system with just one iteration of the while loop.
As a numerical example of this, consider the 6th order system _ x = u 
