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We study the Loschmidt echo and the dynamical free energy of the Anderson model after a quench
of the disorder strength. If the initial state is extended and the eigenstates of the post-quench
Hamiltonian are strongly localized, we argue that the Loschmidt echo exhibits zeros periodically
with the period 2π/D where D is the width of spectra. At these zeros, the dynamical free energy
diverges in a logarithmic way. We present numerical evidence of our argument in one- and three-
dimensional Anderson models. Our findings connect the dynamical quantum phase transitions to
the localization-delocalization phase transitions.
I. INTRODUCTION
Since Anderson’s seminal paper in 19581, Anderson lo-
calization has been extensively studied. In recent years,
great progress was made in simulating the nonequilib-
rium dynamics of closed quantum systems by using ul-
tracold atoms2. A question then arises as to what is the
influence of Anderson localization on the nonequilibrium
dynamics. An especially interesting protocol of driving a
system out of equilibrium is by a quantum quench, i.e. by
suddenly changing the Hamiltonian of the system. For
a homogeneous integrable system such as a noninteract-
ing Fermi gas, the local observable relaxes to a steady
value after a quench3,4. And this steady value can be
predicted by the generalized Gibbs ensemble (GGE)3.
But if the post-quench Hamiltonian has localized eigen-
states, the observable exhibits an everlasting oscillation
with its average deviating significantly from the predic-
tion of GGE5–9. This everlasting oscillation comes from
the pure-point spectrum associated to the localized eigen-
states7.
An important quantity characterizing the nonequilib-
rium dynamics is the Loschmidt echo
L(t) = 〈Ψ(0)| e−iHˆt |Ψ(0)〉 , (1)
where |Ψ(0)〉 denotes the pre-quench quantum state and
Hˆ the post-quench Hamiltonian. L(t) might become zero
at some critical times t∗, at which the dynamical free
energy in thermodynamic limit is nonanalytic. The dy-
namical free energy is usually defined as
f(t) = − lim
N→∞
1
N
ln |L(t)|2 , (2)
where N denotes the number of particles. The nonana-
lyticity of f(t) at t = t∗ is dubbed a dynamical quantum
phase transition (DQPT)10.
Ever since the original paper of Heyl et al.10, the
DQPTs have been theoretically addressed in various
models11–19 with the experimental observations also real-
ized recently20,21. It was argued that the Loschmidt echo
exhibits zeros if the pre-quench and post-quench Hamil-
tonians have topologically-different ground states17, or
if the pre-quench state breaks some symmetry which
is recovered after the quench13. The relation between
the DQPTs and the topological phase transitions (or
the symmetry-breaking phase transitions) is then estab-
lished.
While most theoretical works on DQPTs focus on the
quantum systems with phase transitions caused by bro-
ken symmetries or accompanied by the close of energy
gap, DQPTs driven by disorders are rarely studied except
of a recent work on the one-dimensional Aubry-Andre´
model with quasi-periodic potentials22. In this paper we
make a further step towards connecting the DQPTs to
the localization-delocalization transitions. This is done
by proving that zeros of Loschmidt echo and nonanalyt-
icity of the dynamical free energy occur if an extended
initial state is quenched into a strongly-localized regime.
Besides a proof based on the properties of the wave func-
tions and the spectrum in a localized phase, we also pro-
vide numerical evidence in one- and three-dimensional
Anderson models. Different from the quasi-periodic sys-
tem with deterministic quasi-random potentials, we will
discuss the more general disordered systems with ran-
dom potentials of white-noise type and focus our study
on the quench dynamics from an initial extended state to
the strongly-disordered regime. We find that the critical
times in the case of white-noise potentials are t∗n =
2πn
D
with n an integer and D the spectrum width of Hˆ , which
are different from the critical times in the case of quasi-
periodic potentials - the zeros of the Bessel function22.
Our results will serve as a benchmark for understanding
the characteristics of the Loschmidt echo and the dy-
namical free energy after a more general quench with the
initial and the post-quench Hamiltonians at arbitrary dis-
order strength.
The contents of the paper are arranged as follows. In
Sec. II, we present a general argument about the zeros
of the Loschmidt echo and the nonanalyticity of the dy-
namical free energy. The numerical evidence is given in
Sec. III. Sec. IV is a short summary.
2II. DQPT IN THE STRONG-DISORDER LIMIT
The Hamiltonian of the Anderson model is in general
expressed as
Hˆ = −g
∑
〈i,j〉
(aˆ†i aˆj +H.c.) +
∑
i
uiaˆ
†
i aˆi, (3)
where 〈i, j〉 denotes a pair of neighbor sites and ui is the
on-site potential which is an independent random number
distributed uniformly in the interval [−W/2,W/2] with
W denoting the disorder strength. g is set to the unit
of energy throughout the paper. We focus on bosons in
this paper. aˆ†i and aˆi denote the bosonic creation and
annihilation operators, respectively.
Let us suppose that the system is initially prepared in
an extended state, e.g., in the ground state of the Hamil-
tonian (3) at W = 0. In the initial state, all the bosons
occupy the lowest energy level, the single-particle wave
function of which is denoted as |φ(0)〉. The system is
then driven out of equilibrium by suddenly changing the
Hamiltonian to Hˆ at finite W . Since we do not consider
the interaction between bosons, the many-body wave
function keeps a product state during the time evolution.
Furthermore, all the bosons have the same wave function
at arbitrary time, which is denoted as |φ(t)〉. We use
|αn〉 to denote the single-particle eigenstate of the post-
quench Hamiltonian with the corresponding eigenenergy
ǫn, where n = 1, 2, · · · , L and L is the total number of
sites. We then obtain
|φ(t)〉 =
L∑
n=1
〈αn|φ(0)〉 e−iǫnt |αn〉 . (4)
If the system contains N bosons, the Loschmidt echo of
the many-body wave function becomes
L(t) = 〈φ(0)|φ(t)〉N
=
(
L∑
n=1
|〈φ(0)|αn〉|2 e−iǫnt
)N
.
(5)
Now we discuss the case in which the system is
quenched into the strongly-disordered regime. In
this regime, all the single-particle eigenstates |αn〉 are
strongly-localized like a δ-function. Recall that the initial
single-particle state |φ(0)〉 is extended over the whole sys-
tem like a plane wave. Therefore, the overlap 〈φ(0)|αn〉
is approximately 1/
√
L. With this in mind, we find that
|〈φ(0)|αn〉|2 is 1/L which is independent of n. And the
Loschmidt echo becomes L(t) = l(t)N , where the single-
particle Loschmidt echo is
l(t) =
1
L
L∑
n=1
e−iǫnt. (6)
The sum of e−iǫnt is determined by the single-particle
levels ǫn, which depend on the configuration of disor-
der and are in fact random numbers. Let us study the
joint probability density P (ǫ1, ǫ2, · · · , ǫL) of these ran-
dom levels. In the Hamiltonian (3), the disordered po-
tential ui is a random number uniformly distributed in
the range from −W/2 toW/2. In the localized phase, the
probability density of the nearest-neighbor level spacing
is the Poisson distribution (∼ e−s) which results from
ǫ1, · · · , ǫL being independent and uniformly-distributed
random numbers23–25. Therefore, in the localized phase
we have
P (ǫ1, ǫ2, · · · , ǫL) = 1/DL, (7)
where D is the width of the single-particle spectra. In
the strong disorder limit (large W limit), the disordered
potentials govern the Hamiltonian (3), and ǫ1, · · · , ǫL are
then no more than the disordered potentials which are
of course independent and uniformly-distributed random
numbers according to the definition. In this limit the
width of spectra D is equal to W .
Equipped with the knowledge of P (ǫ1, ǫ2, · · · , ǫL), we
can now calculate the Loschmidt echo, which after aver-
aged over the level distribution becomes
l(t) =
∫ D/2
−D/2
dǫ1 · · · dǫLP (ǫ1, ǫ2, · · · , ǫL) 1
L
L∑
n=1
e−iǫnt
=
e−itD/2
(
eitD − 1)
iDt
.
(8)
It is clear that both the single-particle and many-body
Loschmidt echo vanish periodically at the critical times
t∗n = 2πn/D with n = 1, 2, · · · a positive integer. The
vanish of Loschmidt echo causes the nonanalyticity of
the dynamical free energy which according to Eq. (2)
evaluates
f(t) = − ln sin
2 (Dt/2)
(Dt/2)
2
. (9)
The dynamical free energy is divergent at the critical
times t∗n. Both the Loschmidt echo and the dynamical
free energy signal periodically-occurred DQPTs at t∗n =
2πn/D. And the dynamical free energy is not continuous
at these DQPTs.
III. DQPTS IN ONE- AND
THREE-DIMENSIONAL ANDERSON MODELS
We numerically study the Loschmidt echo and the dy-
namical free energy for the one- and three-dimensional
Anderson Hamiltonians. In our calculation we choose
the periodic boundary condition. At W = 0, the single-
particle eigenstates of the Anderson model are plane
waves. In one dimension, the eigenstates are all local-
ized in the presence of infinitesimal W . While in three
dimensions, the eigenstates are localized only if the disor-
der strength W is beyond a critical value Wc. The initial
3state is set to the ground state of Hˆ at W = 0. A fi-
nite W is switched on at t = 0 and the Loschmidt echo
and the dynamical free energy are then calculated. In
the calculation, we perform an average over different dis-
order configurations by sampling the disorder potentials
for many times until the results converge.
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FIG. 1. The absolute value of the Loschmidt echo as a
function of time. The panels (a) and (b) are for the one-
dimensional Anderson model at different W with fixed L =
1000 and at different L with fixed W = 1000, respectively.
The panels (c) and (d) are for the three-dimensional Ander-
son model at different W with fixed L = 1000 and at different
L with fixed W = 1000, respectively. The analytic result, i.e.
Eq. (8), is also plotted for comparison. In the vicinity of
Dt = 2π, 4π, we see that |l(t)| approaches zero with increas-
ing L or W .
Let us first see the single-particle Loschmidt echo
l(t) = 〈φ(0)|φ(t)〉. The single-particle eigenenergy at
W = 0 is ǫ = −2g cos k in one dimension or ǫ =
−2g (cos kx + cos ky + cos kz) in three dimensions, there-
after, the ground state |φ(0)〉 is a plane wave of zero wave
vector. The amplitude of |φ(0)〉 at arbitrary site is 1/√L.
Figs. 1(a) and (b) display the absolute value |l(t)| for the
one-dimensional Anderson model at different W and L.
The numerical results fit well with Eq. (8) if the disorder
strength is strong (W > 50). For fixed W , the fit be-
tween numerics and Eq. (8) becomes even better as the
system’s size increases. As L increases, the minimum of
l(t) goes towards zero. We then expect that in the limit
L → ∞ the Loschmidt echo does become zero at some
critical times. And the value of the critical times also fits
well with our prediction, i.e., t∗nD = 2πn.
Fig. 1(c) and (d) show the absolute value of the
Loschmidt echo for the three-dimensional Anderson
model at different W and L. In both one-dimensional
and three-dimensional cases, the Loschmidt echo always
fits Eq. (8) at large W , e.g. at W = 1000. By analyzing
the change of l(t) with increasing L, we also find in three
dimensions that in the limit L → ∞ the single-particle
Loschmidt echo becomes zero periodically at the critical
times t∗n = 2πn/D.
Next we discuss the dynamical free energy whose non-
analyticity unambiguously defines the DQPTs and the
critical times. The dynamical free energy is related to the
single-particle Loschmidt echo by f(t) = −
〈
ln
(
|l(t)|2
)〉
where 〈〉 denotes the average over different disorder con-
figurations.
Fig. 2 shows the dynamical free energy at different L
and W . Eq. (9) is plotted at the same time for compar-
ison, in which D is also averaged over different disorder
configurations. The numerical results fit well with Eq. (9)
at large W , e.g. at W = 1000 (see Fig. 2(a) and (c)). As
the disorder strength increases, the fit becomes even bet-
ter. It is clear that the dynamical free energy displays a
peak periodically at the critical times t∗nD = 2πn. We
also compare the dynamical free energy at different L.
As the system’s size increases, the peak of f(t) becomes
higher, and the shape of f(t) is closer to that of Eq. (9)
(see Fig. 2(b) and (d)).
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FIG. 2. The panels (a) and (b) plot the dynamical free energy
f(t) for the one-dimensional Anderson model at different W
with fixed L = 1000 and at different L with fixed W = 1000,
respectively. The panels (c) and (d) plot f(t) for the three-
dimensional Anderson model at different W with fixed L =
1000 and at different L with fixed W = 1000, respectively.
The similar nonanalytic behavior of f(t) has been ob-
served in many other models, such as the XXZ model13.
Here we would like to emphasize that the nonana-
lyticity of f(t) in the Anderson models is caused by
the localization-delocalization transition, different from
the DQPTs caused by broken symmetries in the XXZ
model13 or by the close of the energy gap in the topolog-
ical insulators17.
At small W (e.g., at W = 20 for one dimension or at
W = 50 for three dimensions), we clearly see the dif-
ference between numerics and Eq. (8) or Eq. (9) (see
Fig. 1(a),(c) and Fig. 2(a),(c)). This difference is caused
by the failure of the two assumptions in the above deriva-
tion of Eq. (8) and (9). First, the single-particle eigen-
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FIG. 3. The panels (a) and (b) plot the 618-th eigen wave
functions (count from the bottom of the spectrum) at different
W with fixed L = 1000 for the one-dimensional Anderson
model. The panel (c) plots L∆1/2 as a function of W for the
one- (red) and three-dimensional (blue) Anderson models.
states are not δ-like at smallW so that their overlap with
the initial wave function (|〈φ(0)|αn〉|2) deviates from 1/L
but depends on |αn〉. Fig. 3(a) and (b) plot the eigen
wave functions of the one-dimensional Anderson Hamil-
tonian at different W . At W = 1 and W = 5, the eigen
wave function deviates obviously from the δ-function,
even if it is approximately the δ-function at W = 100.
We quantify the deviation of |〈φ(0)|αn〉|2 from 1/L by
defining the overlap variance
∆ =
1
L2
L∑
n=1
(
|〈φ(0)|αn〉|2 − 1
L
)2
. (10)
∆ is zero if |〈φ(0)|αn〉|2 equals 1/L independent of |αn〉,
but ∆ is finite if |〈φ(0)|αn〉|2 deviates from 1/L. In
Fig. 3(c), we see ∆ = 1/L2 at W = 0 and decays to-
wards zero as W increases. In one dimension, the over-
lap variance already decays to 0.015 at W = 50. But the
decay of ∆ is much slower in three dimensions, and it is
at W = 180 when ∆ decays to 0.015. This explains why
the deviation of the numerics from the analytical results
at small W is much larger in three dimensions than that
in one dimension.
Second, P (ǫ1, ǫ2, · · · , ǫL) in Eq. (7) is not a constant
at small W . Since P (ǫ1, ǫ2, · · · , ǫL) is a multivariate
function which is difficult to plot, we alternatively plot
P (ǫ) =
∫
dǫ2 · · · dǫLP (ǫ, ǫ2, · · · , ǫL) in Fig. 4 which is no
more than the probability density of single-particle levels
(or the normalized density of states). If P (ǫ1, ǫ2, · · · , ǫL)
is a constant, P (ǫ) must also be a constant. We see that
P (ǫ) does be approximately a constant as W is as large
as 50, but apparently varies in the spectrum with two
peaks at the edge and a valley at the center for small
W (e.g. W = 2). This is not difficult to understand.
At small W , the hopping term in the Hamiltonian (3)
dominates. It is well known that the density of states
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FIG. 4. P (ǫ) at different disorder strength. We select dǫ =
0.02D and count the number of states in the interval [ǫ, ǫ+dǫ].
The dashed line represents the value of P (ǫ)dǫ as P (ǫ) = 1 is
a constant.
has two peaks at the edge of the spectrum for the hop-
ping Hamiltonian Hˆhop = −g
∑
〈i,j〉
(
aˆ†i aˆj +H.c.
)
. But
at largeW , the random potentials in the Hamiltonian (3)
dominate, leading to a constant density of states, as we
argued below Eq. (7).
IV. CONCLUSION AND OUTLOOK
In this paper, we study the Loschmidt echo and the dy-
namical free energy after a quench of white-noise poten-
tials. We find the periodically-occurred dynamical quan-
tum phase transitions with a period 2π/D where D is the
width of the spectrum. By using the properties of the
wave functions and the spectra in the strongly-localized
region, we argue that the dynamical free energy is diver-
gent at DQPTs. We present numerical results in one-
and three-dimensional Anderson models to support our
arguments.
Finally, we would like to mention that the measure-
ment of the absolute value of the Loschmidt echo |L(t)|
has been experimentally realized20,21. In a string of ions
simulating interacting transverse-field Ising models by us-
ing Ca+ ions, the non-equilibrium dynamics at DQPTs
induced by a quantum quench is detected directly by
measuring |L(t)| while projecting the many-body wave
function at arbitrary time onto a chosen initial state21.
With time-resolved state tomography, the topological
DQPTs of ultracold atoms in optical lattices is measured
by a full access to the evolution of the wave function20.
In view of the experimental realization of the Anderson
model in the optical lattice26,27, we then expect that a
new type of the nonanalyticity of the dynamical free en-
ergy caused by the localization-delocalization transition
predicted in this paper can be observed in cold atoms.
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