This article concerns the oscillation of solutions to first-order linear nabla difference (backwards difference) equations with several delay arguments and oscillatory coefficients. We present oscillation criteria through iterated estimates involving all delay arguments. We give examples that illustrate the interaction among the delay arguments, and present numerical examples using Matlab software. It should be noted that these results parallel those obtained for differential equations by Wu and Dix in [14] .
Introduction
Let N a = {a, a + 1, a + 2, . . .} and N b a = {a, a + 1, a + 2, . . . , b}, where a, b ∈ R and b − a is a positive integer. For a function f : N a → R, we define the nabla operator by ∇f (t) := f (t) − f (t − 1) for t ∈ N a+1 . In some publications this operator is called the backward difference operator, while the forward difference operator is denoted by ∆f (t) := f (t + 1) − f (t).
In this article, we are concerned with the oscillation properties of solutions to the first-order linear nabla difference equations with several delay arguments
where p i : N 0 → R, τ i : N 0 → Z are non-decreasing and satisfy τ i (t) ≤ t − 1 and lim t→∞ τ i (t) = ∞ for i ∈ N n 1 . The following notation will be used in this paper. The raising operator is defined as t r := t(t + 1)(t + 2) · · · (t + r − 1), r ∈ N 1 , t ∈ R.
From this definition and the nabla operator, we obtain the power rule We now state the fundamental theorem for the nabla calculus. Assume f : N b a+1 → R and F : N b a → R is any nabla antidifference of f on N b a , that is ∇F (t) = f (t) for t ∈ N b a+1 . Then To define the nabla exponential function we consider the set of regressive functions
Then the nabla exponential function corresponding to p ∈ R, based at s ∈ N a , is the unique solution E p (t, s) of the initial value problem ∇x(t) = p(t)x(t), x(s) = 1.
For the nabla exponential function, we have the following theorem.
Oscillation of Nabla Difference Equations 181 Theorem 1.1 (See [7, Theorem 3.6] ). Assume p ∈ R and s ∈ N a . Then
For any function h, it is understood that t j=t+1 h(j) = 1.
For more background information on the nabla operator, we refer the reader to the monograph [7] by Goodrich and Peterson. Let
By a solution of the nabla difference equation (1.1), we mean a sequence of real numbers x(t) for t ≥ τ (0) which satisfy (1.1) for all t ≥ 0. It is easy to see that (1.1) has a unique solution for any initial value conditions
Otherwise, the solution is called non-oscillatory. This equation is called oscillatory if all its nontrivial solutions are oscillatory.
In the previous few decades, the oscillatory behavior of solutions to differential/delta difference equations has been extensively studied. See, for example, [1] [2] [3] [4] [5] [6] [8] [9] [10] [11] [12] [13] [14] and the references cited therein. However, none of these papers pays attention to the nabla difference equations. In the previous works about differential/delta difference equations, the authors consider conditions only related to largest delay argument or the smallest delay argument, as defined in (1.5); see, for example, [3] [4] [5] . However, existing research results show that the oscillatory behavior of the solutions of differential equations is related to all delay arguments, see [14] . Motivated by the above discussions, our objective is to establish oscillation criteria based on all the delay arguments of the nabla difference equation (1.1), as we did for differential equations in [14] . In our opinion, small changes in each delay will affect the oscillation of solutions to (1.1).
Main Results
Throughout this work, as usual, we assume that empty sums equal 0. In addition, we use the conventions that [t 1 , t 2 ] = [t 1 , t 2 ] R ∩ N 0 and
From (1.3), we are free to use the integral and summation symbols. According to the ideas in [13, 14] , we define the discrete nabla multiple integral functions
p nm (s m ) ∇s m · · · ∇s 2 ∇s 1 ,
× E P (τ nm (· · · (τ n 1 (t))), τ nm (s m )) ∇s m · · · ∇s 2 ∇s 1 ,
where i, n 1 , n 2 , . . . , n m ∈ N n 1 and m ∈ N 1 . Using (2.1) and (2.2), we then define the n × n matrix A 1 (t) with the entries
and the n dimensional vector F 1 = (F 1;1 , F 1;2 , . . . , F 1;n ) T as the solution of the system of linear equations (I − A 1 ) F 1 = 1 = (1, 1, . . . , 1) T , when it exists. Using (2.1) and (2.2), we define the n × n matrix A 2 (t) with entries
where i, n 1 ∈ N n 1 , and the n dimensional vector F 2 = (F 2;1 , F 2;2 , . . . , F 2;n ) T as the solution of the system of linear equations (I − A 2 ) F 2 = 1, when it exists. Recursively for m ∈ N 3 , we define the n × n matrices A m (t) with the entries
F m−k;n 1+k (τ n k · · · (τ n 1 (t))),
As before, we can define the vector
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as the solution to the system of linear equation
and it will be used for finding a lower bound of x(τ i (t))/x(t) for positive solutions x(t).
To prove our main results, we present several lemmas. Lemma 2.1 can be found in [14] .
which implies that
Therefore, for s < t, we have
that is,
Integrating (1.1) from τ i (t) to t, by (1.4), we obtain
Since s 1 ≤ t and τ n 1 is non-decreasing, we estimate x(τ n 1 (s 1 )) by integrating (1.1) from τ n 1 (s 1 ) to τ n 1 (t); so that by (1.4), we obtain
From (2.10) and (2.11), it is easy to see that
(2.12)
From (2.12) and (2.13), we immediately obtain
, from (2.9), for s 1 as in (2.10), we have
(2.15) From (2.1), (2.10) and (2.15), it follows that
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where i ∈ N n 1 . Dividing both sides of the above inequality by
, from (2.9) and (2.16), we have
x(τ n 2 (s 2 )) ≥ x(τ n 2 (τ n 1 (t)))E P (τ n 2 (τ n 1 (t)), τ n 2 (s 2 )) ≥ F 1;n 2 (τ n 1 (t))x(τ n 1 (t)E P (τ n 2 (τ n 1 (t)), τ n 2 (s 2 )).
From (2.1), (2.2) and(2.12), it follows that
From the above inequality, we define the matrix A 2 (t) with entries
, from (2.9), (2.16) and (2.17), we have
x(τ n 3 (s 3 )) ≥ x(τ n 3 (τ n 2 (τ n 1 (t))))E P (τ n 3 (τ n 2 (τ n 1 (t))), τ n 3 (s 3 )) ≥ F 1;n 3 (τ n 2 (τ n 1 (t)))F 2;n 2 (τ n 1 (t))x(τ n 1 (t))E P (τ n 3 (τ n 2 (τ n 1 (t))), τ n 3 (s 3 )).
From (2.1), (2.2) and (2.14) , it follows that
Let A 3 (t) be the matrix with entries
Ψ τ i ,pn 1 ,pn 2 ,pn 3 (t)F 1;n 3 (τ n 2 (τ n 1 (t)))F 2;n 2 (τ n 1 (t)),
where i, n 1 ∈ N n 1 . Using Lemma 2.1 with B = I − A 3 , we have
Following the same procedure m times, it is easy to obtain the statement of Lemma 2.2. This completes the proof. Theorem 2.3. Assume that there exists a positive integer m, such that τ m+2 (t 0 ) ≥ 0, and p i (t) ≥ 0 for t ∈ [τ m+1 (t 0 ), t 0 ]. If there exists i ∈ N n 1 such that F 1;i (t 0 ) > 0, F 2;i (t 0 ) > 0,. . . , F m−1;i (t 0 ) > 0, and F m;i (t 0 ) is not defined or is negative, where F m;i (t) is defined by (2.6). Then for any t ≥ t 0 , every solution of equation (1.1) has at least one zero on [τ m+2 (t 0 ), t 0 ].
Proof.
Suppose that x(t) is a solution of equation (1.1). Without loss of generality, we may assume that x(t) > 0 for t ∈ [τ m+2 (t 0 ), t 0 ]. We shall only consider this case, since the substitution z(t) = −x(t) transforms (1.1) into an equation of the same form. From Lemma 2.2 with t 0 = t * 0 , we obtain F m,i (t 0 ) > 0 for i ∈ N n 1 , which is a contradiction to our hypothesis. This completes the proof of Theorem 2.3.
By repeatedly Using Lemma 2.2 to some increasing sequences {t k } ∞ k=1 approaching ∞, one can prove that the following theorem in a manner similar to that of Theorem 2.3. The details of the proof are therefore are omitted. 
is not defined or is negative. Then equation (1.1) is oscillatory.
Examples
In this section, we present some numerical examples that illustrate the main results of this paper. We first consider the first-order linear nabla difference equation with two constant delays,
where p 1 , p 2 , τ 1 , τ 2 are positive constants.
Lemma 3.1. If p i (t) ≡ p i > 0 and τ i (t) ≡ t−τ i satisfying τ i > 0, then for i, n 1 , . . . , n m in N n 1 and m ∈ N 1 ,
Proof. Since p i (t) ≡ p i > 0 and τ i (t) ≡ t − τ i satisfying τ i > 0, from the definition of the nabla operator and the fundamental theorem for the nabla calculus, it is easy to see that 
In a manner similar to the above process, for i, n 1 , · · · , n m ∈ N n 1 and m ∈ N 1 we obtain
which completes the proof.
Lemma 3.2. If p i (t) ≡ p i > 0 and τ i (t) ≡ t−τ i satisfying τ i > 0, then for i, n 1 , . . . , n m in N n 1 and m ∈ N 1
where P = n k=1 p k , Φ τ i ,pn 1 ,pn 2 ,...,pn m is given by Lemma 3.1 and
Proof. Since p i (t) ≡ p i > 0 and τ i (t) ≡ t − τ i satisfying τ i > 0, from the definitions of the nabla operator and the nabla exponential function, it is easy to see that
From the fundamental theorem for the nabla calculus, it follows that
In general, we obtain that
where i, n 1 , · · · , n m ∈ N n 1 , m ∈ N 1 . The proof is complete. Using (2.1), (2.2), Lemmas 3.1 and 3.2, we have
and Ψ τ i ,pn 1 ,pn 2 ,...,pn m = 0, m > τ i ,
where i, n 1 , · · · , n m ∈ N 2 1 , m ∈ N 1 , k is the number of occurrences of p 1 , and
From (3.2) and (3.3), we define the matrix A 1 with entries
where The matrix A 2 has entries
where i, n 1 , n 2 = 1, 2. From (2.5), for m ≥ 3, the matrix A m has entries
where i, n 1 , n 2 , . . . , n m = 1, 2. By Lemma 2.2, it follows that We note that F m;1 and F m;2 may not be defined or be negative. Some detailed data can be found in Table 3 .1 in the Appendix. From Theorem 2.4, one can obtain the following corollary. Here, we give some data results for some simple cases. we only consider equation (3.1) with τ 1 = 2 and τ 2 = 3. For completeness, we give the algorithm on Matlab software used for making Table  3 .1. It is available at https://octave-online.net . For three or more delay arguments, the running algorithm is is more complicated. a11 = zeros(1, n); a12 = zeros(1, n); a21 = zeros(1, n); a22 = zeros(1, n);
a12(1) = p2 * (1 − (1 − p1 − p2) 2 )/((p1 + p2) * (1 − p1 − p2)); a21(1) = p1 * (1 − (1 − p1 − p2) 3 )/((p1 + p2) * (1 − p1 − p2) 2 ); a22(1) = p2 * (1 − (1 − p1 − p2) 3 )/((p1 + p2) * (1 − p1 − p2) 2 ); f 1(1) = (1 − a22(1) + a12(1))/(1 − a11(1) − a22(1)); f 2(1) = (1 − a11(1) + a21(1))/(1 − a11(1) − a22(1)); a11(2) = 2 * p1 + p1 * (p1 * f 1(1) + p2 * f 2(1)); a12(2) = 2 * p2 + p2 * (p1 * f 1(1) + p2 * f 2(1)); a21(2) = 3 * p1 + p1 * (3 − 2 * (p1 + p2)) * (p1 * f 1(1) + p2 * f 2(1))/(1 − p1 − p2); a22(2) = 3 * p2 + p2 * (3 − 2 * (p1 + p2)) * (p1 * f 1(1) + p2 * f 2(1))/(1 − p1 − p2); f 1(2) = (1 − a22(2) + a12(2))/(1 − a11(2) − a22(2)); f 2(2) = (1 − a11(2) + a21(2))/(1 − a11(2) − a22(2)); a11(3) = 2 * p1 + p1 * (p1 * f 1(2) + p2 * f 2(2)); a12(3) = 2 * p2 + p2 * (p1 * f 1(2) + p2 * f 2(2)); a21(3) = 3 * p1 + 3 * p1 * (p1 * f 1(2) + p2 * f 2(2)) + p1 * (p1 * f 1(2) + p2 * f 2(2)) * (p1 * f 1(1) + p2 * f 2(1)); a22(3) = 3 * p2 + 3 * p2 * (p1 * f 1(2) + p2 * f 2(2)) + p2 * (p1 * f 1(2) + p2 * f 2(2)) * (p1 * f 1(1) + p2 * f 2(1)); 
