Abstract. In this paper, we extend recent works on concrete and abstract semantics of structured query languages by considering recursive queries too. We show that combining abstraction of data and widening operators that guarantee the convergence of the computation may be useful not only for static analysis purposes, but also as a sound and effective tool for query language transformations.
Introduction
Abstract Interpretation [9] is a general theory for designing approximate semantics of programs which can be used to gather information about programs in order to provide sound answers to questions about their run-time behaviors.
Although the Abstract Interpretation is routinely used to cope with infinite state systems, it can effectively be applied to database systems which are in general finite [13, 14] . In fact, due to exponentially increasing amount of data, the database systems are facing serious challenges while managing, processing, analyzing, or understanding large volume of data in restricted environments. As a result, performance of the systems in terms of optimization issues are really under big threat. The Abstract Interpretation formulation of database systems serves as a formal foundation of many interesting real-life applications, for instance, (i) to address security properties, like watermarking and access control [11, 15] ; (ii) to provide a novel cooperative query answering schema [12] ; (iii) to serve as static analysis framework for transactions to optimize integrity constraint checking [14] ; (iv) to perform abstract slicing of applications accessing or manipulating databases [16] , etc. In this paper, we address a challenging feature of database query languages: the treatment of recursive queries.
Recursive queries have been introduced into the SQL languages according to ANSI SQL-99 standard in order to facilitate the access of hierarchical data, leading to more elegant and better performing applications [21] . This can be implemented by defining either a Recursive Common Table Expression (RCTE) or a Recursive View. For instance, given an initial table "flight" containing direct flight information, the following recursive query uses recursive common table expression "destinations" and returns all the destinations reachable from "Marcopolo (VCE)" along with the number of connections (including the direct ones from "flight") and total cost to arrive at that final destination: Observe that the anchor member of the query is an initialization full-select that seeds the recursion, whereas the recursive member is an iterative full-select that contains a direct reference to itself in the FROM clause. Examples of some applications where recursive queries play important roles, are bill-of-material, reservation, trip planner, networking planning system, etc.
Over last four decades, relational algebra and relational calculus by E. F. Codd [6, 7] are extensively used as a formal semantic description of query languages for relational databases. However, these models do not support the semantics of recursive queries. Later, Aho and Ulman [2] increased the expressive power of relational query languages by introducing least fix-point operator for recursive queries. Various proposals focussing on optimization of recursive queries can be found in [1, 4, 5, 19, 20] .
The size and nature of database content may affect recursive query executions: for instance, a cyclic nature of data in a database may put any recursive query computation into an infinite loop. Therefore, when issuing recursive queries, it is important to the database-users to fully understand database schema and underlying database content, and to formulate recursive queries accordingly in order to avoid the possible errors which may occur during execution. For instance, if a user wants the infinite cycle to stop, she can specify the NOCYCLE keyword on the CONNECT BY clause (so that no error is issued for cyclic data) or can specify a limit on the number of iterations that a recursive query is allowed to perform.
To remedy such shortcomings and to enhance the efficiency and effectiveness of the information retrieval system, in this paper we extend our previous works on concrete and abstract semantics of database query languages [14] to the case of recursive queries too. In particular, -We define an overapproximation of the fix-point semantics of recursive queries that replaces the possibly infinite number of concrete program executions, which might not be fully computed in practice, by an abstract execution that is guaranteed to be executable.
-We show that through a suitable choice of a widening operator [8, 10] , an abstract computation of recursive queries can lead to effective results, by enforcing and accelerating the convergence of fixpoint computations.
The structure of the paper is organized as follows: Section 2 illustrates a motivating example. Section 3 recalls some basics on fix-point trace semantics of programs. Section 4 describes the concrete and abstract semantics of programs embedding SQL statements that cover recursive queries too. In section 5, we define a widening operator for abstract databases that guarantees the convergence of abstract fixpoint computations. Finally, in section 6, we conclude our work.
A Motivating Example
Consider a database containing flight information depicted in Table 1 . Recall Observe that several pairs (departure, arrival) are repeated with different connectivity and cost. The recursive computation is, therefore, infinite due to the cyclic nature of the data in the database and can never reach to a fixpoint.
This yields the system to fail the execution and generates an "error" or "warning" message without providing any result to the end users, which might be interested only on the reachability between two airports on minimum number of connections and on the best price. As a way to overcome such situation, in section 5 we will describe how to use an abstract version of this computation and how to get a computable sound overapproximation of all the concrete tuples generated by the concrete recursive query through a suitable widening operator.
Preliminaries
and an element z ∈ D, we denote with lfp z f , the least fix-point of f w.r.t. the order larger than z, if it exists. Sometimes, when the order and the element are clear from the context, we will simply write lfpf . The dual notion is that of greatest fix-point gfpf .
Theorem 1 (Tarski's fixpoint Theorem [3]). Let D, , ⊥, , , be a complete lattice. Let f ∈ D → D be a monotonic function. Then the set L = {x ∈ D | f (x) = x} is a non-empty complete lattice w.r.t the order with infimum lfp
f = {x ∈ D | f (x) x} and supremum gfp f = {x ∈ D | f (x) x}.
Traces
Program executions are recorded in finite or infinite sequences of states, called traces, over a given set of commands. Given a (possibly infinite) set Σ of states, we consider the following sets:
τ n is the set of non-empty finite sequences over Σ.
is the set of finite sequences over Σ where { } is an empty sequence.
is the set of non-empty sequences over Σ.
is the set of all sequences over Σ.
The semantics of a program P can be expressed by a fixpoint operator as follows: 
Then, the partial trace semantics of P,
Programs Embedding SQL Statements
In this section, we recall some basics of [14] , where we introduced a concrete and abstract semantics of database query languages, and we extend it to consider also recursive queries. An application embedding SQL statements basically interacts with two worlds: user world and database world. Corresponding to these two worlds there exist two sets of variables: database variables V d and application variables V a . Variables from V d are involved only in the SQL statements, whereas variables in V a may occur in all types of instructions of the application. Any SQL statement Q is denoted by a tuple Q = A, φ where A and φ refer to action part and precondition part of Q respectively. A SQL statement Q first identifies an active data set from the database using the pre-condition φ, and then performs the appropriate operations on that data set using the SQL action A. The pre-condition φ appears in SQL statements as a well-formed formula in first-order logic. Table  2 depicts the syntactic sets and the abstract syntax of programs embedding SQL statements. For more details, the reader may refer to [13, 14] .
Program Environments
The SQL embedded program P acts on a set of constants const(P ) ∈ ℘(C) and set of variables var(P ) ∈ ℘(V), where V V d ∪ V a . These variables take their values from semantic domain D , where D = {D ∪ { }} and represents the undefined value. Now we define two environments E d and E a corresponding to the database and application variable sets V d and V a respectively. 
Definition 1 (Application Environment). An application environment
ρ a ∈ E a maps a variable v ∈ dom(ρ a ) ⊆ V a to its value ρ a (v). So, E a V a −→ D .
Definition 2 (Database Environment). We consider a database as a set of indexed tables {t
i | i ∈ I x } for a given set of indexes I x . We define database environment by a function ρ d whose domain is I x , such that for i ∈ I x , ρ d (i) = t i .n : Z (Integer) b : B (Boolean Expressions) k : S (String) A : A (Action) c : C (Constants) τ : T (Terms) va : Va (Application Variables) a f : A f (Atomic Formulas) v d : V d (Database Variables) φ : W (Pre-condition) v : V V d ∪ Va (Variables) Q : Q (SQL statements) e : E (
Small-Steps Operational Semantics of Programs Embedding SQL
Let Σ be a set of states defined by Σ E d × E a , where E d and E a denote the set of all database environments and the set of all application environments respectively. That is, a state σ ∈ Σ is denoted by a tuple ρ d , ρ a where ρ d ∈ E d and ρ a ∈ E a are the database environment and application environment respectively. The set of states of P is, thus, defined as
] and E a [[P ] ] are the set of database and application environments of the program P whose domain is the set of program variables.
The transition relation S ∈ (I × Σ) → ℘(Σ) specifies which successor states ρ d , ρ a ∈ Σ can follow when a statement I ∈ I executes on state ρ d , ρ a ∈ Σ.
Therefore, the transitional semantics S[[P ]] ∈ (P × Σ[[P ]]) → ℘(Σ[[P ]]
) of a program P ∈ P restricts the transition relation to program instructions, i.e.
Partial Trace Semantics of Programs Embedding SQL
Let us consider a set of states in the form of Σ L = L × Σ where L is the set of labels.
] be the set of initial states of P where l 0 is the entry label of P . According to Theorem 2, the partial trace semantics of P can be defined as
where
and the function succ(l) returns the set of program labels which are successors of l.
Partial Trace Semantics of Recursive Queries.
Let us now turn our attention to recursive queries. Let Q = l0 Q a , l1 Q r be a recursive query where l0 Q a and l1 Q r denote the anchor member and the recursive member in Q at program labels l 0 and l 1 respectively.
} is the set of initial states of Q such that the recursive common table expression is 1 . By specializing the definition above, the partial trace semantics of Q can be defined by
Approximation of Fix-Point Semantics. As stated in [10] , when considering an abstraction of the semantic domain, an overapproximation of the fix-point semantics depicted so far can be efficiently computed. Let D be the semantic domain. Let lfp ⊥ F where F ∈ D → D be the semantics of a given program P . Assume the Galois Connection (D, F , ⊥), α, γ, ( D, F , ⊥) where α and γ are abstraction and concretization functions respectively, such that lfp ⊥ ( F ) is not computable iteratively in finitely many steps. Suppose A is an upper approximation of lfp ⊥ ( F ) which is effectively computed using widening [8, 10] . Since lfp ⊥ F lfp ⊥ ( F ) and lfp ⊥ ( F ) A, so by monotonicity and transitivity, we get lfp ⊥ F A.
Lifting the Semantics to Abstract Domains
We lift the concrete semantics of programs embedding SQL statements to an abstract setting by introducing the notion of abstract databases in which some information are disregarded and concrete values are possibly represented by suitable abstractions. x 1 , x 2 , . . . , x n ∈ dB there exist a tuple y 1 , y 2 Table 3 that provides information about employees of a company. We assume that ages, salaries, and number of children of employees lie between 5 to 100, between 500 to 10000 and between 0 to 10 respectively. Considering an abstraction where ages and salaries of employees are abstracted by elements from the domain of intervals, and number of children in the attribute 'Child-no' are abstracted by abstract values from the abstract domain D abs Child−no ={⊥, Zero, Few, Medium, Many, } where represents "any" and ⊥ represents "undef ined". The abstract table " emp" corresponding to "emp" w.r.t. these abstractions is shown in Table 4 . The correspondence between concrete and abstract values of the attribute, for instance 'Child-no' can be formally expressed by the abstraction and concretization functions α child−no and γ child−no respectively as follows:
Definition 4 (Abstract Databases). Let dB be a database. A database dB = α(dB) where α is the abstraction function, is said to be an abstract version of dB if there exist a representation function γ, called concretization function such that for all tuple
We can similarly define the abstraction-concretization functions for other attributes as well. Observe that the abstraction-concretization functions for the attributes 'eID', 'Dno' and 'P no' are identity function id.
The abstract versions corresponding to all concrete functions such as Group By, Order By, Aggregate Functions, Set Operations, etc are defined in such a way so as to preserve the soundness condition. For more details, see [13, 14] .
Widening Operators for Abstract Databases
In section 4.3, we saw that widening operator is crucial to make the abstract semantics computable. In this section, we instantiate a widening operator to the case of abstract databases to suitably deal with convergence of abstract recursive query computations.
In the literature [8, 10] , a widening operator is defined as follows:
Definition 5 (Widening). Let D, , ⊥, , , be a lattice. The partial operator ∇ : D × D → D is a widening if
-for each x, y ∈ D: x x∇y and y x∇y.
-for each increasing chain x 0 x 1 . . . , the increasing chain defined by y 0 = x 0 , y n+1 = y n ∇x n+1 for n ∈ N, is not strictly increasing. Given a sequence {x 0 , x 1 , x 2 , . . . . . . }, the increasing chain y k , k ∈ N defined by y 0 = x 0 and
Theorem 3 (Convergence [9]).
is strictly increasing up to a least l ∈ N such that x l y l and the sequence is stationary at l onwards.
The following example defines a widening operator for the domain of intervals.
Example 2 (Widening for intervals). Consider a lattice of intervals
Let k be a fixed positive integer constant, and I be any set of indices. The following defines a threshold widening operator defined on D by
we consider the following:
Definition 6 (Partial order between abstract databases). Given two abstract databases
can be defined as follows:
Let us consider recursive queries now. The convergence of recursive queries on an initial database depends on:
-the volume of the data in the initial database, -the absence of cyclic data.
Note that we assume the initial database always finite as databases are finite (though unbounded in their sizes). If none of the conditions is satisfied, then in order to enforce and accelerate the convergence of abstract computations of recursive queries, we are forced to instantiate a suitable widening operator.
Widening Construction. Given an abstract database domain D over a set of attributes { a i ∈ A i : i ∈ I}, where I is a finite set and A i is the abstract attribute domain for a i . Let J ⊆ I be a set of attributes such that | A j | is finite for all j ∈ J.
Let ∇ i be the widening operator defined over A i with i ∈ I\J.
A generic widening operator ∇ d over the whole database domain is defined as follows:
Consider two abstract tables t and t where attr( t) = attr( t ). Let t = { r 1 , r 2 , . . . , r p } and t = { r 1 , r 2 , . . . , r q }. The operation t * = t ⊕ t is defined as follows:
Consider two records of the same table, i.e. two abstract tuples r and r such that for all h ∈ J : r. a h = r . a h (where a h is an attribute of that table). The operation r * = r r is defined as follows:
where ∇ k is the widening operator on the domain A k satisfying the standard conditions of definition 5.
Let us illustrate the widening operator defined above using our running example.
Example 3. Consider the running example of section 2. Consider the domain of intervals as an abstract domain for the attribute "cost". The abstract database " f light" corresponding to "flight" is depicted in Table 5 . In this example, the Observe that although users are not able to get the exact details, they still get a precise information on the minimum number of connections and on the best price for all reachable destinations. A more sophisticated widening operator might also be used to get more precise information, by allowing the multiple occurrences of the same pair ( departure, arrival) up to a threshold number of cases.
Convergence. It can be observed from equations 1 and 2 that ∇ d is defined in terms of widening operators that satisfy the standard conditions of Definition 5. Therefore, by Theorem 3, we can prove that the upward iteration sequence starting at the initial abstract database d 0 and such that
where Q : D → D is an abstract recursive query which is monotonic function, converges after a finite number l ∈ N of iterations and gives a sound approximation of lfp d0 Q.
Conclusions
In this work, we dealt with a fast convergence of recursive queries independent of the database content. We discussed how the application of widening operators in the context of Abstract Interpretation make the system more effective and efficient in case of recursive query executions, in particular when the presence of large volume of data or the presence of cyclic nature of data in a database affect recursive execution and result into a convergence after finitely many steps or result into an infinite loop.
