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SAMPTA'09 Participants
SAMPTA'09,  the  8th  international  conference  on  Sampling  Theory  and 
Applications,  was  organized  in  Marseille-Luminy,  on  May  18-22,  2009.  The 
previous conferences were held in Riga (Latvia) in 1995, Aveiro (Portugal) in 1997, 
Loen  (Norway)  in  1999,  Orlando  (USA)  in  2001,  Salzburg  (Austria)  in  2003, 
Samsun  (Turkey)  in  2005  and  Thessaloniki  (Greece)  in  2007.
The purpose  of  SAMPTA's  is  to  bring  together  mathematicians  and engineers 
interested in sampling theory and its applications to related fields (such as signal 
and image processing, coding theory, control theory, complex analysis, harmonic 
analysis, differential equations) to exchange recent advances and to discuss open 
problems.
SAMPTA09  gathered  around  160  participants  from  various  countries  and 
scientific areas, The conference benefited from the infrastructure of CIRM, the 
Centre International de Rencontres Mathématiques, an institute mainly sponsored 
by the french Centre National de la Recherche Scientifique (CNRS) and the French 
Mathematical Society (SMF).
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SampTA Technical Program
Monday 18 May 2009
09:10 - 09:30 Opening Session – Amphi 8
09:30 - 10:30 Plenary talk - Amphi 8 – Chair: K. Gröchenig
Gabor frames in Complex Analysis , Yura Lyubarskii
10:30 - 11:00 Coffee break
11:00 - 12:00 Plenary talk - Amphi 8 – Chair: K. Gröchenig
A Prior-Free Approach to Signal and Image Denoising: the SURE-LET Methodology, Thierry 
Blu
12:00 - 14:00 Lunch
14:00 - 16:00 Special session – Auditorium
Sparse approximation and high-dimensional geometry - Chair: J. Tanner
#192. Dense Error Correction via L1-Minimization, John Wright, Yi Ma 
#204. Recovery of Clustered Sparse Signals from Compressive Measurements, Volkan Cevher, Piotr 
Indyk, Chinmay Hegde, Richard G. Baraniuk 
#206. Sparse Recovery via lq-minimization for 0 < q ≤ 1, Simon Foucart 
#210. The Balancedness Properties of Linear Subpaces and Signal Recovery 
Robustness in Compressive Sensing, Weiyu Xu 
#207. Phase Transitions Phenomena in Compressed Sensing, Jared Tanner 
#167 Optimal Non-Linear Models, Akram Aldroubi, Carlos Cabrelli,Ursula Molter 
14:00 - 16:00 General session – room 1
General sampling - Chair:  Y. Lyubarskii
#78. Linear Signal Reconstruction from Jittered Sampling, Alessandro Nordio, Carla-Fabiana 
Chiasserini, Emanuele Viterbo
#81. Zero-two derivative sampling, Gerhard Schmeisser
#115. On average sampling restoration of Piranashvili-type harmonizable processes, Andriy Ya. 
Olenko, Tibor K. Pogany
#86. Uniform Sampling and Reconstruction of Trivariate Functions, Alireza Entezari
#184. On Subordination Principles for Generalized Shannon Sampling Series, Andi Kivinukk and Gert 
Tamberg
#104. The Class of Bandlimited Functions with Unstable Reconstruction under Thresholding, Holger 
Boche, Ullrich J. Mönich
16:00 - 16:30 Coffee break
16:30 – 18:30 Special Session – Auditorium
Compressed sensing - Chair:  Y. Eldar
#150. Sampling Shift-Invariant Signals with Finite Rate of Innovation, Kfir Gedalyahu, Yonina C. 
Eldar 
#105. Compressed sensing signal models - to infinity and beyond?, Thomas Blumensath, Mike Davies 
#110. Compressed sampling Via Huffman Codes, Akram Aldroubi, Haichao Wang, Kourosh 
Zaringhalam 
#126. On Lp minimisation, instance optimality, and restricted isometry constants for sparse 
approximation, Michael Davies, Rémi Gribonval 
#73. Signal recovery from incomplete and inaccurate measurements via ROMP, Deanna Needell, 
Roman Vershynin 
#169 Sparse approximation and the MAP, Akram Aldroubi, Romain Tessera 
16:30 – 18:30 Special Session – room 1
Frame theory and oversampling - Chair:  B. Bodmann
#118. Invariance of Shift Invariance Spaces, Akram Aldroubi, Carlos Cabrelli, Christopher Heil, Keri 
Kornelson, Ursula Molter 
#188. Gabor frames with reduced redundancy, Ole Christensen, Hong Oh Kim, Rae Young Kim 
#141. Gradient descent of the frame potential, Peter G. Casazza, Matthew Fickus 
#201. Error Correction for Erasures of Quantized Frame Coefficients, Bernhard G. Bodmann, Peter G. 
Casazza ,Gitta Kutyniok, Steven Senger 
#199. Linear independence and coherence of Gabor systems in finite dimensional spaces, Götz E. 
Pfander 
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Tuesday 19 May 2009 
09:10 - 10:30 Special Session – Auditorium
Efficient design and implementation of sampling rate conversion, resampling and signal 
reconstruction methods - Chair: H. Johansson and C. Vogel
#194. Efficient design and implementation of sampling rate conversion, resampling, and signal 
reconstruction methods, Håkan Johansson, Christian Vogel 
#171. Structures for Interpolation, Decimation, and Nonuniform Sampling Based on Newton's 
Interpolation Formula, Vesa Lehtinen, Markku Renfors 
#79. Chromatic Derivatives, Chromatic Expansions and Associated Function Spaces,  Aleksandar 
Ignjatovic 
#84. Estimation of the Length and the Polynomial Order of Polynomial-based Filters,  Djordje Babic, 
Heinz G. Göckler 
09:10 - 10:30 General Session – room 1
Time frequency and frames - Chair: J.P. Antoine
#121. An Efficient Algorithm for the Discrete Gabor Transform using full length Windows, Peter L. 
Søndergaard
#82. Matrix Representation of Bounded Linear Operators By Bessel Sequences, Frames and Riesz 
Sequence, Peter Balazs
#124. Nonstationary Gabor Frames, Florent Jaillet, Peter Balazs, Monika Dörfler
#140. A Nonlinear Reconstruction Algorithm from Absolute Value of Frame Coefficients for Low 
Redundancy Frames, Radu Balan
10:30 - 11:00 Coffee break
11:00 - 12:00 Plenary talk – Amphi 8 – Chair: A. Aldroubi
Harmonic and multiscale analysis of and on data sets in high-dimensions, Mauro Maggioni
12:00 - 14:00 Lunch
14:00 - 16:00 Special session – Auditorium
Geometric multiscale analysis I  - Chair: G. Kutyniok
#74. Analysis of Singularities and Edge Detection using the Shearlet Transform, Glenn Easley, 
Kanghui Guo, Demetrio Labate 
#98. Discrete Shearlet Transform: New Multiscale Directional Image Representation, Wang-Q Lim 
#125. The Continuous Shearlet Transform in Arbitrary Space Dimensions, Frame Construction, and 
Analysis of singularities, Stephan Dahlke, Gabriele Steidl, Gerd Teschke 
#193. Computable Fourier Conditions for Alias-Free Sampling and Critical Sampling, Yue M. Lu, 
Minh N. Do, Richard S. Laugesen 
#149. Compressive-wavefield simulations, Felix J. Herrmann, Yogi Erlangga, Tim T. Y. Lin 
#164. Analysis of Singularity Lines by Transforms with Parabolic Scaling, Panuvuth Lakhonchai, 
Jouni Sampo, Songkiat Sumetkijakan
14:00 - 16:00 Special session – room 1
Sampling and communication - Chair: G. Pfander
#146. Erasure-proof coding with fusion frames, Bernhard G. Bodmann, Gitta Kutyniok, Ali Pezeshki 
#175. Operator Identification and Sampling, Götz Pfander, David Walnut 
#116. A Kashin Approach to the Capacity of the Discrete Amplitude Constrained Gaussian Channel, 
Brendan Farrell, Peter Jung 
#147. Irregular and Multi-channel sampling in Operator Paley-Wiener spaces, Yoon Mi Hong, G. 
Pfander 
#136. Low-rate Wideband Receiver, Moshe Mishali, Yonina Eldar 
#151. Representation of operators by sampling in the time-frequency domain, Monika Dörfler, Bruno 
Torrésani 
16:00 - 16:30 Coffee break
16:30 - 17:30 Special session – Auditorium
Geometric multiscale analysis II - Chair: G. Kutyniok
#120. Geometric Wavelets for Image Processing: Metric Curvature of Wavelets, Emil Saucan, Chen 
Sagiv, Eli Appleboim 
#102. Image Approximation by Adaptive Tetrolet Transform, Jens Krommweh 
#202. Geometric Separation using a Wavelet-Shearlet Dictionary, David L. Donoho, Gitta Kutyniok 
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16:30 - 17:30 General session – room 1
Sparsity and compressed sensing  - Chair: R. Gribonval 
#127. Sparse Coding in Mass Spectrometry, Stefan Schiffler, Dirk Lorenz,Theodore Alexandrov
#161.Quasi-Random Sequences for Signal Sampling and Recovery, Miroslaw Pawlak, Ewaryst 
Rafajlowicz
17:30 - 18:30 Poster session
#75. Sparse representation with harmonic wavelets, Carlo Cattani
#85. Reconstruction of signals in a shift-invariant space from nonuniform samples, Junxi Zhao
#92. Spline Interpolation in Piecewise Constant Tension, Masaru Kamada, Rentsen Enkhbat#95. The 
Effect of Sampling Frequency on a FFT Based Spectral Estimator, Saeed Ayat
#99. Nonlinear Locally Adaptive Wavelet Filter Banks, Gerlind Plonka and Stefanie Tenorth
#111. Continuous Fast Fourier Sampling, Praveen K. Yenduri, Anna C. Gilbert 
#134. Double Dirichlet averages and complex B-splines, Peter Massopust
#135. Sampling in cylindrical 2D PET,  Yannick Grondin, Laurent Desbat, Michel Desvignes
#148. Significant Reduction of Gibbs' Overshoot with Generalized Sampling Method, Yufang Hao, 
Achim Kempf 
#156. Optimized Sampling Patterns for Practical Compressed MRI, Muhammad Usman, Philip G. 
Batchelor 
#160. A study on sparse signal reconstruction from interlaced samples by l1-norm minimization, Akira 
Hirabayashi
#162. Multiresolution analysis on multidimensional dyadic grids, Douglas A. Castro, Sônia M. 
Gomes, Anamaria Gomide, Andrielber S. Oliveira, Jorge Stolfi
#165. Adaptive and Ultra-Wideband Sampling via Signal Segmentation and Projection, Stephen D. 
Casey, Brian M. Sadler
#174. Non-Uniform Sampling Methods for MRI, Steven Troxler 
#187. On approximation properties of sampling operators defined by dilated kernels,  Andi Kivinukk, 
Gert Tamberg
Wednesday 20 May 2009 
09:10 - 10:30 Special Session – Auditorium
Sampling and industrial applications - Chair: L. Fesquet 
#182. A coherent sampling-based method for estimating the jitter used as entropy source for True 
Random Number Generators, Boyan Valtchanov, Viktor Fischer, Alain Aubert 
#91. Orthogonal exponential spline pulses with application to impulse radio, Masaru Kamada, Semih 
Özlem, Hiromasa Habuchi 
#117. Effective Resolution of an Adaptive Rate ADC, Saeed Mian Qaisar, Laurent Fesquet, Marc 
Renaudin 
#157. An Event-Based PID Controller With Low Computational Cost, Sylvain Durand, Nicolas 
Marchand 
09:10 -10:30 General Session – room 1 
Wavelets, multiresolution and multirate sampling – Chair: D. Walnut
#189. Asymmetric Multi-channel Sampling in Shift Invariant Spaces, Sinuk Kang,Kil Hyun  Kwon
#89. Sparse Data Representation on the Sphere using the Easy Path Wavelet Transform, 
Gerlind Plonka, Daniela Rosca
#114. On the incoherence of noiselet and Haar bases, Tomas Tuma, Paul Hurley
#138. Adaptive compressed image sensing based on wavelet modeling and direct sampling, Shay 
Deutsch, Amir Averbuch, Shai Dekel10:30 - 11:00 Coffee break
11:00 - 12:00 Plenary talk – Amphi 6 – Chair: G. Teschke
Recent Developments in Iterative Shrinkage/Thresholding Algorithms, Mario Figueiredo
12:00 - 14:00 Lunch
14:00 - 23:00 Social event
Thursday 21 May 2009 
09:10 - 10:30 General Session – Auditorium
Adaptive techniques – Chair: N. Marchand
#68. Adaptive transmission for lossless image reconstruction, Elisabeth Lahalle, Gilles Fleury, Rawad 
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#129. A fully non-uniform approach to FIR filtering, Brigitte Bidegaray-Fesquet, Laurent Fesquet
#72. Sampling of bandlimited functions on combinatorial graphs, Isaac Pesenson, Meyer Pesenson
#01. Pseudospectral Fourier reconstruction with the inverse polynomial reconstruction method, 
Karlheinz Groechenig, Tomasz Hrycak
09:10 - 10:30 General Session – room 1
General sampling – Chair: A. Jerri
#112. Geometric Sampling of Images, Vector Quantization and Zador's Theorem, Emil Saucan, Eli 
Appleboim, Yehoshua Y. Zeevi
#168. On sampling lattices with similarity scaling relationships, Steven Bergner, Dimitri Van De Ville, 
Thierry Blu, Torsten Möller
#83. Scattering Theory and Sampling of Bandlimited Hardy Space Functions, Ahmed I. Zayed, 
Marianna Shubov
#119. Sampling of Homogeneous Polynomials, Somantika Datta, Stephen D. Howard, Douglas 
Cochran
10:30 - 11:00 Coffee break
11:00 - 12:00 Plenary talk – Amphi 6 – Chair: S. Güntürk
A Taste of Compressed Sensing, Ron DeVore 
12:00 - 14:00 Lunch
14:00 - 16:00 Special Session – Auditorium
Sampling using finite rate of innovation principles I - Chair:  P. Dragotti and P. Marziliano
#113. The Generalized Annihilation Property --- A Tool For Solving Finite Rate of Innovation 
Problems, Thierry Blu 
#100. Sampling of Sparse Signals in Fractional Fourier Domain, Ayush Bhandari, Pina Marziliano 
#153. A method for generalized sampling and reconstruction of finite-rate-of-innovation signals, 
Chandra Sekhar Seelamantula, Michael Unser 
#80. An ``algebraic'' reconstruction of piecewise-smooth functions from integral measurements, 
Dima Batenkov, Niv Sarig, Yosef Yomdin 
#108. Estimating Signals With Finite Rate of Innovation From Noisy Samples: A Stochastic 
Algorithm, Vincent Y. F. Tan, Vivek K. Goyal
14:00 - 16:00 Special Session – room 1
Mathematical aspects of compressed sensing - Chair: H. Rauhut 
#195. Orthogonal Matching Pursuit with random dictionaries, Paweł Bechler, Przemysław 
Wojtaszczyk 
#178. A short note on nonconvex compressed sensing, Rayan Saab, Ozgur Yilmaz  
#190. Domain decomposition methods for compressed sensing, Massimo Fornasier, Andreas 
Langer, Carola-Bibiane Schönlieb
#197. Free discontinuity problems meet iterative thresholding, Rachel Ward, Massimo Fornasier 
#198. Concise Models for Multi-Signal Compressive Sensing, Mike Wakin
#196. Average case analysis of multichannel Basis Pursuit, Yonina Eldar, Holger Rauhut 
16:00 - 16:30 Coffee break
16:30 - 17:30 Special session – Auditorium
Sampling using finite rate of innovation principles II - Chair:  P. Dragotti and P. Marziliano
#96. Distributed Sensing of Signals Under a Sparse Filtering Model, Ali Hormati, Olivier Roy, Yue M. 
Lu, Martin Vetterli 
#154. Multichannel Sampling of Translated, Rotated and Scaled Bilevel Polygons Using Exponential 
Splines, Hojjat Akhondi Asl, Pier Luigi Dragotti 
16:30 - 17:30 General session – room 1
Signal Analysis and compressed sensing – Chair: A. Cohen
#176. General Perturbations of Sparse Signals in Compressed Sensing, Matthew Herman, Thomas 
Strohmer
#203. Limits of Deterministic Compressed Sensing Considering Arbitrary Orthonormal Basis for 
Sparsity, Arash Amini, Farokh Marvasti
#185. Analysis of High-Dimensional Signal Data by Manifold Learning and Convolutions, Mijail 
Guillemard, Armin Iske
17:30 - 18:30 Poster session
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See Tuesday poster session.
Friday 22 May 2009 
09:10 - 10:30 General Session – Auditorium
Kernels and unusual Paley-Wiener spaces – Chair: G. Schmeisser
#131. Geometric Reproducing Kernels for Signal Reconstruction, Eli Appleboim, Emil Saucan, 
Yehoshua Y. Zeevi
#137. Concrete and discrete operator reproducing formulae for abstract Paley-Wiener space, John R. 
Higgins
#132. Multivariate Complex B-Splines, Dirichlet Averages and Difference Operators, Brigitte Forster, 
Peter Massopust
#143. Explicit localization estimates for spline-type spaces, José Luis Romero
09:10 - 10:30 General Session – room 1
Reconstruction, time and frequency analysis - Chair: R. Balan 
#70. Daubechies Localization Operator in Bargmann-Fock Space and Generating Function of 
Eigenvalues of Localization Operator, Kunio Yoshino
#97 Optimal Characteristic of Optical Filter for White Light Interferometry based on Sampling 
Theory, Hidemitsu Ogawa and Akira Hirabayashi 
#90. Signal-dependent sampling and reconstruction method of signals with time-varying bandwidth, 
Modris Greitans , Rolands Shavelis
#177. A Fast Fourier Transform with Rectangular Output on the BCC and FCC Lattices, Usman Raza 
Alim, Torsten Moeller
10:30 - 11:00 Coffee break
11:00 - 12:00 Plenary talk – Amphi 6
Compressed Sensing in Astronomy, Jean-Luc Starck
12:00 - 14:00 Lunch
14:00 - 16:00 Special Session – Auditorium
Sampling and quantization - Chair: O. Yilmaz
#180. Finite Range Scalar Quantization for Compressive Sensing, Jason N. Laska, Petros Boufounos, 
Richard G. Baraniuk 
#107. Quantization for Compressed Sensing Reconstruction, John Z. Sun, Vivek K Goyal 
#106. Determination of Idle Tones in Sigma-Delta Modulation by Ergodic Theory, Nguyen T. Thao 
#172. Noncanonical reconstruction for quantized frame coefficients, Alexander M. Powell 
#166. Stability Analysis of Sigma-Delta Quantization Schemes with Linear Quantizers, Percy Deift, 
Sinan Güntürk, Felix Krahmer 
14:00 - 16:00 Special Session – room 1
Sampling and inpainting - Chair: M. Fornasier
#191. Image Inpainting Using a Fourth-Order Total Variation Flow, Carola-Bibiane 
Schönlieb, Andrea Bertozzi, Martin Burger, Lin He 
#139. Reproducing kernels and colorization, Minh Q. Ha, Sung Ha Kang, Triet M. Le 
#123. Edge Orientation Using Contour Stencils, Pascal Getreuer 
#71. Image Segmentation Through Efficient Boundary Sampling, Alex Chen, Todd Wittman, 
Alexander Tartakovsky, Andrea Bertozzi 
#103. Report on Digital Image Processing for Art Historians, Bruno Cornelis, Ann Dooms, Ingrid 
Daubechies, Peter Schelkens
#158. Smoothing techniques for convex problems. Applications in image processing, Pierre Weiss, 
Mikael Carlavan, Laure Blanc-Féraud, Josiane Zerubia
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Recovery of Clustered Sparse Signals
from Compressive Measurements
Volkan Cevher(1), Piotr Indyk(1,2), Chinmay Hegde(1), and Richard G. Baraniuk(1)
(1) Electrical and Computer Engineering, Rice University, Houston, TX
(2) Computer Science and Artificial Intelligence Lab, MIT, Cambridge, MA
Abstract:
We introduce a new signal model, called (K,C)-sparse, to
captureK-sparse signals inN dimensions whose nonzero
coefficients are contained within at most C clusters, with
C < K ≪ N . In contrast to the existing work in
the sparse approximation and compressive sensing liter-
ature on block sparsity, no prior knowledge of the loca-
tions and sizes of the clusters is assumed. We prove that
O (K + C log(N/C))) random projections are sufficient
for (K,C)-model sparse signal recovery based on sub-
space enumeration. We also provide a robust polynomial-
time recovery algorithm for (K,C)-model sparse signals
with provable estimation guarantees.
1. Introduction
Compressive sensing (CS) is an alternative to Shan-
non/Nyquist sampling for the acquisition of sparse or
compressible signals in an appropriate basis [1, 2]. By
sparse, we mean that only K of the N basis coefficients
are nonzero, where K ≪ N . By compressible, we mean
the basis coefficients, when sorted, decay rapidly enough
to zero so that they can be well-approximated asK-sparse.
Instead of taking periodic samples of a signal, CS mea-
sures inner products with random vectors and then recov-
ers the signal via a sparsity-seeking convex optimization
or greedy algorithm. The number of compressive mea-
surements M necessary to recover a sparse signal under
this framework grows as M = O (K log(N/K))
In many applications, including imaging systems and
high-speed analog-to-digital converters, such a saving can
be dramatic; however, the dimensionality reduction from
N to M is still not on par with state-of-the-art transform
coding systems. While many natural and manmade signals
can be described to a first-order as sparse or compress-
ible, their sparse supports often have an underlying do-
main specific structure [3–6]. Exploiting this structure in
CS recovery has two immediate benefits. First, the number
of compressive measurements required for stable recovery
decreases due to the reduction in the degrees of freedom of
a sparse or compressible signal. Second, true signal infor-
mation can be better differentiated from recovery artifacts
during signal recovery, which increases recovery robust-
ness. Only by exploiting a priori information on coeffi-
cient structure in addition to signal sparsity, can CS hope
to be competitive with the state-of-the-art transform cod-
ing algorithms for dimensionality reduction.
Fortunately, it is possible to design CS recovery al-
gorithms that exploit the knowledge of structured spar-
sity models with provable performance guarantees [3, 5,
6]. In particular, the model-based CS recovery framework
in [3] generalizes to any structured-sparsity model that has
a tractable model-based approximation algorithm. This
framework has been applied productively to two struc-
tured signal models: block sparsity and wavelet trees
with robust recovery guarantees from O (K) measure-
ments [3]. To recover signals that have structured spar-
sity, problem-specific convex relaxation approaches are
also used in the literature with recovery guarantees sim-
ilar to those in [3]; e.g., for block sparse signals, see [5, 6].
In this paper, we introduce a new structured sparsity
model, called the (K,C)-model, that constrains the K-
sparse signal coefficients to be contained within at most
C-clusters. In contrast to the block sparsity model in [5,
6], our proposed model does not assume prior knowledge
of the locations and sizes of the coefficient clusters. We
show that O (K + C log(N/C))) random projections are
sufficient for (K,C)-model signal recovery using a sub-
space counting argument. We also provide a polynomial-
time model-based approximation algorithm based on dy-
namic programming and a CS recovery algorithm based
on the model-based recovery framework of [3]. In con-
trast to the clustered sparse recovery algorithm based on
the probabilistic Ising model in [7], the (K,C)-model has
provable performance guarantees.
The paper is organized as follows. Section 2 provides
the necessary theoretical and algorithmic background on
model-based CS. Section 3 introduces the (K,C)-model,
derives its sampling bound for CS recovery, and describes
a dynamic programming solution for optimal (K,C)-
model approximation. Section 4 discusses the aspect of
compressibility and highlights some connections to the
block sparsity model. Simulation results are given in
Section 5 to demonstrate the effectiveness of the (K,C)-
model. Section 6 provides our conclusions.
2. Model-based CS Background
A K-sparse signal vector x lives in ΣK ⊂ RN , which
is a union of
(
N
K
)
subspaces of dimension K . Other than
its K-sparsity, there are no further constraints on the sup-
port or values of its coefficients. A union-of-subspaces
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signal model (a signal model in the sequel for brevity) en-
dows the K-sparse signal x with additional structure that
allows certain K-dimensional subspaces in ΣK and disal-
lows others [4, 8].
More formally, let x|Ω represent the entries of x cor-
responding to the set of indices Ω ⊆ {1, . . . , N}, and let
ΩC denote the complement of the set Ω. A signal model
MK is then defined as the union of mK canonical K-
dimensional subspaces
MK =
mK⋃
m=1
Xm, Xm := {x : x|Ωm ∈ RK , x|ΩCm = 0}.
Each subspace Xm contains all signals x with supp(x) ∈
Ωm. Thus, the signal model MK is defined by the set of
possible supports {Ω1, . . . ,ΩmK}. Signals from MK are
called K-model sparse. Likewise, we may define McK
to be the set of c-wise differences of signals belonging
to MK . Clearly, MK ⊆ ΣK and M4K ⊆ Σ4K . In
the sequel, we will use an algorithm M(x;K) that returns
the best K-term approximation of the signal x under the
model MK .
If we know that the signal x being acquired is K-
model sparse, then we can relax the standard restricted
isometry property (RIP) [1] of the CS measurement matrix
Φ and still achieve stable recovery from the compressive
measurements y = Φx. The model-based RIP MK-RIP
requires that
(1− δMK )‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δMK )‖x‖22 (1)
hold for signals x ∈ MK [4, 8], where δMK is the model-
based RIP constant.
Blumensath and Davies [4] have quantified the num-
ber of measurements M necessary for a subgaussian CS
matrix to have the MK-RIP with constant δMK and with
probability 1− e−t to be
M ≥ 2
cδ2MK
(
ln(2mK) +K ln
12
δMK
+ t
)
. (2)
This bound can be used to recover the conventional CS
result by substituting mK =
(
N
K
) ≈ (Ne/K)K .
To take practical advantage of signal models in CS,
we can integrate them into a standard CS recovery algo-
rithm based on iterative greedy approximation. The key
modification is surprisingly simple [3]: we merely replace
the best K-term approximation step with the best K-term
model-based approximation M(x;K). For example, in the
CoSaMP algorithm [9], the best LK-term approximation
(with L a small integer) is modified to incorporate a best
LK-term model-based approximation. The resulting al-
gorithm (see [3]) then inherits the following model-based
CS recovery guarantee at each iteration i, when the mea-
surement matrix Φ has the M4K-RIP with δM4K ≤ 0.1:
‖x− x̂i‖2 ≤ 2−i‖x‖2 + 20
(
‖x− xMK‖2
+
1√
K
‖x− xMK‖1 + ‖n‖2
)
,
where xMK = M(x;K) is the best model-based approxi-
mation of x within MK .
3. The (K,C)-Model
Motivation: The block sparsity model is used in appli-
cations where the significant coefficients of a sparse signal
appear in designated blocks on the ambient signal dimen-
sion, e.g., group sparse regression problems, DNA mi-
croarrays, MIMO channel equalization, source localiza-
tion in sensor networks, and magnetoencephalography [3,
5, 6, 10–14]. It has been shown that recovery algorithms
provably improve standard CS recovery by exploiting this
block-sparse structure [3, 5].
The (K,C)-model generalizes the block sparsity
model by allowing the significant coefficients of a sparse
signal to appear in at most C clusters of unknown size and
location (Figure 1(a)). This way, the (K,C)-model fur-
ther accommodates additional applications in, e.g., neuro-
science problems that are involved with decoding of nat-
ural images in the primary visual cortex (V1) or under-
standing the statistical behavior of groups of neurons in
the retina [15]. In this section, we formulate the (K,C)-
model as a union of subspaces and pose an approximation
algorithm on this union of subspaces.
To define the set of (K,C)-sparse signals, without
loss of generality, we focus on canonically sparse signals
in N + 2 dimensions whose first and last coefficients are
zero. Consider expressing the support of such signals via
run-length coding with a vector β = (β1, . . . , β2C+1)
(βj 6= 0), where βodd counts the number of continuous
zero-signal values and βeven counts the number of contin-
uous nonzero-signal values (i.e., clusters).
Definition: The (K,C)-sparse signal modelM(K,C) is
defined as
M(K,C) =
{
x ∈ R
N+2
∣∣∣∣∣
2C+1∑
i=1
βi = N + 2,
C∑
i=1
β2i = K
}
.
(3)
Sampling Bound: The number of subspaces m(K,C) in
M(K,C) can be obtained by counting the number of posi-
tive solutions to the following integer equations:
β1 + β2 + . . .+ β2C+1 = N + 2,
β2 + β4 + . . .+ β2C = K,
which can be rewritten as
β1 + β3 + . . .+ β2C+1 = N + 2−K,
β2 + β4 + . . .+ β2C =K.
(4)
Note that the number of positive integer solutions to the
following problem:
β1 + β2 + β3 + . . .+ βn = N,
is given by
(
N−1
n−1
)
. Then, we can count the solutions to the
two of decoupled problems in (4) and multiply the number
of solutions to obtain m(K,C):
m(K,C) =
(
N + 1−K
C
)(
K − 1
C − 1
)
. (5)
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Plugging (5) into (2), we obtain the sampling bound
forM(K,C):
M = O
(
K + C log
N
C
)
. (6)
Note that the (K,C)-sampling bound (6) becomes the
standard CS bound of M = O
(
K log NK
)
when C ≈ K .
Model Approximation Algorithm: In this section we
focus on designing an algorithm M(x;K,C) for finding
the best (K,C)-model approximation to a given signal
x. The algorithm uses the principle of dynamic program-
ming [16]. For simplicity, we focus on the problem of
finding the cost of the best (K,C)-clustered signal ap-
proximation in ℓ2. This solution generalizes to the best
(K,C)-clustered signal approximation in ℓp for p ≥ 1.
The actual sparsity pattern can be then recovered using
standard back-tracing techniques; see [16] for the details.
The algorithm M(x;K,C) computes an array
cost[i, j, k, c], where 1 ≤ i ≤ j ≤ N , 0 ≤ k ≤ K ,
and 0 ≤ c ≤ C. At the end of the algorithm, each entry
cost[i, j, k, c] contains the smallest cost of approximating
xi:j , the signal vector restricted to the index set [i, . . . , j],
using at most k non-zero entries that span at most c clus-
ters. M(x;K,C) performs the following operations.
(Initialization) When either c = 0 or k = 0, the sig-
nal approximation costs can be computed directly, since
cost[i, j, 0, c] = ‖xi:j‖22 and cost[i, j, k, 0] = ‖xi:j‖22,
for all valid indices i, j, k, c. Moreover, for all entries
i, j, k, c such that c > 0 and j − i + 1 ≤ k, we have
cost[i, j, k, c] = 0 since we can include all j − i+ 1 coor-
dinates of the vector xi:j in the approximation.
(Main loop) All other cost entries can then be com-
puted using the following recursion:
cost[i, j, k, c] = min
c⋆=0...c
min
k⋆=0...k
min
j⋆=i...j−1{
cost[i, j⋆, k⋆, c⋆]× cost[j⋆ + 1, j, k − k⋆, c− c⋆]
}
.
The correctness of the algorithm follows from the follow-
ing observation. Let v be the best (k, c)-clustered approx-
imation of xi:j . Unless all entries of xi:j can be included
in the approximation v (in which case j − i + 1 ≥ k and
the entry has been already computed during initialization),
then there must exist an index l ∈ [i, . . . , j] such that xl is
not included in v. Let l⋆ = l if l < j, and l⋆ = j − 1 oth-
erwise. Let k⋆ be the number of non-zero entries present
in the left segment of vi:l⋆ , and let c⋆ be the number of
clusters present in that left segment. Then, it must be the
case that vi:l⋆ is the best (k⋆, c⋆)-approximation to xi:l,
and vl+1:j is the best (k − k⋆, c − c⋆)-approximation to
x(l⋆+1):j . Otherwise, those better approximations could
have been concatenated together to yield an even better
(k, c)-approximation of xi:j . Thus, the recursive formula
will identify the optimal split and compute the optimal ap-
proximation cost.
The cost table containsO
(
N2KC
)
entries. Each en-
try can be computed inO (NKC) time. Thus, the running
time of the algorithm is O
(
N3K2C2
)
.
4. Additional Remarks
Compressibility: Just as compressible signals are
nearly K-sparse and live close to the union of sub-
spaces ΣK in RN , (K,C)-compressible signals are nearly
(K,C)-model sparse and live close to the restricted union
of subspaces M(K,C). Here, we rigorously introduce a
(K,C)-compressible signal model in terms of the decay
of their (K,C)-model approximation error.
We first define the ℓ2 error incurred by approximating
x ∈ RN by the best approximation inM(K,C):
σM(K,C)(x) , inf
x¯∈M(K,C)
‖x− x¯‖2 = ‖x−M(x;K,C)‖2.
The decay of the (K,C)-model approximation error in (7)
defines the (K,C)-compressibility of a signal. Then, a set
of (K,C)-model s-compressible signals is given by
Ms =
{
x ∈ RN : σMj(K,C) (x) ≤ S(jK)
−1/s,
1 ≤ K ≤ N,S <∞, j = 1, . . . ,
⌊
N
K
⌋}
.
(7)
Define SM as the smallest value of S for which this con-
dition holds for x and s.
We use the restricted amplification property (RAmP)
and the nested approximation property (NAP) in [3] to
ensure that the (K,C)-model based CoSaMP recovery
possesses the following guarantee for (K,C)-model s-
compressible signals at each iteration i:
‖x− x̂i‖2 ≤ 2
−i‖x‖2 + 35
(
‖n‖2 +
SM
Ks
(1 + ln⌈N/K⌉)
)
,
(8)
when Φ has theM4(K,C)-RIP with δM4(K,C) ≤ 0.1 and the
(ǫK , r)-RAmP with ǫK ≤ 0.1 and r = s− 1.
Simulation via Block Sparsity: It is possible to recover
(K,C)-sparse signals by using the block sparsity model if
we are willing to pay an added penalty in terms of the
number of measurements. To demonstrate this, we define
uniform blocks of size K/C (e.g., average cluster length)
on the signal space. Then, it is straightforward to see that
the number of active blocks B in the block sparse model
is upper-bounded by
B ≤ 2(C − 1) +
K − 2(C − 1)
K/C
≤ 3C. (9)
To reach this upper bound, we first construct a (K,C)-
sparse signal that has (C − 1)-clusters with 2 coefficients
and a single cluster with the remaining sparse coefficients.
We then place the clusters with two coefficients at the
boundary of the block sparse model so that each cluster ac-
tivate two blocks in the block sparse model to arrive at (9).
Then, the (K,C)-equivalent block sparse model requires
M = O
(
BK/C +B log NB
)
samples, where B = 3C.
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Figure 1: Monte Carlo simulation results for (K,C)-model based recovery with K = 10, C = 2..
5. Experiments
In this section we demonstrate the performance of (K,C)-
model based recovery. Our test signals are the class of
length-100 clustered-sparse signals with K = 10, C = 2.
We run both the CoSaMP algorithm as well as (K,C)-
model based CoSaMP algorithm [3] until convergence for
1000 independent trials. In Fig. 1(a), a sample realization
of the signal is displayed. It is evident from Figs. 1(b) and
(c) that enforcing the structured sparsity model in the re-
covery process significantly improves CS reconstruction
performance. In particular, Fig. 1(b) demonstrates that ap-
proximately 85% of the signals are almost perfectly re-
covered at M = 2.5K , whereas CoSaMP fails to recover
any signals at this level of measurements. Instead, tra-
ditional sparsity-based recovery requires M ≥ 4.5K to
attain comparable performance. Similarly, Figure. 1(c)
displays the rapid decrease in average recovery distortion
of our proposed method, as compared to the conventional
approach. The (K,C)-sparse approximation algorithm
codes are available at dsp.rice.edu/software/KC.
6. Conclusions
In this paper, we have introduced a new sparse signal
model that generalizes the block-sparsity model used in
the CS literature. To exploit the provable model-based CS
recovery framework of [3], we developed a dynamic pro-
gramming algorithm that computes, for any given signal,
its optimal ℓ2-approximation within our clustered spar-
sity model. We then demonstrated that significant per-
formance gains can be made by exploiting the clustered
signal model beyond the simplistic sparse model that are
prevalent the CS literature.
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Abstract:
Compressed sensing is an emerging signal acquisition
technique that enables signals to be sampled well below
the Nyquist rate, given a finite dimensional signal with a
sparse representation in some orthonormal basis. In fact,
sparsity in an orthonormal basis is only one possible sig-
nal model that allows for sampling strategies below the
Nyquist rate. We discuss some recent results for more
general signal models based on unions of subspaces that
allow us to consider more general structured representa-
tions. These include classical sparse signal models and
finite rate of innovation systems as special cases.
We consider the dimensionality conditions for two as-
pects of the compressed sensing inverse problem: the ex-
istence of one-to-one maps to lower dimensional observa-
tion spaces and the smoothness of the inverse map.
On the surface Lipschitz smoothness of the inverse map
appears to limit the applicability of compressed sensing to
infinite dimensional signal models. We therefore discuss
conditions where smooth inverse maps are possible even
in infinite dimensions. Finally we conclude by mention-
ing some recent work [14] which develops the these ideas
further allowing the theory to be extended beyond exact
representations to structured approximations.
1. Introduction
Since Nyquist and Shannon we are used to sampling con-
tinuous signals at a rate that is twice the bandwidth of the
signal. However recently, under the umbrella title of com-
pressed sensing, researchers have begun to explore how
and when signals can be recovered using much fewer sam-
ples, but relying on known signal structure. Importantly
the papers by Candes, Romberg and Tao [4], [5], [6] and
by Donoho [8] have shown that under certain conditions
on the signal sparsity and the sampling operator (which
are often satisfied by certain random matrices), finite di-
mensional signals can be stably reconstructed when the
number of observations is of the order of the signal spar-
sity and only logarithmically dependent on the ambient
space dimension. Furthermore the reconstruction can be
performed using practical polynomial time algorithms.
Here we discuss a generalization of the sparse signal
model that enables us to consider more structured signal
types. We are interested in when the signals can be sta-
bly reconstructed (or in some cases approximated). We
finish the paper by considering the implications of these
results for ∞-dimensional signal models and extending
from structured representations to structured approxima-
tion.
2. Signal models and problem statement
The problem can be formulated as follows. A continuous
or discrete signal f from some separable Hilbert space is
to be sampled. This is done by using M linear measure-
ments {〈f, φn〉}n, where 〈·, ·〉 is the inner product and
where {φn} is a set of vectors from the Hilbert space un-
der consideration. Through the choice of an appropriate
orthonormal basis, ψ we can replace f by the vector x
such that f =
∑N
i=1 ψixi. Let Φ ∈ RM×N be the sensing
matrix with entries 〈ψi, φj〉. The observation can then be
written as
y = Φx. (1)
In compressed sensing it is paramount to consider signals
x that are highly structured and in the original papers, x
was assumed to be an exact k-sparse vector, i.e. a vector
with not more than k non-zero entries (we discuss a relax-
ation of this in section 6.). This naturally defines the sig-
nal model as a union of N -choose-k k-dimensional sub-
spaces, K.
A nice generalization of this model, introduced in [12], is
to consider the signal x to be an element from a union of
arbitrary subspaces A, defined formally as
A =
L⋃
j
Sj , Sj = {y = Ωja,Ωj ∈ RN×kj ,a ∈ Rkj},
(2)
where the Ωj are bases for linear subspaces. This gen-
eral signal model incorporates many previously consid-
ered compressed sensing settings, including:
• The exact k-sparse signal model, K
• Finite Rate of Innovation (FRI) [15] signal models, if
we allow an uncountable number of subspaces (e.g.
filtered streams of Dirac functions)
• signals that are k-sparse in a general, possibly redun-
dant dictionary
• exact k-sparse signals whose non-zero elements form
a tree
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• multi-dimensional signals that are k-sparse with
common support
Importantly this model allows us to incorporate additional
structure which can in turn be advantageous by for exam-
ple reducing signal complexity (as in the tree-constrained
sparse model).
The aim of compressed sensing is to select a linear sam-
pling operator, Φ, such that there exists a unique inverse
mapΦ|K−1 : Φ(K) 7→ K. Moreover, for stability, we gen-
erally desire Φ(K) to be a bi-Lipschitz embedding of K.
In standard compressed sensing this stability is captured
by the restricted isometry property [1].
When considering the union of subspaces model we can
similarly look for a Φ with a unique stable (Lipschitz) in-
verse map Φ|A−1 : Φ(A) 7→ A. Below we will discuss
both necessary and sufficient conditions for this.
3. Existence of a unique inverse map
In [12] it was shown that a necessary condition for a
unique inverse map to exist is that M ≥ Mmin :=
maxi 6=j ki +kj . If this is not the case we can find a vector
x ∈ Si⊕Sj ,x 6= 0 such that Φx = 0. The authors further
go on to show that when there are a countable number of
finite dimensional subspaces then the set of such sampling
operators, Φ giving a unique inverse is dense.
In [3] we presented a slight refinement of this result for
the case where the number of subspaces is finite. In this
case almost every sampling operator, Φ,M ≥Mmin has a
unique inverse on A. Furthermore even when maxi ki <
M < Mmin for almost every Φ the set of points in A
without a unique inverse has zero measure (with respect
to the largest subspace).
All this suggests that we might be able to perform com-
pressed sensing from only slightly more observations than
the dimension of the signal model, i.e. M > dim(A).
Unfortunately we have so far ignored the issue of stability
which we will see presents additional complications.
4. Stability of the inverse map
We now consider when the inverse mapping for the union
of subspaces model is stable. Here we are particularly in-
terested in the Lipschitz property of this inverse map and
we derive conditions for the existence of a bi-Lipschitz
embedding from A into a subset of RM .
The Lipschitz property is an important aspect of the map
which ensures stability of any reconstruction to pertur-
bations of the observation and in effect specifies the ro-
bustness of compressed sensing against noise and quan-
tization errors. Furthermore, in the k-sparse model, the
bi-Lipschitz property has also played an important role
in demonstrating the existence of efficient and robust re-
construction algorithms through the k-restricted isometry
property (RIP) [4, 5, 6, 8].
A natural extension of the k-restricted isometry for the
union of subspaces model is [12, 3]:
Definition: (A-restricted isometry) For any matrix Φ
and any subset A ⊂ RN we define the A-restricted isom-
etry constant δA(Φ) to be the smallest quantity such that
(1− δA(Φ)) ≤ ‖Φx‖
2
2
‖x‖22
≤ (1 + δA(Φ)), (3)
holds for all x ∈ A.
If we define the set A¯ = {x = x1 + x2 : x1,x2 ∈ A}
then δA¯ < 1 controls the Lipschitz constants of Φ and
Φ|A−1 (in the standard compressed sensing this is directly
equivalent to δ2m). Specifically let us define:
‖Φ(y1)− Φ(y2)‖2 ≤ KF ‖y1 − y2‖2 (4)
‖Φ|−1A (x1)− Φ|−1A (x2)‖2 ≤ KI‖x1 − x2‖2 (5)
then a straight forward consequence of the A¯-RIP defini-
tion is that:
KF ≤
√
1 + δA¯ (6)
KI ≤ 1√
1−δA¯
(7)
Note, as always with RIP, it is prudent to consider appro-
priate scaling of Φ to balance the upper and lower inequal-
ities in (3).
The following results, proved in [3], give neccessary and
sufficient conditions for Φ to be an A-restricted isometry.
4.1 Sufficient conditions
Theorem 1 For any t > 0, let
M ≥ 2
cδA
(
ln(2L) + k ln
(
12
δA
)
+ t
)
, (8)
then there exist a matrix Φ ∈ RM×N and a constant c > 0
such
(1− δA(Φ))‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δA(Φ))‖x‖22 (9)
holds for all x from the union ofL arbitrary k dimensional
subspacesA. What is more, if Φ is generated by randomly
drawing i.i.d. entries from an appropriately scaled sub-
gaussian distribution then this matrix satisfies equation
(9) with probability at least
1− e−t. (10)
The proof follows the same lines as the construction of
random matrices with k-RIP [1].
In contrast to the previous results on the existence of a
unique inverse map this sufficient condition is logarithmic
in the number of subspaces considered.
4.2 Necessary conditions
We next show that the logarithmic dependence on L is in
fact necessary. This can be done by considering the dis-
tance between the optimally packed unit norm vectors in
A as a function of the number of observations. To this
end it is useful to define a measure of separation between
vectors in the different subspaces:
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Definition: (∆(A) subspace separation) Let
A = ⋃i Si be the union of subspaces Si and let
A/Si be the union of subspaces with the ith subspace
excluded. The subspace separation of A is defined as
∆(A) = inf
i

 sup
xi∈Si
‖xi‖2=1

 inf
xj∈A/Si
‖xj‖2=1
‖xi − xj‖2



 (11)
We can now state the following necessary condition for
the existence of anA-restricted isometry in terms of∆(A)
and the observation dimension.
Theorem 2 Let A be the union of L subspaces of di-
mension no more than k. In order for a linear map
Φ : A 7→ RN to exist such that it has a Lipschitz constant
KF and such that its inverse map ΦA
−1 : Φ(A) 7→ A has
a Lipschitz constantKI , it is necessary that
M ≥ ln(L)
ln
(
4KF KI
∆(A)
) . (12)
Therefore, for a fixed subspace separation, the necessary
number of samples grows logarithmically with the number
of subspaces.
This last fact suggests that extending the compressed sens-
ing framwork to infinite dimensional signals may be prob-
lematic. For example, it implies that the log(N) depen-
dence in the standard k-sparse signal model is necessary
(from the easily derived bound∆(A) ≥
√
2/k) and there-
fore such a framework does not directly map to infinite
dimensional signal models.
5. 2 routes to infinity
Most of the results in compressed sensing assume that the
ambient signal space, N , is finite dimensional. This also
implies in the case of the k-sparse signal model (k < ∞)
that the number of subspaces, L, in the signal model is also
finite. In fact we would ideally like to understand when we
can perform compressed sensing when either or both the
quantities, N and L, are infinite. Specifically when might
a stable unique inverse for Φ|A exist based upon a finite
number of observations.
For example the Finite Rate of Innovation (FRI) sampling
framework introduced by Vetterli et al. [15] provides sam-
pling strategies for signals composed of the weighted sum
of a finite stream of diracs. In this case both N and L are
uncountably infinite whileM > 2k is sufficient to recon-
struct the signal.
Below we consider two possible routes to infinity and
comment on their stability. Note other routes to infin-
ity also exist, such as when we let k,M and N → ∞
while keeping k/M and M/N finite [9], or in the blind
multi-band signal model [10, 13], where the sampling rate,
M/N , is finite but whereM,N →∞.
5.1 k, L finite and N infinite
We begin with the easy case that the reader might consider
to be a bit of a cheat.
Consider a signal model A ⊂ H, where H is an infinite
dimensional separable Hilbert space (i.e. N = ∞). As-
sume that both k and L are finite. In this case the union
of subspace model A automatically lives within a finite
dimensional subspace, U ⊂ H defined as:
U :=
L⊕
i=1
Si (13)
Note that dim(U) ≤ kL < ∞. We can therefore first
project onto the finite dimensional subspace U and then
apply the above theory to guarantee both the existence and
stability of inverse mappings in this setting.
Two signal models that naturally fit into this framework
are: the block-based sparsity model [11], which is re-
lated to the multiple measurement vectors problem and has
been used recently in a blind multi-band signal acquisition
scheme [13]; and the tree-based sparsity model where the
usual k-sparse model is constrained to form a rooted sub-
tree where L ≤ (2e)kk+1 independent of N [3] and naturally
occurs in multi-resolution modelling. This model has also
been recently extended to include tree-compressible sig-
nals [14]: see section 6..
5.2 k finite, L and N infinite
From Theorem 2 the only way in which the number of
subspaces can be infinite (or even un-countable) while per-
mitting a stable inverse mapping, Φ|−1A , with M finite is
if the subspace separation, ∆(A) = 0. In such a case
the union of subspace model may often form a nonlinear
signal manifold. Note also that when we have an uncount-
able union of k-dimensional subspaces the dimension of
the signal model may well be greater than k.
As an example let us consider the case of a simple Finite
Rate of Innovation process [15]. Such models can be de-
scribed as an uncountable union of subspaces and the key
existence results from [12] immediately apply. However
this tells us nothing about stability. For simplicity we will
limit ourselves to a basic form of periodic FRI signal on
T = R/Z which can be written as:
x(t) = G(τ,a)(t) :=
k−1∑
i=0
aiψ(t− τi) (14)
where ψ are also periodic on T, τ = {τ1, . . . , τk} and
a = {a1, . . . , ak} ∈ Rk.
In [15] the possibility of a periodic Dirac stream is consid-
ered, i.e. ψ(t) = δ(t), t ∈ [0, 1]. Here we avoid the Dirac
stream by restricting to the case where ψ(t) ∈ L2(T) and
directly consider the signal model defined by the paramet-
ric mapping:
G : U × Rk 7→ L2(T) (15)
where U = {τ ∈ Rk : τi < τj ,∀i < j}. Individual
subspaces can be identified with a given τ . Furthermore
the continuity of the shift operator implies that for any
ψ(t) ∈ L2(T), the associated union of subspace model,
A has ∆(A) = 0. Equivalently we can only find a finite
number of subspaces, S′j , whose union, A′ :=
⋃L′
j S
′
j ⊂
SAMPTA'09 26
A has ∆(A′) ≥ ǫ > 0). Theorem 2 can then be used to
lower bound the Lipschitz constants of any embedding in
terms of the number of subspaces, L′ of any such A′.
We have seen that Theorem 2 does not preclude a stable
embedding for such systems. However there is clearly
more work needed to determine when such models can
have finite dimensional stable embeddings. One possible
avenue of research would be to examine the recently de-
rived sufficient conditions for stable embedding of general
smooth manifolds [7, 2].
6. ...and beyond?
In reality all the union of subspace models we have con-
sidered are an idealization. In practise we can expect to, at
most, be able to approximate a signal by one from a union
of subspaces model. In traditional compressed sensing
this is the difference between finding a sparse represen-
taion of an exact k-sparse signal and finding a good sparse
approximation of a compressible signal (i.e. one that is
well approximated by a k-sparse signal).
Recent work at Rice university [14] has shown that for
the special case of restricted k-sparse models (such as the
tree-restricted sparsity) the exact union of subspace model
can be extended to approximate union of subspace models
that are subsets of compressible signal models.
In order to go beyond exact representations further condi-
tions are introduced. Notably:
1. Nested Approximation Property (NAP) - this specifies
sets of models,MK , that are naturally nested.
2. Restricted Amplification Property (RAmP) - this im-
poses additional regularity on the sensing matrix Φ
when acting on the difference between theMK sub-
spaces and the MK−1 subspaces (in the k-sparse
case it is interesting to note that the RAmP condition
is automatically satisfied by the k-RIP condition).
There are therefore a number of interesting open ques-
tions. For example, are such additional conditions typi-
cally necessary to go beyond exact subspace representa-
tions? Furthermore can these additional tools be applied
successfully to arbitrary union of subspace models (i.e.
ones that are not subsets of the standard k-sparse model)?
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Abstract:
Unit norm tight frames provide Parseval-like decomposi-
tions of vectors in terms of possibly nonorthogonal collec-
tions of unit norm vectors. One way to prove the existence
of unit norm tight frames is to characterize them as the
minimizers of a particular energy functional, dubbed the
frame potential. We consider this minimization problem
from a numerical perspective. In particular, we discuss
how by descending the gradient of the frame potential,
one, under certain conditions, is guaranteed to produce a
sequence of unit norm frames which converge to a unit
norm tight frame at a geometric rate. This makes the gra-
dient descent of the frame potential a viable method for
numerically constructing unit norm tight frames.
1. Introduction
The analysis operator of some finite sequence of vectors
{fm}
M
m=1 in an N -dimensional Hilbert space HN is the
operator F : HN → C
M , (Ff)(m) := 〈f, fm〉. The
corresponding frame operator is F ∗F : HN → HN ,
F ∗Ff =
M∑
m=1
〈f, fm〉fm.
Generally speaking, frame theory is the study of how
{fm}
M
m=1 may be chosen in order to guarantee that F
∗F
is well-conditioned. In particular, {fm}
M
m=1 is a frame for
HN if there exists frame bounds 0 < A ≤ B < ∞ such
that AI ≤ F ∗F ≤ BI, and is a tight frame if A = B, that
is, if F ∗F = AI.
Typically, one’s choice of fm’s is restricted according to
some nonlinear, application-specific constraints. Of par-
ticular interest is the case of unit norm tight frames, that is,
tight frames for which ‖fm‖ = 1 for all m = 1, . . . ,M ;
such frames, known to exist for any M ≥ N , provide
Parseval-like decompositions in terms of vectors of unit
length, even though these vectors are possibly nonorthog-
onal. Despite an ever-growing list of specific construc-
tions of such frames, little is known about the manifold
structure of the set of all unit norm tight frames.
In the hunt for unit norm tight frames, the frame potential,
specifically defined as:
FP({fm}
M
m=1) :=
M∑
m,m′=1
|〈fm, fm′〉|
2
for any sequence {fm}
M
m=1 ∈ H
M
N , is a useful tool.
Specifically, the frame potential quantifies the total or-
thogonality of a system of vectors by measuring the to-
tal potential energy stored within that system under a cer-
tain force which encourages orthogonality. Regarded as a
functional over
S
M
N =
{
{fm}
M
m=1 ∈ H
M
N : ‖fm‖ = 1, m = 1, . . . ,M
}
,
one may show that whenM ≥ N , the local minimizers of
the frame potential are precisely the unit norm tight frames
of M elements for HN . In particular, as the frame poten-
tial is continuous and SMN is compact, one may conclude
that such frames indeed exist for anyM ≥ N .
In this paper, we consider the minimization of the frame
potential from a numerical perspective. In particular, in
the next section, we compute the gradient of the frame
potential, namely a specific direction {gm}
M
m=1 ∈ H
M
N
in which to push {fm}
M
m=1 so as to achieve the greatest
instantaneous decrease of FP. Then, in an improvement
over typical uses of gradient descent, we compute an exact
step size in which to travel in this direction so as to pro-
duce a certain decrease in potential. In the third section,
we estimate the size of this decrease in relation to how far
the frame potential is from its minimum; under sufficient
conditions, this estimate may be used to show that by de-
scending the gradient of the frame potential, one may pro-
duce a sequence of unit norm frames which converge to a
unit norm tight frame at a geometric rate.
The frame potential was introduced in [1], with its domain
of optimization being later generalized in [4]. It has been
used to characterize tight filter bank frames [5, 6]. The
frame potential may also be used to prove the existence
of tight fusion frames [3], and the local minimizers of the
fusion frame potential are themselves a subject of inter-
est [7, 9]. Further generalizations of the frame potential
are considered in [2, 8].
2. The gradient of the frame potential
Our goal is to numerically minimize the frame potential
over SMN . As our domain of optimization is a product of
spheres as opposed to the entire space HMN , our approach
departs from the classical theory of gradients. In particu-
lar, given {fm}
M
m=1 ∈ S
M
N and any {gm}
M
m=1 ∈ H
M
N such
that 〈fm, gm〉 = 0 for all m = 1, . . . ,M , we shall com-
pute the rate of change of the frame potential as each fm
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is pushed along a great circle with tangent velocity gm.
We then define the gradient of FP to be that particular
{gm}
M
m=1 which makes this directional derivative as large
as possible. We begin with the following result, which
gives the first two derivatives of the frame potential of a
single parameter family of frames:
Lemma 1 (Lemma 2 of [3]). For any set of twice-
differentiable parameterized curves {fm(·)}
M
m=1 in HN ,
the first two derivatives of ϕ(t) := FP({fm(t)}
M
m=1) are:
ϕ˙(t) = 4ReTr
(
F˙ (t)F ∗(t)F (t)F ∗(t))
)
,
ϕ¨(t) = 4ReTr
(
F¨ (t)F ∗(t)F (t)F ∗(t)
)
+ 4‖F˙ (t)F ∗(t)‖2HS
+ 2‖F˙ ∗(t)F (t) + F ∗(t)F˙ (t)‖2HS,
where F˙ (t) and F¨ (t) are the analysis operators of
{f˙m(t)}
M
m=1 and {f¨m(t)}
M
m=1, respectively.
We now use Lemma 1 along with Taylor’s theorem to
asymptotically estimate the change in frame potential one
obtains by perturbing a given {fm}
M
m=1 ∈ S
M
N along any
choice of great circles. To be precise, letting:
⊕f⊥m :=
{
{gm}
M
m=1 ∈ H
M
N : 〈fm, gm〉 = 0, ∀m
}
,
we have the following:
Theorem 2. For any {fm}
M
m=1 ∈ S
M
N , {gm}
M
m=1 ∈ ⊕f
⊥
m,
let:
fm(t) := cos(‖gm‖t)fm + (sin(‖gm‖t)/‖gm‖) gm
whenever gm 6= 0 and let fm(t) := fm otherwise. Then,
{fm(t)}
M
m=1 ∈ S
M
N for any t ∈ R, and satsifies:
M∑
m=1
‖fm(t)− fm‖
2 ≤ t2
M∑
m=1
‖gm‖
2, (1)
as well as:
FP({fm(t)}
M
m=1) ≤ FP({fm}
M
m=1)
+ 4tRe
M∑
m=1
〈F ∗Ffm, gm〉
+ 8Mt2
M∑
m=1
‖gm‖
2. (2)
Proof. It is straightforward to show that ‖fm(t)‖ = 1 for
all m = 1, . . . ,M and all t ∈ R. To show (1), note that
for anym such that gm 6= 0, we have:
‖fm(t)− fm‖
2 =
(
cos(‖gm‖t)− 1
)2
+ sin2(‖gm‖t)
= 4 sin2(‖gm‖t/2)
≤ ‖gm‖
2t2. (3)
As (3) also immediately holds for anym such that gm = 0,
we may sum (3) over all m to conclude (1). To show (2),
we apply Taylor’s theorem to ϕ(t) = FP({fm(t)}
M
m=1) at
t = 0:
ϕ(t) ≤ ϕ(0) + tϕ˙(0) + 12 t
2 max
s∈R
|ϕ¨(s)|. (4)
To compute the terms in (4), note that
f˙m(t) = −‖gm‖ sin(‖gm‖t)fm + cos(‖gm‖t)gm (5)
for any m such that gm 6= 0. As (5) also immediately
holds when gm = 0, we have f˙m(0) = gm for all m.
Thus, by Lemma 1,
ϕ˙(0) = 4ReTr
(
F˙ (0)F ∗(0)F (0)F ∗(0)
)
= 4ReTr
(
F˙ (0)F ∗FF ∗
)
= 4Re
M∑
m=1
〈F˙ (0)F ∗FF ∗em, em〉
= 4Re
M∑
m=1
〈F ∗Ffm, f˙m(0)〉
= 4Re
M∑
m=1
〈F ∗Ffm, gm〉. (6)
Next, as taking the derivative of (5) yields f¨m(t) =
−‖gm‖
2fm(t) for anym, we have:
Tr(F¨ (t)F ∗(t)F (t)F ∗(t))
=
M∑
m=1
〈F¨ (t)F ∗(t)F (t)F ∗(t)em, em〉
=
M∑
m=1
〈F ∗(t)F (t)fm(t), f¨m(t)〉
=
M∑
m=1
〈F ∗(t)F (t)fm(t),−‖gm‖
2fm(t)〉
= −
M∑
m=1
‖gm‖
2‖F (t)fm(t)‖
2. (7)
In particular, combining (7) with Lemma 1 gives:
ϕ¨(t) = −4
M∑
m=1
‖gm‖
2‖F (t)fm(t)‖
2
+ 4‖F˙ (t)F ∗(t)‖2HS
+ 2‖F˙ ∗(t)F (t) + F ∗(t)F˙ (t)‖2HS. (8)
To bound (8), note that by (5),
‖F (t)‖2HS =
M∑
m=1
‖fm(t)‖
2 = M,
‖F˙ (t)‖2HS =
M∑
m=1
‖f˙m(t)‖
2 =
M∑
m=1
‖gm‖
2,
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and thus, taking absolute values of (8), we have:
|ϕ¨(t)|
≤ 4
M∑
m=1
‖gm‖
2‖F (t)fm(t)‖
2 + 4‖F˙ (t)F ∗(t)‖2HS
+ 2‖F˙ ∗(t)F (t) + F ∗(t)F˙ (t)‖2HS
≤ 4
M∑
m=1
‖gm‖
2‖F (t)‖22‖fm(t)‖
2 + 4‖F˙ (t)F ∗(t)‖2HS
+ 2
(
‖F˙ ∗(t)F (t)‖HS + ‖F
∗(t)F˙ (t)‖HS
)2
≤ 4
M∑
m=1
‖gm‖
2‖F (t)‖2HS + 12‖F˙ (t)‖
2
HS‖F (t)‖
2
HS
= 16M
M∑
m=1
‖gm‖
2. (9)
Substituting (7) and (9) into (4) yields (2).
In light of the Taylor expansion (2), one, in light of
Cauchy’s inequality, might expect the gradient of FP,
namely the {gm}
M
m=1 ∈ H
M
N which maximizes the linear
term
Re
M∑
m=1
〈F ∗Ffm, gm〉,
to be given by gm = F
∗Ffm for all m = 1, . . . ,M . In-
deed, one may show that this would be the correct gradi-
ent if the frame potential was being regarded as a func-
tional over the entire space HMN . However, as we are
optimizing over SMN , we require that {gm}
M
m=1 ∈ ⊕f
⊥
m,
and as such, instead take {gm}
M
m=1 to be the projection of
{F ∗Ffm}
M
m=1 onto ⊕f
⊥
m. In the next result, we formally
verify that such a choice is indeed optimal.
Theorem 3. For any {fm}
M
m=1 ∈ S
M
N , the minimizer of
the bound in (2) over all t ∈ R and {gm}
M
m=1 ∈ ⊕f
⊥
m is
given by t = −1/(4M) and
gm = F
∗Ffm − ‖Ffm‖
2fm, m = 1, . . . ,M.
In particular, there exists {f˜m}
M
m=1 ∈ S
M
N such that:
M∑
m=1
‖f˜m − fm‖
2
≤
1
16M2
M∑
m=1
(
‖F ∗Ffm‖
2 − ‖Ffm‖
4
)
, (10)
and such that:
FP({f˜m})
M
m=1)− FP({fm}
M
m=1)
≤ −
1
2M
M∑
m=1
(
‖F ∗Ffm‖
2 − ‖Ffm‖
4
)
. (11)
Proof. We seek to minimize:
4tRe
M∑
m=1
〈F ∗Ffm, gm〉+ 8Mt
2
M∑
m=1
‖gm‖
2
=
2
M
M∑
m=1
Re〈F ∗Ffm + 2Mtgm, 2Mtgm〉 (12)
over all {gm}
M
m=1 ∈ S
M
N and all t ∈ R. We note imme-
diately from (12) that the optimal {gm}
M
m=1 and t are not
unique, though we now show that their product is. Indeed,
for any fixed m, letting Pm denote the orthogonal projec-
tion of HN onto the orthogonal complement of fm, we
have:
Re〈F ∗Ffm + 2Mtgm, 2Mtgm〉
= Re〈F ∗Ffm + 2Mtgm, 2MtPmgm〉
= Re〈PmF
∗Ffm + 2Mtgm, 2Mtgm〉
= 14
(
‖PmF
∗Ffm + 4Mtgm‖
2 − ‖PmF
∗Ffm‖
2
)
≥ −14‖PmF
∗Ffm‖
2,
with equality if and only if PmF
∗Ffm + 4Mtgm = 0.
Thus, to minimize (12), and consequently to minimize the
upper bound in (2), we may take t = −1/(4M) and
gm = PmF
∗Ffm
= F ∗Ffm − 〈F
∗Ffm, fm〉fm
= F ∗Ffm − ‖Ffm‖
2fm, (13)
as claimed. Moreover, in light of (13), we have:
‖gm‖
2 = 〈F ∗Ffm, gm〉
=
〈
F ∗Ffm, F
∗Ffm − ‖Ffm‖
2fm
〉
= ‖F ∗Ffm‖
2 − ‖Ffm‖
4,
which, when substituted into (1) and (2) yields (10)
and (11), respectively, where f˜m := fm(−1/4M).
Note that as ‖Ffm‖
4 = |〈F ∗Ffm, fm〉|
2 ≤ ‖F ∗Ffm‖
2
for allm = 1, . . . ,M , Theorem 3 provides a direction and
step size in which to travel from a given {fm}
M
m=1 ∈ S
M
N
so as to produce a concrete decrease in frame potential.
In the next section, we estimate the size of this decrease
in terms of how far the current potential is from its mini-
mum, and in so doing, provide an upper bound on the rate
at which repeated applications of Theorem 3 will asymp-
totically produce a unit norm tight frame.
3. Gradient descent of the frame potential
We now consider the gradient descent of the frame po-
tential: by repeatedly applying Theorem 3, we hope to
produce a sequence of unit norm frames which are con-
verging to a unit norm tight frame. Here, the main idea
is to estimate the right hand side of (11) as a proportion
of the difference between the current value of the frame
potential and its minimum.
To be clear, in [1], the minimum value of FP over SMN
is found to be M2/N ; we now show how the quantity
FP({fm}
M
m=1)−M
2/N is a good metric on the tightness
of {fm}
M
m=1. Indeed, letting {λn}
N
n=1 be the eigenvalues
of the corresponding frame operator F ∗F , we have:
N∑
n=1
λn = Tr(F
∗F ) = Tr(FF ∗) =
M∑
m=1
‖fm‖
2 = M.
(14)
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In particular, (14) implies that {fm}
M
m=1 ∈ S
M
N is tight if
and only if λn =
M
N
for all n = 1, . . . , N . Moreover, as
FP({fm}
M
m=1) = ‖FF
∗‖2HS = Tr
[
(F ∗F )2
]
=
N∑
n=1
λ2n,
another consequence of (14) is that:
FP({fm}
M
m=1) =
N∑
n=1
(λn −
M
N
+ M
N
)2
=
N∑
n=1
(λn −
M
N
)2 + 2(0) + M
2
N
,
and thus:
FP({fm}
M
m=1)−
M2
N
=
N∑
n=1
(λn −
M
N
)2. (15)
That is, the difference between the frame potential and its
minimum is the square of the distance of the eigenvalues
of F ∗F from their optimal values. Using this fact, one
may show:
Theorem 4. For any {fm}
M
m=1 ∈ S
M
N ,
M∑
m=1
(
‖F ∗Ffm‖
2 − ‖Ffm‖
4
)
≥ δ2
(
FP({fm}
M
m=1)−
M2
N
)
, (16)
where δ is defined as:
δ := inf max
m
min
n
|〈fm, en〉|, (17)
where the infimum is taken over all orthonormal bases
{en}
N
n=1 of HN .
For sake of space, we omit the complete proof of Theo-
rem 4; the main idea is to let {en}
N
n=1 be an orthonormal
eigenbasis of F ∗F , and note that for anym = 1, . . . ,M ,
‖F ∗Ffm‖
2 − ‖Ffm‖
4
=
∥∥∥F ∗F
N∑
n=1
〈fm, en〉en
∥∥∥
2
−
∣∣∣
〈
F ∗F
N∑
n=1
〈fm, en〉en, fm
〉∣∣∣
2
=
∥∥∥
N∑
n=1
λn〈fm, en〉en
∥∥∥
2
−
∣∣∣
N∑
n=1
〈fm, en〉〈λnen, fm〉
∣∣∣
2
=
N∑
n=1
λ2n|〈fm, en〉|
2 −
∣∣∣
N∑
n=1
λn|〈fm, en〉|
2
∣∣∣
2
(18)
=
N∑
n=1
∣∣∣λn −
N∑
p=1
λp|〈fm, ep〉|
2
∣∣∣
2
|〈fm, en〉|
2, (19)
where the equality of (18) and (19) arises from the fact that
they both represent the variance of the random variable
{λn}
N
n=1 with respect to the probability density function
{|〈fm, en〉|
2}Nn=1.
The significance of Theorem 4 is that it bounds the de-
crease in frame potential given in Theorem 3 in terms
of (15), that is, how far {fm}
M
m=1 ∈ S
M
N is from being
tight. Indeed, using Theorem 4, one may show:
Theorem 5. For any {fm}
M
m=1 ∈ S
M
N , there exists
{f˜m}
M
m=1 ∈ S
M
N such that:
M∑
m=1
‖f˜m − fm‖
2 ≤ N+116M
(
FP({fm}
M
m=1)−
M2
N
)
, (20)
and such that:
FP({f˜m})
M
m=1)−
M2
N
≤
(
1− δ
2
2M
)(
FP({fm}
M
m=1)−
M2
N
)
, (21)
where δ is given in (17).
By repeatedly applying Theorem 5, one produces a se-
quence of unit norm frames whose tightness, measured in
terms of (15), improves at a geometric rate, provided all
δ’s remain above some positive lower bound; finding such
a bound is a subject of current research.
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Abstract:
Considering previous constructions of pairs of dual Gabor
frames, we discuss ways to reduce the redundancy. The
focus is on B-spline type windows.
1. Introduction
We will consider Gabor systems in L2(R), i.e., families of
functions {EmbTng}m,n∈Z, where
EmbTng(x) := e
2πimbxg(x− na).
If there exists a constant B > 0 such that∑
m,n∈Z
|〈f,EmbTng〉|
2 ≤ B ||f ||2, ∀f ∈ L2(R),
then {EmbTng}m,n∈Z is called a Bessel sequence. If there
exist two constants A,B > 0 such that
A ||f ||2 ≤
∑
m,n∈Z
|〈f,EmbTng〉|
2 ≤ B ||f ||2, ∀f ∈ L2(R),
then {EmbTng}m,n∈Z is called a frame. If
{EmbTng}m,n∈Z is a frame with dual frame
{EmbTnh}m,n∈Z, then
f =
∑
m,n∈Z
〈f,EmbTnh〉EmbTng, f ∈ L
2(R),
where the series expansion converges unconditionally in
L2(R).
Our starting point is the duality condition for Gabor
frames, originally due to Ron and Shen [4]. We use the
version due to Janssen [3]:
Lemma 1..1 Two Bessel sequences {EmbTng}m,n∈Z and
{EmbTnh}m,n∈Z form dual Gabor frames for L2(R) if
and only if∑
k∈Z
g(x− n/b+ k)h(x+ k) = bδn,0 (1..1)
for a.e. x ∈ [0, 1].
The Bessel condition in Lemma 1..1 is always satisfied
for bounded windows with compact support, see [1]. Note
that if g and h have compact support, we only need to
check a finite number of conditions in (1..1). In this paper
we will usually choose b so small that only the condition
for n = 0 has to be verified.
2. The range 12N−1 < b < 1N
We first cite a result from [2]. It yields an explicit con-
struction of dual Gabor frames:
Theorem 2..1 Let N ∈ N. Let g ∈ L2(R) be a real-
valued bounded function with supp g ⊂ [0, N ], for which∑
n∈Z
g(x− n) = 1. (2..1)
Let b ∈]0, 12N−1 ]. Consider any scalar sequence
{an}
N−1
n=−N+1 for which
a0 = b and an + a−n = 2b, n = 1, 2, · · ·N − 1, (2..2)
and define h ∈ L2(R) by
h(x) =
N−1∑
n=−N+1
ang(x+ n). (2..3)
Then g and h generate dual frames {EmbTng}m,n∈Z and
{EmbTnh}m,n∈Z for L2(R).
The above result can be extended:
Corollary 2..2 Consider any b ≤ 1/N. With g and an as
in Theorem 2..1, the function
h(x) =
(
N−1∑
n=−N+1
ang(x+ n)
)
χ[0,N ](x) (2..4)
is a dual frame generator of g.
Proof. Consider the condition (1..1) for n = 0; only the
values of h(x) for x ∈ [0, N ] play a role, so since the
condition holds for the function in (2..3), it also holds for
the function in (2..4). 
The cut-off in (2..4) yields a non-smooth function. How-
ever, for any b < 1/N, we might modify h slightly and
obtain a smooth dual generator:
In particular, we obtain the following:
Corollary 2..3 Consider any b < 1/N, and take ǫ <
1/b −N. With g as in Theorem 2..1, the function h(x) =
b, x ∈ [0, N ] has an extension to a function of desired
smoothness, supported on [−ǫ,N + ǫ], which is a dual
frame generator of g.
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Proof. The choice an = b, n = −N + 1, . . . , N − 1,
leads to
N−1∑
n=−N+1
ang(x + n) = b, x ∈ [0, N ].
Given ǫ < 1/b − N and any functions φ1 : [−ǫ, 0[→ R
and φ2 :]N,N + ǫ] → R, the function
h(x) =


φ1(x), x ∈ [−ǫ, 0[,∑N−1
n=−N+1 ang(x + n) = b, x ∈ [0, N ],
φ2, x ∈]N,N + ǫ],
0, x /∈ [−ǫ,N + ǫ],
will satisfy (1..1); in fact, for n 6= 0, the support of the
functions g(· ± n/b) and h are disjoint, and for n = 0
we are (for all relevant values of x) back at the function in
(2..4). The functions φ1 and φ2 can be chosen such that
the function h has the desired smoothness. 
The assumptions in Theorem 2..1 are tailored to B-splines,
defined inductively by
B1 := χ[0,1], BN+1 := BN ∗B1.
Direct calculations shows that
B2(x) =


x if x ∈ [0, 1],
2− x if x ∈ [1, 2],
0 otherwise,
and
B3(x) =


1
2x
2 if x ∈ [0, 1],
−x2 + 3x− 32 if x ∈ [1, 2],
1
2x
2 − 3x + 92 if x ∈ [2, 3],
0 otherwise.
In general, the functions BN are (N − 2)−times differ-
entiable piecewise polynomials (explicit expressions are
known). Furthermore, suppBN = [0, N ], and the parti-
tion of unity condition (2..1) is satisfied.
In case g = BN , the dual generators in Theorem 2..1 are
splines, of the same smoothness as BN itself. By com-
pressing the function
∑N−1
n=−N+1 ang(x + n) from the in-
terval [−N + 1, 0] to [−ǫ, 0] and from [N, 2N − 1] to
[N,N + ǫ] we obtain a dual in (2..3) with the same fea-
tures:
Example 2..4 For the B-spline B3(x) and b = 1/5, The-
orem 2..1 yields the symmetric dual
h3(x) =
1
5


1/2 x2 + 2 x + 2, x ∈ [−2,−1[,
−1/2 x2 + 1, x ∈ [−1, 0[,
1, x ∈ [0, 3[,
−1/2 x2 + 3 x− 7/2, x ∈ [3, 4[,
1/2 x2 − 5x + 25/2, x ∈ [4, 5[,
0, x /∈ [0, 5[.
(2..5)
See Figure 1.
Now, for b = 1/4, we can use Corollary 2..3 for ǫ <
4 − 3 = 1. Taking ǫ = 1/2, we compress the function
x
2 64-2 0
0.7
0.6
0.3
0.2
0
0.5
0.4
0.1
Figure 1: B3 and the dual generator h3 in (2..5).
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Figure 2: The function h in (3..13)..
h3 in (2..5) from [−2, 0] to [−1/2, 0] and from [3, 5] to
[3, 31/2] and obtain the dual
h(x) =
1
4


1/2 (4x)2 + 2 (4x) + 2, x ∈ [−1/2,−1/4[,
−1/2 (4x)2 + 1, x ∈ [−1/4, 0[,
1, x ∈ [0, 3[,
−1/2 (4(x− 3) + 3)2 + 3 (4(x− 3) + 3)− 7/2,
x ∈ [3, 3 + 1/4[,
1/2 (4(x− 3) + 3)2 − 5(4(x− 3) + 3) + 25/2,
x ∈ [3 + 1/4, 3 + 1/2[,
0, x /∈ [−1/2, 3 + 1/2[.
=
1
4


8 x2 + 8 x + 2, x ∈ [−1/2,−1/4[,
−8 x2 + 1, x ∈ [−1/4, 0[,
1, x ∈ [0, 3[,
−8 x2 + 48 x− 71, x ∈ [3, 3 + 1/4[,
8 x2 − 56 x + 98, x ∈ [3 + 1/4, 3 + 1/2[,
0, x /∈ [−1/2, 3 + 1/2[.
See Figure 2. 
3. B2 and 1/2 < b < 1
In the following discussion, we consider dual windows as-
sociated with a Gabor frame {EmbTnB2}m,n∈Z generated
by the B-spline B2. The arguments can be extended to
general functions supported on [0, 2]. Take any function
h with values specified only on [0, 2] and such that
∑
k∈Z
B2(x + k)h(x + k) = 1, x ∈ [0, 1]. (3..1)
In fact, due to the support of B2, only the values for h(x)
for x ∈ [0, 2] play a role for that condition. We know that
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for any b ≤ 1/2 the function generates – up to a certain
scalar multiple – a dual of g.
Now consider any 1/2 < b < 1; that is, we have 1 <
1/b < 2.
Lemma 3..1 Assume that h(x), x ∈ [0, 2] is chosen such
that (3..1) is satisfied. The the following hold:
(i) If
∑
k∈Z
B2(x− 1/b+ k)h(x + k) = 0, x ∈ R, (3..2)
and
∑
k∈Z
B2(x + 1/b+ k)h(x + k) = 0, x ∈ R, (3..3)
then
B2(x− 1/b)h(x) + B2(x − 1/b+ 1)h(x + 1) = 0,
x ∈ [1/b, 2], (3..4)
B2(x + 1/b− 1)h(x− 1) + B2(x + 1/b)h(x) = 0
x ∈ [0, 2− 1/b]. (3..5)
These equations determine h(x) for
x ∈ [−1, 1− 1/b] ∪ [1 + 1/b, 3].
(ii) If h(x) for x ∈ [−1, 1− 1/b]∪ [1 + 1/b, 3] is chosen
such that (3..4) and (3..5) are satisfied, and
h(x) = 0, x /∈ [0, 2] ∪ [−1, 1− 1/b] ∪ [1 + 1/b, 3],
then (3..2) and (3..3) hold.
Proof. We consider (3..2) for x ∈ [1, 2], and split into two
cases:
For x ∈ [1, 1/b], (3..2) yields that
0 = B2(x − 1/b+ 1)h(x + 1)
+B2(x− 1/b+ 2)h(x + 2); (3..6)
the equation only involve h(x) for
x ∈ [2, 1 + 1/b] ∪ [3, 2 + 1/b].
For x ∈ [1/b, 2], (3..2) yields that
0 = B2(x− 1/b)h(x) + B2(x− 1/b+ 1)h(x + 1);
since h(x) is known, this implies that
h(x + 1) =
−B2(x− 1/b)h(x)
B2(x− 1/b+ 1)
, x ∈ [1/b, 2],
that is,
h(x) =
−B2(x− 1/b− 1)h(x− 1)
B2(x − 1/b)
, x ∈ [1/b+ 1, 3].
Similarly, considering (3..3) for
x ∈ [0, 1] = [0, 2− 1/b] ∪ [2 − 1/b, 1]
leads to (3..5) and
B2(x + 1/b− 2)h(x− 2) + B2(x + 1/b− 1)h(x− 1)
= 0, x ∈ [2− 1/b, 1]; (3..7)
the equation (3..7) only involves h(x) for
x ∈ [−1/b,−1]∪ [1− 1/b, 0],
and (3..5) implies that
h(x − 1) =
−B2(x + 1/b)h(x)
B2(x + 1/b− 1)
, x ∈ [0, 2− 1/b],
i.e.,
h(x) =
−B2(x + 1/b + 1)h(x+ 1)
B2(x + 1/b)
, x ∈ [−1, 1− 1/b].
For the proof of (ii), the condition
h(x) = 0, x /∈ [0, 2] ∪ [−1, 1− 1/b] ∪ [1 + 1/b, 3],
implies that (3..6) and (3..7) are satisfied. By construction,
(3..2) and (3..3) are satisfied. 
Lemma 3..1 shows that if we want that (3..1), (3..2), and
(3..3) hold for some b ∈]1/2, 1], then h in general will take
values outside [0, 2]. However, the proof shows that we
under certain circumstances can find a solution h having
support in [0, 2]. In that case, the support will actually be
a subset of [0, 2]:
Corollary 3..2 Let b ∈]1/2, 1]. Assume that supph ⊆
[0, 2] and that (3..1) and (3..2) holds. Then
h(x) = 0, x ∈ [0, 2− 1/b] ∪ [1/b, 2]. (3..8)
Proof. According to the proof of Lemma 3..1, we obtain
that h(x) = 0 on [1/b+1, 3]by requiring that h(x) = 0 for
x ∈ [1/b, 2]; and we obtain that h(x) = 0 on [−1, 1−1/b]
by requiring that h(x) = 0 for x ∈ [0, 2− 1/b]. 
If supph ⊆ [0, 2], the condition (3..8) implies that h at
most can be nonzero on the interval [2 − 1/b, 1/b] having
length 2/b − 2. In order for (3..1) to hold, this interval
must have length at least 1; thus, we need to consider b
such that 2/b− 2 ≥ 1, i.e., b ≤ 2/3. Note that if b ≤ 2/3,
then 2/b ≥ 3 : that is, because B2 and h are supported on
[0, 2], Janssen’s duality conditions in (1..1) are automati-
cally satisfied for n = ±2,±3, . . . .
Corollary 3..3 Consider b ∈]1/2, 2/3]. Then there exists
a function h with supph ⊆ [0, 2] such that (3..1) and (3..2)
hold; and bh(x) is a dual generator of B2 for these values
of b.
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Proof. For x ∈ [0, 2 − 1/b] ∪ [1/b, 2], let h(x) = 0. For
x ∈ [0, 1], the equation (3..1) means that
xh(x) + (1− x)h(x + 1) = 1.
This implies that
xh(x) = 1, x ∈ [1/b− 1, 1],
(1 − x)h(x + 1) = 1, x ∈ [0, 2− 1/b];
that is,
h(x) =
1
x
, x ∈ [1/b− 1, 1], (3..9)
and
h(x) =
1
2− x
, x ∈ [1, 3− 1/b]. (3..10)
Finally, for x ∈ [2− 1/b, 1/b− 1] and x ∈ [3− 1/b, 1/b],
choose h(x) such that
xh(x) + (1− x)h(x + 1) = 1.
By construction, bh(x) is a dual generator. 
For b = 3/5 we will now explicitly construct a continu-
ous dual generator h of B2 with support in [0, 2]. Putting
Corollary 3..2, (3..9), and (3..10) together, we can state a
result about how a dual window supported on [0, 2] must
look like on parts of [0, 2]:
Lemma 3..4 For b = 3/5, every dual generator of B2
with support in [0, 2] has the form
h(x) =


0 if x ≤ 1/3;
1
x
if x ∈ [2/3, 1];
1
2−x
if x ∈ [1, 4/3];
0 if x ≥ 5/3.
That is, we only have freedom on the definition of h on
]1/3, 2/3[∪]4/3, 5/3[.
Note that on [2/3, 4/3], the function h is symmetric
around x = 1. We will now show that it is possible to
define h on ]1/3, 2/3[∪]4/3, 5/3[ in such a way that h be-
comes symmetric around x = 1.
First, we note that this form of symmetry means that
h(1− x) = h(1 + x), x ∈]1/3, 2/3[. (3..11)
Put together with the duality condition, we thus require
that
xh(x) = 1− (1 − x)h(1− x), x ∈]1/3, 2/3[. (3..12)
The condition (3..12) shows that must define h(1/2) =
1. Now, taking any continuous function h defined on
[1/3, 1/2] with the properties that h(1/3) = 0 and
h(1/2) = 1, the condition (3..12) shows how to de-
fine h(x) on ]1/2, 2/3[; and, finally, the condition (3..11)
shows how to define h on ]4/3, 5/3[ such that the resulting
function is a symmetric dual generator.
1.5
1.25
0.75
0.25
0.5
1.5
1.0
0.5
0.0
x
2.01.00.0
Figure 3: The function h in (3..13)..
Put
h(x) = 6x− 2, x ∈ [1/3, 1/2].
Then, for x ∈ [1/2, 2/3],
h(x) =
1− (1 − x)h(1− x)
x
=
−6x2 + 10x− 3
x
.
The condition h(1 + x) = h(1 − x), x ∈]1/3, 2/3[ can
also be expressed as h(x) = h(2 − x), x ∈]4/3, 5/3[.
Thus, for x ∈ [4/3, 3/2] we arrive at
h(x) = h(2 − x) =
−6x2 + 14x− 7
2− x
, x ∈ [4/3, 3/2];
while, for x ∈ [3/2, 5/3],
h(x) = h(2− x) = 6(2− x)− 2 = 10− 6x.
We have arrived at the following conclusion:
Lemma 3..5 For b = 3/5, the function
h(x) =


0 if x ≤ 1/3;
6x− 2 if x ∈ [1/3, 1/2];
−6x
2
+10x−3
x
if x ∈ [1/2, 2/3];
1
x
if x ∈ [2/3, 1];
1
2−x
if x ∈ [1, 4/3];
−6x
2
+14x−7
2−x
if x ∈ [4/3, 3/2];
10− 6x if x ∈ [3/2, 5/3];
0 if x ≥ 5/3
(3..13)
is a continuous symmetric dual generator of B2.
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Abstract:
This paper reviews recent results on the geometry of Ga-
bor systems in finite dimensions. For example, we discuss
the coherence of Gabor systems, the linear independence
of subsets of Gabor systems, and the condition number
of matrices formed by a small number of vectors from a
Gabor system. We state a result on the recovery of sig-
nals that have a sparse representation in certain Gabor sys-
tems. The results listed here are obtained by the author in
collaborations with Jim Lawrence, Felix Krahmer, Peter
Rashkov, Jared Tanner, Holger Rauhut, and David Walnut
linear independence
1. Introduction and Notation
The theory of Gabor systems in the Hilbert space of square
integrable functions on the real line has received signifi-
cant attention during the last ten to twenty years (see, for
example, [4, 6, 8, 7] and references within). Much of the
research concentrates on showing that certain Gabor sys-
tems are frames or Riesz bases for their closed linear span.
The seemingly simpler concept of linear independence of
vectors in a Gabor system was addressed in [10]. There,
it was conjectured that any finite set of time–frequency
shifted copies of a single square integrable function is lin-
ear independent. This conjecture still remains to be re-
solved.
In the last years, in part due to the emergence of the the-
ory of compressed sensing and sparse signal recovery, the
structure of Gabor systems in finite dimensional spaces
has received increased attention. Such finite Gabor sys-
tems on finite Abelian groups are described below.
We let G denote a finite Abelian group. Its dual group
Ĝ consists of the group homomorphisms ξ : G 7→ S1.
We have Ĝ ⊆ CG = {f : G −→ C}, the latter being
the space of complex valued functions on G. The sup-
port size of f ∈ CG is ‖f‖0 := |{x : f(x) 6= 0}|.
The Fourier transform of f ∈ CG is normalized to be
f̂(ξ) =
∑
x∈G f(x) ξ(x), ξ ∈ Ĝ.
Translation operators Tx, x ∈ G, and modulation oper-
ators Mξ, ξ ∈ Ĝ, on CG are unitary operators given by
(Txf)(t) = f(t − x) and (Mξf)(t) = f(t) · ξ(t). Time-
frequency shift operators π(λ), λ = (x, ξ) ∈ G × Ĝ,
are the unitary operator on CG represented by π(λ)f =
Tx ◦Mξf , λ = (x, ξ) ∈ G× Ĝ.
The system {π(λ)g : λ ∈ G × Ĝ} ⊆ CG is called (full)
Gabor system with window g ∈ CG, it consists of |G|2
vectors in a |G| dimensional space.
The short-time Fourier transform with respect to g is given
by
Vgf(λ) = 〈f, π(λ)g〉 =
∑
y∈G
f(y)g(y − x)ξ(y),
f ∈ CG, λ = (x, ξ) ∈ G× Ĝ.
We shall not make a distinction between the linear map-
ping Vg : C
G −→ CG×Ĝ and its matrix representation
with respect to the Euclidean basis.
Full Gabor systems in finite dimensions share an impor-
tant and very useful property: for any g 6= 0, the collection
{π(λ)g}λ∈G×Ĝ forms a uniform tight finite frame for CG
with frame bound n2 ‖g‖2, that is,
∑
λ∈G×Ĝ
|〈f, π(λ)g〉|2 = n2 ‖g‖2‖f‖2.
This is a simple consequence of the representation theory
of the Weyl–Heisenberg group [9, 12].
In this paper we are concerned with properties of sub-
sets of full Gabor systems. In Section 2, we consider
the linear independence of subsets of |G| elements of
{π(λ)g}λ∈G×Ĝ. Recall that a finite set of vectors in
C
G is in general linear position if any subset of at most
|G| of these vectors are linearly independent. While be-
ing a classical concept in mathematics, it is also relevant
for communications, namely, for information transmission
through a so-called erasure channel [2]. In fact, a frame
F = {xk}mk=1 in Cn is called maximally robust to era-
sures if the removal of any l ≤ m − n vectors from F
leaves a frame.
Moreover, we consider the coherence of Gabor systems
in Section 3. We state probabilistic estimates of the co-
herence of a full Gabor system with respect to a randomly
generated window. In Section 4, we consider the condition
number of matrices formed by a small subset of a Gabor
system.
The results presented below were obtained over the last
few years in collaboration with Jim Lawrence and David
Walnut [12], Felix Krahmer and Peter Rashkov [11], and
Holger Rauhut and Jared Tanner [14, 13].
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2. Gabor systems in general linear position
The following simple observations illustrate the useful-
ness of Gabor systems which are in general linear posi-
tion.
Proposition 1 [11, 12] For g ∈ CG \ {0}, the following
are equivalent:
1. {π(λ)g}λ∈G×Ĝ are in general linear position.
2. For all f ∈ CG\{0}we have ‖Vgf‖ ≥ |G|2−|G|+1.
3. For all f ∈ CG, Vgf is completely determined by its
values on any set Λ with |Λ| = n.
4. {π(λ)g}λ∈G×Ĝ is maximally robust to erasures.
5. The |G| × |G|2 matrix Vg has the property that every
minor of order n is nonzero.
Corollary 2 [12] If {π(λ)g}λ∈G×Ĝ are in general linear
position, then ‖g‖0 = |G| and ‖ĝ‖0 = |G|.
Unfortunately, not each finite Abelian groups G permits
the existence of a vector g ∈ CG satisfying one and there-
fore all conditions listed in Proposition 1. For example,
for the group G = Z2 × Z2, no such g exists [11]. The
situation is different for G = Zp. Recall that E is of full
measure if the Lebesgue measure of CG \ E is 0.
Theorem 3 [12] If |G| is prime, that is,G = Zp, p prime,
then there is a dense open setE of full measure in CG such
that for every g ∈ E, the elements of the full Gabor system
{π(λ)g}λ∈G×Ĝ are in general linear position. That is, for
almost all g we have ‖Vgf‖ ≥ |G|2−|G|+1 for all f 6= 0.
Rudimentary numerical experiments encourage us to ask
the following question.
Question 4 [12] For G cyclic, that is, G = Zn, n ∈ N,
exists g ∈ CG so that the conclusions of Proposition 1,
and, therefore, ‖Vgf‖ ≥ |G|2 − |G|+ 1, f ∈ CG, hold
In fact, for |G| prime, Theorem 3 can be strengthened.
Theorem 5 [11] Let G = Zp, p prime. For almost every
g ∈ CG, we have
‖Vgf‖0 ≥ |G|2 − ‖f‖0 + 1 (1)
for all f ∈ CG \ {0}. Moreover, for 1 ≤ k ≤ |G| and
1 ≤ l ≤ |G|2 with k + l ≥ |G|2 + 1 there exists f with
‖f‖0 = k and ‖Vgf‖0 = l.
Proposition 6 [11] If |G| is not prime, then Vg has zero
minors for all g ∈ CG. Hence, there is no g ∈ CG such
that (1) holds for all f ∈ CG.
Numerical experiments for Abelian groups of order less
than or equal to 8, as well as our result for all cyclic groups
of prime order, indicate that the following question might
have an affirmative answer.
Question 7 [11] For every cyclic groupG and almost ev-
ery g ∈ CG, does
{
(‖f‖0, ‖Vgf‖0), f ∈ CG\{0}
}
=
{
( ‖f‖0 , ‖f̂‖0+|G|2−|G| ), f ∈ CG\{0}
}
hold?
The following result improves on Theorem 5. It allows for
the construction of Gabor based equal norm tight frames
of p2 elements in Cn, n ≤ p. To our knowledge, the only
previously known equal norm tight frames that are max-
imally robust to erasures are so-called harmonic frames
(see Conclusions in [2]).
Proposition 8 [11] There exists a unimodular g ∈ CZp , p
prime, that is, a g with |g(x)| = 1 for all x ∈ G satisfying
the conclusions of Theorem 5.
To construct an equal norm tight frame, we choose a
g ∈ (S1)p satisfying the conclusions of Proposition 8.
We remove p − n components of the equal norm tight
frame {π(λ)g}λ∈G×Ĝ. The resulting frame remains an
equal norm tight frame which is maximally robust to era-
sure. Note that this frame is not a Gabor frame proper.
Reducing the number of vectors in the frame to m ≤ p2
vectors leaves an equal norm frame which is maximally
robust to erasure but which might not be tight. With the
restriction to frames with p2 elements, p prime, we have
shown the existence of Gabor frames which share the use-
fulness of harmonic frames when it comes to transmission
of information through erasure channels.
Background and more details on frames and erasures can
be found in [2, 15] and the references cited therein.
Note that Theorem 5 has as direct consequence
Theorem 9 [11] Let g ∈ CZp , p prime, satisfy the conclu-
sion of Theorem 5. Then any f ∈ CZp with ‖f‖0 ≤ 12 |Λ|,
Λ ⊂ Zp×Ẑp, is uniquely determined by Λ and rΛVgf .
Here, only the support size of f is known. No additional
information on the support of f is required to determine
f .
In terms of sparse representations, we consider the ques-
tion whether any vector f =
∑
λ∈Λ
cλπ(λ)g can be deter-
mined by a few entries of f in case that |Λ| is small.
Theorem 10 [11] Let g ∈ CZp , p prime, satisfy the con-
clusion of Theorem 5. Then any f ∈ CZp with f =∑
λ∈Λ cλπ(λ)g, Λ ⊂ Zp×Ẑp is uniquely determined by
B and rBf whenever |B| ≥ 2|Λ|.
Note that similar to before, the efficient recovery of f from
2|Λ| samples of f in Theorem 10 does not require knowl-
edge of Λ.
The question asking how to recover f from a small number
of entries of f efficiently will be briefly addressed with
Theorem 14
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3. Coherence of Gabor systems
In the following we restrict our attention to cyclic groups
G = Zn, n ∈ N. We consider the so-called Alltop window
hA [15] with entries
hA(x) =
1√
n
e2πix
3/n, x = 0, . . . , n−1, (2)
and the randomly generated window hR with entries
hR(x) =
1√
n
ǫx, x = 0, . . . , n−1, (3)
where the ǫx are independent and uniformly distributed on
the torus {z ∈ C, |z| = 1}.
For ‖h‖2 = 1, the coherence of a full Gabor systems is
µ = max
(ℓ,p) 6=(ℓ′,p′)
|〈MℓTph,Mℓ′Tp′h〉|. (4)
In [16] it is shown that the coherence of {π(λ)hA : λ ∈
Zn × Ẑn} ⊆ Cn given in (2) satisfies
µ =
1√
n
(5)
for n prime. This is close to optimal since as the lower
bound for the coherence of frames with n2 elements in
C
n is µ ≥ 1√
n+1
[16].
Unfortunately, the coherence (4) of hA applies only for n
prime. For arbitrary n we now consider the random win-
dow hR.
Theorem 11 [14] Let n ∈ N and choose a random win-
dow hR with entries
hR(x) =
1√
n
ǫx, x = 0, . . . , n−1,
where the ǫx are independent and uniformly distributed on
the torus {z ∈ C, |z| = 1}. Let µ be the coherence of the
associated Gabor dictionary (4), then for α > 0 and n
even,
P
(
µ ≥ α√
n
) ≤ 4n(n−1)e−α2/4,
while for n odd,
P
(
µ ≥ α√
n
) ≤ 2n(n−1)(e−n−1n α2/4 + e−n+1n α2/4) .
(6)
Up to the constant factor α, the coherence in Theorem 11
comes close to the lower bound µ ≥ 1√
n+1
with high
probability. (The probability depends on α).
4. Conditioning of submatrices of Vg
For applications such as sparse signal recovery, not only
linear independence of subsets of Gabor systems is re-
quired. It is rather needed, that small subsets of Gabor
systems form well-conditioned matrices.
Throughout this section, we let Ψ = Vg ∈ Cn×n2 with
g = hR being the randomly generated unimodular win-
dow described in (3). For Λ ⊆ G×Ĝ we denote by ΨΛ
the matrix consisting only of those columns indexed by
λ ∈ Λ.
Theorem 12 [13] Let ε, δ ∈ (0, 1) and |Λ| = S. Suppose
that
S ≤ δ
2n
4e(log(S/ε) + c)
(7)
with c = log(e2/(4(e−1))) ≈ 0.0724. Then ‖IΛ −
Ψ∗ΛΨΛ‖ ≤ δ with probability at least 1 − ε; in other
words the minimal and maximal eigenvalues ofΨ∗ΛΨΛ sat-
isfy 1 − δ ≤ λmin ≤ λmax ≤ 1 + δ with probability at
least 1− ε.
Remark 13 [13] Assuming equality in condition (7) and
solving for ε we deduce
P
(‖IΛ −Ψ∗ΛΨΛ‖ > δ) ≤ e24(e−1)S exp
(
− δ
2n
4eS
)
= CS exp
(
− δ
2n
4eS
)
with C ≈ 1.075.
Theorem 12 allows us to guarantee the successful use of
efficient algorithms to determine f =
∑
λ∈Λ
cλπ(λ)g from
a few entries of f in case that |Λ| is small. Here, we will
concentrate on algorithms based on Basis Pursuit. Basis
Pursuit seeks the solution of the convex problem
min
x
‖x‖1 subject to Ψgx = y, (8)
where ‖x‖1 =
∑
λ∈Z2
n
|xλ| is the ℓ1-norm of x. Efficient
convex optimization techniques for Basis Pursuit can be
found in [1, 3, 5].
Theorem 14 [13] Assume x is an arbitrary S-sparse co-
efficient vector. Choose the random unimodular Gabor
window g = hR defined in (3), that is, with random en-
tries independently and uniformly distributed on the torus
{z ∈ C, |z| = 1}. Assume that
S ≤ C n
log(n/ε)
(9)
for some constant C. Then with probability at least 1− ε
Basis Pursuit (8) recovers x from y = Ψx = Ψgx.
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Abstract:
In this paper we investigate an algorithm for the suppres-
sion of errors caused by quantization of frame coefficients
and by erasures in their subsequent transmission. The era-
sures are assumed to happen independently, modeled by
a Bernoulli experiment. The algorithm for error correc-
tion in this study embeds check bits in the quantization
of frame coefficients, causing a possible, but controlled
quantizer overload. If a single-bit quantizer is used in con-
junction with codes which satisfy the Gilbert Varshamov
bound, then the contributions from erasures and quantiza-
tion to the reconstruction error is shown to have bounds
with the same asymptotics in the limit of large numbers of
frame vectors.
1. Introduction
The versatility of redundant systems, in particular frames,
has been demonstrated by their resilience to erasures and
by their usefulness to suppress quantization errors. In the
context of finite frames, the statistical error estimates by
Goyal, Kovacˇevic´, Vetterli and Kelner [7, 6] were to the
authors’ knowledge the first instance of a combined anal-
ysis of erasures and quantization.
In recent years, the robustness of finite frames against era-
sures has been more extensively studied, for instance, in
[5, 14, 9, 2, 10]. These studies typically provide estimates
for the (average and worst case) blind reconstruction error,
meaning all erased (unknown) coefficients are set to zero
and the reconstruction relies on a fixed synthesis opera-
tor. It is well-known that if the frame vectors related to the
non-erased coefficients still form a spanning set, then the
frame operator of those can be inverted, leading to perfect
reconstruction. However, the latency caused by the wait
until all coefficients have been transmitted and the compu-
tational cost of inverting the frame operator make perfect
reconstruction less practicable.
On the other hand, Benedetto, Powell and Yilmaz [1] in-
vestigated an easily implementable, active error correction
for the compensation of quantization errors with so-called
sigma-delta algorithms, which provide highly accurate re-
construction.
Recently, Boufounos, Oppenheim and Goyal [4] intro-
duced an erasure correction scheme with strong simi-
larities to quantization-noise shaping, offering the possi-
bility of a combined treatment of both types of errors.
The idea of pre-compensation and error-forward projec-
tion deserves to be explored further, but the algorithm by
Boufounos, Oppenheim and Goyal is computationally still
more costly than a simple application of sigma-delta quan-
tization.
The need for results on low-complexity quantization-and-
erasure correcting algorithms motivated the present study,
which investigates a rather simple strategy for error com-
pensation, a modified sigma-delta algorithm with embed-
ded check bits. The error correction algorithm we present
allows precise bounds on quantization errors and also on
the effect of erasures from unreliable transmissions of
frame coefficients.
2. PCM quantization and blind reconstruc-
tion
We first revisit erasure-averaged error bounds for PCM
quantization of frame coefficients and blind reconstruction
after transmission.
Definition. Let H be a d-dimensional Hilbert space. A
frame F = {f1, f2, . . . fN} for H is a spanning set. If all
vectors in the frame have the same norm, we call F equal-
norm. If x = 1A
∑N
j=1〈x, fj〉fj for all x ∈ H, then we
say that F is A-tight.
Quantizing frame coefficients simply means mapping
them to a finite set of values.
Definition. A function Q on R is called a quantizer with
accuracy ǫ > 0 on the interval [−L,+L] if it has a fi-
nite range A and for any x ∈ [−L,+L], Q(x) satisfies
|x − Q(x)| ≤ ǫ. The range A of the quantizer Q is also
called the alphabet. If this alphabet consists of all inte-
ger multiples of a fixed step-size δ contained in the inter-
val [−L − δ/2,+L + δ/2] and the quantizer assigns to
x ∈ [−L,+L] the unique value mδ,m ∈ Z, satisfying
(m − 12 )δ < x ≤ (m + 12 )δ then we call Q the uniform
mid-tread quantizer with step-size δ [3]. Alternatively, if
the alphabet is A = (Z + 12 )δ ∩ [−L − δ/2,+L + δ/2]
and ifQ assigns to x ∈ [−L,+L] the value (m+ 12 )δ such
that mδ < x ≤ (m + 1)δ, then we speak of the so-called
uniform mid-riser quantizer with step-size δ. In the lat-
ter part of this study, we focus on the single-bit mid-riser
quantizer which rounds the input to A = {−δ/2,+δ/2}.
We want to apply this quantizer to frame coefficients.
Definition. Given a quantizer Q, the PCM quantization
of a vector x in a real Hilbert space H of dimension
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dim(H) = d, equipped with an A-tight frame F =
{fj}Nj=1, is defined by
QF (x) =
1
A
N∑
j=1
Q(〈x, fj〉)fj .
Remark. We recall that the PCM quantization error result-
ing from a uniform quantizer Q with accuracy ǫ > 0 on
[−L,+L], and a N/d-tight equal-norm frame F applied
to any input vector x ∈ H satisfying ‖x‖ ≤ L is in norm
bounded by
‖QF (x)− x‖ ≤ max
‖v‖=1
max
uj∈{±1}
d
N
|
N∑
j=1
uj〈fj , v〉|
≤ d
N
(
√
Nǫ)(
N∑
j=1
|〈fj , v〉|2)1/2 =
√
dǫ .
This is in contrast to erasures, where the bound on the re-
construction error depends on the norm of the input vector.
Definition. Given a probability measure P on the set of
erasures, and the analysis operator V belonging to an A-
tight frame, we define the erasure-averaged reconstruction
error to be
e(V,P) = E[‖ 1
A
V ∗E(ω)V − I‖] .
Hereby, E[·] is the expectation with respect to the proba-
bility measure P on Ω = {0, 1}N , and E : Ω→ RN×N is
a random diagonal matrix with entries Ej,j = ωj .
Theorem. Let H be a real Hilbert space of dimension d,
equipped with an A-tight equal-norm frame F . If all the
frame coefficients are erased with a probability 0 ≤ p ≤
1, independently of each other, then the erasure-averaged
reconstruction error is bounded by
p ≤ E[‖ 1
A
V ∗E(ω)V − I‖] ≤ pd .
Proof. The lower bound uses Jensen’s inequality and
the convexity of the norm on the real vector space of
Hermitian operators [12]. The upper bound relies on
the identity for the operator norms ‖V ∗(I − E)V ‖ =
‖(I − E)V V ∗(I − E)‖ and on the bound for entries
in the Grammian, |(V V ∗)j,k| ≤ ‖fj‖‖fk‖ = 1, de-
rived from the Cauchy-Schwarz inequality, which implies
E[‖(I − E(ω))V V ∗(I − E(ω))‖] ≤ Np.
Thus, for a vector x for which p‖x‖ is bigger than
(δ/2)
√
d, the bound on the worst case error due to era-
sures dominates that of PCM quantization.
A similar phenomenon happens when the quantization is
obtained with first and higher-order sigma delta quantiza-
tion. For sufficiently largeN , the bound for the worst-case
quantization error, see e.g. [3], is smaller than the worst-
case erasure error. This motivates investigating active er-
ror correction for erasures.
3. Sigma-delta quantization with embedded
check bits
Our main goal is to make the two error bounds for erasures
and quantization comparable. To this end, we use system-
atic binary error-correcting codes for packets of quantized
coefficients, and replace a portion of the output from the
sigma-delta quantizer by the check bits.
Definition. A binary (n, k)-code is an invertible map
C : Zk2 → Zn2 .
The minimum distance of this code is the minimal num-
ber of bits by which any two code words (elements in
the range of C) differ. A systematic (n, k)-code simply
appends check bits, meaning q = (q1, q2, . . . qk) maps
to C(q) = (q′1, q
′
2, . . . q
′
n) such that q
′
j = qj for all
j ∈ {1, 2, . . . k}.
The relevance of this definition is that among any block of
n transmitted bits, the minimum distance is the number of
bit erasures that cannot be corrected any more.
The reconstruction strategy we study is given by incorpo-
rating check bits in the output of the quantizer, which are
used by the receiver to correct a portion of the erased bits.
The remaining, incorrectible bits are then omitted from re-
construction.
As already mentioned, we will exploit a particular accom-
panying quantization strategy, which we briefly explain.
Definition. Let Q be the binary mid-riser quantizer with
stepsize δ > 0 and let F = {f1, f2, . . . fN} be an N/d-
tight frame for a d-dimensional real Hilbert space H.
Also, assume that C is a binary (n, k)-code. Given an
input vector x ∈ H, then the C-embedded sigma-delta
quantization of x is QF,C(x) =
d
N
∑N
j=1 qjfj , where the
sequence {qj}∞j=1 associated with the initialization value
u0 = 0 is defined by
qm+j :=
{
Q(〈x, fm+j〉+ um+j−1), 1 ≤ j ≤ k ,
C((qm+1, qm+2, . . . qm+k))j , else ,
for anym ∈ {0, n, 2n, . . . }, and j ∈ {1, 2, . . . n}, and the
map for updating the internal variable is
um+j := 〈x, fm+j〉 − qm+j + um+j−1 .
Our first main theorem is the stability of this modified
sigma-delta algorithm.
Theorem. LetQ be a binary mid-riser quantizer with step-
size δ > 0, let F = {f1, f2, . . . fN} be an N/d-tight
equal-norm frame for a d-dimensional real Hilbert space
H, and let C be a systematic binary (n, k)-code, such that
n divides N . If ‖x‖ ≤ αδ/2, α < 1, and
k ≥ n
2
(1 + α)
then in the course of the C-embedded first-order sigma-
delta quantization, the internal variable is bounded by
|uj | ≤ δ
2
((n− k + 1) + (n− k)α) ≤ δ(k − k
2
n
+
1
2
)
for all j ∈ {1, 2, . . . N}.
Proof. We proceed by induction. At the end of the first
block of n bits, if all n− k check bits were chosen incor-
rectly and the input is taken to be the worst case, then uN
reaches the maximum magnitude stated in the theorem. In
the course of quantizing the next block, due to the bound
on the input, each bit allows the quantizer to recover at
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least δ/2 − αδ/2. With the inequality k ≥ n2 (1 + α) we
deduce
k(
1
2
− α
2
) ≥ 1
2
(n− k)(1 + α)
which means uj is contained in [−δ/2, δ/2] before the
next check bit is encountered.
Similarly as in [1] and [3], we deduce an error estimate
from the bound on the internal variable.
The relevant quantity in this estimate is derived from the
frame geometry, as in [3],
T (F) = ‖(f1−f2)±(f2−f3)±· · ·±(fN−1−fN )±fN‖ .
We define the maximal error caused by quantization to be
eq(V, δ, α) = max
‖x‖≤αδ/2
‖QF,C(x)− x‖ ,
where V is the analysis operator of the frame F .
Theorem. Under the same assumptions as in the preceding
theorem,
eq(V, δ, α) ≤ d
N
(
δ
2
((n− k)(1 + α) + 1)T (F) .
Proof. This is an immediate consequence of the bound on
the internal variable and the proof in [3].
In comparison with the unmodified first order sigma-delta
quantization, we have a bound that is worse by at most a
factor of 2(n − k). However, the advantage of the em-
bedded check bits is the ability to correct erasures in each
block.
Assume the initial probability measure applies an erasure
with a probability of p to each coefficient. Assume that
the code C has minimal distance np + t with t > 0. Let
P
′ denote the probability measure governing the erasures
remaining after the error correction has been applied in
each block of length n.
Definition. The combination of quantization, erasures and
error correction gives the reconstruction error
ec(V, δ, α,P′) = E[ max
‖x‖≤αδ/2
‖ 1
A
∑
j
ωjqjfj − x‖] ,
where ωj = 0 means that the j-th coefficient is erased.
The following lemma helps bound the probability of era-
sures remaining, if the weight of the code is larger than the
expected number of erasures before correction.
Lemma. (Hoeffding [8]). Let E[ωj ] = 1 − p and as-
sume that the minimum distance of C is bounded below
by n(p+ ǫ), ǫ > 0. The probability p′of an individual co-
efficient being erased after the error correction is applied
is bounded by
p′ ≤ exp(−2nǫ2) .
Now we can combine the two error estimates for quanti-
zation and erasures.
Theorem. Let ǫ > 0, assume C has minimal distance
n(p+ ǫ). Let P′ be the probability measure governing the
erasures after the error correction has been applied. Under
the additional assumptions of the preceding theorem,
ec(V, δ, α,P′) ≤ eq(V,C, δ, α) + dδ
2
exp(−2nǫ2) .
Proof. First we apply Minkowski’s inequality to separate
the error caused by quantization and by erasures. The
expected number of erasures is Np′, with p′ bounded in
accordance with the preceding lemma. Each erased co-
efficient has magnitude δ/2, so the norm of the vectors
which are omitted in the reconstruction can at most be
δdp′/2.
The remaining question is which asymptotics can be
achieved for the minimum distance with a suitable se-
quence of codes.
To this end, we quote a version of the Gilbert-Varshamov
bound.
Lemma. Let 0 ≤ q ≤ 1/2, then there exist infinitely many
systematic linear (n, k)-codes with minimum distance at
least nq and rate
k
n
≥ 1−H2(q) ,
where H2(q) = −q log2 q − (1 − q) log2(1 − q) is the
binary entropy.
Proof. The usual form of the Gilbert Varshamov bound for
linear codes [11, Ch. 17] can be re-stated as a bound for
the maximal number of erasures that can be corrected by
certain codes. In this form, it states the existence of linear
codes for which any n−d+1 rows of the generator matrix
have rank k if d ≥ nq, meaning up to d − 1 erasures can
be corrected. Permuting the rows so that the first k have
maximal rank and right-multiplying by the inverse of this
k × k block gives the generator matrix for a systematic
code that can correct the same number of erasures.
We are ready to state the final result.
Theorem. Let 0 ≤ p < q ≤ 1/2, H2(q) ≤ (1 − α)/2,
0 < α < 1 and denote ǫ = q − p. Consider the se-
quence of systematic linear codes provided by the Gilbert-
Varshamov bound for minimum distance bounded below
by nq and let N ≥ ne2nǫ2 , then
ec(V, δ, α,P′) ≤ dδ
2N
((2 lnNH2(q)/ǫ
2 + 1)T (F)
+
1
2ǫ2
lnN) .
Proof. From the assumption, we have e2nǫ
2 ≤ N and thus
n ≤ 12ǫ2 lnN . By the Gilbert-Varshamov bound,
n− k ≤ nH2(q) ≤ 1
2ǫ2
lnNH2(q) .
Using the Hoeffding inequality on the error due to the re-
maining erasures gives
e−2nǫ
2 ≤ n
N
≤ 1
2ǫ2
lnN
N
.
Thus, the two error terms have the same asymptotic be-
havior.
We note that this error bound is only worse by a term log-
arithmic in N compared to the quantization error without
erasures. We also remark that even in the lossy regime,
when the error correction fails with near certainty in any
packet, then we still have p′ ≤ p and thus
ec(V, δ, α,P′) ≤dδ(( lnN
N
H2(q)/ǫ
2 + 1)T (F) + p
2
) .
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Abstract:
The variable fractional-delay (FD) filter structure by Tassart
and Depalle performs Lagrange interpolation in an efficient
way. We point out that this structure directly corresponds to
Newton’s interpolation (backward difference) formula, hence
we prefer to refer to it as the Newton FD filter. This structure
does not function correctly when the fractional delay is made
time-variant, e.g., in sample rate conversion. We present a
simple modification that enables time-variant usage such as
fractional sample rate conversion and nonuniform resampling.
We refer to the new structure as the Newton (interpolator)
structure. Almost all advantages of the Newton FD structure
are preserved. Furthermore, we suggest that by transposing the
Newton interpolator we obtain the transposed Newton struc-
ture which can be used in decimation as well as reconstruction
of nonuniformly sampled signals, analogously to the trans-
posed Farrow structure. The presented structures are a com-
petitive alternative for the Farrow structure family when low
complexity and flexibility are required.
1.  Introduction
In [1][2][3], Tassart and Depalle as well as Candan derive an
efficient implementation structure for FD filters, depicted in
Fig. 1, from Lagrange’s interpolation formula. It turns out that
the obtained filter structure directly corresponds to Newton’s
(backward difference) interpolation formula [4] (with some
subexpression sharing) which indeed is equivalent with La-
grange interpolation [5]. Newton’s backward difference for-
mula is
, (1)
where
(2)
is the rising factorial, and is the backward difference oper-
ator such that and
, resulting in
(3)
Newton’s backward difference formula provides an effi-
cient means to realise piecewise-polynomial interpolation for
DSP. Its complexity is only O(M) (where is the interpolator
order)–cf. equivalent Lagrange implementations based on the
Farrow structure [6] having O(M2) complexity [3]. The subfil-
ters are multiplier-free and extremely simple. The structure is
modular, as highlighted by the grey shading in Fig. 1, and the
interpolator order can be changed in real time [3].
Unfortunately, the structure presented in Fig. 1 does not
function correctly in sample rate conversion (SRC). Because
the multiplications are performed between the subfilters, mak-
ing them time-variant will result in incorrect output. This is
because each output sample should only depend on the current
value of the delay parameter D; in Fig. 1, past values of D con-
tribute to the output through the delayed paths through the sub-
filters. Therefore, the structure in Fig. 1 is only useful in
single-rate, time-invariant or slowly-varying fractional-delay
filtering.
We propose a slightly modified structure that allows arbi-
trary resampling, including increasing the sample rate by arbi-
trary, also fractional, factors (fractional interpolation). We
also point out that the structure can be transposed to obtain a
decimator structure that possesses all the advantages of the
Newton interpolation structure.
This work was supported by the Graduate School in Electronics,
Telecommunications and Automation (GETA).
f t τ+( ) τ m( )∆m f t( )
m!---------------------------m 0=
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2.  The Newton structure for interpolation
In order to allow fractional SRC and arbitrary resampling, the
Newton structure must work correctly with a time-variant
fractional delay. This is achieved through two simple steps:
(i) We invert the summation order at the output part of the
structure from that presented in [1][3] (this was already done
in [2]). (ii) The time-varying multiplications can now be im-
plemented in the high-rate part between the adders. The im-
proved structure is shown in Fig. 2. We refer to it as the
Newton interpolator structure or the Newton structure for
short. Also the improved structure is modular, permitting
changing the interpolator order in real time. In single-rate FD
filtering, the improved structure is equivalent to [1][2][3].
In Fig. 2, the H&S blocks stand for hold & sample, i.e.,
each output sample obtains the value of the previously arrived
input sample.
In fractional interpolation, i.e., increasing the sample rate
by a fractional factor, we use the common notation illustrated
in Fig. 3. The time interval between the previous input sample
and the next output sample to be generated is expressed using
the fractional interval variable which is normalised with re-
spect to the input sample interval so that .
Interpolation of uniformly spaced input samples can be
modelled as convolution [5], leading to the generic model de-
picted in Fig. 4 [7]. The continuous-time (CT) linear time-in-
variant (LTI) model filter is piecewise polynomial, with
pieces, each with duration equal to the input sample in-
terval . Hence the impulse response length is .
The composite transfer function of cascaded subfilters
is
(4)
cf. (3). The output of the interpolator is
Figure 1. The fractional-delay filter structure proposed in [1][3], based on Newton’s interpolation formula.
1–z 1–
D+M –1–
M
-----------------------
. . .
. . .
1–z 1–
–D+1
2
--------------
1 z 1––
D–
1–z 1–
–D+2
3
--------------
Figure 2. The Newton interpolator structure suitable for sample rate conversion. The hold & sample
(H&S) blocks perform the sampling at the output sample instants.
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Figure 3. Definition of the fractional interval for
interpolation.
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Figure 4. The generic model for SRC by arbitrary
factors.
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(2.1)
where
(5)
for , and
(6)
is the falling factorial. The delay of the interpolator is .
The parameter can be chosen quite freely, but the best am-
plitude response and linear phase response are obtained with
 [1].
The continuous-time model impulse response of the inter-
polator is then (cf. the expression of the filter input in Fig. 4)
(7)
The reversed summation order in the high-rate part comes
with a price: the structure is more costly to pipeline than those
in [1][3] because the signal paths cannot share pipeline regis-
ters.
3.  The transposed Newton structure
There exists a duality1 between decimation and interpolation
that allows transforming a decimator into an interpolator and
vice versa through network transposition [7]. By transposing
the Newton interpolator, we obtain the structure depicted in
Fig. 5. We refer to this as the transposed Newton structure.
The transpose is obtained by inverting the flow direction of all
signals and replacing each block with its dual. For instance,
the H&S block is replaced with the accumulate & dump
(A&D) block, which sums up all its input samples since the
previous output sample. This is also the most straightforward
way to obtain the transposed Farrow structure from the Farrow
structure2 [9].
The output samples of the transposed Newton structure are
uniformly spaced, but the input samples may arrive at arbitrary
time instants. The generic SRC model (Fig. 4) is valid also for
the transposed Newton structure. The model impulse response
is again piecewise-polynomial, now with the piece duration
equal to the output sample interval. The model impulse re-
sponse is obtained by replacing with in (7) and rede-
fining according to Fig. 6 (reflecting the duality between
decimation and interpolation). For an input sample arriving at
time instant , the fractional interval is
(8)
For fractional decimation, the fractional interval for the lth in-
put sample is
(9)
The impulse response in the generic model is now
(10)
1. There exist a number of definitions for duality,
including the adjoint. Here we use the generalised
duality/transpose as defined in [7].
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Figure 5. The transposed Newton structure for decimation and
reconstruction of signals from nonuniformly spaced samples.
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is not the true transpose of the Farrow structure
even though the duality of responses holds.
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Figure 6. Definition of the fractional interval for the
transposed structure (dual of interpolation).
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with integer Again, for the best response.
In the frequency response, the model filter has zeros at
each (nonzero) integer multiple of the output sample rate,
hence realising antialiasing regardless of the decimation fac-
tor.
The transposed Newton structure is able to receive input
samples at arbitrary time instants, which makes it a potential
building block for reconstruction of signals from nonuniform-
ly spaced samples (e.g., in algorithms like [10][11]), as earlier
suggested for the transposed Farrow structure in [12].
The transposed Newton structure shares the advantages
and disadvantages of the Newton interpolator, such as modu-
larity,  complexity and the inefficient zero locations.
4.  Computational complexity
In interpolation by factor the Newton structure will per-
form additions and multiplications per
input sample on average. In decimation by the transposed
Newton structure will perform addi-
tions and multiplications per output sample. The
first term in the addition count comes from the A&D block.
Multiplication by a constant inverse of a small integer requires
only few additions/subtractions.
Unambiguous complexity comparison between the pro-
posed structures and alternatives, mainly the Farrow family,
would require specifying the implementation technology and
the SRC factor. However, the following points can be made:
(i) The basis multipliers are more complex in the Newton
structures (integer part present in the time-variant coefficients)
than in Farrow structures (no integer part). Hence, large SRC
factors are unfavourable to the Newton family. (ii) If the La-
grange response suffices, the ultimate simplicity of the subfil-
ters makes the Newton family superior to the Farrow structure
when the SRC factor is small. (iii) The response of the Newton
structures can be improved only by increasing the order (i.e.,
number of stages). In designs with a low oversampling factor
and/or strict performance requirements, this may lead to a very
high filter order. In such cases, an optimised Farrow design
with a non-Lagrange response will have a lower complexity
and smaller delay.
5.  Conclusions
The proposed structures allow efficient piecewise Newton in-
terpolation for SRC and arbitrary resampling as well as its dual
for decimation and reconstruction of nonuniformly sampled
signals. The advantages of the proposed structures include
low, O(M) complexity (high orders are feasible at the cost of a
long delay), very simple subfilters and run-time adjustability
of the filter order. As a drawback, the basis multipliers running
at the high-rate end of the filter have longer wordlengths than
in the Farrow counterparts.
Due to their simplicity, the Newton structures may be use-
ful as building blocks of more complicated algorithms for in-
terpolation, decimation, and reconstruction of nonuniformly
sampled signals.
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Abstract:
We present the basic properties of the chromatic deriva-
tives and the chromatic expansions as well as a motiva-
tion for introducing these notions. The chromatic deriva-
tives are special, numerically robust linear differential op-
erators; the chromatic expansions are the associated local
expansions, which possess the best features of both the
Taylor and the Nyquist expansions. This makes them po-
tentially useful in fields involving sampled data, such as
signal and image processing.
1. Motivation
The Nyquist–(Whittaker–Kotelnikov–Shannon) expan-
sion f(t) =
∑∞
n=−∞ f(n) sin pi(t − n)/pi(t − n) of a
pi-band limited signal of finite energy f(t) ∈ BL(pi) is
of global nature, because it requires samples of the sig-
nal at integers of arbitrarily large absolute value. On the
other hand, since signals from BL(pi) are analytic func-
tions, they can also be represented by the Taylor expan-
sion, f(t) =
∑∞
n=0 f
(n)(0) tn/n!. Such expansion is of
local nature, because the values of the derivatives f (n)(0)
are determined by the values of the signal in an arbitrarily
small neighborhood of zero.
While the Nyquist expansion has a central role in digital
signal processing, the Taylor expansion is of very limited
use there, for several reasons.
(1) Numerical evaluation of higher order derivatives of a
signal from its samples is very noise sensitive; in general,
one is cautioned against numerical differentiation of sig-
nals given by empirical samples.
(2) The Taylor expansion of a signal f ∈ BL(pi) con-
verges non-uniformly; its truncations are unbounded and
have rapid error accumulation.
(3) The Nyquist expansion of a signal f ∈ BL(pi) con-
verges to f in BL(pi) and thus the action of a filter A on
any f ∈ BL(pi) can be expressed using the samples of f
and the impulse response A[sinc ] of A, i.e.,
A[f ](t) =
∞∑
n=−∞
f(n) A [sinc ] (t− n). (1)
In contrast, the polynomials obtained by truncating the
Taylor series do not belong to BL(pi) and nothing simi-
lar to (1) holds for the Taylor expansion.
The chromatic derivatives and the chromatic expansions
and approximations were introduced to obtain local signal
representations which do not suffer from these problems.
2. Chromatic Derivatives
To explain our notions, we first consider normalized and
rescaled Legendre polynomials P Ln (ω) which satisfy
1
2pi
∫ pi
−pi
P Ln (ω) P
L
m(ω)dω = δ(m− n),
and then define operator polynomials
Knt =
1
in
P Ln
(
i
d
dt
)
. (2)
It is easy to verify that for f ∈ BL(pi) and its Fourier
transform f̂(ω) we have
Kn[f ](t) = 1
2pi
∫ pi
−pi
inP Ln (ω)f̂(ω) e
i ωtdω.
Figure 1 compares the plots of P Ln (ω) and ω
n/pin for
n = 15 to n = 18, which are the transfer functions (save
a factor of in) of the operators Kn and of the (normal-
ized) derivatives 1/pin dn/dtn, respectively. While the
transfer functions of the normalized “standard derivatives”
1/pin dn/dtn obliterate the spectrum of the signal, leav-
ing only its edges which in practice contain mostly noise,
the transfer functions of operators Kn form a family of
well separated, interleaved and increasingly refined comb
filters. Due to their spectrum preserving property, we call
the operatorsKn the chromatic derivatives associated with
the Legendre polynomials. Both analytic estimates and
empirical tests have shown that the chromatic derivatives
-3 -2 -1 1 2 3
-2
-1
1
2
-3 -2 -1 1 2 3
-0.5
0.5
Figure 1: Graphs of P Ln (ω) (left) and ω
n/pin (right), for
n = 15− 18.
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can be accurately and robustly evaluated from samples of
the signal taken at a small multiple (2 to 4) of the usual
Nyquist rate, thus solving problem (1) associated with nu-
merical evaluation of the standard derivatives, mentioned
above. Chromatic expansions, on the other hand, were in-
troduced to solve problems (2) and (3).
3. Chromatic Approximations
Proposition 1 Let Kn be the chromatic derivatives asso-
ciated with the Legendre polynomials, and let f(t) be any
analytic function; then for all t,
f(t) =
∑∞
n=0(−1)n Kn[f ](u) Kn[sinc ](t− u). (3)
If f ∈ BL(pi) the series converges uniformly and in L2.
The series in (3) is denoted by CE[f, u](t) and is called
the chromatic expansion of f(t) associated with the Leg-
endre polynomials; a truncation of this series up to first
n + 1 terms is denoted by CA[f, n, u](t) and is called a
chromatic approximation of f(t). Just like a Taylor ap-
proximation, a chromatic approximation is also a local ap-
proximation: its coefficients are the values of differential
operatorsKm[f ](u) at a single instant u, and for all k ≤ n,
f (k)(u) = dk/dtk CA[f, n, u](t)
∣∣
t=u
.
Figure 2 compares the behavior of the chromatic approxi-
mation (black) of a signal f ∈ BL(pi) (gray) with the be-
havior of the Taylor approximation of f(t) (dashed). Both
approximations are of order sixteen. The plot reveals that,
when approximating a signal f ∈ BL(pi), a chromatic ap-
proximation has a much gentler error accumulation when
moving away from the point of expansion than the Taylor
approximation of the same order.
Functions Kn[sinc ](t) appearing in the chromatic expan-
sion associated with the Legendre polynomials are given
by Kn[sinc ](t) = (−1)n√2n + 1 jn(pit), where jn is
the spherical Bessel function of the first kind of order n.
Thus, unlike the monomials that appear in the Taylor for-
mula, functions Kn[sinc ](t) belong to BL(pi) and satisfy
|Kn[sinc ](t)| ≤ 1 for all t ∈ R. Consequently, the chro-
matic approximations are bounded on R and belong to
BL(pi). Also, as Proposition 1 asserts, the chromatic ap-
proximation of a signal f ∈ BL(pi) converges in BL(pi).
Thus, if A is a filter, then A commutes with the differen-
tial operators Kn and for every f ∈ BL(pi), we have the
-15 -10 -5 5 10 15
-1.5
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-0.5
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Figure 2: Chromatic approximation (black) and Taylor’s
approximation (dashed) of a signal from BL(pi) (gray).
following analogue of (1):
A[f ](t) =
∞∑
n=0
(−1)n Kn[f ](0) Kn[A[ sinc ]](t).
Thus, while local, the chromatic expansion possesses the
features that make the Nyquist expansion useful in sig-
nal processing. This, together with numerical robustness
of the chromatic derivatives, makes chromatic approxima-
tions applicable in fields involving empirically sampled
data, such as digital signal and image processing.
The next proposition demonstrates another remarkable
feature of the chromatic derivatives which is relevant to
signal processing.
Proposition 2 Let Kn be the chromatic derivatives asso-
ciated with the (re-scaled and normalized) Legendre poly-
nomials, and f, g ∈ BL(pi). Then
∞∑
n=0
Kn[f ](t)2 =
∫ ∞
−∞
f(x)2dx;
∞∑
n=0
Kn[f ](t)Kn[g](t) =
∫ ∞
−∞
f(x)g(x)dx;
∞∑
n=0
Kn[f ](t)Knt [g(u− t)] =
∫ ∞
−∞
f(x)g(u− x)dx.
Thus, the sums on the left hand side of the above equations
do not depend on the choice of the instant t.
Note that the above equations provide local representa-
tions of the usual norm, the scalar product and the con-
volution, respectively, which are defined in L2 globally,
as improper integrals.
Given the above properties of the Legendre polynomials,
it is natural to ask if other families of orthonormal polyno-
mials have similar properties. This question was answered
in [1].
4. General Chromatic Derivatives
Let M : Pω → R be a linear functional on the vector
space Pω of real polynomials in the variable ω. SuchM
is called a moment functional and µn = M(ωn) is the
moment ofM of order n.
Definition 1 A moment functionals M is chromatic if it
satisfies the following conditions (condition (iii) is not es-
sential, but simplifies the technicalities):
(i)M is positive definite;
(ii) lim supn→∞ µ
1/n
n /n < ∞;
(iii)M is symmetric, i.e., µ2n+1 = 0 for all n.
For functionals M which satisfy conditions (i) and (iii)
there exists a family of real polynomials {PMn (ω)}n∈N,
such that PMn (ω) contains only powers of ω of the same
parity as n and which are orthonormal with respect toM;
i.e., for all m,n,
M(PMm (ω)PMn (ω)) = δ(m− n).
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The family {PMn (ω)}n∈N is a family of orthonormal poly-
nomials which corresponds to a symmetric positive defi-
nite moment functional M just in case there exists a se-
quence of positive reals {γn}n∈N such that
PMn+1(ω) =
1
γn
ω PMn (ω)− γn−1γn PMn−1(ω). (4)
For every positive definite moment functional there exists
a non-decreasing bounded function a(ω), called an m–
distribution function, such that for the associated Stieltjes
integral we have ∫∞
−∞ ω
n da(ω) = µn, (5)∫∞
−∞ P
M
n (ω)P
M
m (ω) da(ω) = δ(m− n). (6)
If M is chromatic, then condition (3) implies that
{PMn (ω)}n∈N is a complete system in L2a(ω).
Let ϕ ∈ L2a(ω); we can define a corresponding function
fϕ : R→ C by
fϕ(t) =
∫∞
−∞ ϕ(ω)e
iωt da(ω), (7)
and one can show that (7) can be differentiated under the
integral sign any number of times. Setting
Kn = 1
in
PMn (ω)
(
i ddt
)
we get that for all t
Kn[fϕ](t) =
∫∞
−∞ i
n PMn (ω)ϕ(ω) e
iωtda(ω), (8)
i.e., 〈ϕ(ω)eiωt, PMn (ω)〉a(ω) = (− i)nKn[fϕ](t). Thus,
ϕ(ω)eiωt = (− i)nKn[fϕ](t)PMn (ω), and by Parseval’s
Theorem, for every t ∈ R,∑∞
n=0 |Kn[fϕ](t)|2 = ‖ϕ(ω)eiωt‖2a(ω) = ‖ϕ(ω)‖2a(ω) .
Thus, if ϕ ∈ L2a(ω), then the sum
∑∞
n=0 |Kn[fϕ](t)|2 con-
verges to a constant function on R.
If we let
m(t) =
∫∞
−∞ e
iωtda(ω), (9)
then (5) implies m(k)(0) = ikµk. It can be shown that
condition (iii) of Definition 1 implies that m(t) is analytic
at every t ∈ R (moreover, it is analytic on a strip in C; see
[2]). For the chromatic approximation associated withM,
CAM[f, n, u](t) =
∑n
k=0(−1)kKk[f ](u)Kk[m](t− u),
one can show that
|fϕ(t)− CAM[fϕ, n, u](t)| <
∑∞
k=n+1
∣∣Kk[fϕ](u)∣∣2 .
Thus, fϕ(t) =
∑∞
k=0(−1)kKk[fϕ](u)Kk[m](t− u), and
the convergence is uniform on R.
Definition 2 LM2 denotes the space of functions analytic
on R which satisfy
∑∞
k=0Kk[f ](0)2 < ∞.
Let f(t) ∈ LM2 ; then
ϕf (ω) =
∑∞
k=0(−i)kKk[f ](0)PMk (ω)
belongs to L2a(ω) and for all t,
f(t) =
∫∞
−∞ ϕf (ω) e
iωt da(ω).
On the space LM2 one can now introduce locally defined
norm, inner product and convolution using equations from
Proposition 2, and for every fixed u, the chromatic expan-
sion of an f ∈ LM2 is just the Fourier series of f in the
orthonormal and complete base {Knu [m(t− u)]}n∈N.
5. Examples
Example 1. (Legendre polynomials/Spherical Bessel
functions) Let Ln(ω) be the Legendre polynomials; if we
set P Ln (ω) =
√
2n + 1 Ln(ω/pi), then
∫ pi
−pi P
L
n (ω)P
L
m(ω)
dω
2pi = δ(m− n).
The corresponding recursion coefficients in equation (4)
are given by the formula γn = pi(n+1)/
√
4(n + 1)2 − 1.
In this case m(t) = sinc t, and Kn[m](t) =
(−1)n
√
(2n + 1) jn(pit), where jn(x) is the spherical
Bessel function of the first kind of order n. The cor-
responding space LM2 consists of all analytic functions
which belong to L2 and have a Fourier Transform sup-
ported in [−pi, pi].
Example 2. (Chebyshev polynomials of the first
kind/Bessel functions) Let P Tn (ω) be the family of
orthonormal polynomials obtained by normalizing and
rescaling the Chebyshev polynomials of the first kind,
Tn(ω), by setting P
T
0 (ω) = 1 and P
T
n (ω) =
√
2 Tn(ω/pi)
for n > 0. In this case
∫ pi
−pi P
T
n (ω)P
T
m(ω)
dω
pi2
√
1−(ωpi )
2
= δ(n−m).
The corresponding function (9) is m(t) = J0(pit) and
Kn[m](t) = (−1)n√2 Jn(pit) for n > 0, where Jn(t)
is the Bessel function of the first kind of order n. In
the recurrence relation (4) the coefficients are given by
γ0 = pi/
√
2 and γn = pi/2 for n > 0. The corre-
sponding space LM2 consists of analytic functions whose
Fourier transform f̂(ω) is supported in (−pi, pi) and satis-
fies
∫ pi
−pi
√
1− (ω/pi)2 |f̂(ω)|2dω < ∞. The chromatic
expansion of a function f(t) is the Neumann series
f(t) = f(0)J0(pit) +
√
2
∑∞
n=1Kn[f ](0)Jn(pit).
Thus, the chromatic expansions corresponding to various
families of orthogonal polynomials can be seen as gen-
eralizations of the Neumann series, while the families of
corresponding functions {Kn[m](t)}n∈N can be seen as
generalizations (and a uniform representation) of some fa-
miliar families of special functions.
Example 3. (Hermite polynomials/Gaussian monomial
functions) Let Hn(ω) be the Hermite polynomials; then
the polynomials given by P Hn (ω) = (2
n n!)−1/2 Hn(ω)
satisfy
∫∞
−∞ P
H
n (ω)P
H
m(ω)
e−ω
2
√
pi dω = δ(n−m).
The corresponding function defined by (9) is m(t) =
e−t
2/4 and Kn[m](t) = (−1)n tne−t2/4/√2n n!. The
corresponding recursion coefficients are given by γn =√
(n + 1)/2. The corresponding space LM2 consists of an-
alytic functions whose Fourier transform f̂(ω) satisfies∫∞
−∞ |f̂(ω)|2 eω
2
dω < ∞. The chromatic expansion of
f(t) is just the Taylor expansion of f(t) et
2/4, multiplied
by e−t
2/4.
SAMPTA'09 54
6. Weakly Bounded Moment Functionals
To study local (i.e., non-uniform) convergence of chro-
matic expansions, we somewhat restrict the class of mo-
ment functionals we consider.
Definition 3 Let M be a symmetric positive definite
moment functional and let γn > 0 be such that (4) holds.
(i)M is weakly bounded if there exist some M ≥ 1, some
0 ≤ p < 1 and some integer r, such that for all n ≥ 0,
1/M ≤ γn ≤ M(n + r)p and γn/γn+1 ≤ M2.
(ii) M is bounded if there exists some M ≥ 1 such that
1/M ≤ γn ≤ M for all n ≥ 0.
Thus, every bounded moment functional is also weakly
bounded with p = 0. Functionals in our Example 1 and
Example 2 are bounded. For bounded moment functionals
the corresponding m-distribution a(ω) has a finite support
and consequently m(t) is a band-limited signal. How-
ever, m(t) can be of infinite energy (i.e., not in L2) as
is the case in our Example 2. Moment functional in Ex-
ample 3 is weakly bounded but not bounded (p = 1/2).
We note that all important examples of classical orthog-
onal polynomials which correspond to weakly bounded
moment functionals in fact satisfy a stronger condition
0 < limn→∞ γn/np < ∞ for some 0 ≤ p < 1.
Lemma 3 IfM is a weakly bounded moment functional,
then limk→∞ (µk/k!)
1/k
= 0. Thus, M is chromatic;
moreover, m(z) =
∑∞
n=0 i
nµnz
n/n! is an entire function
on C.
Lemma 4 Let M be weakly bounded and p < 1 as in
Definition 3(i); then for every integer k ≥ 1/(1− p) there
exists K > 0 and a polynomial P (x) such that for every
n ∈ N and every z ∈ C,
|Kn[m](z)| < |Kz|nP (|z|)e|Kz|k/n!1−p.
This Lemma is used to prove the following Proposition.
Proposition 5 Let M be as in Lemma 4, f(z) an entire
function and u ∈ C. If limn→∞ |f (n)(u)/n!1−p|1/n = 0,
then the chromatic expansion of f(z) centered at u con-
verges everywhere to f(z), and the convergence is uniform
on every disc of finite radius.
Thus, if M is bounded (p = 0) and f is an entire func-
tion, then the chromatic expansion CE[f, u](t) converges
to f(t) for all t.
Many well known equalities for the Bessel functions Jn(t)
are just the special cases of chromatic expansions. For
example, the chromatic expansions of f(t) = eiωt, f(t) =
1 and f(t) = m(t + u) yield
eiωt =
∑∞
n=0 i
nPMn (ω)Kn[m](t);
m(t) +
∑∞
n=1
(∏n
k=1
γ2k−2
γ2k−1
)
K2n[m](t) = 1,
m(t + u) =
∑∞
n=0(−1)nKn[m](u)Kn[m](t),
which generalize the following well known equalities:
ei ωt = J0(t) + 2
∑∞
n=1 i
nTn(ω)Jn(t);
J0(t) + 2
∑∞
n=1 J2n(t) = 1;
J0(t + u) = J0(u)J0(t) + 2
∑∞
n=1(−1)nJn(u)Jn(t).
7. Non-Separable Inner Product Spaces
If M is weakly bounded, the periodic functions do not
belong to LM2 ; for example,
∑∞
n=0Kn[sinωt]2 diverges.
We now consider some inner product spaces in which pure
harmonic oscillations have finite positive norms ([3, 2]).
Definition 4 Assume again that M is weakly bounded
and let p be as in Definition 3. We denote by CM the vector
space of analytic functions such that the sequence
νfn(t) = 1/(n + 1)
1−p ∑n
k=0Kk[f ](t)2
converges uniformly on every finite interval.
Proposition 6 Let f, g ∈ CM and
σfgn (t) = 1/(n + 1)
1−p ∑n
k=0Kk[f ](t)Kk[g](t);
then the sequence {σfgn (t)}n∈N converges to a constant
function. In particular, νfn(t) is constant.
Corollary 7 Let CM0 be the vector space consisting of
analytic functions f(t) such that limn→∞ νfn(t) = 0;
then in the quotient space CM2 = CM/CM0 the limit
limn→∞ σfgn (t) is independent of t and defines a scalar
product on CM2 .
Proposition 8 Let M correspond to Chebyshev polyno-
mials as in our Example 2; then functions fω(t) =√
2 sin ωt and gω(t) =
√
2 cos ωt for all 0 < ω < pi form
an uncountable orthonormal system of vectors in CM2 .
Proposition 9 Let M correspond to Hermite polynomi-
als as in our Example 3; then for all ω > 0 functions
fω(t) = sin ωt and gω(t) = cos ωt form an uncount-
able orthogonal system of vectors in CM2 , and ‖fω‖M =
‖gω‖M = eω2/2/ 4
√
2pi.
Conjecture 1 Assume that for some 0 ≤ p < 1 the recur-
sion coefficients γn in (4) are such that γn/n
p converges
to a finite positive limit. Then, for the corresponding fam-
ily of orthogonal polynomials we have
0 < limn→∞ 1/(n + 1)1−p
∑n
k=0 P
M
k (ω)
2 < ∞
for all ω in the support sp(a) of the corresponding m-
distribution function a(ω). Thus, in the corresponding
space CM2 all pure harmonic oscillations with positive fre-
quencies ω ∈ sp(a) have finite positive norm and are mu-
tually orthogonal.
Detailed presentation of the theory of chromatic
derivatives can be found in our references; preprints
of some unpublished manuscripts are available at
http://www.cse.unsw.edu.au/ i˜gnjat/diff.
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Abstract:  
In many signal processing applications it is beneficial to 
use polynomial-based interpolation filters for sampling 
rate conversion. Actual implementations of these filters 
can be performed effectively by using the Farrow 
structure or its modifications. In the literature, several 
design methods have been proposed. However, 
estimation formulae for the number of polynomial-
segments defining the finite length of the underlying 
continuous-time filter impulse response and the order of 
polynomials have not been known. This contribution 
presents estimation formulae for the length and the 
polynomial order of polynomial-based filters for various 
types of requirements. The formulae presented here can 
save time in designing, since they provide good starting 
values of length and order for a given set of 
requirements. 
1. Introduction 
In many signal processing applications it is required to 
determine signal samples at arbitrary positions between 
existing samples of a discrete-time signal. In these cases, 
it is beneficial to use polynomial-based interpolation 
filters. For these filters, an efficient overall 
implementation can be achieved by using a continuous-
time impulse response ha(t) having the following 
properties [1], [2]; First, ha(t) is nonzero only in a finite 
interval 0≤t<NT with N being an integer. Second, in each 
subinterval nT≤t<(n+1)T, for n=0, …, N−1, ha(t) is 
expressible as a polynomial of t of a given (low) order 
M. Third, ha(t) is symmetric with respect to t = NT/2 to 
guarantee phase linearity of the resulting overall system. 
The length of polynomial segments, T, can be selected to 
be equal to the input Tin or output Tout sampling interval, 
a fraction of the input or output sampling interval, or an 
integer multiple of the input or output sampling interval. 
The advantage of the above system lies in the fact that 
the actual implementation can be efficiently performed 
by using the Farrow structure [3] or its modifications [4], 
[5].  
In the literature, several design methods have been 
proposed [1], [2], [4]. However, estimation formulae for 
the number N of polynomial-segments and the order M 
of polynomial have not been known. This contribution 
presents the missing estimation formulae for the length N 
and polynomial order M for various types of 
requirements. The formulae presented subsequently can 
save time for the filter designers, because they get 
suitable starting values for N and M that can be used for 
the given set of requirements. The formulae can also be 
used to estimate implementation costs of Farrow filter as 
subsystem of general sampling rate converters, for 
example, in optimal factorization of multistage 
decimation (interpolation). 
2. Polynomial-based filters  
As it has been originally suggested in [1], [2] when 
deriving the modified Farrow structure for interpolation, 
it is beneficial to construct ha(t) as follows: 
 ( )tTnfncth mN
n
M
m
ma ,,)()(
1
0 0
∑ ∑
−
= =
=  (1) 
where the number of polynomial segments N is an 
integer. The basis functions fm(n, T, t), as defined in [1], 
are given by 
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where the common polynomial order of all segments is 
M. The coefficients cm(n) are the adjustable parameters 
being related to each other by 
 



−
=−−
 odd  for      )(
even   for        )( )1(
mnc
mnc
nNc
m
m
m  (3) 
for n
 
=
 
0,
 
1,…,
 
N−1, as consequence of the symmetry 
properties required above. The resulting ha(t) is 
characterized by the following properties: (i) ha(t) is 
nonzero for 0 ≤ t < NT and zero elsewhere; (ii) in each 
subinterval nT
 
≤ t < (n +1)T for n = 0 ,
 
…,
 
N−1, ha(t) is 
expressed as a polynomial of degree M; (iii) ha(t) is 
symmetric about t
 
=
 
NT/2, that is, ha(NT−t) = ha(t) .  
Based on Property (iii), it is guaranteed that the resulting 
overall system has a linear phase, a very attractive 
property for many applications. Furthermore, the 
generation of the above ha(t) guarantees that, in the 
frequency domain, the zero-phase frequency response, 
when omitting the linear-phase term, is expressible as 
(see [1] for details) 
 ( )fTnGncfjH mN
n
M
m
ma ,,)()2(
12/
0 0
∑ ∑
−
= =
=pi , (4) 
where Gm(n, T, f ) is the Fourier transform of  
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−−=
 (5) 
Since the above approximating function is linear with 
respect to the unknown coefficients cm(n), it enables one 
to optimize the overall filter to meet the given criteria in 
a manner similar to that used for synthesizing various 
types of linear-phase FIR filters [6]. In the above, T, the 
length of the polynomial segments, can be used to define 
different implementation structures as discussed in [4], 
[5]. As seen in [4], [5], T can be chosen as T
 
=
 
βTin or T = 
βTout, where β  is unity, an integer, or one divided by an 
integer. The selection depends on whether decimation or 
interpolation is under consideration, and on the structural 
needs for efficient implementation. The actual 
implementation can be efficiently performed by using the 
Farrow structure [3] or its modifications [4], [5].  
For all these structure the number of fixed coefficients 
depends on the number N of polynomial segments and 
the order M of the polynomial in each segment. The total 
number of multipliers, exploiting the symmetry 
properties of (3), is given by  
 
  odd. for 
even for 
2/)1(2/)1)(1(
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N
MMN
MN
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

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+⋅
= , (6) 
For the purpose of illustration, the modified Farrow 
structure [1] is used with T=Tin. It should be pointed out 
that, in a practical realization, the coefficients’ symmetry 
of the FIR branches will be exploited, and a single delay 
line can be shared with all branches.  
3. Review of minimax design method 
This section reviews minimax design method of 
polynomial-based filters of arbitrary length and order, as 
presented in [1], [2], for which we estimate N and M. 
To this end, we assume a lowpass signal x(n)↔X(ejΩin). 
Its sampling rate Fin=1/Tin shall be converted by an 
arbitrary ration according to Fout=RFin yielding 
y(l)↔Y(ejΩout). In case of R>1 (R<1) the system realizes 
interpolation (decimation). The ultimate aim is to 
determine a continuous-time, finite-length impulse 
response ha(t) of the sampling rate conversion system 
such that the Fourier transform of ha(t) meets following 
requirements [4] , [7]: 
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In all three cases, the signal is preserved according to the 
given tolerance in the passband region [0, fp]. 
Furthermore, the aliasing components are attenuated in 
the defined manner. In Case A, all components aliasing 
into the baseband [0, F/2] are attenuated. In Case B, all 
components aliasing into the passband [0, fp] are 
attenuated, but aliasing is allowed in the transition band 
[fp, F/2]. In Case C, aliasing into the transition band [fp, 
F/2] is allowed only from the band [F/2, F+fp]. In the 
above discussion and in (7) and (8) F stands for Fout in a 
decimation case, and Fin in an interpolation case. 
The minimax optimization method introduced in [1], [2] 
is probably the most convenient and the most flexible 
solution for designing polynomial-based interpolation 
filters:  
Minimax Optimization Problem: Given N, M, and a 
compact subset Φ ⊂ [0,∞)  as well as a desired function 
D( f ) being continuous for f ∈ Φ  and a weight function 
W( f ) being positive for f ∈ Φ , find the (M +1)N/2 
unknown coefficients cm(n) to minimize 
 
[ ])()()(max fDfHfW
f
a
−
Φ∈
=
∞
δ  (9) 
subject to the given time-domain conditions of ha(t). 
Here, Ha( f  ) is the real-valued frequency response and 
D(f
 
) is the desired function according to specifications. 
(For details refer to [2]). The design procedure has been 
generalized, and modified for optimization of prolonged 
and transposed prolonged polynomial-based filters [4].  
The minimax design method has several design 
parameters. First of all, the design parameters include 
passband and stopband regions Φp and Φs. The desired 
filter may have several passbands and stopbands as 
stated in [2]. Next, the minimum stopband attenuation δs, 
and maximum allowable passband ripple δp are also 
included. Other design parameters are the number of 
polynomial segments N and the order M of the 
polynomial, which determine the number of multipliers 
in the overall structure, see (6). Finally, some weighting 
function can be used to give different weights to 
passband and stopband [2]. Hence we give estimation 
formulae for the number N of polynomial segments and 
the order M of polynomial for a minimax design. 
4. Estimation of N and M 
In the previous section, we have seen that the number of 
polynomial segments N and the order M of the 
polynomial, are the design parameters that highly 
influence the performance of the filter in the frequency 
domain. Furthermore, the cost of realization, i.e. the 
number of multipliers, of a filter can be estimated by 
introducing the required values for N and M into (6). It 
would be very beneficial to estimate N and M by only 
using the given specifications of the filter in the 
frequency domain. Similar order estimation formulae 
exist for FIR filters, for example Kaiser order estimation 
[6], [8]. In the actual implementation, polynomial-based 
filters can be modeled as FIR filters [4]. Thus, we can 
start from the Kaiser formula and adapt it to polynomial-
based filters. To this end, a lot of filters were designed, 
by using different system specifications, in order to adapt 
the Kaiser formula to polynomial-based case. The 
obtained estimation formula for the number of 
polynomial segments N, is rather similar to Kaiser 
formula for the order estimation of FIR filters. The 
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estimation formula for N, which can be found in [9], is 
not accurate enough. Hence, we propose the more 
accurate formula: 
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where δp and δs are the maximum deviations of the 
amplitude response from unity for f∈[0,fp] and the 
maximum deviation from zero for f∈Φs, respectively. 
Here, x stands for the smallest integer which is larger 
or equal to x. It has been observed that in most cases the 
above estimation formula is rather accurate with only a 
2% error. The formula above is valid for all three types 
of requirements, i.e., A, B, and C, as given by (7) and 
(8). However, if the transition band is narrow, i.e., in the 
case when (fs-fp)/F≤0.1, the required value of N should 
be increased by 2. Further, in the case of very narrow 
transition band ((fs-fp)/F ≤0.05) the formula can not be 
used.  
The kernel of the estimation formula for the number N of 
polynomial segments can be expressed in a different 
form: 
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where As=-20log10(δs) is the required attenuation in 
stopband, and W=δp/δs represents weighting between 
required tolerances in passband and stopband.  
The next problem is to find the minimum value of the 
polynomial order M to meet the specifications. It has 
been observed that the required value of M depends on 
the type of requirements from (7) and (8). Never the less, 
it is possible to consider the following estimate as good 
starting point for all three types of requirements: 
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It has been observed that if transition band is relatively 
large to the sampling frequency, that is when (fs-fp)/F 
≥0.5, the required value of polynomial order M is 
lowered by one. The estimation formula cannot be used 
when the transition band is very small, i.e., in the case 
when (fs-fp)/F<0.1. However, even in this border 
situation required value of M is always smaller than Me 
given by (12). Thus, the estimation formula (12) for the 
polynomial order M can be used to estimate the upper 
border for M for all types of requirements. 
5. Design Examples 
This part gives several examples to illustrate the 
performance of the presented formulae. To illustrate this, 
the following specifications are considered:  
Case A specifications: The passband and stopband edges 
are at fp=0.4Fin and at fs=0.5Fin. 
Case B specifications: The passband and stopband edges 
are at fp=0.35Fin and at fs=0.65Fin. 
Case C specifications: The passband and stopband edges 
are at fp=0.35Fin and at fs=0.65Fin. 
In each case, several filters have been designed in 
minimax sense with the passband weighting equal to 
unity and stopband weightings of W=100. The degree of 
the polynomial in each subinterval M varies from 0 to 7. 
The number of intervals N varies from 2 to 20. Recall 
that N is an even integer. Figures 1 give the results for 
Case A, the similar results for Case B are given in Fig. 2, 
and for Case C in Fig. 3. It can be observed that the 
estimation formulae are relatively good, as they estimate 
the border performance for the given set of requirements 
(dashed lines in Figs 1-3).  
6. Conclusions 
In this paper, the estimation formulae for the number N 
of polynomial segments and the polynomial order M are 
presented. It has been shown that these estimates give the 
border performance of the filter for the given set of 
specifications. Formulae for N and M can be used to 
estimate the starting value of these two parameters in 
minimax optimization. Furthermore, the formulae for N 
and M can be used to estimate implementation costs of 
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Fig. 1.  Case A specifications: The passband and 
stopband edges are at fp=0.4Fin and at fs=0.5Fin, 
and stopband weighting W=100. (a) The curves 
are shown for M equals 0 to 7. Dashed line is plot 
obtained from the estimation formula for N. (b) 
The curves are shown for N equals 2 to 20. 
Dashed line is plot obtained from the estimation 
formula for M. 
(a) 
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the Farrow based filters for the given set of requirements. 
Formulae can also be used to estimate implementation 
costs of composed sampling rate converters containing 
Farrow, for example, in optimal factorization for 
multistage decimation (interpolation).  
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Fig. 2.  Case B specifications: The passband and 
stopband edges are at fp=0.35Fin and at fs=0.65Fin, 
and stopband weighting W=100. (a)The curves 
are shown for M equals 0 to 7. Dashed line is plot 
obtained from the estimation formula for N. (b) 
The curves are shown for N equals 2 to 20. 
Dashed line is plot obtained from the estimation 
formula for M. 
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Fig. 3.  Case C specifications: The passband and 
stopband edges are at fp=0.35Fin and at fs=0.65Fin, 
and stopband weighting W=100. (a) The curves 
are shown for M equals 0 to 7. Dashed line is plot 
obtained from the estimation formula for N. (b) 
The curves are shown for N equals 2 to 20. 
Dashed line is plot obtained from the estimation 
formula for M. 
(a) (a) 
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Abstract:
This note is concerned with the generalization of the con-
tinuous shearlet transform to higher dimensions. Similar
to the two-dimensional case, our approach is based on
translations, anisotropic dilations and specific shear ma-
trices. We show that the associated integral transform
again originates from a square-integrable representation of
a specific group, the full n-variate shearlet group. More-
over, we verify that by applying the coorbit theory, canon-
ical scales of smoothness spaces and associated Banach
frames can be derived. We also indicate how our trans-
form can be used to characterize singularities in signals.
1. Introduction
Modern technology allows for easy creation, transmission
and storage of huge amounts of data. Confronted with a
flood of data, such as internet traffic, or audio and video
applications, nowadays the key problem is to extract the
relevant information from these sets. To this end, usu-
ally the first step is to decompose the signal with respect
to suitable building blocks which are well–suited for the
specific application and allow a fast and efficient extrac-
tion. In this context, one particular problem which is
currently in the center of interest is the analysis of di-
rectional information. Due to the bias to the coordinate
axes, classical approaches such as, e.g., wavelet or Ga-
bor transforms are clearly not the best choices, and hence
new building blocks have to be developed. In recent
studies, several approaches have been suggested such as
ridgelets [2], curvelets [3], contourlets [7], shearlets [14]
and many others. For a general approach see also [13].
Among all these approaches, the shearlet transform stands
out because it is related to group theory, i.e., this trans-
form can be derived from a square-integrable representa-
tion π : S → U(L2(R
2)) of a certain group S, the so-
called shearlet group, see [5]. Therefore, in the context
of the shearlet transform, all the powerful tools of group
representation theory can be exploited.
So far, the shearlet transform is well developed for prob-
lems in R2. However, for analyzing higher-dimensional
data sets, there is clearly an urgent need for further gener-
alizations and applications. This is exactly the concern of
this paper. One particular field of application is the geo-
metrical structure analysis of multi-dimensional data, e.g.
multimodal spectral measurements in meteorology.
To our best knowledge, it seems that there exist only few
results in this direction: some important progress has been
achieved for the curvelet case in [1] and for surfacelets in
[16]. However, for the shearlet approach the question has
been completely open.
2. Multivariate Continuous Shearlet Trans-
form
In this section, we introduce the shearlet transform on
L2(R
n). This requires the generalization of the two-
dimensional parabolic dilation matrix and of the shear ma-
trix, respectively. Let In denote the (n, n)-identity matrix
and 0n, resp. 1n the vectors with n entries 0, resp. 1. For
a ∈ R∗ := R \ {0} and s ∈ Rn−1, we set
Aa :=
(
a 0Tn−1
0n−1 sgn(a)|a|
1
n In−1
)
and
Ss :=
(
1 sT
0n−1 In−1
)
.
Lemma 1 The set R∗ × Rn−1 × Rn endowed with the
operation
(a, s, t) ◦ (a′, s′, t′) = (aa′, s+ |a|1−1/n s′, t+ SsAat
′)
is a locally compact group S which we call full shearlet
group. The left and right Haar measures on S are given
by
dµl(a, s, t) =
1
|a|n+1
da ds dt
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and
dµr(a, s, t) =
1
|a|
da ds dt.
In the following, we use only the left Haar measure and
use the abbreviation dµ = dµl. For f ∈ L2(R
n) we
define
π(a, s, t)f(x) = fa,s,t(x) := |a|
1
2n−1f(A−1a S
−1
s (x− t)).
(1)
It is easy to check that π : S → U(L2(R
n)) is a mapping
from S into the group U(L2(R
n)) of unitary operators on
L2(R
n). Recall that a unitary representation of a locally
compact groupGwith the left Haar measure µ on a Hilbert
space H is a homomorphism π from G into the group of
unitary operators U(H) on H which is continuous with
respect to the strong operator topology.
Lemma 2 The mapping π defined by (1) is a unitary rep-
resentation of S.
A nontrivial function ψ ∈ L2(R
n) is called admissible, if∫
S
|〈ψ, π(a, s, t)ψ〉|2dµ(a, s, t) <∞.
If π is irreducible and there exits at least one admissible
function ψ ∈ L2(R
n), then π is called square integrable.
The following result shows that the unitary representation
π defined in (1) is square integrable.
Theorem 3 A function ψ ∈ L2(R
n) is admissible if and
only if it fulfills the admissibility condition
Cψ :=
∫
Rn
|ψˆ(ω)|2
|ω1|n
dω <∞. (2)
Then, for any f ∈ L2(Rn), the following equality holds
true: ∫
S
|〈f, ψa,s,t〉|
2 dµ(a, s, t) = Cψ ‖f‖
2
L2(Rn)
. (3)
In particular, the unitary representation π is irreducible
and hence square integrable.
An example of a continuous shearlet can be constructed
as follows: Let ψ1 be a continuous wavelet with ψˆ1 ∈
C∞(R) and supp ψˆ1 ⊆ [−2,−
1
2 ] ∪ [
1
2 , 2], and let ψ2 be
such that ψˆ2 ∈ C
∞(Rn−1) and supp ψˆ2 ⊆ [−1, 1]
n−1.
Then the function ψ ∈ L2(Rn) defined by
ψˆ(ω) = ψˆ(ω1, ω˜) = ψˆ1(ω1) ψˆ2
(
1
ω1
ω˜
)
is a continuous shearlet. The support of ψˆ is depiced for
ω1 ≥ 0 in Fig. 1.
3. Multivariate Shearlet Coorbit Theory
In this section we want to establish a coorbit theory based
on the square integrable representation (1) of the shearlet
group. We mainly follow the lines of [4]. For further in-
formation on coorbit space theory, the reader is referred to
[8, 9, 10, 11, 12].
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Figure 1: Support of the shearlet ψˆ for ω1 ≥ 0.
3.1 Shearlet Coorbit Spaces
We consider weight functions w(a, s, t) = w(a, s) that
are locally integrable with respect to a and s, i.e.,
w ∈ Lloc1 (R
n) and fulfill w ((a, s, t) ◦ (a′, s′, t′)) ≤
w(a, s, t)w(a′, s′, t′) and w(a, s, t) ≥ 1 for all
(a, s, t), (a′, s′, t′) ∈ S. For 1 ≤ p <∞, let
Lp,w(S) := {F measurable :
‖F‖Lp,w(S) :=
(∫
S
|F (g)|p w(a, s, t)pdµ(a, s, t)
) 1
p
<∞},
and let L∞,w be defined with the usual modifications. In
order to construct the coorbit spaces related to the shearlet
group we have to ensure that there exists a function ψ ∈
L2(R
n) such that
SHψ(ψ) = 〈ψ, π(a, s, t)ψ〉 ∈ L1,w(S). (4)
Fortunately, it turns out that (4) can be satisfied in our set-
ting.
Theorem 4 Let ψ be a Schwartz function such that
supp ψˆ ⊆ ([−a1,−a0] ∪ [a0, a1]) × Qb,where Qb :=
[−b1, b1] × · · · × [−bn−1, bn−1]. Then we have that
SHψ(ψ) ∈ L1,w(S), i.e.,
‖〈ψ, π(·)ψ〉‖L1,w(S) =∫
S
|SHψ(ψ)(a, s, t)|w(a, s, t) dµ(a, s, t) <∞.
For ψ satisfying (4) we can consider the space
H1,w := {f ∈ L2(R
n) : SHψ(f) ∈ L1,w(S)}, (5)
with norm ‖f‖H1,w := ‖SHψf‖L1,w(S) and its anti-
dual H∼1,w, the space of all continuous conjugate-linear
functionals on H1,w. The spaces H1,w and H
∼
1,w are
π-invariant Banach spaces with continuous embeddings
H1,w →֒ H →֒ H
∼
1,w, and their definition is independent
of the shearlet ψ. Then the inner product on L2(R
n) ×
SAMPTA'09 63
L2(R
n) extends to a sesquilinear form on H∼1,w × H1,w,
therefore for ψ ∈ H1,w and f ∈ H
∼
1,w the extended repre-
sentation coefficients
SHψ(f)(a, s, t) := 〈f, π(a, s, t)ψ〉H∼1,w×H1,w
are well-defined. Now, for 1 ≤ p ≤ ∞, we define the
shearlet coorbit spaces
SCp,w := {f ∈ H
∼
1,w : SHψ(f) ∈ Lp,w(S)} (6)
with norms ‖f‖SCp,w := ‖SHψf‖Lp,w(S). It holds that
SC1,w = H1,w and SC1,1 = L2(R
n).
3.2 Shearlet Banach Frames
The Feichtinger-Gro¨chenig theory provides us with a ma-
chinery to construct atomic decompositions and Banach
frames for our shearlet coorbit spaces SCp,w. In a first
step, we have to determine, for a compact neighborhood
U of e ∈ S with non-void interior, so-called U–dense
sets. A (countable) family X = ((a, s, t)λ)λ∈Λ in S is
said to be U -dense if ∪λ∈Λ(a, s, t)λU = S, and sepa-
rated if for some compact neighborhood Q of e we have
(ai, si, ti)Q∩ (aj , sj , tj)Q = ∅, i 6= j, and relatively sep-
arated if X is a finite union of separated sets.
Lemma 5 Let U be a neighborhood of the identity in S,
and let α > 1 and β, γ > 0 be defined such that
[α
1
n
−1, α
1
n )× [−β2 ,
β
2 )
n−1 × [−γ2 ,
γ
2 )
n ⊆ U. (7)
Then the sequence
{(ǫαj , βαj(1−
1
n
)k, S
βαj(1−
1
n
)k
Aαjγm) :
j ∈ Z, k ∈ Zn−1,m ∈ Zn, ǫ ∈ {−1, 1}} (8)
is U -dense and relatively separated.
Next we define the U–oscillation as
oscU (a, s, t) :=
sup
u∈U
|SHψ(ψ)(u ◦ (a, s, t))− SHψ(ψ)(a, s, t)|. (9)
Then, the following decomposition theorem, which was
proved in a general setting in [8, 9, 10, 11, 12], says that
discretizing the representation by means of an U -dense set
produces an atomic decomposition for SCp,w.
Theorem 6 Assume that the irreducible, unitary repre-
sentation π is w-integrable and let an appropriately nor-
malized ψ ∈ L2(R
n) which fulfills
M〈ψ, π(a, s, t)〉 := sup
u∈(a,s,t)U
|〈ψ, π(u)ψ〉| ∈ L1,w(S)
(10)
be given. Choose a neighborhood U of e so small that
‖ oscU ‖L1,w(S) < 1. (11)
Then for any U -dense and relatively separated set X =
((a, s, t)λ)λ∈Λ the space SCp,w has the following atomic
decomposition: If f ∈ SCp,w, then
f =
∑
λ∈Λ
cλ(f)π((a, s, t)λ)ψ (12)
where the sequence of coefficients depends linearly on f
and satisfies
‖(cλ(f))λ∈Λ‖ℓp,w ≤ C‖f‖SCp,w (13)
with a constant C depending only on ψ and with ℓp,w be-
ing defined by
ℓp,w := {c = (cλ)λ∈Λ : ‖c‖ℓp,w := ‖cw‖ℓp <∞},
where w = (w((a, s, t)λ))λ∈Λ. Con-
versely, if (cλ(f))λ∈Λ ∈ ℓp,w, then
f =
∑
λ∈Λ cλπ((a, s, t)λ)ψ is in SCp,w and
‖f‖SCp,w ≤ C
′‖(cλ(f))λ∈Λ‖ℓp,w . (14)
Given such an atomic decomposition, the problem arises
under which conditions a function f is completely deter-
mined by its moments 〈f, π((a, s, t)λ)ψ〉 and how f can
be reconstructed from these moments. This is answered
by the following theorem which establishes the existence
of Banach frames.
Theorem 7 Impose the same assumptions as in Theorem
6. Choose a neighborhood U of e such that
‖ oscU ‖L1,w(S) < 1/‖SHψ(ψ)‖L1,w(S). (15)
Then, for every U -dense and relatively separated family
X = ((a, s, t)λ)λ∈Λ inG the set {π((a, s, t)λ)ψ : λ ∈ Λ}
is a Banach frame for SHp,w. This means that
i) f ∈ SCp,w if and only if
(〈f, π((a, s, t)λ)ψ〉H∼1,w×H1,w)λ∈Λ ∈ ℓp,w;
ii) there exist two constants 0 < D ≤ D′ < ∞ such
that
D ‖f‖SCp,w ≤
‖(〈f, π((a, s, t)λ)ψ〉H∼1,w×H1,w)λ∈Λ‖ℓp,w ≤ D
′ ‖f‖SCp,w ;
(16)
iii) there exists a bounded, linear reconstruction opera-
torR from ℓp,w to SCp,w such that
R
(
(〈f, ψ((a, s, t)λ)ψ〉H∼1,w×H1,w)λ∈Λ
)
= f.
It can be checked that the conditions (10), (11) and (15)
can be satisfied, see [6] for details.
4. Analysis of Singularities
In this section, we deal with the decay of the shearlet trans-
form at hyperplane singularities. The following analysis
generalizes techniques and results presented in [15] for
two dimensions. An (n −m)-dimensional hyperplane in
R
n, 1 ≤ m ≤ n − 1, not containing the x1-axis can be
written w.l.o.g. as
x1...
xm


︸ ︷︷ ︸
xA
+ P

xm+1...
xn


︸ ︷︷ ︸
xE
=

0...
0

 ,
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P :=

 p
T
1
...
pTm

 ∈ Rm,n−m.
Then we obtain for
νm := δ(xA + PxE)
with the Delta distribution δ that
νˆm(ω) =
∫
Rn
δ(xA + PxE)e
−2πi(〈xA,ωA〉+〈xE ,ωE〉) dx
=
∫
Rn−m
e−2πi(−〈PxE ,ωA〉+〈xE ,ωE〉) dxE
= δ(ωE − P
TωA). (17)
The following theorem describes the decay of the shearlet
transform at hyperplane singularities. We use the notation
SHψf(a, s, t) ∼ |a|
r as a → 0, if there exist constants
0 < c ≤ C <∞ such that
c|a|r ≤ SHψf(a, s, t) ≤ C|a|
r as a→ 0.
Theorem 8 Let ψ ∈ L2(R
n) be a shearlet satisfying ψˆ ∈
C∞(Rn). Assume further that ψˆ(ω) = ψˆ1(ω1)ψˆ2(ω˜/ω1),
where supp ψˆ1 ∈ [−a1,−a0] ∪ [a0, a1] for some a1 >
a0 ≥ α > 0 and supp ψˆ2 ∈ Qb. If
(sm, . . . , sn−1) = (−1, s1, . . . , sm−1)P
and
(t1, . . . , tm) = −(tm+1, . . . , tn)P
T,
then
SHψνm(a, s, t) ∼ |a|
1−2m
2n as a→ 0. (18)
Otherwise, the shearlet transform SHψνm decays rapidly
as a→ 0.
Similar results can be derived for point singularities, see
again [6] for details.
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Abstract:
Full-waveform inversion’s high demand on computational
resources forms, along with the non-uniqueness problem,
the major impediment withstanding its widespread use on
industrial-size datasets. Turning modeling and inversion
into a compressive sensing problem—where simulated data
are recovered from a relatively small number of indepen-
dent simultaneous sources—can effectively mitigate this
high-cost impediment. The key is in showing that we can
design a sub-sampling operator that commutes with the
time-harmonic Helmholtz system. As in compressive sens-
ing, this leads to a reduction in simulation cost. Moreover,
this reduction is commensurate with the transform-domain
sparsity of the solution, implying that computational costs
are no longer determined by the size of the discretization
but by transform-domain sparsity of the solution of the
CS problem which forms our data. The combination of
this sub-sampling strategy with our recent work on im-
plicit solvers for the Helmholtz equation provides a viable
alternative to full-waveform inversion schemes based on
explicit finite-difference methods.
1. Introduction
With the recent resurgence of full-waveform inversion—
i.e., adjoint-state methods applied to solve PDE-
constrained optimization problems—the computational
cost of solving forward modeling has become one of the
major impediments withstanding successful application of
this technology to industry-size data volumes. To overcome
this impediment, we argue that further improvements will
depend on a problem formulation with a computational
complexity that is no longer strictly determined by the
size of the discretization but by transform-domain sparsity
of its solution. In this new paradigm, we bring computa-
tional costs in par with our ability to compress solutions to
certain PDEs. This premise is related to two recent develop-
ments. First, there is the new field of compressive sensing
[CS in short throughout the paper, 4, 5]—where the argu-
ment is made, and rigorously proven—that compressible
signals can be recovered from severely sub-Nyquist sam-
pling by solving a sparsity promoting program. Second,
there is in the seismic community the recent resurgence
of simultaneous-source acquisition [1, 13, 2, 18, 12], and
continuing efforts to reduce the cost of seismic modeling,
imaging, and inversion through phase encoding of simulta-
neous sources [16, 21, 13, 12] and the removal of subsets
of angular frequencies [22, 17, 15, 12] or plane waves [24].
All these approaches correspond to instances of CS. By
using CS principles, we have been able to remove the asso-
ciated sub-sampling interferences through a combination
of exploiting transform-domain sparsity, properties of cer-
tain sub-sampling schemes, and the existence of sparsity
promoting solvers.
2. Compressive full-waveform inversion
Full-waveform inversion entails solving PDE-constrained
optimization problems of the following type:
min
U, m
1
2
‖RM(d−DU)‖22 s.t. H[m]U = B, (1)
where d and U are the observed data volumes and the
solution of the multi-source (in its columns)-frequency
Helmholtz equation over the domain of interest, D repre-
sents the detection operator that extracts the simulated data
from time-harmonic solutions at the receiver locations, H
a matrix with the discretized multi-frequency Helmholtz
equation, and B a matrix with the frequency-transformed
source distributions in its columns. In the above optimiza-
tion problem (from which—after casting Eq. 1 in its un-
constrained form—most quasi-Newton type full-waveform
inversion schemes derive), solutions for the unknown veloc-
ity model, m, and for the wave equation, U, that minimize
the energy mismatch are pursued. Because Eq. 1 is non-
linear in the model variables collected in the vector m,
solutions of Eq. 1 require multiple solves of the (implicit)
Helmholtz equation. Even after preconditioning (yielding
a complexity for this solver of O(n4) in 2-D [7, 6]), this
may prove computationally prohibitive. We address this
problem by using CS [20, 12] to reduce the size of the
seismic data volume through y = RMd where
RM =
sub sampler︷ ︸︸ ︷

RΣ1 ⊗ I⊗RΩ1
...
RΣn
s
′
⊗ I⊗RΩn
s
′


random phase encoder︷ ︸︸ ︷(
F∗2 diag
(
eiˆθ
)
⊗ I
)
F3,
with F2,3 the 2,3-D Fourier transforms, and θ =
Uniform([0, 2π]) a random phase rotation. The matrices
R
Ω and RΣ represent CS-subsampling matrices (see Fig-
ure 1) acting along the rows (frequency coordinate) and
columns (source coordinate) of the data volume, respec-
tively. As shown by [12] application of this CS-sampling
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matrix, RM, to the data is equivalent to applying it to the
source wavefields directly, which turns single-impulsive
sources into a smaller set (n′s ≪ ns with ns the number
of separated single-impulsive sources) of time-harmonic
simultaneous sources that are randomly phase encoded
and that have for each source-experiment a different set
of angular frequencies missing—i.e., there are n′f ≪ nf
(with nf the number of frequencies of fully sampled data)
frequencies non-zero (see Figure 1). This implies that the
sub-sampling operator commutes with the Helmholtz sys-
tem and this allows us to recast Eq. 1 into the following
reduced form (consisting of fewer frequencies and fewer
right-hand sides):
min
U, m
1
2
‖y −DU‖22 s.t. H[m]U = B, (2)
where the underlined quantities are related to the reduced
Helmholtz system.
3. The time-harmonic Helmholtz system
Since their inception, iterative implicit matrix-free solu-
tions to the time-harmonic Helmholtz equation have been
plagued by lack of numerical convergence for decreasing
mesh sizes and increasing angular frequencies [19]. The
inclusion of deflation—a way to handle small eigenvalues
that lead to slow convergence [7, 6]—can successfully re-
move this impediment, bringing 2- and 3-D solvers for the
time-harmonic Helmholtz into reach. For a given source
(right-hand side b) and angular frequency ω (:= 2πf , with
f the temporal frequency in Hz), the frequency-domain
wavefield u is computed with a Krylov method that in-
volves the following system of equations:
H[ω]M−1Quˆ = b, u = M−1Quˆ,
where H[ω], M, and Q represent the discretized
monochromatic Helmholtz equation, the preconditioner,
and the projection matrices, respectively. As shown by
[8, 9], convergence is guaranteed by defining the precon-
ditioning matrix M in terms of the discretized shifted or
damped Helmholtz operatorM := −∇ · ∇ − ω2
c(x)2 (1 −
βiˆ), iˆ =
√−1, with β > 0. With this preconditioning,
the eigenvalues of HM−1 are clustered into a circle in
the complex plane. By the action of the projector matrix
Q, these eigenvalues move towards unity on the real axis.
These two operations lower the condition number, which
explains the superior performance of this solver.
4. Source-solution CS-sampling equivalence
Aside from the required number of frequencies, the compu-
tational cost of full-wavefield simulation is determined by
the number of sources—i.e., the number of right-hand sides.
In the current simulation paradigm, the number of sources
coincides with the number of single-impulsive source sim-
ulations. As prescribed by CS, this number can be re-
duced by designing a survey that consists of a relatively
small number of simultaneous experiments with simulta-
neous sources that contain subsets of angular frequencies.
Mathematically, we can accomplish this by applying a CS-
sampling matrix, RM, to the individual-impulsive sources
collected in the vector s. If we can show that the solution
from this set of “compressed” sources s = RMs, is iden-
tical to the compressively sampled solution yielded from
modeling the complete, we are in the position to speed
up our computations. This speed up is the result of a de-
creased number of experiments and angular frequencies
that are present in the simultaneous source vector. For this
to work, the solution y must be equivalent to the solution
y, obtained by compressively sampling the full solution.
More specifically, we need to demonstrate that the solutions
for the full and compressed systems are equivalent—i.e.,
y = y in


B = D∗ s︸︷︷︸
impulsive sources
HU = B
y = RMDU := RMd


B = D∗s = D∗ RMs︸ ︷︷ ︸
sim. sources
HU = B
y = DU.
Here, H = diag(H[ωi]) is the block-diagonal discretized
Helmholtz equation for each ωi := 2πi ·∆f, i = 1 · · ·nf ,
with nf the number of frequencies and ∆f its sample in-
terval. The adjoint (denoted by ∗) of the detection matrix
D injects the individual sources into the multiple right-
hand sides, B = [b1 b2 · · · bns ], with ns the number of
shots. This detection matrix extracts data at the receiver
positions. Its adjoint inserts data at the co-located source
positions. Each column of U contains the wavefields for
all frequencies induced by the shots located in the columns
of B. Consequently, the full simulation requires the in-
version of the block-diagonal system (for all shots), fol-
lowed by a detection—i.e., we have d = DH−1B, with
H
−1 = diag(H−1[ωi]), i = 1 · · ·ns. After CS sampling,
this volume is reduced to y = RMd by applying the
flat rectangular CS-sampling matrix RM (defined explic-
itly in the next section) to the full simulation. Applying
RM directly to the sources s leads to a compressed sys-
tem H, which after inversion gives y. To illustrate why
y is equivalent to y, consider a compressive sampling of
the solution over frequency by the subsampling matrix
R
Ω (for clarity, we removed the orthonormal measurement
matrix). This restriction matrix removes arbitrary rows
from the right-hand side. By virtue of the block-diagonal
structure of our system, we have RΩH−1 = H−1RΩ
with H−1 = diag(H−1[ωi]), i ⊂ {1 · · ·nf}, yielding
R
Ω
U = H−1B = U, where B := RΩB. This means
that frequency subsampling the right-hand side, followed
by solving the system for the corresponding frequencies, is
the same as solving the full system, followed by frequency
subsampling. A similar argument holds when subsampling
the shots (removing arbitrary columns of B). Now, we have
the reduced system RΩU(RΣ)∗ = H−1B = U, with B :=
R
Ω
B(RΣ)∗. Using Kronecker products, these relations
can be written succinctly as (RΣ ⊗RΩ)vec (U) = vec (U)
and (RΣ ⊗ RΩ)vec (B) = vec (B) with vec (·) being a
linear operator that maps a matrix into a lexicographically-
sorted array. The inversion of HU = B is easier because it
involves only a subset of angular frequencies and simulta-
neous shots—i.e., {U,B} contain only n′s columns with n′f
frequency components each. Finally, the matrix D extracts
the compressed data from the solution.
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5. Recovery by sparsity promotion
Aside from CS sampling the recovery from simultaneous
simulations depends on a sparsifying transform that com-
presses seismic data, is fast, and reasonably incoherent with
the CS sampling matrix. We accomplish this by defining
the sparsity transform as the Kronecker product between
the 2-D discrete curvelet transform [3] along the source-
receiver coordinates, and the discrete wavelet transform
along the time coordinate—i.e., S := C⊗W with C, W
the curvelet- and wavelet-transform matrices, respectively.
We reconstruct the seismic wavefield by solving the follow-
ing nonlinear optimization problem
x˜ = argmin
x
‖x‖1 subject to Ax = y, (3)
with d˜ = S∗x˜ the reconstruction, A := RMS∗ the CS
matrix, and y (= y) the compressively simulated data
(cf. Equation 2-right). Equation 3 is solved by SPGℓ1
[23], a projected-gradient algorithm with root finding.
6. Computational complexity analysis
According to [19], the cost of the iterative Helmholtz
solver equals nfnsnitO(nd), typically with nit = O(n)
the number of iterations. For d = 2 and assuming
ns = nf = O(n), this cost becomes O(n5). Under
the same assumption, the cost of a time-domain solver
is O(n4). The iterative Helmholtz solver can only become
competitive if nit = O(1), yielding an O(n4) computa-
tional complexity. [7, 6] achieve this by the method ex-
plained earlier. Despite this improvement, this figure is
still overly pessimistic for simulations that permit sparse
representations. As long as the simulation cost exceeds
the ℓ1-recovery cost (cf. Equation 3), CS will improve
on this result. This reduction depends on the cost of A,
which is dominated by the CS-matrix. For naive choices,
such as Gaussian projections, these sampling matrices cost
O(n3) for each frequency, which offers no gain. However,
with our choice of fast O(n log n) projections with ran-
dom convolutions [20], we are able to reduce this cost to
O(n2 log n). Note that these costs are of the same order
as those of calculating the sparsifying transforms. Now,
the leading order cost of the ℓ1 recovery is reduced to
O(n3 log n), which is significantly less than the cost of
solving the full Helmholtz system, especially for large
problems (n→∞) and for extensions to d = 3.
7. Example
To illustrate CS-recovery quality, we conduct a series of
experiments for two velocity models, namely the complex
model used in [10], and a simple single-layer model. These
models generate seismic lines that differ in complexity.
During these experiments, we vary the subsampling ratio
and the frequency-to-shot subsampling ratio. All simula-
tions are carried out with a fully parallel Helmholtz solver
for a spread with 128 collocated shots and receivers sam-
pled at a 30m interval. The time sample interval is 0.004 s
and the source function is a Ricker wavelet with a central
frequency of 10 Hz. By solving Equation 3, we recover
the full simulation for the two datasets. Comparison be-
tween the full and compressive simulations in Figure 2
shows remarkable high-fidelity results even for increasing
subsampling ratios. As expected, the SNR for the simple
model is better because of the reduced complexity, whereas
the numbers in Table 1 for the complex model confirm
increasing recovery errors for increasing subsampling ra-
tios. Moreover, the bandwidth limitation of seismic data
explains improved recovery with decreasing frequency-
to-shot ratio for a fixed subsampling ratio. Because the
speedup of the solution is roughly proportional to the sub-
sampling ratio, we can conclude that speedups of four to
six times are possible with a minor drop in SNR.
Subsample ratio 0.25 0.15 0.07
n′f /n
′
s recovery error (dB)
2 14.3 12.1 8.6
1 18.2 14.5 10.2
0.5 22.2 16.5 10.7
Speed up (%) 400 670 1420
Table 1: Signal-to-noise ratios based on the complex model,
SNR = −20 log10(‖d−
ed‖2
‖d‖2
) for reconstructions with the
curvelet-wavelet sparsity transform for different subsample
and frequency-to-shot ratios..
8. Discussion, extensions, and conclusions
Compressive sampling (CS) can be considered a paradigm
shift because objects of interest that exhibit transform-
domain sparsity can be recovered from degrees of sub-
sampling commensurate their sparsity. This new paradigm
can be applied to reduce the computational complexity of
solving PDEs that lie at the heart of PDE-constrained op-
timization problems. In this paper, we demonstrate that
this principle leads to simultaneous source experiments
that reduce the cost of computer simulations. Similar cost
reductions are possible during actual acquisition in situ-
ations where we have control over the physical sources;
such as during acquisition on land [14]. These results are
exciting because CS decouples simulation- and acquisition-
related costs from the discretization size. Instead, these
costs depend on sparsity. Because the image space is even
sparser after focusing seismic energy, we obtain further im-
provements when we extend CS principles to promote joint
sparsity through mixed (1, 2)-norm minimization [11].
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Abstract:
We propose a Fourier analytical approach to the problems
of alias-free sampling and critical sampling. Central to this
approach are two Fourier conditions linking the above sam-
pling criteria with the Fourier transform of the indicator
function defined on the underlying frequency support. We
present several examples to demonstrate the usefulness of
the proposed Fourier conditions in the design of critically
sampled multidimensional filter banks. In particular, we
show that it is impossible to implement any cone-shaped fre-
quency partitioning by a nonredundant filter bank, except for
the 2-D case.
1 Introduction
The search for alias-free sampling lattices for a given fre-
quency support, and in particular for those lattices achieving
minimum sampling densities, is a fundamental issue in var-
ious signal processing applications that involve the design
of efficient acquisition schemes for bandlimited signals. As
a special case of alias-free sampling, the concept of criti-
cal sampling also plays an important role in the theory and
design of critically sampled (a.k.a. maximally decimated)
multidimensional filter banks [9].
The study of alias-free (and critical) sampling lattices is a
classical problem [8, 4]. So far, most existing work in the
literature approaches the problem from a geometrical per-
spective: The primary tools employed include the theories
from Minkowski’s work [2], as well as various geometrical
intuitions and heuristics.
In this paper, we propose a Fourier analytical approach to the
problems of alias-free sampling and critical sampling. Cen-
tral to this approach are two Fourier conditions linking the
above sampling criteria with the Fourier transform of the in-
dicator function defined on the underlying frequency support
(see Theorem 1 and Proposition 2). An important feature of
the proposed conditions is that they open the door to purely
analytical and computational solutions to the sampling lat-
tice selection problem.
The rest of the paper is organized as follows. In Section 2,
we briefly review some relevant concepts on sampling ban-
dlimited signals. We present in Section 3 a novel condition
linking the alias-free sampling (as well as critical sampling)
with the Fourier transform of the indicator function defined
on the given frequency support. In Section 4, we present an
application of the proposed Fourier conditions in the design
of multidimensional nonredundant filter banks. We conclude
the paper in Section 5. The material in this paper was pre-
sented in part in [5] and [7]. As a novel aspect, we present in
this paper a different proof for Theorem 1, which provides
important new insights into this key result.
Notation: The Fourier transform of a function f(ω) defined
on RN is defined by
f̂(x) =
∫
RN
f(ω) e−2pij x·ω dω. (1)
Calligraphic letters, such as D, represent bounded and
open frequency domains in RN , with m(D) denoting the
Lebesgue measure (i.e. volume) of D. Given a nonsingular
matrix M and a vector τ , we use M(D + τ ) to represent
the set of points of the formM (ω + τ ) for ω ∈ D. Finally,
we denote by 1D(ω) the indicator function of the domain
D, i.e., 1D(ω) = 1 if ω ∈ D and 1D(ω) = 0 otherwise.
2 Background
In multidimensional multirate signal processing, the sam-
pling operations are usually defined on lattices, each of
which can be generated by an N × N nonsingular matrix
M as
ΛM
def
= {Mn : n ∈ ZN}. (2)
We denote by Λ∗
M
the corresponding reciprocal lattice
(a.k.a. polar lattice), defined as
Λ∗
M
def
= {M−T ℓ : ℓ ∈ ZN} (3)
In the rest of the paper, when it is clear from the context what
the generating matrix is, we will drop the subscripts in ΛM
and Λ∗
M
, and use Λ and Λ∗ for simplicity.
Let f(x) be a continuous-domain signal, whose Fourier
transform is bandlimited to a bounded open set D ⊂ RN .
The discrete-time Fourier transform of the samples s[n] def=
f(Mn) is supported in [9]
S =MT
( ⋃
k∈Λ∗
(D + k)
)
. (4)
For appropriately chosen sampling lattices, the aliasing com-
ponents in (4) do not overlap with the baseband frequency
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support D. In this important case, we can fully recover
the original continuous-domain signal f(x) by applying an
ideal interpolation filter spectrally supported onD to the dis-
crete samples s[n].
Definition 1 We say a frequency support D allows an alias-
free M -fold sampling, if different shifted copies of D in (4)
are disjoint, i.e.,
D ∩ (D + k) = ∅ for all k ∈ Λ∗ \ {0} . (5)
Furthermore, we say D can be critically sampled by M , if
in addition to the alias-free condition in (5), the union of the
shifted copies also covers the entire spectrum, i.e.,
⋃
k∈Λ∗
(D + k) = RN , up to a set of measure zero. (6)
The focus of this work is to present two Fourier analytical
conditions for alias-free sampling and critical sampling. Our
discussions will be based on the following geometrical argu-
ment [2], which can be easily verified from (5).
Proposition 1 The alias-free sampling condition in (5) is
equivalent to requiring
Λ∗ ∩ (D −D) = {0} , (7)
where D−D def= {ω − τ : ω, τ ∈ D} is the Minkowski sum
of the open set D and its negative −D.
3 Fourier Analytical Conditions
In this section, we study the problems of alias-free sampling
and critical sampling with Fourier techniques. The key ob-
servation is a link between the alias-free sampling condition
and the Fourier transform of the indicator function 1D(ω)
defined on the frequency support D.
31 Alias-Free Sampling
Lemma 1 Let D be a frequency region, and f(ω) a positive
function supported on (D − D), i.e., f(ω) > 0 for ω ∈
(D − D) and f(ω) = 0 otherwise. Then D allows an M -
fold alias-free sampling if and only if
∑
k∈Λ∗
f(k) = f(0). (8)
Proof By construction, (8) holds if and only if Λ∗ ∩ (D −
D) = {0}. Applying Proposition 1, we are done.
Theorem 1 A frequency region D allows an M -fold alias-
free sampling if and only if
|M |
∑
n∈Λ
|1̂D(n)|
2 = m(D), (9)
where 1̂D(x) is the Fourier transform of 1D(ω), and |M |
is the absolute value of the determinant ofM .
Proof Consider the autocorrelation function
RD(ω) =
∫
1D(τ ) 1D(τ − ω) dτ .
Clearly, RD(ω) ≥ 0 for all ω. Meanwhile, we can verify
that supp RD(ω) = (D−D). Thus, we can apply Lemma 1
and obtain that, D allows an M -fold alias-free sampling if
and only if
∑
k∈Λ∗
RD(k) = RD(0) =
∫
1D(τ ) dτ = m(D).
Applying the Poisson summation formula to the above
equality (see Appendix A of [7] for a justification of the
pointwise equality), we have
m(D) =
∑
k∈Λ∗
RD(k) = |M |
∑
n∈Λ
R̂D(n). (10)
From the definition of RD(ω), its Fourier transform is
R̂D(x) = |1̂D(x)|2. Substituting this formula into (10),
we are done.
32 Critical Sampling
Here we focus on the special case of critical sampling, and
begin by mentioning, without proof, a standard result:
Lemma 2 A frequency support D can be critically sam-
pled by a sampling matrix M if and only if M is an alias-
free sampling matrix for D with sampling density 1/|M | =
m(D).
Proposition 2 A frequency supportD can be critically sam-
pled by a matrixM if and only if
1̂D(0) = m(D) =
1
|M |
and 1̂D(n) = 0 (11)
for all n ∈ Λ \ {0}.
Proof Suppose (11) holds. Then it follows that
∑
n∈Λ
|1̂D(n)|
2 = |1̂D(0)|
2 =
m(D)
|M |
,
and hence from Theorem 1, M is an alias-free sampling
matrix forD. Meanwhile, since m(D) = 1|M | , we can apply
Lemma 2 to conclude that D is critically sampled byM . By
reversing the above line of reasoning, we can also show the
necessity of (11).
Remark: The result of Proposition 2 is previously known in
various disciplines. In approximation theory, the condition
(11) is often called the interpolation property (see, for exam-
ple, [4]). The usefulness of this condition in the context of
lattice tiling was first pointed out by Kolountzakis and La-
garias [3] and applied to investigate the tiling of various high
dimensional shapes.
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33 Computational Aspects
The Fourier conditions proposed in Theorem 1 and Proposi-
tion 2 can lead to practical computational algorithms for test-
ing alias-free and critical sampling. Here, we briefly com-
ment on two important computational aspects in applying
the proposed conditions.
First, as a prerequisite to using the proposed Fourier condi-
tions, we must know the expression for 1̂D(x). This evalu-
ation can be a cumbersome task if we need to do the deriva-
tion by hand for each givenD. However, when the frequency
regions D are arbitrary polygonal and polyhedral domains,
we can obtain the closed-form expressions for 1̂D(x) via the
divergence theorem [1, 7].
Another potential issue in practical implementations is that
the Fourier conditions in (9) and (11) both involve an infinite
number of lattice points. We show in [7] that the infinite sum
in (9) can be well-approximated by a truncated finite sum.
Moreover, with high probability, we actually only need to
evaluate the Fourier transform on a very small number of
points in a lattice (e.g. 4 points in 2-D) in order to show
aliasing occurs, thus ruling out the lattice.
4 Application: Filter Bank Design
In this section we present an application of Proposition 2
in the design of multidimensional critically sampled filter
banks.
41 Frequency Partitioning of Critically Sampled
Filter Banks
Consider a general multidimensional filter bank, where each
channel contains a subband filter and a sampling operator.
As an important step in filter bank design, we need to spec-
ify the ideal passband support of each subband filter, all of
which form a partitioning of the frequency spectrum.
Not every possible frequency partitioning can be used for
filter bank implementation though. In particular, if we want
to have a nonredundant filter bank, then the ideal passband
support of each subband filter must be critically sampled by
the sampling matrix in that channel. Consequently, when-
ever given a possible frequency partitioning, we must first
perform a “reality check” of seeing whether the above con-
dition is met, before proceeding to actual filter design.
The critical sampling condition is commonly verified geo-
metrically (i.e. by drawing figures). Although intuitive and
straightforward, this geometrical approach becomes cum-
bersome when the shape of the passband support is com-
plicated, or when we work in 3-D and higher dimensional
cases. Applying the result of Proposition 2, we propose in
the following a computational procedure, which can system-
atically check and determine the critical sampling matrices
of a given polytope region. Notice that the algorithm only
searches among integer matrices, since the filter banks con-
sidered here operate on discrete-time signals.
Procedure 1 Let D be a given polytope-shaped frequency
support region.
3
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(b)
0,0 1,0 2,0 3,0
0,1 1,1 2,1 3,1
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0,3 1,3 2,3 3,3
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3,2 2,2 1,2 0,2
2,1 1,1 0,1
3,0 2,0 1,0 0,03,1
ω3
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ω2
(c)
Figure 1: The ideal frequency partitioning of several filter
banks. (a) A directional filter bank which decomposes the
frequency cell (− 1
2
, 1
2
]2 into 6 subbands. (b) A directional
multiresolution frequency partitioning. (c) A 3-D direc-
tional frequency decomposition with pyramid-shaped pass-
band supports.
1. Calculate δ = 1/m(D). From (11), any matrix M that
can critically-sample D must satisfy |M | = δ. If δ
is not an integer, then stop the procedure, since in this
case it is impossible for D to be critically sampled by
any integer matrix.
2. Construct a closed-form formula [7] for 1̂D(x).
3. Based on the Hermite normal form, construct an ex-
haustive list of matrices of determinant δ, each corre-
sponding to a distinct sampling lattice [7].
4. For every matrix M in the above list, test the following
condition
1̂D(Mn) = 0 for all n ∈ ZN \{0} with ‖n‖∞ ≤ r,
(12)
where r is a large positive integer.
5. Present all the matrices in the list that satisfy (12). If
there is no such matrix, then D cannot be critically
sampled by any integer matrix.
To be clear, the expression (12) is a necessary condition
for D to be critically sampled by M . It is not sufficient
since we only check for integer points within a finite ra-
dius r, and so in principle, even if M satisfies (12) for all
‖n‖∞ ≤ r, it might happen that 1̂D(Mn) 6= 0 for some n
with ‖n‖∞ > r. However, by choosing r sufficiently large,
we can gain confidence in the validity of the original infi-
nite condition (11) as required in Proposition 2. We leave
the quantitative analysis of this approximation to [7]. In the
following examples, we choose r = 10000.
Example 1 Figure 1(a) presents the frequency decomposi-
tion of a directional filter bank (DFB). Applying the algo-
rithm in Procedure 1, we can easily verify that this frequency
decomposition can be critically sampled. The corresponding
sampling matrices, denoted by Mk for the kth subband, are
M 0 = M1 = M2 =
(
6 3
0 1
)
.
M3,M4 and M5 can be inferred by symmetry.
Example 2 We show in Figure 1(b) a directional and mul-
tiresolution decomposition of the 2-D frequency spectrum.
Applying Procedure 1 confirms that such a frequency par-
titioning can be critically sampled as well. The sampling
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matrices for two representative subbands (marked as dark
regions in the figure) are
M0 =
(
4 0
0 4
)
and M1 =
(
8 4
0 4
)
.
Example 3 Figure 1(c) shows an extension of the original
2-D DFB to the 3-D case [6]. Applying Procedure 1, we
find that the 3-D frequency partitioning shown in Figure 1(c)
cannot be critically sampled; in other words, redundancy is
unavoidable for a 3-D DFB.
42 Critical Sampling of General Cone-Shaped
Frequency Regions in Higher Dimensions
The result in Example 3 can be generalized to higher di-
mensions, and to cases where the subbands take different
directional shapes. As an application of the Fourier condi-
tion in Proposition 2, we show here a much more general
statement: it is impossible to implement any cone-shaped
frequency partitioning by a nonredundant filter bank, except
for the 2-D case.
We consider the following ideal subband supports in N -D:
D = {ω : a ≤ |ωN | ≤ b, (ω1, . . . , ωN−1) ∈ ωN B}, (13)
where B is some bounded set in RN−1. Geometrically, D
takes the form of a two-sided cone in RN , truncated by hy-
perplanes |ωN | = a and |ωN | = b, where 0 ≤ a < b. The
“base” region B in (13) is the intersection between the cone
and the hyperplane ωN = 1.
The formulation in (13) is flexible enough to characterize,
up to a rotation, any directional subband shown in Fig-
ure 1. For example, the 3-D pyramid-shaped subband (1, 1)
in Figure 1(c) can be presented by a = 0, b = 1
2
, and
B = [− 1
2
, 0]2. However, the class of frequency shapes that
can be described by (13) is far beyond those shown in Fig-
ure 1, since the formulation (13) allows for arbitrary config-
uration of the cross section heights a and b (not necessarily
the dyadic decomposition as in Figure 1(b)) and arbitrary
shape for the base B (not necessarily lines or squares).
Lemma 3 If a frequency support D can be critically sam-
pled by an integer matrix M , then
1̂D(|M |n) = 0, for all n ∈ ZN \ {0}. (14)
Proof It is easy to verify that, for any integer matrix M , the
vector |M |n belongs to the lattice Λ generated by M . The
condition (14) then follows from (11) in Proposition 2.
Theorem 2 For arbitrary choice of 0 ≤ a < b and the
base shape B, the frequency domain supportD given in (13)
cannot be critically sampled by any integer matrix in N -
dimensions, N ≥ 3.
Remark: For 2-D, we established the positive result in Ex-
amples 1 and 2.
Proof We argue by contradiction. Suppose for N ≥ 3, and
for some particular choices of 0 ≤ a < b and B, the corre-
sponding frequency region D in (13) can be critically sam-
pled by an integer matrix M . It then follows from (14) in
Lemma 3 that
1̂D(0, . . . , 0, |M |n) = 0, for all n ∈ Z \ {0}. (15)
From the definition of D, we have
1̂D(0, . . . , 0, x)
=
∫
a≤|ωN |≤b
dωN
(
e−2pij xωN
∫
ωNB
1 dω1 . . . dωN−1
)
=
∫
a≤|ω|≤b
e−2pij xωm(ω B) dω
=
∫
a≤|ω|≤b
e−2pij xω|ω|N−1m(B) dω
= 2m(B)
∫ b
a
ωN−1 cos(2πxω) dω.
After a change of variable, we can now rewrite (15) as∫
2pi|M |b
2pi|M |a
ωN−1 cos(nω) dω = 0, for all n ∈ Z \ {0}, which
is impossible when N ≥ 3 by Appendix C of [7].
5 Conclusions
By linking the alias-free (and critical) sampling of a given
frequency support region with the Fourier transform of the
indicator function, we presented two simple yet powerful
conditions for checking alias-free sampling and critical sam-
pling. We demonstrated the usefulness of the proposed con-
ditions in the design of multidimensional critically sampled
filter banks. As an interesting result, we show that it is im-
possible to construct a nonredundant directional filter bank
with a general cone-shaped frequency decomposition, ex-
cept for the 2-D case.
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Abstract:
The continuous curvelet and shearlet transforms have re-
cently been shown to be much more effective than the tra-
ditional wavelet transform in dealing with the set of dis-
continuities of functions and distributions. In particular,
the continuous shearlet transform has the ability to provide
a very precise geometrical characterization of general dis-
continuity curves occurring in images. In this paper, we
show that these properties are useful to design improved
algorithms for the analysis and detection of edges.
1. Introduction
One of the most useful properties of the wavelet transform
is its ability to deal very efficiently with the discontinu-
ities of functions and distributions. Consider, for example,
a function f on R2 which is smooth except for a discon-
tinuity at x0 ∈ R
2, and let Wψf(a, t) be the continuous
wavelet transform of f . This is defined as the mapping
Wψf(a, t) = a
−1
∫
R2
f(x)ψ
(
a−1(x− t)
)
dx,
where a > 0, t ∈ R2 and ψ ∈ L2(R2) is an appropriate
well-localized function. Then Wψf(a, t) decays rapidly
as a → 0 everywhere, unless t is near x0 [5]. Hence,
the wavelet transform is able to signal the location of the
singularity of f through its asymptotic decay at fine scales.
It was recently shown that certain “directional” extensions
of the wavelet transform have the ability to provide a
much finer description of the set of singularities of a func-
tion. Namely, the recently introduced curvelet and shearlet
transforms are able to identify not only the location of sin-
gularities of a function, but also the orientation of discon-
tinuity curves. In particular, using the continuous shearlet
transform, one can precisely characterize the geometrical
information of general discontinuity curves, including dis-
continuity curves which contain irregularities such as cor-
ner and junction points.
In this paper, we show that one can take advantage of the
properties of the shearlet transform to design improved al-
gorithms for the analysis and detection of edges in images.
Indeed, multiscale techniques based on wavelets have a
history of successful applications in the study of edges.
With respect to traditional wavelets, the shearlet frame-
work has the ability to capture directly the information
about edge orientation and this is useful to improve the
robustness of edge detection algorithms in the presence of
noise.
The paper is organized as follows. In Section 2. we re-
call the definition of the shearlet transform and its main
results concerning the analysis of edges. In Section 3.
we present some representative numerical experiments of
edge detection, comparing the shearlet approach against
wavelets and other standard edge detection techniques.
2. The Shearlet Transform
For a > 0 s ∈ R and t ∈ R2, let Mas be the matrices
Mas =
(
a −
√
as
0
√
a
)
and, corresponding to those, let ψast(x) =
| detMas|
− 1
2 ψ(M−1as (x − t)), where ψ ∈ L
2(R2). It is
useful to notice that Mas = Bs Aa, where Aa =
( a 0
0
√
a
)
and Bs =
(
1 −s
0 1
)
. Hence to each matrix Mas are
associated two distinct actions: an anisotropic dilation
produced by the matrix Aa and a shearing produced by
the non-expansive matrix Bs.
For f ∈ L2(R2), the continuous shearlet transform is de-
fined as the mapping
f → SHψf(a, s, t) = 〈f, ψast〉, a > 0, s ∈ R, t ∈ R
2.
The generating function ψ is chosen to be a well local-
ized function satisfying appropriate admissibility condi-
tions [7, 4], so that each f ∈ L2(R2) satisfies the general-
ized Caldero`n reproducing formula:
f =
∫
R2
∫ ∞
−∞
∫ ∞
0
〈f, ψast〉ψast
da
a3
ds dt.
The significance of the shearlet representation is that any
function f is broken up with respect to well-localized an-
alyzing elements defined not only at various scales and lo-
cations, as in the traditional multiscale approach, but also
at various orientations associated with the shearing param-
eter s. Figure 1 shows the frequency support of the shear-
let analyzing functions ψˆast for some values of s and a.
Thanks to this directional multiscale decomposition, the
continuous shearlet transform is able to precisely capture
the geometry of edges through its asymptotic decay at fine
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Figure 1: Frequency support of same representative shear-
let analyzing functions ψˆast.
scales (a → 0). To precisely describe these properties, let
us introduce the following model of images.
LetΩ = [0, 1]2 and consider the partitionΩ =
⋃L
n=1 Ωn∪
Γ, where:
1. each “object” Ωn, for n = 1, . . . , L, is a connected
open set;
2. the set of edges of Ω is given by Γ =
⋃L
n=1 ∂ΩΩn,
where each boundary ∂ΩΩn is a piecewise smooth
curve of finite length.
Hence, we consider the space of images u ∈ I(Ω) of the
form
u(x) =
L∑
n=1
un(x)χΩn(x) for x ∈ Ω\Γ
where, for each n = 1, . . . , L, un ∈ C
1
0 (Ω) has bounded
partial derivatives, and the sets Ωn are pairwise disjoint
in measure. We have the following result, which is a sig-
nificant refinement with respect to the simple detection of
singularities obtained using traditional wavelets.
Theorem 2.1. Let f ∈ I(Ω).
(i) If t /∈ Γ, then, for each N ∈ N
lim
a→0+
a−N SHψf(a, s, t) = 0.
(ii) If t ∈ Γ is a regular point and s does not correspond
to the normal direction of Γ at t then
lim
a→0+
a−N SHψB(a, s, t) = 0, for all N > 0;
otherwise, if s = s0 corresponds to the normal direc-
tion of Γ at t then
0 < lim
a→0+
a−
3
4 |SHψB(a, s0, t)| < ∞.
(iii) If t ∈ Γ is a corner point and s does not correspond
to any of the normal directions of Γ at t, then
lim
a→0+
a−
9
4 |SHψB(a, s, t)| < ∞;
otherwise, if s = s0 corresponds to one of the normal
directions of Γ at t then
0 < lim
a→0+
a−
3
4 |SHψB(a, s0, t)| < ∞.
Thus, the continuous shearlet transform has rapid asymp-
totic decay, as a → 0, everywhere except for locations t
on the edges and orientations s which are normal to the
edges. We refer to [7, 4, 3] for additional detail, including
a more precise description of the behavior at the corner
points. We also refer to [1] for some similar (even if more
restricted) results based on the curvelet transform.
2.1 Lipschitz regularity
The notion of Lipschitz regularity is a method to quantita-
tively describe the local regularity of functions and distri-
butions.
Given α ≥ 0, a function f is Lipschitz α at x0 ∈ R
2 if
there exists a positive constant K and a polynomial px0 of
degree m = ⌊α⌋ such that, for all x in a neighborhood of
x0:
|f(x)− px0(x)| ≤ K |x− x0|
α
. (1)
A function f is uniformly Lipschitz α over an open set
Ω ⊂ R2 if there exists a constant K > 0, independent of
x0, such that the above inequality holds for all x0 ∈ Ω.
If f is uniformly Lipschitz α > m in a neighborhood of
x0, then f is necessarilym times differentiable at x0. Also
notice that if 0 ≤ α < 1, then px0 = f(x0) and condition
(1) becomes
|f(x)− f(x0)| ≤ K |x− x0|
α
.
If f is Lipschitz α with α < 1 at x0, then f is not differ-
entiable at x0. The closer the Lipschitz exponent is to 0,
the more “singular” the function is. If f is bounded but
discontinuous at x0, then it is Lipschitz 0 at x0, indicating
the presence of an edge.
Also recall that if f(x) is Lipschitz α, then its primitive
g(x) is Lipschitz α + 1 (the converse however is not true;
that is, if a function is Lipschitz α at x0, then its derivative
need not be Lipschitz α - 1 at the same point). This obser-
vation explains the following definition which extends the
concept of Lipschitz regularity to distributions.
Let α be a real number. A tempered distribution f is uni-
formly Lipschitz α on Ω ⊂ R2 if its primitive is uniformly
Lipschitz α + 1 on Ω ⊂ R2.
It follows that a distribution may have a negative Lipschitz
exponent. For example, one can show that if f is a Dirac
delta distribution centered at x0, then f is Lipschitz -1 at
x0. We refer to [8] and to the references indicated there
for more details.
The function ψ satisfies the property that for each n ∈ N,
there exists a constant cn > 0 such that
|ψ(x)| ≤ cn(1 + |x|)
−n
for all x ∈ R2 (for details, see [4], p. 26). As a con-
sequence, we obtain ‖ψ‖1 =
∫
R2
|ψ(x)| dx < ∞, and∫
R2
|ψ(x)||x|α dx < ∞.
The following result (whose proof is reported in the
appendix) is an adaptation of a similar theorem about the
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continuous wavelet transform due to Jaffard [6]. If we
assume ψ has n vanishing moments, i.e.
∫
tkψ(t) dt = 0
for all k = 0, . . . , n − 1, we would need to add the
condition α ≤ n. However, the general construction
of ψ implies that ψ has an infinite number of vanishing
moments. Thus this assumption is unnecessary.
Theorem 2.2. If f ∈ L2(R2) is Lipschitz α > 0 at t0,
then there exists a constant C > 0 such that, for all a < 1,
|SHψf(a, s, t)| ≤ C a
1
2
(α+ 3
2
)
(
1 +
∣∣∣a− 12 (t− t0)
∣∣∣) .
The theorem can be extended to the case where f is a
distribution. In addition, the estimation of the decay of
the shearlet transform of the Dirac delta and other distri-
butions was computed in [7]. These results show that, for
locations t corresponding to delta-type singularities, the
shearlet transform has a very different behavior from edge
points. In fact, the amplitude of |SHψf(a, s, t0)| grows
like O(a−
1
4 ) as a → 0. Similarly, for spike singularities,
one can show that the amplitude of the shearlet transform
increases at fine scales. This shows that classification of
points by their Lipschitz regularity is important as it can
be used to distinguish true edge points from points corre-
sponding to noise. This principle was already exploited,
for example, in [8].
3. Shearlet-based Edge Detection
Taking advantage of the theoretical observations reported
above, a discrete version of the shearlet transform was de-
veloped and applied to the purpose of locating and iden-
tifying edges in images. Because of space limitations,
we will limit ourselves to presenting a few numerical
demonstrations. A detailed account of the discrete shear-
let transform and shearlet-based edge detection algorithms
is found in [2, 10].
Figures 2 and 3 compare a shearlet-based edge detection
routine against a wavelet-based routine using a consistent
set of predetermined default parameters. For a base-line
comparison against standard routines, we also used the
Sobel and Prewitt methods using their default parame-
ters. The results highlight the superior performance of the
shearlet-based method. To assess the performance of the
edge detector, we have given the value of the Pratt’s Fig-
ure of Merit (FOM), which is a fidelity measure ranging
from 0 to 1, with 1 indicating a perfect edge detector [9].
Acknowledgments DL acknowledges partial support
from NSF DMS 0604561 and DMS (Career) 0746778.
4. Appendix: Proof of Theorem 2.2.
Proof of Theorem 2.2. Since f is Lipschitz α at t0, there
is a polynomial pt0(x) and a constant K > 0 such that
|f(x)− pt0(x)| ≤ K |x− t0|
α.
Since SHψpt0(a, s, t) = 0, then
|SHψf(a, s, t)|
≤ a−3/4
∫
R2
|ψ(A−1a B
−1
s (x− t))| |f(x)− pt0(x)| dx
≤ K a−3/4
∫
R2
|ψ(A−1a B
−1
s (x− t))| |x− t0|
α dx
= K a3/4
∫
R2
|ψ(y)| |t + BsAay − t0|
α dy
≤ K 2α a3/4
(
‖Bs‖
α ‖Aa‖
α
∫
R2
|ψ(y)| |y|α dy
+
∫
R2
|ψ(y)| |t− t0|
α dy
)
≤ K 2α a3/4
(
C(s)α aα/2
∫
R2
|ψ(y)| |y|α dy
+ |t− t0|
α
∫
R2
|ψ(y)| dy
)
≤ C a
1
2
(α+ 3
2
)
(
1 + |a−1/2(t− t0)|
α
)
.
Here we have used the fact that ‖Aa‖ = a
1/2, i.e. the
largest eigenvalue of the matrix Aa. Similarly ‖Bs‖ is the
largest eigenvalue of the matrix Bs, which is 1.
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Figure 2: Results of edge detection methods. From top left, clockwise: Original image, noisy image (PSNR=28.10 dB),
Sobel result (FOM=0.24), shearlet result (FOM=0.44), wavelet result (FOM=0.29), and Prewitt result (FOM=0.23).
Figure 3: Results of edge detection methods. From top left, clockwise: Original image, noisy image (PSNR=24.58 dB),
Sobel result (FOM=0.15), shearlet result (FOM=0.45), wavelet result (FOM=0.27), and Prewitt result (FOM=0.15).
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Abstract:
It is now widely acknowledged that analyzing the intrinsic
geometrical features of an underlying image is essentially
needed in image processing. In order to achieve this, sev-
eral directional image representation schemes have been
proposed. In this report, we develop the discrete shearlet
transform (DST) which provides efficient multiscale di-
rectional representation. We also show that the implemen-
tation of the transform is built in the discrete framework
based on a multiresolution analysis. We further assess the
performance of the DST in image denoising and approxi-
mation applications. In image approximation, our adap-
tive approximation scheme using the DST significantly
outperforms the wavelet transform (up to 3.0dB) and other
competing transforms. Also, in image denoising, the DST
compares favorably with other existing methods in the lit-
erature.
1. Introduction
Sharp image transitions or singularities such as edges are
expensive to represent and intergrating the geometric reg-
ularity in the image representation is a key challenge to
improve state of the art applications to image compres-
sion and denoising. To exploit the anisotropic regularity
of a surface along edges, the basis must include elongated
functions that are nearly parallel to the edges.
Several image representations have been proposed to cap-
ture geometric image regularity. They include curvelets
[1], contourlets [2] and bandelets [3]. In particular, the
construction of curvelets is not built directly in the discrete
domain and they do not provide a multiresolution repre-
sentation of the geometry. In consequence, the implemen-
tation and the mathematical analysis are more involved
and less efficient. Contourlets are bases constructed with
elongated basis functions using a combination of a multi-
scale and a directional filter bank. However, contourlets
have less clear directional features than curvelets, which
leads to artifacts in denoising and compression. Ban-
delets are bases adapted to the function that is represented.
Asymptotically, the resulting bandelets are regular func-
tions with compact support, which is not the case for con-
tourlets. However, in order to find bases adapted to an
image, the bandelet transform searches for the optimal ge-
ometry. For an image of N pixels, the complexity of this
best bandelet basis algorithm is O(N3/2) which requires
extensive computation [3].
Recently, a new representation scheme has been intro-
duced [4]. These so called shearlets are frame elements
which yield (nearly) optimally sparse representations [5].
This new representation system is based on a simple and
rigorous mathematical framework which not only pro-
vides a more flexible theoretical tool for the geometric
representation of multidimensional data, but is also more
natural for implementations. As a result, the shearlet ap-
proach can be associated to a multiresolution analysis [4].
However constructions proposed in [4] do not provide
compactly supported shearlets and this property is essen-
tially needed especially in image processing applications.
In fact, in order to capture local singularities in images ef-
ficiently, basis functions need to be well localized in the
spatial domain.
In this report, we construct compactly supported shearlets
and show that there is a multiresolution analysis associated
with this construction. Based on this, we develop the fast
discrete shearlet transform (DST) which provides efficient
directional representations.
2. Shearlets
A family of vectors {ϕn}n∈Γ constitutes a frame for a
Hilbert space H if there exist two positive constants A,B
such that for each f ∈ H we have
A‖f‖2 ≤
∑
n∈Γ
|〈f, ϕn〉|2 ≤ B‖f‖2.
In the event that A = B, the frame is said to be tight.
Let us next introduce some notations that we will use
throughout this paper. For f ∈ L2(Rd), the Fourier trans-
form of f is defined by
fˆ(ω) =
∫
Rd
f(x)e−2πix·ωdx.
Also, for t ∈ Rd and A ∈ GLd(R), we define the follow-
ing unitary operators:
Tt(f)(x) = f(x− t)
and
DA(f)(x) = |A|− 12 f(A−1x).
Finally, for q ∈ ( 1
2
, 1] and a > 1, we define
A0 =
(
aq 0
0 a
1
2
)
and B0 =
(
1 1
0 1
)
(1)
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and
A1 =
(
a
1
2 0
0 aq
)
and B1 =
(
1 0
1 1
)
. (2)
We are now ready to define a shearlet frame as follows.
For c ∈ R+, ψ10 , . . . , ψL0 , ψ11 , . . . , ψL1 ∈ L2(R2) and φ ∈
L2(R2), we define
Ψ0c = {ψi,0jkm : j, k ∈ Z, m ∈ Z2, i = 1, . . . , L},
Ψ1c = {ψi,1jkm : j, k ∈ Z, m ∈ Z2, i = 1, . . . , L},
and
Ψ2c = {Tcmφ : m ∈ Z2}
∪{ψi,0jkm : j ≥ 0,−2j ≤ k ≤ 2j , m ∈ Z2, i = 1, . . . , L}
∪{ψi,1jkm : j ≥ 0,−2j ≤ k ≤ 2j , m ∈ Z2, i = 1, . . . , L}
where
ψi,ℓjkm = DA−jℓ B
−k
ℓ
Tcmψ
i
ℓ (3)
for ℓ = 0, 1, m ∈ Z2, i = 1, . . . , L and j, k ∈ Z. If Ψpc
is a frame for L2(R2), then we call the functions ψi,ℓjkm in
the system Ψpc shearlets.
Observe that each element ψi,ℓjkm in Ψ
p
c is obtained by ap-
plying an anisotropic scaling matrix Aℓ and a shear ma-
trix Bℓ to fixed generating functions ψ
i
ℓ. This implies that
the system Ψpc can provide window functions which can
be elongated along arbitrary directions. Therefore, the
geometrical structures of singularities in images can be
efficiently represented and analyzed using those window
functions. In fact, it was shown that 2-dimensional piece-
wise smooth functions with C2-singularities can be ap-
proximated with nearly optimal approximation rate using
shearlets. We refer to [5] for details. Furthermore, one
can show that shearlets can completely analyze the sin-
gular structures of piecewise smooth images [6]. In fact,
this property of shearlets is useful especially in signal and
image processing, since singularities and irregular struc-
tures carry essential information in a signal. For example,
discontinuities in the intensity of an image indicate the
presence of edges. Figure 1 displays examples of shear-
lets which can be elongated along arbitrary direction in
the spatial domain.
3. Construction of Shearlets
In this section, we will introduce some useful sufficient
conditions to construct compactly supported shearlets.
Using these conditions, we will show that the system Ψpc
can be generated by simple separable functions associated
with a multiresolution analysis. Furthermore, this leads to
the fast DST, and we will discuss this in the next section.
We first discuss sufficient conditions for the existence
of compactly supported shearlets. For this, let α >
max (1, (1− p)γ) and γ > max
(
α+1
p ,
1
1−p
)
be fixed
positive numbers for 0 < p < 1. We choose α′, γ′ > 0
such that α′ ≥ α+γ and γ′ ≥ α′−α+γ. Then we obtain
the following results [7].
Figure 1: Examples of shearlets in the spatial domain. The
top row illustrates shearlet functions ψi,0jk0 associated with
matricesA0 andB0 in (1). The bottom row shows shearlet
functions ψi,1jk0 associated with matricesA1 andB1 in (2)..
Theorem 3..1. [7] For i = 1, . . . , L, we define
ψi0(x1, x2) = γ
i(x1)θ(x2) such that
|γˆi(ω1)| ≤ K1 |ω1|
α′
(1 + |ω1|2)γ′/2
and
|θˆ(ω1)| ≤ K2(1 + |ω1|2)−γ
′/2.
If
ess inf
|ω1|≤1/2
|θˆ(ω1)|2 ≥ K3 > 0 (4)
and
ess inf
a−q≤|ω1|≤1
L∑
i=1
|γˆi(ω1)|2 ≥ K4 > 0, (5)
then there exists c0 > 0 such thatΨ
0
c is a frame forL
2(R2)
for all c ≤ c0.
Observe that the functions ψ10 , . . . , ψ
L
0 are separable func-
tions, and the one-dimensional scaling function θ and
wavelets γi can be chosen with sufficient vanishing mo-
ments in this case.
We now show some concrete examples of compactly sup-
ported shearlets using Theorem 3.1. Assume that a = 4
and q = 1 in (1) and (2). Let us consider a box spline [1]
of orderm defined as follows.
θˆm(ω1) =
( sinπω1
πω1
)m+1
e−iǫω1 ,
where ǫ = 1 if m is even, and ǫ = 0 if m is odd. Obvi-
ously, we have the following two scaling equation:
θˆm(2ω1) = m0(ω1)θˆm(ω1)
and
m0(ω1) = (cosπω1)
m+1e−iǫπω1 .
Let α′ and γ′ be positive real numbers as in Theorem 3.1.
We now define
ψˆ10(ω) = (i)
ℓ
√
2
(
sinπω1
)ℓ
θˆm(ω1)θˆm(ω2)
and
ψˆ20(ω) = (i)
ℓ
(
sin
πω1
2
)ℓ
θˆm(
ω1
2
)θˆm(ω2),
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where ℓ ≥ α′ andm+ 1 ≥ γ′. Then, by Theorem 3.1, ψ10
and ψ20 generate a frame Ψ
0
c for c ≤ c0 with some c0 > 0.
There are infinitely many possible choices for ℓ and m.
For example, one can choose ℓ = 9 andm = 11.
Define
φ(x1, x2) = θm(x1)θm(x2),
ψˆ11(ω) = (i)
ℓ
√
2
(
sinπω2
)ℓ
θˆm(ω2)θˆm(ω1)
and
ψˆ21(ω) = (i)
ℓ
(
sin
πω2
2
)ℓ
θˆm(
ω2
2
)θˆm(ω1).
Then similar arguments show that ψ11 and ψ
2
1 generate a
frame Ψ1c for c ≤ c0 with some c0 > 0. Furthermore, the
functions φ, ψiℓ for ℓ = 0, 1 and i = 1, 2 generate a frame
Ψ2c with c ≤ c0 for some c0 > 0.
4. Discrete Shearlet Transform
In the previous section, we constructed compactly sup-
ported shearlets generated by separable functions associ-
ated with a multiresolution analysis. In this section, we
will show that this multiresolution analysis leads to the
fast DST which computes 〈f, ψi,ℓjkm〉. To be more specific,
we let a = 4 and q = 1 in (1) and (2). For notational
convenience, we let n = (n1, n2),m = (m1,m2), d =
(d1, d2) ∈ Z2 and I2 be a 2 by 2 identity matrix.
Let θ ∈ L2(R) be a compactly supported function such
that {θ(· − n1) : n1 ∈ Z} is an orthonormal sequence and
θ(x1) =
∑
n1∈Z
h(n1)
√
2θ(2x1 − n1). (6)
Define
γ(x1) =
∑
n1∈Z
g(n1)
√
2θ(2x1 − n1) (7)
such that γ has sufficient vanishing moments and the pair
of the filters h and g is a pair of conjugate mirror filters.
We assume that γ and θ satisfy decay conditions (4) and
(5) in Theorem 3.1. We also define
φ(x1, x2) = θ(x1)θ(x2),
ψ1ℓ (x1, x2) = γ(xℓ+1)θ(x2−ℓ) (8)
and
ψ2ℓ (x1, x2) = 2
− 1
2 γ(
xℓ+1
2
)θ(x2−ℓ) (9)
for ℓ = 0, 1. Then Theorem 3.1 can be easily generalized
to show that the functions ψ10 , ψ
2
0 , ψ
1
1 , ψ
2
1 and φ generate a
shearlet frame Ψ2c with c < c0 for some c0 > 0.
Let J be a positive odd integer. Based on a multiresolution
analysis associated with the two-scale equation (6), we can
now easily derive a fast algorithm for computing shearlet
coefficients 〈f, ψi,ℓjkm〉 for ℓ = 0, 1,j = 1, . . . , J−12 , and
−2j ≤ k ≤ 2j as follows.
First, assume that
f =
∑
n∈Z2
fJ(n)D2−JI2Tnφ (10)
Figure 2: Examples of anisotropic discrete wavelet de-
composition: (a) Anisotropic discrete wavelet decompo-
sition byW , (b) Anisotropic discrete wavelet decomposi-
tion by W˜ .
where fJ (n) = 〈 f,D2−JI2Tnφ 〉. For h = 0, 1, let us
define maps Dk,jh : ℓ2(Z2) → ℓ2(Z2) by
(Dk,jh x)(d) =
∑
m∈Z2
dk,jh (d,m)x(m)
where dk,jh (d,m) = 〈DBk/2jh Tmφ, Tdφ 〉 and x ∈ ℓ(Z
2).
Also we define
H(ω1) =
∑
n1
h(n1)e
−2iπω1
and
G(ω1) =
∑
n1
g(n1)e
−2iπω1 .
Finally, we let hj , g
0
j and g
1
j be the Fourier coefficients of
Hj(ω2) =
∏J−j−1
k=0 H
(
2kω2
)
for J − j > 0,
G0j (ω1) =
∏J−2j−2
k=0 H(2
kω1)G(2
J−2j−1ω1),
G1j (ω1) =
∏J−2j−1
k=0 H(2
kω1)G(2
J−2jω1),
(11)
respectively. Then we obtain
〈f, ψ1,0jkm〉 = (((Dk,j0 fJ) ∗r hj)↓2J−j ∗c g0j )↓2J−2j (m),
〈f, ψ2,0jkm〉 = (((Dk,j0 fJ) ∗r hj)↓2J−j ∗c g1j )↓2J−2j+1(m),
〈f, ψ1,1jkm〉 = (((Dk,j1 fJ) ∗c hj)↓2J−j ∗r g0j )↓2J−2j (m),
〈f, ψ2,1jkm〉 = (((Dk,j1 fJ) ∗c hj)↓2J−j ∗r g1j )↓2J−2j+1(m),
(12)
where ∗c and ∗r are convolutions along the vertical and
horizontal axes respectively, ↓ 2j is the downsampling by
2j and h(n) = h(−n) for given filter coefficients h(n).
From (12), we observe that the shearlet transform
〈f, ψi,ℓjkm〉 is the application of the shear transformation
D
B
k/2j
ℓ
to f ∈L2(R2) followed by the wavelet transform
associated with anisotropic scaling matrixAℓ. In this case,
applying Dk,jℓ to fJ ∈ ℓ2(Z2) corresponds to applying
the shear transform D
B
k/2j
ℓ
in the discrete domain. Thus
we simply replace the operator Dk,jℓ by the discrete shear
transform P ℓk,j for fJ ∈ ℓ2(Z2), where we define the dis-
crete shear transforms P 0k,j and P
1
k,j as follows:{
(P 0k,jfJ )(n) = fJ
(
n1 + ⌊(k/2j)n2⌋, n2
)
,
(P 1k,jfJ )(n) = fJ
(
n1, n2 + ⌊(k/2j)n1⌋
)
.
(13)
Let M be a fixed positive integer. Since P 0k,j and P
1
k,j
are unitary operators on ℓ(Z2), we can extend the shearlet
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transform defined in (12) to a linear transform S consisting
of finitely many orthogonal transforms SMk and S˜
M
k where
SMk (fJ) = WP 0k,M (fJ) and S˜Mk (fJ) = W˜P 1k,M (fJ)
and W and W˜ are the wavelet transform associated with
an anisotropic sampling matrices A0 and A1, respectively.
For the precise definitions of W and W˜ , we refer to [7].
In this case, the linear transform S, which we call DST, is
defined by
S = (SM−2M , . . . , S
M
2M
, S˜M−2M , . . . , S˜
M
2M
)
for a givenM ∈ Z+. Notice that redundancy of the DST
is K = 2M+2 + 2 and the DST merely requires O(KN)
operations for an image of N pixels. It is obvious that the
inverse DST is simply the adjoint of S with normalization.
5. Image Approximation Using DST
In this section, we present some results of the DST in im-
age compression applications. In this case, we use adap-
tive image representation using the DST. The main idea of
this is similar to the matching pursuit introduced byMallat
and Zhong [8]. The matching pursuit selects vectors one
by one from a given basis dictionary at each iteration step.
On the other hand, our approximation scheme searches the
optimal directional index k0 at each iteration step so that
corresponding the orthogonal transform SMk0 or S˜
M
k0
pro-
vides an optimal nonlinear approximation with P nonzero
terms among all possible 2M+2 +2 orthogonal transforms
in S. For a detailed description of this algorithm, we re-
fer to [7]. For numerical tests, we compare the perfor-
mance of the DST to other transforms such as the discrete
biorthogonal CDF 9/7 wavelet transform (DWT)[9] and
contourlet transform (CT)[2] in image compression (see
Figure 3). We used only 2 directions (horizontal and ver-
tical) and 4 level decomposition for our DST. In this case,
our numerical tests indicate that only a few iterations (1-
5) can give significant improvement over other transforms
and computing time is comparable to the wavelet trans-
form. For more results, we refer to [8].
6. Conclusion
We have constructed compactly supported shearlet sys-
tems which can provide efficient directional image rep-
resentations. We also have developed the fast discrete im-
plementation of shearlets called the DST. This algorithm
consists of applying the shear transforms in the discrete
domain followed by the anisotropic wavelet transforms.
Applications of our proposed transform in image approxi-
mation and denoising were studied. In image approxima-
tion, the results obtained with our adaptive image repre-
sentation using the DST are significantly superior to those
of other transforms such as the DWT and CT both visually
and with respect to PSNR.
In denoising, we studied the performance of the DST cou-
pled with a (partially) translation invariant hard treshold-
ing estimator. Our results indicate that the DST consis-
tently outperforms other competing transforms. For de-
tailed numerical results, we refer to [7].
Figure 3: Compression results of ’Barbara’ image of
size 512 × 512: The image is reconstructed from 5024
most significant coefficients. Top left: Zoomed original
image, Top right: Zoomed image reconstructed by the
DWT (PSNR = 25.11), Bottom left: Zoomed image re-
constructed by the CT (PSNR = 25.88), Bottom right:
Zoomed image reconstructed by the DST with only 1 iter-
ation step (PSNR = 26.73).
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Abstract:
In order to get an efﬁcient image representation we intro-
duce a new adaptive Haar wavelet transform, calledTetro-
let Transform. Tetrolets are Haar-type wavelets whose
supports are tetrominoes which are shapes made by con-
necting four equal-sized squares. The corresponding ﬁlter
bank algorithm is simple but enormously effective. Nu-
merical results show the strong efﬁciency of the tetrolet
transform for image compression.
1. Introduction
The main task in every kind of image processing is ﬁnd-
ing an efﬁcient image representation that characterizes the
signiﬁcant image features in a compact form. In the last
years a lot of methods have been proposed to improve
the treatment with orientated geometric image structures.
Curvelets [1], contourlets [2], shearlets [5], and direction-
lets [10] are wavelet systems with more directional sensi-
tivity than classical tensor product wavelets.
Instead of choosing a priori a basis or a frame one may
adapt the function system depending on the local image
structures. Wedgelets [3] and bandelets [7] stand for this
second class of image representation schemes which is a
wide ﬁeld of further research. Very recent approaches are
the grouplets [8] or the EPWT [9] which are based on an
averaging in adaptive neighborhoods of data points.
In [6] we have introduced a new adaptive algorithm whose
underlying idea is similar to the idea of digital wedgelets
where Haar functions on wedge partitions are considered.
We divide the image into 4 × 4 blocks, then we deter-
mine in each block a tetromino partition which is adapted
to the image geometry in this block. Tetrominoes are
shapes made by connecting four equal-sized squares, each
joined together with at least one other square along an
edge. On these geometric shapes we deﬁne Haar-type
wavelets, called tetrolets, which form a local orthonormal
basis. The main advantage of Haar-type wavelets is the
lack of pseudo-Gibbs artifacts. The corresponding ﬁlter
bank algorithm decomposes an image into a compact rep-
resentation.
The tetrolet transform is also very efﬁcient for compres-
sion of real data arrays.
2. The Adaptive Tetrolet Transform
2.1 Deﬁnitions and Notations
Let be I = {(i, j) : i, j = 0, . . . , N − 1} ⊂ Z2 the
index set of a digital image a = (a[i, j])(i,j)∈I with N =
2J , J ∈ N. We determine a 4-neighborhood of an index
(i, j) ∈ I by N4(i, j) := {(i − 1, j), (i + 1, j), (i, j −
1), (i, j+1)}.An index that lies at the boundary has three
neighbors, an index at the vertex of the image has two
neighbors.
A set E = {I0, . . . , Ir}, r ∈ N, of subsets Iν ⊂ I is
a disjoint partition of I if Iν ∩ Iµ = ∅ for ν '= µ and⋃r
ν=0 Iν = I.
In this paper we consider disjoint partitions of the index
set I that satisfy two conditions for all Iν :
1. each subset Iν contains four indices, i.e. #Iν = 4,
2. every index of Iν has a neighbor in Iν , i.e. ∀(i, j) ∈
Iν ∃(i
′, j′) ∈ Iν : (i
′, j′) ∈ N4(i, j).
We call such subsets Iν tetromino, since the tiling prob-
lem of the square [0, N)
2
by shapes called tetrominoes is
a well-known problem being closely related to our parti-
tions of the index set I = {0, 1, . . . , N − 1}2. We shortly
introduce this tetromino tiling problem in the next subsec-
tion.
2.2 Tilings by Tetrominoes
Tetrominoes were introduced by Golomb in [4]. They are
shapes formed from a union of four unit squares, each con-
nected by edges, not merely at their corners. The tiling
problem with tetrominoes became popular through the fa-
mous computer game classic ’Tetris’. Disregarding rota-
tions and reﬂections there are ﬁve different shapes, the so
called free tetrominoes, see Figure 1.
It is clear that every square [0, N)
2
can be covered by
tetrominoes if and only if N is even. But the number of
different coverings explodes with increasingN . There are
117 solutions for disjoint covering of a 4 × 4 board with
four tetrominoes. As represented in Figure 2, we have 22
Figure 1: The ﬁve free tetrominoes.
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Figure 2: The 22 fundamental forms tiling a 4 × 4 board.
Regarding additionally rotations and reﬂections there are
117 solutions.
fundamental conﬁgurations (disregarding rotations and re-
ﬂections). One solution (ﬁrst line) is unaltered by rotations
and reﬂections, four solutions (second line) give a second
version applying the isometries. Seven forms can occur in
four orientations (third line), and ten asymmetric cases in
eight directions (last line).
2.3 The Idea of Tetrolets
In the two-dimensional classical Haar case, the low-pass
ﬁlter and the high-pass ﬁlters are just given by the averag-
ing sum and the averaging differences of each four pixel
values which are arranged in a 2 × 2 square, i.e., with
Ii,j = {(2i, 2j), (2i+1, 2j), (2i, 2j+1), (2i+1, 2j+1)}
for i, j = 0, 1, . . . , N2 − 1, we have a dyadic partition
E = {I0,0, . . . , IN
2 −1,
N
2 −1
} of the image index set I . Let
L be a bijective mapping which maps the four pixel pairs
(i, j) to the scalar set {0, 1, 2, 3}, that means it brings the
pixels into a unique order. Then we can determine the low-
pass part a1 = (a1[i, j])
N
2 −1
i,j=0 as well as the three high-pass
parts w1l = (w
1
l [i, j])
N
2 −1
i,j=0 for l = 1, 2, 3 with
a1[i, j] =
∑
(i′,j′)∈Ii,j
"[0, L(i′, j′)] a[i′, j′] (1)
w1l [i, j] =
∑
(i′,j′)∈Ii,j
"[l, L(i′, j′)] a[i′, j′], (2)
where the coefﬁcients "[l,m], l,m = 0, . . . , 3, are entries
from the Haar wavelet transform matrix
W := ("[l,m])3l,m=0 =
1
2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

. (3)
Obviously, the ﬁxed blocking by the dyadic squares Ii,j
is very inefﬁcient because the local structures of an image
are disregarded. Our idea is, to allow more general parti-
tions such that the local image geometry is taken into ac-
count. Namely, we use tetromino partitions. As described
in the previous subsection we shall restrict us to 4 × 4
blocks. This leads to a third condition for the desired dis-
joint partition E of the index set I introduced in Section
2.1:
3. Each 4 × 4 square Qi,j := {4i, . . . , 4i + 3} ×
{4j, . . . , 4j + 3}, i, j = 0, 1, . . . , N4 − 1, is covered
by four subsets (tetrominoes) I0, . . . , I3.
In other words, we ﬁrst divide the index set I of an im-
age a into N
2
16 squares Qi,j and then we consider the ad-
missible tetromino partitions there. Among the 117 solu-
tions we compute an optimal partition in each image block
such that the wavelet coefﬁcients deﬁned on the tetromi-
noes have minimal l1-norm.
3. Detailed Description of the Algorithm
The rough structure of the tetrolet ﬁlter bank algorithm is
described in Table 1.
Adaptive Tetrolet Decomposition Algorithm
Input: Image a = (a[i, j])N−1i,j=0 with N = 2
J , J ∈ N.
1. Divide the image into 4× 4 blocks.
2. Find in each block the sparsest tetrolet representation.
3. Rearrange the low- and high-pass coefﬁcients of
each block into a 2× 2 block.
4. Store the tetrolet coefﬁcients (high-pass part).
5. Apply step 1 to 4 to the low-pass image.
Output: Decomposed image a˜.
Table 1: Adaptive tetrolet decomposition algorithm.
Going into detail our main attention shall be turned to step
2 of the algorithm where the adaptivity comes into play.
We start with the input image a0 = (a[i, j])N−1i,j=0 with
N = 2J , J ∈ N. In the rth-level, r = 1, . . . , J − 1,
we apply the following computations.
1. Divide the low-pass image ar−1 into blocks Qi,j of
size 4× 4, i, j = 0, . . . , N4r − 1.
2. In each block Qi,j we compute analogously to (1)
and (2) the pixel averages for every admissible tetro-
mino covering c = 1, . . . , 117 by
ar,(c)[s] =
∑
(m,n)∈I
(c)
s
"[0, L(m,n)] ar−1[m,n],
as well as the three high-pass parts for l = 1, 2, 3
w
r,(c)
l [s] =
∑
(m,n)∈I
(c)
s
"[l, L(m,n)] ar−1[m,n],
s = 0, . . . , 3, where the coefﬁcients are given in (3)
and L is the mapping mentioned above. Then we
choose the covering c∗ such that the l1-norm of the
tetrolet coefﬁcients becomes minimal
c∗ = argmin
c
3∑
l=1
3∑
s=0
|w
r,(c)
l [s]|. (4)
Hence, for every block Qi,j we get an optimal tetro-
let decomposition [ar,(c
∗),w
r,(c∗)
1 ,w
r,(c∗)
2 ,w
r,(c∗)
3 ].
By doing this, the local structure of the image block
is adapted. The best conﬁguration c∗ is a cover-
ing whose tetrominoes do not intersect an important
structure like an edge in the image ar−1. Because the
tetrolet coefﬁcients become as minimal as possible
a sparse image representation will be obtained. We
have to store for each block Qi,j which covering c
∗
has been chosen, since this information is necessary
for reconstruction.
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3. In order to be able to apply further levels of the tetro-
let decomposition algorithm, we rearrange the entries
of the vectors ar,(c
∗) and w
r,(c∗)
l into 2× 2 matrices,
a
r
|Qi,j
=
(
ar,(c
∗)[0] ar,(c
∗)[2]
ar,(c
∗)[1] ar,(c
∗)[3]
)
,
and in the same way wrl|Qi,j
for l = 1, 2, 3.
4. After ﬁnding a sparse representation in every block
Qi,j for i, j = 0, . . . ,
N
4r − 1, we store (as usually
done) the low-pass matrix ar and the high-pass ma-
trices wrl , l = 1, 2, 3, replacing the low-pass image
a
r−1 by the matrix
(
a
r
w
r
2
w
r
1 w
r
3
)
.
After a suitable number of decomposition steps, one can
apply a shrinkage to the tetrolet coefﬁcients in order to get
a sparse image representation.
4. An Orthonormal Basis of Tetrolets
We describe the discrete basis functions which correspond
to the above algorithm. Remember that the digital image
a = (a[i, j])(i,j)∈I is a subset of l2(Z
2). For any tetro-
mino Iν of I we deﬁne the discrete functions
φIν [m,n] :=
{
1/2, (m,n) ∈ Iν ,
0, else,
ψlIν [m,n] :=
{
"[l, L(m,n)], (m,n) ∈ Iν ,
0, else.
Due to the underlying tetromino support, we call φIν and
ψlIν tetrolets. As a straightforward consequence of the or-
thogonality of the standard 2D Haar basis functions and
the disjoint partition of the discrete space by the tetromino
supports, we have the following essential statement.
Theorem 1 For every admissible covering {I0, I1, I2, I3}
of a 4× 4 square Q ⊂ Z2 the tetrolet system
{φIν : ν = 0, 1, 2, 3} ∪ {ψ
l
Iν
: ν = 0, 1, 2, 3; l = 1, 2, 3}
is an orthonormal basis of l2(Q).
5. Cost of Adaptivity: Modiﬁed Tetrolet
Transform
We will address the costs of storing additional adaptivity
information. Our observations will lead to some relaxed
versions of the tetrolet transform in order to reduce these
costs.
It is well known that a vector of length N and with en-
tropy E can be stored with N ·E bits. Hence, the entropy
describes the required bits per pixel (bpp) and is an appro-
priate measure for the quality of compression.
In the following, we propose three methods of entropy re-
duction in order to reduce the adaptivity costs. An appli-
cation of these modiﬁed transforms as well as of combi-
nations of them is given in the last section.
The simplest approach of entropy reduction is reduction
of the symbol alphabet. The tetrolet transform uses the
alphabet {1, . . . , 117} for the chosen covering in each im-
age block. If we restrict ourselves to 16 essential conﬁg-
urations that feature different directions we considerably
reduce the entropy as well as the computation time.
A second approach to reduce the entropy is to change the
distribution of the symbols. Relaxing the tetrolet trans-
form we could ensure that only very few tilings are pre-
ferred. Hence, we allow the choice of an almost optimal
covering c∗ in (4) in order to get a tiling which is already
frequently chosen. More precisely, we replace (4) by the
two steps:
1. Find the set of almost optimal conﬁgurations that sat-
isfy
3∑
l=1
3∑
s=0
|w
r,(c)
l [s]| ! minc
3∑
l=1
3∑
s=0
|w
r,(c)
l [s]|+ θ
with a predetermined tolerance parameter θ.
2. Among these tilings choose the covering c which is
chosen most frequently in the previous image blocks.
Using an appropriate relaxing parameter θ, we achieve a
satisfactory balance between low entropy (low adaptivity
costs) and minimal tetrolet coefﬁcients.
The third method also reduces the entropy by optimization
of the tiling distribution. After an application of an edge
detector we use the classical Haar wavelet transform in-
side ﬂat image regions. In the image blocks that contain
edges we make use of the strong adaptivity of the proposed
tetrolet transform.
More details of the modiﬁed versions can be found in [6].
6. Numerical Experiments
We apply a complete wavelet decomposition of an image
and use a shrinkage with global hard-thresholding.
The detail ’monarch’ image in Figure 3 shows the enor-
mous efﬁciency in handling with several directional edges
due to the high adaptivity. It can be well noticed that the
tetrolet transformation gives excellent results for piece-
wise constant images. Though the tetrolets are not con-
tinuous the approximation of the ’cameraman’ image in
Figure 4 illustrates that even for natural images the tetrolet
ﬁlter bank outperforms the tensor product wavelets with
the biorthogonal 9-7 ﬁlter bank, since no pseudo-Gibbs
phenomena occur. This conﬁrms the fact already noticed
with wedgelets [3] and bandelets [7]: While nonadaptive
methods need smooth wavelets for excellent results, well
constructed adaptive methods need not. See [6] for more
numerical examples.
Considering the adaptivity costs we compare the standard
tetrolet transform with its modiﬁed versions. Of course,
reduction of adaptivity cost produces a loss of approxima-
tion quality. Hence, a satisfactory balance is necessary.
For a rough estimation of the complete storage costs of the
compressed image with N2 pixels we apply a simpliﬁed
scheme
costfull = costW + costP + costA,
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Figure 3: Approximation with 256 coefﬁcients. (a) In-
put, (b) classical Haar, PSNR 18.98, (c) Biorthogonal 9-7,
PSNR 21.78, (d) Tetrolets, PSNR 24.43.
where costW = 16 ·M/N
2 are the costs in bpp of storing
M non-zero wavelet coefﬁcients with 16 bits. The term
costP gives the cost for coding the position of theseM co-
efﬁcients by − M
N2
log
2
( M
N2
) − N
2
−M
N2
log
2
(N
2
−M
N2
). The
third component appearing only with the tetrolet transform
contains the cost of adaptivity, costA = E · R/N
2, for R
adaptivity values and the entropyE previously discussed.
Table 2 presents some results for the monarch detail image
(Fig. 3) where different versions of the tetrolet transform
are compared with the tensor product wavelet transforma-
tion regarding to quality and storage costs. We have tried
to balance the modiﬁed tetrolet transform such that the full
costs are in the same scale as with the 9-7 ﬁlter. For the
relaxed versions we have used the parameter θ = 25.
coeff PSNR entropy costfull
Tensor Haar 300 19.58 - 1.55
Tensor 9-7 ﬁlter 300 22.62 - 1.55
Tetrolet 256 24.43 0.53 1.86
Tetro 16 256 23.56 0.30 1.64
Tetro rel 256 24.51 0.32 1.66
Tetro edge 256 24.24 0.43 1.77
Tetro 16 edge rel 256 23.48 0.21 1.55
Table 2: Comparison between tensor wavelet transforms
and the different versions of the tetrolet transform regard-
ing quality (PSNR) and storage cost (costfull in bpp).
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Figure 4: Approximation with 2048 coefﬁcients. (a) In-
put, (b) classical Haar, PSNR 25.47, (c) Biorthogonal 9-7,
PSNR 27.26, (d) Tetrolets, PSNR 29.17.
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Abstract:
We introduce a semi-discrete version of the Finsler-
Haantjes metric curvature to define curvature for wavelets
and show that scale and curvature play similar roles with
respect to image presentation and analysis. More pre-
cisely, we show that there is an inverse relationship be-
tween local scale and local curvature in images. This al-
lows us to use curvature as a geometrically motivated auto-
matic scale selection in signal and image processing, this
being an incipient bridging of the gap between the meth-
ods employed in Computer Graphics and Image Process-
ing.
A natural extension to ridgelets and curvelets is also given.
Further directions of study, in particular the development
of a curvature transform and the study of its link with
wavelet and the scale transforms are also suggested.
1. Introduction
The versatility and adaptability of wavelets for a variety
of tasks in Image Processing and related fields is too well
established in the scientific community, and the bibliogra-
phy pertaining to it is far too extensive, to even begin to
review it here.
We do, however, stress the fact that the multiresolution
property of wavelets has been already applied in deter-
mining the curvature of planar curves [1] and to the in-
telligence and reconstruction of meshed surfaces (see, e.g.
[18], [26], amongst many others). Moreover, the intimate
relation between scale and differentiability in natural im-
ages has also been stressed [10].
We have presented in [24] and other related works, an
extension of Shannon’s Sampling Theorem when images
are viewed as higher dimensional objects (i.e. manifolds),
rather than 2-dimensional signals. More precisely, our ap-
proach to Shannon’s Sampling Theorem is based on sam-
pling the graph of the signal, considered as a manifold,
rather than sampling of the domain of the signal, as is cus-
tomary in both theoretical and applied signal and image
processing, motivated by the framework of harmonic anal-
ysis. The main tool for proving our geometric sampling
theorem, resides in the confluence of Differential Topol-
ogy and Differential Geometry. More precisely, we con-
sider piecewise-linear (PL) approximations of the mani-
fold, where the geometric feature (i.e. curvature) deter-
mines the proper size and shape-ration of the simplices of
the constructed triangulation.
Naturally, the question is whether the implementation of
the geometric sampling scheme is feasible. We do not
address here the purely geometric aspects, that would
be highly relevant in Computer Graphics implementation
(besides, these were partly addressed in [24]). Instead,
we focus on the far more important and popular Image
Processing tool of wavelets. The versatility and adaptabil-
ity of wavelets to a variety of tasks in Image Processing
and related fields is too well established in the scientific
community, and the bibliography pertaining to it is far to
extensive, to even begin to review it here.
Unfortunately, in contrast to Computer Graphics experts,
for many investigators concerned with wavelets applica-
tions, piecewise-linear approximations are not necessar-
ily among their most familiar tools. It is, therefore, a
challenge to consider the integration of tools practiced
by both communities. Although it may appear to be a
surprising result to those primarily familiar with classi-
cal wavelets, the Stro¨mberg wavelets [27], are based on
piecewise-linear functions. Another, more intriguing issue
is whether one can replace the intuitive trade-off between
scale and curvature, by a formal concept of wavelet curva-
ture, in particular in cases such as those of the Stro¨mberg
wavelets, or, in the more difficult case of Haar wavelets
that are not even piecewise linear.
Interestingly enough, this can be done by usingmetric cur-
vatures [2] (and [21] for a short presentation). It turns out
that the best candidate, for the desired metric curvature is
the Finsler-Haantjes curvature, due to its adaptability to
both continuous and discrete settings.
A more suitable approach to surface reconstruction could,
for example, implement ridgelets [5], or the more gener-
alized, curvelets [6].
2. Mathematical Background
The central mathematical concept of the present paper
is the following metric notion of curvature suggested by
Finsler and developed by Haantjes [12]:
Definition 1 Let (M,d) be a metric space, let c : I =
[0, 1]
∼
→ M be a homeomorphism, and let p, q, r ∈
c(I), q, r 6= p. Denote by q̂r the arc of c(I) between
q and r, and by qr segment from q to r. We say that c has
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Figure 1: A metric arc and a metric segment.
Finsler-Haantjes curvature κFH(p) at the point p iff:
κ2FH(p) = 24 lim
q,r→p
l(q̂r)− d(q, r)(
d(q, r))
)3 ; (1)
where “l(q̂r)” denotes the length, in intrinsic metric in-
duced by d, of q̂r – see Figure 1. (Here we assume that
the arc q̂r has finite length.)
Note that, while highly intuitive and definable for a very
large class of curves in general rather metric spaces, this
definition of curvature would remain some esoteric notion,
without the following theorem (see [2]):
Theorem 2 Let c ∈ C3(I) be a smooth curve in R3, and
let p ∈ c be a regular point. Then κFH(p) exists and,
moreover, κFH(p) = k(p) – the classical (differential)
curvature of c at p.
3. Finsler-Haantjes Curvature of Wavelets
In [23] we have introduced, in the context of both vertex
and edge weighted graphs, a discretization of the Finsler-
Haantjes curvature, (for applications in DNA analysis).
Here we consider a semi-discrete (or semi-continuous)
version, as follows:
Let ϕ be the typical piecewise-linear wavelet depicted in
Figure 2, let ÂE be the arc of curve between the points A
and E, and let d(A,E) is the length of the line-segment
AE. Then l(ÂE) = a + b + c + d and d(A,E) = e + f .
Then κ2FH(ϕ) = 24[(a + b + c + d) − (e + f)]/(a +
b + c + d)3. Note that, in addition to the “total” curvature
of ϕ, one can also compute the “local” curvatures at the
“peaks” B and D: κ2FH(B) = 24(a+ c−e)/(a+ b)
3 and
κ2FH(D) = 24(c + d − f)/(a + b)
3, as well as the mean
curvature of these peaks: κ = [κFH(B) + κFH(B)]/2.
Even if these variations may prove to be useful in certain
applications, we believe that the correct approach, in the
sense that it best corresponds to the scale of the wavelet,
would be to compute the total curvature of ϕ.
Let us compare the relationship between curvature and
scale, for a concrete piecewise-linear wavelet – the Meyer
wavelet [19] – see Figure 3. The results indicating the re-
lationship between scale and curvature, for this wavelet,
can be seen in the graph in Figure 4.
However, had the definition of Finsler-Haantjes curvature
been limited solely to piecewise-linear wavelets, its ap-
plicability would have also been diminished. We show,
 
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Figure 2: A piecewise-linear wavelet.
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Figure 3: The Meyer wavelet.
however, that it is also definable for the “classical” Haar
wavelets, in a rather straightforward manner. For example,
consider the basic Haar wavelet and Haar scaling function,
illustrated in Figure 5. Then for the scaling function we
have: l(ÂE) = d(A,B)+ d(B, C)+ d(C, D) = 3, while
d(A,D) = 1. Analogously, for the Haar wavelet we get:
l(ÂE) = d(M, N, ) + d(N,P ) + d(P, R) + d(R, S) +
d(S, T ) = 5 and d(M, T ) = 1. The expression for κHF
follow easily in both cases and we present the results for
the first 10 scales in Figure 6 and Figure 7, respectively.
Moreover, while perhaps of lesser interest, it should be
mentioned that κHF (ϕ) can also be computed for smooth
wavelets, using the classical formula for the arc-length:
l(ÂE) =
∫
Suppϕ
√
1 + (ϕ′)2 .
4. Ridgelets and beyond
The wavelet curvature definition introduced above is ap-
plicable, through standard methods, for image processing
goals, by using separable 2-dimensional wavelets. How-
ever, while practical in many cases, this presumption con-
travenes to real geometric structure of images, as empha-
sized, for instance, in [24]. In addition, as it has already
been pointed out by Cande`s [5], “that wavelets can effi-
ciently represent only a small range of the full diversity of
interesting behavior”, since wavelets can cope well with
pointlike singularities, but they are not fitted for the analy-
sis and reconstruction of singularities of dimension greater
that 0, that are distributed along lines (and more general
curves), planes (and other surfaces), etc. It is therefore
natural to ask whether the notion of curvature defined for
wavelets can be extended to ridgelets as well.
The perhaps somewhat surprising answer is that such an
extension is not only possible, it is in fact more straight-
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Figure 4: Curvature as a function of scale: Meyer
wavelets.
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Figure 5: The Harr scaling function and wavelet.
forward and canonical. Indeed, 2-dimensional ridgelets
are, in fact, piecewise C2 surfaces (with line singularities).
For these geometrical objects an almost standard notion
of curvature exists: the principal curvatures (i.e maximal
and minimal normal sectional curvatures – see [8]) at any
point of the surfaces. For ridgelets, we consider only the
maximal absolute curvature at points on the ridges (since,
along the ridge-line, curvature is 0 (cf. [8]) – see Figure
8. The sectional curvature of curves normal to the ridge
is then computed using the method described in the previ-
ous section. (See also [22] for the application of the this
method to piecewise-flat surfaces.)
Note that similar consideration apply with regard to
curvelets (and, evidently, to nonseparable 2-dimensional
wavelets as well). However, as far as curvature is con-
cerned, there exists a basic difference between curvelets
and ridgelets, which is a direct consequence of the differ-
ence between the geometric models employed. Namely,
as already noted above, the principal curvature associated
with the feature of interest (i.e. the ridge) vanishes. In
consequence, Gaussian curvature, being the product of the
principal curvatures, will also equal 0 for any point on the
ridge (see Figure 8). In contrast, curvelets, being modeled
on more flexible types of surfaces, can – and will – ex-
hibit Gaussian curvatures different from 0, both positive
and negative.
This geometric analysis can also be applied to shear-
Figure 6: Curvature as a function of scale: The Haar scal-
ing functions.
Figure 7: Curvature as a function of scale: The Haar
wavelets.
lets. As Figure 9 illustrates, shearlets display “peaks”
of high positive Gauss curvature. In consequence, they
are ideally suited for modeling phenomena which, in ge-
ometric terms, are characterized by positive curvature
concentrated at specific points. In view of this, shear-
lets may be viewed, in the context of our geometric ap-
proach, as a complementary tool to ridgelets. Indeed,
recall that ridgelets were developed as an extension of
wavelets, befitting the modeling of line-type singularities.
Point type singularities can still occur in conjunction to
1-dimensional singularities (not least as noise), hence a
combination of both type of tools, in a common, integrated
“dictionary” is, indeed, required. The geometric approach
presented above enables us to build such a “dictionary” in
natural manner.
5. Future work – Theory and Applications
As we have seen, curvature can serve as a local scale es-
timator that is natural, i.e. intrinsic to the geometry of the
image. Moreover, it can be easily calculated and used for
image analysis and enhancement, especially in edge detec-
tion and texture discrimination (since in both cases curva-
ture either large and/or exhibits a large variation). Results
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Figure 8: Lines of curvatures on a ridgelet (after [9]).
should be validated using previous work of Brox & We-
ickert [3] and Lindenberg [17]. It’s extension to ridgelets
(and curvelets) should be compared with such benchmark
works as [6]. Moreover, in view of such works as [4], [15],
[16] (to cite only a few), further applications to image
compression also impose themselves as naturally stem-
ming from our curvature analysis. In addition, feature ex-
traction is also a natural application for our method, since
it allows for a better correlation between the internal scale
of he image (i.e. curvature) and wavelets’ scale. (In fact,
experiments in this direction are currently in progress.)
On the theoretical end of the spectrum, one would like
to develop a full multi-curvature analysis framework,
where images are constructed using basis functions that
are curve-related to one another. This is not an impos-
sible task as it seems, since, as we have already men-
tioned, we have shown in [24] that image sampling and
reconstruction based on their curvature is possible. In
fact, in the said paper, we have proven that, in the ge-
ometric approach, the radius of curvature (see [8]) sub-
stitutes for the condition of the Nyquist rate, even in the
1-dimensional case. Since (sectional) curvature is defined
as 1/(curvature radius), the relationship between scale
and curvature becomes even clearer, in the light of the re-
sults presented herein. Therefore, we aim at presenting a
curvature transform, akin to the wavelet transform and to
the scale transform of [7]. Of course, in the context of
curvatures of ridgelets and curvelets one should consider
the appropriate types of transforms.
We conclude with a further natural application of metric
curvatures, lying at the confluence of theory and prac-
tice, namely to the fractals and their use, in conjunction
with wavelets or independent of them, to image processing
(see, e.g. [11], [13]). While a metric curvature – namely
Menger’s metric curvature (see [2], [21]) – was already
applied in a purely theoretical context to fractal analy-
sis [20], our geometric method allows for a more flexible
and coherent approach, that provides a unified treatment
of wavelets (including their extensions mentioned above)
and fractals.
Figure 9: Lines of curvatures on shearlets (after [14]).
Note the high positive curvature concentrated at the
“apex”.
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Abstract:
Using Hart Smith’s, curvelet, and shearlet transforms, we
investigate L2 functions with sufficiently smooth back-
ground and present here sufficient and necessary condi-
tions, which include the special case with 1-dimensional
singularity line. Specifically, we consider the situation
where regularity on a line in a non-parallel direction is
much lower than directional regularity along the line in a
neighborhood and how this is reflected in the behavior of
the three transforms.
1. Introduction
Wavelet transforms, both continuous and discrete, have
proved to be a very efficient tool in detecting point sin-
gularities. However, due to its isotropic scaling, wavelet
transforms are not ideal tools in detecting one-dimensional
singularities like singularity lines or curves. Recently,
wavelet-like transforms with parabolic scaling, such as
Hart Smith’s and curvelet transforms, were introduced and
applied successfully in edge detection. Our goal is then to
investigate how these transforms can be used in detecting
point, line, and curve singularities. New necessary and
new sufficient conditions for an L2(R2) function to pos-
sess Ho¨lder regularity, uniform and pointwise, with ex-
ponent α > 0 are given. Similar to the characterization
of Ho¨lder regularity by the continuous wavelet transform,
the conditions here are in terms of bounds of the Smith
and curvelet transforms across fine scales. However, due
to the parabolic scaling, the sufficient and necessary con-
ditions differ in both the uniform and pointwise cases, with
larger gap in pointwise regularities. Naturally, global con-
ditions for pointwise singularities can be weakened. We
then investigate functions with sufficiently smooth back-
ground in one direction and potential singularity in the
perpendicular (non-parallel) direction. Specifically, suffi-
cient and necessary conditions, which include the special
case with one-dimensional singularity line, are derived for
pointwise Ho¨lder exponent. Inside their “cones” of in-
fluence, these conditions are practically the same, giving
near-characterization of direction of singularity.
2. Directional Regularity
We shall restrict our definition to a real-valued function f
of two variables. Generalization to a function of several
variables is straightforward. For a given positive exponent
α not in N, its pointwise, uniform, and directional Ho¨lder
(or Lipschitz) regularities are defined as follows. Fix a
point u ∈ R2 at which regularity is under investigation. f
is said to be pointwise Ho¨lder regular with exponent α at
u, denoted by f ∈ Cα(u), if there exists a polynomial Pu
of degree less than α and a constant C = Cu such that for
all x in a neighborhood of u
|f(x)− Pu(x− u)| ≤ C‖x− u‖α. (1)
If there exists a uniform constant C so that for all u in an
open subset Ω of R2 there is a polynomial Pu of degree
less than α such that (1) holds for all x ∈ Ω, then we say
that f is uniformly Ho¨lder regular with exponent α on Ω
or f ∈ Cα(Ω). The uniform Ho¨lder exponent of f on Ω is
defined to be
αl(Ω) := sup{α : f ∈ Cα(Ω)}, (2)
and the pointwise Ho¨lder exponent is defined in an analo-
gous manner. Following [9], the local Ho¨lder exponent of
f at u is defines as
αl(u) = lim
n→∞
αl(In).
where {In}n∈N is a family of nested open sets in R2, i.e.
In+1 ⊂ In, with intersection ∩nIn = {u}.
In order to define directional regularity, let v ∈ Rd be a
fixed unit vector representing a direction and u be a point
in Rd. f is said to be pointwise Ho¨lder regular with expo-
nent α at u in the direction v, denoted by f ∈ Cα(u; v),
if there exist a constant C = Cu,v and a polynomial Pu,v
of degree less than α such that
|f(u + λv)− Pu,v(λ)| ≤ C|λ|α (3)
holds for all λ in a neighborhood of 0 ∈ R. We next
define directional regularity on a set Ω1 ⊆ R2. Let Ω2
be an open neighborhood of Ω1 representing a set on
which the Ho¨lder estimate holds. Then f is said to be
in Cα(Ω1, Ω2; v) if there exists a constant C = Cv so
that for all u ∈ Ω1 there is a polynomial Pu,v of de-
gree less than α such that (3) holds for all λ ∈ R with
u+λv ∈ Ω2. If Ω1 = Ω2, then we denote Cα(Ω1, Ω2; v)
simply by Cα(Ω1; v). Of course, the directional point-
wise and uniform Ho¨lder exponents could be defined in
the same way as (2). In the pointwise case, this directional
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Ho¨lder exponent measures one-dimensional regularity of
f at u on the line passing through u and parallel with v.
See [5]. For Cα(Ω1, Ω2;v), the set Ω1 in our context of
line singularity will usually be a line and v points in a di-
rection that is nonparallel with the line. In this situation,
f ∈ Cα(Ω1,Ω2;v) has a ridge along the line provided
that hte regularity in the direction of the line is sufficiently
high. See Theorem 4.
3. Three Transforms with Parabolic Scaling
3.1 Hart Smith Transform
Originally defined in [10], the Hart Smith transform was
described in [1, 2] as follows. For a given ϕ ∈ L2(R2),
we define
ϕabθ(x) = a
− 3
4 ϕ
(
D 1
a
R−θ (x− b)
)
,
for θ ∈ [0, 2pi), b ∈ R2, and 0 < a < a0, where a0 is a
fixed coarsest scale, D 1
a
= diag
(
1
a ,
1√
a
)
, and R−θ is the
matrix affecting planar rotation of θ radians in clockwise
direction. Hart Smith transform can then be defined as
Γf (a, b, θ) := 〈ϕabθ, f〉 .
This gives a true affine transform that uses parabolic scal-
ing. For each scale a and direction θ, let us define the
norm
‖v‖a,θ :=
∥∥∥D 1
a
R−θv
∥∥∥ for v ∈ R2.
We define vector vθ := Rθ(0, 1)T so that vθ is parallel to
the major axis of the ellipse ‖v‖a,θ = 1.
Reconstruction Formula [10, 1, 2]
There exists a Fourier multiplier M of order 0 so that
whenever f ∈ L2(R2) is a high-frequency function sup-
ported in frequency space ‖ξ‖ > 2a0 , then, in L2(R2)
f =
∫ a0
0
∫ 2pi
0
∫
R2
〈ϕabθ,Mf〉ϕabθ db dθ da
a3
(4)
=
∫ a0
0
∫ 2pi
0
∫
R2
〈ϕabθ, f〉Mϕabθ db dθ da
a3
.
3.2 Continuous Curvelet Transform
Following Cande`s and Donoho[1, 2], the continuous
curvelet transform (CCT) is defined in the polar coordi-
nates (r, ω) of the Fourier domain. Let W be a positive
real-valued C∞ function supported inside
(
1
2 , 2
)
, called
a radial window, and let V be a real-valued C∞ function
supported on [−1, 1], called an angular window, for which
the following admissibility conditions hold:∫ ∞
0
W (r)2
dr
r
= 1 and
∫ 1
−1
V (ω)2 dω = 1. (5)
At each scale a, 0 < a < a0, γa00 is defined by
γ̂a00 (r cos(ω), r sin(ω)) = a
3
4 W (ar)V
(
ω/
√
a
)
for r ≥ 0 and ω ∈ [0, 2pi). For each 0 < a < a0, b ∈ R2,
and θ ∈ [0, 2pi), a curvelet γabθ is defined by
γabθ(x) = γa00 (Rθ (x− b)) , for x ∈ R2. (6)
The continuous curvelet transform of f ∈ L(R2) is
Γf (a, b, θ) = 〈γabθ, f〉
for 0 < a < a0, b ∈ R2, and θ ∈ [0, 2pi).
The admissibility conditions (5) and the polar coordinate
design of curvelets yield the following:
Reconstruction formula [2]
There exists a bandlimited purely radial function Φ such
that for all f ∈ L2(R2),
f = f˜ +
∫ a0
0
∫ 2pi
0
∫
R2
〈γabθ, f〉 γabθ db dθ da
a3
, (7)
where f˜ =
∫
R2
〈Φb, f〉Φb db and Φb(x) = Φ(x− b).
For analysis of singularities of f , the low frequency part f˜
is not an issue as it is always C∞. Unlike Smith transform,
curvelet transform does not use a true affine parabolic scal-
ing as a slightly different generating function γa00 is used
at each scale a > 0.
3.3 Continuous Shearlet Transform
We will follow mainly the definitions and notations in
G. Kutyniok and D. Labate[6]. Let ψ1, ψ2 ∈ L2(R) and
ψ ∈ L2(R2) be given by
ψˆ(ξ1, ξ2) = ψˆ1(ξ1)ψˆ2
(
ξ2
ξ1
)
, ξ1 6= 0, ξ2 ∈ R, (8)
where ψ1 satisfies the admissibility condition and ψˆ1 ∈
C∞0 (R) with supp ψˆ1 ⊂ [−2,− 12 ] ∪ [ 12 , 2] while ψˆ2 ∈
C∞0 (R) with supp ψˆ2 ⊂ [−1, 1], ψˆ2 > 0 on (−1, 1), and
‖ψ‖2 = 1. Given such a shearlet function ψ, a continuous
shearlet system is the family of functions ψast, a ∈ R+,
s ∈ R, t ∈ R2, where
ψast = a
− 3
4 ψ
(
D−1a B
−1
s (· − t)
)
where Bs is the shear matrix
(
1 −s
0 1
)
and Da is the di-
agonal matrix
(
a 0
0
√
a
)
. The continuous shearlet trans-
form of f is then defined for such (a, s, t) by
SHψf(a, s, t) = 〈f, ψast〉 .
Many properties of the continuous shearlet are more evi-
dent in the frequency domain. So we note here that each
ψˆast is supported on the set{
(ξ1, ξ2) :
1
2a
≤ |ξ1| ≤ 2
a
,
∣∣∣∣ξ2ξ1 − s
∣∣∣∣ ≤ √a} .
Reconstruction Formula [6]
Let ψ ∈ L2(R2) be a shearlet function. Then, for all f ∈
L2(R2),
f =
∫
R2
∫
R
∫
R+
〈ψast, f〉ψast da
a3
ds dt in L2. (9)
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If supp fˆ ⊂ C =
{
(ξ1, ξ2) : |ξ1| ≥ 2 and
∣∣∣ ξ2ξ1 ∣∣∣ ≤ 1},
then
f =
∫
R2
∫ 2
−2
∫ 1
0
〈ψast, f〉ψast da
a3
ds dt in L2. (10)
Even though the second reconstruction formula (10) is
valid only for functions with frequency support in the
union C of two infinite horizontal trapezoids, it has the ad-
vantage that the integral involves only scales a and shear
parameters s in bounded sets. A complementary shearlet
system ψ(v)ast can be similarly defined so that one has a re-
construction formula which is valid for f with supp fˆ ⊂
C(v) =
{
(ξ1, ξ2) : |ξ2| ≥ 2 and
∣∣∣ ξ2ξ1 ∣∣∣ > 1}. Finally, ev-
ery f ∈ L2(R2) can be decomposed into three functions
with frequency supports in C, C(v), and W = [−2, 2]2.
The former two functions can then be reconstructed from
ψast and ψ(v)ast respectively, while the latter is C∞. There-
fore, regularity analysis can be carried out by considering
the continuous shearlet transform with respect to these two
shearlet systems. For more details, see [6].
4. Common Properties of the Transforms
We shall suppose from this point onward that ϕˆ ∈ C∞
and that there exist C ′1 > C ′1 > 0 and C2 > 0 such that
supp(ϕˆ) ⊂ ([−C ′1,−C1]∪[C1, C ′1])×[−C2, C2]. This as-
sumption ensures that all our three kernel functions, Hart
Smith, curvelet, and shearlet functions, have Fourier sup-
ports away from the Y -axis, which in turns results in cru-
cial properties needed to prove our main results.
4.1 Vanishing Directional Moments
A function f of two variables is said to have an L-order
vanishing directional moments along a direction v =
(v1, v2)
T 6= 0 if∫
R
bnf(bv+w)db = 0, for all w ∈ R2 and 0 ≤ n < L.
Lemma 1: Let v = (v1, v2)T be a unit vector.
1. There exists C < ∞ (independent of a, b and θ) such
that if |θ + arctan(v1v2 )| ≥ C
√
a then the curvelet
functions γabθ and the Smith functions ϕabθ and
Mϕabθ have vanishing directional moments of any
order L < ∞ along the direction v.
2. If
∣∣∣s + v1v2 ∣∣∣ > √a then the shearlet functions ψast
have vanishing directional moments of any order L <
∞ along the direction v. Here, if v2 is 0 then v1v2
are treated as ∞ so that the assumed inequality holds
for all a ∈ (0, 1) and s ∈ [−2, 2], hence ψast has
vanishing directional moments of any order L < ∞
along the direction v = (v1, 0).
4.2 Smoothness and Decay Properties
Lemma 2: For each N = 1, 2, ... there is a constant CN
such that for all x ∈ R2 and ν ∈ N20
|∂νγabθ(x)| ≤ CNa
−3/4−|ν|
1 +
∥∥∥D 1
a
R−θ(x− b)
∥∥∥2N (11)
and
|∂νψast(x)| ≤ CNa
−3/4−|ν|(
√
a + |s|)ν2
1 +
∥∥D1/aB−s(x− t)∥∥2N . (12)
Moreover, (11) also holds for functions ϕabθ and Mϕabθ.
5. Singularity Lines
Let φabθ denote any of the γabθ, ϕabθ, or Mϕabθ. Let us
quote the following results.[8, 7]
Theorem 1: Let f ∈ L2(R2), u ∈ R2, and assume that
α > 0 is not an integer. If there exist α′ < 2α, θ0 ∈
[0, 2pi], and A,C < ∞ such that |〈φabθ, f〉| is bounded by
Caα+
5
4
(
1 +
∥∥∥∥b− ua1/2
∥∥∥∥α′
)
, if |θ − θ0| ≥ A
√
a
Caα+
3
4
(
1 +
∥∥∥∥b− ua1/2
∥∥∥∥α′
)
, if |θ − θ0| ≤ A
√
a
for all a ∈ (0, a0), b ∈ R2, and θ ∈ [0, 2pi), then f ∈
Cα(u).
Theorem 2: Let f ∈ L2(R2), u ∈ R2, and assume that
α > 0 is not an integer. If there exist α′ < 2α, −2 ≤
s0 ≤ 2, and C,C ′ < ∞ such that, for each 0 < a < 1,
−2 ≤ s ≤ 2, and t ∈ R2, |〈ψast, PC1f〉| is bounded by
Caα+
5
4
(
1 +
∥∥∥∥t− ua1/2
∥∥∥∥α′
)
, if |s− s0| > C ′
√
a,
Caα+
3
4
(
1 +
∥∥∥∥t− ua1/2
∥∥∥∥α′
)
, if |s− s0| ≤ C ′
√
a,
(13)
and∣∣∣〈ψ(v)ast, PC2f〉∣∣∣ ≤ Caα+ 54
(
1 +
∥∥∥∥t− ua1/2
∥∥∥∥α′
)
, (14)
then f ∈ Cα(u). Similar statement holds if the inequality
(13) holds for
〈
ψ
(v)
ast, PC2f
〉
and the inequality (14) holds
for 〈ψast, PC1f〉.
Theorem 3 Let f be bounded with local Ho¨lder exponent
α ∈ (0, 1] at point u and f ∈ C2α+1+ε(R2, vθ0) for some
θ0 ∈ [0, 2pi) with any fixed ε > 0. Then there exist α′ ∈
[α− ε, α] and A,C < ∞ such that for a > 0 and b ∈ R2,
|〈φabθ, f〉| is bounded by
Caα+
5
4 , if |θ − θ0| ≥ A
√
a,
Caα
′+ 3
4
(
1 +
∥∥∥∥b− ua
∥∥∥∥α′
)
, if |θ − θ0| ≤ A
√
a.
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For s0 ∈ [−2, 2] and u = (u1, u2) ∈ R2, let Γu denote
the vertical line passing though u and Γu,s0 denote the
line passing through u with slope − 1s0 . Observe that we
may write Γu = Γu,0 so that (x1, x2) ∈ Γu,s0 if and only
if x1 = −s0(x2 − u2) + u1. Recall that if Γ ⊆ R2 and
ρ > 0, then Γ(ρ) is the ρ-neighborhood of Γ, i.e. the set
of all points whose distance to Γ is less than ρ.
Theorem 4 Let f ∈ Cα(Γu,s0 , Γu,s0 (ρ) ; (1, 0)) and
bounded for some α ∈ (0, 1], u ∈ R2, s0 ∈
[−2, 2] and ρ > 1. Suppose also that f is in
C2α+1+ε (Γu,s0 (ρ) ; Bs0(0, 1)) for some fixed ε > 0.
Then there exists C < ∞ such that if 0 < a < a0 < 1 and
t ∈ Γu (r) with r < ρ/2 and s ∈ [−2, 2], the continuous
shearlet transform 〈ψast, f〉 is bounded in magnitude by Ca
α+ 5
4 , if |s− s0| >
√
a,
Caα+
3
4
(
1 +
∣∣∣∣ds0(t, u)a
∣∣∣∣α) , if |s− s0| ≤ √a,
where ds0(t, u) = |t1 +s0t2−u1−s0u2| denotes the dis-
tance between the parallel lines with slope − 1s0 (vertical
line if s0 = 0) and passing through t and u respectively.
Edge analysis has been done successfully using the contin-
uous shearlet transform ([11, 4, 3, 6]). They consider the
shearlet transform of the characteristic function of a set
with piecewise smooth boundary and found that, at a reg-
ular boundary point t, the shearlet transform decays like
a3/4 if s = s0 = ±v1v2 and decays rapidly at other s 6= s0,
where v = (v1, v2) is the normal vector of the boundary
curve at t. Since this characteristic function has Ho¨lder
exponent 0 (bounded and discontinuous) at any boundary
point in the normal direction, this decay rate of a3/4 at
s = s0 = 0 agrees with that of Theorem 4. However,
when s0 6= 0 the two directions in Theorem 4 along which
regularity is assumed are not perpendicular. More com-
parisons of our results and the aforementioned work are
needed.
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Abstract:
Astronomical images of galaxies can be modeled as a
superposition of pointlike and curvelike structures. As-
tronomers typically face the problem of extracting those
components as accurate as possible. Although this prob-
lem seems unsolvable – as there are two unknowns for
every datum – suggestive empirical results have been
achieved by employing a dictionary consisting of wavelets
and curvelets combined with ℓ1 minimization techniques.
In this paper we present a theoretical analysis in a model
problem showing that accurate geometric separation can
be achieved by ℓ1 minimization. We introduce the notions
of cluster coherence and clustered sparse objects as a ma-
chinery to show that the underdetermined system of equa-
tions can be stably solved by ℓ1 minimization. We prove
that not only a radial wavelet-curvelet dictionary achieves
nearly-perfect separation at all sufficiently fine scales, but,
in particular, also an orthonormal wavelet-shearlet dictio-
nary, thereby proposing this dictionary as an interesting al-
ternative for geometric separation of pointlike and curve-
like structures. To derive this final result we show that
curvelets and shearlets are sparsity equivalent in the sense
of a finite p-norm (0 < p ≤ 1) of the cross-Grammian
matrix.
1. Introduction
Cosmological data analysts face tasks of geometric sep-
aration. Gravitation, acting over time, drives an ini-
tially quasi-uniform distribution of matter in 3D to con-
centrate near lower-dimensional structures: points, fila-
ments, and sheets. It would be desirable to process sin-
gle ‘maps’ of matter density and somehow extract three
‘pure’ maps containing just the points, just the filaments,
and just the sheets around which matter is concentrating.
However, this problem contains three unknowns for every
datum which seems impossible to solve on mathematical
grounds.
Surprisingly, astronomer Jean-Luc Starck and collabora-
tors have recently been empirically successful in numer-
ical experiments with component separation. They used
two or more overcomplete frames, each one specially
adapted to particular geometric structures, and were able
to obtain separation despite the fact that the underlying
system of equations is highly underdetermined.
Here we analyze such approaches in a mathematical
framework where we can show that success stems from
an interplay between geometric properties of the objects
to be separated, and the harmonic analysis for singulari-
ties of various geometric types.
1.1 Singularities and Sparsity
As a mathematical idealization of ’image’, consider a
Schwartz distribution f with domain R2. The distribu-
tion f will be given singularities with specified geometry:
points and curves.
We plan to represent such an ’image’ using tools of har-
monic analysis; in particular bases and frames. While
many such representations are conceivable, we are inter-
ested here just in those bases or frames which can sparsely
represent f .
The type of basis which best sparsifies f depends on the
geometry of its singularities. If the singularities occur at
a finite number of (variable) points, then wavelets give
what is, roughly speaking, an optimally sparse representa-
tion. If the singularities occur at a finite number of smooth
curves, then one of the recently studied directional multi-
scale representations (curvelets or shearlets) will do the
best job of sparsification.
Since we are concerned with f being a mixture of content
types, i.e., points and curves, presumably both systems are
needed to represent f sparsely.
1.2 Minimum ℓ1 Decomposition andPerfect Sep-
aration
In the early 1990’s, R. R. Coifman, Wickerhauser and co-
workers became interested in the problem of represent-
ing signals using more than one basis and started a first
heuristic exploration motivated intuitively, see [5]. A few
years later, one of us worked with S .S. Chen to develop a
formal, optimization-based approach to the multiple-basis
representation problem [4]. Given bases Φi, i = 1, 2, one
solves the following problem
(BP) min ‖α1‖1+‖α2‖1 subject to S = Φ1α1+Φ2α2,
thereby exploiting that the ℓ1 norm has a tendency to find
sparse solutions when they exist. This can be regarded as
the starting point for ℓ1 decomposition techniques. For
theoretical work on this topic we refer to, e.g., [6, 10, 15,
16], and for empirical work see, for instance, [9,12,14,15].
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For further references we would like to mention the survey
paper [1].
1.3 A Geometric Separation Problem
The work just cited, while suggestive and inspiring, con-
cerns discretely indexed signal/image processing, and so
is either empirical or else rigorously analytical but not di-
rectly relevant to geometric separation tasks, which will
involve always continuum ideas.
In this paper we develop related methods in a mathemat-
ical setting where the notion of successful separation can
be made definitionally precise and can be established by
mathematical analysis. For this, we pose a simple but clear
model problem of geometric separation.
Consider a ‘pointlike’ object P made of point singulari-
ties:
P =
P∑
i=1
|x− xi|
−1.
Consider as well a curvelike object C, a singularity along
a closed curve τ : [0, 1] 7→ R2:
C =
∫
δτ(t)dt,
where δx is the usual Dirac Delta at x. By this choice, we
arrange that one of the two distributions does not become
dramatically larger than the other as we go to finer and
finer scales; rather the ratio of energies is more or less
independent of scale. This makes the separation problem
challenging at every scale.
Now assume that we observe the ‘Signal’
f = P + C, (1)
however, the distributionsP and C are unknown to us. The
Geometric Separation Problem now consists in recovering
P and C from knowledge of f .
1.4 Two Geometric Frames
We focus on two pairs of overcomplete systems for repre-
senting the object f :
• Radial Wavelets – a tight frame with perfectly
isotropic generating elements.
• Curvelets – a highly directional tight frame with in-
creasingly anisotropic elements at fine scales.
as well as the pair
• Orthonormal Separable Meyer Wavelets – an or-
thonormal basis of perfectly isotropic generating ele-
ments.
• Shearlets – a highly directional tight frame with in-
creasingly anisotropic elements at fine scales and a
unified treatment of both the continuous and digital
setting.
We pick these because, as is well known, point singulari-
ties are coherent in wavelets and curvilinear singularities
are coherent in curvelets/shearlets. For the precise defini-
tions we refer to [2, 3], [11, 13], as well as [7].
Figure 1: Frequency tilings of radial wavelets and
curvelets as well as of orthonormal wavelets and shearlets
(from left to right).
Since the scaling subband of each pair are similar as il-
lustrated in Figure 1, we can define two families of filters
(FCj )j and (F
S
j )j which allows to decompose a function
f into pieces fCj (resp. f
S
j ) with different scales j. The
piece fCj (resp. f
S
j ) at subband j arises from filtering f
using FCj (resp. F
S
j ):
fCj = F
C
j ⋆ f and f
S
j = F
S
j ⋆ f,
so that the Fourier transform fˆCi (resp. fˆ
S
j ) is supported
in the scaling subband of scale j of the associated pair of
tight frames. The filters are defined in such as way, that
we can reconstruct the original function from these pieces
using the formula
f =
∑
j
FCj ⋆ f
C
j =
∑
j
FSj ⋆ f
S
j , f ∈ L
2(R2).
For the precise construction of those filters and further
properties, we refer to [7].
We can now use these tools to attack the Geometric Sepa-
ration Problem scale-by-scale. For this, we filter the model
problem (1) to derive the sequences of filtered images
fCj = P
C
j + C
C
j and f
S
j = P
S
j + C
S
j for all scales j. (2)
1.5 Outline
In Section 2 we will develop and analyze the decomposi-
tion technique based on ℓ1 minimization we intend to em-
ploy, first in a very general Hilbert space setting. These re-
sults will then be applied to the scale-dependent Geomet-
ric Separation Problem (2) proving that the radial wavelet-
curvelet as well as the orthonormal wavelet-shearlet dic-
tionary achieves nearly-perfect separation at all sufficient
fine scales (Theorems 1 and 3). The sparsity equivalence
between curvelets and shearlets we derive in Subsection
3.2 thereby allows transference of this result from the ra-
dial wavelet-curvelet to the orthonormal wavelet-shearlet
dictionary.
2. General Component Separation
We now first study the behavior of ℓ1 minimization in
the general two-frame case. Suppose we have two tight
frames Φ1, Φ2 in a Hilbert space H, and a signal vector
S ∈ H. We know a priori that there exists a decomposi-
tion
S = S01 + S
0
2 ,
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where S01 is sparse in Φ1 and S
0
2 is sparsely represented
by Φ2. Our analysis will center on the use of cluster co-
herence to exploit the geometric structure of the sparse
expansions rather than merely the fact that the vector is
sparse.
2.1 Cluster Coherence
Typically, separation results employ the notion of mutual
coherence between two tight frames Φ = (φi)i and Ψ =
(ψj)j ,
µ(Φ,Ψ) = max
j
max
i
|〈φi, ψj〉|,
whose importance was shown by [6], as a means to impose
conditions on the interactions between the dictionary ele-
ments. However, this notion is too weak for our purposes.
Our novel contribution to sparse recovery and ℓ1 mini-
mization consists in exploiting the facts that
• the nonzeros of sparse vectors often do not arise in ar-
bitrary patterns, but are rather highly structured, and
that
• the interactions between the dictionary elements in
ill-posed problems are not arbitrary, but rather geo-
metrically driven.
These key observations lead to the following new notion.
Definition 1. Given tight frames Φ = (φi)i and Ψ =
(ψj)j and an index subset S associated with expansions
in frame Φ, we define the cluster coherence
µc(S; Φ,Ψ) = max
j
∑
i∈S
|〈φi, ψj〉|.
Thus cluster coherence bounds between a single member
of frame Ψ and a cluster of members of frame Φ, clus-
tered at S, in contrast to mutual coherence, which can be
thought of as singleton coherence.
A related notion called ‘cumulative coherence’ was intro-
duced in [16], but notice that here we fix a specific set of
significant coefficients and do not maximize over all such
subsets. The key idea for our analysis is that the index sub-
sets we consider are not abstract, but have a specific geo-
metric interpretation. Maximizing over all subsets with
a common combinatorial property would prohibit utiliz-
ing this interpretation, hence cumulative coherence is not
suitable for our purposes.
2.2 Component Separation by ℓ1 Minimization
Now consider the following optimization problem:
(SEP) (S⋆1 , S
⋆
2 ) = argminS1,S2‖Φ
T
1 S1‖1 + ‖Φ
T
2 S2‖1
subject to S = S1 + S2.
Notice that in this problem, the norm is placed on the anal-
ysis coefficients rather than on the synthesis coefficients
as in (BP) to avoid ‘self-terms’ in the frame expansions.
The introduction of cluster coherence now ensures that the
principle (SEP) gives a successful approximate separation.
Proposition 1 ( [7]). Suppose that S can be decomposed
as S = S01 + S
0
2 so that each component S
0
i is relatively
sparse in Φi, i = 1, 2, i.e.,
‖1Sc
1
ΦT1 S
0
1‖1 + ‖1Sc2Φ
T
2 S
0
2‖1 ≤ δ.
Let (S⋆1 , S
⋆
2 ) solve (SEP). Then
‖S⋆1 − S
0
1‖2 + ‖S
⋆
2 − S
0
2‖2 ≤
2δ
1− 2µc
,
where
µc = max(µc(S1; Φ1,Φ2), µc(S2; Φ2,Φ1)).
3. Geometric Separation of Pointlike and
Curvelike Structures
3.1 Radial Wavelet-Curvelet Dictionary
The concepts of the previous section will now be applied
to S = fCj = P
C
j + C
C
j , our signal of interest from (2).
The tight frames are Φ1, the full radial wavelet frame, and
Φ2, the full curvelet tight frame. The subsignals S
⋆
1 , S
⋆
2 we
derive by applying the optimization problem (SEP) will be
relabel toWj , the wavelet component, andCj , the curvelet
component.
The main difficulty in applying Proposition 1 consists in
choosing the sets of significant coefficients suitably. We
achieve this by using microlocal analysis to understand
heuristically the location of the significant coefficients in
phase space. Roughly speaking, we then employ the Hart-
Smith phase space metric defined by
d((b, θ); (b′, θ′)) = |〈eθ, b− b
′〉|+ |〈eθ′ , b− b
′〉|
+|b− b′|2 + |θ − θ′|2
to define an ‘approximate’ set of significant wavelet coef-
ficients
Λ1,j = {wavelet lattice}
∩{(b, θ) : d((b, θ);WF (P)) ≤ ηjaj}
and an ‘approximate’ set of significant curvelet coeffi-
cients
Λ2,j = {curvelet lattice}
∩{(b, θ) : d((b, θ);WF (C)) ≤ ηjaj}
for carefully chosen ηj ;WF denotes the wavefront set.
Tedious, highly technical estimates then lead to the fol-
lowing separation result:
Theorem 1 ( [7]). ASYMPTOTIC SEPARATION USING A
RADIAL WAVELET-CURVELET DICTIONARY.
‖Wj −P
C
j ‖2 + ‖Cj − C
C
j ‖2
‖PCj ‖2 + ‖C
C
j ‖2
→ 0, j →∞.
This result shows that components are recovered asymp-
totically: at fine scales, the energy in the curvelike com-
ponent is all captured by the curvelet coefficients and the
energy in the pointlike component is all captured by the
wavelet coefficients.
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3.2 Sparsity Equivalence
We now aim to show that curvelets and shearlets are spar-
sity equivalent in the sense that, for 0 < p ≤ 1, the ℓp
norm of the curvelet coefficient sequence is finite if and
only if the same is true for the shearlet coefficient se-
quence.
First we observe that for two tight frames Φ = (φi)i and
Ψ = (ψj)j , their cross-Grammian matrix
M(i, j) = 〈φi, ψj〉
contains all information on the relation between coeffi-
cient sequences ΦTS and ΨTS for some signal S. Spar-
sity equivalence can therefore be proven by analyzing the
p-norm, 0 < p ≤ 1 defined by
‖M‖p = max
(
(sup
i
∑
j
|M(i, j)|p)1/p,
(sup
j
∑
i
|M(i, j)|p)1/p
)
of a cross-Grammian matrixM .
Now setting (ση)η to be the shearlet tight frame and (γµ)µ
to be the curvelet tight frame, we derive the following re-
sult. We remark that the low frequency part has to be dealt
with particular care, but for these technicalities we refer
to [7].
Proposition 2 ( [8]). For all 0 < p ≤ 1,
‖(〈ση, γµ〉)η,µ‖p <∞.
Using basic estimates from frame theory and the previ-
ous proposition, we can show that shearlets and curvelets
are indeed sparsity equivalent, thereby allowing us to eas-
ily transfer results about sparsity from one system to the
other.
Theorem 2 ( [8]). Let f ∈ L2(R2) and 0 < p ≤ 1. Then
‖(〈f, ση〉)η‖p <∞ if and only if ‖(〈f, γµ〉)µ‖p <∞.
3.3 Orthonormal Wavelet-Shearlet Dictionary
Similar to Subsection 3.1, S = fSj = P
S
j +C
S
j (see (2)) is
now our signal of interest, and the tight frames are Φ1, the
full orthonormal wavelet frame, and Φ2 the full shearlet
tight frame. The subsignals S⋆1 , S
⋆
2 , we derive by applying
the optimization problem (SEP) will be relabel to Wj , the
wavelet component, and Sj , the shearlet component.
The results from Subsection 3.2 as well as similar cor-
respondences between radial wavelets and orthonormal
wavelets now form the backbone for the transfer of The-
orem 1 to the orthonormal wavelet-shearlet dictionary.
Careful application of those to the key estimates in the
proof of Theorem 1 leads to a similar result for the or-
thonormal wavelet-shearlet dictionary.
Theorem 3 ([7]). ASYMPTOTIC SEPARATION USING AN
ORTHONORMAL WAVELET-SHEARLET DICTIONARY.
‖Wj −P
S
j ‖2 + ‖Sj − C
S
j ‖2
‖PSj ‖2 + ‖C
S
j ‖2
→ 0, j →∞.
4. Conclusion
We first considered signals, being a superposition of two
subsignals, each of which is relatively sparse with respect
to some tight frame. As a model procedure for separa-
tion we considered ℓ1 minimization of the analysis (rather
than synthesis) frame coefficients. By introducing clus-
ter coherence as a new concept for analyzing the inter-
action of the two tight frames by taking the geometry of
the sparse component expansions into account, we de-
rived an estimate for the ℓ2 norm of the separation error.
We then considered signals, which are a superposition of
pointlike and curvelike structures. Using the previously
derived estimate, we proved that for both pairs of tight
frames (radial wavelets/curvelets) as well as (orthonor-
mal wavelets/shearlets) at sufficiently fine scale, nearly-
perfect separation is achieved using the model procedure,
thereby proposing the orthonormal wavelet-shearlet dic-
tionary as an interesting alternative for geometric separa-
tion of pointlike and curvelike structures. The sparsity
equivalence between curvelets and shearlets we further
proved thereby allows to derive this separation result only
for one dictionary and easily transfer it to the other one.
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Abstract:
We derive an explicit lower bound on the capacity of the
discrete amplitude–constrained Gaussian channel by prov-
ing the existence of tight frames that permit redundant
vector representations with small coefficients. Our method
encodes the information in subspaces that are optimal in
terms of the power to amplitude ratio. In a recent paper,
Lyubarskii and Vershynin discuss how the work of Kashin
(1977) implies the existence of such representations, and
they term them Kashin respresentations. We use this work
from frame theory to address the relationship between sig-
nal redundancy, peak–to–average power ratio and achiev-
able data rates.
1. Introduction
Communication at high data rates and with moderate cost
on hardware and complexity provide challenging topics
in engineering and applied mathematics. An important
problem in this direction is efficient signaling and cod-
ing under an amplitude constraint. In general, the cost
for high data rate is related to a power budget. However,
in practical communication systems, there sometimes ex-
ist disruptive or non-linear effects that only occur at high
signal amplitudes. The information–theoretic treatment
of amplitude–constrained channel is completely different
from the power–constrained channel. On the other hand,
coding for power–constrained Gaussian channels is well
understood. Clearly, if a loss in data rate is accepted, sig-
nals can be constructed with lower maximum amplitude.
The optimal scaling between power and amplitude and an
explicit relation to achievable rates will be given in this
paper. In this case, the data-rate loss is caused by consid-
ering redundant representations. Here, the original vectors
are expanded with respect to a particular frame and the co-
efficients are then transmitted.
We show that there exist frames which allow the standard
coding approach to be used for the amplitude-constrained
channel. Our result is Theorem 2, which comes at the end
of the paper. This theorem states that for the amplitude
constrained, Gaussian channel the rate
1
2λmin
log
(
1 + λmin
Signal Power
Noise Power
)
(1)
is achievable for a redundancy λmin that is an explicit
function of the peak-to-average power ratio. We note
that by making the amplitude constraint compatible with
Gaussian codebooks, we make the developed tools and
understanding of Gaussian codebooks applicable to the
amplitude–constrained channel. Results from frame the-
ory, thus, allow us to address a question in information
theory. While the results used from functional analysis
are well known there, we show a new application.
1.1 The Information–Theoretic Problem
The capacity of a communication channel is the maximum
amount of information per unit of time that can be sent
from a sender through the channel to the receiver. Shan-
non made this operational concept mathematically rigor-
ous by formulating it in terms of entropy [7]. In [7] Shan-
non addressed the discrete–time model:
Y = X + Z, (2)
for the noisy channel, where X and Y denote the (real)
channel input and output, and the additive noise Z is a
Gaussian random variable with variance σ2. Let Xn be
a random vector in Rn according to a distribution to be
determined and Zn the random vector having n identical
independent distributed (iid) copies of Z. Shannon intro-
duced two concepts of a capacity for this model. The in-
formation capacity C(i) is the supremum of the informa-
tion rates:
C(i) = lim
n→∞
1
n
sup
µn∈Fn
I(Xn;Y n) (3)
taken over all distributions µn of Xn from a particu-
lar subset Fn ⊂ Pn of probability distributions Pn.
I(Xn;Y n) denotes the mutual information between the
random variables Xn and Y n and is equal to the entropy
of Y n minus the entropy of Y n given Xn, I(Xn;Y n) =
h(Y n) − h(Y n|Xn). From its concavity in µn it follows
that the optimum µnopt is at least achieved for a product dis-
tribution, i.e. single letter coding with a measure µ = µ1
is optimal in this sense. Shannon considered an averaged
power constraint P which corresponds to the set F = F1
of single–letter distributions:
F = {µ ∈ P |
∫
|x|2dµ(x) ≤ P} (4)
or equivalently
1
n
n∑
i=1
E|xi|2 ≤ P. (5)
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He found that the optimum µopt is attained for a Gaussian
distribution with variance P and that
C(i) =
1
2
log(1 +
P
σ2
). (6)
Shannon further showed with a so called coding theorem
that it is even possible to get arbitrary close to that value
justifying the term channel capacity. That is, for each rate
R < C(i) there exist 2nR codewords {X(ω)}ω=2nRω=1 in Rn
(called a (2nR, n) code) such thatX(ω) + Zn can be dis-
tinguished at the receiver with error probability going to
zero as n increases. (X will now denote codewords and
be indexed by ω.) Each admissible codeword satisfies the
average power constraint 1n
∑n
i=1 |Xi(ω)|2 ≤ P ; how-
ever, to achieve the capacity it may be necessary to use
codewords having maximum amplitudes which scale with√
n.
We address an additive, white Gaussian noise (AWGN)
channel under the assumption that there is both a power
constraint,
1
n
n∑
i=1
|Xi(ω)|2 ≤ P, (7)
and a strict amplitude constraint:
max
i=1,...,n
|Xi(ω)| ≤ A, (8)
for two positive, real numbers P and A and for all ω =
1, ..., 2nR.
The information capacity under a constraint A on the am-
plitudes of the signals was solved by Smith [8]. Similar to
the Gaussian channel with power constraint only, Smith
showed that the capacity of the amplitude–constrained
channel is attained when the entries xi are independent.
The set of (single–letter) input distributions is in this case:
F = {µ ∈ P |µ({|x| > A}) = 0}. (9)
Smith found that the optimum measure µopt has discrete
and finite support. Similar results are known for other
noise densities (see for example [6]). A characterization
of the number of mass points in the Gaussian case is un-
known. For a given assumption on this number the values
and the positions can be computed. From this Smith gave
an algorithm which numerically computes C(i). Smith
establishes an algorithm to determine the optimal input
probability measure given the constraints A, P and σ2.
However, to date there is not a general strategy applicable
for a practical range of these parameters.
1.2 Frames and Banach Geometry
We will work strictly with real numbers. We have the
following norms for Rn: ‖x‖lnp = (
∑n
i=1 |xi|p)1/p and
‖x‖ln
∞
= maxi=1,...,n |xi|. Bnp will denote the unit ball in
R
n with respect to the ℓp-norm. We denote by U
N
n an n-
dimensional subspace of RN ,N ≥ n. We will often speak
of a matrix U ∈ Rn×N whose rows are orthonormal and
span UNn or whose columns constitute a tight frame for
R
n.
Definition 1. A set of vectors {ui}Ni=1 ⊂ Rn is a tight
frame for Rn if
‖x‖22 =
N∑
i=1
= |〈x, ui〉|2 (10)
for all x ∈ Rn.
It follows that the columns of an n×N matrixU constitute
a tight frame for Rn if and only if UU∗ = In, where In
denotes the identity matrix of size n. In the proof of the
coding theorem (see, for example, [1]) for the Gaussian
channel with average power constraint P , the constructed
codewordsX ∈ Rn satisfy the constraint ‖X‖ℓn
2
≤ √nP .
Similarly, in the amplitude constrained channel codewords
must satisfy ‖X‖ℓn
∞
≤ A. In other words, admissible
signals X for the amplitude constraint channel lie in a
scaled cube, i.e. X ∈ A · Bn∞. And for a power con-
strained channel the signals are contained in an increasing
ball X ∈ √nP ·Bn2 .
Of course the difficult aspect of this channel is the ampli-
tude constraint. We do not require that the random input
variables {xi}ni=1 be independent, which allows us to use
redundant representations.
The basic idea for our approach is the following: given N
vectors {ui}Ni=1 spanning Rn, N > n, a vector x ∈ Rn
may be expressed, in general, in multiple ways as a linear
combination of the vectors {ui}Ni=1:
x =
N∑
i=1
biui. (11)
In light of the amplitude constraint, the question is
whether one of the possible expressions (10) satisfies
‖b‖lN
∞
≤ A. If this is possible, then we may transmit the
vector b and suffer an efficiency loss of N − n symbols.
The representation (10) is called a Kashin representation
[5] of the vector x if ‖b‖∞ ≤ C‖x‖2. We first address a
general frame setting and then focus on the Kashin repre-
sentations in Section 3.
2. General Frame Setting
As we have seen, the capacity of the discrete Gaussian
channel with average power constraint P and noise vari-
ance σ2 is 12 log(1 +
P
σ2 ). This means, If R <
1
2 log(1 +
P
σ2 ) is the rate, then there are 2
nR codewords, and all ad-
missible codewords for this channel satisfy the power con-
straint ‖X(ω)‖2 ≤
√
nP , ω = 1, ..., 2nR. If one has a
tight frame {ui}Ni=1 for Rn, N = [λn], then one can also
achieve the rate:
1
2λ
log(1 +
λP
σ2
) (12)
by transmitting codewords {Y (ω)}2nRω=1 ⊂ RN satisfying
UY (ω) = X(ω) for ω = 1, ..., 2nR.
Since columns of U ∈ Cn×N form a tight frame for Rn,
‖UX(ω)‖l2
N
= ‖Y (ω)‖l2n , and thus:
1
N
N∑
i=1
|Yi(ω)|2 = 1
λn
n∑
i=1
|Xi(ω)|2 ≤ P. (13)
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The key point is that a vector Y (ω) that satisfiesUY (ω) =
X(ω) is, in general, not unique. For a given additional
constraint, one may ask if there exists a set Y ⊂ RN satis-
fying the additional constraint and a tight frame with ma-
trix U such that:
UY = {x|x ∈ Rn, ‖x‖2 = 1}. (14)
The existence of such a set and a corresponding tight
frame is sufficient to imply that 12λ log(1 +
λP
σ2 ) is an
achievable rate for the discrete Gaussian channel with the
additional constraint.
The additional constraint of interest here is the amplitude
constraint; that is, it is required that ‖Y (ω)‖lN
∞
≤ A for all
codewords Y (ω). Thus, for a given codebook {X(ω)}2nRω=1
satisfying ‖X(ω)‖ln
2
≤ √nP for all ω, we would like to
determine a second codebook {Y (ω)}2nRω=1 ⊂ RN satisfy-
ing ‖Y (ω)‖lN
∞
≤ A and a tight frame so that UY (ω) =
X(ω) for all ω. For completeness and clarity, we include
the communication strategy. The next section will show
that Step 2 is possible for an appropriate λ.
Communication Strategy:
1. The set of vectors {ui}Ni=1 form a tight frame for Rn
and are known to both transmitter and receiver.
2. Each codeword X(ω) satisfies the power constraint ,
and its Kashin representation Y (ω) ∈ RN satisfying
‖Y (ω)‖lN
∞
≤ A is determined.
3. To transmit the message ω, the transmitter sends
Y (ω).
4. Y (ω) + ZN ∈ RN is received.
5. Receiver multiplies Y (ω) + ZN by U to obtain
X(ω) + UZN ∈ Rn.
6. Receiver decodes X(ω) + UZN ∈ Rn.
We note that, in contrast to the approach of Smith [8], this
approach is still based on Gaussian codebooks, and, there-
fore, the extensive tools developed for Gaussian code-
books are still applicable.
3. Kashin Representations or Optimal Sub-
spaces
Definition 2 (Kashin Representations). For a set of vec-
tors {ui}Ni=1 ⊂ Rn, N > n, the expansion
x =
N∑
i=1
aiui (15)
is a Kashin representation with level K of the vector x ∈
R
n if
‖a‖lN
∞
≤ K‖x‖ln2√
N
, i = 1, ..., N. (16)
See [3, 4, 5]. We denote by U the n × N dimensional
matrix with columns {ui}Ni=1. If these vectors constitute a
tight frame, thenUU∗ = In, where In denotes the identity
matrix on Rn. One possible coefficient vector for equa-
tion (14) is a = U∗x. For this vector, we note
‖a‖lN
∞
≤ ‖a‖lN
2
=
√
〈U∗x, U∗x〉 (17)
=
√
〈Inx, x〉 = ‖x‖ln
2
. (18)
Consequently, for a tight frame, it is always possible to
find a vector a satisfying ‖a‖lN
∞
≤ ‖x‖ln
2
, and thus equa-
tion (15) can be satisfied for every tight frame with Kashin
levelK =
√
N .
Of course the study of Kashin representations is concerned
with optimally small constants and their relation to the re-
dundancy λ = N/n. We will be interested in the depen-
dence ofK = K(λ) on λ, but we postpone the discussion
of the constantK(λ) until the next section. Now, we show
a lower bound on the achievable capacity when the ampli-
tude constraint isK(λ)
√
P (or greater).
If we set any n orthonormal vectors in RN to be the rows
of a matrix U , then UU∗ = In, and the columns of U
constitute a tight frame for Rn. Thus, a tight frame for
R
n can be constructed from any n-dimensional subspace
of RN . For U ∈ Cn×N , let UNn denote the subspace of
R
N spanned by its rows. Then U(BN2 ∩ UNn ) = Bn2 .
Therefore, for any x ∈ Bn2 , as long as the rows of U are
linearly independent there exists a y ∈ (BN2 ∩ UNn ) such
that x = Uy. In the higher dimensional space, we have
an ‖ · ‖lN
∞
-norm constraint. We thus want to find an n-
dimensional subspace of RN that can be mapped isomet-
rically with respect to the ‖ · ‖ln
2
-norm to Rn, and we must
be able to cover Bn2 in this way.
First results on the smallest constant C, such that a projec-
tion of the ball C ·BN∞ covers Bn2 was given by Kashin in
[3]. There he showed that the scaling isO(n−1/2), and the
exact optimal scaling was then determined in [2]. Since
the ‖ · ‖2-isometric projection is equivalent to the exis-
tence of a tight frame, we formulate their result in terms
of frames.
Theorem 1 ([3, 2]). For all positive integers N and n,
N > n, there exists a tight frame for Rn consisting of N
vectors such that every vector in Rn has a Kashin repre-
sentation of level:
K(λ) := C
(
λ
λ− 1 log
(
1 +
λ
λ− 1
))1/2
, (19)
where λ = N/n with respect to this frame.
See also [4, 5] for further discussion of this result. In
[5] Lyubarskii and Vershynin have recently given an al-
gorithm for determining a Kashin representation. In the
same paper they discuss various ways to generate the re-
quired frames and determine their Kashin constants.
Theorem 2. For a given amplitude constraint A, there
exists a constant λmin such that the capacity CP,A of the
discrete Gaussian channel with average power constraint
P , amplitude constraint A and noise variance σ2 is lower
bounded by
CP,A ≥ 1
2λmin
log
(
1 +
λminP
σ2
)
. (20)
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Proof Theorem 1 shows the existence of a frame with the
necessary properties, as discussed in the communication
strategy in Section 2. Denoting the matrix corresponding
to this frame by U , for each codeword X(ω) ∈ Rn, there
exists a codeword Y (ω) ∈ RN such thatX(ω) = UY (ω),
and
‖Y (ω)‖lN
∞
≤ K(λmin)√
N
‖X(ω)‖ln
2
(21)
≤ K(λmin)
√
P . (22)
Lastly, λmin is the solution to
C
(
λ
λ− 1 log(1 +
λ
λ− 1)
)1/2
=
A√
P
, (23)
which exists and is unique since
(
λ
λ−1 log(1 +
λ
λ−1 )
)1/2
is monotone increasing.
4. Conclusion
We have considered an application of the redundant repre-
sentations found in frame theory and geometric functional
analysis to a fundamental question in information theory.
References:
[1] T. M. Cover and J. A. Thomas. Elements of Informa-
tion Theory. Wiley, New York, 1991.
[2] A. Garnaev and E. D. Gluskin. The widths of eu-
clidean balls. Doklady An. SSSR., 277:1048–1052,
1984.
[3] B. S. Kashin. Diameters of some finite-dimensional
sets and classes of smooth functions. Izv. Akad. Nauk
SSSR Ser. Mat., 41(2):334–351, 478, 1977. English
transl. in Math. USSR IZV. 11 (1978), 317-333.
[4] B. S. Kashin and V. N. Temlyakov. A remark on com-
pressed sensing. Mathematical Notes, 82(5):748–755,
Nov 2007.
[5] Y Lyubarskii and R. Vershynin. Uncertainty princi-
ples and vector quantization. preprint.
[6] W. Oettli. Capacity-achieving input distributions for
some amplitude-limited channels with additive noise
(corresp.). IEEE Transactions on Information Theory,
20(3):372–374, May 1974.
[7] C.E. Shannon. A mathematical theory of communica-
tion. Bell System Technical Journal, 27:379–423,623–
656, 1948.
[8] Joel G. Smith. The Information Capacity of Ampli-
tude and Variance Constrained Scalar Gaussian Chan-
nels. Information and Control, 18:203–219, 1971.
SAMPTA'09 107
Erasure-proof coding with fusion frames
Bernhard G. Bodmann(1), Gitta Kutyniok(2) and Ali Pezeshki(3)
(1) Department of Mathematics, University of Houston, Houston, TX 77204, USA
(2) Institute of Mathematics, University Osnabrueck, 49069 Osnabrueck, Germany
(3) Electrical and Computer Engineering Department, Colorado State University, Fort Collins, CO 80523, USA
bgb@math.uh.edu, kutyniok@uni-osnabrueck.de, pezeshki@engr.colostate.edu
Abstract:
The main goal of this paper is the design of frames for
transmitting vectors through a memoryless analog erasure
channel. The channel transmits the frame coefficients per-
fectly or discards them, depending on the outcomes of
Bernoulli trials with a failure probability q. For suffi-
ciently small q, we construct frames which encode above a
fixed non-zero rate and allow the receiver to recover part of
the erased coefficients so that the remaining mean-square
error vanishes as the frame size increases. We give ex-
amples for which the mean-square reconstruction error re-
maining after corrections are applied decays faster than
any inverse power of the number of frame vectors.
1. Introduction
We are concerned with the linear transmission of vectors
through a memoryless channel that either transmits a co-
efficient perfectly or discards it, in accordance with the
outcomes of independent, identically distributed Bernoulli
trials. The problem of reconstructing a vector in a finite-
dimensional real or complex Hilbert space when not all
of its frame coefficients are known has already received
much attention in the literature [1–9]. However, many re-
sults focus on optimal performance for the smallest pos-
sible number of erased coefficients [4, 7–9], which is not
typical for transmissions via a memoryless erasure chan-
nel. Other results on so-called maximally robust frames
guarantee recovery from a certain fraction of lost frame
coefficients [10], but this may involve inverting an arbi-
trarily ill-conditioned matrix.
The notion of a memoryless analog erasure channel is
simply one that transmits each frame coefficient indepen-
dently with a given success probability q and otherwise
erases it, meaning it does not let the receiver access the
coefficient. Within this error model for transmissions, we
investigate the performance of fusion frames [11–13], pre-
viously also referred to as frames of subspaces [14] or
weighted projections resolving the identity [15], which
lend themselves to various methods of error correction.
What makes the fusion frames useful for error correction
purposes is that they have many subsets which are frames
for their span. Thus, one can design hierarchical methods
for error correction which make error estimates feasible.
The main result presented here is that for a fixed, suf-
ficiently small erasure probability q, we design fusion
frames such that their associated coding rate is bounded
away from zero and the mean-square error remaining after
error correction is applied decays faster than any polyno-
mial in terms of the number of frame vectors.
The techniques for our results involve combinatorial el-
ements similar to the construction of product codes ini-
tially investigated by Elias [16], together with some frame-
specific arguments.
2. Preliminaries
Throughout the paper, we let H be a real or complex
Hilbert space. Instead of expanding vectors in Hilbert
spaces with orthonormal bases, many applications nowa-
days use frames, stable, non-unique (redundant) expan-
sions, for various purposes. We first briefly recall the basic
terminology, and refer the reader to [17] for further details.
Deﬁnition 1. We call a family of vectors F = {fj}j∈J
in H a frame if there exist constants A,B > 0 such that
for all x ∈ H with ‖x‖ = 1, A ≤ ∑j∈J |〈x, fj〉|2 ≤ B.
If we can choose A = B, then we say that the frame is
A-tight. In case A = B = 1 we call F a Parseval frame.
A frame is called equal-norm if there is a c > 0 such that
all vectors have the norm ‖fj‖ = c. With each frame F ,
we associate the analysis operator V : H → ℓ2(J), which
maps a vector to its frame coefficients, (V x)j = 〈x, fj〉.
The fact that a vector is over-determined by its frame coef-
ficients helps correct errors which may occur in the course
of a transmission, or when frame coefficients are stored
in an unreliable medium. A main goal of frame design is
to optimize the performance of a frame given certain con-
straints. This could be, for example, the dimension of the
Hilbert space and the number of frame vectors, or their ra-
tio. In analogy with binary codes, we define a coding rate
for a given frame.
Deﬁnition 2. LetH be a Hilbert space of dimension d and
F a frame for H consisting of n vectors. We say that F
has a coding rate of R = d/n.
The coding and error correction method we discuss here-
after relies on frames arising from tensor product con-
structions. These frames are a special type of a fusion
frame, see e.g. [12–15].
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Deﬁnition 3. Given Hilbert spaces H1,H2, . . .Hm and
tight frames F (i) = {f (i)j }j∈Ji for eachHi, then the fam-
ily of vectors F = {f (1)j1 ⊗ f
(2)
j2
⊗ · · · ⊗ f (m)jm : ji ∈
Ji for all i} is a tight frame forH = H1⊗H2⊗· · ·⊗Hm.
We call this frame F a tight product frame.
Remark 1. We note that if we fix all but one index, say the
last, then the resulting set f
(1)
j1
⊗f (2)j2 ⊗· · ·⊗f
(m−1)
jm−1
⊗F (m)
is a tight frame for its span. Therefore, F has a natural
fusion frame architecture.
Similarly, fixing only the first m − k indices of the frame
vectors in the tensor product would provide a tight frame
for a subspace for any 0 ≤ k < m. Moreover, there
is a partial ordering on these tight frames for subspaces
induced by the partial ordering of the subspaces they span.
3. Erasures and the mean-square error
A communication system is given by a frame F for a
Hilbert space H, and an error model for the transmis-
sion of frame coefficients. Our main error model as-
sumes memoryless erasures, that is, the values of ran-
domly selected frame coefficients become unknown in
the course of transmission, in accordance with the out-
comes of Bernoulli trials. In brief, frame coefficients are
erased, independently of each other, with a fixed probabil-
ity q ≥ 0.
Depending on the implementation of decoding, the perfor-
mance of a frame can be measured in different ways; we
generally distinguish active error correction and blind re-
construction. When actively correcting erasures, one tries
to fill in the values for the erased coefficients, and aims
for a high probability of successfully restoring all lost co-
efficients. When blind reconstruction is used, one sets the
missing coefficients to zero and reconstructs always in the
same way. In this case, the usual goal is obtaining a small
error norm, such as the mean-square error or the worst-
case error.
In the present work we consider a combination of the two
approaches. We measure the quality of error correction by
the mean-square error that results from using the corrected
coefficients with the possibly remaining, uncorrected era-
sures set to zero. The average in this mean-square error
is taken over the random erasures and over random unit-
norm input vectors. For simplicity, we consider input vec-
tors which are independent of the erasures and uniformly
distributed on the unit sphere of the Hilbert space.
Deﬁnition 4. Let F = {f1, f2, . . . fn} be a Parse-
val frame for a real or complex Hilbert space H. The
blind reconstruction error for an input vector x ∈ H
and an erasure of frame coefficients with indices K =
{j1, j2, . . . jm},m ≤ n, is given by
‖V ∗EV x− x‖ = ‖(V ∗EV − I)x‖
where E is the diagonal n × n matrix with Ej,j = 1 if
j 6∈ K and Ej,j = 0 else. If the positive operator V ∗EV
has a bounded inverse, then we say that the corresponding
erasure is correctible.
Remark 1. If F is a Parseval frame then (V ∗EV −
I)x = V ∗(E − I)V x and the inverse can be obtained
from the norm-convergent Neumann series (V ∗EV )−1 =∑
∞
n=0(V
∗(I −E)V )n. Applying this operator to the out-
put of blind reconstruction gives perfect reconstruction of
the input vector.
Next, we define a measure for average reconstruction per-
formance when probabilities for erasures are known. To
this end, we average the square of the reconstruction error
with the distribution of erasures and input vectors. Here
and herafter, we denote the expectation of any random
variable η with respect to the underlying probability mea-
sure P by E[η] =
∫
ηdP.
Deﬁnition 5. Let {βj}j∈J be a family of binary ({0, 1}-
valued) random variables governed by a probability mea-
sure P, and let ∆ be the random diagonal matrix with en-
tries ∆j,j = βj . Moreover, let ξ be a random variable
with values in the unit sphere {x ∈ H : ‖x‖ = 1} which
is independent of the family {βj}, and assume that the dis-
tribution ofUξ is identical to that of ξ for any fixed unitary
U . Given a Parseval frame F for a Hilbert space H with
analysis operator V , we define the mean-square error by
σ2(V, β) = E[‖V ∗∆V ξ‖2] .
There is a simple expression for the mean square error as
the square of a weighted Frobenius norm of the Grammian
V V ∗.
Lemma 1. Let {βj}j∈J be as above, assume the family is
identically distributed with probability P(β1 = 1) = q,
and assume the joint distribution is such that P(βj =
βj′ = 1) = r for all j 6= j′. Let ∆ be the random di-
agonal matrix with entries ∆j,j = βj . If V is the analysis
operator of a Parseval frame F = {fj}j∈J containing
n = |J | vectors in a Hilbert space of dimension d, then
σ2(V, β) =
1
d
(
(q − r)
n∑
j=1
‖fj‖4 + r
n∑
j,l=1
|〈fj , fl〉|2
)
.
4. Bounding the mean-square error for iter-
ative decoding
This section describes how product frames can be used to
trade an increase in block length of encoding for better
error correction capabilities.
We first consider the simplest case in whichH has two fac-
tors,H = H1⊗H2. Also, as preparation for our main the-
orem, we first consider packet erasures [15] instead of era-
sures for single frame coefficients. This means, we have
a frame F = F (1) ⊗ F (2) and a two-parameter family of
random variables {βj,j′} which govern erasures of frame
coefficients in such a way that either all coefficients be-
longing to some j′ are erased or all of them are left intact.
We compute the mean-square error for this error model.
Proposition 1. LetH = H1⊗H2 and let V1 and V2 be the
analysis operators of Parseval frames F (1) = {f (1)j }j∈J1
and F (2) = {f (2)j′ }j′∈J2 forH1 andH2 having dimension
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d1 and d2, respectively. Let {βj,j′ : j ∈ J1, j′ ∈ J2} be
a two-parameter family of binary random variables which
have probabilities P(βj,j′ = 1) = q and are distributed
such that there is a family {β(2)j′ }j′∈J2 and βj,j′ = β(2)j′
almost surely, regardless of j. The mean-square error for
the frame F and this type of packet erasures reduces to
that of F (2),
σ2(V1 ⊗ V2, β) = σ2(V2, β(2)) .
Next, we continue with three combinatorial lemmata.
They prepare the main result which concerns the error
correction capabilities of tight product frames. The main
problem we wish to address with this result is the follow-
ing: Given a fixed, sufficiently small erasure probability
q, find frames such that their associated coding rate is
bounded away from zero and the mean-square error re-
maining after error correction is applied decays fast in
terms of the number of frame vectors.
We show hereafter that product frames of the form F =
F (1) ⊗ · · · ⊗ F (m), for which each factor F (i) can cor-
rect up to two erased frame coefficients, satisfy the desired
properties.
Lemma 2. Let n1 ≥ 3 and let {β1, β2, . . . βn1} be a fam-
ily of independent, identically distributed random vari-
ables which take values in {0, 1}. Suppose q0 = P(β1 =
1) and let q1 = P(
∑n1
j=1 βj ≥ 3), then
q1 ≤ 1
6
n31q
3
0 .
The probability estimated in this lemma is that of a packet
of n1 coefficients remaining corrupted after an error cor-
rection protocol has been applied which can correct any
two erased coefficients.
By iteration, we obtain a simple consequence.
Lemma 3. Let {ni}mi=1 be the sizes of index sets {Ji}mi=1,
with ni ≥ 3 for all i ∈ {1, 2, . . .m}. Assume there is
anm-parameter family of binary, independent identically
distributed random variables {βj1,j2,...jm} and associated
families {β(1)j2,j3,...jm}, {β
(2)
j3,j4,...jm
}, . . .{β(m−1)jm } which
are iteratively defined by β
(0)
j1,j2,...jm
≡ βj1,j2,...jm and
β
(k)
jk+1,jk+2,...jm
=
{
1, if
∑nk
jk=1
β
(k−1)
jk,jk+1,...jm
≥ 3 ,
0, else.
If P(β1,1,...1 = 1) = q0, then the family {β(m−1)j } is inde-
pendent, identically distributed with qm−1 = P(β
(m−1)
j =
1) having the bound
qm−1 ≤ 6− 12 (3
m−1
−1)n3
1
m−1n
32
m−2 · · ·n3
m−1
1 q
3m−1
0 .
The probability computed in the above lemma is the prob-
ability of an erased block after applying erasure correction
iteratively. The next lemma considers what happens when
the error correction is applied to packets at the final level.
Here, we deviate from the strategy of only reconstruct-
ing nontrivially when at most two packets are missing.
Instead, we correct for missing packets and compute the
probabilities for the residual mean-square error.
Lemma 4. Let {β1, β2, . . . , βn}, n ≥ 1, be indepen-
dent, identically distributed binary random variables with
probability P(β1 = 1) = q. Let the random variables
γ1, γ2, . . . , γn be defined by γj = βj if
∑n
j=1 βj ≥ 3, and
otherwise γj = 0 for all j ∈ {1, 2, . . . n}. Then, for any j,
P(γj = 1) ≤ 1
6
n3q4,
and for j1 6= j2, we have
P(γj1 = γj2 = 1) ≤ n2q4.
These lemmata allow us to formulate an error bound for
the remaining mean-square error for blind reconstruction
after the error correction protocol has been applied.
Theorem 1. Let V = V1⊗ V2⊗ · · · ⊗ Vm be the analysis
operator of a Parseval product frame F = F (1) ⊗F (2) ⊗
· · ·⊗F (m) for a Hilbert spaceH = H1⊗H2⊗· · ·⊗Hm.
Denote the dimension of each Hi by di and the num-
ber of frame vectors in F (i) by ni. Let {βj1,j2,...jm} be
anm-parameter family of binary independent, identically
distributed random variables, define {β(m−1)j } as above,
and let γj1,j2,...jm = β
(m−1)
jm
if
∑nm
jm=1
β
(m−1)
jm
≥ 3 and
γj1,j2,...jm = 0 otherwise, then
σ2(V, γ) ≤ 1
dm
(
(qm − rm)
nm∑
j=1
‖f (m)j ‖4
+ rm
nm∑
j,l=1
|〈f (m)j , f (m)l 〉|2
)
with
qm = 6
1−2·3m−1n3mn
4·31
m−1n
4·32
m−2 · · ·n4·3
m−1
1 q
4·3m−1
0
and
rm ≤ 6
nm
qm .
Corollary 1. If V = V1 ⊗ V2 ⊗ · · · ⊗ Vm and all Vi be-
long to equal-norm Parseval frames, then it is well known
that ‖f (i)j ‖2 = dini and by the Cauchy Schwarz inequality
|〈f (i)j , f (i)l 〉|2 ≤ d2i /n2i . Thus, we have
σ2(V, γ) ≤ qm dm
nm
+ rmdm ≤ 7qm dm
nm
with
qm = 6
1−2·3m−1n3mn
4·31
m−1n
4·32
m−2 · · ·n4·3
m−1
1 q
4·3m−1
0 .
Example 1. Assume that an equal-norm product frame
F = F (1) ⊗ · · · ⊗ F (m) has F (i) with ni = i2n1 vectors
for each i ∈ {1, 2, . . .m} and n1 ≥ 3. Let the dimension
of the Hilbert spaceHi spanned by F (i) be
dim(Hi) = i2n1 − 2 ,
and assume the frame can correct any two erased coeffi-
cients. Examples of such frames are the harmonic ones,
see e.g. [2].
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The tensor product of these m Hilbert spaces, H =
⊗mi=1Hi, has dimension
dim(H) = (m!)2nm1
m∏
i=1
(
1− 2
i2n1
)
.
This means, the coding rate R is bounded, independently
ofm, by
R >
m∏
i=1
(
1− 2
i2n1
)
> (1− 2
n1
)
(
1− 2
n1
∞∑
i=2
1
i2
)
= (1− 2
n1
)
(
1− 2
6n1
(π2
6
− 1
))
.
It is straightforward to check that n1 ≥ 3 ensures R > 0.
The preceding theorem then states that after correcting
erasures, the probability of an uncorrected block at the
final level is
qm ≤ m6n3161−2·3
m−1
q4·3
m−1
0 e
4
P
m−1
k=1
3m−k ln(k2n1)
and upon estimating the sum in the exponent with Jensen’s
inequality,
2
m−1∑
k=1
3−k ln k ≤ 2
∞∑
k=1
3−k ln k ≤ ln 3
2
,
we have
qm ≤ m6n3161−2·3
m−1
q4·3
m−1
0 e
2(3m−1) ln n1e4·3
m ln 3
2 .
To achieve exponential decay of qm in 3
m requires
−2 ln 6 + 4 ln q0 + 6 lnn1 + 12 ln 3
2
< 0 ,
which amounts to
27
8
√
6
q0n
3/2
1 < 1 .
Since n1 = 3 is the smallest dimension to start the it-
eration, fast decay of the mean-square error needs q0 <
8
√
2/81 ≈ 0.14.
The number of transmitted frame coefficients is (m!)2nm1 ,
so by Stirling’s approximation O(e(m+
1
2
) ln m+m ln n1),
whereas by the preceding corollary the decay of the mean-
square error is of order O(e−c3
m
), for a suitable c > 0.
This implies that the mean-square error decays faster than
any inverse power of the number of transmitted coeffi-
cients.
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Abstract:
Gabor multipliers are well-suited for the approximation of
certain time-variant systems. However, this class of sys-
tems is rather restricted. To overcome this restriction, mul-
tiple Gabor multipliers allowing for more than one synthe-
sis windows are introduced. The influence of the choice of
the various parameters involved on approximation quality
is studied for both classical and multiple Gabor multipli-
ers.
1. Introduction
In a recent paper [1], the authors describe the representa-
tion of operators in the time-frequency domain by means
of a twisted convolution with the operator’s spreading
function. Although not suitable for direct discretization,
the spreading representation provides a better understand-
ing of certain operators’ behavior: it reflects the operator’s
action in the time-frequency domain. This motivates an
approach that uses the spreading representation of time-
frequency multipliers [1], in order to optimize the param-
eters involved. More specifically, in the one-dimensional,
continuous-time case, given an operator H with integral
kernel κH and spreading function ηH :
ηH(b, ν) =
∫
∞
−∞
κH(t, t− b)e
−2ipiνt dt,
we aim at modeling the operator by its action on the sam-
pled short-time Fourier transform (STFT) or Gabor coef-
ficients, given for any f ∈ L2(R) by
Vgf(mb0, nν0) = 〈f, gmn〉 , m, n ∈ Z (1)
where the gmn =Mnν0Tmb0g denote the Gabor atoms as-
sociated to g ∈ L2(R) and the lattice constants b0, ν0 ∈
R
+
, see [3]1. In the case of classical Gabor multipliers,
the modification consists of a pure multiplication. Thus,
the linear operator applied to the coefficients Vgf is di-
agonal, an approach that leads to accurate approximation
for so-called underspread operators [5]. The restriction to
diagonality may be relaxed in order to achieve better ap-
proximation for a wider class of operators at low cost. It
also appears, that in certain approximation tasks it is more
1The finite dimensional case H = CL is obtained similarly, replac-
ing integrals with finite sums, and letting m = 0, . . . Nb − 1, n =
0, . . . Nν − 1, where Nb = L/b0, Nν = L/ν0 and b0, ν0 divide L.
efficient, e.g. in the sense of sparsity, to use several side
diagonals, but a lower redundancy in the Gabor system
used.
The aim of this contribution is the description of error es-
timates for the approximation of operators by generalized
Gabor multipliers, based on the operator’s spreading func-
tion. From this description guidelines for the choice of
good parameters for the approximation are deduced and
illustrated by various numerical experiments.
2. Approximation in the time-frequency do-
main: the parameters
Throughout this paper, H denotes a (finite or infinite-
dimensional) Hilbert space, equipped with an action of the
Heisenberg group of time-frequency shifts.
2.1 Time-frequency multipliers
Let V ∗g denote the adjoint of Vg. A Gabor multiplier [4] is
defined as
M : f ∈ H 7−→ Mf = V ∗2 (m · V1f).
Here, m is the pointwise multiplication operator whose
symbol, defined on the latticeΛwill also be denoted by m.
We shall denote byΛo the adjoint lattice, o its fundamen-
tal domain, and Πo the corresponding periodization oper-
ator. In the infinite-dimensional situation H = L2(R),
and for a product lattice of the form Λ = b0Z × ν0Z,
we have Λo = t0Z × ξ0Z with t0 = 1/ν0, ξ0 = 1/b0,
and Πof(ζ) =
∑
λo∈Λo f(ζ + λ
o), ζ ∈ o. In a finite-
dimensional setting H = CL, with Λ = ZNb × ZNν , with
Nb, Nν two divisors of L, we have Λo = ZNν ×ZNb , and
the obvious form for the periodization operator.
In the definition of the multipliers, several parameters have
to be fixed: the analysis and synthesis windows g and h,
the lattice Λ, and the symbol m. For practical as well as
theoretical reasons, the windows should be well-localized
in time and frequency. As for the lattice, it is expected that
denser lattices will lead to better results in approximation,
but higher computational cost. However, it will be seen
that too dense lattices are not suitable.
Finally, the symbol m can be optimized to best approx-
imate a given operator. In [1], an explicit expression for
the best approximation was obtainned in the spreading do-
main, yielding a very efficient algorithm (compare [2]).
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The spreading function of Gabor multipliers takes the
form ηM(ζ) = M (ζ) · Vgh(ζ) , where M is the sym-
plectic Fourier transform of m. Note, that this leads to a
periodic function with period o. Hence, good approxi-
mation by a classical Gabor multiplier is possible, if the
essential support of the spreading function is smaller than
1 and can then be contained in the fundamental domain o
of the adjoint lattice for a dense enough lattice Λ. Also,
to reduce aliasing as much as possible, the analysis and
synthesis windows must be chosen such that Vgh is small
outside o and positive on the support of the spreading
function, also see Section 4.1.
2.2 Generalized Gabor multipliers
Multiple Gabor multipliers are sums of Gabor multipliers
with different synthesis windows.
Definition 1 (Multiple Gabor Multiplier) Let g, h ∈ H
denote two window functions. Let Λ be a time-frequency
lattice. Let {µj , j ∈ J} denote a finite set of time-
frequency shifts, and let {mj , j ∈ J} be a family of
bounded functions on Λ. Set h(j) = π(µj)h, then the
associated generalized Gabor multiplier M is defined, for
f ∈ H, as
Mf =
∑
λ∈Λ
∑
j∈J
m(λ, µj)〈f, π(λ)g〉π(λ)h
(j) .
It is immediately obvious that in addition to the parameters
mentioned above, the window h as well as the sampling
points J must be chosen.
3. Error analysis in L2(R)
In [1], it was shown that the symbol m(λ, µj) := mj(λ)
of the best approximation of a Hilbert-Schmidt operator
by a multiple Gabor multiplier with fixed sets Λ, J and
windows, is given by the symplectic Fourier transform
of the o-periodic functions Mj obtained via the vector
equation
M (ζ) = U(ζ)−1 · B(ζ) , ζ ∈ o , (2)
where the matrix and vector valued functions U and B are
given by the Λo-periodizations
Ujj′ =Π
o
(
Vgh
(j′)
Vgh(j)
)
, Bj=Π
o
(
ηHVgh(j)
)
,
provided U is invertible a.e.
The case of one synthesis windows may be immediately
obtained from the above formula. Note that formula (2)
allows for an efficient implementation of the otherwise ex-
pensive calculation of the best approximation by multiple
Gabor multipliers.
We may now give an expression for the error in the ap-
proximation given above, in the case H = L2(R)
Proposition 1 Let M denote the vector-valued function
obtained as in (2) and set, for the Hilbert-Schmidt opera-
tor H , ΓH = Πo(|ηH |2). Then the approximation error
E = ‖ηH −
∑
j MjVj‖
2 is given by
E=
∫
o
|ΓH(ζ)|
(
1−
∑
i,j(U
−1)ij(ζ)Bi(ζ)Bj(ζ)
|ΓH(ζ)|
)
dζ
Notice that this covers the multiplier case obtained in [1].
Notice also that this immediately yields
E ≤ ‖ηH‖
2
∥∥∥∥∥1−
∑
i,j(U
−1)ijBiBj
|ΓH |
∥∥∥∥∥
∞
The finite-dimensional situation is similar, replacing the
integral over o with a finite sum over the finite funda-
mental domain {0, . . . t0 − 1} × {0, . . . ξ0 − 1}.
4. Choosing the parameters
For simlicity, we specialize the following discussion to the
infinite-dimensional caseH = L2(R), and rectangular lat-
tice Λ = b0Z × ν0Z. The finite-dimensional situation is
handled similarly.
4.1 Gabor Multipliers
If an operator with known spreading function is to be
approximated by a Gabor multiplier, the lattice may be
adapted to the eccentricity of the spreading function ac-
cording to the error expression obtained in Proposition 1,
which may be considerably simplified for the case of only
one synthesis window, see [1]. In order to choose the
eccentricity of the lattice accordingly and adapt the win-
dow to the chosen lattice as to avoid aliasing, assume,
that we may find b0, ν0, with b0 · ν0 < 1, such that
supp(ηH) ⊆ Tzo, where o = [0, 1ν0 ] × [0,
1
b0
]. In
this case, the error resulting from best approximation by
a Gabor multiplier with respect to the lattice b0Z× ν0Z is
bounded by Ce · ‖ηH‖22, with
Ce = 1− inf
t,ξ∈o
H
|Vgh(t, ξ)|
2∑
k,l |Vgh(t+ kt0, ξ + lξ0)|
2
, (3)
with oH = o ∩ Supp(ηH), and becomes minimal for a
window that is optimally concentrated inside o. Heuris-
tically as well as from numerical experiments we know,
that the tight window, [3], corresponding to the given lat-
tice is usually a good choice to fulfill this requirement.
4.2 Generalized Gabor Multipliers
The main additional task in the generalized situation is the
choice of the sampling points µj for the synthesis win-
dows. A good choice will again be guided by the behav-
ior of the spreading function. The relevant areas in the
spreading domain should be covered as well as possible
with the smallest possible overlap by the cross-ambiguity
functions of the different synthesis windows with respect
to a given reference-window localized at (0, 0) e.g. the
Gaussian window. Motivated by the results from the Ga-
bor multiplier situation, we choose a tight window with
respect to the analysis lattice and look for the most appro-
priate sampling points for the synthesis windows. Exam-
ples will be given in Section 5.2.
5. Examples
We now turn to numerical experiments, in the finite case
H = CL. In the following examples, the relative approx-
imation error for the best approximation H˜ of H is given
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Figure 1: Approximation error for different bandwidth of
spreading function and different values of b0, ν0.
by
E = ‖H˜ −H‖/‖H‖ ,
the logarithm of which is represented in the next plots.
We display here the Fro¨benius norm, the plots obtained
with the operator norm are almost identical.
5.1 Classical Gabor Multipliers
We generate operators with compact support in the spread-
ing domain, in a square of side size between 3 and 61,
symmetric about 0. The values are random, the signal
length is L = 180. We then investigate the approximation
quality for various pairs of lattice constants, with b0 vary-
ing between 2 and 18 and ν0 between 2 and 10. The results
are presented in Figure 1. Note the two distinct regimes:
the error grows exponentially up to a certain value of the
support size, depending on the lattice density, and slower
thereafter. A possible explanation for this effect, to be fur-
ther investigated, is the fact, that the error (see the bound
in (3)) is comprised of an aliasing error and the inherent
inaccuracy of Gabor multiplier approximation, even for
very high sampling density, of overspread operators.
In order to emphasize the importance of lattice adapta-
tion to eccentricity, we show the results for different lattice
constants resulting in the same redundancy (5) in Figure 2.
The solid lines show the results for b0 = ν0 = 6, leading
to far better results than the lattice constants not adapted
to the (symmetric) support of the spreading function.
5.2 Generalized Gabor Multipliers
In order to illustrate the influence of additional synthesis
windows on the approximation quality, we first consider
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−1.5
−1
−0.5
Support of  Spreading function
Approximation error for redundancy 5 and different lattice eccentricities
b0 = 6,ν0 = 6
b0=4,ν0 = 9
b0=9,ν0 =4
b0=8,ν0 = 2
b0=2,ν0 =8
b0=18,ν0 = 2
Figure 2: Approximation error for different lattice-eccentricity
.
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−3.5
−3
−2.5
−2
−1.5
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Support Spreading function
Approximation error, b0 = ν0 = 6
1 window
2 windows
Figure 3: Spreading function of operator and best approxima-
tion with one or two synthesis windows, approximation error for
growing support of spreading function.
the same operators as in the previous section, but allow
for one additional synthesis window. Here, and in the sub-
sequent examples, one window will always be a window
centered about 0, as above, with a time-shifted version of
the original window as additional window. Hence, only
the shift-parameter of the additional window has to be
considered. Figure 3 shows the improvement in approx-
imation quality for shift-parameters of the additional win-
dow between −5 and 5 (solid), as opposed to the single
window approximation.
Next, we investigate the following situation: an operator
with two effectively disjoint components in the spreading
domain is, again, approximated by a multiple Gabor mul-
tiplier with 2 synthesis windows. For better comparison,
the two components are the component from the previous
examples plus a shifted version (by 90 samples) thereof.
Figure 4 shows the spreading functions of one of the op-
erators and its best approximation with two synthesis win-
dows, for the optimal additional window. Note the aliasing
effect. In this situation, using two appropriate synthesis
windows, the obtained results are similar to those in the
case of one spreading function component and one syn-
thesis window, as discussed in the previous section. In
Figure 5, we display the results for 3 symmetric pairs of
lattice constants, the optimal window’s result being repre-
sented by the solid line, while the dashed lines show the
results of close but suboptimal synthesis windows. As the
operator was generated by a translation by 90 samples, the
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Figure 4: Spreading function of operator and best approxima-
tion.
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Figure 5: Approximation error for varying support of two com-
ponents of spreading function and two synthesis windows.
tight window, shifted by 90 samples itself, is expected to
be the optimal additional window. This is confirmed by
the experiments.
In a last experiment, the two components in the spread-
ing domain are close and, for growing bandwidth, overlap-
ping. Figure 6 shows, as before, the results of approxima-
tion for growing support of both spreading function com-
ponents, with b0 = ν0 = 6 and various additional synthe-
sis windows. The additional window with shift-parameter
0 is, of course, the original window and yields the approx-
imation result obtained for a single synthesis window. For
the optimal window, the result is close to the single win-
dow/single component case for the same lattice.
6. Discussion and conclusions
The examples given in the previous section show that the
choice of various parameters has considerable influence
on the performance of approximation by (generalized) Ga-
bor multipliers. While the situation is rather easily under-
stood in the case of classical Gabor multipliers, it is much
more intricate in the generalized case. It should be noted
that, while yielding better results in the approximation, us-
ing a small number of additional synthesis windows does
not dramatically increase the computational cost: in (2),
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Figure 6: Approximation error for growing support of spread-
ing function and various additional synthesis windows.
going from |J | = 1 to larger index sets J involves in-
verting (generally small) matrices instead of computing a
point-wise ratio. Higher redundancy of the Gabor system
involved is more expensive in the sense of coefficients. In
many cases, using an additional window may be more fa-
vorable in improving approximation quality than a denser
lattice. Future work on this topic will include systematic
numerical experiments as well as the analytical investiga-
tion of the approximation quality of generalized and clas-
sical Gabor multipliers. Another goal is the development
of a method to determine an adapted sampling scheme for
the synthesis windows from an operator’s spreading func-
tion.
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Abstract:
Time–invariant communication channels are usually mod-
elled as convolution with a fixed impulse–response func-
tion. As the name suggests, such a channel is completely
determined by its action on a unit impulse. Time–varying
communication channels are modelled as pseudodiffer-
ential operators or superpositions of time and frequency
shifts. The function or distribution weighting those time
and frequency shifts is referred to as the spreading func-
tion of the operator. We consider the question of whether
such operators are identifiable, that is, whether they are
completely determined by their action on a single func-
tion or distribution. It turns out that the answer is depen-
dent on the size of the support of the spreading function,
and that when the operators are identifiable, the input can
be chosen as a distribution supported on an appropriately
chosen grid. These results provide a sampling theory for
operators that can be thought of as a generalization of the
classical sampling formula for bandlimited functions.
1. Channel Models and Identification
A communications channel is said to be measurable or
identifiable if its characteristics can be determined by its
action on a single fixed input signal. A general model for
linear (time-varying) communication channels is as oper-
ators of the form
Hf(x) =
∫
hH(t, x) f(x− t) dt.
The function hH(t, x) is referred to as the impulse re-
sponse of the channel and is interpreted as the response of
the channel at time x to a unit impulse at time x − t, that
is, originating t time units earlier. If hH(t, x) = hH(t)
then the characteristics of the channel are time-invariant
and in this case the channel is modelled as a convolution
operator. Such channels are identifiable since hH(t) can
be recovered as the response of the channel to the input
signal δ0(t), the unit-impulse at t = 0.
There are two representations of H that will be convenient
for our purposes.
1. Letting ηH(t, ν) =
∫
hH(t, x) e
−2πiν(x−t) dx gives
Hf(x) =
∫∫
ηH(t, ν) e
2πiν(x−t) f(x− t) dν dt
=
∫∫
ηH(t, ν)Tt Mνf(x) dν dt.
ηH(t, ν) is the spreading function of H . If supp ηH ⊆
[0, a]× [−b/2, b/2] for some a, b > 0 then a is called the
maximum time-delay and b the maximum Doppler spread
of the channel.
2. Letting σH(x, ξ) =
∫
hH(t, x) e
2πitξ dt gives
Hf(x) =
∫
σH(x, ξ)f̂(ξ) e
2πixξ dξ.
σH(x, ξ) is the Kohn-Nirenberg (KN) symbol of H and
we have the relation
ηH(t, ν) =
∫∫
σH(x, ξ) e
−2πi(νx−ξt) dx dξ.
In other words, the spreading function ηH is the symplectic
Fourier transform of the KN symbol of H .
In 1963, T. Kailath [3, 4, 5] asserted that for time-variant
communication channels to be identifiable it is neces-
sary and sufficient that the maximum time-delay, a, and
Doppler shift, b, satisfy ab ≤ 1 and gave an argument for
this assertion based on counting degrees of freedom. In
the argument, Kailath looks at the response of the channel
to a train of impulses separated by at least a time units,
so that in this sense the channel is being “sampled” by a
succession of evenly-spaced impulse responses. The con-
dition ab ≤ 1 allows for the recovery of sufficiently many
samples of hH(t, x) to determine it uniquely.
Kailath’s conjecture was given a precise mathematical
framework and proved in [6]. The framework is as fol-
lows. Choose normed linear spaces D(R) and Y (R) of
functions or distributions on R, and a normed linear space
of bounded linear operators H ⊂ L(D(R), Y (R)). Each
fixed element g ∈ D(R) induces a map Φg : H −→
Y (R), H 7→ Hg. If for some g ∈ D(R), Φg is bounded
above and below, that is, there are constants 0 < A ≤ B
such that for all H ∈ H,
A‖H‖H ≤ ‖Hg‖Y ≤ B ‖H‖H
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then we say that H is identifiable with identifier g ∈
D(R).
Taking D = S′0, Y = L2, and HS = {H ∈
HS(L2) : ηH ∈ S0(R × R̂), supp ηH ⊆ S} where
S ⊆ R× R̂, HS(L2) is the class of Hilbert-Schmidt op-
erators, and S0 is the Feichtinger algebra (defined below),
the following was proved in [6].
Theorem 1. If S = [0, a] × [−b/2, b/2] then HS is iden-
tifiable if and only if ab ≤ 1. In this case an identifier is
given by g =
∑
n δna.
2. Distributional Spreading Functions and
Operator Sampling
The requirement that ηH ∈ S0 excludes some very natural
operators from consideration in this formalism, for exam-
ple the identity operator (ηH(t, ν) = δ0(t)δ0(ν)), convo-
lution operators (ηH(t, ν) = h(t)δ0(ν) giving Hf = f ∗
h), and multiplication operators, (ηH(t, ν) = δ0(t)m̂(ν)
giving Hf = m · f ).
A more natural setting for operator identification is the
modulation spaces (see [2] for a full treatment of the sub-
ject). For convenience we give the definitions below for
modulation spaces on R, but all definitions and results can
be extended to Rd. For ϕ ∈ S(R) define for f ∈ S ′(R)
the short-time Fourier transform (STFT) of f by
Vϕf(t, ν) = 〈f, TtMνϕ〉
=
∫
f(x) e−2πiν(x−t) ϕ(x− t) dx.
For 1 ≤ p, q ≤ ∞ define the modulation space Mp,q(R)
by
Mp,q(R) = {f ∈ S ′(R) : Vϕf ∈ L
p,q(R)},
that is, for which
‖Vϕ‖Lp,q =
(∫ (∫
|Vϕf(t, ν)|
p dt
)q/p)1/q
is finite. The usual modifications are made if p or q =
∞. Mp,q is a Banach space with respect to the norm
‖f‖Mp,q = ‖Vϕf‖Lp,q and different nonzero choices of
ϕ ∈ S define equivalent norms. The space M1,1 is the
Feichtinger algebra denoted S0 and M∞,∞ is its dual S′0.
The space S′0 contains the Dirac impulses δx : f 7→ f(x)
for x ∈ R as well as distributions of the form g =∑
j cjδxj , xj ∈ R and {cj} ⊆ C a bounded sequence.
In our next step toward operator sampling we observe that
it is possible to take D = S′0, Y = S′0, and HS = {H ∈
L(D, Y ) : ηH ∈ S
′
0, supp ηH ⊆ S} in the operator iden-
tification formalism. Indeed the following theorem was
shown in [10].
Theorem 2. The operator class HS (defined above) is
identifiable if S = [0, a]× [−b/2, b/2] and ab < 1, and is
not identifiable if ab > 1.
3. A Theory of Operator Sampling
In discussing identifiability of operators in various set-
tings, we have been content to show that an operator is
completely determined by its actions on a fixed input in
terms of a norm inequality. The next step is to find an
explicit reconstruction formula for the impulse response
of the channel operator directly from its response to the
identifier. Such formulas illustrate a connection between
operator identification and classical sampling theory and
lead to a definition of operator sampling.
If, in the operator identification formalism described ear-
lier, an operator class H is identified by a distribution of
the form g =
∑
j cjδxj , then we call {xj} a set of sam-
pling for H and g a sampling function for the operator
class H. In the results obtained so far, operator sampling
is possible only for operators with compactly supported
spreading function, and in order to interpret Theorem 1 in
this context we make the following definition.
Given a Jordan domain S ⊆ R2, define the operator
Paley-Wiener space OPW 2(S) by
OPW 2(S) = {H ∈ HS(L2) : supp ηH ⊆ S}.
OPW 2 is a Banach space with respect to the Hilbert-
Schmidt norm ‖H‖OPW 2 = ‖ηH‖L2 . Then Theorem 1
can be extended as follows ([8]).
Theorem 3. Let Ω, T, T ′ > 0 with T ′ < T and ΩT < 1.
Then OPW 2([0, T ′] × [−Ω/2, Ω/2]) is identifiable with
identifier g =
∑
n δnT and moreover we have the formula
hH(t, x) = r(t)
∑
k∈Z
(Hg)(t + kT )ϕ(x− t− kT )
unconditionally in L2(R2), where r ∈ S(R) is such that
r = 1 on [0, T ′] and vanishes outside a sufficiently small
neighborhood of [0, T ′], and where ϕ ∈ S(R) is such that
ϕ̂ = 1 on [−Ω/2,Ω/2] and vanishes outside a sufficiently
small neighborhood of [−Ω/2, Ω/2].
In the more general modulation space setting we can de-
fine the operator Paley-Wiener space OPW p,q(S) by
OPW p,q(S) = {H ∈ L(S0, S
′
0)
: supp ηH ⊆ S, σH ∈ M
pq,11}
where σH(x, ξ) ∈ Mpq,11 means that the two-
dimensional STFT of σH satisfies∫ (∫ (∫
|Vϕ⊗ϕσH(t1, t2, ν1, ν2)|
pdt1
)q/p
dt2
)1/p
dν1dν2
is finite. Here
Vϕ⊗ϕ(t1, t2, ν1, ν2) = 〈f, Tt1Mν1ϕ⊗ Tt2Mν2ϕ〉.
OPW p,q is a Banach space with respect to the norm
‖H‖OPWp,q = ‖σH‖Mpq,11 . In this case, Theorem 3 gen-
eralizes as follows ([8]).
Theorem 4. Let 1 ≤ p, q ≤ ∞, Ω, T, T ′ > 0 with T ′ <
T and ΩT < 1. Then OPW p,q([0, T ′]× [−Ω/2, Ω/2]) is
identifiable with identifier g =
∑
n δnT and moreover we
have the formula
hH(t, x) = r(t)
∑
k∈Z
(Hg)(t + kT )ϕ(x− t− kT )
unconditionally in M1p,q1(R2) and in the weak-* sense if
p or q = ∞, where r and ϕ are as in Theorem 3.
SAMPTA'09 117
Example 1. If we take H to be ordinary convolution by
hH(t), this means that hH(t, x) depends only on t, that is,
hH(t, x) = hH(t). In this case H can be identified in prin-
ciple by g = δ0, the unit impulse, since Hg(x) = hH(x).
Translating this into our operator sampling formalism re-
sults in something slightly different.
Assume that h ∈ M1,q is supported in the interval [0, T ′]
and that T > T ′, and Ω > 0 are chosen so that ΩT < 1.
In this case, ηH(t, ν) = h(t) δ0(ν) and σH(x, ξ) = ĥ(ξ).
Therefore σH ∈ M∞q,11 and H ∈ OPW∞,q([0, T ′] ×
{0}).
If g =
∑
n δnT then Hg is simply the T–periodized im-
pulse response h(t), and it follows that
r(t)
∑
k∈Z
(Hg)(t + kT )ϕ(x− t− kT )
= r(t) h(t)
∑
k∈Z
ϕ(x− t− kT ) = h(t)
since r(t) = 1 on [0, T ′] and vanishes outside a neighbor-
hood of [0, T ′] and since
∑
k ϕ(x − t − kT ) = 1 by the
Poisson Summation Formula and in consideration of the
support constraints on ϕ̂. Indeed the theorem says that the
sum
∑
k ϕ(x− t− kT ) converges to 1 in the M∞,1 norm
and in particular uniformly on compact sets.
Example 2. If we take H to be multiplication by some
fixed function m ∈ Mp,1 with supp m̂ ⊆ [−Ω/2, Ω/2]
then ηH(t, ν) = δ0(t)m̂(ν), h(t, x) = δ0(t)m(x − t),
and σH(x, ξ) = m(x). Therefore σH ∈ Mp∞,11 and
H ∈ OPW p,∞({0} × [−Ω/2, Ω/2]).
If g =
∑
n δnT , with T > 0 chosen small enough that
ΩT < 1, then Hg =
∑
n m(nT ) δnT , and it follows from
Theorem 4 that
δ0(t)m(x− t)
= r(t)
∑
k∈Z
(Hg)(t + kT )ϕ(x− t− kT )
= r(t)
∑
k∈Z
∑
n∈Z
m(nT ) δ(n−k)T (t)ϕ(x− t− kT )
=
∑
n∈Z
m(nT ) ϕ(x− nT )
by support considerations on the function r(t). Therefore
we have the summation formula
m(x) =
∑
n
m(nT )ϕ(x− nT )
where the sum converges unconditionally in Mp,1 if 1 ≤
p < ∞ and weak-* if p = ∞, and moreover there are
constants 0 < A ≤ B such that for all such f ,
A‖f‖Mp,1 ≤ ‖{f(nT )}‖ℓp ≤ B‖f‖Mp,1 .
Taking p = 2, this recovers the classical sampling formula
when the sampling is above the Nyquist rate.
4. Spreading functions with nonrectangular
support and Bello’s conjecture
In 1969, P. A. Bello [1] argued that what is important for
channel identification is not the product ab of the maxi-
mum time-delay and Doppler shift of the channel but the
area of the support of the spreading function. It is notable
that Kailath also asserted something along these lines.
This means that a time-variant channel whose spreading
function has essentially arbitrary support is identifiable as
long as the area of that support is smaller than one.
Using ideas from [6], Bello’s conjecture was proved in [9].
Theorem 5. HS is identifiable if vol+(S) < 1, and not
identifiable if vol−(S) > 1. Here vol+(S) is the outer
Jordan content and vol−(S) the inner Jordan content of S.
In this case, the channel is identified by g =
∑
n cn δn/L
where L ∈ N and the L–periodic sequence {cn} is chosen
based on the geometry of S.
We next present a generalization of Theorem 4 to this case.
Before stating the result, a few preliminaries are required.
Definition 1. Given L ∈ N, let ω = e−2πi/L and define
the translation operator T on (x0, . . . , xL−1) ∈ CL by
Tx = (xL−1, x0, x1, . . . , xL−2),
and the modulation operator M on CL by
Mx = (ω0x0, ω
1x1, . . . , ω
L−1xL−1).
Given a vector c ∈ CL the finite Gabor system with win-
dow c is the collection {T qMpc}L−1q,p=0.
Note that the discrete Gabor system defined above consists
of L2 vectors in CL so is necessarily overcomplete.
Definition/Proposition 2. The Zak Transform is defined
for f ∈ S(R) by Zf(t, ν) =
∑
n
f(t− n) e2πinν .
Zf(t, ν) satisfies the quasi-periodicity re-
lations Zf(t + 1, ν) = e2πiν Zf(t, ν) and
Zf(t, ν + 1) = Zf(t, ν). Z can be extended to a
unitary operator from L2(R) onto L2([0, 1]2).
If the spreading function of H , ηH(t, ν), is supported in
a bounded Jordan region S ⊆ R × R̂ with vol+(S) <
1, then by appropriately shifting and scaling ηH we can
assume without loss of generality that for some L ∈ N,
S ⊆ [0, 1] × [0, L] and that S meets at most L of the L2
rectangles Rq,m = ([0, 1/L] × [0, 1]) + (q/L, m), 0 ≤
q, m < L whose union is [0, 1] × [0, L]. We can further
assume that S does not meet any of the rectangles Rq,m on
the “edge” of the larger rectangle, specifically it does not
meet Rq,m with q = 0, m = 0, q = L− 1 or m = L− 1.
The following Lemma connects the output Hg(x) where
g =
∑
n cn δn/L to the spreading function ηH(t, ν). From
this a reconstruction formula analogous to that in Theo-
rem 4 can be derived.
Lemma 1. Given a period-L sequence (cn) and g =∑
n cn δn/L, then for (t, ν) in a sufficiently small neigh-
borhood of [0, 1/L]× [0, 1],
e−2πiνp/L (Z ◦H)g(t + p/L, ν)
=
L−1∑
q=0
L−1∑
m=0
(T q Mmc)p e
−2πiνq/L ηH(t + q/L, ν + m).
In other words, the spreading function can be realized as
coefficients on the vectors of a finite Gabor system. The
system is in general underdetermined since there are L
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equations and L2 unknowns. If, however, the support set
S of the spreading function ηH(t, ν) satisfies vol+(S) < 1
and since S meets at most L of the rectangles Rq,m, there
are at most L nonzero unknowns in the above linear sys-
tem. If the resulting L × L matrix is invertible, then ηH
can be determined uniquely from Hg. The vector c must
be chosen so that this matrix is invertible. It is shown in
[7] that if L is prime then such a c always exists.
We can prove the following theorem (cf. [8], [9]).
Theorem 6. Let 1 ≤ p, q ≤ ∞. If vol−(S) > 1 then
OPW p,q(S) is not identifiable. If vol+(S) < 1 then
OPW p,q(S) is identifiable via operator sampling, and the
identifier is of the form g =
∑
n cnδn/L where L ∈ N and
(cn) is an appropriately chosen period-L sequence. More-
over, we have the formula
hH(t, x) =
L−1∑
j=0
rj(t)
∑
k∈Z
bj,k (Hg)(t− qj/L + k/L)
× ϕj(x− t− qj/L− k/L)
unconditionally in M1p,q1 and in the weak-* sense if p =
∞ or q = ∞. For 0 ≤ j < L, the rectangles Rqj ,mj are
precisely those that meet S. Also for each 0 ≤ j < L,
rj(t)ϕ̂j(ν) = 1 on Rqj ,mj and vanishes outside a small
neighborhood of Rqj ,mj , and bj,k is a period-L sequence
in k based on the inverse of the matrix derived from the
discrete Gabor system that appears in Lemma 1.
5. Conclusion
This paper contains a brief overview of some recent results
on the measurement and identification of communication
channels and the relation of these results to sampling the-
ory. These connections provide explicit reconstruction
formulas for identification of operators modelling time-
variant linear channels.
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Abstract:
In this paper, some improvements of event-based PID
controllers are proposed. These controllers, contrary to
a time-triggered one which calculates the control signal
at each sampling time, calculate the new control signal
only when the measurement signal sufficiently changes.
The contribution of this paper is a low computational cost
scheme thanks to a minimum sampling interval condition.
Moreover, we propose to reduce much more the error mar-
gin during the steady state intervals by adding some ex-
tra samples just after transients. A cruise control mech-
anism is used for simulations and a noticeable reduction
of the mean control computation cost is finally achieved
with similar closed-loop performances to the conventional
time-triggered ones.
1. Introduction
The classical so-called discrete time framework of con-
trolled systems consists in sampling the system uniformly
in the time with some constant sampling period hnom and
in computing and updating the control law every time in-
stants t = khnom. This field, denoted time-triggered (or
synchronous in sense that all the signal measurements are
synchronous), has been widely investigated [6] even in the
case of sampling jitter or measure loss that can be seen
as some asynchronicity. However, some works addressed
more recently event-based sampling where the sampling
intervals are event-triggered (also called asynchronous), as
for example when the output crosses a certain level. Thus
the term sampling period denotes a time interval between
two consecutive level crossings and the sampling periods
are hence not equidistant in time anymore.
Event-triggered notion is taking more and more impor-
tance in the signal processing community with now var-
ious publications on this subject (see for instance [1] and
the references therein). In the control community, very
few works have been done. In [3], it is proved that such
an approach reduces the number of sampling instants for
the same final performance. In [8], it is shown that control-
ling an asynchronous sampled system or a continuous time
system with quantized measurements and a constant con-
trol law over sampling periods are equivalent problems.
Many reasons are motivating event-based systems and in
particular because more and more asynchronous systems
or systems with asynchronous needs are encountered. Ac-
tually, the demand of low power electronic components
in all embedded applications encourages companies to de-
velop asynchronous versions of the existing time-triggered
components, where a significant power consumption re-
duction can be achieved by decreasing the samplings and
consequently the CPU utilization: about four times less
power than its synchronous counterpart for the 80C51 mi-
crocontroller of Philips Semiconductors in [12]. Note
that the sensors and the actuators based on level crossing
events also exist, rendering a complete asynchronous con-
trol loop now possible. But the most important contribu-
tions come from the real-time control community. Indeed,
real-time synchronous control tasks are often considered
as hard tasks in term of time synchronization, requiring
strong real time constraints. Efforts are so carried on the
co-design between the controller and the task scheduler in
order to soften these constraints. The adopted approach
is often either to change dynamically the sampling period
related to the load [10, 11] or to use event-driven control
where the events are generated with a mix of level cross-
ings and a maximal sampling period [9, 2].
This maximal sampling period seems to be added for sta-
bility reasons in order to fulfill the condition of Nyquist-
Shannon sampling theorem: a new control signal is per-
formed when the time elapsed since the last sample ex-
ceeds a certain limit. We first proposed in [7] to re-
move it because, thanks to the level detection, the Nyquist-
Shannon sampling condition is no more consistent. The
CPU cost is hence considerably reduced without perfor-
mance loss. We now focus on the improvement of event-
based control by reducing even more the computational
cost with a controller based on a fully asynchronous level
detection. The next two sections recall the conventional
time-triggered structure and the existing event-based al-
gorithms. The main contribution is developed in section 4
where an event-driven controller with low computational
cost is detailed. All controllers are finally compared (in
terms of performances and CPU needs) in section 5.
Notations:
e− will denote the value of e at the last sampling time.
2. Time-Based Control
The textbook PID controller is given as follows:
U(s) = K
(
E(s) +
1
Tis
E(s) + TdsE(s)
)
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This equation can be divided into a proportional, an inte-
gral and a derivative parts, i.e. Up, Ui and Ud respectively,
which are then modified to improve performances [4].
First, set point weighting is applied on Up and Ud for a
more flexible structure, giving the PID two dimensions
of freedom. Moreover, a low-pass filter is added in the
derivative term to avoid problems with high frequency
measurement noise.
Up(s) = K (βYsp(s)− Y (s))
Ui(s) =
K
Tis
E(s)
Ud(s) =
KTds
1 + Tds/N
(γYsp(s)− Y (s))
A discrete time controller is finally obtained: the propor-
tional part is straightforward and the backward difference
approximation is used for integral and derivative parts.
3. Event-Based Control
The basic setup of an event-based PID controller, intro-
duced in [2], consists of two parts: a time-triggered event
detector used for level crossings and an event-triggered
PID controller which calculates the control signal. The
first part runs with the sampling period hnom (that is the
same as for the corresponding conventional time-triggered
PID) whereas the second part runs with the sampling inter-
val hact which depends on the requests sent by the event
detector when a new control signal has to be calculated.
This is required either when the relative error between
the measured signal and the desired one crosses a certain
level, i.e. abs(e− e−) > elim, or if the maximal sampling
period is achieved, i.e. hact ≥ hmax.
We proposed in [7] to remove this maximal sampling pe-
riod underlying a primordial fact in asynchronous control
that is that the Nyquist-Shannon sampling condition is no
more consistent thanks to the level detection. However,
the integral part, i.e. ui = u
−
i + K/Ti · hact · e, leads
to important overshoots after the steady states since the
sampling period hact becomes huge due to the absence of
event. In fact, this time interval between the last sample
before the steady state and the first sample of the transient
can be divided into a “real” steady state interval which is
equal to hact−hnom, plus the detection time period hnom.
During the first part the error is very small (lower than elim
else the steady state is not achieved) and so is the product
he (lower than (hact − hnom) elim). As regards the sec-
ond part, when the set point changes the error becomes
large but only during the event detection and therefore the
product is hnome. From this observation, several control
algorithms were proposed in [7] and we will use the hybrid
one which gives good performances with the minimum of
samplings.
The hybrid algorithm is a mix between i) a controller with
a saturation of he which is bounded in (hact − hnom) ·
elim + hnom · e when hact ≥ hmax and ii) a controller
with an exponential forgetting factor of hact to decrease
its impact after a long steady state interval, with hiact =
hact · exp (hnom − hact) corresponding to the new sam-
pling period used in the integral part. This mix leads to
bound the exponential forgetting factor:
if hact ≥ hmax
he =
(
hiact − hnom
)
· elim + hnom · e
else
he = hact · e
end
ui = u
−
i +K/Ti · he
(1)
A first improvement could be obtained by changing the
level crossing detection since only one level is really re-
quired. Indeed, the control signal needs to be calculated
when the measurement is too far from the set point, i.e. as
soon as abs(e) > elim. Of course, with this method the
number of samples increases during the transients but, at
least, the error between the system and the set point is now
sure to be lower than elim during the steady state intervals,
which was not the case before with the level detection of
the relative error abs(e− e−) > elim.
A second improvement could be done on the time-
triggered event detector which is currently a discrete time
system: an event could only be detected at the time in-
stants t = khnom thereof several levels could miss if they
appear between two sampling instants. Thus we propose
to use a continuous time event detector which is in fact
closer to the real case since a sensor based on level cross-
ing events will send a request as soon as a level is crossed.
Afterwards, the hybrid controller with these improve-
ments is called the asynchronous event-based controller.
4. Event-Based Control with Low Compu-
tational Cost
The asynchronous event-based controller is interesting but
the number of samples is still important during transients.
Indeed, a new request is sent as soon as the error is up-
per than the detection limit, i.e. abs(e) > elim, which
means (quasi)-continuously during the whole transient. To
avoid that, we propose to add a minimum sampling in-
terval condition to lighten the transients in order that a
new control signal is performed only if a certain time was
elapsed since the last sample, i.e. hact > hmin. This min-
imum sampling interval could be chosen as the discrete
sampling period hnom corresponding to the conventional
time-triggered controller or not, but it does have to sat-
isfy the Nyquist-Shannon sampling condition. The choice
hmin = hnom leads to a discrete-time event detector when
the dynamics is important and to a continuous-time event
detector when the dynamics is slow (quasi-steady state).
Thus, when an event occurs after a steady state configura-
tion, a new control signal is instantaneously computed.
Whatever that may be the hmin value, an important re-
duction of the computational cost is achieved. Never-
theless, we propose to improve the event-based scheme
again by adding a few number of samples more. The idea
here is to decrease much more the error during the steady
state intervals. Currently, one could assure that the error
is lower than the limit elim but cannot know how much
lower. Moreover, one could not know if the measured
signal is going closer or moving away from the set point.
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Therefore, we propose to add some extra samples after a
transient while an event-based controller would do not do
anything because the condition abs(e) > elim is wrong.
Thus, an extra event is sent to the controller if nothing ap-
pends after the last time a control signal was calculated
plus a certain sampling interval hextra. Then, this is re-
peated while the error is upper than a desired minimum
level emin. One only needs to define his desired error mar-
gin and some extra samples will be added to achieve that.
Note that the lower emin is chosen the higher the number
of extra samples will be.
5. Simulation Results: Application to a
Cruise Control Mechanism
Event-based controller is a good solution, more especially
for all the systems which do not need to be constantly
controlled. We chose to illustrate our proposals with the
cruise control mechanism depicted in [5] because the de-
sired speed of the car is constant most of the time and a
new control signal is so only required when the set point
changes or when the load (i.e. the slope of the road) varies.
The equation of motion of the car (ν is the velocity) is:
mν˙ = F − Fd
The force F is generated by the engine, whose torque is
proportional to a control signal 0 ≤ u ≤ 1 that controls
the throttle position and depends on engine velocity too.
F = αnuTm
(
1− β
(
αnν
ωm
− 1
)2)
where αn depends on the gear ratio n.
The disturbance force Fd has three major components due
to the gravity Fg , to the rolling friction Fr and to the aero-
dynamic drag Fa.
Fd = Fg + Fr + Fa
with Fg = mgsin(θ)
Fr = mgCrsgn(ν)
Fa =
1
2
ρCdAν
2
where θ is the slope of the road, i.e. the disturbance.
As regards the control law, an anti-windup mechanism is
added to consider the saturation of the control signal u.
Thus the integral part consists on the integral of the error
plus a reset based on the saturation of the actuator (in order
to prevent windup when the actuator is saturated).
ui = u
−
i +
K
Ti
x−
hact
Ta
(u− usat)
where x = hact · e for the time-triggered controller and
x = he defined by (1) for the event-based controllers.
Parameter values are K = 0.8, Ti = 1.4 and Ta = 0.7.
The nominal and maximal sampling intervals used for the
hybrid algorithm are hnom = 0.1s and hmax = 0.5s and
those used for the low computational cost and the extra
samples ones are hmin = 0.1s and hextra = 0.5s. The
detection levels are elim = 0.1 and emin = 0.01 for cross-
ing events and for extra samples respectively.
The simulations run during 50s with the following test
bench: at time 0 the set point is set to 25m/s (90km/h),
then at time 2s it is changed to 30.6m/s (110km/h) and
changed again to 36.1m/s (130km/h) at time 30s. The
gear ratio is chosen accordingly to the speed range, i.e.
n = 5, and no disturbance is applied, i.e. θ = 0.
The first simulation results are shown on Figure 1 where
the conventional time-triggered PI controller is compared
to the asynchronous event-based one (see section 3). The
top plot shows the set point and both measured signals, the
bottom plot shows the sampling intervals (i.e. this signal
changes each time the controller calculates a new control
signal). The asynchronous event-based controller permits
to obtain a system response as quick as the time-triggered
one, by calculating a control signal about four time less
only (with this benchmark). However, the number of sam-
ples remains important during the transients. Our pro-
posal, i.e. the event-based PI controller with a low com-
putational cost, avoids that since the number of samples is
dropped by a ratio of 30, as shown on Figure 2.
Figure 1: A conventional time-triggered PI controller
(15000 sampling intervals) vs. the asynchronous event-
based one (3703 sampling intervals, that is 24.7%).
Figure 2: The asynchronous event-based PI controller
(3703 sampling intervals) vs. the one with a low com-
putational cost (126 sampling intervals, that is 3.4%).
Whatever the achieved gain with the low computational
cost controller, we propose to improve the error during the
steady state intervals by adding some samples just after the
transients. Results are shown on Figure 3 where one could
see that, by adding extra samples, the sampling number is
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finally reduced and the steady state intervals are not oscil-
lating anymore. These are thanks to a measurement signal
closer to the set point during the steady state intervals.
Figure 3: The asynchronous event-based PI controller
with a low computational cost (126 sampling intervals)
vs. the one with extra samples (120 sampling intervals).
Finally the integral of the norm of the error are compared
for the whole controllers to verify if the responses are not
too far from the conventional time-triggered one. All mea-
surements on Figure 4 have a similar behavior with some
differences during the steady state intervals because of the
allowed error margin elim. The final values are 74.67 for
the reference, 78.2 for the asynchronous event-based con-
troller, 78.63 for the low computational cost one and 77.12
for the extra samples one. Moreover, as regards the last
one, it is possible to be much more closer to the time-based
value by reducing the minimum value emin.
Figure 4: Integral of the norm of the error.
6. Conclusions and Future Works
In this paper we propose to improve the event-based PID
controllers depicted in [2] and [7]. The first improvement
consists on a minimum sampling interval condition used to
decrease the number of samples during the transients. The
second one comes from the wishing to reduce much more
the error margin during the steady state intervals. Based
on these ideas, event-based PID controllers with low com-
putational cost and with extra samples are proposed.
A cruise control mechanism is used to compare them
(in simulation) with the conventional time-triggered and
with the classical event-based controllers. Both proposals
clearly give good performances with a minimum of sam-
pling intervals and the controller with extra samples per-
mits to reduce the error margin as low as desired to achieve
a response very closed to the conventional one.
Next steps in this research is naturally to test these con-
trollers in practice and develop other event-based methods
for more general types of control.
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Abstract:
The paper presents a method, which can be employed to
measure the timing jitter present in periodic clock signals
that are used as entropy source in true random number
generators aimed at cryptographic applications in recon-
figurable hardware. The method uses the principle of a co-
herent sampling and can be easily implemented inside the
chip in order to test online the jitter source. The method
was carefully validated in various simulations that have
shown that the measured jitter size corresponds perfectly
to that of the jitter injected to the model. While the pri-
mary aim of the proposed measuring technique was the
evaluation of the quality of jitter as an entropy source in
random number generators, we believe that the same prin-
ciple can be used in order to characterize the jitter in fast
communication links as well.
1. Introduction
In the global communication era, more and more recent
industrial applications need to secure data and communi-
cations. Many cryptographic primitives and protocols that
are used to ensure confidentiality, integrity and authen-
ticity use random number generators in order to generate
confidential keys, initial vectors, nonces, padding values,
etc. While random bit-stream generators can be easily im-
plemented in analog or mixed-signal devices, the gener-
ation of random bit-streams is a challenging task when
the generator should be implemented in a logic device like
FPGAs (Field-Programmable Gate Arrays). Clearly, logic
devices are well suited for algorithmic (pseudo) random
number generators, but the true-random number genera-
tors need sources of randomness that are difficult to find
and explore in logic devices. A mathematical model of
the true random number generator (TRNG) is also a cru-
cial element of the cryptographic application design since
the final entropy of the generated random bit-stream could
be characterized and thus certified if one is able to char-
acterize the physical phenomenon that is used as the en-
tropy source. If the model does not exist, there would be
no guarantee that the final entropy of the output stream
is true-random, pseudo-random or perhaps a mixture of
random and pseudo random phenomena. Characterizing
and monitor the entropy source (the jitter) and proposing
a mathematical model is the main motivation of the paper.
2. Jitter as an entropy source for TRNGs
Many of the TRNGs known up to date [1], [4], [5], use
the jitter present in clock signals (generated using ring os-
cillators, phase-locked loops or delay-locked loops) as a
source of entropy. The quality of the generated random
bits is related to the parameters of the clock jitter. In order
to avoid jitter manipulations and attacks, it is important to
measure these parameters on-line and, if possible, inside
the device.
The jitter can be defined as a short-term variation of an
event from its ideal position [6]. In general, it is expressed
as the variation in time of the zero crossing (rising or
falling edge) of the clock signal. The jitter can be a good
candidate for randomness generation, since its behavior
is closely related to the thermal noise inside semiconduc-
tors [2]. The advantage of the thermal noise employed as
a source of randomness is that it is relatively difficult to
manipulate it in order to realize an attack on the TRNG.
The method presented in this paper considers only a true-
random (Gaussian) jitter component and it does not take
into account the deterministic behavior of the jitter at this
stage of our research. For a deeper understanding of the
jitter behavior we recommend to read [9].
3. Principle and theoretical background
DTro1
Tro
T
2
vco
or
Tbeat
Counter
Figure 1: Random jitter component measurement based
on the coherent sampling.
The proposed method allows to accurately quantify the
random component of the jitter present in clock signals
generated inside logic devices. Although the technique
can be used to measure the jitter, it has been developed not
for measurement or testing purposes, but rather for model-
ing a TRNG that uses the jitter as a source of randomness.
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Figure 2: Principle of the coherent sampling.
Figure 3: Experimental TBeat signal example.
The proposed measurement technique (see Figure 1) is
based on a coherent sampling: the sampling of a peri-
odic signal by another periodic signal featuring similar
frequency [3]. The signal on the output of the sampler
is called a beat signal and it is a low-frequency signal de-
pending on the frequency difference ∆ between the two
clock signals Tro1 and Tro2 .
Figure 2 shows the principle of the coherent sampling
using two (clock) signals having similar frequencies and
the resulting beat signal TBeat, representing the image of
Tro1 . An example of this TBeat signal captured on os-
cilloscope is given in Figure 3. Using the infinite persis-
tence of the oscilloscope, we can clearly see the variations
of the period of the beat signal. These variations are the
consequence of the jitter present in Tro1 and Tro2 signals.
Because of the coherent relationship between the two fre-
quencies, each ”half-period” of the beat signal is an inte-
ger number of the clock period Tro2 . A counter clocked
with this clock signal can thus be used in order to represent
these variations. In the next section, we will discuss how
we can compute the jitter present in Tro1 by observing the
variations in a population of several TBeat periods.
If the proposed technique would be used to measure pre-
cisely the jitter of the internal clock signal, one should use
an accurate external low phase-noise VCO (Voltage Con-
trolled Oscillator) as a sampling clock and accurately tune
its period in relationship to the internal clock period in or-
der to obtain a small ∆. Instead, in order to model the
TRNG behavior and to measure the jitter inside the de-
vice, we have used two ring oscillators, implemented in
the same FPGA. Both oscillators have the same number of
inverters. In order to guarantee a small difference between
clock periods (∆), the placement and routing have to be
done manually. The final period difference is thus caused
mainly by the different delays of the routing scheme se-
lected by the placement and routing tool. Next, we will
analyze the case, when only random (Gaussian) jitter com-
ponent is present in the generated clock signals.
3.1 Measurement of the true-random jitter com-
ponent
Let us assume that the two clock signals are derived
from two internal ring oscillators, and let Tro1Ideal and
Tro2Ideal be the two ideal jitter-free periods. We need to
achieve a small time period difference between Tro1Ideal
and Tro2Ideal , namely:
Tro2Ideal = Tro1Ideal + ∆Ideal. (1)
This difference comes from the fact that even with the
same number of delay elements the two ring oscillators
differs due to process variations during manufacturing.
With a careful placement, one can obtain ∆ of several
tens of picoseconds. However the ∆ wont be reproducible
from one chip to another.
If a random jitter would be included in the previous equa-
tions, we obtain:
Tro1 = Tro1Ideal + N(0, σ1) = N(Tro1Ideal , σ1) (2)
Tro2 = Tro2Ideal + N(0, σ2) = N(Tro2Ideal , σ2) (3)
Where N(0, σ) denote a zero-mean Normal distribution
with standard deviation σ.
We can then express the difference ∆ by:
∆ = N(Tro2Ideal , σ2)−N(Tro1Ideal , σ1) (4)
∆ = N(∆Ideal,
√
σ2
1
+ σ2
2
) (5)
If σ1 is the same as σ2, what is the case when the two
signals are derived from internal ring oscillators, we get
∆ = N(∆Ideal,
√
2σ) (6)
Otherwise one should make precise characterization of the
VCO used to match the frequencies in order to measure
the σV CO.
According to [8], we can express the length of TBeat as:
TBeat
∆Ideal
= N(
Tro1Ideal
∆Ideal
,
√
Tro1Ideal
∆Ideal
√
σ2
1
+ σ2
2
) (7)
which, if σ1 equals σ2, simplifies to:
TBeat
∆Ideal
= N(
Tro1Ideal
∆
,
√
Tro1Ideal
∆Ideal
√
2σ) (8)
The length of the resulting beat signal, TBeat can be then
expressed as a normal process:
TBeat
∆Ideal
= N(µTBeat , σTBeat) (9)
with the mean and standard deviation:
µTBeat =
Tro1Ideal
∆
, σTBeat =
√
TRoIdeal
∆Ideal
√
2σ (10)
In consequence, if we measure the µTBeat and σTBeat us-
ing the principle presented in Figure 1, which is based on
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the use of an 8-bit counter, we can precisely calculate the
amount of the random jitter, expressed in 1σ ps, i.e. the
RMS jitter (root mean square) present in the two clock
signals using equation (11).
σ =
σTBeat∆Ideal√
TRoIdeal
∆Ideal
√
2
(11)
4. Simulation results
In order to validate equation (11), we have used a simula-
tion model presented in [8] and depicted in Figure 4. The
random jitter is generated in text files using Matlab and
then injected in VHDL simulation using the Textio pack-
age. We have injected different amounts of random jitter
(RMS) to the clock signals and analyzed the obtained val-
ues of the counter. The Tro1Ideal was set to 5 ns (200Mhz)
and ∆ to 40 ps. The results of the simulations and recalcu-
lated jitter values using equation 11 are presented in Table
4. As it can be seen, the measurement precision that can be
achieved is close to 1 ps RMS. Figure 5 present the case
for 7 ps RMS jitter present in both Tro1 and Tro2 signals.
Figure 4: Simulation setup.
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Figure 5: Histogram of the simulated TBeat.
Injected 1σ Measured Measured Calculated
RMS jitter [ps] µTbeat σTbeat 1σ RMS [ps]
10 121.93 4.03 10.19
9 121.98 3.64 9.20
8 121.97 3.24 8.19
7 121.97 2.81 7.10
6 121.98 2.47 6.24
Table 1: Simulation results of the random jitter quantifica-
tion.
5. Discussion and conclusions
We have proposed a jitter measurement technique that can
be embedded in FPGA devices for evaluating and monitor-
ing of the source of randomness employed in true random
number generators. The measurement technique can be
used as well to characterize the jitter present in high-speed
clock signals, if an external VCO (Voltage Controlled Os-
cillator) is used. The use of an external and precise clock
source is necessary in order to closely match the period of
the signal under test to the period of the reference clock
signal. We have shown by simulation that the measure-
ment error of the proposed method is less than 1 ps RMS
of the random component of the jitter.
However, in real world situations and especially inside
FPGAs, the jitter can exhibit a non negligible determin-
istic component due to various factors (power supply vari-
ations, cross-talks, R-F interference, etc...). In this case,
equation (11) cannot be used for random component jitter
quantification and the deterministic jitter has to be con-
sidered, too. However, we believe that it is possible to
integrate this deterministic behavior of the jitter in the pro-
posed model. This integration is the objective of our cur-
rent research.
References:
[1] V. Fischer, M. Drutarovsky, M. Simka, and
N. Bochard. High performance True Random Num-
ber Generator in Altera Stratix FPLDs. Lecture notes
in computer science, FPL’04, pages 555–564, 2004.
[2] A. Hajimiri and TH Lee. A general theory of phase
noise in electrical oscillators. Solid-State Circuits,
IEEE Journal of, 33(2):179–194, 1998.
[3] J.L. Huang and K.T. Cheng. An On-Chip Short-Time
Interval Measurement Technique for Testing High-
Speed Communication Links. Proceedings of the
19th IEEE VLSI Test Symposium, page 380, 2001.
[4] P. Kohlbrenner and K. Gaj. An embedded true ran-
dom number generator for FPGAs. Proceedings of
the 2004 ACM/SIGDA 12th international symposium
on Field programmable gate arrays, pages 71–78.
[5] B. Sunar, W.J. Martin, and D.R. Stinson. A Prov-
ably Secure True Random Number Generator with
Built-In Tolerance to Active Attacks. IEEE TRANS-
ACTIONS ON COMPUTERS, pages 109–119, 2007.
[6] T. Technologies. Synchronous Optical Network
(SONET) Transport Systems: Common Generic Cri-
teria. Technical report, GR-253-CORE, 2000.
[7] K.H. Tsoi, K.H. Leung, and P.H.W. Leong. Com-
pact FPGA-based true and pseudo random number
generators. Field-Programmable Custom Comput-
ing Machines, 2003. FCCM 2003. 11th Annual IEEE
Symposium on, pages 51–61, 2003.
[8] B. Valtchanov, A. Aubert, F. Bernard, and V. Fischer.
Modeling and observing the jitter in ring oscillators
implemented in FPGAs. In Design and Diagnostics
of Electronic Circuits and Systems, 2008. DDECS
2008. 11th IEEE Workshop on, pages 1–6, 2008.
[9] SW Wedge. Predicting random jitter-Exploring
the current simulation techniques for predicting the
noise in oscillator, clock, and timing circuits. Cir-
cuits and Devices Magazine, IEEE, 22(6):31–38,
2006.
SAMPTA'09 128
SAMPTA'09 129
Orthogonal Exponential Spline Pulses with
Application to Impulse Radio
Masaru Kamada(1), Semih O¨zlem(2) and Hiromasa Habuchi(1)
(1) Ibaraki University, Hitachi, Ibaraki 316-8511, Japan.
(2) Bogazici University, Bebek, Istanbul, Turkey.
kamada@mx.ibaraki.ac.jp, semozl@gmail.com, habuchi@mx.ibaraki.ac.jp
Abstract:
With application to the impulse radio communications in
mind, a locally supported and zero-mean pulse which is
orthogonal to its shifts by integers is sought among the
exponential splines having the knot interval 12 . An ex-
ample pulse is obtained that complies with the regulation
imposed by the US Federal Communications Commission
and will potentially enable an impulse radio communica-
tions system as fast as 6G pulses per second.
1. Introduction
The M-shaped linear spline
M(t) =


√
3t, 0 ≤ t ≤ 12√
3(2− 3t), 12 ≤ t ≤ 1√
3(3t− 4), 1 ≤ t ≤ 32√
3(2− t), 32 ≤ t ≤ 2
0, elsewhere
(1)
plotted in Fig. 1 is not a wavelet in the sense of muntires-
olutional analysis because M(t) is not orthogonal to its
contracted version M(2t). But it has three remarkable
properties that (i) it is locally supported, (ii) its integra-
tion over the domain is zero, and (iii) its shifts by integers
are orthogonal to one another [2]. Those properties are ex-
actly what is required of pulses for the impulse radio com-
munications [6]. The three properties are required (i) for
the sake of real-time communications, (ii) for the pulse to
be feasible as a radio waveform, and (iii) for pulse detec-
tion to be robust against noise in the sense of least-square
estimation, respectively.
We shall look for this kind of pulse functions in the
broader family of exponential splines [4, 5] which have the
1
-1
0
M(t)
1 2
Figure 1: M-shaped linear spline.
advantage that they can be shaped through linear dynam-
ical systems [5] . The pulse functions, if they are found,
will work as practical pulses which carry information in
the impulse radio communications.
The problem is simple: we are to ﬁnd a locally supported
and zero-mean exponential spline q(t) with the knot inter-
val 12 that satisﬁes∫
∞
−∞
q(t)q(t− k)dt =
{
1, k = 0
0, k ̸= 0 (2)
for any ingeter k. This paper presents a procedure to ﬁnd
such a pulse function and its application to the impulse
radio.
2. Construction of orthogonal pulses
Any exponential spline can be represented by a linear
combination of the exponential B-spline and its shifts
[4, 5]. An exponential B-spline with the knot interval 12
is the output
β(t) = S(b)(t) (3)
of a linear dynamical system S having the transfer func-
tion
G(s) =
µn−1s
n−1 + · · ·+ µ1s + µ0
(s− λ0)(s− λ1) · · · (s− λn−1) (4)
for the input being a series of delta functions
b(t) =
n∑
l=0
blδ(t− l/2) (5)
such that
B(z)=
n∑
l=0
blz
−
l
2
=(1−z− 12 eλ02 )(1−z− 12 eλ12 ) · · · (1−z− 12 e
λn−1
2 ).(6)
This exponential B-spline is locally supported as
β(t) = 0, t /∈
(
0,
n
2
)
. (7)
In order to keep the splines zero-mean, instead of the orig-
inal exponential B-spline β(t), we shall use
α(t) = β(t)− β
(
t− 1
2
)
(8)
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which has the zero mean∫
∞
−∞
α(t)dt = 0 (9)
and is locally supported as
α(t) = 0, t /∈
(
0,
n + 1
2
)
. (10)
Another representation of this α(t) is the output
α(t) = S(a)(t) (11)
of S for the input
a(t) =
n∑
l=0
alδ(t− l/2), (12)
where
A(z)=
n+1∑
l=0
alz
−
l
2
=(1−z− 12 eλ02 ) · · · (1−z− 12 e
λn−1
2 )(1− z− 12 ).(13)
Let the desired pulse function be represented in the form
q(t) =
n−1∑
l=0
clα(t− l/2). (14)
Then it is automatic that q(t) is locally supported as
q(t) = 0, t /∈ (0, n) (15)
and has the zero mean∫
∞
−∞
q(t)dt = 0. (16)
The remaining request is that its autocorrelation
r(x) =
∫
∞
−∞
q(t)q(t− x)dt (17)
should satisfy the orthogonality conditions
r(k) =
{
1, k = 0
0, k = ±1,±2, · · · (18)
with respect to shift by integers. Here the number n of
{α(t − l/2)}n−1l=0 employed for composing q(t) in (14) is
chosen so that the number n of the unknown coefficients
{cl}n−1l=0 be the same as that of the essential conditions
r(k) =
{
1, k = 0
0, k = 1, 2, · · · , n− 1 (19)
reduced from (18) by (15) and the equality r(x) = r(−x).
Now we have only to find the coefficients {cl}n−1l=0 that
make (19) hold good. Define
c(t) =
n−1∑
l=0
clδ(t− l/2) and C(z) =
n−1∑
l=0
clz
−
l
2 (20)
by {cl}n−1l=0 , and prepare time-reversed functions
a˜(t) = a(−t), c˜(t) = c(−t), q˜(t) = q(−t) (21)
and the “mirror” system S˜ having the transfer function
G(−s). Then we can express the correlation by
r(k) = (q ∗ q˜)(k)
= (S ◦ S˜)(a ∗ a˜ ∗ c ∗ c˜)(k), (22)
where ∗ denotes the convolution integral, and we can write
D(z) = C(z)C(z−1) in the form
C(z)C(z−1) = d0 +
n−1∑
j=1
dj(z
−
j
2 + z
j
2 ) (23)
which implies
(c ∗ c˜)(t)= d0δ(t)+
n−1∑
j=1
dj (δ(t−j/2) + δ(t+j/2)) .(24)
In the meantime, a locally supported exponential spline
ϕ(x) = (S ◦ S˜)(a ∗ a˜)(x) (25)
associated with the composite system S ◦ S˜ satisfies
ϕ(x) = ϕ(−x). (26)
By (22), (24), (25) and (26), we can reduce the orthogo-
nality conditions (19) to the linear equations
d0ϕ(k)+
n−1∑
j=1
dj (ϕ(k − j/2) + ϕ(k + j/2))
=
{
1, k = 0
0, k = 1, 2, · · · , n− 1. (27)
Solvability of (27) for {dj}n−1j=0 can be checked by numer-
ical computation in practice. A simpler condition in terms
of dynamical parameters is yet to be established.
We assume that (27) is solvable since we cannot proceed
unless this is the case. Then, C(z)C(z−1) determined by
(23) from {dj}n−1j=0 can be factorized in the form
C(z)C(z−1) = γ0(z
−
1
2−γ1)(z 12−γ1)(z− 12−γ2)(z 12−γ2)
· · · (z− 12−γn−1)(z 12−γn−1). (28)
Taking half the factors, we can find
C(z) = ±√γ0(z− 12−γ1)(z− 12−γ2) · · · (z− 12−γn−1) (29)
that gives the sought coefficients {cl}n−1l=0 by (20). Excit-
ing the system S with the input series of delta functions
v(t) =
n−1∑
l=0
cla(t− l/2), (30)
we obtain the desired pulse function
q(t) = S(v)(t) =
n−1∑
l=0
clα(t− l/2). (31)
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In the case G(s) = 1s , the problem is trivial and the result-
ing pulse is the Haar function
H(t) =


1, 0 < t ≤ 1
2
−1, 1
2
< t ≤< 1
0, elsewhere.
(32)
The case G(s) = 1s2 yields M(t) of (1) as expected. Be-
cause it happens that M(t) =
√
3(H ∗ H)(t), we might
speculate that the pulse associated with G(s) = 1s3 could
be proportional to (H∗H∗H)(t). But that is not true since
(H ∗H ∗H)(t) is not orthogonal to (H ∗H ∗H)(t− 2).
It is interesting as well as disappointing that we obtain a
complex-valued pulse in the case G(s) = 1s3 . A nice ex-
ample pulse will appear in the next section in the context
of its application to the impulse radio communications.
3. Application to Impulse Radio
While the series of delta functions a(t) does not exist in
the real world, its integration
∫ t
−∞
a(τ)dτ=


0, t < 0∑l
k=0 ak,
l
2
< t < l+1
2
, l = 0, 1, · · · , n∑n+1
k=0 ak = A(1) = 0,
n+1
2
< t
(33)
is a locally supported piecewise constant function that can
be easily generated by electric current switches.
The system S excited by the piecewise constant function
u(t) =
∫ t
−∞
v(τ)dτ =
n∑
l=0
cl
∫ t−l/2
−∞
a(τ)dτ (34)
shapes the pulse
p(t) = S(u)(t) (35)
which is locally supported as
p(t) = 0, t /∈ (0, n) (36)
and has the relationship
p(t) =
n∑
l=0
cl
∫ t−l/2
−∞
α(τ)dτ =
∫ t
−∞
q(τ)dτ. (37)
Besides the simple and practical system (35) to shape p(t)
from the piecewise constant seed u(t), the pulse p(t) has
the remarkable property∫
∞
−∞
d2
dt2
p(t) p(t− k)dt=−
∫
∞
−∞
q(t)q(t− k)dt
=
{−1, k = 0
0, k = ±1,±2, · · ·(38)
which follows from (17), (18), (36), (37) and the partial
integration formula. This property gives the foundation to
transmission and detection of the pulse p(t) in the impulse
radio communications.
Given data bits {wl}, we transmit the waveform
w(t) = S
(
∞∑
l=−∞
wlu(t− l)
)
=
∞∑
l=−∞
wlp(t− l) (39)
as illustrated in Fig. 2. Since a good broadband antenna is
well approximated [6] by ddt , the transmitted signal w(t)
is differentiated once by the transmitter antenna to be the
radio signal
d
dt
w(t) =
∞∑
l=−∞
wl
d
dt
p(t− l) (40)
and again by the receiver antenna to arrive at the receiver
as
d2
dt2
w(t) =
∞∑
l=−∞
wl
d2
dt2
p(t− l). (41)
Correlating the received signal d
2
dt2 w(t) with the template
pulse p(t−k), which is the same as the transmission pulse,
for its duration (k, k + n), we have the bit wk recovered
by∫ k+n
k
d2
dt2
w(t) p(t−k)dt=
∫
∞
−∞
d2
dt2
w(t) p(t−k)dt
=
∞∑
l=−∞
wl
∫
∞
−∞
d2
dt2
p(t−l) p(t−k)dt
= −wk (42)
because of the property (38).
It should be noted that, because of (38), the detection for-
mula (42) virtually performs the least-squares approxima-
tion of the radio waveform ddtw(t) by
d
dtp(t−k) = q(t−k)
to detect wk. Additive noises superimposed on
d
dtw(t)
will then be most suppressed in the sense of least-squares
estimation.
An example pulse associated with the transfer function
G(s) =
1
(s+18)(s+11.1i+10−13)(s−11.1i+10−13) (43)
and its derivatives are plotted in Fig. 3. The correlation
in Fig. 4 becomes 1 and 0 at the origin and at the other
integers, respectively, to verify (38). The power spectral
density of the radio pulse ddtp(t) = q(t) is plotted in Fig. 5
along with the spectral mask (plotted by the boxy line) for
the indoor ultra-wideband communications systems [1]
imposed by the US Federal Communications Commission
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as the upper bound which no practical pulses are allowed
to exceed. The frequency axis of the mask is scaled down
by 6 GHz for the purpose of comparison, or equivalently,
the pulse repetition rate is assumed to be 6 G pulses per
second, which is much faster than the 1.32G pulses per
second of the high speed direct sequence ultra-wideband
protocol discussed in the IEEE 802.15.3a standard.
The fast transmission is possible because the pulses are or-
thogonal even though they are densely overlapping. But
dense pulses are prone to interfere with one another in
the situation that several reflected pulses arrive with var-
ious delays. Multipath compensation by digital filtering
is crucial in order to effectively exploit the dense pulses
we obtained. Transmitting a sounder pulse and digitiz-
ing the observed correlations, we have the end-to-end im-
pulse response of the multipath channel. Digital filtering
by an FIR approximation of the inverse impulse response
will work as a kind of rake receiver. This compensation
requires an analog-to-digital converter and a digital filter
that work at the pulse rate and thus costs more hardware.
But this cost should be justified since all the pulse-based
systems cannot be faster without having denser pulses in
the first place. A detailed analysis of the multipath ef-
fects, channel modeling error, and pulse synchronization
is available in [3].
We may ignore the multipath effects and channel model-
ing error in the extreme situation that antennas are induc-
tively coupled at a very short distance less than one inch.
TransferJet technology has been working in the same situ-
ation at the maximum transmission rate of 560Mbps since
2008. A faster system will hopefully be the first applica-
tion of the dense pulses obtained in this paper.
4. Conclusions
Inspired by the M-shaped orthogonal pulse, we derived
a procedure to construct an exponential spline pulse with
the knot interval 1
2
that is locally supported, has its mean
zero, and is orthogonal to its shifts by integers. An exam-
1
0 31 2
-1-3 -2
x
d
dt p
2
2xq q xp
Figure 4: Correlation of the pulse.
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Figure 5: Power spectral density of the pulse and the FCC
spectral mask.
ple pulse was obtained that will potentially enable an im-
pulse radio communications system as fast as 6G pulses
per second under the FCC regulation for the indoor ultra-
wideband communications.
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Abstract:
In this note, we summarize the results we recently proved
in [14] on the theoretical performance guarantees of the
decoders ∆p. These decoders rely on ℓ
p minimization
with p ∈ (0, 1) to recover estimates of sparse and com-
pressible signals from incomplete and inaccurate measure-
ments. Our guarantees generalize the results of [2] and
[16] about decoding by ℓp minimization with p = 1, to the
setting where p ∈ (0, 1) and are obtained under weaker
sufficient conditions. We also present novel extensions of
our results in [14] that follow from the recent work of De-
Vore et al. in [8]. Finally, we show some insightful nu-
merical experiments displaying the trade-off in the choice
of p ∈ (0, 1] depending on certain properties of the input
signal.
1. Introduction
Let ΣNS be the set of all S-sparse vectors,
ΣNS := {x ∈ RN : #supp(x) ≤ S},
and define, qualitatively, compressible vectors as vectors
that can be “well approximated” in ΣNS . For p > 0, let
σS(x)ℓp denote the best S-term approximation error of x
in ℓp (quasi-)norm, i.e.,
σS(x)ℓp := min
v∈ΣN
S
‖x− v‖p.
We are interested in recovering x from its possibly noisy
“encoding”
b = Ax+ e, (1)
where A is anM ×N matrix withM < N . Equivalently,
we seek accurate, stable, and “implementable” decoders
∆ : RM 7→ RN such that ‖∆(Ax + e) − x‖ scales well
with the noise level ‖e‖, and is small whenever x is com-
pressible.
In general, the problem of constructing decoders with such
properties is non-trivial (even if e = 0) as A is overcom-
plete. However, if A ∈ RM×N is in general position, it
can be shown that there is a decoder ∆0 which satisfies
∆0(Ax) = x for all x ∈ ΣNS whenever S < M/2 [10].
This ∆0 can be explicitly computed via the optimization
problem
∆0(b) := argmin
y
‖y‖0 subject to b = Ay. (2)
Unfortunately, (2) is combinatorial in nature, thus its com-
plexity grows extremely quickly as N becomes much
larger than M . Naturally, one then seeks to replace (2)
with a more tractable optimization problem.
1.1 Decoding by ℓp minimization
Define the decoders
∆ǫp(b) = argmin
x
‖x‖p subject to ‖Ax− b‖2 ≤ ǫ, (3)
and
∆p(b) = argmin ‖x‖p subject to Ax = b, (4)
with 0 < p ≤ 1. [2, 4, 9, 10, 15], that in the noise-free
setting ∆1 recovers x exactly if x is sufficiently sparse
and ifA has certain properties. Furthermore, one has error
guarantees even when x is not “exactly” sparse and when
the encoding is noisy, e.g., [2, 9].
In this note we focus on∆p and∆
ǫ
p with 0 < p < 1. Early
work by Gribonval and co-authors (e.g. [12, 13]) presents
sufficient conditions for having ∆p(b) = ∆1(b) = x and
stability conditions to deal with noisy encoding. However,
these conditions are pessimistic in the sense that they gen-
erally guarantee recovery of only very sparse vectors.
Recently, Chartrand [5] showed that in the noise-free set-
ting, a sufficiently sparse signal can be recovered per-
fectly with ∆p, where p ∈ (0, 1), under less restrictive
requirements than those needed to guarantee perfect re-
covery with ∆1. Moreover, in [6], Staneva and Chartrand
showed that if A is an M × N Gaussian matrix, recov-
ery of x in ΣNS is guaranteed provided M > C1(p)S +
pC2(p)S log(N/K). In other words, the dependence on
N of the required number of measurementsM (that guar-
antees perfect recovery for all x ∈ ΣNS ) disappears as p
approaches 0, unlike the case with p = 1. These results
motivate a more detailed study of the stability and robust-
ness properties of the decoders ∆p.
In the remainder of the note, we summarize our recent re-
sults in [14] concerning the theoretical properties of ∆p
and∆ǫp. In addition, we present some extensions of our re-
sults on the instance optimality in probability of∆p when
the entries of A are drawn from any sub-Gaussian distri-
bution. Finally, we present numerical results suggesting
scenarios where using ∆p, p ∈ (0, 1), is better than using
∆1.
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2. Main Results
We begin with the relevant notation. Let δS , the S-
restricted isometry constants of A (see, e.g., [2]), be the
smallest constants satisfying
(1− δS)‖c‖22 ≤ ‖Ac‖22 ≤ (1 + δS)‖c‖22
for every c ∈ ΣNS . We say that a matrix satisfies RIP(S, δ)
if δS < δ. It has been shown that if A is an M × N
matrix the columns of which are i.i.d. random vectors with
any sub-Gaussian distribution, then A satisfies RIP (S, δ)
with S ≤ c1M/log(N/M), δ < 1 with probability >
1 − 2e−c2M (see, e.g., [1], [3]). Following the notation
of [16], we say that a decoder∆ is (q, p) instance optimal
if
‖∆(Ax)− x‖q ≤ CσS(x)ℓp/S1/p−1/q (5)
holds for all x ∈ RN . Moreover, a decoder∆ is said to be
(q, p) instance optimal in probability if (5) holds for any
x with high probability on the draw of A. Note that the
stability results of Cande`s et al. [2] imply (2,1) instance
optimality of the decoder ∆1, while the results of Woj-
taszczyk in [16] show that ∆1 is (2,2) instance optimal in
probability if the entries of A are drawn from a Gaussian
distribution or if its columns are drawn uniformly from the
sphere.
2.1 Decoding with ∆p: stability and robustness
We consider the scenario where x is arbitrary and σS(x)ℓp
is its best S-term approximation error measured in ℓp
(qausi)-norm. In particular, we are interested in control-
ling the error ‖∆ǫp(b)− x‖p2.
Theorem 1 Let p ∈ (0, 1] and let x be arbitrary. Suppose
that
δkS + k
2
p
−1δ(k+1)S < k
2
p
−1 − 1, (6)
for some k > 1, kS ∈ Z+. Let b = Ax+ e where ‖e‖2 ≤
ǫ. Then ∆ǫp(b) satisfies
‖∆ǫp(b)− x‖p2 ≤ C(1)ǫp + C(2)
σS(x)
p
ℓp
S1−p/2
, (7)
where C(1) and C(2) are given in [14].
Remark 2 This is a straightforward generalization of the
results of [2] regarding the performance of∆1. In fact, by
setting p = 1 in the above theorem, we obtain the main
theorem of [2], with precisely the same constants.
Remark 3 Using ǫ = 0 in the above theorem, we find
that the decoder ∆p is (2, p) instance optimal. Similarly,
assuming x ∈ ΣNS (hence σS(x)ℓp = 0), we see that ∆ǫp
can stably recover sparse signals.
We can also compare Sp, the sparsity of vectors that are
guaranteed to be recovered with ∆p and S1, the sparsity
of vectors that are guaranteed to be recovered with ∆1.
This helps illustrate the possible benefits of using∆p over
using ∆1 in recovering sparse signals.
Corollary 4 (relationship between S1 and Sp) Suppose
for some k and S1, δ(k+1)S1 <
k−1
k+1 . Then ∆1 recovers
S1-sparse vectors and ∆p recovers Sp-sparse vectors
with
Sp ≥
⌊
k + 1
kp/(2−p) + 1
S1
⌋
.
2.2 Instance optimality in probability of ∆p
In [7], it was shown that no decoder, ∆ : RM 7→ RN , is
(2, 2) instance optimal unlessM ∼ N . In this section, we
show that∆p is (2, 2) instance optimal in probability. Our
approach is similar to that of [16], which we summarize
now. Denoting byBKq the unit ball of ℓ
q inK dimensions,
a matrix A is said to possess the LQ1(α) property if and
only if
A(BN1 ) ⊃ αBM2 .
In [16], Wojtaszczyk shows that random Gaussian ma-
trices of size M × N , as well as matrices whose
columns are drawn uniformly from the sphere posses the
LQ1(α) property, α = µ
√
log (N/M)
M with high prob-
ability. Here µ < 1/
√
2 is a constant. Noting that
such matrices also satisfy RIP ((k + 1)S, δ) with S <
c Mlog(N/M) with high probability, Wojtaszczyk proves that
∆1, with these matrices, is (2,2) instance optimal in
probability. Our proof of the analogous result for ∆p,
p ∈ (0, 1), relies on the non-trivial generalization of
the LQ1 property to an LQp(α) property with α =
1/Cp
(
µ2 log (N/M)M
)(1/p−1/2)
. Specifically, we say that
a matrix A satisfies LQp(α) if and only if
A(BNp ) ⊃ αBM2 .
Below, we will use Aω to denote matrices whose entries
are drawn from a zero mean, normalized column variance
Gaussian distribution and A˜ω to denote matrices drawn
uniformly from the sphere. The following lemma states
that the matricesAω and A˜ω satisfy theLQp property with
high probability.
Lemma 5 A˜ω and Aω satisfy the LQp(α) property with
α = 1/Cp
(
µ2 log (N/M)M
)1/p−1/2
with probability ≥ 1−
e−cM on the draw of the matrix. Here, Cp is a constant
that depends only on p, µ < 1/
√
2 is a constant, and c is
a constant that depends on µ.
Proving Lemma 5 is non-trivial and requires a result by
[11], relating the distances of p-convex bodies to their con-
vex hulls. On the other hand, this lemma provides the ma-
chinery needed to prove the following theorem, which ex-
tends an analogous result of Wojtaszczyk [16].
Theorem 6 Let Aω ∈ RM×N , ω ∈ Ω, be a random ma-
trix with entries drawn independently from a zero-mean,
normalized column variance Gaussian distribution, and
let (Ω, P ) be the associated probability space. There
exists constants c1, c2, c3 > 0 such that for all S ≤
c1M/ log (N/M), the following are true.
(i) ∃Ω1, with P (Ω1) ≥ 1− e−c2M , such that ∀x ∈ RN ,
∀e ∈ RM and ∀ω ∈ Ω1
‖∆p(Aω(x)+e)−x‖2 ≤ C(‖e‖2+ σS(x)ℓ
p
S1/p−1/2
), (8)
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(ii) ∀x ∈ RN , ∃Ωx, with P (Ωx) ≥ 1− e−c3M , such that
∀e ∈ RM and ∀ω ∈ Ωx
‖∆p(Aω(x)+e)−x‖2 ≤ C (‖e‖2 + σS(x)ℓ2) . (9)
The statement also holds for A˜ω.
Note that the constants above (both denoted by C) rely on
the parameters of the particular LQp and RIP properties
that the matrix satisfies, and are omitted for ease of expo-
sition. For the proofs of Lemma 5 and Theorem 6 see [14].
Finally, we present the following extension of Theorem 6.
Proposition 7 The conclusions of Theorem 6 also hold
when the entries of A are i.i.d., drawn from a sub-
Gaussian distribution.
Our proof of the above proposition, which we omit here,
relies on the recent work of [8] where the LQ1(α) prop-
erty was modified, allowing the authors to show the (2,2)
instance optimality of ∆1 when the entries of the matrix
A are drawn from any sub-Guassian distribution.
3. Numerical Experiments
In this section, we present some numerical experiments to
highlight important aspects of sparse recovery using ∆p,
0 < p ≤ 1. First, we are interested in the sufficient condi-
tions under which decoding with∆p can guarantee perfect
recovery of signals in ΣNS for different values of p and S.
Our goal is to show empirically that with smaller values
of p ∈ (0, 1), ∆p allows recovery of less sparse signals
than would have been possible with larger values of p, as
Theorem 1 predicts.
To that end, we generate a 100 × 300 matrix whose
columns are drawn from a Gaussian distribution and es-
timate its RIP constants δS via Monte Carlo (MC) simula-
tions. Under the assumption that the estimated constants
are the correct ones (while in fact they are only lower
bounds), Figure 1(a) shows the regions where (6) guaran-
tees recovery for different (S, p)-pairs. On the other hand,
Figure 1(b) shows the empirical recovery rates using the
same matrix with fifty different instances of x ∈ ΣNS , and
decoding by ∆p, where we choose the non-zero coeffi-
cients of x randomly from the Gaussian distribution. Here,
we compute ∆p(Ax), as a solution to the ℓ
p optimization
problem of (4) by using a projected gradient algorithm
on a smoothed version of ‖x‖pp, namely
∑
i (x
2
i + ǫ
2)p/2,
where the solution to each subproblem, starting with a
large ǫ is used as an initial estimate for the next subprob-
lem with a smaller ǫ. Note that this approach is similar
to the one described in [5]. Clearly, the empirical results
show that ∆p is successful in a wider range of scenar-
ios than those predicted by Theorem 1. This can be at-
tributed to the fact that the conditions presented in this
paper are only sufficient. Moreover, what is observed in
practice is not necessarily a manifestation of uniform re-
covery. Rather, the practical results could be interpreted
as success of ∆p with high probability on either x or A.
In our second set of experiments, we wish to observe the
instance optimality of ∆p, i.e., the linear growth of the
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Figure 1: For a Gaussian matrix A ∈ R100×300, whose
δS values are estimated via MC simulations, we gener-
ate the theoretical (a) and practical (b) phase-diagrams for
reconstruction via ℓp minimization. The lighter shading
indicates higher recoverability rates. .
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Figure 2: Reconstruction error with compressible signals,
S = 5 (a), S = 35 (b). Observe the almost linear growth
of the error for different values of p, highlighting the in-
stance optimality in probability of the decoders.
ℓ2 reconstruction error ‖∆p(Ax) − x‖2, as a function of
σS(x)ℓ2 . To that end, we generate scenarios that allude to
the conclusions of Theorem 6. We generate a signal com-
posed of xT ∈ Σ300S , supported on an index set T , and a
signal zT c supported on T
c = {1, 2, ..., 300}\T , where all
the coefficients are drawn from the Gaussian distribution
and ‖xT ‖2 = ‖zT c‖2 = 1. We then set xλ = xT + λzT c
with increasing values of λ starting from 0, i.e., xλ be-
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comes less compressible as λ increases, and T is the “ef-
fective support” of xλ. Next, we choose our measurement
matrix A ∈ R100×300 by drawing its columns uniformly
from the sphere. For each value of λ we measure the re-
construction error ‖∆p(Axλ) − xλ‖2, and we repeat the
process 50 times while randomizing the index set T but
preserving the coefficient values. We report the averaged
results for different values of p with S = 5 in Figure 2(a)
and S = 35 in Figure 2(b). Note that when S = 5, ∆1
provides the best performance, and the performance of∆p
degrades monotonically as p decreases. On the other hand,
when S = 35, ∆p with p = 0.4 provides the best perfor-
mance and the performance degrades as p increases.
We investigate this observation further by examining the
performance as a function of S ∈ {5, 10, ..., 35}. In
Figure 3, we plot the value of an “empirical effec-
tive constant” which we calculate as the maximum of
‖∆p(Axλ) − xλ‖2/λ as λ > 0 varies. This constant acts
as a surrogate for C in (9) assuming that such a constant
exists and that σS(x)ℓ2 = ‖λzT c‖2 = λ. The behavior
gradually changes from favoring p = 1 when S, the size
of the effective support of xλ, is small to favoring p = 0.4
as S increases.
A closer look at the explicit value of the constant in The-
orem 6 sheds some light on this behavior. Below, we use
the notation of [14]. The constant C in (9) behaves like
(2C(2))1/p/γp (where C
(2) and γp are explicitly given
in [14]). Specifically, 1/γp depends only on the matrix
A and increases exponentially as p decreases, while C(2),
the constant in Theorem 1, depends on p, as well as k and
δ(k+1)S (where k > 1 is a free parameter). When S is rel-
atively small, the associated RIP constants remain small,
which consequently implies that [C(2)]1/p remains small
provided p is isolated away from 0. In this case, the be-
havior of C is determined by that of γp, i.e., C is smallest
when p = 1. On the other hand, when S is large, [C(2)]1/p
grows as p approaches 1 (this is a manifestation of the
more restrictive RIP requirements for larger p as stated in
(6)). This increase seems to be dominating the behavior
of C, thus for larger S we get better effective constants
with smaller p. Such a heuristic could be an interpretation
of the behavior we observe in Figure 3. For a rigorous
quantitative analysis, one needs to identify the s-restricted
isometry constants of the matrix A for every s. Such a
treatment is beyond the scope of this note.
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Figure 3: The empirical effective constant as a function
of S for different values of p. Note the gradual change
favoring p = 1 when S is small to p = 0.4 as S increases.
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Abstract:
In this paper we investigatet the efficiency of the Orthogo-
nal Matching Pursuit for random dictionaries. We concen-
trate on dictionaries satisfying Restricted Isometry Prop-
erty. We introduce a stronger Homogenous Restricted
Isometry Property which is satisfied with overwhelming
probability for random dictionaries used in compressed
sensing. We also present and discuss some open problems
about OMP.
1. Introduction
In this paper we investigate the efficiency of the Orthogo-
nal MatchinT = U
√
T ∗Tg Pursuit for random dictionar-
ies. Orthogonal Matching Pursuit is a well known greedy
algorithm widely used in approximation theory, statisti-
cal estimations and compressed sensing (for the review of
greedy algorithms see [6]). One of its main features is that
it can be applied for arbitrary dictionary. However the effi-
ciency of the algorithm depend very strongly on properties
of the dictionary. We work in the context of a Hilbert space
H (which may be assumed to be finite dimensional). The
dictionary is a subset D ⊂ H such that spanD = H. We
usually assume that ‖x‖ is close to 1 for x ∈ D. Generally
it is assumed that ‖x‖ = 1 for x ∈ D (see e.g. [6]). How-
ever for random dictionaries it is very rarely satisfied. On
the other hand for such dictionary ‖x‖ is close to 1 with
great probability.
The Orthogonal Matching Pursuit algorithm with re-
spect to the dictionary D obtains iteratively a sequence
OMPn f ∈ H of approximants of a given element f ∈ H
and a sequence d1, . . . , dn ∈ D in the following way:
• Define OMP0 f = 0.
• Given OMPn−1 f and d1, . . . , dn−1 ∈ D choose
dn ∈ D such that
|〈f−OMP
n−1
f, dn〉| = sup
{
|〈f −OMP
n−1
f, d〉 : d ∈ D
}
and define OMPn f as the orthogonal projection of
f onto span{d1, . . . , dn}.
Generally we will write f −OMPs f := fs.
The standard measure of approximation power of a dictio-
nary is the error of the best m–term approximation. We
define the set ofm sparse vectors (with respect to the dic-
tionary D) as
ΣDm = Σm = {
m∑
j=1
ajdj : {dj}mj=1 ⊂ D}. (1)
For a given f ∈ H we define its best error of m–term
approximation as
σm(f) = inf{‖f − z‖ : z ∈ Σm}. (2)
Clearly we always have σm(f) ≤ ‖f − OMPm(f)‖ =
‖fm‖.
Obviously when our dictionary is an orthonormal basis
then σm(f) = ‖f − OMPm(f)‖ for each f ∈ H. Un-
fortunately this is the only case when it is so. The funda-
mental, and still largely unanswered question is how close
OMPm(f) can get to this optimal rate of approximation
given by σm(f). It is to be expected that the answer to the
above question must depend on some extra properties of
the dictionary.
2. Dictionaries
One of the commonly used quantitative parameters of the
dictionary is its mutual coherence. It is defined as
η = sup
d1 6=d2∈D
|〈d1, d2〉|. (3)
Recently, especially in the context of compressed sensing,
a restricted isometry property (RIP for short) became very
useful. Let us recall the following well known definition
(c.f. [1, 2]).
Definition 1 The dictionary Φ = {φj}Nj=1 has
RIP(k, δ), 0 < δ < 1 if for any set T ⊂ {1, . . . , N}
with #T = k and any sequence of numbers xj we have
(1− δ)
√∑
j∈T
|xj |2 ≤ ‖
∑
j∈T
xjφj‖ ≤ (1 + δ)
√∑
j∈T
|xj |2.
(4)
There are some easy relations between those notions. If
the dictionary D has mutual coherence η then it satisfies
RIP(k, 1−η) for k < η−1. On the other hand ifD satisfies
RIP(k, δ) then it has mutual coherence ∼ δ.
Usually dictionaries with RIP are exhibited as random dic-
tionaries. To be more precise we define a dictionary in Rn
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as Φ(ω) = {φj}Nj=1 where φj = (γj,1, . . . , γj,n) and γj,i
are idependent copies of a fixed subgaussian random vari-
able normalised so that E‖φk‖2 = 1.
In this context it is known (see e.g. [1]) that for a fixed
0 < δ < 1 there exists c > 0 such that the dictionary
Φ(ω) with overwhelming probability satisfies RIP(k, δ)
with k = ⌊cn/ logN⌋. On the other hand it is also known
that such a dictionary with overwhelming probability has
mutual coherence of order k−1/2. It is clear that when we
have two events each of them happening with big proba-
bility then they happen simultanously with big probability.
This leads to the following definition:
Definition 2 The dictionaryΦ has homogenous restricted
isometry property HRIP(k, δ), 0 < δ < 1 if for any l ≤ k
it satisfies RIP(l, δ
√
l/k).
Following standard reasoning we obtain
Theorem 1 Suppose that integers n,N and numbers 0 <
δ < 1 and a > 0 are given and suppose that the random
dictionary Φ(ω) = {φ1, . . . , φN} ⊂ Rn is as described
above. Then there exist c, c1 > 0which depend only on the
subgaussian distribution involved, δ and a such that dic-
tionary Φ(ω) satisfies HRIP(k, δ) for k = ⌊c1n/ logN⌋
with probability ≥ 1− 3N−a
Basically this tells us that unless we are very unlucky
a randomly chosen dictionary satisfies HRIP, which is
clearly stronger property thanRIP. We believe thatHRIP
is a useful property. Theorem 4 is some indication of this.
3. Main Result
Now we want to present a result on the approximation
power ofOMP for dictionaries satisfyingRIP. For dictio-
naries with incoherence analogous results were obtained
by D. Donoho, M. Elad and N.V. Temlyakov [3]. If we
are interested in random dictionaries results from [3] re-
quire S ≤
√
n/ logN while ours apply for the full range
S ≤ n/ logN .
Theorem 2 There exist constantsC and c depending only
on ǫ > 0 such that for the dictionary Φ satisfying
RIP(2K, ǫ) and for 0 ≤ k ≤ S ≤ K we have
‖fS‖2 ≤ C‖fk‖ (σS−k(fk) +Aǫ‖fk‖) . (5)
with A = c(1 + logK)).
Note that in particular seting k = 0 we get
‖fS‖2 ≤ C‖f‖(σS(f) +Aǫ‖f‖). (6)
The proof of Theorem 2 is rather complicated. It uses a
lot of geometry of Hilbert space, theory of Riesz bases
and ideas from [3] and [5]. The main new technical tool is
the following lemma on norm of matrices.
Lemma 1 Let 0 < ǫ < 1 and let A = [ai,j ] be an n × n
upper triangular matrix such that for any x ∈ Rn
(1− ǫ)‖x‖ ≤ ‖Ax‖ ≤ (1 + ǫ)‖x‖ (7)
and |ai,i| ≥ 1 − ǫ for i = 1, 2, . . . , n. Let B = [bi,j ] be
the off diagonal part of A i.e.
bi,j =
{
ai,j if i < j
0 if j ≤ i.
Then ‖B‖ ≤ 4ǫ⌈log2 n⌉.
The above inequailties (5) and (6) have some merit only if
ǫA < 1. Generally one would like to avoid the presence
of ‖fk‖ (or ‖f‖) inside the brackets in (5), (6). The most
desirable would be to have direct estimates of the form
‖fs‖ ≤ Cσs(f). Unfortunatelly in full generality such
estimates are not true even when we replace the constant
by a function of s.
Here is an appropriate example. Let x = 1√
n
∑n
j=1 ej ∈
R
2n so ‖x‖ = 1. Let us consider the dictionary consisting
of vectors: e1, . . . , en, ψj := ‖ej + βn−1/2x‖−1(ej +
βn−1/2x) for j = n+1, . . . , n+ s plus orthonormal vec-
tors which are orthonormal to all those to make a basis
in R2n. We take β = 4
√
n and s = ⌊ǫ√n⌋ . Then the
following are easy to check
• The mutual coherence is ≤ n−1/2.
• The Riesz constant of this basis is √ǫ so the dictio-
nary has RIP(2n,
√
ǫ)
• Orthogonal Matching Pursuit for vector x in first s
iterations chooses vectors ψj and only later chooses
vectors ej .
Thus we see that σn(x) = 0 while x−OMPk(x) 6= 0 for
k = n+ s− 1.
For dictionaries with mutual coherence η J. Tropp [7],
slightly improving estimate from [4], have proved
Theorem 3 If the dictionary has mutual coherence η then
‖fm‖ ≤ 8
√
mσm(f) form < (3η)
−1. (8)
Using this we obtain
Theorem 4 Let the dictionary Φ satisfies HRIP(k, δ).
Then form ≤ c/√k we have
‖f⌊m logm⌋‖ ≤ Cσm(f). (9)
Let us give a sketch of a proof which follows arguments
from [3]. We start with m ≤ c′√k for which (8) holds.
We set ml = m(2
l − 1) and we fix K ∼ k3/4. Using
HRIP we get that dictionary Φ satisfies RIP(2K, ǫ) with
Aǫ ≤ δk−1/8 ≤ βm−1/4. From Theorem 2 and (8) we
get
‖fm2‖2 ≤ C‖fm1‖(σm(f) +Aǫ‖fm1‖)
≤ C‖fm1‖(σm(f) + 8βm1/4σm(f))
≤ 8Cm1/2(1 + 8βm1/4)σ2m(f)
≤ C ′m3/4σ2m(f).
Thus we get ‖fm2‖ ≤
√
C ′m3/8σm(f). Repeating this
argument and carefully tracking constants we see that after
at most µ ∼ log logm steps we get the claim.
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Analogous result from [3] uses only mutual coherence and
in our case gives (9) for m ≤ c 3√k. The main drawback
of Theorem 4 is the limitation on m. It is clear from
the above sketch that this restriction is inherited from
Theorem 3. It is very unlikely that (8) can be substantially
improved using only mutual coherence. We believe
however that for dictionaries with RIP or HRIP one can
prove more. So let us state the following conjecture
Conjecture Assume that the dictionary satisfies
HRIP(k, δ). There exist constants C, c, α and β
(possibly depending on δ) such that for every f and for
m logαm ≤ ck we have
‖f⌊m logα m⌋‖ ≤ Cmβσm(f).
Let us note that it follows from Theorem 3 that there exists
a function ψ(k, δ) and constants C and β such that if the
dictionary satisfies HRIP(k, δ) then for every f ∈ H
‖fm‖ ≤ Cmβσm(f).
for m ≤ ψ(k, δ). (Clearly Theorem 3 gives β = 1/2 and
ψ(k, δ) ∼ √k). It would be interesting to know if ψ can
grow significantly faster than
√
k.
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Abstract:
We consider the recovery of jointly sparse multichannel
signals from incomplete measurements using convex re-
laxation methods. Worst case analysis is not able to pro-
vide insights into why joint sparse recovery is superior to
applying standard sparse reconstruction methods to each
channel individually. Therefore, we analyze an average
case by imposing a probability model on the measured sig-
nals. We show that under a very mild condition on the
sparsity and on the dictionary characteristics, measured
for example by the coherence, the probability of recov-
ery failure decays exponentially in the number of chan-
nels. This demonstrates that most of the time, multichan-
nel sparse recovery is indeed superior to single channel
methods.
1. Introduction
Recovery of sparse signals from a small number of mea-
surements is a fundamental problem in many different sig-
nal processing tasks such as image denoising [3], analog-
to-digital conversion [21, 11], radar, compression, inpaint-
ing, and many more. The recent framework of compressed
sensing (CS), founded in the works of Donoho [8] and
Candes [3], studies acquisition methods as well as effi-
cient computational algorithms that allow reconstruction
of a sparse vector x from linear measurements y = Ax,
where A is referred to as the measurement matrix. The
key observation is that y can be relatively short, and still
contain enough information to recover x.
Determining the sparsest vector x consistent with the data
y = Ax is generally an NP-hard problem [7]. To de-
termine x in practice, a multitude of efficient algorithms
have been proposed. The most extensively studied recov-
ery method by now is the ℓ1-minimization approach (Ba-
sis Pursuit). Greedy methods, such as simple thresholding
[23] or orthogonal matching pursuit (OMP) [26], are faster
in practice, but BP provides significantly better recovery
guarantees [10, 22].
The BP principle as well as greedy approaches have been
extended to the multichannel setup where the signal con-
sists of several channels [29, 30, 15, 6, 5, 20, 12, 13, 18].
Here one assumes that each channel is sparse and in ad-
dition that the channels have a small common support set.
In this situation the signals are called jointly sparse. A va-
riety of theoretical recovery results have been established
already in this setting. In [5] a recovery result was derived
for a mixed ℓp/ℓ1 program (multichannel BP) in which
the objective is to minimize the sum of the ℓp-norms of
the rows of the estimated matrix whose columns are the
unknown vectors.
Recovery results for the more general problem of block-
sparsity were developed in [13] based on the restricted
isometry property (RIP), and in [12] based on mutual co-
herence. In practice, multichannel reconstruction tech-
niques perform much better than recovering each channel
individually. However, the theoretical equivalence results
predict no performance gain. The reason is that these re-
covery results apply to all possible input signals, and are
therefore worst-case measurements. Clearly, if we input
the same signal to each channel, then no additional infor-
mation on the joint support is provided frommultiple mea-
surements. Therefore, in this worst-case scenario there is
no advantage for multiple channels.
In order to capture more closely the true underlying be-
havior of existing algorithms and observe a performance
gain when using several channels, we consider an aver-
age analysis. In this setting, the inputs are considered to
be random variables so that the case of identical inputs
in all channels has zero probability. The idea is to de-
velop conditions on the measurement matrix A such that
the inputs can be recovered with high probability given
a certain input distribution. Most existing recovery re-
sults focus on worst-case analysis. Recently, there have
been several papers that consider random ensembles. In
[25] random sub-dictionaries of A are considered and an-
alyzed. This allows to obtain results for BP with a single
input channel. In [23], average-case performance of single
channel thresholding was studied. These ideas were then
extended to twomultichannel recovery algorithms: thresh-
olding and simultaneous OMP (SOMP) [18, 17]. Under a
mild condition on the sparsity and on the matrix A, it was
shown that the probability of reconstruction failure decays
exponentially with the number of channels. In the present
paper we contribute to this line of research by adding an
average-case analysis of multichannel BP, that is mixed
ℓ2/ℓ1-minimization [30, 15, 13, 12].
We denote by AS the submatrix of A consisting of the
columns indexed by S ⊂ 1, . . . , N , while XS is the sub-
matrix of X consisting of the rows of X indexed by S.
The ℓth column of A is denoted by aℓ or Aℓ. The ℓp-norm
is denoted by ‖ · ‖p while ‖ · ‖F is the Frobenius norm.
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2. Multichannel ℓ1-minimization
We consider multichannel signal recovery where our goal
is to recover a jointly-sparse matrix X ∈ CN×L from n
linear measurements per channel. HereN denotes the sig-
nal length and L the number of channels, i.e., the number
of signals. We assume thatX is jointly k-sparse, meaning
that there are at most k rows in the matrix X that are not
identically zero. More formally, we define the support of
the matrixX as suppX =
⋃L
ℓ=1 suppXℓ, where the sup-
port of the ℓth column is suppXℓ = {j,Xjℓ 6= 0}. Our
assumption is that ‖X‖0 = k where ‖X‖0 is equal to the
size of the support. The measurements are given by
Y = AX, Y ∈ Cn×L, (1)
where A ∈ Cn×N is a given measurement matrix. Each
measurement vector Yℓ corresponds to a measurement of
the corresponding signal Xℓ.
The natural approach to determine X given Y is to solve
the problem
min
X
‖X‖0 such that AX = Y. (2)
However, (2) is NP hard in general [7]. Therefore, we
consider instead the convex relaxation [30, 15, 13] defined
by
min ‖X‖2,1 =
N∑
j=1
‖Xj‖2, subject to AX = Y, (3)
which promotes joint sparsity, as argued for instance in
[15]. In the single channel case L = 1 this is the usual BP
principle.
3. Worst Case Recovery Results
Recovery results for the program (3) were considered in
[5, 13, 12]. In particular, the lemma below is derived in
[5] and follows also from [12].
Proposition 3..1 Let S ⊂ 1, . . . , N and suppose that
‖A†Saℓ‖1 < 1 for all ℓ /∈ S, (4)
with A†S = (A
∗
SAS)
−1A∗S denoting the pseudo-inverse of
AS . Then (3) recovers all X ∈ CN×L with suppX = S
from Y = AX .
Assuming the columns of A are normalized, ‖aℓ‖2 = 1,
we can guarantee that (4) holds as long as the coherence µ
of A is small enough, where [9]
µ = max
j 6=ℓ
|〈aj , aℓ〉|. (5)
The following result follows from Proposition 3..1 or from
[12] by noting that the block coherence in this setting is
equal to µ/d.
Proposition 3..2 Assume that
(2k − 1)µ < 1. (6)
Then (3) recovers all X with ‖X‖0 ≤ k from Y = AX .
Note that in both of the cited results the conditions do not
depend on the number of channels. Indeed, under the same
conditions as in Propositions 3..1 and 3..2, it is shown in
[26] that BP will recover a single k-sparse vector. There-
fore, if (4) holds, then instead of solving (3) we may as
well use BP on each of the columns of Y .
The coherence is lower bounded by µ ≥
√
N−n
n(N−1)
[24]. The lower bound behaves like 1/
√
n for large N ,
which limits the Proposition 3..2 to maximal sparsities
k = O(√n). To improve on this we can generalize ex-
isting recovery results [3, 2] based on RIP to the multi-
channel setup. The next proposition follows from [13]:
Proposition 3..3 AssumeX ∈ Cn×N with δ2k <
√
2−1,
where δ2k is the smallest constant δ such that
(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22,
for all vectors x that are 2k-sparse. Let X ∈ CN×L,
Y = AX , and let X be the minimizer of (3). Then
‖X −X‖F ≤ Ck−1/2‖X − Xˆ(k)‖1,2
where C is a constant, ‖X‖F =
√
Tr(X∗X) is the
Frobenius norm of X , ‖X‖1,2 =
∑N
j=1 ‖Xj‖2, and
Xˆ(k) denotes the best k-term approximation of X , i.e.,
supp Xˆ(k) consists of the indices corresponding to the k
largest row norms ‖Xℓ‖2. In particular, recovery is exact
if | suppX| ≤ k.
It is well known that Gaussian and Bernoulli random ma-
trices A ∈ Rn×N satisfy δ2k ≤
√
2 − 1 with high proba-
bility as long as [1, 4]
n ≥ Ck log(N/k). (7)
Therefore, Proposition 3..3 allows for a smaller number of
measurements. However, there is still no dependency on
the number of channels. Indeed, under the same RIP con-
dition BP will recover a single k-sparse vector and there-
fore, as before, BP may as well be applied to each of the
columns of Y individually.
4. Average Case Analysis
Intuitively, we would expect multichannel sparse recov-
ery to perform better than single channel recovery. How-
ever, in the worst case setting this is not true as already
suggested by the results cited above. The reason is very
simple. If each channel carries the same signal, Xℓ = x
for ℓ = 1, . . . , L, then also the components of Y = AX
are all the same and we do not have more information on
the support ofX than provided by a single component Yℓ.
This can indeed be proven rigorously.
Proposition 4..1 Suppose there exists a k-sparse vector
x ∈ RN that ℓ1-minimization is not able to recover from
y = Ax. Then there exists a k-sparse multichannel signal
X ∈ RN×L for which mixed ℓ2/ℓ1-minimization fails on
Y = AX .
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For the simple proof we refer to the journal version [14].
Realizing that (3) is not more powerful than usual BP in
the worst case, we seek an average-case analysis. This
means that we impose a probability model on the k-sparse
X . In particular, as in [18], we will assume that on the k-
sparse support set S the coefficients ofX are independent
and follow a normal distribution,
XS = ΣΦ (8)
where Σ = diag(σj , j ∈ S) ∈ Rk×k is an arbitrary di-
agonal matrix with non-zero diagonal elements σj , while
Φ ∈ Rk×L is a Gaussian random matrix, i.e., all entries
are independent standard normal random variables. Note
that taking Σ to be the identity matrix results in a standard
Gaussian random matrix, while taking arbitrary non-zero
σj’s on the diagonal of Σ allows for different variances.
The following recovery condition is instrumental in prov-
ing average case recovery results for multichannel BP. It
generalizes results of [27, 16] for the monochannel case.
In order to introduce we need to introduce the sign sgn(X)
of a signal matrix,
sgn(X)ℓj =
{
Xℓj
‖Xℓ‖2
, ‖Xℓ‖2 6= 0;
0, ‖Xℓ‖2 = 0.
Proposition 4..2 Let X ∈ CN×L with suppX = S and
assume AS to be non-singular. If
‖ sgn(XS)∗A†Saℓ‖2 < 1 for all ℓ /∈ S (9)
then X is the unique minimizer of (3).
Combining the above proposition with a concentration in-
equality for sums of independent random variables that are
uniformly distributed on the sphere [19], we arrive at the
following average case recovery result for multichannel
BP.
Theorem 4..3 Let S ⊂ {1, . . . , N} be a set of cardinality
k and let X ∈ RN×L with suppX ⊂ {1, . . . , N} such
that the coefficients on S are given by (8) with some diag-
onal matrix Σ ∈ Rk×k. If
‖A†Saℓ‖2 ≤ α < 1 for all ℓ /∈ S, (10)
then with probability at least
1−N exp
(
−L
2
(α−2 − log(α−2)− 1)
)
(11)
(3) recovers X from Y = AX .
The proof of the theorem will appear in the journal ver-
sion [14]. For α < 1 we are guaranteed that the exponent
has a negative argument, and therefore the error decays ex-
ponentially in L. We note that for the monochannel case
L = 1, Theorem 4..3 is contained implicitly in [28, Theo-
rem 13]. The appearance of the 2-norm in (10) instead of
the 1-norm as in (4) makes the condition of the theorem
weaker than worst-case estimates.
Let us finally state conditions on the matrix A and the
sparsity level k ensuring that ‖A†Saℓ‖2 is small, which is
needed in order to apply Theorem 4..3.
Proposition 4..4 Suppose A has restricted isometry con-
stant δk+1 ≤ δ < 1/2. If S ⊂ {1, . . . , N} has cardinality
k then
‖A†Saℓ‖2 ≤
δ
1− δ < 1 for all ℓ /∈ S.
Note that in contrast to the worst case result in Proposition
3..3 where a condition on δ2k is needed, we only require
that δk+1 is small, which is clearly weaker. For random
matrices A we have the following bound on ‖A†Saℓ‖2.
Proposition 4..5 Let S ⊂ {1, . . . , N} be a set of cardi-
nality k and suppose that A ∈ Rn×N is drawn at random
according to a Gaussian or Bernoulli distribution. Then
‖A†Saℓ‖2 ≤ δ for all ℓ /∈ S
with probability at least 1− ǫ provided that
n ≥ Cδ−2[(k + 1) ln(1 + 12/δ) + ln(2N/ǫ)]. (12)
The constant C is no larger than 162/7 ≈ 23.1.
Note that the log-factor in (12) enters only as an additive
term, while in (7) it appears as multiplicative factor.
5. Conclusion
Our main result is that under mild conditions on the spar-
sity and measurement matrix, the probability of failure of
multichannel BP (3) decays exponentially with the num-
ber of channels. To develop this result we assumed a
probability model on the non-zero coefficients of a jointly
sparse signal. This shows that multichannel BP outper-
forms single channel BP applied to each channel individ-
ually, on average. Proofs of our theorems, together with
improved results for simple thresholding and numerical
experiments will appear in [14].
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Abstract: In this paper, we formulate the problem of sam-
pling sparse signals in fractional Fourier domain. The
fractional Fourier transform (FrFT) can be seen as a gen-
eralization of the classical Fourier transform. Extension
of Shannon’s sampling theorem to the class of signals
which are fractional bandlimited shows its association to
a Nyquist-like bound. Thus proving that signals that have
a non-bandlimited representation in FrFT domain cannot
be sampled. We prove that under suitable conditions, it is
possible to sample sparse (in time) signals by using the Fi-
nite Rate of Innovation (FRI) signal model. In particular,
we propose a uniform sampling and reconstruction proce-
dure for a periodic stream of Diracs, which have a non-
bandlimited representation in FrFT domain. This gener-
alizes the FRI sampling and reconstruction scheme in the
Fourier domain to the FrFT domain.
1. Introduction
Shannon’s sampling theorem [1] provides access to the
digital world. Our understanding of this sampling theorem
together with the reconstruction formula is solely based
on the frequency content of the signal of interest. This is
where the indispensable Fourier transform comes into the
picture.
Almeida [2] introduced the fractional Fourier transform
or the FrFT–a generalization of the Fourier transform–to
the signal processing community in 1994. The general-
ization of the Fourier transform by FrFT has several inter-
esting consequences from the signal processing perspec-
tive. For instance, non-bandlimited signals in the Fourier
domain can still have a compactly supported representa-
tion in FrFT domain [3], when dealing with non stationary
distortions, the FrFT based filters can perform better than
Fourier domain based filters (in sense of mean square er-
ror) [4] etc. To give the reader an idea about the growing
popularity of FrFT, it would be worth mentioning that on
at least eight occasions including, [3, 5, 6, 7, 8, 9, 10, 11],
Shannon’s sampling theorem [1, 12] was independently
extended to the class of fractional bandlimited signals. In
[13], the FrFT of a signal or a function, say x(t), is defined
by
x̂θ (ω) = FrFT{x(t)} =
∫
x(t)Kθ(t, ω)dt (1)
where
Kθ(t, ω)
def
=


√
1−j cot θ
2pi e
j t
2+ω2
2
cot θ−jωt csc θ, θ 6= pπ
δ(t− ω), θ = 2pπ
δ(t + ω), θ + π = 2pπ
(2)
is the transformation kernel, parametrized by the frac-
tional order θ ∈ R and p is some integer.
The FrFT of a time-frequency representation e.g. Gabor
Transform results in rotation of the plane by the fractional
order of the FrFT [2]. Thus, we denote fractional order by
θ and from now on, we will use fractional order and angle
interchangeably. The inverse-FrFT with respect to angle θ
is the FrFT at angle −θ, given by,
x(t) =
∫
∞
−∞
x̂θ (ω)K−θ (t, ω) dω. (3)
Whenever θ = π/2, (1) collapses to the classical Fourier
transform definition. A direct consequence of the gener-
alization of the Fourier transform by the FrFT results in a
modification in the idea of bandlimitedness. Its impact is
visible in the change that manifests in Shannon’s sampling
theorem for fractional bandlimited signals [11], which is
stated in Theorem 1.
Theorem 1 (Shannon–FrFT). Let x(t) be a continuous-
time signal. If the spectrum of x(t), i.e. x̂θ(ω) is frac-
tional bandlimited to ωm which means, x̂θ(ω) = 0, when
|ω| > ωm, then x(t) is completely determined by giv-
ing its ordinates at a series of equidistant points spaced
T = pi
ωm
sin θ seconds apart.
This theorem has an equivalence to the Shannon’s sam-
pling theorem for θ = π/2. The reconstruction formula
for fractional bandlimited signals is given in [11],
x(t) = λ∗θ (t)
∑
n∈Z
λθ (nT )x(nT )sinc ((t− nT )ωm csc θ)
(4)
where λθ (·)
def
= ej(·)
2 cot θ
2 is a domain independent chirp
modulation function and the ‘*’ in the superscript denotes
complex conjugation. If x˜ (t) is the approximation of
x(t), then ‖x˜ (t) − x(t)‖2 = 0 when ωm 6 ωs2 sin θ–the
Nyquist rate for FrFT–where ωs = 2π/T is the sampling
frequency. Note that all the aforementioned results are
equivalent to Shannon’s sampling theorem with respect to
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Fourier domain for θ = π/2. Theorem 1 (for FrFT) has
a striking similarity with the Shannon’s sampling theorem
(for FT), in that, sampling non-bandlimited signals is im-
possible. Consider Dirac’s delta function or δ(t). Using
(2), we have,
δ̂θ(ω) = FrFT {δ (t)} =
√
1−j cot θ
2pi λθ (ω) (5)
which is a non-bandlimited function (and least sparse
when compared to the time-domain counterpart) and thus,
Theorem 1 fails to answer the following question: If x(t)
is a fractional non-bandlimited signal, then, how can we
sample and reconstruct such a signal? To make this state-
ment clear, we introduce the fractional convolution opera-
tor, which is denoted by ‘∗θ ’. Accordingly, filtering x(t)
by a filter, h(t), in ‘fractional sense’ 1 is equivalent to [14],
x(t)∗θh(t) =
√
1−j cot θ
2pi λ
∗
θ(t)·([x(t)λθ(t)] ∗ [h(t)λθ(t)])
(6)
where ‘∗’ denotes the usual convolution operator. In light
of this definition, we wish to address the problem of re-
covering parsimonious x(t) from the samples of its fil-
tered version, i.e., y(nT ) = x(t) ∗θ h(t)|t=nT , n ∈ Z.
This problem has a natural/strong link with that of sparse
sampling [15, 16, 17]. The Heisenberg-Gabor uncertainty
principle for the FrFT [18] (a generalization of the Fourier
duality) asserts that the product of spreads of x̂θ (ω) and
x(t) has a lower bound which is proportional to sin
2 θ
4 (as-
suming that ‖x‖ = 1). This implies that sparsity in one
domain will lead to loss of compact support in canonically
conjugate domain.
Our contribution in this article is to propose a sampling
and reconstruction scheme for signals which have a sparse
representation in time domain and whose fractional spec-
trum is non-bandlimited. We model our sparse signal as
a continuous periodic stream of Diracs which is being
observed by an acquisition device which deploys a sinc-
based filter.
The paper is organized as follows: We assume that the
reader is familiar with basic ideas outlined in [12, 16, 17].
In Section II, we introduce our sparse signal model and
the definition of the fractional Fourier series (FrFS). Us-
ing these as preliminaries, in Section III, we derive an
equivalent representation of our signal in FrFT domain.
In Section IV, we discuss the sampling theorem and its
completeness and Section V is the conclusion.
2. Preliminaries
2.1 Sparse Signal Model
We model our sparse signal as a periodic stream of K
Diracs, i.e.
x(t) =
K−1∑
k=0
ck
∑
n∈Z
δ(t− tk − nτ) (7)
1We adhere to this modified definition of convolution opera-
tor as it inherits the fractional Fourier duality property, in that,
FrFT {x(t) ∗θ h(t)} = λ∗θ(ω) · x̂θ(ω)ĥθ(ω), which does not hold for
the FrFT of x(t) ∗ h(t) unless θ = pi
2
.
with period τ , weights {ck}K−1k=0 and arbitrary shifts,
{tk}
K−1
k=0 ⊂ [0, τ). In sense of [16], the signal has 2K
degrees of freedom per period and the rate of innovation
being ρ = 2K
τ
. From now on, the signal x(t) will denote
the stream of Diracs.
2.2 Fractional Fourier Series (FrFS)
Periodic signals can be expanded in FrFT domain as a
fractional Fourier series or FrFS [19]. The FrFS of a peri-
odic signal, say x(t), can be written as,
x(t) =
∑
m∈Z
x̂θ[m]Φθ(m, t) (8)
where,
Φ∗θ(m, t) =
√
sin θ − j cos θ
τ
ej
t
2+(2pim sin θ/τ)2
2 cot θ−j2pimt/τ
constitutes the basis for FrFS expansion for a τ -periodic
x(t). The FrFS coefficients are given by,
x̂θ[m] =
∫
〈τ〉
x(t)Φ∗θ(m, t)dt = 〈x,Φθ(m, ·)〉 (9)
where 〈τ〉 denotes the integral width and 〈a, b〉 =∫
a(t)b∗(t)dt denotes the inner product. The well-known
Fourier series (FS) is just a special case of FrFS for θ = pi2 .
3. Stream of Diracs in Fractional Fourier
Domain
In Fourier analysis, the Poisson summation formula (PSF)
plays an important role. It is a well-known fact that a
stream of Diracs (Dirac comb) in time-domain is another
stream of Diracs in Fourier domain. In this subsection, we
will derive the equivalent representation of Dirac comb in
FrFT domain. This can be seen as a generalization of the
Poisson summation formula for Dirac comb in FrFT do-
main.
Theorem 2. Let
∑
n∈Z δ(t− nτ) be a Dirac comb, then
∑
n∈Z
δ (t− nτ)
FrFT
←→
1
τ
√
2pi
1−j cot θ
∑
k∈Z
δ̂θ [kω0 sin θ] e
−j
(
t2+
(kω0 sin θ)
2
2
)
cot θ+jkω0t
where ω0 = 2piτ .
Proof. Let s(t) def= ∑n∈Z δ(t− nτ). The proof is done
by expanding s(t) in FrFS basis or,
s(t) =
∑
k∈Z
〈s,Φθ〉︸ ︷︷ ︸
ŝθ[k]
Φθ (k, t). (10)
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The coefficients of this expansion are given by,
ŝθ [k]
(9)
= 〈s,Φθ (k, t)〉
=
κ (θ)√
τ
t0+τ∫
t0
s (t) Φ∗θ (k, t) dt, ∀t0 ∈ R
=
κ (θ)√
τ
τ/2∫
−τ/2
δ (t) ej(t
2+(kω0 sin θ)
2/2) cot θ−jkω0tdt
(since s(t+ τ) = s(t) and s(t) = δ (t) , t ∈ [−τ2 , τ2 ])
=
κ (θ)√
τ
ej((kω0 sin θ)
2/2) cot θ
(5)
=
κ (θ)√
τ
√
2π
1− j cot θ δ̂θ [kω0 sin θ] (11)
where κ (θ) =
√
sin θ − j cos θ. Back substitution of (11)
in (10) results in,
s(t) =
1
τ
√
2pi
1−j cot θ
×
∑
k∈Z
δ̂θ [kω0 sin θ] e
−j
(
t2+
(kω0 sin θ)
2
2
)
cot θ+jkω0t
.
This concludes the proof. 
For sake of convenience, we will assume that the constant√
1−j cot θ
2pi has been absorbed in τ . Note that at θ =
pi
2 ,
s(t) = 1
τ
∑
k∈Z e
jkω0t which is the result of applying the
PSF on s(t) in Fourier domain. Our immediate goal now
is to derive the FrFS equivalent of x(t) in (7). Since x(t)
is a linear combination of some s(t) delayed by some time
shift tk, it will be useful to recall shift property of FrFT [2]
which states that,
FrFT {s (t− tk)}
= ŝθ (ω − tk cos θ) ej
1
2 t
2
k
sin θ cos θ−jωtk sin θ. (12)
Therefore, call x(t) =
∑K−1
k=0 ck · sk(t) where sk(t) is the
time-shifted version of s(t) with shift parameter tk. Using
Theorem 2 and the shift-property of FrFT, we have,
sk(t) =
∑
n∈Z
δ(t− tk − nτ)
(8)
=
∑
m∈Z
FrFT{ δ(t− tk)} |ω=mω0 sin θΦθ (m, t)
(12)
=
1
τ
∑
m∈Z
ej
cot θ
2 (t
2
k
−t2)+jmω0(t−tk)︸ ︷︷ ︸
PSF for Dirac Comb in FrFT
.
Having obtained the FrFT-version of sk(t), we can write,
x(t) =
K−1∑
k=0
ck ·
∑
n∈Z
δ(t− tk − nτ)
=
K−1∑
k=0
ck
∑
m∈Z
ej
cot θ
2 (t
2
k
−t2)+jmω0(t−tk)
= e−jt
2 cot θ
2
∑
m∈Z
1
τ
(
K−1∑
k=0
cke
j cot θ2 (t
2
k)−jmω0tk
)
︸ ︷︷ ︸
p[m]
ej
2pim
τ
t.
Note that x(t) is non-bandlimited, however, it can be com-
pletely described by the knowledge of p[m] which in turn
can be expanded as a linear combination of K complex
exponentials.
4. Sampling and Reconstruction of Sparse
Signals in Fractional Fourier Domain
We assume that a sinc–based kernel is used to pre-
filter x(t). In particular, we let the sampling ker-
nel to be ϕn(t) = e−j
cot θ
2 t
2
sinc(t − nT ). Inte-
ger translates of ϕn(t) form an orthonormal basis and
the FrFT of ϕ(t)(= ϕ0(t)) is given by ϕ̂θ(ω) =√
1−j cot θ
2pi
(
e−j
cot θ
2 ω
2
)
rect(ω/2π). In light of the def-
inition in (6), prefiltering the input signal x(t) with the
kernel/low-pass filter ϕ(−t) and sampling can be written
as, y (nT ) = x(t) ∗θ ϕ(−t)|t=nT . The main result is in
the form of the following theorem.
Theorem 3. Let x(t) be a τ -periodic stream of Diracs
weighted by coefficients {ck}K−1k=0 and locations {tk}K−1k=0
with finite rate of innovation ρ = 2K
τ
. Let the sampling
kernel/prefilter ϕ(t) be an ideal low-pass filter which has
fractional bandwidth [−Bπ,Bπ], where B is chosen such
that B ≥ ρ. If the filtered version of x(t), i.e. y(t) =
x(t) ∗θ ϕ(−t) is sampled uniformly at locations t = nT ,
n = 0, . . . , N − 1 then the samples,
y (nT ) = x(t) ∗θ ϕ (−t)|t=nT , n = 0, . . . , N − 1,
are a sufficient characterization of x(t), provided that
N ≥ 2Mθ + 1 and Mθ =
⌊
Bτ csc θ
2
⌋
.
Proof. Using the following FrFT pair,√
1−j cot θ
2pi λ
∗
θ (ω) · rect( ω2piB )
FrFT←→
(B csc θ)λ∗θ (t) sinc (Bt csc θ)
we define our sampling kernel as,
ϕB(t− nT ) = λ∗θ (t)ϕ (B csc θ (t− nT ))
which is compactly supported over [−Bπ,Bπ]. Prefilter-
ing and sampling x(t) results in,
y (nT ) = x(t) ∗θ ϕ (−t)|t=nT , n = 0, . . . , N − 1
=
λ∗θ (nT )
τ
∑
m∈Z
p[m]
×
〈
ej
2pim
τ
t, (B csc θ) sinc ((B csc θ) (t− nT ))
〉
.
The inner product in the above step is further simplified
using the Fourier integral,〈
ej
2pim
τ
t, (B csc θ) sinc ((B csc θ) (t− nT ))
〉
=
rect( m
Bτ csc θ )e
j 2pim
τ
(nT ).
We can therefore conclude that,
y (nT ) =
λ∗θ (nT )
τ
∑
m∈Z
p[m] rect( m
Bτ csc θ )e
j 2pim
τ
(nT )
=
λ∗θ (nT )
τ
Mθ∑
m=−Mθ
p[m]ej
2pim
τ
(nT ), n = 0, . . . , N − 1
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Figure 1: Sampling and reconstruction of periodic stream of Diracs in FrFT domain.
where Mθ =
⌊
Bτ csc θ
2
⌋
.
Signal reconstruction from its samples: Call p[m] =∑K−1
k=0 aku
m
k – a linear combination of K-complex ex-
ponentials, uk = λ∗π/2
(√
ω0tk
)
with weights ak =
ck · λθ (tk). The problem of calculating {ak}K−1k=0
and {uk}K−1k=0 is based on finding a suitable polyno-
mial A(z) =
∏K−1
k=0
(
1− ukz−1
)
whose inverse z-
transform yields the annihilating filter coefficients, A[m]
which annihilate p[m]. In matrix notation, finding A[m]
is equivalent to finding a corresponding vector A that
forms a null space of a suitable submatrix of p[m]
i.e. P(2Mθ−K+1)×(K+1) – which is essentially the set
Null(P) =
{
A ∈ RK+1 : P · A = 0}. For details of this
computation, the reader is referred to (cf. Pg. 1427, [16]).
Figure 1 shows the layout of this algorithm. 
5. Conclusion
We presented a scheme for sampling and reconstruction
of sparse signals in fractional Fourier domain. A direct
consequence of modeling our signal of interest as a Finite
Rate of Innovation signal, is that, the outcome bears an
acute resemblance with the results previously derived, for
the Fourier domain case. This simplifies the problem to
the extent that reconstruction strategy remains unchanged
and as we have shown, one can obtain the precise locations
and amplitudes of the stream of Diracs using the annihi-
lating filter method. Since time and frequency domains
are special cases of the FrFT domain, it turns out that the
number of values (Mθ) required for exact reconstruction
of time domain signal depends on the chirp rate of trans-
formation, i.e. θ.
References:
[1] C. E. Shannon. Communications in the presence of noise.
Proc. of the IRE, 37:10–21, January 1949.
[2] L. B. Almeida. The fractional Fourier transform and
time-frequency representations. IEEE Trans. Signal Proc.,
42(11):3084–3091, Nov 1994.
[3] X. G. Xia. On bandlimited signals with fractional Fourier
transform. IEEE Signal Proc. Letters, 3(3):72–74, Mar
1996.
[4] A. Kutay, H. M. Ozaktas, O. Ankan, and L. Onural. Op-
timal filtering in fractional Fourier domains. IEEE Trans.
Signal Proc., 45(5):1129–1143, May 1997.
[5] A. I. Zayed. On the relationship between the Fourier and
fractional Fourier transforms. IEEE Signal Proc. Letters,
3(12):310–311, Dec 1996.
[6] T. Erseghe, P. Kraniauskas, and G. Carioraro. Unified
fractional Fourier transform and sampling theorem. IEEE
Trans. Signal Proc., 47(12):3419–3423, Dec 1999.
[7] A. I. Zayed and A. G. Garcı´a. New sampling formulae for
the fractional Fourier transform. Signal Proc., 77(1):111–
114, 1999.
[8] A. G. Garcı´a. Orthogonal sampling formulas: A unified
approach. SIAM Rev., 42(3):499–512, 2000.
[9] C¸. Candan and H. M. Ozaktas. Sampling and series expan-
sion theorems for fractional Fourier and other transforms.
Signal Proc., 83(11):2455–2457, 2003.
[10] R. Torres, P. F. Pellat, and Y. Torres. Sampling theorem for
fractional bandlimited signals: A self-contained proof. ap-
plication to digital holography. IEEE Signal Proc. Letters,
13(11):676–679, Nov. 2006.
[11] R. Tao, B. Deng, Z.-Q. Wei, and Y. Wang. Sampling and
sampling rate conversion of band limited signals in the
fractional Fourier transform domain. IEEE Trans. Signal
Proc., 56(1):158–171, Jan. 2008.
[12] M. Unser. Sampling-50 years after Shannon. Proc. IEEE,
88(4):569–587, 2000.
[13] H. M. Ozaktas and M. A. Kutay. Introduction to the frac-
tional Fourier transform and its applications. Academic
Press, 1999.
[14] P. Kraniauskas, G. Cariolaro, and T. Erseghe. Method for
defining a class of fractional operations. IEEE Trans. Sig-
nal Proc., 46(10):2804–2807, Oct 1998.
[15] P. Marziliano. Sampling innovations. PhD thesis, EPFL,
Switzerland, 2001.
[16] M. Vetterli, P. Marziliano, and T. Blu. Sampling signals
with finite rate of innovation. IEEE Trans. Signal Proc.,
50(6):1417–1428, Jun 2002.
[17] T. Blu, P.-L. Dragotti, M. Vetterli, P. Marziliano, and
L. Coulot. Sparse sampling of signal innovations. IEEE
Signal Proc. Mag., 25(2):31–40, March 2008.
[18] S. Shinde and V. M. Gadre. An uncertainty principle for
real signals in the fractional Fourier transform domain.
IEEE Trans. Signal Proc., 49(11):2545–2548, Nov 2001.
[19] S. C. Pei, M. H. Yeh, and T. L. Luo. Fractional Fourier
series expansion for finite signals and dual extension to
discrete-time fractional Fourier transform. IEEE Trans.
Signal Proc., 47(10):2883–2888, Oct 1999.
SAMPTA'09 153
Estimating Signals With Finite Rate of
Innovation From Noisy Samples:
A Stochastic Algorithm
Vincent Y. F. Tan and Vivek K Goyal
Massachusetts Institute of Technology, Cambridge, MA 02139 USA
vtan@mit.edu, vgoyal@mit.edu
Abstract:
As an example of the concept of rate of innovation, signals
that are linear combinations of a finite number of Diracs
per unit time can be acquired by linear filtering followed
by uniform sampling. However, in reality, samples are
not noiseless. In a recent paper, we introduced a novel
stochastic algorithm to reconstruct a signal with finite rate
of innovation from its noisy samples. Even though vari-
ants of this problem has been approached previously, sat-
isfactory solutions are only available for certain classes of
sampling kernels, for example kernels which satisfy the
Strang–Fix condition. In our paper, we considered the
infinite-support Gaussian kernel, which does not satisfy
the Strang–Fix condition. Other classes of kernels can be
employed. Our algorithm is based on Gibbs sampling, a
Markov chain Monte Carlo (MCMC) method. This paper
summarizes the algorithm and provides numerical simula-
tions that demonstrate the accuracy and robustness of our
algorithm.
1. Introduction
The celebrated Nyquist–Shannon sampling theorem [4, 6]
states that a signal x(t) known to be bandlimited to Ωmax
Hz is uniquely determined by samples of x(t) spaced
1/(2Ωmax) sec apart. The textbook reconstruction proce-
dure is to feed the samples as impulses to an ideal lowpass
(sinc) filter. Furthermore, if x(t) is not bandlimited or the
samples are noisy, introducing pre-filtering by the appro-
priate sinc sampling kernel gives a procedure that finds the
orthogonal projection to the space of Ωmax-bandlimited
signals. Thus the noisy case is handled by simple, linear,
time-invariant processing.
Sampling has come a long way since the sampling theo-
rem, but until recently the results have mostly applied only
to signals contained in shift-invariant subspaces [9]. Mov-
ing out of this restrictive setting, Vetterli et al. [10] showed
that it is possible to develop sampling schemes for certain
classes of non-bandlimited signals that are not subspaces.
As described in [10], for reconstruction from samples it is
necessary for the class of signals to have finite rate of in-
novation (FRI). The paradigmatic example is the class of
signals expressed as
x(t) =
∑
k
ckφ(t− tk) (1)
where φ(t) is some known function. For each term in the
sum, the signal has two real parameters ck and tk. If the
density of tks (the number that appear per unit of time) is
finite, the signal has FRI. It is shown constructively in [10]
that the signal can be recovered from (noiseless) uniform
samples of x(t)∗h(t) (at a sufficient rate) when φ(t)∗h(t)
is a sinc or Gaussian function. Results in [2] are based on
similar reconstruction algorithms and greatly reduce the
restrictions on the sampling kernel h(t).
In practice, though, acquisition of samples is not a noise-
less process. For instance, an analog-to-digital converter
(ADC) has several sources of noise, including thermal
noise, aperture uncertainty, comparator ambiguity, and
quantization [11]. Hence, samples are inherently noisy.
This motivates our central question: Given the signal
model (i.e. a signal with FRI) and the noise model, how
well can we approximate the parameters that describe the
signal and hence the signal itself? In this work, we ad-
dress this question by developing a novel algorithm to re-
construct the signal from the noisy samples. The main
contribution is to show that a stochastic approach can ef-
fectively circumvent the ill-conditioning of algebraic tech-
niques.
This paper is an abridged version of [7], where many ad-
ditional details can be found.
2. Problem Definition and Notation
The basic setup is shown in Fig. 1. As mentioned in the
introduction, we consider a class of signals characterized
by a finite number of parameters. In this paper, similar
to [2, 3, 10], the class is the weighted sum of K Diracs
x(t) =
K∑
k=1
ckδ(t− tk). (2)
(The use of a Dirac delta simplifies the discussion. It can
be replaced by a known pulse φ(t) and then absorbed into
the sampling kernel h(t), yielding an effective sampling
kernel φ(t) ∗ h(t).) The signal to be estimated x(t) is
filtered using a Gaussian lowpass filter
h(t) = exp
(
−
t2
2σ2
h
)
(3)
with width σh to give the signal z(t). Even though h(t)
does not have compact support, it can be well approxi-
mated by a truncated Gaussian, which does have compact
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 h(t) +
 T
y[n]
z[n]z(t)
x(t)
e[n]
C/D
Figure 1: Block diagram showing our problem setup. x(t)
is a signal with FRI given by (2) and h(t) is the Gaussian
filter with width σh given by (3). e[n] is i.i.d. Gaussian
noise with standard deviation σe and y[n] are the noisy
samples. From y[n] we will estimate the parameters that
describe x(t), namely {(ck, tk)}Kk=1, and σe, the standard
deviation of the noise.
support. The filtered signal z(t) is sampled at rate of 1/T
Hz to obtain z[n] = z(nT ) for n = 0, 1, . . . , N − 1.
Finally, additive white Gaussian noise (AWGN) e[n] is
added to z[n] to give y[n]. Therefore, the whole acqui-
sition process from x(t) to {y[n]}N−1
n=0 can be represented
by the modelM
M : y[n] =
K∑
k=1
ck exp
(
−
(nT − tk)
2
2σ2
h
)
+ e[n] (4)
for n = 0, 1, . . . , N − 1. The amount of noise added is a
function of σe. We define the signal-to-noise ratio (SNR)
in dB as
SNR
△
= 10 log10
( ∑
N−1
n=0 |z[n]|
2∑N−1
n=0 |z[n]− y[n]|
2
)
dB. (5)
In the sequel, we will use boldface to denote vectors. In
particular,
y = [y[0], y[1], . . . , y[N − 1]]⊤, (6)
c = [c1, c2, . . . , cK ]
⊤, (7)
t = [t1, t2, . . . , tK ]
⊤. (8)
We will be measuring the performance of our reconstruc-
tion algorithms by using the normalized reconstruction er-
ror
E
△
=
∫∞
−∞
|zest(t)− z(t)|
2 dt∫∞
−∞
|z(t)|2 dt
, (9)
where zest(t) is the reconstructed version of z(t). By con-
struction E ≥ 0 and the closer E is to 0, the better the re-
construction algorithm. The problem can be summarized
as: Given y = {y[n] |n = 0, . . . , N − 1} and the model
M, estimate the parameters {(ck, tk)}Kk=1. Also estimate
the noise variance σ2
e
.
Ideally, we would like to minimize E in (9) directly, but
this does not seem to be tractable since the dependence
of y[n] on {tk}Kk=1 is highly nonlinear. Thus, we pro-
pose the use of a stochastic algorithm (known as the Gibbs
sampler) for the maximum likelihood (ML) estimation of
{tk}
K
k=1. The Gibbs sampler is a proxy for minimizing E .
This is followed by linear least squared error (LLSE) esti-
mation of {ck}Kk=1 as a tractable and effective means for
approximate minimization of E .
3. Presentation of the Gibbs Sampler
The algorithm introduced in [7] is a stochastic opti-
mization procedure based on Gibbs sampling to es-
timate θ = {c, t, σe}. Detailed derivations and a
self-contained introduction to Gibbs sampling are given
in [7], and code written in MATLAB can be found at
http://web.mit.edu/∼vtan/frimcmc. Here, we merely sum-
marize the main steps of the algorithm and the intuition
behind Gibbs sampling.
The overall procedure is given in Algorithm 1. The algo-
rithm uses Gibbs sampling (Algorithm 2) to estimate the
set of Dirac positions {tk}Kk=1. It then uses a least-squares
procedure to estimate the weights {ck}Kk=1. The basic idea
of Gibbs sampling is to exploit the fact that it is easier to
compute samples drawn approximately according to the
posterior distribution of the parameters given the data than
it is to directly minimize E . This is true when one can
analytically determine the conditional distribution of one
parameter given the remaining parameters and the data.
(The required derivations are presented in [7].) After a
number of iterations Ib called the burn-in period, samples
drawn through Gibbs sampling can be treated as if they
are drawn from the true posterior. Thus, samples drawn
in I additional iterations can be averaged to obtain a good
approximation of the mean of the posterior distribution.
Algorithm 1 Parameter Estimation and Signal Recon-
struction Algorithm
Require: Data y, ModelM
1: Obtain estimates {tˆk}Kk=1 and σˆe using the Gibbs
sampler detailed in Algorithm 2 with the data y and
the modelM given in (4).
2: Obtain estimates {cˆk}Kk=1 using a linear least squares
estimation procedure and {tˆk}Kk=1 from the Gibbs
sampler.
3: Compute zest(t) = xˆ(t) ∗ h(t) given the parameters
{(cˆk, tˆk)}
K
k=1 and the known pulse h(t).
4: Compute reconstruction error E given in (9).
Algorithm 2 The Gibbs Sampling Algorithm
Require: y, I, Ib,θ(0) = {c(0), t(0), σ(0)e }
1: for i← 1 : I + Ib do
2: c(i)1 ∼ p(c1|c
(i−1)
2 , c
(i−1)
3 , . . . , c
(i−1)
K
, t(i−1)σ
(i−1)
e )
3: c(i)2 ∼ p(c2|c
(i)
1 , c
(i−1)
3 , . . . , c
(i−1)
K
, t(i−1)σ
(i−1)
e )
4:
.
.
. ∼
.
.
.
5: c(i)
K
∼ p(cK |c
(i)
1 , c
(i)
2 , . . . , c
(i)
K−1, t
(i−1), σ
(i−1)
e )
6: t(i)1 ∼ p(t1|c
(i), t
(i−1)
2 , t
(i−1)
3 , . . . , t
(i−1)
K
, σ
(i−1)
e )
7: t(i)2 ∼ p(t2|c
(i), t
(i)
1 , t
(i−1)
3 , . . . , t
(i−1)
K
, σ
(i−1)
e )
8:
.
.
. ∼
.
.
.
9: t(i)
K
∼ p(tK |c
(i), t
(i)
1 , t
(i)
2 , . . . , t
(i)
K−1, σ
(i−1)
e )
10: σ(i)e ∼ p(σe|c(i), t(i))
11: end for
12: Compute θˆMMSE using least squares
13: return θˆMMSE
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Sampling ck. ck is sampled from a Gaussian distribu-
tion given by
p(ck|θ−ck ,y,M) = N
(
ck;−
βk
2αk
,
1
2αk
)
, (10)
where
αk
△
=
1
2σ2e
N−1∑
n=0
exp
(
−
(nT − tk)2
σ2h
)
, (11)
βk
△
=
1
σ2e
N−1∑
n=0
exp
(
−
(nT − tk)2
2σ2h
)
×


K∑
k′=1
k′ 6=k
ck′ exp
(
−
(nT − tk′ )2
2σ2h
)
− y[n]

 . (12)
It is easy to sample from Gaussian densities when the pa-
rameters (αk, βk) have been determined.
Sampling tk. tk is sampled from a distribution of the
form
p(tk|θ−tk ,y,M) ∝ exp
[
−
1
2σ2e
N−1∑
n=0
γk
× exp
(
−
(nT − tk)
2
σ2h
)
+ νk exp
(
−
(nT − tk)
2
2σ2h
)]
(13)
where
γk
△
= c2k, (14)
νk
△
= 2ck


K∑
k′=1
k′ 6=k
ck′ exp
(
−
(nT − tk′ )2
2σ2h
)
− y[n]

 .
(15)
It is not straightforward to sample from this distribution.
We used rejection sampling [5, 8] to generate samples t(i)k
from p(tk|θ−tk ,y,M). The proposal distribution q˜(tk)
was chosen to be an appropriately scaled Gaussian, since
it is easy to sample from Gaussians.
Sampling σe. σe is sampled from the ‘Square-root
Inverted-Gamma’ [1] distribution IG−1/2(σe;ϕ, λ),
p(σe|θ−σe ,y,M) =
2λϕσ
−(2ϕ+1)
e
Γ(ϕ)
exp
(
−
λ
σ2e
)
I[0,+∞)(σe), (16)
where
ϕ
△
=
N
2
, (17)
λ
△
=
1
2
[
y[n]−
K∑
k=1
ck exp
(
−
(nT − tk)2
2σ2h
)]2
(18)
Thus the distribution of the variance of the noise σ2e is In-
verted Gamma, which corresponds to the conjugate prior
of σ2e in the expression of N (e; 0, σ2e) [1] and thus it is
easy to sample from.
K N σe SNR
AF/RF (Fig. 2(a)) 5 30 10−6 137 dB
GS (Fig. 2(b)) 5 30 2.5 10.2 dB
Table 1: Parameter values for comparing annihilating filter
and root-finding (AF/RF) against Gibbs sampling (GS).
4. Numerical Results and Experiments
In this section, the annihilating filter and root-finding al-
gorithm [10] provides a baseline for comparison. After
exhibiting its instability, we provide simulation results to
validate the accuracy of the algorithm we proposed in Sec-
tion 3. More extensive experimentation, including com-
parisons to [3] and applications to an audio signal, is re-
ported in [7].
4.1 Annihilating Filter and Root-Finding
In [10], for signals of the form (2) and certain sampling
kernels, the annihilating filter was used as a means to lo-
cate the tk values. Subsequently a least squares approach
yielded the weights ck. It was shown that in the noiseless
scenario, this method recovers the parameters exactly. In
the same paper, a method for dealing with noisy samples
is suggested. Unfortunately, this method seems to be in-
herently ill-conditioned. In Fig. 2, we show a pair of sim-
ulations with the parameters as tabulated in Table 1. We
observe from Fig. 2(a) that (even with an oversampling
factor of N/(2K) = 3) the annihilating filter and root-
finding method is not robust to even a miniscule amount
of added noise.
4.2 Gibbs Sampling Algorithm
Initial Demonstration. To demonstrate the evolution
the Gibbs sampler, we performed an initial experiment
with parameters as above, with the exception that the noise
standard deviation was increased to σe = 2.5, giving an
SNR of 10.2 dB. We plot the iterates of the most chal-
lenging parameters—the tks—in Fig. 3. We observe that
the sampler converges in fewer than 20 iterations for this
run, even though the parameter values were initialized far
from their optimal values. The true filtered signal z(t) and
its estimate zest(t) are plotted in Fig. 2(b). Note the close
similarity between z(t) and zest(t).
Further Experiments on Simulated Data. To further
validate our algorithm, we performed extensive simula-
tions on different problem sizes with different levels of
noise [7]. These experiments support the conclusion that
the Gibbs sampler algorithm is insensitive to initializa-
tion. It always finds approximately optimal estimates from
any starting point because the Markov chain provably con-
verges to the stationary distribution [8]. We also find that
the noise standard deviation σe can be estimated accu-
rately; this may be important in some applications.
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(a) The reconstruction using annihilating filter and root-
finding completely breaks down when noise of a small stan-
dard deviation σe = 10−6 (SNR = 137 dB) is added.
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(b) The Gibbs sampling technique gives a much better recon-
struction even at a higher noise level σe = 2.5 (SNR = 10.2
dB).
Figure 2: Demonstration of the instability of annihilat-
ing filter/root-finding approach and the improvement from
Gibbs sampling.
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Figure 3: Evolution of the tks in the GS algorithm. The
true values are indicated by the broken red lines.
5. Concluding Comments
We addressed the problem of reconstructing a signal with
FRI given noisy samples. We showed that it is possible to
circumvent some of the problems of the annihilating fil-
ter and root-finding approach [3, 10]. We introduced the
Gibbs sampling algorithm to find the locations and aug-
mented with a least squares approach to find the weights.
The success of the Gibbs sampling algorithm does not
depend on the choice of kernel h(t), but rather the i.i.d.
Gaussian noise assumption. The formulation of the Gibbs
sampler does not depend on the specific form of h(t). In
fact, we used a Gaussian sampling kernel to illustrate that
our algorithm is not restricted to the classes of kernels con-
sidered in [2].
A natural extension to our work here is to assign structured
priors to c, t and σe. These priors can themselves be de-
pendent on their own set of hyperparameters, giving a hi-
erarchical Bayesian formulation. In this way, there would
be greater flexibility in the parameter estimation process.
We can also seek to improve on the computational load of
the algorithms introduced here and in particular the sam-
pling of tk via rejection sampling.
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Abstract:
We describe a property satisfied by a class of nonlinear
systems of equations that are of the form F(Ω)X = Y.
Here F(Ω) is a matrix that depends on an unknown K-
dimensional vector Ω, X is an unknown K-dimensional
vector and Y is a vector of N ≥ K) given measure-
ments. Such equations are encountered in superresolution
or sparse signal recovery problems known as “Finite Rate
of Innovation” signal reconstruction.
We show how this property allows to solve explicitly for
the unknowns Ω and X by a direct, non-iterative, algo-
rithm that involves the resolution of two linear systems of
equations and the extraction of the roots of a polynomial
and give examples of problems where this type of solu-
tions has been found useful.
1. Introduction
We consider the signal resulting from the convolution be-
tween a windowϕ(t) and the sum ofK Diracs with ampli-
tude xk located at time tk. Given the N uniform samples
yn (T = sampling step )
yn =
K∑
k=1
xkϕ(nT−tk) where n = 1, 2, . . . , N, (1)
then FRI problems (see [1, 2]) consist in retrieving the pa-
rameters tk and xk. Solving such problems is conceptu-
ally interesting because it shows how to break the standard
Nyquist-Shannon bandlimitation rule for the exact recon-
struction of signals from their uniform samples [3].
The system of consistent equations (1) can be expressed
under the generic form of a nonlinear problem as shown
in Fig. 1 (see next page), where the parameters Ω =
[ω1, ω2, . . . ωK ] are related unambiguously to the un-
knowns tk’s. Because of the variety of settings adapted
to this general approach, it happens to be necessary to dis-
tinguish between the parameters ωk—which we shall call
“abstract parameters”—and the locations tk: typically, the
ωk’s will be the zeros of some polynomial and from these
ωk’s, we will be able to retrieve the tk’s using a functional
relation of the form ωk = λ(tk) for some invertible func-
tion λ(t).
At first sight, solving such a nonlinear system of equa-
tions is a daunting task. Fortunately, if the matrix F(Ω)
satisfies a property that we shall call “Generalized Anni-
hilation Property” (GAP), this reduces to solving two lin-
ear systems of equations sandwiching a nonlinear step that
amounts to polynomial root extraction in practical cases.
The filters ϕ(t) that satisfy the GAP are thus especially in-
teresting, since the related FRI problems enjoy a straight
non-iterative solution.
2. The Generalized Annihilation Property
(GAP)
We carry on with the previously identified general nonlin-
ear problem, namely
F(Ω)X = Y, (3)
where the unknowns are Ω = [ω1, ω2, . . . ωK ] and X =
[x1, x2, . . . xK ], and where the measurements are Y =
[y1, y2, . . . yN ].
This system is said to satisfy the Generalized Annihilation
Property whenever there exist K + 1 constant matrices,
Ak, and K +1 scalar functions of Ω, hk(Ω), such that we
have the identity
K∑
k=0
hk(Ω)Ak F(Ω) = 0. (4)
for any vector of parameters Ω. By right multiplying with
X, the above equation implies that any solution Ω of (3) is
also a solution of the (generalized) annihilation equation
K∑
k=0
hk(Ω)AkY = 0. (5)
This equation can be expressed in a matrix form AH = 0
where the unknown is H = [h0(Ω), h1(Ω), . . . , hK(Ω) ]T
and the matrix A =
[
A0Y,A1Y, . . . ,AKY
]
. Thus, in
order to solve (3) for Ω and X, the idea consists in finding
the scalar coefficients hk(Ω) that satisfy (5), then retriev-
ing ω1, ω2, . . . , ωK from the knowledge of hk(Ω), and fi-
nally finding X such that F(Ω)X = Y. Without elabo-
rating on the conditions that make this solution unique, a
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

ϕ(T − t1) ϕ(T − t2) · · · ϕ(T − tK)
ϕ(2T − t1) ϕ(2T − t2) · · · ϕ(2T − tK)
.
.
.
.
.
.
.
.
.
ϕ(NT − t1) ϕ(NT − t2) · · · ϕ(NT − tK)


︸ ︷︷ ︸
F(Ω)


x1
x2
.
.
.
xK


︸ ︷︷ ︸
X
=


y1
y2
.
.
.
yN


︸ ︷︷ ︸
Y
(2)
Figure 1: Algebraic equivalent of the consistency equations (1).
minimal requirement is that the matrices Ak have at least
K rows.
In the simple case where the hk(Ω)’s are related to the
ωk’s through a polynomial relation
K∑
k=0
hk(Ω)z
−k =
K∏
k=1
(1 − ωkz
−1), (6)
solving (3) boils down to a three-step algorithm that can
be summarized as follows:
1. Compute a solution H = [ 1, h1, . . . , hK−1, hK ]T of
[
A0Y,A1Y, . . . ,AKY
]
H = 0;
2. Compute the roots ωk of the z-transform H(z) =∑K
k=0 hkz
−k;
3. Compute a solution X of F(Ω)X = Y.
Example—Spectral estimation problems boil down to a
nonlinear problem of the form (3) involving the Vander-
monde matrix:
F(Ω) =


ω1 ω2 · · · ωK
ω21 ω
2
2 · · · ω
2
K
.
.
.
.
.
.
ωN1 ω
N
2 · · · ω
N
K


where the frequencies to retrieve, fk, are related to ωk
through ωk = ej2πfk . This problem satisfies the GAP
for band-diagonal matrices Ak which are more precisely
given by:
Ak =
[
0N−K,k IN−K 0N−K,K−k
]
,
where 0m,n is the m× n zero matrix and In is the n× n
identity matrix. A minimal—yet not sufficient—condition
for the unicity of the solution is N ≥ 2K . Since the Ak
can be seen as shifting operators by k samples, the annihi-
lation equation is analogous to a filtering equation—with
an annihilating filter. The annihilation algorithm is then
equivalent to Prony’s method [4]. Of course, spectral esti-
mation in the presence of noise has been addressed by nu-
merous researchers since the 1970’s [5, 6, 7, 8, 9, 10, 11].
3. Some GAP Kernels
The GAP is actually shared by many interesting filters
that can be used in sampling schemes, resulting in eas-
ily solvable FRI problems. Among them, the first ones
to be identified were the periodized sinc, the infinite (i-e.,
not periodized) sinc and the Gaussian kernels [1]. Even
more interestingly, recent research indicates that this prop-
erty may somewhat be related to the Strang-Fix conditions
which makes a very intriguing connection with approxi-
mation theory [12], and considerably broadens the class
of FRI-admissible kernels. In all cases investigated so far,
the scalar coefficients hk(Ω) satisfy (6).
3.1 Periodized sinc (Dirichlet) filter
Solving the FRI problem in the case of a periodic stream
of Diracs is equivalent to considering (1) where ϕ is a pe-
riodized sinc kernel, e.g., a Dirichlet kernel
ϕ(t) =
∑
k′∈Z
sinc(B(t − k′τ)) =
sin(πBt)
Bτ sin(πt/τ)
where τ is the period of the Dirac stream and B some
bandwith (chosen so that Bτ is an odd integer) [2]. This
problem can be reformulated using the annihilation equa-
tion (4) by defining the following annihilation matrices
Ak =
[
0Bτ−K,k IBτ−K 0Bτ−K,Bτ−k
]
W
where W = [e−j2πmn/N ] for |m| ≤ ⌊Bτ/2⌋ and 1 ≤
n ≤ N , is the N -DFT submatrix of size Bτ × N . Then,
the abstract parameters ωk are related to the locations tk
through ωk = e−j2πtk/τ . This kernel has been found use-
ful for the estimation of UWB channels [13] and for image
superresolution [14].
3.2 Infinite sinc filter
The filter ϕ(t) is given by ϕ(t) = sincBt with B = 1/T .
When
(
ϕ∗x
)
(t) is sampled uniformly at frequencyB, the
nonlinear system of equations satisfies the GAP. The ab-
stract parameters ωk are related to the locations tk through
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ωk = tk and the annihilation matrices are given by
Ak =


(
K
K
) (
K
K−1
)
· · ·
(
K
0
)
0 · · · 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · · · ·
(
K
K
) (
K
K−1
)
· · ·
(
K
0
)


×


1 0 · · · · · · 0
0 2k
.
.
.
.
.
.
.
.
.
.
.
. 3k
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · · · · 0 Nk


3.3 Gaussian filter
The filter ϕ(t) is given by ϕ(t) = exp(−t2/σ2). When(
ϕ ∗ x
)
(t) is sampled uniformly at frequency T−1, the
nonlinear system of equations satisfies the GAP. The ab-
stract parameters ωk are related to the locations tk through
ωk = exp(2tkT/σ
2) and the annihilation matrices are
given by
Ak =
[
0N−K,k IN−K 0N−K,K−k
]
×


e
T
2
σ2 0 · · · · · · 0
0 e
(2T )2
σ2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · · · · 0 e
(NT)2
σ2


A version of this solution (actually, for a Gabor kernel)
was used in Optical Coherence Tomography, showing the
possibility to resolve slices of a microscopic sample be-
low the coherence length of the illuminating reference
light [15].
3.4 Finite Support Strang-Fix filters
Through linear combinations of its shifts, the finite sup-
port filter ϕ(t) is assumed to reconstruct polynomials up
to some degree L−1 (standard Strang-Fix condition [16])
or exponentials ealt where al − a0 is linear with l =
0, 1, . . . , L − 1. More precisely, in the standard Strang-
Fix case, we denote by cl,n the coefficients such that
∑
n∈Z
cl,nϕ(nT − t) = t
l where l = 0, 1, . . . , L− 1,
by T the sampling step, and by [0, S] the support of ϕ(t).
Then, the abstract parameters ωk are related to the loca-
tions tk through ωk = tk and the annihilation matrices are
given by
Ak =


ck,1 ck,2 · · · ck,N
ck−1,1 ck−1,2 · · · ck−1,N
.
.
.
.
.
.
.
.
.
ck−L+1,1 ck−L+1,2 · · · ck−L+1,N

 .
Additionally, there is a constraint on the minimal number
of samples N for the GAP to hold, which is that N be
larger than ⌈(S + maxk{tk})/T ⌉.
4. Conclusion
We have shown how to unify the different techniques used
in FRI signal reconstruction through an algebraic prop-
erty that we call the Generalized Annihilation property. In
essence, this property allows to solve nonlinear system of
equations within two noniterative steps. We hope that this
property can be used to solve other FRI problems (i.e, with
new kernels) in particular in dimensions higher than 1 (for
instance, like in [17]), and maybe to solve other types of
problems not directly related to sampling.
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1. Introduction
This paper presents some results on a well-known problem
in Algebraic Signal Sampling and in other areas of applied
mathematics: reconstruction of piecewise-smooth func-
tions from their integral measurements (like moments,
Fourier coefficients, Radon transform, etc.). Our results
concern reconstruction (from the moments) of signals in
two specific classes: linear combinations of shifts of a
given function, and “piecewise D-finite functions” which
satisfy on each continuity interval a linear differential
equation with polynomial coefficients.
Let us start with some general remarks and a conjecture.
It is well known that the error in the best approximation of
a Ck-function f by an N -th degree Fourier polynomial is
of order C
Nk
. The same holds for algebraic polynomial
approximation and for other basic approximation tools.
However, for f with singularities, in particular, with dis-
continuities, the error is much larger: its order is only C√
N
.
Considering the so-called Kolmogorow N -width of fam-
ilies of signals with moving discontinuities one can show
that any linear approximation method provides the same
order of error, if we do not fix a priori the discontinuities’
position (see [7], Theorem 2.10). Another manifestation
of the same problem is the “Gibbs effect” - a relatively
strong oscillation of the approximating function near the
discontinuities. Practically important signals usually do
have discontinuities, so the above feature of linear rep-
resentation methods presents a serious problem in signal
reconstruction. In particular, it visibly appears near the
edges of images compressed by JPEG, as well as in the
noise and low resolution of the CT and MRI images.
Recent non-linear reconstruction methods, in particular,
Compressed Sensing ([2, 3]) and Algebraic Sampling
([4, 12, 14, 6, 9]), address this problem in many cases.
Both approaches appeal to an a priori information on the
character of the signals to be reconstructed, assuming
their “simplicity” in one or another sense. Compressed
sensing assumes only a sparse representation in a cer-
tain (wavelets) basis, and thus it presents a rather general
and “universal” approach. Algebraic Sampling usually re-
quires more specific a priori assumptions on the structure
of the signals, but it promises a better reconstruction ac-
curacy. In fact, we believe that ultimately the Algebraic
Sampling approach has a potential to reconstruct “simple
signals with singularities” as good as smooth ones. In par-
ticular, the results of [5, 11, 8, 17, 14] strongly support
(also apparently do not accurately formulate and prove)
the following conjecture:
There is a non-linear algebraic procedure reconstructing
any signal in a class of piecewise Ck-functions (of one
or several variables) from its first N Fourier coefficients,
with the overall accuracy of order C
Nk
. This includes the
discontinuities’ positions, as well as the smooth pieces
over the continuity domains.
At present there are many approaches available to a robust
detection of discontinuities from Fourier data (see [8, 5,
11] and references therein). The remaining problem seems
to be an accurate estimate of the accuracy of the solution
of the nonlinear systems arising. Our results below can be
considered, in particular, as a step in this direction. On
the other hand, they have been motivated by the results in
[4, 12, 14], and in [9, 6].
2. Linear combinations of shifts of a given
function
Reconstruction of this class of signals from sampling has
been described in [4, 12]. We study a rather similar prob-
lem of reconstruction from the moments. Our method is
based on the following approach: we construct convolu-
tion kernels dual to the monomials. Applying these ker-
nels, we get a Prony-type system of equations on the shifts
and amplitudes.
Let us restate a general reconstruction problem, as it ap-
pears in our specific setting. We want to reconstruct sig-
nals of the form
F (x) =
N∑
i=1
∑
j,l
ai,j,lf
(l)
i (x+ x
j) (1)
where the fi’s are known functions of x = (x1, . . . , xd),
and the form (1) of the signal is known a priori. The pa-
rameters ai,j,l, xj = (x
j
1, . . . , x
j
d) are to be found from a
finite number of “measurements”, i.e. of linear (usually
integral) functionals like polynomial moments, Fourier
moments, shifted kernels, evaluation over some grid and
more.
In this paper we consider only linear combinations of
shifts of one known function f (although the method
of “convolution dual” can be extended to several shifted
functions and their derivatives - see [16]). First we con-
sider general integral “measurements” and then restrict
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ourselves to the moments and Fourier coefficients. In what
follows x = (x1, . . . , xd), t = (t1, . . . , td), j is a scalar
index, while k = (k1, . . . , kd), i = (i1, . . . , id) and n =
(n1, . . . , nd) are multi-indices. Partial ordering of multi-
indices is given by k ≤ k′ ⇔ kp ≤ k′p, p = 1, . . . , d. So
we have
F (x) =
s∑
j=1
ajf(x+ x
j). (2)
Let the measurements µk(F ) be given by µk(F ) =∫
F (t)ϕk(t)dt, for a certain (multi)-sequence of functions
ϕk(t), k ≥ 0 = (0, . . . , 0).
Given f and ϕ = {ϕk(t)}, k ≥ 0 we now try to find
certain “triangular” linear combinations
ψk(t) =
∑
0≤i≤k
Ci,kϕi(t) (3)
forming, in a sense, some “f -convolution dual” functions
(similar to a bi-orthogonal set of function) with respect to
the system ϕk(t). More accurately, we require that∫
f(t+ x)ψk(t) = ϕk(x). (4)
We shall call a sequence ψ = {ψk(t)} satisfying (3), (4)
f - convolution dual to ϕ. Below we find convolution dual
systems to the usual and exponential monomials.
We consider a general problem of finding convolution dual
sequences to a given sequence of measurements as an im-
portant step in the reconstruction problem. Notice that it
can be generalized by dropping the requirement of a spe-
cific representation (3): ψk(t) =
∑k
i=0 Ci,kϕi(t). In-
stead we can require only that
∫
f(t)ψk(t) be expressible
in terms of the measurements sequence µk. Also ϕk in
(4) can be replaced by another a priori chosen sequence
ηk. This problem leads, in particular, to certain func-
tional equations, satisfied by polynomials and exponents
(as well as exponential polynomials and some kinds of el-
liptic functions).
Now we have the following result:
Theorem 1. Let a sequence ψ = ψk(t) be f -convolution
dual to ϕ. Define Mk by Mk =
∑
0≤i≤k Ci,kµi. Then the
parameters aj and xj in (2) satisfy the following system of
equations (“generalized Prony system”):
s∑
j=1
ajϕk(x
j) =Mk, k = 0, . . . . (5)
Proof We have Mk =
∑
0≤i≤k Ci,kµi =∫
F (t)
∑
0≤i≤k Ci,kϕi(t)dt =
∫
F (t)ψk(t) =∑s
j=1 aj
∫
f(t+ xj)ψk(t)dt =
∑s
j=1 ajϕk(x
j).
In specific examples we can find the minimal number of
equations in (5) necessary to uniquely reconstruct the pa-
rameters aj and xj in (2).
2.1 Reconstruction from moments
We are given a finite number of moments of a signal F as
in (2) in the form
mn =
∫
F (t)tndt. (6)
So here ϕn(x) = xn11 ∙ ∙ ∙xndd for each multi-index n =
(n1, . . . , nd). We look for the dual functions ψn satisfying
the convolution equation∫
f(t+ x)ψn(t)dt = x
n (7)
for each multi-index n. To solve this equation we ap-
ply Fourier transform to both sides of (7). Assuming that
fˆ(ω) ∈ C∞(Rd), fˆ(0) 6= 0 we find (see [16]) that there is
a unique solution to (7) provided by
ϕn(x) =
∑
k≤n
Cn,kx
k, (8)
where
Cn,k =
1
(
√
2pi)d
(
n
k
)
(−i)n+k
[
∂n−k
∂ωn−k
∣∣∣∣
ω=0
1
fˆ(ω)
]
.
This calculation is symbolic and works for more general
cases. The actual calculation in our polynomial case is
done using straightforward matrix calculations. We set the
generalized polynomial moments as
Mn =
∑
k≤n
Cn,kmk (9)
and obtain, as in Theorem 1, the following system of equa-
tions:
s∑
j=1
aj(x
j)n =Mn, n ≥ 0. (10)
This system can be solved explicitly in a standard way
(see, for example, [13, 4, 15]). In one-dimensional case
it goes as follows (see [13]): from (10) we get that for
z = (z1, . . . , zd) the generalized moments generating
function (d = 1 yet, notice that the formulas are still multi-
dimensional)
I(z) =
∑
n∈Nd
Mnz
n =
s∑
j=1
aj
d∏
l=1
1
1− xjl zl
(11)
is a rational function. Hence its Taylor coefficients sat-
isfy linear recurrence relation, which can be reconstructed
through a linear system with the Hankel-type matrix
formed by an appropriate number of the moments Mn’s.
This is, essentially, a procedure of the diagonal Pade´ ap-
proximation for I(z) (see [13]). The parameters aj , xj are
finally reconstructed as the poles and the residues of I(z).
For several variables, although the formulas are the same
as above, the generalization of the solution of the Prony
system is more involved and should be addressed sepa-
rately.
In one dimensional case with the derivatives f (l) included
we have
F (x) =
s∑
j=1
r∑
l=0
aj,lf
(l)(x+ xj). (12)
The corresponding moment-generating function in this
case takes the form
I(z) =
s∑
j=1
r∑
l=0
l∑
q=0
(
l
q
)
(−1)q+laj,l/(xj)l
(1− xjz)q+1 . (13)
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which is still a rational function (d-dimensional case with
derivatives is similar). We would like to stress that in this
case the dual polynomials ψk are not changed and they
are given as in (8). Therefore also the formula for the
generalized moments Mn is the same as in (9).
2.2 Fourier case
In the same manner as in section 2.1 we now choose
ϕk(x) = e
ikx
. We get immediately ψk(x) = 1
fˆ(k)
e−ikx.
Indeed,∫
f(t+ x)ψk(t)dt =
∫
f(t+ x)
1
fˆ(k)
eiktdt =
fˆ(k)
fˆ(k)
e−ikx = ϕ−k(x). (14)
Here the triangular system of equations (3) is actually not
triangular any more but still since ψk(x) = 1
fˆ(k)
ϕ−k(x)
we can express the generalized moments through the orig-
inal ones via Mk = 1
fˆ(k)
µ−k[F ]. Now exactly as before
we can find a generalized Prony system in the form
1
fˆ(k)
µ−k[F ] =Mk =
∑
j
aje
−ikxj =
∑
j
ajρ
k
j (15)
where ρj = e−ixj . In this case we get a rational expo-
nential generating function and we can find its poles and
residues on the unit complex circle as we did in the poly-
nomial case.
2.3 Further extensions
The approach above can be extended in the following di-
rections: 1. Reconstruction of signals built from several
functions or with the addition of dilations also can be in-
vestigated (a perturbation approach where the dilations are
approximately 1 is studied in [15]). 2. Further study of
“convolution duality” can significantly extend the class of
signals and measurements allowing for a closed - form sig-
nal reconstruction.
3. Reconstruction of piecewiseD-finite func-
tions from moments
Let g : [a, b]→ R consist ofK+1 “pieces” g0, . . . gK with
K ≥ 0 jump points
a = ξ0 < ξ1 . . . < ξK < ξK+1 = b
Furthermore, let g satisfy on each continuity interval some
linear homogeneous differential equation with polynomial
coefficients: D gn ≡ 0, n = 0, . . . ,K where
D =
N∑
j=0
( kj∑
i=0
ai,jx
i
)
dj
dxj
(aij ∈ R) (16)
Each gn may be therefore written as a linear combina-
tion of functions {ui}Ni=1 which are a basis for the space
ND = {f : D f ≡ 0}:
gn(x) =
N∑
i=1
αi,nui(x), n = 0, 1, . . . ,K (17)
We term such functions g “piecewise D-finite”. Many
real-world signals may be represented as piecewise D-
finite functions, in particular: polynomials, trigonometric
functions, algebraic functions.
The sequence {mk = mk(g)} is given by the usual mo-
ments
mk(g) =
∫ b
a
xkg(x)dx
We subsequently formulate the following
Piecewise D-finite Reconstruction Problem. Given
N, {ki},K, a, b and the moment sequence {mk} of a
piecewise D-finite function g, reconstruct all the parame-
ters {ai,j}, {ξi}, {αi,n}.
Below we state some results (see [1] for detailed proofs)
which provide explicit algebraic connections between the
above parameters and the measurements {mk}.
The first two theorems assume a single continuity interval
(compare [10]).
Theorem 2. LetK = 0 andD g ≡ 0 withD given by (16).
Then the moment sequence {mk(g)} satisfies a linear re-
currence relation
(
(E−a I)N (E−b I)N ·
N∑
j=0
kj∑
i=0
ai,jΠ
(i,j)(k,E)
)
mk = 0
(18)
where E is the discrete forward shift operator and
Π(i,j)(k,E) are monomials in E whose coefficients are
polynomials in k: Π(i,j)(k,E) = (−1)j (i+k)!(i+k−j)! E
i−j
.
Theorem 3. Denote
E(E)
def
= (E−a I)N (E−b I)N , v
(i,j)
k
def
=
(
E(E) ·Π(i,j)(k,E)
)
mk,
hj(z)
def
=
∞∑
k=0
v
(0,j)
k z
k, Gj(x)
def
= E(x)
dj
dxj
g(x)
Assume the conditions of Theorem 2. Then
(1) The vector of the coefficients a = (ai,j) satisfies a lin-
ear homogeneous system
Ha =


v
(0,0)
0 v
(1,0)
0 . . . v
(kN ,N)
0
v
(0,0)
1 v
(1,0)
1 . . . v
(kN ,N)
1
.
.
.
.
.
.
.
.
.
.
.
.
v
(0,0)
M̂
v
(1,0)
M̂
. . . v
(kN ,N)
M̂




a0,0
a1,0
.
.
.
akN ,N

 = 0
(19)
for all M̂ ∈ N.
(2) v(i,j)k = mi+k (Gj(x)). Consequently, hj(z) is the
moment generating function of Gj(x).
(3) Denote pj(x) =
∑kj
i=0 ai,jx
i
. Then the functions
Φ = {1, h0(z), . . . hN (z)} are polynomially depen-
dent:
∑N
j=0 hj(z)
(
zmax kjpj(z
−1)
)
= Q(z) where
Q(z) is a polynomial with degQ < max kj . The sys-
tem of polynomials {zmax kjpj(z−1)} is called the
Pade´-Hermite form for Φ.
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To handle the piecewise case, we represent the jump dis-
continuities by the step function H(x) def=
{
0 x < 0
1 x ≥ 0
and
write g as a distribution
g(x) = g˜0 +
K∑
n=1
g˜n(x)H(x− ξn) (20)
Theorem 4. Let K > 0 and let g be as in (20) with oper-
ator D annihilating every piece g˜n. Then the operator
D̂
def
=
{ K∏
n=1
(x− ξi)
N I
}
·D (21)
annihilates the entire g as a distribution. Consequently,
conclusions of Theorems 2 and 3 hold withD replaced by
D̂ as in (21).
Proposition 5. Let K ≥ 0 and {ui}Ni=1 be a basis for the
space ND, where D annihilates every piece of g. Assume
(17) and denote cni,k =
∫ ξn+1
ξn
xkui(x) for n = 0, . . . ,K.
A straightforward computation gives ∀M˜ ∈ N:
 c
0
1,0 . . . c
0
N,0 . . . c
K
N,0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
c0
1,M˜
. . . c0
N,M˜
. . . cK
N,M˜


α1,0
.
.
.
αN,0
.
.
.
αN,K
 =

m0
m1
.
.
.
m
M˜

(22)
The above results can be combined as follows to provide
a solution of the Reconstruction Problem:
(a) Let N, {ki},K, a, b and {mk(g)} be given. If K > 0,
replace D (still unknown) with D̂ according to (21).
(b) Build the matrix H as in (19). Solve Ha = 0 and
obtain the operator D∗ = Da which annihilates g.
(c) If K > 0, factor out all the common roots of the poly-
nomial coefficients of D∗ with multiplicity N . These
are the locations of the jump points {ξn}. The remain-
ing part is the operatorD† which annihilates every gn.
(d) By nowD† and {ξn} are known. So compute the basis
for ND† and solve (22).
The constants M̂ and M˜ determine the minimal required
size of the corresponding linear systems (19) and (22) in
order for all the solutions of these systems to be also solu-
tions of the original problem. It can be shown that:
1. There exists no uniform bound on M̂ without any ad-
ditional information on the nature of the solutions.
Explicit bounds may be obtained for simple function
classes such as piecewise polynomials of bounded
degrees or real algebraic functions.
2. For every specific D, an explicit bound M˜ = M˜(D)
may be computed for the system (22).
The above algorithm has been tested on exact reconstruc-
tion of piecewise polynomials, piecewise sinusoids and ra-
tional functions.
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Abstract:
We consider the task of recovering correlated vectors at
a central decoder based on fixed linear measurements ob-
tained by distributed sensors. Two different scenarios are
considered: In the case of universal reconstruction, we look
for a sensing and recovery mechanism that works for all
possible signals, whereas in the case of almost sure recon-
struction, we allow to have a small set (with measure zero)
of unrecoverable signals. We provide achievability bounds
on the number of samples needed for both scenarios. The
bounds show that only in the almost sure setup can we ef-
fectively exploit the signal correlations to achieve effective
gains in sampling efficiency. In addition, we propose an
efficient and robust distributed sensing and reconstruction
algorithm based on annihilating filters.
1. Introduction
Consider two signals that are linked by an unknown filter-
ing operation, where the filter is sparse in the time domain.
Such models can be used, e.g., to describe the correla-
tion between the transmitted and received signals in an un-
known multi-path environment. We sample the two signals
in a distributed setup: Each signal is observed by a differ-
ent sensor, which sends a certain number of non-adaptive
and fixed linear measurements of that signal to a central de-
coder. We study how the correlation induced by the above
model can be exploited to reduce the number of measure-
ments needed for perfect reconstruction at the central de-
coder, but without any inter-sensor communication during
the sampling process.
Our setup is conceptually similar to the Slepian-Wolf prob-
lem in distributed source coding [6], which consists of
correlated sources to be encoded separately and decoded
jointly. While communication between the encoders is pre-
cluded, correlation between the measured data can be taken
into account as an effective means to reduce the amount of
information transmitted to the decoder. The main differ-
ence between our work and this classical distributed source
coding setup is that we study a sampling problem and hence
are only concerned about the number of sampling measure-
ments we need to take, whereas the latter is about coding
and hence uses bits as its “currency”. From the sampling
perspective, our work is closely related to the problem of
distributed compressed sensing, first introduced in [1] (see
also [4, 5]). In that framework, jointly sparse data need
to be reconstructed based on linear projections computed
xˆ1, xˆ2Dec
M1
A1
A2
h
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Figure 1: Distributed sensing setup. Signals x1 and x2
are connected through an unknown sparse filter h. The ith
sensor (i = 1, 2) provides a Mi-dimensional observation of
the signal xi via a non-adaptive and fixed linear transform
Ai to a central decoder.
by distributed sensors. In this paper, we first introduce in
Section 2. a novel correlation model for distributed signals.
Instead of imposing any sparsity assumption on the signals
themselves (as in [1]), we assume that the signals are linked
by some unknown sparse filtering operation. Such models
can be useful in describing the signal correlation in several
practical scenarios (e.g. multi-path propagation and binau-
ral audio recoding). In Section 3., we introduce two strate-
gies for the design of the sampling system: In the universal
strategy, we seek to successfully sense and recover all sig-
nals, whereas in the almost sure strategy, we allow to have
a small set (with measure zero) of unrecoverable signals.
We establish the corresponding achievability bounds on the
number of samples needed for the two strategies mentioned
above. These bounds indicate that the sparsity of the filter
can be useful only in the almost sure strategy. Since the al-
gorithms that achieves the bounds are computationally pro-
hibitive, we introduce in Section 4., a concrete distributed
sampling and reconstruction scheme that can recover the
original signals in an efficient and robust way. Finally, Sec-
tion 5. presents an application of our results in the area of
binaural hearing aids. A preliminary version of this work
was also presented at ICASSP 2009. In this paper, we add
results on the achievability bound for the almost sure setup
as well as a new section on applications.
2. The Correlation Model
Consider two signals x1(t) and x2(t), where x2(t) can be
obtained as a filtered version of x1(t). In particular, we
assume that
x2(t) = (x1 ∗ h)(t) , (1)
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Figure 2: The continuous-time sparse filtering operation
and its discrete-time counterpart.
where h(t) =
∑K
k=1 ckδ(t − tk) is a stream of K Diracs
with unknown delays {tk}Kk=1 and coefficients {ck}Kk=1.
In this work, we study a finite-dimensional discrete ver-
sion of the above model. As shown in Figure 2, we assume
that the original continuous signal x1(t) is bandlimited to
[−σ, σ]. Sampling x1(t) at uniform time interval T leads
to a discrete sequence of samples xs1[n]
def
= x1(nT ), where
the sampling rate 1/T is set to be above the Nyquist rate
σ/π. To obtain a finite-length signal, we subsequently ap-
ply a temporal window to the infinite sequence xs1[n] and
get
x1[n]
def
= xs1[n]wN [n], for n = 0, 1, ..., N − 1,
where wN [n] is a smooth temporal window of length N .
Note that when N is large enough, we can neglect the win-
dowing effect, since ŵN (ω)/(2π) approaches a Dirac func-
tion δ(ω) as N →∞.
Applying the above procedure to x2(t) and using (1), we
have
X2[m] ≈
1
T
x̂2
(
2πm
NT
)
≈ X1[m]H [m], (2)
where
H [m]
def
=
K∑
k=1
cke
−j2πmtk/(NT ). (3)
The above relationship implies that the finite-length signals
x1[n] and x2[n] can also be approximately modeled as the
input and output of a discrete-time filtering operation1. In
general, the location parameters {tk} in (3) can be arbitrary
real numbers, and consequently, the discrete-time filter h[n]
is no longer sparse (see Figure 2 for a typical impulse re-
sponse of h[n]). However, when the sampling interval T
is small enough, we can assume that the real-valued delays
{tk} are close enough to the sampling grid, i.e., tk/T ≈ nk
for some integers {nk}. We will follow this assumption2
throughout the paper.
Definition 1 (Correlation Model) The signals of interest
are two vectors x1 = (x1[0], . . . , x1[N − 1])T and x2 =
1Note that in order to be unambiguous in the positions {tk}, we need
to ensure that NT > max
k
{tk}.
2We introduce this assumption (i.e. tk/T = nk for some nk ∈ Z)
mainly for the simplicity it brings to the theoretical analysis in later parts
of this paper. It is however not an inherent limitation of our work.
(x2[0], . . . , x2[N − 1])
T
, linked to each other through a
circular convolution
x2[n] = (x1 ⊛ h)[n] for n = 0, 1, . . . , N − 1, (4)
where h = (h[0], . . . , h[N − 1])T ∈ RN is an unknown
K-sparse vector, that is, ‖h‖0 = K .
3. Bounds
3.1 Universal Recovery
Let A1 and A2 be the sampling matrices used by the two
sensors, and A be the block-diagonal matrix with A1 and
A2 on the main diagonal. We first focus on finding those
A1 and A2 such that every xT = (xT1 ,xT2 ) is uniquely
determined by its sampling data Ax. Here we denote by X
the set of all stacked vectors x such that its components x1
and x2 satisfy (4) for some K-sparse vector h.
Definition 2 (Universal Achievability) We say a sam-
pling pair (M1,M2) is achievable for universal recon-
struction if there exists fixed measurement matrices A1 ∈
R
M1×N and A2 ∈ RM2×N such that the set
B(A1,A2)
def
= {x ∈ X : ∃x′ ∈ X with x 6= x′ (5)
but Ax = Ax′}
is empty.
Intuition suggests that, due to the correlation between
the vectors x1 and x2, the minimum number of samples
needed to perfectly describe all possible vectors x can
made smaller than the total number of coefficients 2N . The
following proposition shows that, surprisingly, this is not
the case.
Proposition 1 A sampling pair (M1,M2) is achievable for
universal reconstruction if and only if M1 ≥ N and M2 ≥
N .
Proof Let us consider two stacked vectors xT = (xT1 ,xT2 )
and x′T = (x′T1 ,x′T2 ), each following the correlation
model (4). They can be written under the form
x =
[
IN
C
]
x1 and x′ =
[
IN
C ′
]
x
′
1 ,
where C and C ′ are circulant matrices with vectors h and
h
′ as the first column, respectively. It holds that
x− x′ =
[
IN −IN
C −C ′
] [
x1
x
′
1
]
.
Moreover, we have that
rank
[
IN −IN
C −C ′
]
= N + rank (C −C ′) .
When C − C ′ is of full rank, the above matrix is of
rank 2N . This happens, for example, when K = 1 with
C = 2IN and C ′ = IN . In this case, x − x′ can take
any possible values in R2N . Hence, a necessary (and suffi-
cient) condition for the set (5) to be empty is that the block-
diagonal matrix A is a M × 2N -dimensional matrix of full
rank, with M ≥ 2N . In particular, A1 and A2 must be full
rank matrices of size M1 × N and M2 × N , respectively,
with M1,M2 ≥ N . Note that, in the centralized scenario,
the full rank condition would still require to take at least
2N measurements.
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3.2 Almost Sure Recovery
As shown in Proposition 1, universal recovery is a rather
strong requirement to satisfy since we have to take at least
N samples at each sensor, without being able to exploit the
existing correlation. In many situations, however, it is suffi-
cient to consider a weaker requirement, which aims at find-
ing measurement matrices that permit the perfect recovery
of almost all signals from X .
Definition 3 (Almost Sure Achievability) We say a sam-
pling pair (M1,M2) is achievable for almost sure recon-
struction if there exist fixed measurement matrices A1 ∈
RM1×N and A2 ∈ RM2×N such that the set B(A1,A2),
as defined in (5), is of probability zero.
The above definition for the almost sure recovery depends
on the probability distribution of the signal x1 and the
sparse filter h. In what follows, it is sufficient to assume
that the signal x1 and the non-zero coefficients of the fil-
ter h have non-singular3 probability distributions over RN
and RK , respectively. The following proposition gives an
achievability bound of the number of samples needed for
the almost sure reconstruction.
Proposition 2 A sampling pair (M1,M2) is achievable for
almost sure reconstruction if
M1 ≥ min {K + r,N} ,
M2 ≥ min {K + r,N} ,
and M1 +M2 ≥ min {N +K + r, 2N} ,
(6)
where r = 1 + mod (K, 2).
Proof Due to space limitations, we just provide the sketch
of the proof which is constructive in nature. First, let the
two sensors take the Fourier transform of their signals and
send the first (K + r + 1)/2 frequency components to the
central decoder. By dividing the two sets of measurements
(Note that the denominator should not be zero, which is
guaranteed almost surely), the decoder calculates the nec-
essary Fourier elements of the K-sparse filter h in order
to reconstruct it almost surely. Then, the sensors trans-
mit complementary subsets of frequency indices up to the
Nyquist frequency. Knowing the filter h and the frequency
content of one of the signals at some index, the decoder
computes the corresponding frequency content of the other
signal using (4).
Proposition 2 shows that, in contrast to the universal sce-
nario, the correlation between the signals by means of the
sparse filter provides a big saving in the almost sure setup,
especially when K ≪ N . This is depicted as the solid line
in Figure 3.
Unfortunately, the algorithm that attains the bound in (6)
is combinatorial in nature and thus, computationally pro-
hibitive [1]. In the following, we propose a novel dis-
tributed sensing algorithm based on annihilating filters.
This algorithm needs effectively K more measurements
with respect to the achievability region for the almost
sure reconstruction but exhibits polynomial complexity of
O(KN).
3By a non-singular distribution, we mean any continuous distribution
such that the probability that the random variables lie in a low-dimensional
subspace is zero.
M1
M2
NK + 2 2K + 1
N
K + 2
2K + 1
Figure 3: Achievable sampling region for universal recon-
struction (shaded area), sampling pairs achieved for almost
sure reconstruction for K odd (solid line) and sampling
pairs achieved for almost sure reconstruction by the pro-
posed algorithm based on annihilating filters (dashed line).
X1
X2
K + 1 ⌊N/2⌋ −K
Figure 4: Sensors 1 and 2 both send the first K + 1 DFT
coefficients of their observation, but only complementary
subsets of the remaining frequency components.
4. Distributed Sensing Algorithm
The proposed distributed sensing scheme is based on a
frequency-domain representation of the input signals. Let
us denote by X1 ∈ CN and X2 ∈ CN the DFTs of the
vectors x1 and x2, respectively. The circular convolution
in (4) can be expressed as
X2 = H ⊙X1 , (7)
where H ∈ CN is the DFT of the filter h and⊙ denotes the
element-wise product. Our approach consists of two main
steps:
1. Finding filter h by sending the first K + 1 (1 real and
K complex) DFT coefficients of x1 and x2.
2. Sending the remaining frequency indices by sharing
them among the two sensors.
The decoder first finds the filter h using only the firstK+1
DFT coefficients of x1 and x2. To this end, the decoder first
computes
H [m] =
X2[m]
X1[m]
and H [−m] = H∗[m] (8)
provided thatX1[m] is non-zero form = 0, 1, . . . ,K . This
happens almost surely if the distribution of x1 is, for exam-
ple, non-singular. Then, it finds the K-sparse filter with an
annihilating filter approach; see [7] for details. The senors
also transmit complementary subsets (in terms of frequency
indexes) of the remaining DFT coefficients of their signals
(N − 2K − 1 real values in total). This is illustrated in
Figure 4. The first K + 1 DFT coefficients allow to almost
surely reconstruct the filter h. The missing frequency com-
ponents of x1 (resp. x2) are then recovered from the avail-
able DFT coefficients of x2 (resp. x1) using the relation (7).
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Figure 5: Audio Experiment Setup. (a) A sound source
travels at a distance of d meter in front of the head. (b)
Angular position of the sound source with respect to time.
Note that in order to compute X1[m] from X2[m], the fre-
quency components of the filter H [m] should be nonzero.
This is insured almost surely with our assumption that the
nonzero elements of the filter h are chosen according to a
non-singular distribution in RK . In terms of achievability,
we have thus shown the following result.
Proposition 3 A sampling pair (M1,M2) is achievable for
almost sure reconstruction using the efficient annihilating
filter method if
M1 ≥ min {2K + 1, N} ,
M2 ≥ min {2K + 1, N} ,
and M1 +M2 ≥ min {N + 2K + 1, 2N} .
In the presence of noise or model mismatch, we add robust-
ness to the system by sending L+ 1 DFT coefficients of xi
(i = 1, 2) with L ≥ K to the decoder. We denoise the mea-
surements by using the denoising algorithm due to Cadzow;
for details see [3]. Then the annihilating filter method uses
the denoised measurements to estimate the sparse filter.
5. Application
In a practical scenario, we consider the signals recorded by
two hearing aids mounted on the left and right ears of the
user. We assume that the signals of the two hearing aids
are related thorough a filtering operation. We refer to this
filter as binaural filter. In the presence of a single source
in far field, and neglecting reverberations and the head-
shadow effect [2], the signal recorded at hearing aid 2 is
simply a delayed version of the one observed at hearing aid
1. Hence, the binaural filter can be assumed to have sparsity
factor K = 1. In the presence of reverberations and head
shadowing, the filter from one microphone to the other is
no longer sparse which introduces model mismatch. De-
spite this model mismatch, the transfer function between
the two received signals should be approximately sparse,
with the main peak indicating the desired relative delay.
In our setup, a single sound source located at distance d = 1
meter from the head of a KEMAR mannequin, moves back
and forth between two angles αmin = −45◦ and αmax =
45◦. The angular speed of the source is ω = 18 deg/sec.
The sound is recorded by the microphones of the two hear-
ing aids, located at the ears of the mannequin. We want to
retrieve the binaural filter between the two hearing aids at
hearing aid 1, from limited data transmitted by hearing aid
2. Then, the main peak of the binaural filter indicates the
relative delay between the two received signals, which can
be used to localize the source.
Figure 6 demonstrates the localization performance of the
algorithm. Figure 6(a) shows the evolution of the original
binaural impulse response over time. Figures 6(b)- 6(d) ex-
hibits the sparse approximation to the filter, using different
number of measurements. This clearly demonstrates the
effect of the over-sampling factor on the robustness of the
reconstruction algorithm.
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(d) L = 25
Figure 6: Tracking the binaural impulse response. Each
column in the image corresponds to the binaural impulse
response at the time mentioned on the x axis. (a) Original
binaural filter. (b)-(d) Tracking the evolution of the main
peak with different values of the oversampling factor L.
6. Conclusions
A general formulation of the distributed sensing problem
has been proposed where the two signals are connected
through an unknown sparse filter. In this context, both uni-
versal and almost sure reconstruction were addressed to-
gether with their corresponding achievable bounds. In ad-
dition, a distributed sensing scheme was presented, together
with a method to make it robust to model mismatch. Our
future research will focus on investigating more the appli-
cations of the proposed methods in the distributed sensing
context.
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Abstract:
We address the problem of generalized sampling and re-
construction of finite-rate-of-innovation signals. Specif-
ically, we consider the problem of sampling streams of
Dirac impulses and propose a two-channel method that en-
ables fast, local reconstruction under some suitable condi-
tions. We also specify some acquisition kernels and give
the associated reconstruction formulas. It turns out that
these kernels can also be combined into one kernel, which
can be employed in the single-channel sampling scenario.
The single-kernel approach carries over all the advantages
of the two-channel counterpart. Simulation results are pre-
sented to validate the theoretical calculations.
1. Introduction and prior art
Sampling theory is the foundation on which digital sig-
nal processing has been built. The popular flavor of the
sampling theory is due to Shannon [1] and deals exclu-
sively with bandlimited signals. Shannon’s theory was
generalized in several ways, the most prominent one be-
ing the theory of multichannel sampling developed by Pa-
poulis [3]—his theory is known as the Generalized Sam-
pling Theory. Papoulis’ formalism, however, deals only
with bandlimited signals. To accommodate the more gen-
eral class of finite-energy signals, Unser and Zerubia [4]
developed a theory, which does not rely on the bandlim-
iting constraint. Another important extension is the sam-
pling and reconstruction of signals that lie in some shift-
invariant subspace spanned by the integer-shifted versions
of a generator kernel (see [2] and the references therein).
The specific case of bandlimited sampling corresponds to
a sinc kernel and is subsumed by this formalism.
Recently, Vetterli et al. [5] extended sampling theory in
a new direction to answer a question that has not been
addressed before—that of sampling and reconstructing
streams of Dirac impulses and signals derived therefrom.
These signals are not constrained to lie in the space of
finite-energy functions nor in the space of bandlimited
functions. They may also not lie in some shift-invariant
subspace generated by a kernel. Typically, such signals
are specified by a set of discrete parameters per time unit,
also known as their rate of innovation. We are interested in
signals that have a finite rate of innovation (FRI). Specifi-
cally, consider the stream of time-ordered Dirac impulses:
x(t) =
L∑
ℓ=1
aℓδD(t− tℓ), (1)
where δD(·) denotes the Dirac impulse. The problem is
to compute the parameters {aℓ, tℓ; 1 ≤ ℓ ≤ L} based
on some measurements on x(t). The parametric nature
of the problem has resulted in the development of tech-
niques that are quite different from those that sampling
theorists have been familiar with. Typically, the recon-
struction techniques developed by Vetterli et al. [5] and
Dragotti et al. [6] have a flavor of parametric spectral es-
timation [7]. They also employ in a novel fashion spline
kernels [8, 9] that reproduce polynomials or exponentials.
It is remarkable that these kernels, which play a vital role
in wavelet theory, are also quite useful for sampling FRI
signals.
In the techniques mentioned above, the focus is ex-
clusively on the single-channel case. Recently, some
new multichannel approaches have also been developed.
Kusuma and Goyal proposed a new technique for recon-
structing an unknown number of impulses over a finite in-
terval of time by using a successive approximation crite-
rion [10]. Their technique can be implemented using a
bank of integrators and B-splines. Baboulaz and Dragotti
proposed a distributed acquisition scheme for FRI sig-
nals and demonstrated applications to image registration
and super-resolution image restoration [11]. In [12], we
have proposed a two-channel sampling method for the
FRI problem (cf. Fig. 1). We have employed first-order
resistor-capacitor networks to sample streams of Dirac im-
pulses and piecewise-constant functions. The reconstruc-
tion technique boils down to solving a system of two equa-
tions containing the unknown parameters in decoupled
form. The key result in [12] is given below:
Proposition 1 The stream of Dirac impulses in (1) is
uniquely specified by the samples yα(nT ) = (x∗hα)(nT )
and yγ(nT ) = (x ∗ hγ)(nT ), n ∈ Z, where hα(t) =
α e−α tu(t), hγ(t) = γ e
−γ tu(t), and α 6= γ, provided
that min
2≤ℓ≤L
{tℓ − tℓ−1} ≥ T .
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1.1 Motivation for the present work
The above proposition relies on causal exponential func-
tions for sampling. Working with exponentials has the
practical advantage that they can be easily generated by
employing first-order resistor-capacitor circuits. From a
mathematical viewpoint, however, exponentials are prob-
ably not the only class of functions that enable accurate
reconstruction. The main motivation behind the present
paper is the quest for alternative kernels hα(t) and hγ(t)
that would fit into the framework of the above proposi-
tion (also cf. Fig. 1). To that end, we first reformulate the
method proposed in [12] in a more general framework and
specify some kernels that enable exact reconstruction.
2. Generalized sampling formulation
Consider the two-channel sampling scenario shown in
Fig. 1. Let hα(t) and hγ(t), α, γ ∈ C, denote the im-
pulse responses of two causal linear shift-invariant sys-
tems, compactly supported on [0, T ] and nonzero over that
interval. Consider the stream of Dirac impulses in (1),
where the impulses are separated by at least T ; i.e.,
min
2≤ℓ≤L
{tℓ − tℓ−1} ≥ T. (2)
Deviations from this condition shall be addressed later.
The output of the system to the input x(t) is given by
yα(t)
∆
= (x ∗ hα)(t) =
L∑
ℓ=1
aℓhα(t− tℓ).
Let us next consider the samples of yα(t) taken on a uni-
form grid with a sampling step T . Note that we have
chosen the sampling period to be equal to the support
of hα(t); otherwise, we are likely to miss some closely-
spaced impulses as the following analysis shows. The
samples of yα(t) are given by
yα(nT ) =
L∑
ℓ=1
aℓ hα (nT − tℓ) δK [nT − r(tℓ)] ,
where r(tℓ) =
⌈
tℓ
T
⌉
T is the operator that performs the
ceiling of tℓ with respect to the sampling grid and δK de-
notes the Kronecker impulse. The sequence yα(nT ) com-
prises Kronecker impulses, each corresponding to a Dirac
impulse in x(t) under the condition (2). Note that the sam-
pling period T equals the support of the kernel. Similarly,
corresponding to a system with impulse response hγ(t),
γ 6= α, we have
yγ(nT ) =
L∑
ℓ=1
aℓ hγ (nT − tℓ) δK [nT − r(tℓ)] .
Note that these sampling instants correspond to the
nonzero values in the sequences yα(nT ) and yγ(nT ) and
are therefore known. Consider the ℓth nonzero samples in
the sequences yα(nT ) and yγ(nT ):
yα(r(tℓ)) = aℓ hα[r(tℓ)− tℓ] and (3)
yγ(r(tℓ)) = aℓ hγ [r(tℓ)− tℓ]. (4)
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Figure 1: Two-channel sampling of a stream of dirac im-
pulses.
In (3) and (4), the indices r(tℓ) and the values on the left
hand side are known. The impulse responses hα and hγ
are also known; their design shall be explained below. The
amplitude and position parameters {tℓ, aℓ} are unknown
and have to be determined. The amplitude of the ℓth Dirac
impulse appears as a multiplicative factor. The position
of the Dirac impulse is encoded in the amplitude of the
Kronecker impulse. Dividing (3) by (4) eliminates aℓ and
gives rise to an equation in the unknown tℓ, which can
be computed if and only if (hα/hγ)(t) is invertible on its
range. The value of tℓ thus obtained can then be substi-
tuted in (3) or (4) to obtain the value of aℓ. Some specific
functions that fit into the above reconstruction paradigm
are presented next.
3. Kernels for two-channel sampling
We specify only the kernel hα(t); unless otherwise men-
tioned, hγ(t) is obtained by replacing α with γ; i.e., both
kernels have the same functional form. The kernels in-
volve gating by the B-spline of order zero, at scale T :
β(t) = u(t)− u(t− T ), where u(t) is the unit step func-
tion. We specify the kernel definitions and give the ex-
pressions for {tℓ, aℓ} directly. The intermediate calcula-
tions are omitted but it is straightforward to supply them
starting from the definition of the kernel.
1. Exponential spline (E-spline) kernels [9]: hα(t) =
e−α tβ(t), α ∈ R, where u(t) is the unit-step func-
tion. The parameters of ℓth impulse are given by
tℓ = r(tℓ) +
1
α− γ
log
(
yα(r(tℓ))
yγ(r(tℓ))
)
and
aℓ = yα(r(tℓ)) exp
(
−
α
α− γ
log
(
yα(r(tℓ))
yγ(r(tℓ))
))
.
This kernel choice has been analyzed in sufficient
detail in [12]. The specific kernel given above is
a first-order E-spline kernel. One could, in princi-
ple, also employ higher-order kernels. The advantage
of first-order E-spline kernels over the higher-order
ones, however, is that they always give rise to closed-
form solutions. The higher-order kernels exhibit this
property only for certain values of the spline parame-
ters. For further discussion on this issue, we refer the
reader to [12].
2. Power functions: hα(t) = t
αβ(t), α ∈ R. Corre-
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spondingly, the parameters of x(t) are given by
tℓ = r(tℓ)−
(
yα(r(tℓ))
yγ(r(tℓ))
) 1
α−γ
and
aℓ = yα(r(tℓ))
(
yα(r(tℓ))
yγ(r(tℓ))
) −α
α−γ
.
For α ∈ Z+, the power function becomes a mono-
mial of degree α. Since B-splines of order α can re-
produce polynomials (and naturally, monomials too)
up to degree α, they are included as special elements
of this class. Therefore, power functions, which play
a vital role in moment-based sampling approaches
[6, 11] for the FRI problem, are also useful in the
generalized sampling approach. Also, note that frac-
tional powers are admissible in the kernel definition.
3. Gaussian functions: hα(t) = e
−α t2β(t), where α ∈
R. Correspondingly, we have that
tℓ = r(tℓ)−
√
1
α− γ
log
(
yγ(r(tℓ))
yα(r(tℓ))
)
, and
aℓ = exp
(
α
α− γ
log
(
yγ(r(tℓ))
yα(r(tℓ))
))
.
4. Complex E-splines: hα(t) = e
−jα tβ(t), α ∈ R.
This kernel cannot be treated as a special case of the
E-spline kernels with an imaginary parameter. The
reason is that there is an issue related to parameter
identifiability that deserves special attention. The po-
tential problem is that this kernel may give rise to
more than one solution for tℓ; there is, however, no
ambiguity in the solution for aℓ. We further explain
this issue and also state a condition that helps over-
come the non-uniqueness hurdle.
The cause of ambiguity is essentially the quasi-
periodicity of the complex exponential over the sup-
port [0, T ]:
e−jα (r(tℓ)−tℓ) = e−jα (r(tℓ)−tℓ+
2mπ
α ),
form ∈ Z such that 0 ≤ (r(tℓ)−tℓ+
2mπ
α
) ≤ T . The
restriction onm is due to the fact that we are consid-
ering a truncated complex exponential. The inequal-
ity gives rise to multiple solutions for tℓ. The solution
to this problem lies in tying up the choices of the val-
ues of α and T such that m = 0 is the only possibil-
ity in the above inequality. This amounts to requiring
that the complex exponential have at maximum one
period within a sampling interval; i.e.,
2π
α
> T . Un-
der this condition, we have the reconstruction formu-
lae:
tℓ = −j log
(
yα(r(tℓ))e
jα r(tℓ)
yγ(r(tℓ))ejγ r(tℓ)
)
, and
aℓ = yα(r(tℓ)) exp (jα(r(tℓ)− tℓ)) .
Similarly, a truncated Fresnel kernel can be employed
by considering purely imaginary parameters in the
definition of the Gaussian above. For complex pa-
rameters, the E-spline and Fresnel kernels have an
exponential and Gaussian decay, respectively.
5. Hybrid sampling kernels: In the kernels considered
above, we have enforced the same functional form for
both hα(t) and hγ(t). By relaxing this property, we
can make the reconstruction technique more efficient.
For example, if we set one of the parameters (but not
both), say α to zero, the kernel reduces to a causal
B-spline of order 0: hα(t) = β(t). The second ker-
nel can be taken from any of the choices listed above.
The samples from the zeroth-order B-spline channel
then directly yield aℓ = yα(r(tℓ)). Using the sam-
ples from the second channel, we can compute the
positions of the Dirac impulses. For example, if we
employ the truncated power function in the second
channel, we have that tℓ = r(tℓ) −
(
yγ(r(tℓ))
aℓ
) 1
γ
.
Note that r(tℓ) and yγ(r(tℓ)) are known.
Having listed a few kernel choices, we reiterate that, in
the present formalism, the condition stated in (2) is cru-
cial for the super-resolution localization of impulses. If
two successive Dirac impulses are spaced closer apart than
the sampling period, then they give rise to overlapping
Kronecker impulses and resolving them is not possible
within the proposed formulation. The existing approaches
[5, 6, 10, 11] do not suffer from this limitation.
4. Kernels for single-channel sampling
The principal advantage offered by the two-channel
method equipped with the choice of a proper kernel is
the decoupling between the amplitudes and positions of
the impulses. As shown next, this advantage can be car-
ried over to the single-channel case by suitably integrat-
ing the previously listed kernels into a single function.
For example, consider the kernel: hα,γ(t) = e
−α tβ(t) +
e−γ (t−T )β(t − T ), which has the same properties as the
hybrid kernel in the two-channel case (kernel (1) in Sec-
tion 3.). This choice would give rise to two nonzero sam-
ples per Dirac impulse, which can be used to solve for aℓ
and tℓ. Again, if α = 0, the first sample would straight-
away give the amplitude, which can then be used together
with the second sample to compute the position. Thus, we
have a similar algorithm as in the two-channel case, the
only difference being that, in the two-channel case, these
samples are acquired one per channel whereas in the one-
channel case, they are acquired in the same channel—the
overall sampling rate, however, is the same in both the
cases. In general, the kernels for the single-channel case
can be defined as: hα,γ(t) = hα(t) + hγ(t − T ). Since
the support of the kernel hα,γ(t) is double that of hα(t) or
hγ(t), impulses that are farther apart by at least 2T
(
i.e.,
min
2≤ℓ≤L
{tℓ − tℓ−1} ≥ 2T
)
only can be resolved. The ker-
nels defined in this paper are shown in Fig. 2.
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Figure 2: Sampling kernels. The parameters α = 2, γ =
1, and T = 1, are chosen for the sake of illustration.
5. Simulations
We next validate the theoretical findings by numerical ex-
periments. We simulate the two-channel sampling of nine
Dirac impulses shown in Fig. 3(a); the amplitudes and po-
sitions are chosen for the purpose of illustration. The min-
imum spacing between two impulses is 0.0076 seconds.
The sampling period T is chosen to be 0.0038 seconds to
ensure that (2) is satisfied. The impulses are sampled using
the power function kernels with parameters α = 3, γ = 2,
and T = 0.0038 seconds. These values are chosen for
the purpose of illustration. The reconstructed stream of
Dirac impulses is shown in Fig. 3(b). The reconstruction
is accurate to numerical precision. Identical results were
obtained with the other kernel choices.
6. Conclusions
We have extended the results developed in [12] and
proposed new kernels for both single-channel and two-
channel sampling scenarios. The kernels are built using
functions known in system theory such as the exponen-
tial, power function, Gaussian, etc. The main advantage
of the proposed formulation is that, under the condition
of minimum separation between consecutive impulses, a
fast local reconstruction algorithm can be developed. This
advantage, however, comes with the shortcoming that im-
pulses spaced farther apart than the sampling period only
can be resolved. It would be a challenging task to de-
velop local reconstruction algorithms without imposing
constraints on the minimum/average separation between
impulses or groups thereof.
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ABSTRACT
Recently there has been an interest in single and multichan-
nel sampling of certain parametric signals based on rate of
innovation using exponential reproducing kernels. In [5] it
was shown that, using exponential reproducing kernels, we
can achieve a fully symmetric multichannel sampling system
where different channels receive translated versions of the in-
put signal. For the case of bilevel polygons as the input signal
considered in [5], having only translations is not practical and
one may want to look at the cases of more complicated geo-
metric transformations, such as rotation and scaling. In this
paper we present a sampling theorem for multichannel sam-
pling of translated, rotated and scaled bilevel polygons using
Radon projections and generalized exponential splines.
1. INTRODUCTION
Recently, it was shown [1, 2] that it is possible to sample and
perfectly reconstruct some classes of non-bandlimited signals
using suitable sampling kernels. Signals that can be recon-
structed using this framework are called signals with Finite
Rate of Innovation (FRI) as they can be completely defined
by a finite number of parameters. Stream of weighted Dirac
impulses and bilevel polygons are some examples of FRI sig-
nals.
There has been a recent interest in sampling FRI signals
using exponential spline [3] (E-spline) kernels. Dragotti et
al. [2] showed that E-splines can be used as the sampling
kernel to sample and perfectly reconstruct 1-D FRI signals.
Extensions to the multidimensional case were considered in
[5, 14] where we proposed sampling theorems for a stream of
2-D Dirac impulses (based on the ACMP algorithm [11]) and
bilevel polygons (based on Radon projections [10]). Apart
from the sampling kernels used in [5, 14], the reconstruction
algorithms are also different from the ones used in the con-
ventional multidimensional sampling theories [12, 13].
An advantage of E-spline sampling kernels over polyno-
mial reproducing kernels such as B-splines is that, they can be
employed in a fully symmetric multichannel sampling envi-
ronment. By symmetric sampling, we mean that the sampling
process can be evenly distributed between different acquisi-
tion devices. The inspiration and development of multichan-
nel sampling of FRI signals is very recent and it has been
looked at in [5, 6, 7, 8].
In [6] Seelamantula and Unser, by using simple RC fil-
ters, propose a simple acquisition and reconstruction method
within the framework of multichannel sampling, where 1-D
FRI signals such as an infinite stream of nonuniformly-spaced
Dirac impulses and piecewise-constant signals can be sam-
pled and perfectly reconstructed. In [7] Kusuma and Goyal
proposed new ways of sampling 1-D Dirac impulses using a
bank of integrators or B-splines. Their proposed scheme is
closely related to previously known cases [1, 2] but provides
a successive approximation property, which could be useful
for detecting undermodelling when the number of Dirac im-
pulses are unknown. In [8] Baboulaz and Dragotti use a mul-
tichannel sampling setup for sampling FRI signals and utilize
that for image registration based on continuous moments and
image super-resolution.
In [5] we illustrate that symmetric multichannel sampling
of bilevel polygons can be achieved with the geometric trans-
formations being a 2-D translation between the different sig-
nals. In practice, this is usually not the case, and in this paper
we want to look at the cases of more complicated geomet-
ric transformations, such as rotation and scaling. The paper
is organised as follows: In Section II we will briefly discuss
the sampling setup needed for sampling 2-D FRI signals (sin-
gle channel) and based on that we describe our multichannel
sampling setup. In Section III we present our algorithm for
sampling and perfectly reconstructing translated, rotated and
scaled bilevel polygons with the use of generalized E-splines
and Radon projections. In Section IV we provide simulation
results to support our proposed theory.
2. MULTICHANNEL SAMPLING SETUP
Before describing the multichannel sampling framework, let
us first, for the sake of clarity, show how a general 2-D sam-
pling setup (single channel) for FRI signals is represented.
Figure 1 shows a general 2-D sampling setup for FRI signals
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where g(x, y) represents the input signal, ϕ(x, y) the sam-
pling kernel, sj,k the samples and Tx, Ty are the sampling
intervals. From the setup shown in Figure 1, the samples sj,k
Fig. 1. 2-D sampling setup
are given by:
sj,k =
∫
∞
−∞
∫
∞
−∞
g(x, y) ϕ(
x
Tx
− j,
y
Ty
− k) dx dy (1)
where the kernel ϕ(x, y) is the time reversed version of the
filter response h(x, y). ϕ(x, y) can easily be produced by
the tensor product between ϕ(x) and ϕ(y), that is ϕ(x, y) =
ϕ(x) ⊗ ϕ(y). As mentioned before, ϕ(x, y) is chosen to be
an exponential reproducing kernel. The theory of exponential
reproducing kernels is quite recent and is based on the notion
of exponential splines (E-splines) [3]. A function β~α(x) with
Fourier transform
βˆ~α(ω) =
N∏
n=0
1− eαn−jω
jω − αn
is called E-spline of order N where ~α = (α0, α1, . . . , αN )
can be real or complex. The produced spline has a com-
pact support and can reproduce any exponential in the sub-
space spanned by (eα0t, eα1t, . . . , eαN t) which is obtained by
successive convolutions of lower order E-splines ((N+1)-fold
convolution). Exponential spline kernels can therefore repro-
duce, with their shifted versions, real or complex exponen-
tials. That is, in 2-D form, any kernel satisfying:
∑
j∈Z
∑
k∈Z
c
m,n
j,k ϕ(x− j, y − k) = e
αmxeβny (2)
is an E-spline for a proper choice of the coefficients c
m,n
j,k .
Here, m = 0, 1, . . . ,M , n = 0, 1, . . . , N , αm = α0 + mλ1
and βn = β0 + nλ2. The values of (α0, β0) and (λ1, λ2) can
be chosen arbitrarily, but too small or too large values could
lead to unstable results for the reproduction of exponentials.
E-splines are biorthogonal functions and the coefficients c
m,n
j,k
can be found using the dual of β~α(x). An important property
of E-splines is that they are a generalized version of B-splines.
This is because, if the ~α parameters are set to zero, then the
produced spline would result in a B-spline, a polynomial re-
producing spline. This property will be used to estimate the
transformation parameters in Section III. The reader can refer
to [5, 14] for sampling theories on single-channel sampling
and perfect reconstruction of 2-D Dirac impulses and bilevel
polygons using exponential splines.
We can now describe our multichannel sampling setup.
A multichannel sampling system can be thought of multi-
ple acquisition devices observing an input signal. In order
to perfectly reconstruct the input signal using only one ac-
quisition device, we normally require expensive acquisition
devices with high sampling rates. By using a bank of acqui-
sition devices (filters) and synchronizing the different chan-
nels exactly, we are able to reduce the number of samples
needed from each device, resulting in a cheaper and more
efficient sampling system. To model our multichannel sys-
tem, consider a bank of E-spline filters to acquire FRI sig-
nals where each filter has access to a geometrically trans-
formed version of the input signal. Figure 2 shows the de-
scribed multichannel sampling scenario where the bank of fil-
ters ϕ1(x, y), ϕ2(x, y), . . . , ϕN−1(x, y) receive different ver-
sions of the input signal g0(x, y). Here, the geometric trans-
formations (e.g. translation, rotation and scaling ) are denoted
by T1, T2, . . . , TN−1.
Fig. 2. Multichannel sampling setup
In [4] Baboulaz considered the use of E-splines for sam-
pling a stream of 1-D Dirac impulses in a multichannel sam-
pling setup described in Figure 2. He showed that if two 1-D
signals are just shifted version of the other, then by setting
one parameter to be common between the exponents of the
E-spline sampling kernels for the two signals, one can not
only estimate the shifts between the two signals, but also can
linearly relate the exponential moments of the two signals
(the reader can refer to [4, 5, 14] for more detailed discus-
sion). Because of the direct relationship between the expo-
nential moments of the two signals, we can achieve perfect
reconstruction of the reference signal with fewer exponen-
tial moments required. Since less moments are required from
each signal, a lower order E-spline sampling kernel would
be needed, which in turn less samples from each signal are
required to achieve perfect reconstruction. This is because,
from [2] we know that a stream of Dirac impulses is uniquely
determined from the samples if there are at mostK Dirac im-
pulses in an interval size of 2KLT where L is the support of
the sampling kernel. Since the support of the sampling ker-
nels is reduced in the multichannel case, we can achieve the
same performance with a smaller sampling rate T .
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3. ALGORITHM
Unfortunately we can not estimate the more complicated geo-
metric transformations like the way it was done for the simple
translation case in [5] with exponential reproducing kernels.
Also, even if we assume that the transformation parameters
are known and given, we still can not use the sampling algo-
rithm shown in [5] for the multichannel framework. This is
because introducing more complicated transforms such as ro-
tation and/or scaling for example, would result in a non-linear
relationship between the exponential moments of the different
signals.
The first question we need to answer is that, assuming
an oracle gives us the values of the transformation parame-
ters, can we sample and perfectly reconstruct translated, ro-
tated and scaled bilevel polygons in a symmetric multichan-
nel framework? It is known that for an N-sided bilevel poly-
gon, with N+1 projections, perfect reconstruction of the poly-
gon can be achieved. That is points that have N+1 line in-
tersections from the N+1 back-projections correspond to the
N vertices of the polygon [9]. We also know that a Radon
projection at an angle φ of a rotated image with respect to
its reference image with an angle θ, is the same projection,
but scaled and translated, on the reference image at the an-
gle φ + θ. Therefore, if all the transformation parameters
are known, and assuming that the rotation angle is not zero
that is, θ 6= 0, then the N + 1 projections needed could be
separated between the different channels, in order to sample
and perfectly reconstruct the reference image in a symmetric
manner.
The next question would be, how can we estimate the
transformation parameters? We know that with the use of
polynomial reproducing kernels, we can obtain the geomet-
ric moments of a signal, and geometric moments up to order
2 from two signals are enough to estimate translation, rota-
tion and scaling parameters between the two signals. We also
know that, as E-splines are a generalized version of B-splines
[3], we can reproduce a combination of polynomials and ex-
ponentials from E-splines. From the polynomials moments up
to order 2, we can estimate all the transformation parameters.
4. RESULTS
As an example, in [5] we showed that to achieve perfect re-
construction for a 4-sided bilevel polygon, a 2-D E-spline
order of 12 is required to produce 5 projections at the an-
gles 0, 45, 90, tan−1(2) and tan−1( 1
2
). With 2-D E-spline
order of 7 however we can produce 3 projections at the angles
0, 45, 90 on the reference signal, and a 2-D E-spline order of
7 on the second signal would give 3 projections for the ref-
erence signal at the angles θ, 45 + θ, 90 + θ where θ is the
rotation parameter. Assuming θ is not zero, we would have
enough projections to perfectly reconstruct the reference sig-
nal. Therefore an spline order of 7+2 = 9 (2 is needed for es-
timating the transformation parameters) on each signal would
give us enough projections to perfectly reconstruct the refer-
ence signal. An example for a 4-sided bilevel polygon with
two acquisition devices is shown in Figure 3 where the ref-
erence signal, its translated, rotated and scaled version, their
samples, the E-spline sampling kernel, and the reconstructed
reference signal are all shown.
5. CONCLUSION
In this paper we showed that with the use of Radon pro-
jections and generalized E-splines, symmetric multichannel
sampling of translated, rotated and scaled bilevel polygons
can be achieved. For estimating the geometrical transforma-
tions, we showed that as E-splines are a generalized version
of B-splines, we can reproduce combination of polynomials
and exponentials from E-splines. Therefore from the polyno-
mial moments up to order 2, we can estimate all the unknown
transformation parameters. For symmetric multichannel sam-
pling of geometrically transformed bilevel polygons, we il-
lustrated that the N+1 Radon projections needed for perfect
reconstruction of an N-sided bilevel polygon, can be sepa-
rated between the different channels, assuming that the ro-
tation parameter is not zero. Our sampling and reconstruc-
tion algorithm is based on noise-free communication between
the transmitter and receiver which is rather not very practical.
The future research of this work is to test the stability and
performance of our method in the presence of noise.
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Abstract:
Quantization is an important but often ignored consider-
ation in discussions about compressed sensing. This pa-
per studies the design of quantizers for random measure-
ments of sparse signals that are optimal with respect to
mean-squared error of the lasso reconstruction. We utilize
recent results in high-resolution functional scalar quanti-
zation and homotopy continuation to approximate the op-
timal quantizer. Experimental results compare this quan-
tizer to other practical designs and show a noticeable im-
provement in the operational distortion-rate performance.
1. Introduction
In practical systems where information is stored or trans-
mitted, data must be discretized using a quantization
scheme. The design of the optimal quantizer for a given
stochastic source has been well studied and is surveyed
in [6]. Here, optimal means the quantizer minimizes the
error as measured by some distortion metric. In this pa-
per, we explore optimal quantization for an emerging non-
adaptive compression paradigm called compressed sens-
ing (CS) [1, 4]. Several authors have studied the asymp-
totic reconstruction performance of quantized random
measurements assuming a mean-squared error (MSE) dis-
tortion metric [3, 5]. Other previous work presented mod-
ifications to existing reconstruction algorithms to miti-
gate distortion resulting from standard quantizers [3, 7] or
modified quantization that can be viewed as the binning of
quantizer output indexes [10].
Our contribution is to reduce distortion due to quantization
through design of the quantizer itself. The key observa-
tion is simply that the random measurements are used as
arguments in a nonlinear reconstruction function. Thus,
minimizing the MSE of the measurements is not equiv-
alent to minimizing the MSE of the reconstruction. We
use the theory for high-resolution distributed functional
scalar quantization (DFSQ) recently developed in [9] to
design optimal quantizers for random measurements. To
obtain concrete results, we choose a particular reconstruc-
tion function (lasso [11]) and distributions for the source
data and sensing matrix. However, the general principle
of obtaining improvements through the use of DFSQ the-
ory holds more generally, and we address the conditions
that must be satisfied for sensing and reconstruction. Also,
rather than develop results for fixed and variable rate in
parallel, we present only fixed rate. To concentrate on the
central ideas, we choose signal and sensing models that
obviate discussion of quantizer overload.
2. Background
In our notation, a random vector is always lowercase and
in bold. A subscript then indicates an element of the vec-
tor. Also, an unbolded vector y corresponds to a realiza-
tion of the random vector y.
2.1 Distributed functional scalar quantization
In standard fixed-rate scalar quantization [6], one is asked
to design a quantizer Q that operates separably over its
components and minimizes MSE between a probabilistic
source vector y ∈ RM and its quantized representation
yˆ = Q(y). The resulting optimization is
min
Q
E
[
‖y −Q(y)‖2
]
,
subject to the constraint that the maximum number of
codewords or quantization levels for each yi is less than
2Ri . We can use high-resolution theory to find the quan-
tizer point density of the optimal quantizer.
In DFSQ [9], the goal is to create a quantizer that min-
imizes distortion for some scalar function g(y) of the
source vector y rather than the vector itself. Hence, the
optimization is now
min
Q
E
[
|g(y) − g(Q(y))|2
]
such that the maximum number of codewords or quantiza-
tion levels representing each yi is less than 2Ri . To apply
the following model, we need g(·) and fy(·) to satisfy cer-
tain conditions:
C1. g(y) is smooth and monotonic for each yi.
C2. The partial derivative gi(y) = ∂g(y)/∂yi is defined
and bounded for each i.
C3. The joint pdf of the source variables fy(y) is smooth
and supported in a compact subset of RM .
For valid g(·) and fy(·) pairs, we define a set of functions
γi(t) =
(
E
[
|gi(y)|
2 | yi = t
])1/2
. (1)
We call γi(t) the sensitivity of g(y) with respect to the
source variable yi. The optimal point density is then
λi(t) = C
(
γ2i (t)fyi(t)
)1/3
, (2)
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for some normalization constant C, which leads to a total
operational distortion-rate
D({Ri}) =
∑
i
2−2RiE
[
γ2i (yi)
12λ2i (yi)
]
. (3)
The sensitivity γi(t) serves to reshape the quantizer, giv-
ing better resolution to regions of yi that have more impact
on g(y), thereby reducing MSE.
Similar results for variable-rate quantizers are also pre-
sented in [9]. However, we will only consider the fixed-
rate case in this paper. The theory of DFSQ can be ex-
tended to a vector of functions, where xj = g(j)(y) for
1 ≤ j ≤ N . Since the cost function is additive in its com-
ponents, we can show that the overall sensitivity for each
component yi is
γi(t) =
1
N
N∑
j=1
γ
(j)
i (t), (4)
where γ(j)i (t) is the sensitivity of the function g(j)(y) with
respect to yi.
2.2 Compressed Sensing
CS refers to estimation of a signal at a resolution higher
than the number of data samples, taking advantage of spar-
sity or compressibility of the signal and randomization in
the measurement process [1, 4]. We will consider the fol-
lowing formulation. The input signal x ∈ RN is K-sparse
in some orthonormal basis Ψ, meaning the transformed
signal u = Ψ−1x ∈ RN contains only K nonzero ele-
ments. Consider a length-M measurement vector y = Φx,
where Φ ∈ RM×N with K < M < N is a realiza-
tion of Φ. The major innovation in CS (for the case of
sparse u considered here) is that recovery of x from y
via some computationally-tractable reconstruction method
can be guaranteed asymptotically almost surely.
Many reconstruction methods have been proposed includ-
ing a linear program called basis pursuit [2] and greedy
algorithms like orthogonal matching pursuit (OMP) [12].
In this paper, we focus on a convex optimization called
lasso [11], which takes the form
xˆ = argmin
x
(
‖y − Φx‖22 + µ‖Ψ
−1x‖1
)
. (5)
As one sample result, lasso leads to perfect sparsity pattern
recovery with high probability if M ∼ 2K log(N −K)+
K under certain conditions on Φ, µ, and the scaling of the
smallest entry of u [13]. Unlike in [5], our concern in this
paper is not how the scaling of M affects performance,
but rather how the accuracy of the lasso computation (5)
is affected by quantization of y.
A method for understanding the set of solutions to (5) is
the homotopy continuation (HC) method [8]. HC con-
siders the regularization parameter µ at an extreme point
(e.g., very large µ so the reconstruction is all zero) and
slowly varies µ so that all sparsities and the resulting re-
constructions are obtained. It is shown that there are N
values of µ where the lasso solution changes sparsity, or
equivalently N + 1 intervals over which the sparsity does
Figure 1: A compressed sensing model with quantization
of measurement vector y. The vector ynl denotes the
noiseless random measurements.
not change. For µ in the interior of one of these intervals,
the reconstruction is determined uniquely by the solution
of a linear system of equations involving a submatrix of Φ.
In particular, for a specific choice µ∗ and observed random
measurements y,
2ΦTJµ∗ΦJµ∗ xˆ+ µ
∗v = 2ΦTJµ∗ y, (6)
where v = sgn(xˆ) and ΦJµ∗ is the submatrix of Φ with
columns corresponding to the nonzero elements Jµ∗ ⊂
{1, 2, . . . , N} of xˆ.
3. Problem Model
Figure 1 presents a CS model with quantization. Assume
without loss of generality that Ψ = IN and hence the
(random) signal x = u is K-sparse. Also assume a ran-
dom matrix Φ is used to take measurements, and additive
Gaussian noise perturbs the resulting signal, meaning the
continuous-valued measurement vector is y = Φx + η.
The sampler wants to transmit the measurements with to-
tal rate R and encodes y into a transmittable bitstream by
using encoderQ. Next, a decoder Qˆ produces a quantized
signal yˆ from by. Finally, a reconstruction algorithm G
outputs an estimate xˆ. The function G is a black box that
may represent lasso, OMP or another CS reconstruction
algorithm.
We now present a probabilistic model for the input source
and sensing matrix. It is chosen to guarantee finite support
on both the input and measurement vectors, and prevent
overload errors for quantizers with small R. However, we
emphasize that the following theory is general, and other
choices for x and Φ are possible for large enough R.
Assume the K-sparse vector x has random sparsity J cho-
sen uniformly from all possibilities, and each nonzero
component xi is distributed iid U(−1, 1). Also assume
the additive noise vector η is distributed iid Gaussian with
zero mean and variance σ2. Finally, let Φ correspond to
random projections such that each column φj ∈ RM has
unit energy (‖φj‖2 = 1). The columns of Φ thus form
a set of N random vectors chosen uniformly on the unit
(M − 1)-hypersphere. Since y = Φx,
yi =
N∑
j=1
Φijxj =
∑
j∈J
Φijxj︸ ︷︷ ︸
zij
.
The distribution of each zij is found using derived distri-
butions. The resulting pdfs can be shown to be iid fz(z),
where z is a scalar random variable that is identical in dis-
tribution to each zij. The distribution of yi is then the
K − 1 convolution cascade of fz(z) with itself. Thus,
fy(y) is smooth and supported for {|yi| ≤ K}, satisfying
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Figure 2: Distribution fyi(t) for (K,M,N) =
(5, 71, 100). The support of yi is the range [−K,K],
where K is the sparsity of the input signal. However, the
probability is only non-negligible for small yi.
condition C3 for DFSQ. Figure 2 illustrates the distribu-
tion of yi for a particular case.
The reconstruction algorithm G is a function of the mea-
surement vector y and sampling matrix Φ. We will show
that if G(y,Φ) is lasso with a proper relaxation variable
µ, then conditions C1 and C2 are met. Using HC, we see
G(y,Φ) is a piecewise smooth function that is also piece-
wise monotonic with every yi for a fixed µ. Moreover,
for every µ the reconstruction is an affine function of the
measurements through (6), so the partial derivative with
respect to any element yi is piecewise defined and smooth
(constant in this case). Conditions C1 and C2 are therefore
satisfied.
4. Optimal Quantizer Design
We now pose the optimal fixed-rate quantizer design as
a DFSQ problem. For a given noise variance σ2, choose
an appropriate µ∗ to form the best reconstruction xˆ from
the unquantized random measurements y. We produceM
quantizers to transmit the elements of y such that the de-
coded message yˆ will minimize the distortion between
x˜ = G(y,Φ) and xˆ = G(yˆ,Φ) for a total rate R.
Note G can be visualized as a set of N scalar functions
xˆj = G
(j)(yˆ,Φ) that are identical in distribution due to
symmetry in the randomness of Φ. Since the sparse input
signal is assumed to have uniformly distributed sparsity
and Φ distributes energy uniformly to all measurements
yi in expectation, we argue by symmetry that each mea-
surement is allotted the same number of bits and that ev-
ery measurement’s quantizer is the same. Moroever, since
the functions representing the reconstruction are identical,
we argue using (4) that the overall sensitivity γcs(·) is the
same as the sensitivity of any G(j)(yˆ,Φ). Computing (2)
yields the point density λcs(·).
This is when the homotopy continuation method becomes
extremely useful. For a given realization of Φ and η, we
can use HC to determine how many elements in the recon-
struction are nonzero for µ∗, denoted Jµ∗ . Equation (6)
is then used to find ∂G(j)(y,Φ)/∂yi, which is needed to
compute γcs(·). To simplify our notation, let A = ΦJµ∗ .
The resulting differentials can be expressed as
∂G(j)(y,Φ)
∂yi
=
[(
ATA
)−1
AT
]
ji
. (7)
We now present the sensitivity through the following the-
orem:
Theorem 1 Let the noise variance be σ2 and choose an
appropriate µ∗. Define y\i to be all the elements of a
vector y except yi. The sensitivity of each element yi,
which is denoted γ(j)i (t), can be written as
(
EΦ,y\i
[
fyi|Φ(t|Φ)
fyi(t)
[(
ATA
)−1
AT
]
ji
| yi = t
]) 1
2
,
where A is the submatrix of Φ as described in HC for
µ∗ and some observation y. Moreover, for any Φ and its
corresponding J , fyi|Φ(t|Φ) is the convolution cascade of
{zj ∼ U(−Φij ,Φij)} for j ∈ J . By symmetry arguments,
γcs(t) = γ
(j)
i (t) for any i and j.
This expectation is difficult to calculate but can be ap-
proached through L Monte Carlo trials on Φ, η, and x.
For each trial, we can compute the partial derivative us-
ing (7). We denote the Monte Carlo approximation to that
function to be γ(L)cs (·). Its form is
γ(L)cs (t) =
1
L
L∑
ℓ=1
(
fyi|Φ(t|Φℓ)
fyi(t)
[(
ATℓ Aℓ
)−1
ATℓ
]2
ji
) 1
2
,
(8)
with i and j arbitrarily chosen. By the weak law of large
numbers, the empirical mean of L realizations of the ran-
dom parameters should approach the true expectation for
L large.
We now substitute (8) into (2) to find the Monte Carlo ap-
proximation to the optimal quantizer for compressed sens-
ing. It becomes
λ(L)cs (t) = C
(
γ(L)cs (t)fyi(t)
)1/3
, (9)
for some normalization constant C. Again by the weak
law of large numbers, λ(L)cs (t)
p
−→ λcs(t) for L large.
5. Experimental Results
We compare the CS-optimized quantizer, called the “sen-
sitive” quantizer, to a uniform quantizer and “ordinary”
quantizer λord(t) which is optimized for the distribution
of y. This means the ordinary quantizer would be best
if we want to minimize distortion between y and yˆ, and
hence has a flat sensitivity curve over the support of y.
The sensitive quantizer λcs(t) is found using (9) and the
uniform quantizer λuni(t) = c, where c is a normalization
constant.
Using 1000 Monte Carlo trials, we estimate γcs(t). The
resulting point density functions for the three quantizers
are illustrated in Figure 3.
Experimental results are performed on a Matlab testbench.
Practical quantizers are designed by extracting codewords
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Figure 3: Estimated point density functions λcs(t),
λord(t), and λuni(t) for (K,M,N) = (5, 71, 100).
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Figure 4: Results for distortion-rate for the three quantiz-
ers with µ = 0.01 and σ2 = 0.3. We see that the sensitive
quantizer has the least distortion.
from the cdf of the normalized point densities. In the
approximation, the ith codeword is the point t such that
∫ t
−∞
λcs(t
′)dt′ =
i− 1/2
2Ri
,
where Ri is the rate for each measurement. The partition
points are then chosen to be the midpoints between code-
words.
We compare the sensitive quantizer to uniform and or-
dinary quantizers using the parameters µ = 0.1 and
σ2 = 0.3. Results are shown in Figure 4.
We find the sensitive quantizer performs best in experi-
mental trials for this combination of µ and σ2 at suffi-
ciently high rates. This makes sense because λcs(t) is a
high-resolution approximation and should not necessarily
perform well at very low rates.
6. Conclusion
We present a high-resolution approximation to an optimal
quantizer for the storage or transmission of random mea-
surements in a compressed sensing system with lasso re-
construction. Using DFSQ and HC, we find a sensitivity
function γcs(·) that determines the optimal point density
function λcs(·) of such a quantizer. Experimental results
show that the operational distortion-rate is best when us-
ing this so called “sensitive” quantizer.
We conclude that proper quantization in compressed
sensing is not simply a function of the distribution of
the random measurements themselves (using either a
high-resolution approximation or practical algorithms like
Lloyd-Max). Rather, quantization adds a non-constant ef-
fect, called functional sensitivity [9], on the distortion be-
tween the the lasso reconstructions of the random mea-
surements and its quantized version.
A significant amount of work can still be done in this
area. Parallel developments could be made for variable-
rate quantizers. Also, this theory can be extended to other
probabilistic signal and sensing models, and CS recon-
struction methods.
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Abstract:
Analog-to-digital conversion comprises of two fundamen-
tal discretization steps: sampling and quantization. Re-
cent results in compressive sensing (CS) have overhauled
the conventional wisdom related to the sampling step, by
demonstrating that sparse or compressible signals can be
sampled at rates much closer to their sparsity rate, rather
than their bandwidth. This work further overhauls the
conventional wisdom related to the quantization step by
demonstrating that quantizer overflow can be treated dif-
ferently in CS and by exploiting the tradeoff between
quantization error and overflow.
We demonstrate that contrary to classical approaches that
avoid quantizer overflow, a better finite-range scalar quan-
tization strategy for CS is to amplify the signal such that
the finite range quantizer overflows at a pre-determined
rate, and subsequently reject the overflowed measure-
ments from the reconstruction. Our results further sug-
gest a simple and effective automatic gain control strategy
which uses feedback from the saturation rate to control the
signal gain.
1. Introduction
Analog-to-digital converters (ADCs) are an essential part
of most modern sensing and communications systems.
They are the interface between the analog physical world
and the digital processing world that extracts the informa-
tion we are interested in. Ever-increasing demands for in-
formation has pushed the requirements on ADCs to their
current physical limits. Fortunately, recent theoretical de-
velopments in the area of compressive sensing (CS) enable
us to significantly extend the capabilities of current ADCs
to keep pace with demand.
CS is a framework that allows signals that have sparse rep-
resentation, i.e., few non-zero elements, or few non-zero
coefficients in some basis, to be sampled at a rate close to
the sparsity rate, rather than the Nyquist rate. CS employs
linear measurement systems and a non-linear reconstruc-
tion algorithms to acquire and recover sparse signals.
Most of the CS literature to-date focuses on one particular
aspect of ADCs, namely sampling. In this paper we re-
examine the other significant aspect, quantization. Specif-
ically, we show that the core tenets of CS enable us to
reduce the error due to quantization by allowing the quan-
tizer to saturate more often than usual and removing the
saturated measurements from the reconstruction process.
The organization of this paper is as follows. Section 2.
presents a brief background on analog-to-digital conver-
sion, compressive sampling, and finite-range quantization.
Section 3. presents a brief analysis of finite-range quanti-
zation for CS. We show that CS measurements and the
quantization error are i.i.d. Gaussian, and analyze the pro-
posed reconstruction strategy. Section 4., presents numer-
ical results that validate our analysis. We conclude with a
brief discussion in Sec. 5.
2. Background
2.1 Analog-to-digital conversion
Analog-to-digital conversion consists of two discretization
steps: sampling, which converts an analog signal to a set
of discrete measurements, and quantization, which con-
verts each real-valued measurement to a discrete one cho-
sen from a pre-determined set. Although both steps are
necessary to represent a signal in the discrete digital world,
classical results due to Shannon and Nyquist demonstrate
that the sampling step is information preserving if a suffi-
cient number of samples, i.e., measurements, are obtained.
On the other hand quantization always degrades the signal.
The system design to goal is to take enough measurements
such that the signal does not alias, and to acquire enough
bits to limit the quantization distortion.
2.2 Finite-range quantization
Scalar quantization is the process of converting the contin-
uous value of the measurements to one of several discrete
values through a non-invertible function R(·). In this pa-
per we focus on uniform quantizers with quantization in-
terval∆. Thus, the quantization points are qk = q0 + k∆,
and every scalar a is quantized to the nearest quantiza-
tion point R(a) = argminqk |a− qk|. For an infinite-
range quantizer this implies that the quantization error is
bounded by |a−R(q)| ≤ ∆/2.
In practice quantizers have finite range, dictated by hard-
ware constraints such as the voltage limits of the de-
vices and the finite bit-rate of the quantized representa-
tion. Without loss of generality we assume a midrise B-
bit quantizer that represents a symmetric range of val-
ues |a| < T , where T > 0 is the quantization thresh-
old. The corresponding quantization points are at qk =
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∆/2 + k∆, k = −2B−1, . . . , 2B−1 − 1. This assump-
tion implies a quantization interval ∆ = 2−B+1T . Any
measurement with magnitude greater than T saturates the
quantizer and “clips” to magnitude T , i.e., it quantizes to
the quantization point T −∆/2.
Most classical quantization error analysis assumes that
the measurements are scaled such that the quantizer never
clips. This is a sensible quantization strategy for classi-
cal approaches using linear reconstruction. In that context,
saturation events cause significant signal distortion and are
undesirable. For that reason, extreme attention is often de-
voted to pre-ADC automatic gain control (AGC) systems
to ensure that the quantizer saturates only rarely. Under
this assumption the analysis of a finite or an infinite range
quantizer is equivalent in terms of the quantization error.
Thus, an infinite-range quantizer is often assumed for its
mathematical simplicity.
2.3 Compressive sampling (CS)
The theory of compressive sampling (CS) overhauls the
conventional wisdom on the sampling process. Specifi-
cally, [2] and the references therein show that the number
of measurements that are sufficient to exactly reconstruct a
sampled signal are significantly fewer than the Shannon-
Nyquist rate as long as the signal is sparse, i.e., can be
represented with very few non-zero components in some
basis.
The key components of CS are randomized measurements
and non-linear reconstruction. Specifically, a Nyquist-
rate sampled discrete-time signal x can be sampled at a
lower rate by using a random matrix Φ, of dimension
M ×N :
y = Φx, (1)
and reconstructed exactly, if the signal is K-sparse, i.e.,
only has K non-zero components in some basis and
the matrix Φ satisfies the Restricted Isometry Property
(RIP) [2]:√
1− δ2K‖x‖2 ≤ ‖Φx‖2 ≤
√
1 + δ2K‖x‖2 (2)
for all 2K-sparse signals x, where δ2K is the RIP con-
stant of Φ. RIP guarantees that the norm of the measure-
ments does not deviate significantly from the norm of the
K-sparse signal x.
To reconstruct x̂ from y+n, where n is noise with ‖n‖2 =
η, we perform the optimization
α̂ = min
α
‖α‖1 s.t. ‖ΦΨα− y‖2 < η, x̂ = Ψα̂ (3)
where Ψ is a basis and ‖α‖1 =
∑
i |αi| is the ℓ1 norm of
the coefficient vector. Reconstructing using (3) guarantees
that the norm of the reconstruction error is bounded by cη,
where c is a system-dependent constant [2].
In this paper we use the two key components of CS,
namely randomized measurements and non-linear recon-
struction, to overhaul the conventional wisdom on scalar
quantization. In the next sections we demonstrate that the
CS measurement process makes the quantization error a
white noise process. We use that result demonstrate that
in the context of non-linear reconstruction it is advanta-
geous to scale the signal such that the quantizer saturates
at a positive rate and reject the saturated measurements
from the reconstruction.
3. Finite-range quantization for CS
The non-linear reconstruction methods used in CS and the
democratic nature of the measurements, suggests that with
only a small performance penalty, we can choose to ig-
nore measurements. Specifically, in this work we choose
to deliberately saturate the quantizer and ignore the mea-
surements that saturated. In the analysis that follows we
demonstrate the advantages of this approach compared to
scaling the measurements such that they do not saturate
or incorporating the saturated measurements in the recon-
struction.
The analysis is based on three distinct results:
1. CS measurements approximately follow an i.i.d.
Gaussian distribution, making the quantization error
a well characterized white noise process.
2. Clipping without quantization followed by drop-
ping the saturated measurements preserves the signal
norm and the RIP.
3. Once quantization is introduced, the signal-to-
quantization noise ratio can be minimized by select-
ing a positive saturation rate and rejecting the satu-
rated measurements.
The subsequent sections state and sketch the proofs for
these results and their consequences. Due to space limita-
tions, we defer complete proofs and extended analysis to
future publications.
3.1 Distribution of CS measurements
We assume the measurement matrix Φ in (1) is randomly
generated using a zero-mean sub-Gaussian distribution
with variance 1/M . Under this assumption, all the mea-
surements yi =
∑
j(Φ)i,jxj are i.i.d. zero-mean random
variables with variance ‖x‖22/M . Using the Lyapunov
variant of the Central Limit Theorem, it is also straight-
forward to show that as the dimension N of the signal x
increases the yi become normally distributed. The state-
ment becomes non-asymptotic if the elements of Φ are
themselves distributed as a Gaussian. Our initial experi-
ments show that commonly used CS matrix families reach
asymptotic behavior even for small N .
The implications of this statement are threefold:
1. The expected number of measurements exceeding in
magnitude a threshold T‖x‖2/
√
M is 2Q(T ), where
Q(x) = 1√
2pi
∫ +∞
x
e−t
2/2dt is the tail integral of the
standard Gaussian distribution.
2. The ratio of T‖x‖2/
√
M determines the saturation
rate. Thus, scaling the signal such that a specific sat-
uration rate is achieved provides a very effective gain
control strategy.
3. The quantization error is a white process, although it
is correlated to the measurements.
We should note that in the sequel only the ratio
T
√
M/‖x‖2 is relevant. This ratio is the threshold we se-
lect by varying the parameter T . The
√
M factor reflects
that in practical systems the variance of the elements of
the measurement matrix is not a function of the number of
measurements. The normalization by ‖x‖2 reflects that in
practice automatic gain control or prior signal knowledge
is used to determine the proper gain in the input.
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3.2 Analysis of ﬁnite-range CS measurements
In this section we introduce clipping at threshold
T‖x‖2/
√
M , without quantization. We reject the clipped
measurements and demonstrate that if the remaining mea-
surements, denoted using y˜, are sufficient in number, the
measurement process still satisfies the RIP and preserves
the norm of K-sparse signals. We use the notation (˜·) to
denote the relevant quantities after the saturated measure-
ments are dropped: M˜ is the number of remaining mea-
surements and Φ˜ the mutilated measurement matrix corre-
sponding to the remaining measurements.
Assuming the result of Sec. 3.1, the expected number of
saturated measurements is 2MQ(T ). The remaining M˜
measurements follow a truncated Gaussian distribution:
y˜i ∝
{
N
(
yi; 0,
‖x‖2
2
M
)
, |yi| < T‖x‖
2
2√
M
0, otherwise.
(4)
Thus, the expected norm of y˜ is equal to:
E{‖y˜‖22} =M(1− 2Q(T ))σ2T , (5)
where σ2T is the variance of (4). Thus, the scaled system
Gy˜ = GΦ˜x (6)
G =
( ‖x‖22
M(1− 2Q(T ))σ2T
)1/2
(7)
=
( √
2π√
2π(1− 2Q(T ))− 2Te−T 2/2
)1/2
(8)
preserves the expected value of the norm of the signal. It is
also straightforward to demonstrate that the density of the
norm of the signal concentrates around its expected value
with very high probability, in manner similar to [1, 3].
It is also possible to demonstrate that the resulting Φ˜,
which is now signal-dependent, preserves the RIP for all
K-sparse signals, as long as M˜ = O(K log (N/K)), or
equivalently M = O(K log (N/K)/(1 − 2Q(T )). The
proof is beyond the scope of this paper [5]. However, it
is important since it guarantees recovery of the signal, and
the robustness to noise we need in the next section.
3.3 Quantization noise
In this section we quantize the thresholded measurements
using quantization interval ∆ = 2−B+1T‖x‖2/
√
M :
R(y˜) = y˜ + ǫ˜Q, (9)
where ǫ˜Q is the vector of the quantization error. From
the results of Sec. 3.1 and the distribution of the measure-
ments after thresholding it follows that ǫQ is a white ran-
dom vector with elements distributed as a wrapped trun-
cated Gaussian random variable and bounded by ±∆/2.
For small quantization intervals the distribution is well ap-
proximated by a uniform distribution in the same interval,
with variance ∆2/12 [6]. Assuming a unit norm input x
the expected squared norm of the quantization error is:
E{‖ǫ˜Q‖22} =M(1− 2Q(T ))∆2/12 (10)
= 2−2B(1− 2Q(T ))T 2/3. (11)
It can also be shown that for large M the measure of this
norm concentrates around its mean. When properly scaled
with the G in (8), the quantization error becomes:
E{‖Gǫ˜Q‖22} =
√
2π2−2B
3
T 2√
2π − Te−T2/2(1−2Q(T ))
, (12)
which suggests an optimal threshold T that minimizes the
error.
If the RIP is guaranteed, the norm of reconstruction error
can be bounded by c‖Gǫ˜q‖22 with very high probability
[2]. For most practical applications, the minimizing T in
(12) is not sufficient to guarantee RIP, and therefore we
select the smallest T that does.
A similar analysis can be performed if we keep all the sat-
urated measurements. In this case the RIP always holds
and the measurement error is equal to:
E{‖ǫQ‖22} = (13)
=M
(
(1− 2Q(T ))∆
2
12
+
2Q(T )‖x‖22
M
σ2trunc
)
, (14)
= ‖x‖22
(
(1− 2Q(T ))2
−2B
3
+ 2Q(T )σ2trunc
)
, (15)
where σ2trunc is the variance of the tail distribution for a
standard Gaussian random variable, as truncated by the
saturation. Detailed analysis of this can be found in [4].
At T decreases, both σtrunc and Q(T ) increases, which
means the error due to the saturated measurements in-
creases at the error due to the unsaturated measurements
decreases. The optimal T in this case minimizes (15).
The two strategies can be compared to select the opti-
mal given the operating conditions. Especially in low-bit
conditions, reducing the quantization interval pays off in
terms of the error. However, the tail effects cause a sig-
nificant penalty if we keep the measurements, and the bet-
ter strategy is to discard them. As we discuss in the next
section in our extensive simulations under a large variety
of practical conditions discarding the measurements per-
forms better than using them.
4. Experimental validation
4.1 Experimental setup
Signal model: We study the performance of our approach
using signals sparse in the frequency domain: in each trial
K non-zero Fourier coefficients αn are drawn from an
i.i.d. Gaussian distribution, normalized to have unit norm,
and randomly assigned toK frequency bins out of the N -
dimensional space. The sampled signal x is the DFT of the
generated Fourier coefficients. Beyond quantization we do
not include additional noise sources. In addition to exactly
sparse signals, we have performed extensive simulations
with compressible signals and confirmed similar results.
However, compressible signals are beyond the scope of
this paper.
Measurement matrix: For each trial a measurement ma-
trix is generated using a Rademacher distribution: each el-
ement is drawn independently to be +1 or −1 with equal
probability. Our extended experimentation, not shown
here in the interest of space, shows that our results are
robust to large variety of measurement matrix classes.
Reconstruction metric: We report the reconstruction
signal-to-noise ratio (SNR) in decibels (dB):
SNR , 10 log
( ‖x‖22
‖x− x̂‖22
)
, (16)
where x̂ denotes the reconstructed signal.
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Figure 1: Reconstruction SNR (dB) vs. quantizer saturation threshold (T ) using a 4-bit quantizer and downsampling rate M
N
=
1
16
. . .
13
16
when (a) the saturated measurements are used for reconstruction and (b) the saturated measurements are discarded before
reconstruction. (c) Side-by-side comparison of (a) and (b) for M
N
=
3
16
and 15
16
: by lowering the threshold T and rejecting saturated
measurements, we achieve the highest reconstruction SNR.
4.2 Experimental results
We performed extensive simulations with a variety of sig-
nal parameters. Due to space limitations, we present here
the results for N = 2048, K = 60, and B = 4 which
are typical of the system performance. In our experiments
we vary M such that MN =
1
16 . . .
15
16 and the threshold T
in the range [0, 0.18]. For each parameter combination we
repeat 100 trials, each trial with a different signal x and
matrix Φ as described in Sec. 4.1.
For each trial we quantize the measurements using a finite-
range quantizer and use them to reconstruct the signal (a)
by incorporating the saturated measurements in the re-
construction and (b) by discarding the saturated measure-
ments before reconstruction. Both cases use the linear pro-
gram (3) with the appropriate value for η. We denote the
reconstructed signal with x̂keep and x̂discard, respectively.
The results are shown in Fig. 1, which plots the average
reconstruction SNR versus the quantizer dynamic range T
for a variety of MN . In particular, Figs. 1 (a) and (b) display
the SNR of x̂keep and x̂discard, respectively. Figure 1 (c)
compares the two approaches for the two extreme cases of
M
N =
3
16 and
M
N =
15
16 .
The plots demonstrate that lowering the threshold T such
that the saturation rate is non-zero achieves a higher re-
construction SNR compared to scaling such that no mea-
surements clip. Furthermore, rejecting saturated measure-
ments performs better than incorporating them in the re-
construction. This is best illustrated in Fig. 1 (c): the
optimal point on the dashed line, which corresponds to
discarding saturated measurements, exhibits better SNR
than the optimal point on the solid line, which corresponds
to incorporating saturated measurements. As expected,
the curves coincide when the saturation rate is effectively
zero.
We also performed this experiment for larger values of K
and B. As expected with higher B, we achieve less per-
formance gain. As B grows, the quantization error goes
down and thus reducing the quantization interval by drop-
ping measurements is less effective. As K increases, re-
jecting measurements remains an optimal strategy. How-
ever, when K is large enough such that the non-saturated
measurements do not satisfy RIP, our method performs
worse than incorporating the saturated measurements.
5. Discussion
Our results demonstrate that CS overthrows the conven-
tional wisdom on finite range quantization. Specifically
the common practice of scaling the signal such that the
ADC does not overflow is not optimal in light of the non-
linear reconstruction. Our results demonstrate that allow-
ing the signal to saturate is advantageous because it de-
creases the quantization interval in the unsaturated mea-
surements. The non-linear reconstruction methods allow
us to discard saturated measurements and prevent the sat-
uration error from affecting the reconstruction process.
Our results further suggests a simple automatic gain con-
trol (AGC) strategy, in which the deviation of the average
clipping rate from the desired one is used as a feedback
to modify the gain. Since the desired clipping rate is non-
zero, the feedback is symmetric and increases the gain if
the clipping rate is too low. In comparison, classical AGC
systems rely on the clipping rate only when the gain is too
high and should be reduced. Since in such systems a zero
clipping rate is the desired behavior, the AGC needs to rely
on other signal features to ensure the gain is sufficient to
provide a good signal-to-quantization noise ratio.
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Abstract:
As art museums are digitizing their collections, a cross-
disciplinary interaction between image analysts, mathe-
maticians and art historians is emerging, putting to use
recent advances made in the field of image processing (in
acquisition as well as in analysis). An example of this is
the Digital Painting Analysis (DPA) initiative [2], bring-
ing together several research teams from universities and
museums to tackle art related questions such as artist au-
thentication, dating, etc. Some of these questions were
formulated by art historians as challenges for the research
teams. The results, mostly on van Gogh paintings, were
presented at two workshops. As part of the Princeton team
within the DPA initiative we give an overview of the work
that was performed so far.
1. Introduction - Penetrating the art world
Determining the authenticity of a painting can be a daunt-
ing task for art historians, requiring extensive art historical
research as well as the analysis of pigments, fabrics etc.
However much insight chemical analysis yields [4], it re-
quires the destruction of a sample from the painting and is
therefore seldom allowed by conservators. Digital image
processing for analyzing paintings could thus prove a use-
ful addition to the art experts’ toolbox, even beyond the
purpose of authentication. We expect that art historians
will gradually learn to use and trust these tools; a similar
emergence and eventual success took place in the medical
world in the mid 80s, with the advent of computed tomog-
raphy. Subsequently, reconstruction algorithms played a
significant role in creating other medical imaging tech-
nologies, including MRI, PET and SPECT.
To stimulate the interaction between the art historical
world and branches of digital image processing, the Digi-
tal Painting Analysis (DPA) initiative organized two work-
shops in Amsterdam (IP4AI or Image Processing for
Artist Identification) and a symposium (celebrating the
inauguration of TiCC, Tilburg centre for Creative Com-
puting) to facilitate a dialog between the two communi-
ties. The Van GoghMuseum (Amsterdam) and the Kro¨ller
Mu¨ller Museum (Otterlo) made it possible for participat-
ing teams to work with high resolution digital images of
paintings (mostly van Goghs) in their collections.
2. Challenges - Convincing the art expert
To jumpstart the IP4AI workshops, art historians formu-
lated challenges for the research teams, asking them to
provide convincing arguments in favor of digital image
processing. These included the following:
• Authentication: distinguish an original van Gogh
painting from a copy or forgery. This was the main
focus of the first workshop; preliminary results of the
participating research teams can be found in [7].
• Dating: classify works by van Gogh that were either
painted in his early Paris phase (1886 − 1888) or in
his later Arles period. Art historians noticed changes
in van Gogh’s way of painting throughout his career.
Small brushstrokes seem to be more prominent in his
Paris period while broader ones prevail in Arles.
• Identifying distinguishing features: can an artist’s
hand be characterized and features be found that dis-
tinguish him from other painters?
• Image enhancement: fuse information obtained by
different modalities (x-ray, infrared, visual, etc.) to
(virtually) enhance damaged paintings, or under-
paintings. A first challenge here is detailed and pre-
cise registration.
• Inpainting: digitally reconstruct missing pieces from
a painting when only limited data is at hand.
The purpose of this paper is to provide an overview of
the tools and general methodology used by the Princeton
research team in order to tackle these challenges. Detailed
results can be found in [6, 10].
2.1 Classification - Authentication, dating and
identifying features
For the analysis of paintings it is crucial to extract distin-
guishing features/statistics that truly characterize the style
of an artist. It is obvious that simple image statistics such
as mean or variance of an image will not suffice by them-
selves. To take an extreme example: reordering by in-
creasing grayscale the pixels in every row of a digital im-
age of a natural scene, and then doing the same in every
column, produces an image with same mean and variance
as the original, but bereft of (almost) all other information.
More complex models that provide additional information
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are needed. The approach taken for the first three chal-
lenges built such models. The analysis consists of three
main steps: transform, modeling and classification.
Transform. A multiresolution transform is performed
on patches of the image. We used the Dual-Tree Complex
Wavelet Transform (DTCWT) [9]; it provides approxi-
mate shift invariance and directional selectivity (proper-
ties standard wavelet transforms lack). The DTCWT uses
two parallel filter banks and produces six subbands of co-
efficients that let us analyze changes in the image in six
directions (±15◦,±45◦and± 75◦) at different scales.
Modeling. A large number of pixels, and thus also of
transform coefficients, combined with noise on the pixel
values (due to the acquisition process) impose robust di-
mensionality reduction and feature extraction techniques.
We used Hidden Markov Trees (HMT) [3]. It is possible
to describe the wavelet coefficients for a large class of im-
ages in terms of two key properties [11]:
• 2Population: smooth image regions are represented
by wavelet coefficients with a narrow probability dis-
tribution function (pdf); edges, ridges or other singu-
larities by wavelet coefficients with a wide pdf.
• Persistence: the classification into narrow/wide pdf-
coefficients tends to propagate across scales.
These two properties are used to design a statistical model
to represent images. Due to the multiresolution nature
of the wavelet transform, the wavelet coefficients can be
arranged into a quadtree (one coefficient from a coarser
scale corresponds to four wavelet coefficients at the next
finer scale). At each scale, hidden variables control the
wavelet coefficients. They can have two states: L (large,
for edge-like structures) and S (small, for smooth regions).
The wavelet coefficients are modeled as samples from a
mixture of two Gaussian distributions, one with a large
variance for the coefficients corresponding to an edge and
one with a small variance for coefficients from a smooth
region. HMT model the statistical dependencies between
wavelet coefficients at different scales. The parameters of
the HMT we used as features are:
• αT : a 2×2 transition probability matrix, that depicts
the probabilities that a child node is in a particular
state, given the state of the parent node.
• µi: the means of the narrow and wide Gaussian dis-
tribution (i = 1, 2) for each subband.
• σi: variance of the narrow and wide Gaussian distri-
bution (i = 1, 2) for each subband.
For example, if we apply a 4-level DTCWT transform on
a patch of an image, then the features extracted from that
patch would be the following: 6× 4× 2 means, 6× 4× 2
variances and 6 × 4 × (2 × 2) probabilities, adding up to
a total of 192 features. These HMT features are grouped
into a model parameter vector and are determined using
the expectation maximization algorithm.
Classification. The model parameters vectors extracted
in the previous step are used as the input for classifica-
tion algorithms. We used several types of machine learn-
ing algorithms: Support Vector Machines, Adaboost, De-
cision Stump and Random Forest. All experiments were
performed with WEKA [1], a collection of machine learn-
ing algorithms for data mining tasks.
2.1.1 Authentication challenge results
The authentication challenge was the main research topic
for the first IP4AI workshop [7]. To validate their ear-
lier results the Princeton team asked Dutch art conser-
vation student Charlotte Caspers to make original paint-
ings on different materials, with different kinds of paint
and brushes, and to create a faithful copy for each of
these originals. The dataset provided ground truth: we
knew which paintings were original and which ones were
copies. We considered both HMT features and threshold-
ing features [10]. The aim was to recognize the differ-
ence between a fluid and a more hesitant (copying) stroke
through machine learning. For this kind of classification
problem the SVM with polynomial kernel machine learn-
ing algorithm was the best classifier.
The images were subdivided into patches, some of which
were used for training the machine learning algorithm.
The best results were obtained by using only patches from
the painting under investigation and its copy (see Figure
1). The results can be found in Table 1; they show that
when both soft and hard brushes are used, the algorithm
achieves a succes rate similar to that obtained by state-of-
the-art authentication algorithms for handwriting.
Figure 1: Four sets of patches without overlap.
2.1.2 Dating challenge results
For the dating challenge a set of 66 high resolution paint-
ings (90 pixels per linear inch) were put at the disposal
of all teams. All the classifiers listed above were trained
with 256× 256 patches using 10-fold cross validation. As
can be seen in Table 2, the Random Forest (RF) classifier
was the most accurate. Three paintings for which art his-
torians are not sure when they were painted needed to be
attributed to one of two periods. Figure 2 shows the re-
sulting classification success rate for patches of paintings
from the training set. The RF algorithm was then used on
the patches of the three paintings to be attributed, and a
majority vote of the patches was determined.
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Pair Ground Paint Brushes Style Total Copy Original
1 CP Canvas Oils Soft&Hard 78% 67% 89%
2 CP Canvas Acrylics Soft&Hard 72% 55% 89%
3 Smooth CP Board Oils Soft&Hard 78% 78% 78%
4 Bare linen canvas Oils Soft TI 75% 50% 100%
5 Chalk and Glue Oils Soft TI 50% 0% 100%
6 CP Canvas Acrylics Soft TI 38% 75% 0%
7 Smooth CP Board Oils Soft Sm,Bl 55% 22% 88%
Table 1: Accuracy for each test on the Caspers data set. Abbreviations: Sm=Smooth, Bl=Blended, TI=Thick Impasto.
SVM AB DS RF
61.2% 63.2% 63.1% 70.5%
Table 2: Accuracy of different classifiers.
Abbreviations: SVM=Support Vector Machines, AB=
AdaBoost, DS=Decision Stump, RF=Random Forest.
TieArles Paris
Figure 2: Classification results for three paintings.
2.1.3 Extracting Distinguishing Features results
The test set consisted of floral still lifes painted by van
Gogh, Monticelli and other contemporary artists. The goal
was to quantify to what extent van Gogh and Monticelli
share features, in their brushwork and color schemes, ab-
sent in the style of the others. The purpose here was thus
to distinguish styles instead of painters (as in authentica-
tion). The same methodology described above was used.
Results show that wavelet coefficients in direction −45◦,
scale 6 characterize the style of van Gogh and Monticelli
whereas wavelet coefficients in the 15◦, scale 4 subband
are more prominent in the other paintings. Examples of
these distinguishing features are highlighted in Figure 3.
More detailed results are in [6].
Figure 3: Distinguishing feature challenge.
Left: “Still Life: Vase with Gladioli” by V. van Gogh.
Right: “Vase with Flowers” by G. Jeannin.
2.2 Using Different Image Acquisitions
Art museums typically have x-ray and infrared pho-
tographs in their collections, which can reveal much about
what is below the visible surface of a painting. These can
also be digitized (or acquired digitally, in the future), and
be studied with digital image processing tools. In order to
combine the different modes of image acquisition, the first
task is to register the images (we used x-ray, infrared and
color images of the same painting) to enhance and detect
hidden features. Figure 4 shows a woman’s face emerg-
ing (horizontally) from underneath the grass in the paint-
ing “Patch of Grass”. Because x-rays and photographs
are acquired by different modalities, the matching is not
as straightforward as it seems initially. Both images were
divided into patches and reference points in both images
were picked in order to define a smooth warping that gave
acceptable results. Another example is the counting of
threads/inch in the canvas, visible on x-rays, to determine
a painting’s authenticity and date [8].
2.3 Inpainting
An important aspect for art historians and conservators is
the preservation of works of art. When paintings become
damaged, all the available information (grayscale pho-
tographs, low resolution color photographs, ektachromes,
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Figure 4: Registered x-ray on “Patch of Grass”.
. . . ) is called upon to help art conservators in their recon-
struction or restoration. In [5] techniques were proposed
to mathematically reconstruct the original colors of fres-
coes (reduced to rubble in a wartime bombing) by mak-
ing use of the information given by preserved fresco frag-
ments and gray level pictures of the intact frescoes taken
before the damage occurred.
We investigated whether such techniques would also work
on van Gogh pictures. With the help of M. Fornasier, one
of the authors of [5], we applied these algorithms to a
high resolution color image of the “Lemons on a Plate”
painting. A patch of 200 × 200 pixels was digitally re-
moved; Figure 5 shows its mathematical reconstruction,
using only a low resolution color image (with faithful col-
ors) and a high resolution grayscale image of that painting.
The results are quite satisfying and prove that these tech-
niques could be used for restoration purposes.
Figure 5: Inpainting.
3. Conclusions
The results obtained for the first and second IP4AI work-
shop in Amsterdam were promising. It is clear however,
that these digital techniques on their own are not sufficient
to provide conclusive answers to questions of interest to
art historians. Nevertheless, they will likely be a worthy
addition to the toolbox of art historians and conservators;
they have the great advantage of not being invasive. There
is also still room for improvement in the different steps of
the analysis of paintings. It is worth pointing out, how-
ever, that in order to apply such techniques, the quality
of the acquired dataset (i.e. high resolution images) is of
utmost importance. Only images of equal quality can be
compared with each other.
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Abstract:
Many image processing applications require estimat-
ing the orientation of the image edges. This estimation
is often done with a finite difference approximation
of the orthogonal gradient. As an alternative, we ap-
ply contour stencils, a method for detecting contours
from total variation along curves, and show it more
robustly estimates the edge orientations than several
finite difference approximations. Contour stencils are
demonstrated in image enhancement and zooming ap-
plications.
1. Introduction
A fundamental and challenging problem in image
processing is estimating edge orientations. Accurate
edge orientations are important for example in edge-
oriented inpainting methods [2], and optical character
recognition features [8].
1.1 ∇u⊥ for Estimating Edge Orientation
A starting point to edge orientation estimation is to
approximate ∇u⊥ with finite differences. Finite dif-
ference estimation alone is typically too noisy to be
reliable, especially near edges, so the gradient is often
regularized by a convolution ∇u ≈ ∇(G ∗ u) where
G is for example a Gaussian. However, there is a se-
rious problem in that ∇u⊥ and −∇u⊥ both describe
the same edge orientation, so linear smoothing tends
to cancel the desired edge information.
Introduced by Bigu¨n and Granlund [1] and Forstner
and Gulch [3], a better approach is to use the 2 × 2
structure tensor J(∇u) = ∇u ⊗ ∇u. The struc-
ture tensor satisfies J(−∇u) = J(∇u) and ∇u is an
eigenvector of J(∇u). The structure tensor takes into
account the orientation but not the sign of the direc-
tion, thus solving the antipodal cancellation problem.
As developed by Weickert [9], let
Jρ(∇uσ) = Gρ ∗ J(Gσ ∗ u) (1)
where Gσ and Gρ are Gaussians with standard devia-
tions σ and ρ. The eigenvector of Jρ(∇uσ) associated
with the smaller eigenvalue is called the coherence di-
rection, and is an effective approximation of edge ori-
entation.
2. Contour Stencils
Numerical implementation of J(∇u) yet involves es-
timating ∇u. Since numerical estimates of ∇u are
sensitive to noise and unreliable near edges, signifi-
cant amounts of smoothing is still needed for accept-
able results. We abandon ∇u⊥ and approach the es-
timation of edge orientation from an entirely different
principle.
Given a smooth curve C and a parameterization γ :
[0, T ] → C, consider measuring the total variation of
u along C,
TV(C) =
∫ T
0
∣∣∂tu(γ(t))∣∣ dt. (2)
Edge orientations can be estimated by comparing
TV(C) with various candidate curves. Contour sten-
cils [4, 5] is a numerical implementation of this idea.
Let u : Λ → R be a discrete image. Denote by ui,j ,
(i, j) ∈ Λ, the value of u at the (i, j)th pixel, and let
xi,j ∈ R2 denote its spatial location.
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S(α, β) =8>>><
>>>:
1 α = (i, j), β = (i− 1, j + 1),
1 α = (i, j), β = (i + 1, j − 1),
4 α = (i, j + 1), β = (i + 1, j),
1 α = (i + 1, j + 1), β = (i, j + 2),
1 α = (i + 1, j + 1), β = (i + 2, j),
0 otherwise
Figure 1: An example contour stencil S for detecting
a 45◦ orientation.
A contour stencil is a function S : Λ × Λ → R+ de-
scribing weighted edges between pixels (see Figure 1).
These edges approximate several parallel curves local-
ized over a small neighborhood. As a discretization of
(2), the total variation of S is
TV(S) := 1|S|
∑
α,β∈Λ
S(α, β) |uα − uβ | , (3)
and |S| := ∑α,β S(α, β) |xα − xβ |. For the contour
stencil in Figure 1, |S| = (1 + 1 + 4 + 1 + 1)√2 and
TV(S) = 1|S|
(|ui,j − ui−1,j+1|+ |ui,j − ui+1,j−1|
+4 |ui,j+1 − ui+1,j |
+ |ui+1,j+1 − ui,j+2|+ |ui+1,j+1 − ui+2,j |
)
.
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Figure 2: The proposed cell-centered contour stencils.
The contours of u are estimated by finding a stencil
with low total variation,
S∗ = argmin
S∈Σ
TV(S) (4)
where Σ is a set of candidate stencils (see Figures 2
and 3). The best-fitting stencil S∗ provides a model of
the underlying contours.
In summary, contour stencil orientation estimation is
done by first computing the TV estimates (3) for each
1 1
2 2
1 1
1
1
2
2
1
1 2
2
1
1 2
21
1
1
1
2
2
1
2
2
1
1
1
1
1
2
2
1
1
1
2
2
1
2
2
1
1
1 1
1
2
2
1 1
1
2
2
1
2
2
1
1
1
Figure 3: A node-centered stencil set.
candidate stencil, and then determining the best-fitting
stencil S∗. For efficient implementation, define
DHi,j = |vi,j − vi+1,j | , DAi,j = |vi,j − vi+1,j+1| ,
DVi,j = |vi,j − vi,j+1| , DBi,j = |vi,j+1 − vi+1,j | ,
then theTV(S) can be computed as sums of these dif-
ferences, and the differences may be reused between
successive cells. For the proposed stencil sets, contour
stencils cost a few dozen operations per pixel [4].
Input Estimated Orientations
Figure 4: Edge orientation estimation with contour
stencils (using the cell-centered stencils in Figure 2).
Contour stencils extend naturally to nonscalar data by
replacing the absolute value in (3) with a metric. On
color images for example, a suitable choice is the ℓ1
vector norm in YCbCr color space.
3. Comparison
Here we compare contour stencils and several finite
difference methods for estimating edge orientation.
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As a test image with fine orientations, we use a small
image of straw (Figure 5).
u
Figure 5: The test image.
As is done with coherence direction (1), any orien-
tation field ~θ can be smoothed by filtering its tensor
product: Gρ ∗ (~θ × ~θ). But for easier comparison, all
methods are shown without smoothing.
∇u⊥ with (5)
Contour Stencils (Σ as in Figure 2)
Figure 6: Comparison of cell-centered methods.
We consider two categories of methods: cell-centered
and node-centered. Define the (i, j)th cell as the
square whose corners correspond to ui,j , ui+1,j ,
ui,j+1, ui+1,j+1. Cell-centered methods compute ori-
entation estimates logically located in the center of the
cells. With node-centered methods, the edge orienta-
tion estimates are centered on the pixels.
Let D+x denote the forward difference operator
D+x ui,j = ui+1,j − ui,j and similarly in the other co-
ordinate D+y . An estimate of ∇u symmetric over the
cell is
∇ui,j ≈
(
(D+x ui,j +D
+
x ui,j+1)/2
(D+y ui,j +D
+
y ui+1,j)/2
)
. (5)
Figure 6 compares∇u⊥ estimated using (5) with con-
tour stencils using the cell-centered stencil set shown
in Figure 2.
Sobel filter (6)
Contour Stencils (Σ as in Figure 3)
Figure 7: Comparison of node-centered methods.
The Sobel filter [7] is a node-centered approximation
of ∇u,
∂xu ≈

−1 0 1−2 0 2
−1 0 1

 ∗ u (6)
and similarly for ∂yu. Figure 7 compares the Sobel fil-
ter with contour stencils using the node-centered sten-
cil set from Figure 3.
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4. Applications
Contour stencils are useful in applications where
edges are significant.
Input Contour Stencil Enhancement
Figure 8: Simultaneous sharpening and denoising us-
ing contour stencils [4].
Contour stencils can be useful in discretizing image
diffusion processes. Figure 8 demonstrates image en-
hancement using a combination of the Rudin-Osher
shock filter [6] and TV-flow that has been discretized
with contour stencils.
As another application, Figure 9 shows an image
zooming result using contour stencils. The method
approaches zooming as an inverse problem using a
least-squares graph regularization. The regularization
is adapted according to the edge orientations estimated
from the contour stencils.
5. Conclusions
Contour stencils provide reliable orientation estimates
at low computational cost, enabling better results in
image processing applications.
Input Zooming (4×)
Figure 9: (This is a color image.) Edge-adaptive
zooming using contour stencils [5].
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Abstract:
In this paper, we present two algorithms to solve some
inverse problems coming from the field of image process-
ing. The problems we study are convex and can be ex-
pressed simply as sums of lp-norms (p ∈ {1, 2,∞}) of
affine transforms of the image. We propose 2 different
techniques. They are - to the best of our knowledge - new
in the domain of image processing and one of them is new
in the domain of mathematical programming. Both meth-
ods converge to the set of minimizers. Additionally, we
show that they converge at least asO
(
1
N
)
(whereN is the
iteration counter) which is in some sense an “optimal” rate
of convergence. Finally, we compare these approaches to
some others on a toy problem of image super-resolution
with impulse noise.
1. Introduction
Many image processing tasks like reconstruction or seg-
mentation can be done efficiently by solving convex opti-
mization problems. Recently these models received con-
siderable attention and this led to some breakthrough.
Among them are the new sampling theorems [5] and the
impressive results obtained using sparsity or regularity as-
sumptions in image reconstruction (see e.g. [4]).
These results motivate an important research to accelerate
the convergence speed of the minimization schemes. In
the last decade, many algorithms like iterative threshold-
ing or dual approaches were reinvented by the “imaging
community” (see for instance [2, 3] for old references).
Recently, the “mathematical programming community”
got interested in those problems and it led to some drastic
improvements. As examples let us cite the papers by Y.
Nesterov [9, 10] and M. Teboulle [1] which improve by
one order of magnitude most first order approaches.
In this paper, we mainly follow the lines of Y. Nesterov
[9]. We consider the problem of minimizing the sum of
lp-norms (p ∈ {1, 2,∞}) of affine transforms of the im-
age. The general mechanism of the algorithms we propose
consists in smoothing the problem and solve it with an ef-
ficient first order scheme. Our contribution is mainly to
extend the results of [9] to a more general setting and to
propose a dual variant which behaves better in all prob-
lems we tested. We also give convergence rates for the
proposed algorithms. We believe, this gives some insight
on the important factors that influence the algorithms effi-
ciency and helps designing solvable problems.
2. The problems considered
In this paper, we consider the following seminal model of
image deterioration:
u0 = Du+ b (1)
where u is an original, neat image,D : Rn → Rm is some
known linear transform, b ∈ Rm is some additive noise
and u0 ∈ Rm is a given observed image. This simple
formalism actually models many real situations. For in-
stance, D can be an irregular sampling and a convolution.
In this case recovering u from u0 is a super-resolution
problem [7]. Other applications include image inpainting,
compression noise reduction, texture+cartoon decomposi-
tions, reconstruction from noisy indirect measurements...
Finding u from the observation u0 is an inverse problem.
There exists many ways to solve it. In this paper, we con-
centrate on two variational models. The first one consists
in solving the following convex problem:
min
x∈X

||Bx||1 + λ||Dx− u0||p︸ ︷︷ ︸
Ψ(x)

 . (2)
The second one consists in solving:
min
y∈Y
(||y||1 + λ||DB∗y − u0||p) . (3)
In both problems, B : Rn → Ro is a linear transform, || ·
||p denotes the standard lp-norm and X and Y are simple
convex sets (like Rn or [0, 1]n).
The interpretation of the first model is as follows: we look
for an image x which minimizes ||Bx||1 such that Dx is
close to u0. The function x 7→ ||Bx||1 can be seen as a
regularity a priori on the image. For instance, if B is the
discrete gradient, then it corresponds to the total variation.
If B is some wavelet transform, it is equivalent to a Besov
semi-norm [6]. p must be chosen depending on the statis-
tics of the additive noise. For instance, p should be equal
to 2 for Gaussian noise, to 1 for impulse noise and to ∞
for uniform noise.
The interpretation of the second model is the following:
we look for a decomposition y of the restored image in
some dictionary B∗ such that its reconstruction B∗y is
close to u0. Minimizing the l1-norm of y is known to
favor sparse structures. The underlying assumption is thus
that the original image u is sparse in the dictionary B∗.
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From a numerical point of view, both problems are very
similar. However, the first one is slightly more general and
complicated than the second. We will thus give a detailled
analysis of its resolution and only provide numerical re-
sults for the second one.
The remaining of the paper is as follows. We first present
an algorithm based on a regularization of the primal prob-
lem (2). Then we present a technique to regularize a dual
version of (2). Finally we propose theoretical and numeri-
cal comparisons of both techniques on a problem of image
super-resolution. Due to space limitations, we only pro-
vide the main ideas in this paper. We refer the reader to
[12] (in French), for the proofs of the propositions.
3. Smoothing of the primal problem
In this section, we propose a method to minimize (2). Its
principle is exactly the same as the method proposed by Y.
Nesterov in [9]:
1. Smooth the non-differentiable terms in (2).
2. Solve the regularized problem using an accelerated
gradient method.
The only difference is that we do not require the set X to
be bounded, which requires a slightly different analysis.
Now let us present some details of this approach. A key
observation to solve (2) is that it can be rewritten as a so
called min-max problem. Let p′ denote the conjugate of
p
(
i.e. 1
p′
+ 1
p
= 1
)
. We can rewrite problem (2) as fol-
lows:
min
x∈X
(
max
y∈Y
(〈Bx, y1〉+ λ〈Dx− u0, y2〉)
)
(4)
= min
x∈X

maxy∈Y (〈Ax− h, y〉)︸ ︷︷ ︸
Ψ(x)

 (5)
where 〈·, ·〉 denotes the canonical scalar product,
A =
[
B
λD
]
, h =
[
0
λu0
]
and (6)
Y = {y = (y1, y2) ∈ Ro×Rm, ||y1||∞ ≤ 1, ||y2||p′ ≤ 1}.
(7)
The function Ψ is a conjugate function and the set Y is
bounded. It can thus be smoothed using a Moreau regular-
ization. Let us denote:
Ψµ(x) = max
y∈Y
(
〈Ax− h, y〉 − µ
2
||y||22
)
. (8)
This function can be shown to be L-Lipschitz differen-
tiable:
||∇Ψµ(x1)−∇Ψµ(x2)||2 ≤ L||x1 − x2||2 (9)
with L = |||A|||
2
µ
and |||A||| = max
x∈Rn,||x||2≤1
(||Ax||2).
Furthermore, it is a good uniform approximation of Ψ in
the following sense:
0 ≤ Ψ(x)−Ψµ(x) ≤ µ
2
D. (10)
where D =
(
max
y∈Y
(||y||22)
)
. Thus, we can make the dif-
ference betweenΨ andΨµ as small as desired by decreas-
ing µ. The approximation Ψµ is actually very common
in image processing. For instance, when p = 1, it cor-
responds to the approximation of the absolute value by a
Huber function. When p =∞ it is slightly more difficult,
but it can still be computed in closed form.
The smoothed problem writes:
min
x∈X
(Ψµ(x)) . (11)
It consists in minimizing a differentiable function over a
simple set. We can thus apply projected gradient like al-
gorithms to solve it. Unfortunately, µ has to be chosen
small in order to get a good approximate solution. This
requires to use small step sizes in the gradient descent and
thus results in a very slow convergence rate. The main
observation of Y. Nesterov in [9] is that using an accel-
erated version of the projected gradient methods can ac-
tually compensate the approximation error. This results
in a convergence rate in O
(
1
N
)
(where N is the iteration
counter), while other first order approaches like projected
subgradient descents converge as O
(
1√
N
)
.
Now let us write down the complete algorithm to solve
(11). Let x∗µ denote a solution of (11) (it is not unique in
general). We propose the following algorithm:
Algorithm 1 (Primal)
Choose a number of iterations N .
Set a starting point x0 (as close as possible to x∗µ).
Set µ = µ(N) =
|||A|||·||x0−x∗
µ
||2
N
.
Set A = 0, g = 0 and x = x0.
for k = 0 to N do
a = 1
L
+
√
1
L2
+ 2
L
A
v = ΠX
(
x0 − g)
y = Ax+avA+a
x = ΠX
(
y − ∇Ψµ(y)
L
)
g = g + a∇Ψµ(x)
A = A+ a
end for
Set xN = x.
Our main convergence results are as follows. Let x∗ de-
note a solution of (2).
Proposition 1 xN converges to the set of minimizers of
(2).
Proposition 2 The worst case convergence rate is:
Ψ(xN )−Ψ(x∗) ≤ 2|||A||| · ||x
0 − x∗µ||2
√
D
N
. (12)
Note that the distance ||x0 − x∗µ||2 is unknown in gen-
eral, so that Algorithm 1 might not seem implementable.
In the case where X is a compact set, this quantity can
be bounded above by the diameter of X . When X is not
bounded, it actually suffices to choose µ of order
|||A|||
N
to
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get a precision of order O
(
1
N
)
. Algorithm (1) is thus im-
plementable and converges as O
(
1
N
)
. This convergence
rate is neatly sublinear and might seem bad at first sight.
Actually, it is somehow optimal. Indeed, A. Nemirovski
shows in [8] that some instances of problems like (5) can-
not be solved with a better rate of convergence thanO
(
1
N
)
using first order methods.
4. Smoothing of the dual problem
In this section, we propose an approach alternative to the
previous one. Its flavor is similar to a proximal-method.
One way to understand this scheme is that we smooth the
“dual” problem instead of the primal problem. Note that
themin and themax in equation (5) cannot be inverted as
we do not suppose X to be compact. So we cannot use -
properly speaking - the term dual problem.
Instead of solving (2), we solve:
min
x∈X
(
||Bx||1 + λ||Dx− u0||p + ²
2
||x− x0||22
)
(13)
where ² ∈ R+∗ and x0 should be chosen close to the set
of minimizers of (2). It can be shown that as ² goes to
0, the unique solution of (13) converges to the Euclidean
projection of x0 onto the set of minimizers of (2). We can
rewrite (13) as a min-max problem:
min
x∈X
(
max
y∈Y
(〈Ax− h, y〉) + ²
2
||x− x0||22
)
(14)
= max
y∈Y

minx∈X
(
〈Ax− h, y〉+ ²
2
||x− x0||22
)
︸ ︷︷ ︸
Ψ²(y)

 .(15)
Note that we can invert themin and themax only because
the term ²2 ||x − x0||22 makes the problem coercive in x.
Now, the important observation is that the function Ψ² is
the conjugate of a strongly convex function. It is thus con-
cave and Lipschitz differentiable:
||∇Ψ²(y1)−∇Ψ²(y2)||2 ≤ L||x1 − x2||2 (16)
∀(y1, y2) ∈ Y × Y with L ≤ |||A|||
2
²
. Problem (15)
consists in maximizing a Lipschitz differentiable concave
function over a convex set. It thus seems interesting to use
a scheme similar to Algorithm 1 on this problem. Unfortu-
nately we will get a convergence rate on the dual variable
y and not on the variable of interest:
x(y) = argmin
x∈X
(
〈Ax− h, y〉+ ²
2
||x− x0||22
)
. (17)
Actually, a slight modification of Nesterov’s scheme (an
ergodic version) can be shown to ensure convergence of
xN with the desired convergence rate. In the following,
we detail briefly our main results.
Let x∗² denote the solution of (13) and y
∗
² denote a solution
of (15). LetX∗ denote the set of minimizers of (2) and let
us consider the following algorithm:
Algorithm 2 (Dual)
Choose a number of iterations N .
Set a point x0 (as close as possible to X∗).
Set a starting point y0 (as close as possible to y∗² ).
Set ² = ²(N) =
|||A|||·||x0−x∗
²
||2
N
.
Set A = 0, g = 0, x¯ = 0 and y = y0.
for k = 0 to N do
a = 1
L
+
√
1
L2
+ 2
L
A
v = ΠY
(
y0 − g)
z = Ay+avA+a
y = ΠY
(
z + ∇Ψ²(z)
L
)
x¯ = x¯+ ax(y) (cf. equation (17))
g = g − a∇Ψ²(y)
A = A+ a
end for
Set x¯N = x¯A .
This algorithm can be shown to have the following prop-
erties.
Proposition 3 x¯N converges to the projection of x0 onto
the set of minimizers of (2).
Proposition 4 The worst case convergence rate is:
Ψ(x¯N )−Ψ(x∗) ≤ 2|||A||| · ||x
0 − x∗² ||2
√
D
N
. (18)
Rate (18) is actually very similar to (12). It is thus natural
to wonder if there is an interest in using this dual approach.
Let us present some interesting aspects of this scheme:
• In the dual approach, the solution of the regularized
problem is unique. This guarantees a certain stability
of the iterates.
• We can show an additional convergence rate in norm
to the regularized solution. Namely, for a fixed ², we
have for all k:
||x¯k − x∗² ||22 ≤
D|||A|||
² · k2 (19)
• In practical experiments, model (13) with a small ²
leads to slightly better SNR than model (2) for some
restoration purposes in image processing.
• The practical convergence rates of the dual approach
were better than those of the primal approach in all
our experiments.
To conclude the theoretical part of this paper, let us pre-
cise that problem (3) can be solved with the same algo-
rithms. However, it is preferable not to regularize the term
y 7→ ||y||1 which can be minimized using accelerated soft-
thresholding algorithms [1, 10, 12].
5. Numerical results
In this section we present some comparisons for a prob-
lem of image zooming with impulse noise. To solve this
problem, we simply set:
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Figure 1: Cost function w.r.t. the number of iterations.
• D: convolution by a low-pass filter followed by a
down sampling of factor d in the x and y directions.
• p = 1 (which is adapted to impulse noise).
• B: a redundant wavelet transform. We set B to be
the Dual-Tree Complex Wavelet Tranform (DTCW)
[11].
In that case |||A|||2 can be computed explicitly. For the
general case, let us point out that iterated power algorithms
provide good approximations of |||A∗A||| = |||A|||2.
In Figure 1, we chose ² = 0.045 and µ = 10−5. This
ensures that both methods lead to the same asymptotic ac-
curacy (measured in terms of objective function). We can
see that the dual approach seems to have a better behav-
ior. For this problem reducing Ψ(x0)−Ψ(x∗) by a factor
103 is enough for visual purposes. The dual Nesterov ap-
proach requires 450 low cost iterations. The smoothing
method proposed by Y. Nesterov requires 1700 iterations.
The classical Cauchy steps requires much more than 5000
iterations to reach this goal. We can thus see the major
improvement of Y. Nesterov’s scheme on these problems.
We carried out many other experiments which led to the
same conclusion. Figure 2 shows the solution of the prob-
lem. The DTCW transform allows to retrieve thin details
but slightly blurs the image. Further investigations will be
led to address this issue.
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Abstract
We introduce a fourth-order total variation flow for image
inpainting proposed in [5]. The well-posedness of this new
inpainting model is discussed and its efficient numerical real-
ization via an unconditionally stable solver developed in [15]
is presented.
1 Introduction
An important task in image processing is the process of filling
in missing parts of damaged images based on the information
obtained from the surrounding areas. It is essentially a type of
interpolation and is referred to as inpainting. Given an image
f in a suitable Banach space of functions defined on Ω ⊂ R2,
an open and bounded domain, the problem is to reconstruct
the original image u in the damaged domain D ⊂ Ω, called
inpainting domain. In the following we are especially inter-
ested in so called non-texture inpainting, i.e., the inpainting
of structures, like edges and uniformly colored areas in the
image, rather than texture.
In the pioneering works of Caselles et al. [6] (with the term
disocclusion instead of inpainting) and Bertalmio et al. [2]
partial differential equations have been first proposed for dig-
ital non-texture inpainting. In subsequent works variational
models, originally derived for the tasks of image denoising, de-
blurring and segmentation, have been adopted to inpainting.
The most famous variational inpainting model is the total
variation (TV) model, cf. [8, 10, 13, 14]. Here, the inpainted
image u is computed as a minimizer of the functional
J (u) = |Du| (Ω) +
1
2
‖λ(f − u)‖
2
L2(Ω) ,
where |Du| (Ω) is the total variation of u (cf. [1]), and λ is the
indicator function of Ω \D multiplied by a (large) constant,
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i.e., λ(x) = λ0 >> 1 in Ω \D and 0 in D. The corresponding
steepest descent for the total variation inpainting model reads
ut = −p+ λ(f − u), p ∈ ∂ |Du| (Ω), (1)
where p is an element in the subdifferential of the total vari-
ation ∂ |Du| (Ω). The steepest-descent approach is used to
numerically compute a minimizer of J , whereby it is itera-
tively solved until one is close enough to a minimizer of J . For
the numerical computation an element p of the subdifferential
is approximated by the anisotropic diffusion ∇ · (∇u/|∇u|ǫ),
where |∇u|ǫ =
√
|∇u|2 + ǫ.
Now, TV inpainting, while preserving edge information in
the image, fails in propagating level lines (sets of image points
with constant grayvalue) smoothly into the damaged domain,
and in connecting edges over large gaps in particular. In an
attempt to solve these issues from second order image diffu-
sions, a number of third and fourth order diffusions have been
suggested for image inpainting, e.g., [7, 9].
In this paper we present a fourth-order variant of total vari-
ation inpainting, called TV-H−1 inpainting. The inpainted
image u of f ∈ L2(Ω), shall evolve via
ut = ∆p+ λ(f − u), p ∈ ∂TV (u), (2)
with
TV (u) =
{
|Du| (Ω) if |u(x)| ≤ 1 a.e. in Ω
+∞ otherwise.
(3)
This inpainting approach has been proposed by Burger, He,
and Scho¨nlieb in [5] as a generalization of the sharp interface
limit of Cahn-Hilliard inpainting [3, 4] to grayvalue images.
The L∞ bound in the definition (3) of the total variation
functional TV (u) is motivated by this sharp interface limit
and is part of the technical setup, which made it easier to
derive rigorous results for this scheme. A similar form of this
higher-order TV approach already appeared in the context
of decomposition and restoration of grayvalue images, see for
example [12]. In the following we shall recall the main rigor-
ous results obtained in [5], present an unconditionally stable
solver for (2), and show a numerical example emphasizing the
superiority of the fourth-order TV flow over the second-order
one.
2 Well-Posedness of the Scheme
In contrast to its second-order analogue, the well-posedness
of (2) strongly depends on the L∞ bound introduced in (3).
1
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This is because of the lack of maximum principles which, in
the second-order case, guarantee the well-posedness for all
smooth monotone regularizations of p.
The existence of a steady state for (2) is given by the fol-
lowing theorem.
Theorem 1 [5, Theorem 1.4] Let f ∈ L2(Ω). The stationary
equation
∆p+ λ(f − u) = 0, p ∈ ∂TV (u) (4)
admits a solution u ∈ BV (Ω).
Results for the evolution equation (2) are a matter of future
research. In particular it is highly desirable to achieve asymp-
totic properties of the evolution. Note that additionally to the
fourth differential order, a difficulty in the convergence anal-
ysis of (2) is that it does not follow a variational principle.
3 Unconditionally Stable Solver
Motivated by the idea of convexity splitting schemes, e.g.,
[11], Bertozzi and Scho¨nlieb propose in [15] the following time-
stepping scheme for the numerical solution of (2):
Uk+1−Uk
∆t + C1∆∆Uk+1 + C2Uk+1 = C1∆∆Uk
−∆(∇ · ( ∇Uk|∇Uk|ǫ
)) + C2Uk + λ(f − Uk),
(5)
with C1 > 1/ǫ, C2 > λ0. Here, Uk is the kth iterate of the
time-discrete scheme, which approximates a solution u of the
continuous equation at time k∆t, ∆t > 0. It can be shown
that (5) defines a numerical scheme that is unconditionally
stable, and of order 2 in time, cf. [15].
4 Numerical Results
In Figure 1 a result of the TV-H−1 inpainting model com-
puted via (5) and its comparison with the result obtained by
the second order TV-L2 inpainting model for a crop of the
image is presented. The superiority of the fourth-order TV-
H−1 inpainting model to the second order model with respect
to the desired continuation of edges into the missing domain
is clearly visible.
Figure 1: First row: TV-H−1 inpainting (2): u(1000) with λ0 = 103.
Second row: (l.) u(1000) with TV-H−1 inpainting, (r.) u(5000) with
TV-L2 inpainting (1)
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Abstract:
This paper presents a combined geometric and statistical
sampling algorithm for image segmentation inspired by a
recently proposed algorithm for environmental sampling
using autonomous robots [1].
1. Introduction
Segmentation is one of the most important problems in
image processing. Partitioning an image into a small num-
ber of homogeneous regions highlights important features,
allowing a user to analyze the image more easily. Ap-
plications include medical imaging, computer vision, and
geospatial target detection. Image segmentation methods
can be subdivided into region-based vs. edge-based meth-
ods. Region-based methods include the Mumford-Shah
[2] and related Chan-Vese [3] methods which both involve
energy minimization with a least squares fit of the data
and a partition, between regions, whose length is mini-
mized. Edge-based methods include the well-known im-
age snakes [4] and Canny edge detector [5]. Other ap-
proaches to segmentation have also been effective. Statis-
tical methods such as region competition rely on the fact
that images have repetitive features that can be learned
and exploited to obtain a segmentation [6]. A more re-
cent fast statistical method called DistanceCut [7] is semi-
supervised (the user identifies segments in each region)
and is based on weighted distances and kernel density es-
timation.
All of these methods involve, at some level, sampling all
the pixels in an image. For applications involving high-
dimensional or large data sets, it makes sense to subsam-
ple the image. This is especially important for high reso-
lution data where it can be prohibitive to perform calcula-
tions on every pixel in the image. The proposed segmen-
tation method is designed for this kind of application and
is based on ideas for cooperative environmental sampling
with robotic vehicles.
The UUV-gas algorithm [8] utilizes robots that “walk” in
a sinusoidal path along the boundary between two regions,
changing directions as they cross from one region into
another. This tracking method theoretically utilizes only
those points that are near the boundary in question, re-
sulting in substantial savings in run-time. The sinusoidal
pattern has also been suggested as an efficient method
for atomic force microscopy scanning [9]. Interestingly,
the same idea of tracking is behind the sinusoidal walk-
ing pattern in ants following pheromone trails [10]. As
with curve evolution methods in image processing, noise
can cause problems, since the tracking is done as a lo-
cal search. It was proposed [1] that the use of a change-
point detection algorithm, e.g., Page’s cumulative sum
(CUSUM) algorithm [11] could improve tracking perfor-
mance in noisy images. Testbed implementations of the
boundary tracking algorithm exploiting change-point de-
tection methods suggested that robots can indeed track
boundaries efficiently in the presence of moderately in-
tense noise [12]. We propose to adapt the above tracking
algorithms to the problem of segmentation, with the goal
of computational efficiency. Further improvements can be
made that are not practical in the environmental tracking
case. Many of these improvements are based on hypoth-
esis testing for two regions, with the use of the CUSUM
algorithm as a special case.
2. A two level sampling algorithm
The algorithm has two levels, namely a global search-
ing method, which locates a boundary point, and a lo-
cal sampling algorithm, which tracks the boundary using
the global method as an initial point. Occasionally, if the
tracker strays too far from the boundary, additional uses of
the global algorithm are needed. We briefly discuss sev-
eral options for the global search and then focus on the
local sampling algorithm.
2.1 Global searching method – Locate an edge
Initialized at some point, the global search looks for some
instance of the boundary. This can be done in a few ways.
One method is simply to move out in a spiral pattern until
a boundary point is detected (see Figure 1). However, if
the boundary is small and far away from the initial point,
it may be positioned between revolutions of the spiral and
missed. Other options include deterministic paths that
do not have the tendency to miss boundaries or stochas-
tic paths using a random walk. These searching meth-
ods assume no prior knowledge of the boundary location,
but they can be easily modified when some information is
known. Another possibility is to implement a coarse seg-
mentation of the data first and use the resulting boundary
detection as an initialization for the local sampling. More
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details on the last option are given later. Once a bound-
ary point has been detected, the local sampling algorithm
begins.
2.2 Local sampling algorithm – Track an edge
In the environmental tracking problem [1, 8], a robot
tracks the boundary between two regions. The local sam-
pling step is initialized at a point near the boundary, ob-
tained from the global search. The robot then steers using
a bang-bang steering controller, travelling in circular arcs,
changing its direction of movement when it crosses into a
different region.
It is relatively straightforward to adapt the algorithm for an
image with domainΩ. As before, the problem is to find the
boundary B between two regions, which will be labelled
Ω1 and Ω2, so that Ω = Ω1 ∪ Ω2 ∪ B and Ω1 ∩ Ω2 =
∅. Define an initial starting point ~x0 = (x
1
0, x
2
0) for the
boundary tracker and an initial value θ0, representing the
angle from the +x1 direction, so that the initial direction
vector is (cos θ0, sin θ0). Also define the step size V and
angular increment ω, which depend on estimates for image
resolution and characteristics of the edge to be detected.
In general, V is chosen smaller for greater detail, and ω is
chosen smaller for straighter edges. A decision function
between Ω1 and Ω2 must also be specified and has the
following form:
d(~x) =


1, if ~x ǫ Ω1,
0, if ~x ǫ B,
−1, if ~x ǫ Ω2.
(1)
The simplest example is thresholding of the image inten-
sity I(~x) at a given spatial location ~x (in the case of a
grayscale image):
d(~x) =


1, if I(~x) > T ,
0, if I(~x) = T ,
−1, if I(~x) < T ,
(2)
where T is a fixed threshold value. Later in this section
we use statistical information about prior points sampled
along the path to modify d(~x). At each step k, the direc-
tion θk and current location ~xk are updated recursively.
Specifically, ~xk = ~xk−1+V ∗ (cos θk−1, sin θk−1) and θk
is updated according to the location of the new tracking
head ~xk. A simple update for θ is the bang-bang steering
controller, defined by
θk = θk−1 + ωd(~xk). (3)
An angle-correction modification [1] can be used for (3) if
step k is a region crossing:
θk = θk−1 + d(~xk)(tω − 2θref )/2, (4)
where t is the number of steps since the last region cross-
ing, and θref is a small fixed reference angle chosen based
on the expected curvature of the edge being tracked.
One stopping condition for the tracking of finite regions
is termination if the tracker comes within some range of
the first boundary point detected, given some minimum
number of iterations. Midpoints of line segments formed
from region crossings are labelled boundary points.
Figure 1: Left: Global search via a spiral-like pattern. The
initial point is in blue, the final point (after a few itera-
tions of local sampling) is in green, and the path is in red.
Right: Basic procedure for the boundary tracking (local
sampling) algorithm. The object is in cyan, the path of the
tracking head is in red, and the detected boundary points
are in yellow. Each small square represents one pixel. The
tracker travels at fractional spatial values but samples at
integral values.
While the local sampling method works well for clean im-
ages, it is susceptible to unavoidable errors in noisy im-
ages. Averaging readings from nearby pixels can min-
imize errors in the decision due to noise. In particular,
sequential change-point detection methods are well-suited
for detecting and tracking image edges in noise.
2.3 Decision algorithm
Change-point problems deal with detecting anomalies or
changes in statistical behavior of data. The observations
are obtained sequentially and, as long as their behav-
ior is consistent with the normal state, one is content
to let the process continue. If the state changes, then
one is interested in detecting the change as soon as pos-
sible while minimizing false detections. More specifi-
cally, given a sequence of independent observations s1 =
I(x1), . . . , sn = I(xn) and two probability density func-
tions (pdf) f (pre-change) and g (post-change), determine
whether there exists N such that the pdf of si is f for
i < N and g for i ≥ N .
One of the most efficient change-point detection methods
is the CUSUM algorithm proposed by Page in 1954 [11].
Write Zk = log[g(sk)/f(sk)] for the log-likelihood ratio
and define recursively
Uk = max (Uk−1 + Zk, 0) , U0 = 0 (5)
the CUSUM statistic and the corresponding stopping time
τ = min{k | Uk ≥ U}, where U is a threshold controlling
the false alarm rate. Then τ is a time of raising an alarm.
In our applications, assuming that f is the pdf of the data
in Ω1 and g is the pdf in Ω2, the value of τ may be inter-
preted as an estimate of the actual change-point, i.e., the
boundary crossing from Ω1 to Ω2.
Note that if the pre-change and post-change densities f
and g are completely specified, then the CUSUM algo-
rithm performs optimally with respect to certain perfor-
mance metrics [14]. However, in our applications these
densities are usually unknown (while a Gaussian approxi-
mation may work well in certain scenarios). For this rea-
son, the log-likelihood ratio Zk in (5) should be replaced
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Figure 2: A 100 × 100 image was corrupted with additive Gaussian noise, N(0,0.5). Left: Boundary tracking without a
change-point detection modification. Middle: Boundary tracking with the CUSUM algorithm. Right: Threshold dynamics
[13].
Figure 3: A hybrid level set – boundary tracking segmentation on a 1000 × 1000 image. Left: Initial segmentation by
threshold dynamics. The image is subsampled by a factor of 10 on each axis. Right: Final segmentation by boundary
tracking, using points from the connected components of the initial segmentation as starting points for trackers.
by a score function Gk sensitive to expected changes.
Since we expect a change in the mean value, the appro-
priate score is Gk = sk − (θ1 + θ2)/2, where θj is the
mean of the previous observations si in Ωj . The result-
ing score-based CUSUM test is not guaranteed to be opti-
mal anymore. Note, however, that this score is optimal for
Gaussian distributions (i.e., when sensor noise and resid-
ual clutter may be well approximated by Gaussian pro-
cesses) and can be easily adjusted to cover any member
of the exponential family of distributions (Bernoulli, Pois-
son, double exponential, etc.). For further details, see [15].
Changes fromΩ2 toΩ1 can also be tracked in this manner.
Analogously to (5) define recursively the decision statistic
Lk = max(Lk−1 −Gk, 0), L0 = 0 and the stopping time
τ = min{k | Lk ≥ L}, where Gk is the score introduced
above, which is taken to be equal to Zk if the distributions
are known and where L is a threshold associated with a
given false detection rate.
Only one of the statistics Uk or Lk is used at a time,
i.e., when the tracking head is in Ω1, the change-detection
statistic Uk is used for detecting a transition to Ω2. Simi-
larly, when the tracking head is in Ω2, only Lk is used for
detecting a change to Ω1. Once the tracking head enters a
new region, the other statistic is used, initialized at 0.
Note that we have implicitly assumed that the intensity
values on the path are independent observations. This as-
sumption of independence is not entirely accurate, since
the samples are taken from the tracking path, which is not
a random sampling of an area. However, if noise levels are
large, independence of observations is a relatively accurate
assumption due to the spatial independence of noise, while
if noise levels are small, the use of a change-detection
algorithm is less important. Furthermore, the proposed
score-based CUSUM tests are robust with respect to prior
assumptions, including independence.
3. Boundary Tracking Examples
As mentioned above, one option for the global search is to
run a coarse segmentation on a subsampled version of the
image to obtain an initialization for the objects to be seg-
mented. This “hybrid” method has an additional benefit of
being able to detect mutiple objects and of giving a priori
estimates for parameters in the decision function. The pro-
posed two-stage hybrid boundary tracking algorithm that
combines the UUV-gas algorithm with the CUSUM-based
change-point detection identifies the true boundaries of an
object accurately even in high levels of noise, as seen from
Figure 2. The run-time and storage costs are minimal,
compared to most other segmentation methods.
An example of a noisy image is shown in Figure 3. The
original image is 1000× 1000. Threshold Dynamics [13]
was first applied to a heavily subsampled version (100 ×
100) of the image. Then one pixel from each connected
SAMPTA'09 206
component was taken as the starting point for a boundary
tracker. An example using multispectral data is shown in
Figure 4.
The hybrid method may be applied to more complicated
images, but some problems arise. In the first step, when
a coarse segmentation is applied to a subsampled image,
small features may not be detected accurately. These small
features will thus not be located by the boundary tracker
either. Similarly, if some features are close in space, they
may be placed in the same connected component class. In
the boundary detection step, only one feature will thus be
tracked. One solution is to use multiple initial points for
each connected component. This will result in a decrease
in efficiency but allow more objects to be tracked. Another
problem is that different objects in the image may require
different parameters to be chosen in the change-point de-
tection algorithm. While some objects are detected ac-
curately with certain parameters, often, some objects are
not detected completely. Multichart CUSUM tests can be
used effectively for this purpose.
Figure 4: Boundary tracking of the San Francisco Bay
coastline. A threshold of the Normalized Difference Veg-
etation Index (NDVI), commonly used for water detection
[16], was taken as the decision function.
4. Discussion
The boundary tracking algorithm provides a fast alterna-
tive to many traditional segmentation methods due to its
local nature. With the addition of a change-point detection
method, the combined hybrid algorithm allows for accu-
rate boundary tracking and, therefore, segmentation even
in highly noisy images. Furthermore, the algorithm can
operate efficiently even in data of large size or high resolu-
tion, scaling only with the size of the boundary rather than
the size of the image. While presented as a novel segmen-
tation method, the boundary tracking algorithm can also
be used in conjunction with other segmentation methods
in a two-stage algorithm.
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Abstract:
The reconstruction of PW1π-functions by sampling series
is not possible in general if the samples are disturbed by
the non-linear threshold operator which sets all samples
whose absolute value is smaller than some threshold to
zero. In this paper we characterize the set of functions for
which the sampling series diverges as the threshold goes
to zero and show that this set is a residual set.
1. Notation
Before we start our discussion, we introduce some nota-
tions and definitions [4]. Let fˆ denote the Fourier trans-
form of a function f , where fˆ is to be understood in the
distributional sense. Lp(R), 1 ≤ p < ∞, is the space of
all measurable, pth-power Lebesgue integrable functions
on R, with the usual norm ‖ · ‖p, and L
∞(R) is the space
of all measurable functions for which the essential supre-
mum norm ‖ · ‖∞ is finite.
For σ > 0 and 1 ≤ p ≤ ∞ we denote by PWpσ the
Paley-Wiener space of functions f with a representation
f(z) = 1/(2π)
∫ σ
−σ
g(ω) eizω dω, z ∈ C, for some
g ∈ Lp(−σ, σ). If f ∈ PWpσ then g(ω) = fˆ(ω). The
norm for PWpσ , 1 ≤ p < ∞, is given by ‖f‖PWpσ =
(1/(2π)
∫ σ
−σ
|fˆ(ω)|p dω)1/p.
Furthermore, we need the threshold operator. For com-
plex numbers z ∈ C, the threshold operator κδ , δ > 0, is
defined by
κδz =
{
z |z| ≥ δ
0 |z| < δ.
For continuous functions f : R → C, we define the
threshold operator Θδ , δ > 0, pointwise, i.e., (Θδf)(t) =
κδf(t), t ∈ R.
2. Motivation
Awell known fact [1, 2, 3] about the convergence behavior
of the Shannon sampling series for f ∈ PW1π is expressed
by the following theorem.
Theorem (Brown). For all f ∈ PW1π and T > 0 fixed
we have
lim
N→∞
max
t∈[−T,T ]
∣∣∣∣∣f(t)−
N∑
k=−N
f(k)
sin(π(t− k))
π(t− k)
∣∣∣∣∣ = 0.
(1)
This theorem plays a fundamental role in applications, be-
cause it establishes the uniform convergence on compact
subsets of R for a large class of functions, namely PW1π ,
which is the largest space within the scale of Paley-Wiener
spaces.
The truncation of the series in (1) is done in the do-
main of the function f because only the samples f(k),
k = −N, . . . , N are taken into account. In contrast, it
is also possible to control the truncation of the series in
the codomain of f by considering only the samples f(k),
k ∈ Z, whose absolute value is larger than or equal to
some threshold δ > 0. This leads to the approximation
formula
(Aδf)(t) =
∞∑
k=−∞
|f(k)|≥δ
f(k)
sin(π(t− k))
π(t− k)
. (2)
Since f ∈ PW1π we have limt→∞ f(t) = 0 by the
Riemann-Lebesgue lemma, and it follows that the series
in (2) has only finitely many summands, which implies
Aδf ∈ PW
2
π ⊂ PW
1
π . In general, Aδf is only an ap-
proximation of f , and we want the function Aδf to be
close to f if δ is sufficiently small.
The operator Aδ has several properties which complicate
its analysis. Aδ , δ > 0, is non-linear. Furthermore, for
each δ > 0, the operator Aδ : (PW
1
π, ‖ · ‖PW1π ) →
(PW1π, ‖ · ‖∞) is discontinuous. This implies that Aδ :
(PW1π, ‖ · ‖PW1π ) → (PW
1
π, ‖ · ‖PW1π ) is discontinuous.
For some f ∈ PW1π , the operatorAδ is also discontinuous
with respect to δ.
Of course (2) can be written as
∞∑
k=−∞
(Θδf)(k)
sin(π(t− k))
π(t− k)
, (3)
where Θδ denotes the threshold operator. Wireless sensor
networks are one possible application where the threshold
operator Θδ and the series (3) are important. The sen-
sors sample some bandlimited signal in space and time
and then transmit the samples to the receiver. In order to
save energy, it is common to let the sensors transmit only
if the absolute value of the current sample exceeds some
threshold δ > 0. Thus, the receiver has to reconstruct the
signal by using only the samples whose absolute value is
larger than or equal to the threshold δ.
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In addition to the sensor network scenario, the threshold
operator can be used to model non-linearities in many
other applications. For example, due to its close relation
to the quantization operator, the threshold operator can be
employed to analyze the effects of quantization in analog
to digital conversion.
3. Problem Formulation and Main Result
Since the series in (2) uses all “important” samples of the
function, i.e., all samples that are larger than or equal to
δ, one could expect Aδf to have an approximation behav-
ior similar to the Shannon sampling series. In particular
the approximation error should decrease as the threshold
δ goes to zero. But, we will see that Aδf exhibits a signif-
icantly different behavior.
In this paper we are interested in the structure of the set
D1={f ∈ PW
1
π : lim sup
δ→0
|(Aδf)(t)| =∞∀ t ∈ R \ Z},
i.e., in the structure of the set of functions for which the
approximation error |f(t) − (Aδf)(t)| grows arbitrarily
large for all t ∈ R \ Z as δ → 0.
Remark 1. The analysis of the operator Aδ is difficult be-
cause it is non-linear and discontinuous, and therefore the
standard theorems of functional analysis, like the Banach-
Steinhaus theorem, cannot be used.
For the further discussion we need the following concepts
from metric spaces [5]. A subset M of a metric space X
is said to be nowhere dense in X if the closure [M ] does
not contain a non-empty open set ofX . M is said to be of
the first category (or meager) ifM is the countable union
of sets each of which is nowhere dense inX . M is said to
be of the second category (or nonmeager) if is not of the
first category. The complement of a set of the first cate-
gory is called a residual set. Sets of first category may be
considered as “small”. According to Baire’s theorem [5]
we have that in a complete metric space, the residual set is
dense and a set of the second category. One property that
shows the richness of residual sets is the following: The
countable intersection of residual sets is always a resid-
ual set. In particular we will use the following fact in our
proof. In a complete metric space an open and dense set is
a residual set because its complement is nowhere dense.
Theorem 1 will show that the set D1 it is a residual set.
Thus the threshold operator destroys the good reconstruc-
tion behavior of the Shannon sampling series for “almost
all” functions in PW1π .
4. Proof of the Main Result
In addition to the threshold operator that sets all samples
whose absolute value is smaller than δ to zero, we consider
the threshold operator that sets all samples whose absolute
value is smaller than or equal to δ to zero. This operator
gives rise to the sampling series
(A¯δf)(t) :=
∞∑
k=−∞
|f(k)|>δ
f(k)
sin(π(t− k))
π(t− k)
(4)
and the set
D2={f ∈ PW
1
π : lim sup
δ→0
|(A¯δf)(t)| =∞∀ t ∈ R \ Z}.
Both threshold operators and thus Aδ and A¯δ are mean-
ingful in practical applications, and one would expect the
difference being not important. However, as we will see,
A¯δ can be analyzed more easily.
For tˆ ∈ R \ Z we furthermore define the sets
D1(tˆ) = {f ∈ PW
1
π : lim sup
δ→0
|(Aδf)(tˆ)| =∞}
and
D2(tˆ) = {f ∈ PW
1
π : lim sup
δ→0
|(A¯δf)(tˆ)| =∞}.
Lemma 1 shows that we do not have to distinguish be-
tween the sets D1 and D1(tˆ) and between D2 and D2(tˆ).
Lemma 1. For all tˆ ∈ R \ Z we have D1 = D1(tˆ) and
D2 = D2(tˆ).
Proof. The inclusion D1 ⊂ D1(tˆ) is obvious. It remains
to show that D1(tˆ) ⊂ D1. Let f ∈ D1(tˆ). For all t1 ∈
R \ Z and δ > 0 a short calculation shows that∣∣∣∣ 1sin(πt1) (Aδf)(t1)− 1sin(πtˆ) (Aδf)(tˆ)
∣∣∣∣
≤ ‖f‖PW1π
|tˆ− t1|
π
∞∑
k=−∞
1
|t1 − k||tˆ− k|
= C1(t1, tˆ, f),
where C1(t1, tˆ, f) <∞ is a constant that only depends on
t1, tˆ, and f . It follows that
|(Aδf)(t1)| ≥ |(Aδf)(tˆ)|
∣∣∣∣ sin(πt1)sin(πtˆ)
∣∣∣∣− C2(t1, tˆ, f). (5)
Taking the limit superior on both sides of (5) gives
lim sup
δ→0
|(Aδf)(t1)| =∞. (6)
Since (6) is valid for all t1 ∈ R\Z, it follows that f ∈ D1.
The same calculation shows that D2 = D2(tˆ).
According to Lemma 1 it is sufficient to restrict the anal-
ysis to the sets D1(tˆ) and D2(tˆ) for some tˆ ∈ R \ Z. Fur-
thermore, we can concentrate on one of both sets, because
of the following lemma.
Lemma 2. We have D1 = D2.
Proof. Let f ∈ D2(tˆ) be arbitrary but fixed. By the def-
inition of D2(tˆ), we have lim supδ→0|(A¯δf)(tˆ)| = ∞.
Thus, for every M > 0 there exists a δM > 0 such that
|(A¯δM f)(tˆ)| > M . Let T (M) = {k ∈ Z : |f(k)| > δM}
and f
M
= mink∈T (M)|f(k)|. Then it follows that fM >
δM . Moreover, for all δ with fM > δ > δM we have
(Aδf)(tˆ) =
∞∑
k=−∞
|f(k)|≥δ
f(k)
sin(π(tˆ− k))
π(tˆ− k)
=
∞∑
k=−∞
|f(k)|>δM
f(k)
sin(π(tˆ− k))
π(tˆ− k)
= (A¯δM f)(tˆ).
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Consequently,
sup
δ>0
|(Aδf)(tˆ)| > M. (7)
Since (7) is valid for all M > 0, it follows that
supδ>0|(Aδf)(tˆ)| = ∞, and, as a consequence,
lim supδ→0|(Aδf)(tˆ)| = ∞, because |(Aδf)(tˆ)| < ∞
for all δ > 0. This shows that f ∈ D1(tˆ), which im-
plies that D2(tˆ) ⊂ D1(tˆ). The converse D2(tˆ) ⊃ D1(tˆ) is
shown similarly. HenceD1(tˆ) = D2(tˆ), and the statement
D1 = D2 follows from Lemma 1.
In order to prove our main result, we need the important
Lemma 3.
Lemma 3. For allM ∈ N and tˆ ∈ R \ Z,
D2(tˆ,M) = {f ∈ PW
1
π : sup
δ>0
|(A¯δf)(tˆ)| > M}
is a residual set.
Proof. LetM ∈ N and tˆ ∈ R \ Z be arbitrary but fixed.
First, we show that D2(tˆ,M) is an open set. Let f1 ∈
D2(tˆ,M) be arbitrary. We have to show that there ex-
ists an ǫ > 0 such that, given any f ∈ PW1π with
‖f − f1‖PW1π < ǫ, f ∈ D2(tˆ,M). By assumption, there
exists a δM > 0 such that
|(A¯δM f1)(tˆ)| > M.
Furthermore, let T (M) = {k ∈ Z : |f1(k)| > δM} and
f
1,M
= mink∈T (M)|f1(k)|. Next, we choose δ˜M = δM+
(f
1,M
− δM )/2. Then we have that
{k ∈ Z : |f1(k)| > δ˜M} = T (M). (8)
We choose
ǫ˜ < min
(
|(A¯δ˜M f1)(tˆ)| −M
|T (M)|
, δ˜M − δM
)
. (9)
For all f ∈ PW1π with ‖f1−f‖PW1π < ǫ˜we have |f1(k)−
f(k)| < ǫ˜, k ∈ Z. It follows, for all k ∈ Z with |f(k)| >
δ˜M , that
|f1(k)| ≥ |f(k)| − |f(k)− f1(k)| > δ˜M − ǫ˜ > δM ,
i.e., k ∈ T (M). Conversely, k ∈ T (M) implies f1(k) ≥
f
1,M
, and it follows that
|f(k)| ≥ |f1(k)| − |f(k)− f1(k)| > f1,M − ǫ˜
> f
1,M
− δ˜M + δM = δ˜M .
Thus we have
{k ∈ Z : |f(k)| > δ˜M} = T (M). (10)
Moreover, using (8) and (10), we obtain that
|(A¯δ˜M f)(tˆ)− (A¯δ˜M f1)(tˆ)|
=
∣∣∣∣∣
∞∑
k=−∞
|f(k)|>δ˜M
f(k)
sin(π(tˆ− k))
π(tˆ− k)
−
∞∑
k=−∞
|f1(k)|>δM
f1(k)
sin(π(tˆ− k))
π(tˆ− k)
∣∣∣∣∣
≤
∑
k∈T (M)
|f1(k)− f(k)|
∣∣∣∣ sin(π(tˆ− k))π(tˆ− k)
∣∣∣∣ ≤ ǫ˜|T (M)|
and consequently
|(A¯δ˜M f)(tˆ)| ≥ |(A¯δ˜M f1)(tˆ)| − ǫ˜|T (M)| > M,
where the last inequality is due to (9). Therefore
sup
δ>0
|(A¯δf)(tˆ)| > M,
i.e., f ∈ D2(tˆ,M), for all f ∈ PW
1
π with ‖f1 −
f‖PW1π < ǫ˜.
Second, we show thatD2(tˆ,M) is dense inPW
1
π . Let f ∈
PW1π be arbitrary. We have to show that for every ǫ > 0
there exists a fǫ ∈ D2(tˆ,M) such that ‖f − fǫ‖PW1π < ǫ.
Let ǫ > 0 be arbitrary but fixed. Since PW2π is dense in
PW1π , there exists a f
(1)
ǫ ∈ PW
2
π with
‖f − f (1)ǫ ‖PW1π <
ǫ
3
. (11)
Moreover, there exists a f
(2)
ǫ ∈ PW
2
π such that f
(2)
ǫ (k) 6=
0 only for finitely many k ∈ Z and
‖f (1)ǫ − f
(2)
ǫ ‖PW1π <
ǫ
3
. (12)
LetN denote the smallest natural number such thatN > tˆ
and f
(2)
ǫ (k) = 0 for all |k| > N . Furthermore, let T2 =
{k ∈ Z : |f
(2)
ǫ (k)| 6= 0} and f
(2)
ǫ
= mink∈T2 |f
(2)
ǫ (k)|.
For 0 < η < 1 and L ∈ N, L > N , consider the functions
h and g defined by
h(t, η, L) :=
2L−1∑
k=−2L+1
h(k, η, L)
sin(π(t− k))
π(t− k)
,
where
h(k, η, L)=


(−1)k(2(1− η)+ 1−ηL k), −2L<k<−L,
(−1)k(1− η), −L ≤ k < 0,
(−1)k, 0 ≤ k ≤ L,
(−1)k(2− 1Lk), L < k < 2L,
and
g(t, η, L) :=h(t, η, L)−
N∑
k=0
(−1)k sin(π(t− k))
π(t− k)︸ ︷︷ ︸
=:u1
−
−1∑
k=−N
(1− η)
(−1)k sin(π(t− k))
π(t− k)︸ ︷︷ ︸
=:u2
.
Note that g(k, η, L) = 0 for |k| ≤ N . We have
‖g(t, η, L)‖PW1π
≤ ‖h( · , η, L)‖PW1π + ‖u1‖PW1π + ‖u2‖PW1π . (13)
The norm ‖u1‖PW1π is upper bounded by
‖u1‖PW1π <
π
2
+ log(N + 1), (14)
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because
‖u1‖PW1π =
1
2π
∫ π
−π
∣∣∣∣∣
N∑
k=0
e−iωk(−1)k
∣∣∣∣∣ dω
=
1
2π
∫ π
−π
∣∣∣∣1− eiω(N+1)1− eiω
∣∣∣∣dω = 1π
∫ π
0
∣∣∣∣ sin(N+12 ω)sin(ω2 )
∣∣∣∣dω
≤
∫ π
0
∣∣sin(N+12 ω)∣∣
ω
dω =
∫ N+1
0
∣∣sin(π2ω)∣∣
ω
dω
≤
∫ 1
0
sin(π2ω)
ω
dω +
∫ N+1
1
1
ω
dω <
π
2
+ log(N + 1).
A similar calculation gives
‖u2‖PW1π <
π
2
+ log(N). (15)
In addition we have ‖h( · , 0, L)‖PW1π ≤ 3, which
can be proven easily, and limη→0‖h( · , η, L) −
h( · , 0, L)‖PW1π = 0. Therefore, there exists an
0 < η0(L) < 1 such that
‖h( · , η0(L), L)‖PW1π < 4. (16)
Combining (13)–(16) gives, that for all L ∈ N, L > N
there exists an 0 < η0(L) < 1 such that
‖g( · , η0(L), L)‖PW1π < 4 + π + 3 log(N + 1) =: C3.
It is important that the constant C3 does not depend on L.
Next, we analyze
Gǫ(t, L) = f
(2)
ǫ (t) + µg(t, η0(L), L),
where µ > 0 is some real number that satisfies µ <
min(ǫ/(3C3), f
(2)
ǫ
). By the choice of µ we have
‖f (2)ǫ −Gǫ( · , L)‖PW1π = µC3 <
ǫ
3
(17)
for all L > N . Combining (11), (12), and (17), we see
that
‖f −Gǫ( · , L)‖PW1π < ǫ (18)
for all L > N , i.e., Gǫ( · , L) lies in the ǫ-ball around f .
Furthermore, for any L > N we can find a δ0(L) that
fulfills
max
(
(1− η0(L))µ,
(
1−
1
L
)
µ
)
< δ0(L) < µ.
Since δ0(L) < f
(2)
ǫ
, by the definition of µ, it follows that
(A¯δ0(L)Gǫ( · , L))(tˆ)
=
N∑
k=−N
|Gǫ(k,L)|>δ0(L)
Gǫ(k, L)
sin(π(tˆ− k))
π(tˆ− k)
+
L∑
k=N+1
|Gǫ(k)|>δ0(L)
Gǫ(k, L)
sin(π(tˆ− k))
π(tˆ− k)
=
N∑
k=−N
f (2)ǫ (k)
sin(π(tˆ− k))
π(tˆ− k)
+ µ
L∑
k=N+1
(−1)k sin(π(tˆ− k))
π(tˆ− k)
= f (2)ǫ (tˆ) + µ
sin(πtˆ)
π
L∑
k=N
1
tˆ− k
.
Observing that N − tˆ > 0, we obtain∣∣∣∣∣
L∑
k=N
1
tˆ− k
∣∣∣∣∣ =
L−N∑
k=0
1
k +N − tˆ
≥
L−N∑
k=0
∫ k+1
k
1
τ +N − tˆ
dτ
=
∫ L−N+1
0
1
τ +N − tˆ
dτ
> log
(
L− tˆ
N − tˆ
)
,
and consequently
|(A¯δ0(L)Gǫ( · , L))(tˆ)|
≥ µ
|sin(πtˆ)|
π
log
(
L− tˆ
N − tˆ
)
− |f (2)ǫ (tˆ)|. (19)
The right-hand side of (19) can be made arbitrarily large
by choosing L large. Let L1 > N be the smallest L such
that the right hand side of (19) is larger thanM . It follows
that fǫ(t) = Gǫ(t, L1) is the desired function, because
supδ>1|(A¯δfǫ)(tˆ)| ≥ |(A¯δ0(L1)fǫ)(tˆ)| > M , i.e., fǫ ∈
D2(tˆ,M), and because ‖f − fǫ‖PW1π < ǫ, according to
(18).
Theorem 1. D1 and D2 are residual sets.
Proof. Since D2 = D1, by Lemma 2, it is sufficient to
show that D2 is a residual set.
Let tˆ ∈ R \ Z be arbitrary but fixed. We have
D2(tˆ) =
⋂
M∈N
D2(tˆ,M).
From Lemma 3 we know that all D2(tˆ,M), M ∈ N,
are residual sets. It follows that D2(tˆ) is a residual set,
because the countable intersection of residual sets is a
residual set. The application of Lemma 1 completes the
proof.
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Abstract:
This paper provides some subordination equalities and
their applications for the generalized Shannon sampling
series.
1. Introduction
For the uniformly continuous and bounded functions f ∈
C(R) the generalized Shannon sampling series (see [3]
and references cited there) are given by (t ∈ R; W > 0)
(SW f)(t) :=
∞∑
k=−∞
f(
k
W
)s(Wt− k), (1)
where the condition for the operator SW : C(R) → C(R)
to be well-defined is that for the kernel function s = s(t)
we assume
∞∑
k=−∞
|s(u− k)| <∞ (u ∈ R).
Let be given an even window function λ ∈ C[−1,1],
λ(0) = 1, λ(u) = 0 (|u| > 1,) then in our approach the
kernel function will be defined by the equality
s(t) := sλ(t) :=
1∫
0
λ(u) cos(πtu) du. (2)
Many window functions have been used in applications
(see, e.g. [1], [2], [4], [8]), in Signal Analysis in particu-
lar. Next window functions are important for our subordi-
nation equalities.
1) λ(r)(u) = 1 − ur, r ≥ 1 defines the Zygmund
(or Riesz) kernel, denoted by zr = zr(t), which spe-
cial case r = 1, the Feje´r (or Bartlett, see [8]) kernel
sF (t) =
1
2 sinc
2 t
2 , is well-known; the special case r = 2
is called also as the Welch [8] kernel;
2) λj(u) := cosπ(j + 1/2)u, j = 0, 1, 2, . . . defines the
Rogosinski-type kernel (see [5]) in the form
rj(t) :=
(−1)j
π
(j + 1/2) cosπt
(j + 1/2)2 − t2
; (3)
3) λH(u) := cos2 πu2 = 12 (1 + cosπu) defines the Hann
kernel (see [6])
sH(t) :=
1
2
sinct
1− t2
. (4)
Concerning some direct (Jackson-type) approximation
theorems we present certain subordination equalities,
which show that the sampling operators, like Rogosinski,
Zygmund, and Hann, are in some sense basic.
2. Subordination equalities
Subordination equalities state some relations between two
sampling operators.
2.1 Subordination by the Rogosinski-type sam-
pling series
Let consider the Rogosinski-type sampling operators
RW,j defined by the kernel functions rj in (3). These
kernel functions are deduced by the window functions
λj(u) := cosπ(j + 1/2)u, (j ∈ N) and as a family of
functions it forms an orthogonal system on [0, 1]. There-
fore, we may represent a quite arbitrary window function
λ by its Fourier series. But the Fourier representation al-
lows us to prove for a given kernel function s the sampling
series
s(t) = 2
∞∑
j=0
s(j + 1/2) rj(t).
In following Bpσ stands for the Bernstein class, it consists
of those bounded functions f ∈ Lp(R) (1 6 p 6 ∞),
which can be extended to an entire function f(z) (z ∈ C)
of exponential type σ. For s ∈ B1π the sampling series
above is absolutely convergence and by (1) we get for-
mally the equalities
SW f = 2
∞∑
j=0
s(j + 1/2)RW,jf,
f − SW f = 2
∞∑
j=0
s(j + 1/2)(f −RW,jf),
calling as the subordination equalities, since the approx-
imation properties of the general sampling operators (1)
can be described via the approximation properties of the
Rogosinski-type sampling operators RW,j : C(R) →
C(R). We have proved that [5]
‖RW,j‖ =
4
π
2j∑
ℓ=0
1
2ℓ+ 1
=
2
π
log(j + 1) +O(1),
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thus the subordination equalities are valid, when
∞∑
j=0
|s(j + 1/2)| log(j + 1) <∞.
Similar subordination equalities can be deduced for some
interpolating sampling series, i.e. for which the equation
(S˜W f)(
k
W
) = f( k
W
) (k ∈ Z) is valid. In [7] we have
proved that the interpolating sampling operators will be
defined by (1) using the kernel s˜(t) := 2s(2t), where the
kernel s is generated by (2) with a window function λ for
which λ(u) + λ(1− u) = 1 (u ∈ [0, 1]).
Let the operator S αW : C(R) → C(R) be defined by the
kernel sα := α s(α·) ∈ B1απ (0 < α ≤ 2), where s ∈
B1π, and the modified Hann operator HαW,j is defined by
the kernel
sαH,j(t) :=
α
2
(2j + 1)2
(2j + 1)2 − (αt)2
sinc(αt). (5)
Then here we have (see [7], Th. 2.3 and 2.4)
S αW f = 4
∞∑
j=0
s(2j + 1)HαW,jf,
f − S αW f = 4
∞∑
j=0
s(2j + 1)(f −HαW,jf).
2.2 Subordination by the Rogosinski-type sam-
pling series: 2D case
The two-dimensional generalized sampling series has the
form
(SW f)(x, y)
:=
∞∑
k,l=−∞
f(
k
W
,
l
W
)s(Wx− k,Wy − l),
in particular, the multiplicative Rogosinski-type sampling
series we define as
(RW ;i,jf)(x, y)
:=
∞∑
k,l=−∞
f(
k
W
,
l
W
)ri(Wx− k)rj(Wy − l),
where the Rogosinski-type kernel rj is defined by (3).
Here our subordination equalities read as
SW f = 4
∞∑
i,j=0
s(i+ 1/2, j + 1/2)RW ;i,jf,
f − SW f = 4
∞∑
i,j=0
s(i+ 1/2, j + 1/2)(f −RW ;i,jf),
provided
∞∑
i,j=1
|s(i+ 1/2, j + 1/2)| log i log j <∞.
By given subordination equalities we see that the non-
multiplicative sampling series may be studied by the mul-
tiplicative Rogosinski-type sampling series.
2.3 Subordination by the Zygmund sampling se-
ries
The Zygmund sampling operator ZrW will be defined by
the window function λ(r)(u) = 1 − ur, r ≥ 1. Let us
consider the kernel s in (2), for which the corresponding
window function has the power series representation
λ(u) = 1−
∞∑
j=r
cju
j .
Then the formal subordination equalities are in the shape
SW f =
∞∑
j=r
cjZ
j
W f,
f − SW f =
∞∑
j=r
cj(f − Z
j
W f).
Several other subordination equalities and their applica-
tions will be presented.
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Abstract:
This paper presents an accurate and simple method to
evaluate the performance of AD/DA converters affected
by clock jitter, which is based on the analysis of the
mean square error (MSE) between the reconstructed sig-
nal and the original one. Using an approximation of the
linear minimum MSE (LMMSE) filter as reconstruction
technique, we derive analytic expressions of the MSE.
Through asymptotic analysis, we evaluate the perfor-
mance of digital signal reconstruction as a function of the
clock jitter, number of quantization bits, signal bandwidth
and sampling rate.
1. Introduction
A significant problem in Analog Digital Conversion
(ADC) of wide-band signals is clock jitter and its impact
on the quality of signal reconstruction. Indeed, even small
amounts of jitter can measurably degrade the performance
of analog to digital and digital to analog converters.
Clock jitter is typically detrimental because the analog to
digital process relies upon a sample clock to indicate when
a sample or snapshot of the analog signal is taken. The
sample clock must be evenly spaced in time; any devia-
tion will result in a distortion of the digitization process.
If one had a perfect ADC and a perfect DAC and used the
same clock to drive both units, then jitter would not have
any impact on the reconstructed signal. In a real world
system, however, a digitized signal travels through mul-
tiple processors, usually it is stored on a disk or piece of
tape for a while, and then goes through more processing
before being converted back to analog. Thus, during re-
construction, the clock pulses used to sample the signal
are replaced with newer ones with their own subtle vari-
ations. Jitter may have different probability distributions
which may have different effects on the quality of the re-
constructed signal.
While several results are available in the literature on jit-
tered sampling [4, 5] as well as on experimental measure-
ments and instruments performance [1, 3, 6, 7], an analyti-
cal methodology for the performance study of the AD/DA
conversion is still missing.
In this paper we fill this gap and propose a method for eval-
uating the performance of AD/DC converters affected by
This work was supported by Regione Piemonte through the VICSUM
project.
jitter, which is based on the analysis of the mean square er-
ror (MSE) between the reconstructed signal and the origi-
nal one [7].
As reconstruction technique, we consider linear filtering
methods, which typically have low complexity and are
used in a wide variety of fields. If jitter were known ex-
actly, the linear minimum MSE (LMMSE) reconstruction
technique would be optimal, since it minimizes the MSE
of the reconstructed signal. In practice this is not the case,
hence we apply a reconstruction filter with the same struc-
ture of the LMMSE filter, where we let the jitter vanish.
Then, we apply asymptotic analysis to derive analytical
expressions of the MSE on the quality of the reconstructed
signal. We then show that our asymptotic expressions pro-
vide an excellent approximation of the MSE even for small
values of the system parameters, with the advantage of
greatly reducing the computation complexity. We apply
our method to study the performance of the AD/DA con-
version system as a function of the clock jitter, number of
quantization bits, signal bandwidth and sampling rate.
2. System model
Throughout the paper we use the following notations. Col-
umn vectors are denoted by bold lowercase letters and ma-
trices are denoted by bold upper case letters. The (k, q)-
th entry of the generic matrix Z is denoted by (Z)k,q .
The n × n identity matrix is denoted by In, while I is
the generic identity matrix. (·)T is the transpose opera-
tor, while (·)† is the conjugate transpose operator. We de-
note by fx(z) the probability density function (pdf) of the
generic random variable x, and by E[·] the average opera-
tor.
2.1 Signal sampling and reconstruction
We consider an analog signal s(t) sampled at constant rate
fs = 1/Ts over the finite interval [0,MTs). Ts is the
sample spacing. When observed over a finite interval, s(t)
admits an infinite Fourier series expansion. Let N ′ denote
the largest index of the non-negligible Fourier coefficients,
then N ′/Ts can be considered as the approximate one-
sided bandwidth of the signal. We therefore represent the
signal by using a truncated Fourier series with N = 2N ′+
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1 complex harmonics as
s(t) =
1√
N
N ′∑
ℓ=−N ′
aℓ exp
(
j2πℓ
t
MTs
)
, (1)
0 ≤ t < MTs. The vector a = [a−N ′ , . . . , a0, . . . , aN ′ ]T
represents the complex discrete spectrum of the signal.
Observe that the signal representation given in (1) includes
sine waves of any fractional frequency f0 = fsN ′/M
(when aℓ = 0 for −N ′ < ℓ < N ′ and a−N ′ = a∗N ′ ),
which are frequently used as reference signal for calibra-
tion of ADC [1, 2]. We note that when the signal s(t)
is observed in the frequency domain through its M sam-
ples, the spectral resolution is given by ∆f = 1/(MTs).
Therefore, considering the expression in (1), the signal
bandwidth is given by B = N∆f
2
= N
2MTs
. By defining
the parameter
β =
M
N
(2)
as the oversampling factor of the signal s(t) with respect
to the Nyquist rate, we can also write:
B =
fs/2
β
(3)
In this work, we consider that sampling locations suffer
from jitter, i.e., the m-th sampling location is given by
tm = mTs + dm, (4)
m = 0, . . . ,M − 1, where dm is the associated indepen-
dent random jitter whose distribution is denoted by fd(z).
Typically, we have |dm| ≪ Ts.
Let the signal samples be s = [s0, . . . , sM−1]T where
sm = s(tm), 0 ≤ m ≤ M − 1. Using (1), the set of
signal samples can be written as
s = V†a
where V is an N ×M random Vandermonde matrix de-
fined as
(V)ℓ,m =
1√
N
exp
(
−j2πℓ tm
MTs
)
(5)
ℓ = −N ′, . . . , N ′, and m = 0, . . . , N − 1. Note that V
accounts for the jitter in the AD/DA conversion process,
and that the parameter β defined in (2) also represents the
aspect ratio of matrix V.
Furthermore, in addition to jittered sampling, we assume
that signal samples are affected by some additive noise and
are therefore given by
y = s+ n
where n is a vector of M noise samples, modeled as zero
mean i.i.d. random variables. In practice, the dominant
additive noise error is due to the n-bit quantization process
[10].
In order to reconstruct the signal we consider a reconstruc-
tion technique that provides an estimate aˆ of the discrete
spectrum a. The reconstruction sˆ(t) of s(t) obtained from
aˆ is given by
sˆ(t) =
1√
N
N ′∑
ℓ=−N ′
aˆℓ exp
(
j2πℓ
t
MTs
)
2.2 Reconstruction error
We consider as performance metric of the AD/DA conver-
sion process the mean square error (MSE) associated to
the estimate. The MSE, evaluated in the observation inter-
val [0,MTs), can be equivalently computed in both time
and frequency domains as:
MSE = E
[∫ MTs
0
|s(t)− sˆ(t)|2 dt
]
=
E
[‖a− aˆ‖2]
N
More specifically, we consider the MSE relative to the sig-
nal average power, i.e.,
J =
MSE
σ2a
which can be thought of as a noise to signal ratio and will
be plotted using a dB scale in our results.
Among the possible techniques that can be applied to re-
construct the original signal, we focus on linear filters
that provide an estimate of a through the linear operation
aˆ = By where B is an N ×M matrix.
3. Jittered AD/DA conversion with linear fil-
tering
Let us assume ‖a‖2 = σ2aN and E[nn†] = σ2nI, then we
define the signal to noise ratio (SNR) in absence of jitter
as
γ =
σ2a
σ2n
Under the assumption that E[aa†] = σ2aI, the linear filter
that provides the best performance in terms of MSE is the
linear minimum mean square error (LMMSE) filter, which
is given by
Bopt =
(
VV† +
1
γ
I
)−1
V (6)
In [8], it has been shown that, by applying the LMMSE
filter, we obtain:
J =
1
σ2aN
E
[‖a− aˆ‖2] = E [tr{(γVV† + I)−1}]
where tr{·} is the normalized matrix trace operator and
the average is over the randomness in V.
Note, however, that the filter in (6) cannot be employed in
practice, since the jitters dm (hence the matrix V) are un-
known (see the definition of V in (5)). We therefore resort
to an approximation of the optimum filter Bopt, based on
the assumption that jitter has a zero mean.
In particular, we approximate V with the matrix F defined
as,
F = V|dm=0
with the generic element of F given by, (F)ℓ,m =
exp
(−j2πℓm
M
)
/
√
N , ℓ = −N ′, . . . , N ′, and m =
0, . . . , N − 1. We observe that F is such that: FF† = βI
and it is related to the discrete Fourier transform matrix.
Substituting the approximation of V in (6), we obtain:
B =
(
β +
1
γ
)−1
F (7)
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Notice that the filter in (7) is the LMMSE filter adapted
to the linear model y = F†a + n. By letting ω =
(β + 1/γ)−1, the noise to signal ratio J provided by the
approximate filter (7) is given by
J =
1
σ2aN
E
[
‖a− ωFy‖2
]
= tr
{
ω2 E
d
[
FV†VF†
]
− 2ωℜ{E
d
[
FV†
]
}
}
+1 +
ω2β
γ
(8)
where the operator E
d
[·] averages over the random jitters
dm, m = 0, . . . ,M − 1.
Assuming the jitters to be independent [1] and with char-
acteristic function Cd(w) = E
d
[exp(jwz)], the first two
terms in (8) are given by
tr E
d
[
FV†
]
=
β
N
N ′∑
ℓ=−N ′
Cd
(
2πℓ
MTs
)
E
d
[
FV†VF†
]
= β + β
(β − 1)
N
N ′∑
ℓ=−N ′
∣∣∣∣Cd
(
2πℓ
MTs
)∣∣∣∣
2
Hence, we can write:
J = 1 + ω2β
(
1 +
1
γ
)
− 2ω
β
N
N ′∑
ℓ=−N ′
Cd
(
2πℓ
MTs
)
+ω2β
(β − 1)
N
N ′∑
ℓ=−N ′
∣∣∣∣Cd
(
2πℓ
MTs
)∣∣∣∣
2
(9)
In order to reduce the complexity of the computation of
the reconstruction error and provide simple but accurate
analytical tools, in the next section we let the parameters
N and M go to infinity, while the ratio β = M/N is kept
constant. We therefore derive an asymptotic expression of
J , which we will show well approximates the expression
in (9) even for small N and M .
4. Asymptotic analysis
When N and M grow to infinity while β is kept constant,
we define the asymptotic noise to signal ratio J as:
J (β,γ)∞ = lim
N,M→+∞
β
J
In [8], it has been shown that J (β,γ)∞ provides an excel-
lent approximation of MSE/σ2a even for small values of
N and M , with the advantage of greatly simplifying the
computation.
In the limit N,M →∞ with constant β, we compute
µ1 = lim
N,M→+∞
β
1
N
N ′∑
ℓ=−N ′
Cd
(
2πℓ
MTs
)
=
∫ 1/2
−1/2
Cd (4πBx) dx (10)
where, from (3), we used the fact that 1/βTs = fs/β =
2B. Similarly, we define
µ2 = lim
N,M→+∞
β
1
N
N ′∑
ℓ=−N ′
Cd
(
2πℓ
MTs
)2
=
∫ 1/2
−1/2
|Cd (4πBx)|
2
dx (11)
By using (10) (11), and (9), the asymptotic expression of
J is given by
J (β,γ)∞ = 1+ω
2β(1+1/γ)−2ωβµ1+ω
2β(β−1)µ2 (12)
It is worth mentioning that for large SNRs (i.e., in absence
of measurement noise), J (β,γ)∞ reduces to
J (β)∞ = lim
γ→∞
J (β,γ)∞ = 1+
1
β
−2µ1 +
(
1−
1
β
)
µ2 (13)
Equation (13) provides us with a floor that represent the
best quality of the reconstructed signal (minimum MSE)
we can hope for.
4.1 Example: uniform jitter distribution
Let us now assume the jitter to be uniformly distributed
with pdf given by
fd(z) =
{
1
2dmax
−dmax ≤ z ≤ dmax
0 elsewhere
where dmax is the maximum jitter, independent of
the sampling frequency fs. In this case, the char-
acteristic function of the jitter is given by Cd(w) =
sin(dmaxw)/(dmaxw). Then,
µ1 =
Si(2πηu)
2πηu
and
µ2 =
cos2(2πηu) + 2πηuSi(4πηu)− 1
4π2η2u
where Si(·) is the integral sine function and ηu = dmaxB
is a dimensionless parameter which relates maximum jitter
and signal bandwidth.
5. Results
For the ease of representation, we assume that the dom-
inant component of the additive noise is due to quanti-
zation, and we express the SNR in absence of jitter, γ,
as a function of the number of quantization bits n of the
ADC [9]:
(γ)dB = 6.02n+ 1.76
Then, in the following plots we show the value of J as a
function of γ or, equivalently, of the number of quantiza-
tion bits n.
Figure 1 compares the value of J obtained through its
asymptotic expression against the performance of a sys-
tem with finite parameters values (i.e., the value of J
computed using (9)). The results are derived for ηu =
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10
−1, 10−2, 10−3, and β = 10. Solid lines refer to the
asymptotic expression (12), while markers represent the
values of J computed through (9), with N ′ = 100. We
observe an excellent matching between our approximation
of J (β,γ)∞ and the results computed through (9), even for
small values of N and M . We point out that this tight
match can be observed for any β > 1 and ηu ≪ 1.
We also notice that J shows a floor, whose expression is
given by (13). This floor is due to the mismatch between
the filter F employed in the reconstruction and the matrix
V characterizing the sampling system.
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Figure 1: Comparison between the reconstruction error J
derived through (9), the approximation of J (β,γ)∞ and the
floor J (β)∞ in (13).
Furthermore, in the case of unknown jitter, and, thus, of a
floor in the behavior of J , there exists a number of quan-
tization bits n = n∗ beyond which a further increase in
the ADC precision does not provide a noticeable decrease
in the reconstruction error J . The relation between ηu, β,
and n∗ is shown in Figure 2. Note that n∗ is lightly af-
fected by an increase of β, provided that β > 1, and a
good compromise for choosing the oversampling rate is
β = 5.
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Figure 2: Minimum number of bits n∗ required to reach
the floor of J (β,γ)∞ as a function of β and ηu.
6. Conclusions
We studied the performance of AD/DA converters, in pres-
ence of clock jitter and quantization errors. We considered
that a linear filter approximating the LMMSE filter is used
for signal reconstruction, and evaluated the system perfor-
mance in terms of MSE. Through asymptotic analysis, we
derived analytical expressions of the MSE which provide
an accurate and simple method to evaluate the behavior of
AD/DA converters as clock jitter, number of quantization
bits, signal bandwidth and sampling rate vary. We showed
that our asymptotic approach provides an excellent ap-
proximation of the MSE even for small values of the sys-
tem parameters. Furthermore, we derived the MSE floor,
which represents the best reconstruction quality level we
can hope for and gives useful insights for the design of
AD/DA converters.
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Abstract:
The Body Centered Cubic (BCC) and Face Centered Cu-
bic (FCC) lattices have been known to outperform the
commonly-used Cartesian sampling lattice due to their
improved spectral sphere packing properties. However,
the Cartesian lattice has been widely used for sampling
of trivariate functions with applications in areas such as
biomedical imaging, scientific data visualization and com-
puter graphics. The widespread use of Cartesian lattice is
partly due to the availability of tensor-product approach
that readily extend the univariate reconstruction methods
to trivariate setting. In this paper we report on recent ad-
vances on non-separable reconstruction algorithms, based
on box splines, for reconstruction of data sampled on the
BCC and FCC lattices. It turns out that these box spline
reconstructions are faster than the corresponding tensor-
product B-spline reconstructions on the Cartesian lattice.
This suggests that not only the BCC and FCC lattices are
more accurate sampling patterns, their respective recon-
struction methods are also more computationally efficient
than the tensor-product reconstructions – a fact which is
contrary to the common assumption among practitioners.
1. Introduction
Sampling and reconstruction play a vital role in visual-
ization and computer graphics. Various volume rendering
algorithms rely on accurate reconstruction as a key step
since the quality and fidelity of the rendered image heav-
ily depends on reconstruction. In image processing recon-
struction is used in resampling, resizing, conversion, and
manipulation of sampled data.
In the realm of sampling, the term regular is often used to
refer to the case that the sampling grid is uniform. Al-
though there has been significant research, recently, in
non-uniform sampling (e.g., sparse sampling, compressed
sensing), the regular sampling is the most commonly-used
sampling scheme in practice [21].
When it comes to sampling multivariate functions, the
tensor-product of uniform sampling, which forms a Carte-
sian lattice, is almost always the choice. The simple struc-
ture of the Cartesian lattice and its separable nature allows
one to readily apply a tensor-product paradigm to many
problems in a multi-dimensional setting. The power of
the dimensionality reduction will remain the major reason
that the Cartesian lattice is the preferred tool in numerical
algorithms. The other attraction of the Cartesian lattice is
that it simply exists in any dimension and often tools and
theory extend to problems in a higher dimensional setting
in a trivial manner.
However, the Cartesian lattice has been known to be an in-
efficient lattice from the sampling-theoretic point of view.
Miyakawa [12] and then Petersen and Middleton [16]
were among the first people to discover the superiority of
sphere-packing and sphere-covering lattices for sampling
multivariate functions. In particular they have demon-
strated that Cartesian lattice is very inefficient for sam-
pling multivariate functions.
2. Optimal Sampling Lattices
When sampling a multivariate function with a lattice, gen-
erated by (integer linear combinations of the columns of)
a sampling matrix, M , the spectrum of the signal is con-
tained in the Brillouin zone. Brillouin zone is the Voronoi
cell of the reciprocal lattice. The reciprocal lattice to
the lattice M is generated by the columns of the matrix
2piM
−⊤
. The multivariate version of the Nyquist fre-
quency is the boundary of the Brillouin zone.
Without a priori knowledge when sampling multivariate
functions, one often assumes that the underlying function
has features possibly in all directions. Therefore, without
knowledge about particular orientations of high-frequency
features, we need to capture an isotropic spectrum during
the sampling process. Therefore, the objective of optimal
sampling is to maximize the isotropic content of the Bril-
louin zone. In other words, the sampling lattice whose
Brillouin zone has the largest inscribing (hyper) sphere is
the best sampling lattice. Therefore, the optimal sampling
lattice in any dimension is the lattice whose reciprocal lat-
tice allows for the densest packing of spheres.
In the bivariate setting the hexagonal lattice is the best
sampling lattice since its reciprocal lattice, which happens
to be the dual hexagonal lattice, allows for the best pack-
ing of 2-D with disks. When compared to the commonly-
used Cartesian lattice with the same sampling density, the
hexagonal lattice allows for about 14% more information
to be captured in the spectrum of the underlying signal.
This is illustrated in Figure 1 as the area of inscribing
disc to the Brillouin zone of the hexagonal lattice (i.e.,
hexagon) is larger than the area of inscribing disc to the
Brillouin zone of the Cartesian lattice (i.e., square), even
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Figure 1: A square and a hexagon with unit area corre-
sponding to the Brillouin zone of Cartesian and hexago-
nal sampling. The area of inscribing disk to a square is
about 14% less than the area of the inscribing disk to the
hexagon.
though the two Brillouin zones have the same area.
In the trivariate setting, the optimal sampling lattice is
the BCC lattice whose reciprocal lattice (i.e., the FCC
lattice) is the densest sphere packing lattice. The sam-
pling efficiency of the BCC lattice, when compared to
the commonly-used Cartesian lattice is about 30% higher.
Appendix A in [6] presents a thorough comparison of the
Brillouin zone of the Cartesian, BCC and FCC lattices.
The FCC lattice, is also superior to the Cartesian lattice
as its efficiency compared to the Cartesian lattice is about
27% higher. Although among the FCC and BCC lattices
the BCC wins, by a small margin, for optimal sampling,
the FCC lattice appears to have good resistance to alias-
ing. This can be justified since its reciprocal lattice (i.e.,
the BCC lattice) allows for the best sphere covering of the
space. The best covering of the space translates to replica-
tion of isotropic spectrum with minimal overlap between
them– minimizing the aliasing for that sampling resolu-
tion.
These facts about comparison of the Cartesian, BCC
and FCC lattices together with their higher-dimensional
counter parts are discussed for sampling stationary
isotropic random processes [10]. The arguments of the op-
timal sampling (BCC) and resilience to aliasing (FCC) is
generalized to the notion that the reciprocal lattice for op-
timal sphere-packing lattice is the best choice for sampling
functions at relatively high resolutions, while the sphere-
packing lattice is the best option for sampling functions at
relatively low resolutions [10].
3. Reconstruction
There is abundant research on reconstruction (i.e., inter-
polation or approximation) of data based on univariate fil-
tering methods [15]. Various 1-D filters have a low-pass
behavior and approximate the ideal kernel (i.e., sinc) for
reconstruction into the space of band-limited functions. B-
splines, offer a framework for representation of piecewise
polynomial functions and thus are widely used in recon-
struction of univariate functions [3].
There are two common methods for extending the univari-
ate reconstruction ‘kernels’ to multivariate setting. The
separable approach builds the multivariate kernel by a
simple tensor-product of univariate kernels. The separa-
ble approach is obviously suitable for reconstruction of
data on the Cartesian lattice since the lattice itself is also
separable. The radial basis approaches construct the mul-
tivariate reconstruction kernel by spherical extension of
univariate kernel. Due to the spherical extension, the ra-
dial basis approach ignores the underlying geometry of the
sampling lattice and is often used for scattered data inter-
polation/approximation.
Splines have been widely accepted for image process-
ing [20]. In the context of image processing, splines are
often constructed as a tensor-product of two univariate
splines. Mitchell and Netravali [11], demonstrated the
advantages of using splines for image processing. Re-
cently, Van De Ville [22], developed the so called Hex-
splines that are used for reconstruction of hexagonal im-
ages. Hex-splines can not be constructed as a tensor-
product of univariate splines. Due to the non-separable
structure of hexagonal lattice, the tensor-product splines
can not be applied for processing of hexagonal data.
3.1 Reconstruction of trivariate functions
In the visualization community reconstruction filters have
received a lot of attention since accurate reconstruction
of trivariate functions and their gradients is crucial in fi-
delity of rendering algorithms [14, 1, 5, 13]. Similar to
image processing, in volume visualization algorithms, of-
ten the tensor-product approach is used for reconstruction
of Cartesian sampled data.
Theußl [18] introduced the BCC sampling in volume
rendering. However, since the BCC lattice is a non-
separable lattice, various ad-hoc tensor-product [17] and
radial basis [18] algorithms fail to provide satisfactory re-
construction algorithms and they exhibit blurry artifacts.
Cse´bfalvi [2] proposed a global pre-processing algorithm
(based on generalized interpolation [19]) that reconstructs
the BCC lattice based on its two Cartesian sub-lattices.
This approach is computationally inefficient and does not
guarantee approximation order.
The author’s recent work in this area establishes the re-
lationship between box splines and the above-mentioned
sampling lattices. The box splines have been developed
as a generalization of B-splines to the multivariate setting.
While box splines have been considered as non-separable
basis functions for approximation based on their shifts on
the Cartesian lattice [4], here their shifts on BCC and FCC
lattices are considered. The interesting fact about these
box splines is that while their shifts on the Cartesian lat-
tice do not form a linearly independent set of functions,
their shifts on the FCC and BCC lattices are linearly inde-
pendent – a rare and useful property for the spline space!
3.2 Four direction box splines on BCC
The relation of box splines with the BCC lattice was es-
tablished based on the fact that the immediate neighbor-
hood of a lattice point on the BCC pattern forms a rhom-
bic dodecahedron (see Figure 2). This polyhedron has the
special property that is a projection of a four-dimensional
hypercube (tesseract). This makes it a perfect match to be
the support of a box spline since the geometric definition
of box splines precisely amounts to projecting hypercubes
(i.e., box) down to lower dimensional spaces. Generally,
the class of polytopes that are the shadow of higher di-
mensional hypercubes are referred to as zonotopes. This
linear box spline is defined by the four direction and is
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Figure 2: The neighborhood of a BCC lattice point forms a
rhombic dodecahedron. This polyhedron is a zonohedron
which is the support of a linear box spline.
Figure 3: Benchmark example dataset. The CT dataset of
a carp fish at a high resolution of 256× 256× 256.
a C0 kernel. The shifts of this box spline on the BCC
lattice generate a spline space whose approximation or-
der is two. By convolving this box spline by itself, one
obtains a smoother, C2, quintic box spline that is speci-
fied by a repetition of the four principal directions. The
shifts of this box spline generate a spline space whose ap-
proximation order is four [7, 8]. This smoothness and ap-
proximation order match that of the tricubic B-spline on
the Cartesian lattice and hence we compare the two on a
Carp fish dataset in first row in Figure 4. The piecewise
polynomial representation of these box splines along with
efficient evaluation methods can be found in [8].
3.3 The six direction box spline on FCC
Unlike the BCC lattice, the immediate neighborhood in
the FCC lattice is not a zonohedron. However, by enlarg-
ing the neighborhood one finds the truncated octahedron
which is a zonohedron Figure 5. This polyhedron is a
projection of a six-dimensional hypercube and the corre-
sponding box spline is a cubic six-direction box spline [6].
The spline space that is generated by shifts of this cubic
box spline on the FCC lattice is a C1 space whose ap-
proximation order is three. These characteristics match
the triquadratic B-spline on the Cartesian lattice which is
the base for our comparisons in second row in Figure 4.
The piecewise polynomial representation of the cubic box
spline along with efficient spline evaluation method on the
FCC lattice is demonstrated in [9].
y
z
x
Figure 5: The neighborhood of a FCC lattice point forms
a truncated octahedron. This polyhedron is another zono-
hedron which is the support of a six-direction box spline.
3.4 Computational advantages
Once efficient evaluation algorithms are derived for the
four-direction box splines [8] and the six direction box
spline [9], one can compare these box spline reconstruc-
tions to the commonly-used tensor-product B-spline re-
constructions on the Cartesian lattice.
For the C2, fourth-order method the tricubic B-spline uses
a neighborhood of 4 × 4 × 4 = 64 points for recon-
struction, while the quintic box spline only uses a total
of 32 points for reconstruction. Therefore as documented
in [8] the BCC non-separable box spline approach outper-
forms the comparable tensor-product B-spline approach
by a factor of two. Similarly the triquadratic B-spline
uses a neighborhood of 3 × 3 × 3 = 27 Cartesian data
points, while the cubic box spline only requires a total
of 16 FCC data points for the reconstruction. Therefore,
the non-separable box spline reconstruction outperforms
the comparable tensor-product B-spline approach as doc-
umented in [9].
4. Conclusions
The recent research on optimal sampling lattices suggests
that not only the FCC and BCC lattices offer higher-
fidelity sampling schemes, but also their reconstruction
algorithms outperform the corresponding tensor-product
reconstructions on the traditionally-popular Cartesian lat-
tice. These encouraging results are crucial for acceptance
of these efficient lattices in practical applications.
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An Efficient Algorithm for the Discrete Gabor
Transform using full length Windows
Peter L. Søndergaard
Abstract—This paper extends the efficient factorization of the
Gabor frame operator developed by Strohmer in [17] to the
Gabor analysis/synthesis operator. The factorization provides a
fast method for computing the discrete Gabor transform (DGT)
and several algorithms associated with it. The factorization
algorithm should be used when the involved window and signal
have the same length. An optimized implementation of the
algorithm is freely available for download.
I. INTRODUCTION
The finite, discrete Gabor transform (DGT) of a signal f of
length L is given by
c (m,n,w) =
L−1∑
l=0
f(l, w)g (l − an)e−2piiml/M . (1)
Here g is a window (filter prototype) that localizes the signal
in time and in frequency. The DGT is equivalent to a Fourier
modulated filter bank withM channels and decimation in time
a, [2].
Efficient computation of a DGT can be done by several
methods: If the window g has short support (consists of
relatively few filter taps), a filter bank based approach can
be used. We shall instead focus on the case when g and f are
equally long. The main advantage of the algorithm presented
is its ease of use: The running time is guaranteed to be small
even for long windows. This allows for the practical use of
non-compactly supported windows like the Gaussian and its
tight and dual windows without truncating them.
In the case when the window and signal have the same
length, a factorization of the frame operator matrix was found
by Zibulski and Zeevi in [19]. The method was initially
developed in the L2 (R) setting, and was adapted for the
finite, discrete setting by Bastiaans and Geilen in [1]. They
extended it to also cover the analysis/synthesis operator. A
simple, but not so efficient, method was developed for the
Gabor analysis/synthesis operator by Prinz in [15]. Strohmer
[17] improved the method and obtained the lowest known
computational complexity for computing the Gabor frame
operator. This paper extends Strohmer’s method to also cover
the Gabor analysis and synthesis operators.
The advantage of the method developed in this paper as
compared to the one developed in [1], is that it works with
FFTs of shorter length, and does not require multiplication by
complex exponentials caused by the quasi-periodicity of the
Zak transform. The two methods have the same asymptotic
complexity, O (NM logM), where M is the number of chan-
nels and N is the number of time steps. A more accurate flop
count is presented later in the paper.
We shall study the DGT applied to multiple signals at once.
This is for instance a common subroutine in computing a
multidimensional DGT. The DGT defined by (1) works on
a multi-signal f ∈ CL×W , where W ∈ N is the number of
signals.
II. DEFINITIONS
We shall denote the set of integers between zero and some
number L by
〈L〉 = 0, . . . , L− 1. (2)
The Discrete Fourier Transform (DFT) of a signal f ∈ CL
is defined by
(FLf) (k) = 1√
L
L−1∑
l=0
f(l)e−2piikl/L. (3)
We shall use the · notation in conjunction with the DFT to
denote the variable over which the transform is to be applied.
To denote all elements indexed by a variable we shall use
the : notation. As an example, if C ∈ CM×N then C:,1 is a
M × 1 column vector, C1,: is a 1×N row vector and C:,: is
the full matrix. This notation is commonly used in Matlab
and FORTRAN programming and also in some prominent
textbooks, [8].
The convolution f ∗ g of two functions f, g ∈ CL and the
involution f∗ is given by
(f ∗ g) (l) =
L−1∑
k=0
f (k) g (l − k) , l ∈ 〈L〉 (4)
f∗ (l) = f (−l), l ∈ 〈L〉 . (5)
It is well known how convolution can be computed efficiently
using the discrete Fourier transform. We shall use a variant of
this result
(f ∗ g∗) (l) =
√
LF−1L
(
(FLf) (·) (FLg) (·)
)
(l) . (6)
The Poisson summation formula in the finite, discrete set-
ting is given by
FM
(
b−1∑
k=0
g(·+ kM)
)
(m) =
√
b (FLg) (mb), (7)
where g ∈ CL, L =Mb with b,M ∈ N.
A family of vectors ej , j ∈ 〈J〉 of length L is called a
frame if constants 0 < A ≤ B exist such that
A ‖f‖2 ≤
J−1∑
j=0
|〈f, ej〉|2 ≤ B ‖f‖2 , ∀f ∈ CL. (8)
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Algorithm 1 Window factorization
WFAC(g, a,M)
1) for r = 〈c〉 k = 〈p〉, l = 〈q〉
2) for s = 〈d〉
3) tmp (s)←
g (r + c · (k · q − l · p+ s · p · q mod d · p · q))
4) end for
5) Phi (r, k, l, :)←DFT(tmp)
6) end for
7) return Phi
The constants A and B are called lower and upper frame
bounds. If A = B, the frame is called tight. If J > L,
the frame is redundant (oversampled). Finite- and infinite
dimensional frames are described in [4].
A finite, discrete Gabor system (g, a,M) is a family of
vectors gm,n ∈ CL of the following form
gm,n (l) = e
2piilm/Mg (l − na) , l ∈ 〈L〉 (9)
for m ∈ 〈M〉 and n ∈ 〈N〉 where L = aN and M/L ∈ N. A
Gabor system that is also a frame is called a Gabor frame. The
analysis operator Cg : C
L 7→ CM×N associated to a Gabor
system (g, a,M) is the DGT given by given by (1). The Gabor
synthesis operator Dγ : C
M×N 7→ CL associated to a Gabor
system (γ, a,M) is given by
f (l) =
N−1∑
n=0
M−1∑
m=0
c (m,n) e2piiml/Mγ (l − an) . (10)
In (1), (9) and (10) it must hold that L = Na =Mb for some
M,N ∈ N. Additionally, we define c, d, p, q ∈ N by
c = gcd (a,M) , d = gcd (b,N) , (11)
p =
a
c
=
b
d
, q =
M
c
=
N
d
, (12)
where GCD denotes the greatest common divisor of two
natural numbers. With these numbers, the redundancy of the
transform can be written as L/ (ab) = q/p, where q/p is an
irreducible fraction. It holds that L = cdpq. The Gabor frame
operator Sg : C
L 7→ CL of a Gabor frame (g, a,M) is given
by the composition of the analysis and synthesis operators
Sg = DgCg. The Gabor frame operator is important because it
can be used to find the canonical dual window gd = S−1g g and
the canonical tight window gt = S
−1/2
g g of a Gabor frame.
The canonical dual window is important because Dgd is a left
inverse of Cg . This gives an easy way to construct an inverse
transform of the DGT. Similarly, then Dgt is a left inverse of
Cgt . For more information on Gabor systems and properties
of the operators C, D and S see [9], [6], [7].
III. THE ALGORITHM
We wish to make an efficient calculation of all the co-
efficients of the DGT. Using (1) literally to compute all
coefficients c (m,n,w) would require 8MNLW flops.
To derive a faster DGT, one approach is to consider the
analysis operator Cg as a matrix, and derive a faster algorithm
Algorithm 2 Discrete Gabor transform
DGT(f, g, a,M)
1) Phi =WFAC(g, a,M)
2) for r = 〈c〉
3) for k = 〈p〉, l = 〈q〉, w = 〈W 〉
4) for s = 〈d〉
5) tmp (s)←
f (r + (k ·M + s · p ·M − l · ha · a mod L) , w)
6) end for
7) Psitmp (k, l + w · q, ·)←DFT(tmp)
8) end for
9) for s = 〈d〉
10) G← Phi (:, :, r, s)
11) F ← Psitmp (:, :, s)
12) Ctmp (:, :, s)← GT · F
13) end for
14) for u = 〈q〉, l = 〈q〉, w = 〈W 〉
15) tmp←IDFT(Ctmp (u, l + w · q, :))
16) for s = 〈d〉
17) coef (r + l · c, u+ s · q − l · ha mod N,w)
← tmp (s)
18) end for
19) end for
20) end for
21) for n = 〈N〉,w = 〈W 〉
22) coef (:, n, w)←DFT(coef (:, n, w))
23) end for
24) return coef
through unitary matrix factorizations of this matrix. This is
the approach taken by [17], [16]. Unfortunately, this approach
tends to introduce many permutation matrices and Kronecker
product matrices. Another approach is the one taken in [1]
where the Zak transform is used. This approach has the
downside that values outside the fundamental domain of the
Zak transform require an additional step to compute. In this
paper we have chosen to derive the algorithm by directly
manipulating the sums in the definition of the DGT.
To find a more efficient algorithm than (1), the first step is
to recognize that the summation and the modulation term in
(1) can be expressed as a DFT:
c (m,n,w) =
√
LFL
(
f(·, w)g (· − an)
)
(mb) . (13)
We can improve on this because we do not need all the
coefficients computed by the Fourier transform appearing in
(13), only every b’th coefficient. Therefore, we can rewrite by
the Poisson summation formula (7):
c (m,n,w)
=
√
MFM
(
b−1∑
m˜=0
f(·+ m˜M,w)g (·+ m˜M − an)
)
(m)
= (FMK (·, n, w)) (m) , (14)
where
K (j, n, w) =
√
M
b−1∑
m˜=0
f (j + m˜M,w) g (j + m˜M − na) , (15)
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for j ∈ 〈M〉 and n ∈ 〈N〉. From (14) it can be seen that
computing the DGT of a signal f can be done by computing
K followed by DFTs along the first dimension of K.
To further lower the complexity of the algorithm, we wish
to express the summation in (15) as a convolution.
We split j as j = r+ lc with r ∈ 〈c〉, l ∈ 〈q〉 and introduce
ha, hM ∈ Z such that the following is satisfied:
c = hMM − haa. (16)
The two integers ha, hM can be found by the extended Euclid
algorithm for computing the GCD of a and M .
Using (16) and the splitting of j we can express (15) as
K (r + lc, n, w)
=
√
M
b−1∑
m˜=0
f (r + lc+ m˜M,w)×
×g (r + l (hMM − haa) + m˜M − na) (17)
=
√
M
b−1∑
m˜=0
f (r + lc+ m˜M,w)×
×g (r + (m˜+ lhM )M − (n+ lha) a) (18)
We substitute m˜+ lhM by m˜ and n+ lha by n and get
K (r + lc, n− lha, w)
=
√
M
b−1∑
m˜=0
f (r + lc+ (m˜− lhM )M,w)×
×g (r + m˜M − na) (19)
=
√
M
b−1∑
m˜=0
f (r + m˜M + l (c− hMM) , w)×
×g (r + m˜M − na) (20)
We split m˜ = k + s˜p with k ∈ 〈p〉 and s˜ ∈ 〈d〉 and n =
u+sq with u ∈ 〈q〉 and s ∈ 〈d〉 and use that M = cq, a = cp
and c− hMM = −haa:
K (r + lc, u+ sq − lha, w)
=
√
M
p−1∑
k=0
d−1∑
s˜=0
f (r + kM + s˜pM − lhaa,w)×
×g (r + kM − ua+ (s˜− s) pM) (21)
After having expressed the variables j, m˜, n using the vari-
ables r, s, s˜, k, l, u we have now indexed f using s˜ and g
using (s˜− s). This means that we can view the summation
over s˜ as a convolution, which can be efficiently computed
using a discrete Fourier transform. Define
Ψfr,s (k, l + wq) = Fdf (r + kM + ·pM − lhaa,w) , (22)
Φgr,s (k, u) =
√
MFdg (r + kM + ·pM − ua) , (23)
Using (6) we can now write (21) as
K (r + lc, u+ s˜q − lha, w)
=
√
d
p−1∑
k=0
F−1d
(
Ψfr,· (k, l + wq)Φ
g
r,· (k, u)
)
(s˜) (24)
=
√
dF−1d
(
p−1∑
k=0
Ψfr,· (k, l + wq)Φ
g
r,· (k, u)
)
(s˜) (25)
Table I
FLOP COUNTS
Alg.: Flop count
Eq. (1) 8MNL
Eq. (14) 8L
Lg
a
+ 4NM log
2
(M)
[1] L
“
8q + 1 + q
p
”
+ 4L
“
1 + q
p
”
log
2
N + 4MN log
2
(M)
Alg. 2 L (8q) + 4L
“
1 + q
p
”
log
2
d + 4MN log
2
(M)
Flop counts for 4 different way of computing the DGT: By the linear algebra
definition (1), by the method based on Poisson summation (14), by the method
of Bastiaans and Geilen from [1] and by Algorithm 2. The term Lg denotes the
length of the window used so Lg/a is the overlapping factor of the window.
Note for comparison that log
2
N = log
2
d + log
2
q
If we consider Ψfr,s and Φ
g
r,s as matrices for each r and s, the
sum over k in the last line can be written as matrix products.
Algorithm 2 follows from this.
IV. RUNNING TIME
When computing the flop count of the algorithm, we will
assume that a complex FFT of length M can be computed
using 4M log
2
M flops. A nice review of flop counts for
FFT algorithms is presented in [14]. Table I shows the flop
count for Algorithm 2 and compares it with the definition
of the DGT (1), with the algorithm for short windows using
Poisson summation (14) and with the algorithm published
in [1]. The algorithm by Prinz presented in [15] has the
same computational complexity as the Poisson summation
algorithm. For simplicity we assume that both the window and
signal are complex valued. In the common case when both f
and g are real-valued, all the algorithms will see a 2 to 4 times
speedup.
The flop count for definition (1) is that of a complex
matrix multiplication. All the other algorithms share the
4MN log
2
M term coming from the application of an FFT
to each ’block’ of coefficients and only differ in how the ap-
plication of the window is performed. The Poisson summation
algorithm is very fast for a small overlapping factor Lg/a, but
turns into an O (L2) algorithm for a full length window. In
this case the other algorithms have an advantage. The term
L
(
8q + 1 + qp
)
in the [1] algorithm comes from calculation
of the needed Zak-transforms, and the 4L
(
1 + qp
)
log
2
N
term comes from the transform to and from the Zak-domain.
Compared to (22) and (23) this transformation uses longer
FFTs. Algorithm 2 does away with the multiplication with
complex exponentials in the [1] algorithm, and so the first
term reduces to L (8q).
Both the Poisson summation based algorithm and Algorithm
2 can do a DGT with L ≈ 2000000 in less than 1 second on
a standard PC at the time of writing. We have not created
an efficient implementation of the algorithm from [1] in C so
therefore we cannot reliably time it.
V. EXTENSIONS
The algorithm just developed can also be used to calculate
the synthesis operator Dγ . This is done by applying Algorithm
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Algorithm 3 Canonical Gabor dual window
GABDUAL(g, a,M)
1) Phi =WFAC(g, a,M)
2) for r = 〈c〉, s = 〈d〉
3) G← Phi (:, :, r, s)
4) Phid (:, :, r, s)← (G ·GT )−1 ·G
5) end for
6) gd =IWFAC
(
Phid, a,M
)
7) return gd
2 in the reverse order and inverting each line. The only lines
that are not trivially invertible are lines 10-12, which becomes
10) Γ← Phid (:, :, r, s)
11) C ← Ctmp (:, :, s)
12) Psitmp (:, :, s)← Γ · C
where the matrices Phid (:, :, r, s) should be left inverses of
the matrices Phi (:, :, r, s) for each r and s.
The matrices Phid (:, :, r, s) can be computed by Algorithm
1 applied to a dual Gabor window γ of the Gabor frame
(g, a,M). It also holds that all dual Gabor windows γ of a
Gabor frame (g, a,M) must satisfy that Phid (:, :, r, s) are
left inverses of the matrices Phi (:, :, r, s). This criterion was
reported in [11], [12].
A special left-inverse in the Moore-Penrose pseudo-inverse.
Taking the pseudo-inverses of Phi (:, :, r, s) yields the fac-
torization associated with the canonical dual window of
(g, a,M), [3]. This is Algorithm 3. Taking the polar decom-
position of each matrix in Φgr,s yields a factorization of the
canonical tight window (g, a,M). For more information on
these methods, as well as iterative methods for computing the
canonical dual/tight windows, see [13].
VI. SPECIAL CASES
We shall consider two special cases of the algorithm:
The first case is integer oversampling. When the redundancy
is an integer then p = 1. Because of this we see that c = a
and d = b. This gives (16) the appearance
a = hMqa− haa, (26)
indicating that hM = 0 and ha = −1 solves the equation for
all a and q. The algorithm simplifies accordingly, and reduces
to the well known Zak-transform algorithm for this case, [10].
The second case is the short time Fourier transform. In this
case a = b = 1, M = N = L, c = d = 1, p = 1, q = L and
as in the previous special case hM = 0 and ha = −1. In this
case the algorithm reduces to the very simple and well known
algorithm for computing the STFT.
VII. IMPLEMENTATION
The reason for defining the algorithm on multi-signals, is
that the multiple signals can be handled at once in the matrix
product in line 12 of Algorithm 2. This is a matrix product
of two matrices size q× p and p× qW , so the second matrix
grows when multiple signals are involved. Doing it this way
reuses the Φgr,s matrices as much as possible, and this is an
advantage on standard, general purpose computers with a deep
memory hierarchy, see [5], [18].
The benefit of expressing Algorithm 2 in terms of loops (as
opposed to using the Zak transform or matrix factorizations)
is that they are easy to reorder. The presented Algorithm 2
is just one among many possible algorithms depending on in
which order the r, s, k and l loops are executed. For a given
platform, it is difficult a priory to estimate which ordering of
the loops will turn out to be the fastest. The ordering of the
loops presented in Algorithm 2 is the variant that uses the least
amount of extra memory.
Implementations of the algorithms described in this paper
can be found in the Linear Time Frequency Toolbox (LTFAT)
available from http://ltfat.sourceforge.net. The implementa-
tions are done in both the Matlab/Octave scripting language
and in C. A range of different variants of Algorithm 2 has been
implemented and tested, and the one found to be the fastest
on a small range of computers is included in the toolbox.
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Abstract:
To overcome the limitation induced by the fixed time-
frequency resolution over the whole time-frequency plane
of Gabor frames, we propose a simple extension of the Ga-
bor theory leading to the construction of frames with time-
frequency resolution evolving over time or frequency. We
describe the construction of such frames and give the ex-
plicit formulation of the canonical dual frame for some
conditions. We illustrate the interest of the method on a
simple example.
1. Introduction
Gabor analysis [7] is widely used for applications in signal
processing. For some of these applications, which include
processing of signals using Gabor frame multipliers [6, 1],
the rigid construction of the Gabor atoms results in im-
portant limitations on the signal analysis and processing
ability of the associated schemes. The Gabor transform
uses time-frequency atoms built by translation over time
and frequency of a unique prototype function, leading to
a signal decomposition having a fixed time-frequency res-
olution over the whole time-frequency plane. This can be
very restricting when dealing with signals with character-
istics changing over the time-frequency plane. For exam-
ple, this led some people to prefer the use of alternative
decompositions with time-frequency resolution evolving
with frequency in some applications, to better fit the fea-
ture of interest of the signal. Examples of such decompo-
sitions are the wavelet transform [5] or the decompositions
using filter banks based on perceptive frequency scales for
processing of audio signals, as for example gammatone
filters [9].
A case for which the limitation induced by the constant
time-frequency resolution of the Gabor transform can be
seen is shown on the didactic example of Figure 1. On this
figure, two spectrograms of the same glockenspiel signal
are represented. These spectrograms are obtained by plot-
ting the square absolute value of the Gabor coefficients
using a color scale with a level coding in dB. Both spec-
trograms are obtained from the Gabor coefficients using
the same type of window, but using two different window
lengths. We see that the signal contains two very contrast-
ing types of components:
• at the beginning of the notes, the signal presents
sharp attacks which are spread in frequency, but very
localized in time,
• during the resonance of the notes, the signal con-
tains quasi-sinusoidal components which are spread
in time, but very localized in frequency.
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Figure 1: Two spectrograms of the same glockenspiel sig-
nal obtained using two different window lengths. On the
top plot, a narrow window of 6 ms is used, on the bottom
plot, a wide window of 93 ms is used.
We see that the use of the narrow window is well suited for
the analysis and processing of the attacks, leading to a very
sparse decomposition for these components, but gives an
unsatisfying representation of the resonance, as the differ-
ent sinusoidal components are not resolved. On the other
hand, the wide window gives a good representation of the
resonance part, but a blurred representation of the attacks.
For this example, it appears that if we want to build an
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optimised scheme for processing of both attacks and the
resonances at the same time, it would be suitable to be
able to adapt the time-frequency resolution locally for the
different types of components.
The purpose of this paper is to describe one way to achieve
this goal. For this, we show that, while staying in the con-
text of frame theory [2, 4], the standard Gabor theory can
be easily extended to provide some freedom of evolution
of the time-frequency resolution of the decomposition in
either time or frequency. Furthermore, this extension is
well suited for applications as it can easily be implemented
using fast algorithm based on fast Fourier transform [12].
We first describe the construction of the frames in Section
2., and then illustrate in Section 3. the potential of the ap-
proach on the preceding example of Figure 1.
2. Construction of the frames
2.1 Resolution evolving over time
As opposed to standard Gabor analysis, we replace time
translation for the construction of atoms by the use of
different windows for the different sampling positions in
time. For each time position we still build atoms by reg-
ular frequency modulation. So using a set of functions
{gn}n∈Z of L2(R), for m ∈ Z and n ∈ Z, we define
atoms of the form:
gm,n(t) = gn(t)e
i2πmbnt.
In practice we will choose each window gn centered
around a time an, and it will typically be constructed by
translating a well localized window centered around 0 by
an, as in the standard Gabor scheme, but with the possi-
bility to vary the window gn for each position an. Thus
the sampling of the time-frequency plane is done on a grid
which is irregular over time, but regular over frequency.
Figure 2 shows an example of such a sampling grid. It can
be noted that some results exist in Gabor theory for semi-
regular sampling grids, as for example in [3]. Our study
here uses a more general setting, as the sampling grid is in
general not separable, and more importantly, the window
can evolve over time.
In this case, the coefficients of the decomposition are
given by:
cm,n = 〈f, gm,n〉 ,
and the frame operator is given by:
Sf =
∑
m
∑
n
〈f, gm,n〉gm,n.
The frame operator can be described by its kernel K given
the following relation, which holds at least in a weak
sense:
Sf(s) =
∫
K(t, s)f(t)dt.
Here the kernel K simplifies according to the following
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Figure 2: Example of sampling grid of the time-frequency
plane when building a decomposition with time-frequency
resolution evolving over time.
relations:
K(t, s) =
∑
m
∑
n
gn(t)gn(s)e
i2πmbn(s−t)
=
∑
n
gn(t)gn(s)
∑
m
ei2πmbn(s−t)
=
∑
n
1
bn
gn(t)gn(s)
∑
k
δ
(
s− t−
k
bn
)
thus,
Sf(s) =
∑
k
∑
n
1
bn
gn
(
s−
k
bn
)
gn (s) f
(
s−
k
bn
)
In general, the inversion of S is not obvious. However we
can identify a special case, which is analog to the “pain-
less” case in standard Gabor analysis [8], for which the
expression of S simplifies.
More precisely, we suppose from now on that for ev-
ery n ∈ Z, the function gn has a limited time support
supp gn = [cn, dn] such that dn − cn < 1bn . Due to this
support condition, the terms of the summation over k in
the preceding equation are 0 for k 6= 0 and the frame op-
erator S becomes a multiplication operator:
Sf(s) =
∑
n
1
bn
|gn(s)|
2f(s).
In this case the invertibility of the frame operator is easy
to check and the system of functions gm,n forms a frame
for L2(R) if and only if ∀t ∈ R,
∑
n
1
bn
|gn(t)|
2 ≃ 1.
When this condition is fulfilled, the canonical dual frame
elements are given by:
g˜m,n(t) =
gn(t)∑
k
1
bk
|gk(t)|2
ei2πmbnt,
and the associated canonical tight frame elements can be
calculated by:
g˙m,n(t) =
gn(t)√∑
k
1
bk
|gk(t)|2
ei2πmbnt.
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2.2 Resolution evolving over frequency
An analog construction is possible with a sampling of the
time-frequency plane irregular over frequency, but regular
over time. An example of the sampling grid in such a case
is given on Figure 3.
In this case, we introduce a family of functions {hm}m∈Z
of L2(R), and for m ∈ Z and n ∈ Z, we define atoms of
the form:
hm,n(t) = hm(t− nam).
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Figure 3: Example of sampling grid of the time-frequency
plane when building a decomposition with time-frequency
resolution evolving over frequency.
In practice we will choose each function hm as a well
localized pass-band function having a Fourier transform
centered around some frequency bn.
In this case the frame operator is given by:
Tf =
∑
m
∑
n
〈f, hm,n〉hm,n,
and the problem is completely analog to the preceding up
to a Fourier transform, as we have:
T̂f =
∑
m
∑
n
〈f̂ , ĥm,n〉ĥm,n,
and ĥm,n = ĥm(ν)e−i2πnamν . So the preceding compu-
tation can be done, working on the Fourier transforms of
the involved functions instead of directly on the functions.
Now the “painless” case appears when we suppose that
for every m ∈ Z, the function ĥn has a limited frequency
support supp ĥn = [en, fn] such that fn−en < 1an . Then
the following expression holds:
T̂f(ν) =
∑
m
1
am
|ĥm(ν)|
2f̂(ν),
and the system of functions hm,n forms a frame of L2(R)
if and only if ∀ν ∈ R,
∑
n
1
am
|ĥm(ν)|
2 ≃ 1.
The associated canonical dual and tight frame can be com-
puted as preceding, with the addition of an inverse Fourier
transform.
2.3 Implementation
For the practical implementation, we have developed the
equivalent theory in a finite discrete setting, that is to say
working with complex vectors as signals. This theory
won’t be described here due to lack of space, but the con-
struction is very similar to the one described in 2.1 and 2.2
and leads to a frame matrix which simplifies to a diagonal
matrix in the “painless” case, suitable for applications.
The implementation is then very similar to the implemen-
tation of the standard Gabor case and can exploit fast
Fourier transform algorithms for efficiency. The only dif-
ferences compared to standard Gabor implementation are
due to the fact that the storage of coefficients requires
more advanced storage structures due to the irregularity
of the time-frequency sampling grid, and that the com-
putation of the dual window must be performed for ev-
ery time position resulting in a slight increase in computa-
tional cost.
3. Example
The possibility to build a decomposition with time-
frequency resolution evolving over time can be exploited
to solve the problem described in example of Section 1. il-
lustrated by Figure 1. For the corresponding glockenspiel
signal, as we have seen before, the use of narrow window
is suitable for the attacks of the notes, while a wide win-
dow should be used for the resonances. Figure 4 shows
a representation built with our approach using a narrow
window of 6 ms for the attacks and a wide window of 93
ms for the resonance. The frame used for this figure is
a tight frame. It should be noticed that the evolution of
the window size between the two target window lengths
is smoothed in order to ensure that the atoms used for the
decomposition maintain a “nice” shape, in the sense of
having a good time-frequency concentration. This ensures
the easy interpretability of the decomposition, especially
for processing using frame multipliers.
This figure gives an idea of the type of decompositions that
can be constructed with our approach and should be com-
pared to the decomposition obtained using standard Gabor
analysis on Figure 1. With our approach, it becomes pos-
sible to have a simultaneous good representation of both
types of components of this signal while keeping the same
processing ability than with standard Gabor.
We see that our approach allows to build decompositions
with better time-frequency localization of the signal en-
ergy. This can be helpful for many processing tasks, in
particular to reduce artifacts in component extraction or
denoising.
4. Conclusion
Our approach enables the construction of frames with flex-
ible evolution of time-frequency resolution over time or
frequency. The resulting frames are well suited for appli-
cations as they can be implemented using fast algorithms,
at a computational cost close to standard Gabor frames.
Exploiting evolution of resolution over time, the pro-
posed approach can be of particular interest for applica-
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Figure 4: Spectrogram of the same glockenspiel signal as
in Figure 1 using a nonstationary Gabor decomposition.
tions where the frequency characteristics of the signal are
known to evolve significantly with time. Order analysis
[11], in which the signal analyzed is produced by a rotat-
ing machine having evolving rotating speed, is an example
of such application.
Exploiting evolution of resolution over frequency, the pre-
sented approach could be valuable for applications requir-
ing the use of a tailored non uniform filter bank. In par-
ticular, it can be used to build filter banks following some
perceptive frequency scale.
One difficulty when using our approach is to adapt the
time-frequency resolution to the evolution of the signal
characteristics. If prior knowledge is available, this can
be done by hand, as for the example of Figure 4. But to
go further, our approach could be extended to construct
an adaptive decomposition of the signal by automatically
adapting the resolution to the signal. To achieve this, we
plan to investigate the possibility to couple our approach
with the use of sparsity criterion as proposed in [10]. The
general idea would then be to consider time segments of
the signal, and for each time segment compare the sparsity
criterion obtained for Gabor transforms computed with
different possible windows. We would then use in our
decomposition the window corresponding to the best cri-
terion for each time segment, leading to a decomposition
optimizing the sparsity of the decomposition over time.
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Abstract:
In this paper we present a signal reconstruction algorithm
from absolute value of frame coefficients that requires a
relatively low redundancy. The basic idea is to use a non-
linear embedding of the input signal Hilbert space into a
higher dimensional Hilbert space of sesquilinear function-
als so that absolute values of frame coefficients are associ-
ated to relevant inner products in that space. In this space
the reconstruction becomes linear and can be performed in
a polynomial number of steps.
1. Introduction
Let us denote by En the n-dimensional space of signals
(e.g. En = Rn or En = Cn), and assume we are given
a frame of m vectors {f1, . . . , fm} ⊂ En that span En.
Thus necessarily m ≥ n. In this paper we look at the
following problem: Given cl = |〈x, fl〉|, 1 ≤ l ≤ m,
reconstruct the original signal x ∈ En up to a constant
phase ambiguity, that is, obtain a signal y ∈ En such that
y = eiϕx for some ϕ ∈ [0, 2pi).
This problem arises in several areas of signal process-
ing (see [BCE06] for a more detailed discussion of these
issues). In particular, in X-Ray Crystallography (see
[LFB87]) it is known as the phase retrieval problem. In
speech processing it is related to the use of cepstral coeffi-
cients in Automatic Speech Recognition as well as direct
reconstruction from denoised spectogram (see [NQL82]).
By the same token the solution posed here can be viewed
as a new, nonlinear signal generating model.
Recently ([BBCE09]) we proposed a quasi-linear recon-
struction algorithm that requires the frame to have high re-
dundancy (m = O(n2)). The algorithm works as follows.
First note that two vectors x, y ∈ En that are equivalent
(i.e. equal to one another up to a constant phase) generate
the same rank-one operators Kx = Ky, where
Ku : E
n → En , Ku(z) = 〈z, u〉u (1)
with u = x or u = y. Conversely, if Kx = Ky then
necessarily there exists a phase ϕ so that y = eiϕx. Thus
the reconstruction problem reduces to obtaining first Kx,
and then a representative of the class xˆ. Next notice that
the absolute value of frame coefficient |〈x, f l〉| is related to
the Hilbert-Schmidt inner product between Kx and Kfl :
〈Kx,Kfl〉 := trace(KxK
∗
fl
) = |〈x, fl〉|
2
Hence, if {Kfl , 1 ≤ l ≤ m} form a frame for the set
of Hilbert-Schmidt operators (this is the same as the set of
quadratic forms), then Kx can be reconstructed from d2l
with a linear algorithm, from where a vector y ∈ xˆ can
be obtained. Explicitely, the algorithm is as follows: First
denote by {K˜l : En → En , 1 ≤ l ≤ m} the canonical
dual frame of {Kfl , 1 ≤ l ≤ m}.
1. Compute:
Kx =
m∑
l=1
c2l K˜l (2)
2. Assume e ∈ En, ‖e‖ = 1 is so that ‖Kxe‖ 
= 0. Then:
y =
1√
〈Kx(e), e〉
Kx(e) (3)
is a vector in En equivalent to x.
While very appealing from a computational perspective,
this algorithm requires the set {Kfl , 1 ≤ l ≤ m} to
be complete (spanning) in the Hilbert space of n × n
quadratic forms. In the real case (E = R) this latter
Hilbert space is of dimension n(n+ 1)/2. In the complex
case (E = C) the dimension becomes n2. Thus the algo-
rithm requires the original frame set {f l , 1 ≤ l ≤ m}
to have m = O(n2) vectors. In practice this require-
ment may not be feasible. Furthermore, in [BCE06] we
obtained that genericallym ≥ 4n−2 should suffice in the
complex case, and n ≥ 2n − 1 should suffice in the real
case. In this paper we present an algorithm that applies to
a generic frame set of m = 5.394n− 4.394 vectors in the
complex case, and m = 2n− 1 in the real case. The main
ingredient of this algorithm is the nonlinear embeding of
E
n into a linear space Λd,d of (d, d)-sesquilinear symmet-
ric forms where the absolute value of frame coefficients
provide the inner products with a frame set.
2. Nonlinear Embeddings
Let En be the signal n-dimensional Hilbert space. Let
F = {f1, . . . , fm} be a spanning set of m vectors in En.
Its redundancy is r = m/n ≥ 1. Fix an integer d ≥ 1
which is going to measure the embedding depth. Let
Λd,d(E
n) denote the linear space of (d, d)-sesquilinear
functionals, that is
Λd,d(E
n) = { α : En × · · ·En︸ ︷︷ ︸
2d
→ C } (4)
SAMPTA'09 232
where α(y1, . . . , yd, z1, . . . , zd) is linear in y1, . . . , yd,
and antilinear in z1, . . . , zd. Note Λd,d(En) is a vector
space of dimension n2d. Let {ek , 1 ≤ k ≤ n} be an or-
thonormal basis of En. For each 2d-tuple (k1, . . . , k2d) of
integers from 1, . . . , n (repetitions are allowed) define
δk1,...,k2d(y1, . . . , yd, z1, . . . , zd) = 〈y1, ek1〉 · · · 〈yd, ekd〉 ·
〈ekd+1 , z1〉 · · · 〈ek2d , zd〉 (5)
Note ∆ = {δk1,...,k2d ; 1 ≤ kl ≤ n, 1 ≤ l ≤ 2d}
forms a basis in Λd,d(En). We define an inner product
on Λd,d(E
n) so that this basis is orthonormal. Consider
two sesquilinear functionals in Λd,d(En):
α(y1, . . . , yd, z1, . . . , zd) = 〈y1, a1〉 · · · 〈yd, ad〉〈b1, z1〉 · · · 〈bd, zd〉
β(y1, . . . , yd, z1, . . . , zd) = 〈y1, g1〉 · · · 〈yd, gd〉〈h1, z1〉 · · · 〈hd, zd〉
Then their inner product is defined as
〈α, β〉 := 〈g1, a1〉 · · · 〈gd, ad〉〈b1, h1〉 · · · 〈bd, hd〉 (6)
Extend this binary operation to an inner product on
Λd,d(E
n). With this inner product ∆ becomes an or-
thonormal basis for the Hilbert space Λd,d(En).
Now we are ready to define the nonlinear embedding of
the input Hilbert space En in Λd,d(En). This is given by
the map Φ : En → Λd,d(En)
Φ(x)(y1, . . . , yd, z1, . . . , zd) = 〈y1, x〉 · · · 〈yd, x〉 ·
·〈x, z1〉 · · · 〈x, zd〉 (7)
Let Ed = span(Φ(Λd,d(En))) be the linear span of the
embedding. Note in general Ed  Λd,d(En) unless d =
1. Let P denote the orthogonal projection onto Ed, P :
Λd,d(E
n) → Ed.
Define now the following sesquilinear functionals associ-
ated to the frame set F . Fix 1 ≤ j1, . . . , jd ≤ m.
ψj1,...,jd(y1, . . . , yd, z1, . . . , zd) = 〈y1, fj1〉 · · · 〈yd, fjd〉 ·
·〈fj1 , z1〉 · · · 〈fjd , zd〉 (8)
Note there are md distinct such functionals, however the
number of distinct projections onto Ed is much smaller.
Notice
〈Φ(x), ψj1,...,jd〉 = |〈x, fj1 〉|
2 · · · |〈x, fjd〉|
2 (9)
Thus if (k1, . . . , kd) is a permutation of (j1, . . . , jd) then
Pψk1,...,kd = Pψj1,...,jd . For converse we need to as-
sume first that frame vectors belong to distinct equiva-
lence classes (that is, for any two 1 ≤ l < j ≤ m
and any a ∈ [0, 2pi), fl 
= eiafj). Then we get that
Pψk1,...,kd = Pψj1,...,jd if and only if (k1, . . . , kd) is
a permutation of (j1, . . . , jd). Thus we obtain that for
frames with frame vectors in distinct equivalence classes
the set
Ψ = {ψj1,...,jd , 1 ≤ j1 ≤ j2 ≤ · · · ≤ jd ≤ m} (10)
is a maximal set of sesquilinear functionals of type (8) that
have distinct projections through P .
For our algorithm to work we need to assume:
Assumption A. The set PΨ := {Pψ , ψ ∈ Ψ} is spanning
in Ed.
In section 4. we analyze the dimensionality constraint
|PΨ| ≥ dim(Ed), and in section 5. we present numeri-
cal results supporting Assumption A for a generic frame.
3. The Reconstruction Algorithm
Under Assumption A, let us denote by {ψ˜j1,...,jd , 1 ≤
j1 ≤ · · · ≤ jd ≤ m} the canonical dual frame to
PΨ. This dual frame allows us to recover Φ(x). Recall
{e1, . . . , en} is an orthonormal basis of En. Notice the
following relations:
Φ(x)(ek, . . . , ek) = |〈x, ek〉|
2d (11)
n∑
k=1
(Φ(x)(ek, . . . , ek))
1/d
= ‖x‖2 (12)
Φ(x)(ej , . . . , ej︸ ︷︷ ︸
2d−1
, ek) = |〈x, ej〉|
2d−2〈ej , x〉〈x, ek〉
(13)
From (11) and (13) we obtain:
〈x, ek〉 =
〈x, ej〉
|〈x, ej〉|
Φ(x)(ej , . . . , ej, ek)
(Φ(x)(ej , . . . , ej , ej))(2d−1)/2d
(14)
The Reconstruction Algorithm is as follows.
Reconstruction Algorithm
Input: Coefficients c1 = |〈x, f1〉|, ... cm = |〈x, fm〉|.
Step 0. If
∑m
k=1 c
2
k = 0 then y = 0 and stop. Otherwise
continue.
Step 1. Construct the following sesquilinear functional
α =
∑
1≤j1≤···≤jd≤m
c2j1 · · · c
2
jd ψ˜j1,...,jd (15)
Step 2. Find a 1 ≤ j0 ≤ n so that α(ej0 , · · · , ej0) > 0.
This is possible due to (12). Set
ν = 2d
√
α(ej0 , . . . , ej0) (16)
Step 3. Set
y =
1
ν2d−1
n∑
k=1
α(ej0 , . . . , ej0︸ ︷︷ ︸
2d−1
, ek)ek (17)
Summarizing all results obtained so far we obtain:
Theorem 3..1 For every x ∈ En there is z ∈ C so that
|z| = 1 and the output of the Reconstruction Algorithm
satisfies x = zy. Specifically z = 〈x,ej0 〉|〈x,ej0〉| , with j0 ob-
tained in Step 2.
4. Redundancy Constraint
In this section we analyse the necessary condition |Ψ| ≥
dim(Ed).
4.1 The Cardinal of Set Ψ
The set Ψ given in (10) has the same cardinal as
{(k1, . . . , kd) , 1 ≤ k1 ≤ · · · ≤ kd ≤ m} (18)
Let us denote this number by Mm,d. In order to compute
it, consider the following cardinal equivalent set:
{(n1, . . . , nm) , 0 ≤ n1, . . . , nm ≤ d, n1+· · ·+nm = d}
(19)
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The bijective correspondence between d-tuples of (18) and
m-tuples of (19) is given by the following interpretation:
nl is the number of times l is presented in the d-tuple
(k1, . . . , kd). Then, one can obtain the following recur-
sion:
Mm+1,d =
d∑
r=0
Mm,d
where we set Mm,0 = 1. Since M1,d = 1, one obtains by
induction that:
Mm,d =
(
m+ d− 1
m− 1
)
=
m(m+ 1) · · · (m+ d− 1)
d!
(20)
4.2 The Dimension of Ed
Recall Ed is the linear span of vectorx Φ(x) in Λd,d(En).
Recall also that ∆ whose n2d vectors are defined in (5) is
an orthonormal basis in Λd,d(En). Let us denote by Nn,d
the dimension of Ed. We will describe an orthonormal
basis in Ed. Fix t1, . . . , tn ∈ C and expand:
Φ(t1e1 + · · · tnen) =
∑
1≤k1,...,k2d≤n
tk1 · · · tkdtkd+1 · · · tk2d ·
·δk1,...,k2d (21)
We shall group together terms containing same tk terms.
The real case will be treated separately from the complex
case.
To simplify the exposition, we introduce notation com-
mon to both cases. Let us denote by k = (k1, . . . , kr)
an ordered r-tuple of integers each from 1 to n, where
the length r is equal to 2d (in the real case), or d (in
the complex case). Let us denote by Pr the set of r-
permutations, and by Pk the quotient set Pk = P/ ∼k
where pi′, pi′′ ∈ Pr are equivalent pi′ ∼k pi′′ if and only if
pi′(k) = pi′′(k). Note
|Pk| = r!
m1! · · ·mn!
where ml denotes the number of repetitions of l in k.
The Complex Case
In the complex case, tk and tk can be treated as inde-
pedent (real) variables. Then terms in (21) are grouped
using two independent d-tuples, j = (j1, . . . , jd) and
l = (l1, . . . , ld) as follows
∑
1≤j1≤···≤jd≤n
∑
1≤l1≤···≤ld≤n
tj1 · · · tjd tl1 · · · tld×
×
∑
pi∈Pj
∑
ρ∈Pl
δpi(j1),...,pi(jd),ρ(l1),...,ρ(ld)
Then the following sesquilinear functionals are orthonor-
mal and form a basis in Ed:
dj,l =
1√
|Pj |
√|Pl|
∑
pi∈Pj
∑
ρ∈Pl
δpi(j1),...,pi(jd),ρ(l1),...,ρ(ld)
(22)
Their number (and hence dimension of Ed) is equal to the
number of ordered d-tuples j times the number of ordered
d-tuples l:
Nn,d = (Mn,d)
2 =
(
n(n+ 1) · · · (n+ d− 1)
d!
)2
(23)
where we used (20). Note Nn,1 = n2 and we recover the
complex case considered in [BBCE09].
The Real Case
In the real case, tk and tk are the same variables. Then the
independent terms in (21) are indexed by 2d-tuples k =
(k1, . . . , k2d) as follows:
∑
1≤k1≤k2d≤n
tk1 · · · tk2d
∑
pi∈Pk
δpi(k1),...,pi(k2d)
and an orthonormal basis of Ed is given by the following
vectors indexed by ordered 2d-tuples k:
dk =
1√|Pk|
∑
pi∈Pk
δpi(k1),...,pi(k2d) (24)
The dimension of Ed in real case is then:
Nn,d =Mn,2d =
n(n+ 1) · · · (n+ 2d− 1)
(2d)!
(25)
Note Nn,1 = n(n+1)2 and this recovers the real case in
[BBCE09].
4.3 The Optimal Depth and Redundancy Condi-
tion
For given n we would like to find the minimum m = m∗
so that Mm,d ≥ Nn,d for some d ≥ 1.
The Complex Case
We need to solve
m(m+ 1) · · · (m+ d− 1)
d!
≥
(
n(n+ 1) · · · (n+ d− 1)
d!
)2
or, completing the factorials:
(m+ d− 1)! d! ((n− 1)!)2 ≥ (m− 1)! ((n+ d− 1)!)2
Let us denote
R(n,m, d) =
(m+ d− 1)!d!((n− 1)!)2
(m− 1)!((n+ d− 1)!)2 (26)
Ideally we would like to solve:
(1) d∗(n,m) = argmaxdR(n,m, d)
(2) m∗(n) = minR(n,m,d∗(n,m))≥1 m
Instead we make the following choices for d = d(n) and
m = m(n), and then optimize using Stirling’s formula:
d = n− 1 (27)
m = A(n− 1) + 1. (28)
Using Stirling’s formula n! =
√
2pinnne−n we obtain for
R(n+ 1, An+ 1, n),
R(n+1, An+1, n) =
√
8pi(A+ 1)n
A
[
A+ 1
16
(1 +
1
A
)A
]n
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Figure 1: The plot of q = q(A) from (29).
To obtain R ≥ 1 for large n, we need
q(A) =
A+ 1
16
(1 +
1
A
)A ≥ 1 (29)
In Figure 1 we plot the function q = q(A). Numerically
we obtain A = 5.394. The remaining factor in R(n +
1, An + 1, n) becomes 5.376
√
n ≥ 1 for all n. Thus we
obtain as sufficient conditions:
d = n− 1 (30)
m = 5.394n− 4.394 (31)
The Real Case
In the real case we need to solve
m(m+ 1) · · · (m+ d− 1)
d!
≥ n(n+ 1) · · · (n+ 2d− 1)
(2d)!
Following the same approach we obtain the following ra-
tio function that we need to make supraunital:
R(n,m, d) =
(m+ d− 1)!(n− 1)!(2d)!
(m− 1)!(n+ 2d− 1)!d! (32)
It follows:
R(n+ 1, 2n+ 1, n) = 1
Hence a possible choice is
d = n− 1 (33)
m = 2n− 1 (34)
It is interesting to note that in the real case we recover the
critical case m ≥ 2n− 1.
5. Numerical Evidence Supporting Generic-
ity of the Assumption A.
While the previous section computed necessary conditions
for Assumption A to hold true, we still need to prove (or
check) that PΨ is frame in Ed. In this section we plot the
distribution of eigenvalues of the frame operator associ-
ated to PΨ for one randomly generated example.
Using (22), each vector Pψk is represented by a Nn,d-
vector whose components are indexed by a pair (j, l),
F(j,l),k = 〈ψk, dj,l〉. Explicitely this becomes
F(j,l),k =
1√
|Pj |
√|Pl|
∑
pi∈Pj
∑
ρ∈Plu
〈epi(j1), fk1〉 · · ·
·〈epi(jd), fkd〉〈fk1 , eρ(l1)〉 · · · 〈fkd , eρ(ld)〉 (35)
Thus PΨ is frame for Ed if and only if the Nn,d ×Mm,d
matrix F is of full rank. The frame operator is given by
S = FF ∗.
We considered the complex case (E = C) with the fol-
lowing parameters n = 5 and d = 3. Form = 21 the ratio
function (26) takes the value R(5, 21, 3) = 1.4457 > 1.
Note for the algorithm in [BBCE09] to work m has to
be greater than or equal to n2, that is m ≥ 25. For a
frame with 21 vectors in dimension 5 whose vectors are
obtained as realizations of complex valued normal random
variables of zero mean and variance 2 (each real and imag-
inary part is i.i.d. N (0, 1)), the distribution of eigenvalues
of its frame operator is plotted in Figure 2. Note the con-
ditioning number is cond(S) = 6267.7. While relatively
large, the important thing to note is that the realization
PΨ is frame (spanning) for Ed. While this result is by no
Figure 2: Distribution of eigenvalues for a random frame..
means a proof, or even an exhaustive experiment, it sug-
gests the Assumption A might be generically true when-
ever R(n,m, d) > 1.
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Abstract:
In this work we will investigate how to find a matrix rep-
resentation of operators on a Hilbert space H with Bessel
sequences, frames and Riesz bases as an extension of the
known method of matrix representation by ONBs. We
will give basic definitions of the functions connecting in-
finite matrices defining bounded operators on l2 and oper-
ators onH. We will show some structural results and give
some examples. Furthermore in the case of Riesz bases we
prove that those functions are isomorphisms. We are go-
ing to apply this idea to the connection of Hilbert-Schmidt
operators and Frobenius matrices. Finally we will use this
concept to show that every bounded operator is a general-
ized frame multiplier.
1. Introduction
From practical experience it became apparent that the con-
cept of an orthonormal basis is not always useful. This led
to the concept of frames, which was introduced by Duffin
and Schaefer [12] and today it is one of the most important
foundations of sampling theory [1].
The standard matrix description [8] of operators O us-
ing an ONB (ek) is by constructing an matrix M with
the entries Mj,k = 〈Oek, ej〉. In [6] a concept was
presented, where an operator R is described by the ma-
trix
(〈
Rφj , φ˜i
〉)
i,j
with (φi) being a frame and (φ˜i) its
canonical dual. Such a kind of representation is used for
the description of operators in [15] using Gabor frames
and [19] using linear independent Gabor systems. In this
work we are presenting the main ideas for Bessel se-
quences, frames and Riesz sequences and also look at the
dual function which assigns an operator to a matrix. For
proofs and details we refer to [3].
2. Notation and Preliminaries
2.1 Hilbert spaces and Operators
Let B(H1,H2) denote the set of all linear and bounded
operators from the Hilbert space H1 to H2. Furthermore
we will denote the range of an operator A by ran(O) and
its kernel by ker(A).
Let X,Y, Z be sets, f : X → Z, g : Y → Z be arbitrary
functions. The Kronecker product ⊗o : X × Y → Z
is defined by (f ⊗o g) (x, y) = f(x) · g(y). Let f ∈ H1,
g ∈ H2 then define the inner tensor product as an operator
fromH2 toH1 by (f ⊗i g) (h) = 〈h, g〉 f for h ∈ H2.
2.1.1 Hilbert Schmidt Operators
A bounded operator T ∈ B(H1,H2) is called a Hilbert-
Schmidt (HS) [18] operator if there exists an ONB (en) ⊆
H1 such that ‖T‖HS :=
√
∞∑
n=1
‖Ten‖2H2 < ∞. Let
HS(H1,H2) denote the space of Hilbert Schmidt oper-
ators fromH1 toH2.
2.2 Frames
A sequence Ψ = (ψk|k ∈ K) is called a frame [5, 7] for
the Hilbert spaceH, if constants A,B > 0 exist, such that
A · ‖f‖2
H
≤
∑
k
|〈f, ψk〉|2 ≤ B · ‖f‖2H ∀ f ∈ H (1)
A sequence Ψ = (ψk) is called a Bessel sequence with
Bessel boundB if it fulfills the right inequality above. The
index set will be omitted in the following, if no distinction
is necessary.
A complete sequence (ψk) in H is called a Riesz basis if
there exist constants A, B > 0 such that the inequalities
A ‖c‖22 ≤
∥∥∥∥∥
∑
k∈K
ckψk
∥∥∥∥∥
2
H
≤ B ‖c‖22
hold for all finite sequences (ck).
3. Representing Operators with Frames
Let (ψk) be a frame in H1. An existing operator U ∈
B(H1,H2) is uniquely determined by its images of the
frame elements. For f =
∑
k
ckψk
U(f) = U(
∑
k
ckψk) =
∑
k
ckU(ψk).
On the other hand, contrary to the case for ONBs, we
cannot just choose a Bessel sequence (ηk) and define
an operator just by choosing V (ψk) := ηk and setting
V (
∑
k
ckψk) =
∑
k
ckηk. This is in general not well-
defined. Only if∑
k
ckψk =
∑
k
dkψk =⇒
∑
k
ckηk =
∑
k
dkηk
SAMPTA'09 236
this definition is non-ambiguous, i.e. if ker (Dψk) ⊆
ker (Dηk). This condition is certainly fulfilled, if Dψk
is injective, i.e. for Riesz bases.
This problem can be avoided by using the following defi-
nition
V (f) :=
∑
k
〈
f, ψ˜k
〉
ηk. (2)
As (ηk) forms a Bessel sequence, the right hand side of
Eq. (2) is well-defined. It is clearly linear, and it is
bounded. The Bessel condition is necessary in the case
of ONBs to get a bounded operator, too [8]. But contrary
to the ONB case, here, in general, V (ψk) 6= ηk. So this
option does not seem very useful. Instead of changing the
sequence with which the coefficients are resynthezised,
an operator can also be described by changing the coef-
ficients, as presented in the following sections.
4. Matrix Representation
4.1 Motivation: Solving Operator Equalities
Given an operator equality O · f = g it is natural to
discretize it to find a solution. Let Φ = (φk) be a frame.
Let us suppose that for a given g with coefficients d =
(dk) = (〈g, φk〉) and a matrix representationM ofO there
is an algorithm to find the least square solution of
M · c = d (3)
for example using the pseudoinverse [7]. Still, if using
frames, we can not expect to find a true solution for the
operator equality just by applying DΦ˜ on c as in general c
is not in ran(CΦ) even if d is. But we see the following:
Of = g ⇐⇒
∑
k
〈f, φk〉Oφ˜k = g ⇐⇒
⇐⇒
∑
k
〈f, φk〉
〈
Oφ˜k, φk
〉
= 〈g, φk〉
⇐⇒M(Φ,Φ˜) (O) · CΦf = CΦg.
It can be easily seen that this is equivalent to projecting c
on ran(C), solving MCΦDΦ˜c = d, which is a common
idea found in many algorithms, for example for a recent
one see [20].
This gives us an algorithm for finding an approximative
solution to the inverse operator problem Of = g.
1. SetM =M(Φ,Φ˜) (O).
2. Find a good finite dimensional approximationMN of
M by using the finite section method [14, 16] and
3. then apply an algorithm like e.g. the QR factorization
[21] to find a solution for the operator equation.
4. and synthezise with the dual frame Φ˜.
4.2 Bessel sequences
Theorem 4.2.1 LetΨ = (ψk) be a Bessel sequence inH1
with bound B, Φ = (φk) inH2 with B′.
1. Let O : H1 → H2 be a bounded, linear operator.
Then the infinite matrix(
M(Φ,Ψ) (O)
)
m,n
= 〈Oψn, φm〉
defines a bounded operator from l2 to l2 with
‖M‖l2→l2 ≤
√
B ·B′ · ‖O‖
H1→H2
. As an opera-
tor l2 → l2
M(Φ,Ψ) (O) = CΦ ◦O ◦DΨ
This means the function M(Φ,Ψ) : B(H1,H2) →
B(l2, l2) is a well-defined bounded operator.
2. On the other hand let M be an infinite matrix defin-
ing a bounded operator from l2 to l2, (Mc)i =∑
k
Mi,kck. Then the operator O(Φ,Ψ) defined by
(
O(Φ,Ψ) (M)
)
h =
∑
k

∑
j
Mk,j 〈h, ψj〉

φk,
∥∥∥O(Φ,Ψ) (M)∥∥∥
H1→H2
≤
√
B ·B′ ‖M‖l2→l2 .
O(Φ,Ψ)(M) = DΦ◦M◦CΨ =
∑
k
∑
j
Mk,j ·φk⊗iψj
This means the function O(Φ,Ψ) : B(l2, l2) →
B(H1,H2) is a well-defined bounded operator.
H1 H2✲
O(Φ,Ψ) (M)
O
❄
✻
❄
✻
l2
DΨ CΨ DΦ CΦ
l2
✲
M
M(Ψ,Φ)(O)
Figure 1: The operator induced by a matrix M and the
matrix induced by an operator O.
If we do not want to stress the dependency on the frames
and there is no change of confusion, the notation M(O)
and O(M) will be used.
In the above theorem we have avoided the issue, when an
infinite matrix defines a bounded operator from l2 to l2. A
criterion has been proved in [9]:
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Theorem 4.2.2 An infinite matrix M defines a bounded
operator from l2 to l2, if and only if (M∗M)
n
is defined
for all n = 1, 2, 3, . . . and sup
n
sup
l
∣∣∣∣[(M∗M)nl,l]1/n
∣∣∣∣ <
∞.
For similar conditions see [17].
4.3 Frames
Proposition 4.3.1 Let Ψ = (ψk) be a frame in H1 with
bounds A,B, Φ = (φk) inH2 with A′, B′. Then
1.
(
O(Φ,Ψ) ◦M (Φ˜,Ψ˜)
)
= Id =
(
O(Φ˜,Ψ˜) ◦M (Φ,Ψ)
)
.
And therefore for all O ∈ B(H1,H2):
O =
∑
k,j
〈
Oψ˜j , φ˜k
〉
φk ⊗i ψj
2. M(Φ,Ψ) is injective and O(Φ,Ψ) is surjective.
3. LetH1 = H2, then O(Ψ,Ψ˜)(Idl2) = IdH1
4. Let Ξ = (ξk) be any frame inH3, and O : H3 → H2
and P : H1 → H3. Then
M(Φ,Ψ) (O ◦ P ) =
(
M(Φ,Ξ) (O) · M(Ξ˜,Ψ) (P )
)
As a direct consequence we get the following corollary:
Corollary 4.3.2 For the frame Φ = (φk) the function
M(Φ,Φ˜) is a Banach-algebra monomorphism between the
algebra of bounded operators (B(H1,H1), ◦) and the in-
finite matrices of
(B(l2, l2), ·).
Lemma 4.3.3 LetO : H1 → H2 be a linear and bounded
operator, let Ψ = (ψk) and Φ = (φk) be frames in
H1 resp. H2. Then M(Φ,Ψ˜)(O) maps ran (CΨ) into
ran (CΦ) with
(〈f, ψk〉)k 7→ (〈Of, φk〉)k .
If O is surjective, then M(Φ,Ψ˜)(O) maps ran (CΨ) onto
ran (CΦ). If O is injective,M(Φ,Ψ˜)(O) is also injective.
The other function O is in general not so “well-behaved”.
It is, if the dual frames are biorthogonal. In this case these
functions are isomorphisms, see the next section.
4.4 Riesz sequences
Theorem 4.4.1 Let Φ = (φk) be a Riesz basis for H1,
Ψ = (ψk) one forH2. The functionsM(Φ,Ψ) and O(Φ˜,Ψ˜)
between B(H1,H2) and the infinite matrices in B(l2, l2)
are bijective. M(Φ,Ψ) and O(Φ˜,Ψ˜) are inverse to each
other. For H1 = H2 the identity is mapped on the iden-
tity by M(Φ,Ψ) and O(Φ˜,Ψ˜). If furthermore Ψ = Φ then
M(Φ,Φ˜) and O(Φ,Φ˜) are Banach algebra isomorphisms,
respecting the identities idl2 and idH.
5. Matrix Representation of HS Operators
We now have the adequate tools to state that HS opera-
tors correspond exactly to the Frobenius matrices, as ex-
pected. Let A be an m by n matrix, then ‖A‖fro =√
n−1∑
i=0
m−1∑
j=0
|ai,j |2 is the Frobenius norm. Let us denote
the set of all matrices with finite Frobenius norm by l(2,2),
the set of Frobenius matrices.
Proposition 5.0.2 Let Ψ = (ψk) be a Bessel sequence in
H1 with bound B, Φ = (φk) in H2 with B′. Let M be
a matrix in l(2,2). Then O(Φ,Ψ)(M) ∈ HS(H1,H2), the
Hilbert Schmidt class of operators from H1 to H2, with
‖O(M)‖
HS ≤
√
BB′ ‖M‖fro.
Let O ∈ HS, then M(Φ,Ψ)(O) ∈ l(2,2) with
‖M(O)‖fro ≤
√
BB′ ‖O‖
HS .
5.1 Matrices and the Kernel Theorems
For L2(Rd) the HS operators are exactly those integral
operators with kernels in L2
(
R
2d
)
[18]. This means that
there exists a κO ∈ L2(R2d) such an operator can be de-
scribed as
(Of) (x) =
∫
κO(x, y)f(y)dy
Or in weak formulation
〈Of, g〉 =
∫ ∫
κO(x, y)f(y)g(x)dydx = 〈κO, f ⊗o g〉 .
(4)
From 4.2.1 we know that
O =
∑
j,k
〈
Oψ˜j , φ˜k
〉
φk ⊗i ψj
and so
Corollary 5.1.1 Let O ∈ HS (L2 (Rd)). Let Ψ = (ψj)
and Φ = (φk) be frames in L
2
(
R
d
)
. Then the kernel of
O is given as:
κO =
∑
j,k
M(Ψ˜,Φ˜)(O)k,j · φk ⊗o ψj
This directly leads to the next concept.
6. Generalized Bessel Multipliers
Letm be a sequence and diag(m) the matrix that has this
sequence as diagonal. Then define
Mm,Φ,Ψ := O(Φ,Ψ) (diag(m)) =
∑
k
mk · φk ⊗ ψk
This means we have arrived quite naturally at the defini-
tion of frame multipliers as introduced in [2].
It is a very natural idea to extend this definition to include
more side-diagonals:
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Definition 6.0.2 Let H1, H2 be Hilbert-spaces, let
(ψk)k∈L ⊆ H1 and (φk)k∈K ⊆ H2 be Bessel sequences.
Let M be a (K × L)-matrix that defines a bounded op-
erator from l2 to l2. Define the operator MM,(φk),(ψk) :
H1 → H2, the generalized Bessel multiplier for the Bessel
sequences (ψk) and (φk), as the operator
Mm,(φk),(ψk)(f) =
∑
l
∑
k
Ml,k 〈f, ψk〉φl.
The sequence m is called the symbol of M. If the se-
quence is a frame, we call the operator a ’generalized
frame multiplier’.
For Gabor frames, this is a particular case of the ’gener-
alized Gabor multipliers’ as found in [10] or [11] in this
volume.
Using the results above we can write
Proposition 6.0.3 For two frames (ψk) ⊆ H1 and
(φk} ⊆ H2 every operator O : H1 → H2 can be
written as a generalized frame multiplier with the symbol
Ml,k =
〈
Oψ˜k, φ˜l
〉
.
Further results as the following are easy to prove:
Theorem 6.0.4 Let M = Mm,φk,ψk be a Bessel multi-
plier for the Bessel sequences (ψk) ⊆ H1 and (φk} ⊆ H2
with the bounds B and B′. Then
1. If M,M∗ ∈ l1,∞ with ‖M‖1,∞ = K1 and
‖M∗‖1,∞ = K2 then M is a well defined bounded
operator with ‖M‖Op ≤
√
B′BK1K2.
2. If sup
n
∥∥M (n)∥∥
Op
= K < ∞ then M is a well de-
fined bounded operator with ‖M‖Op ≤
√
B′BK.
3. If (M∗M)
n
is defined for n = 1, 2, . . . and
sup
n
sup
i
[
〈M∗M)ni,i
]1/n
= K < ∞ then
‖M‖Op ≤
√
B′BK.
4. If φk = ψk andM ∈ B(l2) is a positive matrix,M is
positive.
5. Let M ∈ B(l2), then (MM,(φk),(ψk))∗ =
MM∗,(ψk),(φk). Therefore if M is self-adjoint and
φk = ψk, M is self-adjoint.
6. Let M ∈ B(l2) be a matrix such that
lim
n
∥∥M (n) −M∥∥
Op
= 0, then M is compact.
7. If M ∈ l2,2, M is a Hilbert Schmidt operator with
‖M‖
HS ≤
√
B′
√
B ‖M‖2,2.
Here for an operator A we denote A(n) = PnAPn, where
Pn(x0, x1, x2, . . . ) = (x1, x2, . . . , xn−1, 0, 0, . . . ), see
[14] (finite sections).
7. Perspectives
In this work we have investigated the basic idea of matrix
representations using frames. An interesting question, as
discussed in Section 4.1, is how to find a good finite ap-
proximation matrix. For first ideas in the Gabor case see
[13, 10, 11, 22, 4].
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Abstract:
The problem of reconstruction of band-limited signals
from sampled and noisy observations is studied. It is
proposed to sample a signal at quasi-random points,
that form a deterministic sequence with properties re-
sembling a random variable being uniformly distributed.
Such quasi-random points can be easily and efficiently
generated yielding signal reconstruction algorithms with
the improved accuracy. In fact, in this paper we propose
a reconstruction method based on the modified orthogo-
nal sampling formula where the sampling rate and the re-
construction rate are treated separately. This distinction
is necessary to ensure consistency of the reconstruction
algorithm in the presence of noise. Asymptotical prop-
erties of the algorithm are evaluated including its con-
vergence to the true signal and the corresponding rate. It
is shown that the rate of convergence is better than that
for reconstructions algorithms that utilize the traditional
uniform sampling. Similar results are also obtained for
the case of multivariate signals.
1. Introduction
Signal sampling is an inherent part of the modern signal
processing theory and as such it has attracted a great deal
of research activities lately [9], [10]. In particular, the
problem of signal sampling and recovery from imperfect
data has been addressed in a number of recent works [1],
[2], [7]. In this case, one assumes that the signal samples
{f(kτ)} are observed with noise, i.e., we have
yk = f(kτ) + zk,
where zk is uncorrelated noise process with E zk = 0,
var(zk) = σ
2 < ∞. Throughout the paper we assume
that f(t) has a bounded spectrum and that f(t) is a finite
energy type signal. Any signal with such a property is
referred to as band-limited and will denote this class of
signals as BL(Ω), where Ω is the bandwidth of f(t).
The celebrated Whittaker-Shannon theorem says that
any band-limited signal f(t) can be perfectly recovered
from its discrete values {f(kτ)} provided that τ ≤ π/Ω.
Application of the resulting interpolation formula to
noisy data would lead to the following reconstruction
scheme based on 2n+ 1 random samples
fn(t) =
∑
|k|≤n
yk sinc
(
πτ−1 (t− kτ)) , (1)
where sinc(t) = sin(t)/t, and τ ≤ π/Ω. The fun-
damental question, which arises is whether fn(t) can
be a consistent estimate of f(t) for any f ∈ BL(Ω).
Hence, whether ̺(fn, f) → 0 as n → ∞, in a certain
probabilistic sense, for some distance measure ̺. Since
f(t) is assumed to be square integrable, then the natural
measure between fn(t) and f(t) is the mean integrated
square error
MISE(fn) = E
∫ ∞
−∞
(fn(t)− f(t))2 dt. (2)
It can be easily shown, see [6], that MISE(fn) → ∞
as n → ∞ for any fixed τ ≤ π/Ω. This unpleasant
property of the estimate fn(t) is caused by the presence
of the noise process in the observed data and the fact
that fn(kτ) = yk, i.e., fn(t) interpolates the noisy ob-
servations. It is clear that one should avoid interpolation
schemes in the presence of noise since they would re-
tain random errors. The aim of this paper is to propose
a consistent estimate of f(t) being a smooth correction
of the naive algorithm fn(t) . This task is carried out
by sampling a signal at irregularly spaced quasi-random
points and by carefully selecting the number of terms in
the sampling series. The conditions for consistency of
our estimate are established and the corresponding rate
of convergence is evaluated.
The statistical aspects of signal sampling and recovery
have been examined first in [5], and next in [6], [7], [2],
[1]. In [2], [1] the sampling rate τ has been assume to be
a fixed constant. This assumption, however, cannot lead
to consistent estimates of the true signal of the band-
limited type. On the other hand, in [5], [6], [7] τ = τn
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such that τn → 0 as n→∞ with a controlled rate. Such
a choice of τ allows us to design a signal recovery algo-
rithm for which the reconstruction error MISE tends
to zero with a certain rate. In this paper, we propose a
nonlinear sampling scheme based on the theory of quasi-
random sequences, i.e., we observe the following noisy
samples
yk = f(τk) + zk,
where {τk} is a sequence of quasi-random points. We
show that a proper choice of {τk} leads to the recon-
struction algorithm with the improved convergence rate.
2. Reconstruction Algorithms with Quasi-
Random Points
The notion of quasi-random sequences has been origi-
nally established in the theory of numerical integration
[4]. A sequence of real numbers {xj} is said to be a
quasi-random sequence in [0, 1] if for every continuous
function b(x) on [0, 1] we have
lim
n→∞
1
n
n∑
j=1
b(xj) =
∫ 1
0
b(x) dx. (3)
Quasi-random sequences are also called equidistributed
sequences, since (3) means that the sequence {xj} be-
haves like uniformly distributed random variables. Nev-
ertheless, an important property of quasi-random se-
quences is that they are more uniform than random uni-
form sequences which tend to clump. A consequence of
this fact is that the accuracy of approximating integrals
based on quasi-random sequences is superior to the ac-
curacy obtained by random sequences. In fact, the cel-
ebrated Koksma-Hlawka inequality [4] says that for any
function of bounded variation on [0, 1] we have
∣∣∣n−1
n∑
j=1
f(xj)−
∫ 1
0
f(t)dt
∣∣∣ ≤ V(f)D∗n,
where V(f) is the total variation of f on [0, 1], and D∗n
denotes the so-called discrepancy of the quasi-random
sequence {xj}. The discrepancy measures the strength
of the sequence to approximate the uniform distribution
on [0, 1]. There are quasi-random sequences with dis-
crepancy of order O(log(n)/n) [4]. This should be con-
trasted with a random sequence of uniformly distributed
points on [0, 1] that possesses the discrepancy of order
O(1/
√
n). This basic observation plays a key role in
our developments concerning the signal recovery prob-
lem from quasi-random points. Numerous quasi-random
sequences have been constructed that have the aforemen-
tioned property of approximating the uniform distribu-
tion. The simplest, and sufficient for our purposes, way
of generating a quasi-random sequence is the following
xj = frac(j ϑ), (4)
where ϑ is an irrational number and frac(.) denotes the
fractional part of a number in the parenthesis. A good
choice of ϑ is (
√
5 − 1)/2, see [8] for an extensive dis-
cussion on the choice of ϑ.
Since band-limited signals are defined on the whole real
line we need a rescaled version of quasi-random se-
quences. Thus, let us define the following sampling
points on the interval [−T, T ]
τj = T sgn(j) frac(|j|ϑ), j = 0,±1,±2, . . . , n, (5)
where sgn(.) is the sign of a number. The observation
horizon T must increase with n such that T (n) → ∞
as n → ∞. In order, however, to establish the con-
sistency result of our reconstruction algorithm we must
control the growth of T (n). The approximation prop-
erty of quasi-random sequences applied to the sequence
defined in (5) reads now as
2T
2n+ 1
∑
|j|≤n
f(τj) ≈
∫ T
−T
f(t) dt. (6)
It has been known since the work of Hardy [3] that the
cardinal expansion can be viewed as the orthogonal ex-
pansion in BL(Ω). Using this fact and then the reason-
ing as in [5] we can define the following estimate of f(t)
f˜n(t) =
∑
|k|≤N
c˜ksk(t) , (7)
c˜k =
2T
(2n+ 1)h
∑
|j|≤n
yj sk(τj) , (8)
where {τj} is the quasi-random sequence defined in (5).
Here {sk(t) = sinc(πh−1(t − kh)), k = 0,±1, . . .}
forms the orthogonal and complete system in BL(Ω)
provided that h ≤ π/Ω . The corresponding Fourier
coefficient is ck = h
−1
∫∞
−∞
f(t)sk(t)dt. It is also clear
that for f ∈ BL(Ω) we have ck = f(kh). The param-
eter h is called the reconstruction rate. In (7) the pa-
rameter N defines the number of terms in the expansion
which are taken into account and 2n + 1 is the sample
size. The truncation parameter plays important role in
our asymptotic analysis, i.e., N depends on n such that
N(n)→∞with the controlled rate. It is also worth not-
ing that the sampling rate is nonuniform (defined by the
discrepancy of the quasi-random sequence in (5)) and
different than the reconstruction rate h. We assume that
h is constant and not greater than π/Ω.
Throughout the paper we use the worst localized base
system utilizing the sinc function. The methodology
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presented in this paper can be extended to the windowed
version of the estimate f˜n(t) of the form
fˆn(t) =
∑
|k|≤n
wk c˜ksk(t),
where {wk, |k| ≤ n} is a sequence of numbers such
that 0 ≤ wk ≤ 1. The proper choice of this window
sequence yields an estimate with better time-localized
properties and consequently better convergence rates.
The case when wk = 1 for |k| ≤ N and wk = 0 other-
wise corresponds to the estimate f˜n(t).
3. The MISE Consistency and Rate
In this section we summarize the results concerning the
convergence of MISE(f˜n) to zero as n → ∞ for any
signal f ∈ BL(Ω). Also the rate of convergence is es-
tablished.
Due to Pareseval’s formula we can decompose the
MISE(f˜n) as follows:
MISE(f˜n) = h
∑
|k|≤N
var(c˜k) + h
∑
|k|≤N
(Ec˜k − ck)2
+h
∑
|k|≥N
c2k.
The first term of the decomposition controls the stochas-
tic part of the estimate, whereas the the remaining term
describe the systematic error (bias) of the estimate. A
careful examination of these terms lead to the following
result on the consistency of our estimate.
Theorem 1 Let f ∈ BL(Ω) and let the reconstruction
rate h be constant such that h ≤ π/Ω. Suppose that
N(n) < T (n)/h. Assume T (n) → ∞, N(n) → ∞
such that T (n) does not grow faster than
√
n/log(n).
Let, moreover,
N(n)T (n)
n
→ 0.
Then
MISE(f˜n)→ 0
as n→∞.
The conditions required on the parameters T (n) and
N(n) in Theorem 1 impose some general restrictions on
their growth. In order further see how to choose T (n)
and N(n) let us assume the following condition on the
decay of band-limited signals.
(F) There exists r ≥ 0 and a constant Cf > 0 such
that for |t| sufficiently large we have |f(t)| ≤ Cf/|t|r+1.
This assumption can be also expressed in the fre-
quency domain by requiring that the Fourier transform
of f(t) has r derivatives on [−Ω,Ω]. A further analysis
of the reconstruction error leads to the following bound
MISE(f˜n) ≤ (2N + 1)
(
C1T
−(2r+1)
+
C2T
3 log2(n)
n2
+
C3T
n
)
(9)
+C4N
−(2r+1),
for some constants C1, C2, C3, C4. By optimizing the
above bound we can obtain the following asymptotically
optimal choice of T (n) and N(n).
T ∗(n) = an
1
2r+3 N∗(n) = bn
1
2r+3 ,
subject to the condition a > bh. Plugging these values
of T (n) and N(n) back into the bound for MISE(f˜n)
we obtain the following rate
MISE(f˜n) = O(n
− 2r+1
2r+3 ).
It is worth noting that under Assumption (F) the best
possible rate obtained for the reconstruction algorithms
discussed in [6] and [7] is of order O(n−
r
r+1 ). This is
clearly a slower rate than the one obtained in this paper.
4. Concluding Remarks
In this paper we have proposed an algorithm for recov-
ering a band-limited signal observed under noise. As-
suming that the signal is a square integrable function
the sufficient conditions for the convergence of the mean
integrated square error have been established. The dis-
tinguishing feature of the proposed approach is its uti-
lization of nonuniform samples taken at quasi-random
points. When quasi-random sequences are applied to
the problem of numerical evaluation of integrals they
reveal the approximation rate O(log(n)/n) for a class
of bounded variation functions. This rate is superior to
the rate O(1/
√
n) that characterizes usual numerical al-
gorithms and classical Monte Carlo methods. This ad-
vantage of quasi-random sequences seems to be carried
out to the problem of signal sampling and recovery. In
our consistency results we assume that the reconstruc-
tion rate h is constant and could be chosen as large as
π/Ω. One could also consider the case when h = h(n)
and h(n) → 0 as n → ∞. The estimates with variable
h would be needed for the problem of recovering not
necessarily band-limited signals. Finally, let us mention
that the results of this paper can be extended to the d-
dimensional case, where the orthogonal system can be
obtained in the form of the product of sinc functions,
i.e., s
k
(t) =
∏d
i=1 ski(ti), where k = (k1, k2, . . . , kd),
SAMPTA'09 242
t = (t1, t2, . . . , td). We should mention that multidi-
mensional quasi-random sequences can be generated in
a relatively straightforward way. Moreover, they exhibit
the favorite discrepancy of order O(n−1(log(n))d) for
any d. This fact may have important consequences for
sampling problems of two-dimensional objects like im-
ages.
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Abstract:
Noiselets are a family of functions completely uncom-
pressible using Haar wavelet analysis. The resultant per-
fect incoherence to the Haar transform, coupled with the
existence of a fast transform has resulted in their inter-
est and use as a sampling basis in compressive sampling.
We derive a recursive construction of noiselet matrices and
give a short matrix-based proof of the incoherence.
1. Introduction
The noiselet basis, originally described in [2], has gar-
nered interest recently because noiselets (1) are maximally
incoherent to the Haar basis and (2) have a fast algorithm
for their implementation. Thus, they have been employed
in compressive sampling to sample signals that are sparse
in the Haar domain [1].
The work presented here was motivated by the observation
that it had not been previously shown in a straightforward
way that the discrete Haar transform is maximally inco-
herent to a discretized version of the noiselet transform.
Additionally, the exact form of a noiselet matrix needed to
be inferred from the original work.
The main contributions are the derivation of a recursive,
tensor product-based, construction of noiselet matrices,
the unitary matrices that result from the noiselet transform
for discrete input, and an intuitive proof showing its inco-
herence to the corresponding Haar matrix.
2. Preliminaries
2.1 General definitions
Definition 1. LetA be anm×nmatrix, andB be a matrix
of an arbitrary size. The Kronecker product of A and B is
A⊗B =


a11B · · · a1nB
...
. . .
...
am1B · · · amnB

 .
The Kronecker product (see e.g. [4]) is a bilinear and as-
sociative operator which is not generally commutative. It
can be combined with a standard maxtrix multiplication as
follows:
(A⊗B)(C ⊗D) = AC ⊗BD
whenever the products AC, BD exist. This property is
sometimes called the mixed product property.
Definition 2. Let A be a m × n matrix. A(k, ∗) de-
notes the (row) vector (A(k, 1) A(k, 2) . . . A(k, n))
while, A(∗, l) similarly denotes the (column) vector
(A(1, l) A(2, l) . . . A(m, l))T .
2.2 Noiselets
Noiselets [2] are functions that are completely uncom-
pressible under the Haar transform. The family of noise-
lets is constructed on the interval [0, 1) as follows:
f1(x) = χ[0,1)(x),
f2n(x) = (1− i)fn(2x) + (1 + i)fn(2x− 1)
f2n+1(x) = (1 + i)fn(2x) + (1− i)fn(2x− 1)
Here, χ[0,1)(x) = 1 on the definition interval [0, 1) and 0
otherwise. It is shown in [2] that {fj} is a basis:
Theorem 1. The set {fj |j = 2N , . . . , 2N+1 − 1} is an
orthogonal basis of the vector space V2N , which is the
space of all possible approximations at the resolution 2N
of functions in L2[0, 1).
2.3 Haar Transform
Haar wavelet transform can be described by a real square
matrix. For our purposes, it is advantageous to recursively
build the Haar matrix using the Kronecker product [3]:
Hn =
1√
2
[
Hn/2 ⊗ (1 1)
In/2 ⊗ (1 −1)
]
.
The iteration starts with H1 =
[
1
]
. The normalization
constant 1√
2
ensures that HTnHn = I . Haar wavelets are
the rows of Hn.
3. Matrix construction of noiselets
First we extend and discretize the noiselet functions.
Definition 3. The extensions of noiselets to the interval
[0, 2m − 1] sampled at points 0, . . . , 2m − 1 is the series
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(a) Real part of 8x8 noiselet matrix
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Figure 1: Noiselet matrix: graphical view. In figures (a) and (b), the black and white colors denote values of −0.25
and 0.25 respectively. In figures (c) and (d), the black, gray and white colors denote values of −0.125, 0 and 0.125
respectively. .
of functions fm(k, l)
fm(1, l) =
{
1 l = 0, . . . , 2m − 1
0 otherwise
fm(2k, l) = (1− i)fm(k, 2l) + (1 + i)fm(k, 2l − 2m)
fm(2k + 1, l) = (1 + i)fm(k, 2l) + (1− i)fm(k, 2l − 2m)
where m denotes the range of extension, k = 1, . . . , 2m+1
is the function index and l = 0, . . . , 2m − 1 is the sample
index.
Starting with a 1 × 1 matrix N1, a sequence of noiselet
matricesN1, N2, N4, . . . , N2m of sizes 1×1, 2×2, 4×4,
. . . , 2m × 2m, respectively, is generated. The rows of the
Nn matrix are noiselets which form an orthonormal basis
for the space Cn.
Definition 4. For n = 1, N1 =
[
1
]
. Then the n × n
noiselet matrix Nn is built up recursively according to:
Nn(k, ∗) = 1
2
(1− i 1 + i)⊗Nn/2(
k
2
, ∗)
when k = 0, 2, 4, . . . , n− 2 and
Nn(k, ∗) = 1
2
(1 + i 1− i)⊗Nn/2(
k − 1
2
, ∗)
when k=1,3,. . . ,n-1.
Lemma 1. Let m > 0. The noiselet matrices
N1, N2, N4, . . . , N2m are built up from a series of discre-
tised and extended noiselets fm:
Nn(k, l) = fm(n+ k,
2m
n
l), k, l = 0, . . . , n− 1.
Proof. Letm > 0 be fixed. For n = 1
N1(0, 0) = fm(1, 0) = 1.
By induction, for a matrix of size n = 2p, p = 1, . . . ,m,
its basis vector k = 0, 2, 4, . . . , n − 2 and vector indices
l = 0, . . . , n2 − 1
Nn(k, l) = (1− i)Nn/2(
k
2
, l)
= (1− i)fm(n
2
+
k
2
,
2m
n
2
l) = fm(n+ k,
2m
n
l).
For the same n, k and l = n2 , . . . , n− 1,
Nn(k, l) = (1 + i)Nn/2(
k
2
, l − n
2
)
= (1 + i)fm(
n
2
+
k
2
, 2
2ml
n
− 2m) = fm(n+ k, 2
m
n
l).
To see this, observe that fm is zero outside of [0, 2
m − 1]
and therefore, the first half of samples of fm(k, l) are
defined exclusively by the expression (1 ± i)fm(k, 2l)
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whereas the second half of the samples are defined exclu-
sively by (1± i)fm(k, 2l − 2m).
For k odd (k = 1, 3, . . . , n− 1) the proof is similar.
Specially, the noiselet matrixNn for n = 2
m can be found
as the “tail” of the function series fm. Indeed, the expres-
sion in Theorem 1 becomes N(k, l) = fm(n + k, l) for
n = 2m.
4. Incoherence of noiselets and Haar
In what follows, we adhere to the terminology of basis co-
herence which is common in the field of compressive sam-
pling. See for example [1] for details on these definitions
and related literature.
Mutual coherence of two bases is defined as the maximum
scalar product of any pair of their basis vectors:
Definition 5. Mutual coherence between two orthonormal
bases Ψ, Φ is
µ(Ψ,Φ) = max
k,j
|〈ψk, φj〉|.
The minimal coherence is usually termed maximal or per-
fect incoherence, which means that µ(Ψ,Φ) = O(1). In
other words, the matrix of scalar products ΨΦ∗ is “flat”.
As Cande`s and Romberg suggest [1], we will show the
perfect incoherence of Haar and noiselets in the following
setting. Given an orthonormal n × n Haar matrix H , we
compute the matrix of scalar products for a corresponding
noiselet matrix N normalized such that N∗N = nI . By
doing so, the product will be flat with all values having the
magnitude of 1.
For clarity of the main proof, it saves some technical work
to define a “twisted” noiselet basis.
Definition 6. The twisted noiselet matrix Nˆ1 =
[
1
]
.
Then the n × n twisted noiselet matrix Nˆn is built up re-
cursively by
Nˆn(k, ∗) = 1
2
Nˆn/2(
k
2
, ∗)⊗ (1− i 1 + i)
when k = 0, 2, 4, . . . , n− 2 and
Nˆn(k, ∗) = 1
2
Nˆn/2(
k − 1
2
, ∗)⊗ (1 + i 1− i)
when k = 1, 3, . . . , n− 1.
The difference between this and the definition of the noise-
let matrix N (Definition 4) is that the order of operands in
the Kronecker product is changed. In fact, each one is just
a permutation of the other.
Lemma 2. For n = 2m, the bases Nn, Nˆn consist of the
same set of basis vectors.
Proof. Indeed, we can write Nˆn = PnNn where P is the
permutation matrix:
P (k, ∗) =
{
(1 0)⊗ Pn/2(k2 , ∗) k = 0, 2, 4, . . . , n− 2
(0 1)⊗ Pn/2(k−12 , ∗) k = 1, 3, . . . , n− 1
starting with P = [1].
The claim holds for n = 1. For n = 2, 4, 8, . . . , 2m,
PnNn(k, l) = Pn(k, ∗)Nn(l, ∗)T
as it can easily be shown that Nn is symmetric. Using the
recurrent equations for Pn andNn and applying the mixed
product rule, we get, for k = 0, 2, 4, . . . , n− 2,
PnNn(k, l) =
1
2
(1− i)Pn/2(
k
2
, ∗)Nn/2(∗,
l
2
)
when l = 0, 2, 4, . . . , n− 2 and
PnNn(k, l) =
1
2
(1 + i)Pn/2(
k − 1
2
, ∗)Nn/2(∗,
l
2
)
when l = 1, 3, . . . , n− 1. By induction,
PnNn(k, ∗) = 1
2
Nˆn/2(
k
2
, ∗)⊗ (1− i 1 + i)
for even k indices. This situation for odd k is similar.
Now the main result can be shown.
Theorem 2. Let n = 2m where m is a non-negative in-
teger. Let Nn be the noiselet matrix of size n × n and let
Hn be the Haar matrix of size n × n. Then Hn and Nn
are maximally incoherent.
Proof. Without loss of generality, assume the bases are
normalized such that HTnHn = I and N
∗
nNn = nI . For
the case of n = 1,
H1N
∗
1 =
[
1
] · [1] = [1]
For n = 2m,m > 1, the incoherence is shown by induc-
tion. Suppose we know maximal incoherence holds for n2
and we want to show it for n. In the induction step, we use
the iterative construction of the Haar matrix by means of
Kronecker product. By computing the product
HnNˆ
∗
n = H(N
∗
nP
∗
n) = (HnN
∗
n)P
T
n
we will still be able to conclude on magnitude of the el-
ements of (HnN
∗
n), since permutation matrices do not
change magnitudes.
The productHnNˆ
∗
n can be computed per-column; we take
the j-th column of Nˆ∗n, j = 0, 2, 4, . . . , n − 2 and trans-
form it by Hn, getting
HnNˆ
∗
n(∗, j) =
1√
2
[
Hn/2 ⊗ (1 1)
In/2 ⊗ (1 −1)
]
· 1√
2
Nˆ∗n/2(∗,
j
2
)⊗ (1− i 1 + i)∗
Note the altered normalization factor of noiselets. Now
the mixed product property can be applied to get
1
2


Hn/2Nˆ
∗
n/2(∗, j2 )⊗ (1 1)
[
1 + i
1− i
]
In/2Nˆ
∗
n/2(∗, j2 )⊗ (1 −1)
[
1 + i
1− i
]

 =
1
2
[
Hn/2Nˆ
∗
n/2(∗, j2 ) ∗ 2
In/2Nˆ
∗
n/2(∗, j2 ) ∗ 2i
]
.
By induction, it follows that |Hn/2Nˆ∗n/2(i, j2 )| = 1 and
|In/2Nˆ∗n/2(i, j2 )| = 1 for i = 1, . . . , n2 . The Kronecker
multiplication is only by entries with magnitude 2, thus the
resulting magnitudes are 12 ∗2 = 1. The proof is equivalent
for j = 1, 3, . . . , n− 1.
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Abstract:  
We present Adaptive Direct Sampling (ADS), an 
algorithm for image acquisition and compression which 
does not require the data to be sampled at its highest 
resolution. In some cases, our approach simplifies and 
improves upon the existing methodology of Compressed 
Sensing (CS), by replacing the ‘universal’ acquisition of 
pseudo-random measurements with a direct and fast 
method of adaptive wavelet coefficient acquisition. The 
main advantages of this direct approach are that the 
decoding algorithm is significantly faster and that it 
allows more control over the compressed image quality, 
in particular, the sharpness of edges. 
 1. Introduction 
Compressed Sensing (CS) [1, 3, 4, 6] is an approach to 
simultaneous sensing and compression which provides 
mathematical tools that, when coupled with specific 
acquisition hardware architectures, can perhaps reduce 
the acquired dataset sizes, without reducing the 
resolution or quality of the compressed signal. CS builds 
on the work of Candès, Romberg, and Tao [4] and 
Donoho [6] who showed that a signal having a sparse 
representation in one basis can be reconstructed from a 
small number of non-adaptive linear projections onto a 
second basis that is incoherent with the first. The 
mathematical framework of CS is as follows: 
Consider a signal Nx  that is k -sparse in the basis  for N . In terms of matrix representation we have 
x f  , in which f  can be well approximated using 
only k N  non zero entries and  is called the sparse 
basis matrix. Consider also an n N  measurement 
matrix   , where the rows of   are incoherent with the 
columns of   . The CS theory states that such a good 
approximation of signal x can be reconstructed by taking 
only ( log )n O k N  linear, non adaptive measurements 
as follows: [1, 3]: 
y x  ,                                 (1.1) 
where y  represents an  1n  sampled vector. Working 
under this ‘sparsity’ assumption an approximation to x  
can be reconstructed from y  by ‘sparsity’ minimization, 
such as 
1
l  minimization 
                         
1 1
min
lf y
f                               (1.2)   
 
1.2 The “single pixel” camera  
 
For imaging applications, the CS framework has been 
applied within a new experimental architecture for a 
‘single pixel’ digital camera [10]. The CS camera 
replaces the CCD and CMOS acquisition technologies by 
a Digital Micro-mirror Device (DMD). The DMD 
consists of an array of electrostatically actuated micro-
mirrors where each mirror of the array is suspended 
above an individual SRAM cell. In [10] the rows of the 
CS sampling matrix   are a sequence of n  pseudo-
random binary masks, where each mask is actually a 
‘scrambled’ configuration of the DMD array (see also 
[2]). Thus, the measurement vector y , is composed of 
dot-products of the digital image x  with pseudo-random 
masks. At the core of the decoding process, that takes 
place at the viewing device, there is a minimization 
algorithm solving (1.2). Once a solution is computed, 
one obtains from it an approximate ‘reconstructed’ image 
by applying the transform   to the coefficients. The CS 
architecture of [10] has few significant drawbacks:  
1. Poor control over the quality of the output 
compressed image: the CS architecture of [10] is not 
adaptive and the number of measurements is 
determined before the acquisition process begins, 
with no feedback during the acquisition process on 
the progressive quality.  
2. Computationally intensive sampling process: Dense 
measurement matrices such as the sampling operator 
of the random binary pattern are not feasible because 
of the huge space and multiplication time 
requirements. Note that in the one single pixel 
camera, the sampling operator is based on the 
random binary pattern, which requires a huge 
memory and a high computation cost. For example, 
to get 512 512 image with 64k measurements 
(25% sampling rate) a random binary operator 
requires nearly a gigabyte of storage and Giga-flop 
operations, which makes the recovery almost 
impossible [14]. The designing of an efficiently 
measurement basis was proposed [14, 16] by using 
highly sparse measurements operators, which solve 
the infeasibility of Gaussian measurement matrix or 
a random binary masks such as in the one pixel 
camera. Note, however, in [16], the trade-off 
between acquisition time and visual quality. To 
obtain good visual quality, when using TV 
minimization (which significantly increase the 
decoding time, compared to LP decoding time) 
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recovery times of a 256 256 ‘boat’ image are 
around 60 min. 
3. Computationally intensive reconstruction algorithm:  
It is known that all the algorithms for the 
minimization (1.2) are very computationally 
intensive. 
2. Direct and adaptive image sensing 
 Our proposed architecture aims to overcome the 
drawbacks of the existing CS approach and achieve the 
following design goals: 
1. An acquisition process that captures n  measurements, 
with n N and  n O k , where N  is the dimension 
of the full high-resolution image, assumed to be ‘ k -
sparse’. The acquisition process is allowed to adaptively 
take more measurements if needed to achieve some 
compressed image target quality.  
2. A decoding process which is not more 
computationally intensive than the existing algorithm in 
use today such as JPEG or JPEG2000 decoding.  
We now present our ADS approach: Instead of 
acquiring the visual data using a representation that is 
incoherent with wavelets, we sample directly in the 
wavelet domain. We use the DMD array architecture in a 
very different way than in [10]: 
1. Any wavelet coefficient is computed from two 
measurements of the DMD array.  
2. We take advantage of the ‘feedback’ architecture of 
the DMD where we make decisions on future 
measurements based on values of existing measurements. 
This adaptive sampling process relies on a well-known 
modeling of image edges using a wavelet coefficient 
tree-structure and so decisions on which wavelet 
coefficients should be sampled next are based on the 
values of wavelet coefficients obtained so far [8, 9]. First 
we explain how the DMD architecture can be used to 
calculate a wavelet coefficient from two DMD 
measurements. Modeling an image as a 
function  22f L  , we have the wavelet 
representation   , ,
, ,
,
e e
j l j l
e j l
f x f     , where 1,2,3e   
is the subband, j   the scale and 2l   the shift.  For 
orthonormal wavelets 
, ,
e e
j l j l
  . If we consider the Haar 
basis as an example, than a bivariate Haar wavelet 
coefficient of type 1 can be computed as follows 
   
    
1 2
1 2
1 2
1 2
2 1 2 1 2
1
, 1 2 1 2
2 2
2 1 2 1
1 2 1 2
2 2 1 2
, 2  ,
          , ,
j j
j j
j j
j j
l l
j
j l
l l
l l
l l
f f x x dx dx
f x x dx dx
  
 
 
 
 
 

   
 
    (2.1) 
i.e., the difference of pixel sums over two neighboring 
dyadic rectangles multiplied by 2 j . By Similar 
computation we can sample the Haar wavelet 
coefficients of the second and third kinds with two 
measurements.  Moreover, there exist DMD arrays with 
micro-mirrors that can produce a grayscale value, not 
just 0 or 1 (contemporary DMD can produce 1024 
grayscale value). We can use these devices for 
computation of  arbitrary wavelet transforms, where the 
computation of each coefficient requires only two 
measurements, since the result of any real-valued 
functional g  acting on the data can be computed as a 
difference of two ‘positive’ ,g g   ‘functionals’, i.e. 
,where the coefficients are positive:                            
, , 0g g g g g        . 
3. Modeling of image edges by wavelet tree-
Structures and the ADS algorithm 
Most of the significant wavelet coefficients are located in 
the vicinity of edges. Wavelets can be regarded as multi-
scale local edge detectors, where the absolute value of a 
wavelet coefficient corresponds to the local strength of 
the edge. We impose the tree-structure of the wavelet 
coefficients. Due to the analysis properties of wavelets, 
coefficient values tend to persist through scale. A large 
wavelet coefficient in magnitude generally indicates the 
presence of singularity inside its support. A small 
wavelet coefficient generally indicates a smooth region. 
We use this nesting property and acquire wavelet 
coefficients in the higher resolutions if their parent is 
found to be significant. For further detection of 
singularities at fine scales, we estimate the Lipschitz 
exponent.  
3.1 The Lipschitz exponent 
 
Our goal is to estimate the significance of wavelet 
coefficients that were not sampled yet, using values of 
coefficients that were already sampled. To this end we 
use the well known characterization of local Lipschitz 
smoothness by the decay of wavelet coefficients across 
scales [12]. A function f  is said to be Lipschitz   in 
the neighborhood of 
1 2( , )x x   if there exists 1  and 2  as 
well as 0A   such that for any 
1 1
h   and 
2 2
h    
 
2 2 / 2
1 1 2 2 1 2 1 2
( , ) ( , ) ( )f x h x h f x x A h h           (3.1)   
 
We actually use a subtler, ‘directional’ notion of local 
Lipschitz smoothness. So, for example, for the horizontal 
subband, 1e  , we defined local 1  Horizontal 
Lipschitz smoothness by the minimal 0A   satisfying 
for 
1 1
h   
1
1 1 2 1 2 1
( , ) ( , )f x h x f x x Ah
   . 
 
If the function is locally e  Lipschitz at 1 2( , )x x   then 
for any wavelet ,
e
j l  whose support contains 1 2( , )x x  , 
we have that  ,, 2 ee jj lf C   . By taking the 
logarithm we have  
 
2 , 2
log , log ( )e
j l
f j C   .           (3.3) 
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 Thus the Lipschitz exponents can be determined from 
the slope of the decay of  
2 ,
log , e
j l
f   across scales 
(see also [15]).  These slopes are considered 
measurements of local singularities, such that when 
0 1
e
   a function f  has a directional singularity 
which increases as 0
e
  . Thus we estimate the 
existence of local directional singularities and the 
significance of unsampled coefficients at high scales, 
using estimates of local directional Lipschitz exponents 
from wavelet coefficients that were already sampled. 
3.2 The ADS Algorithm 
 
Our adaptive CS algorithm works as follows: 
1. Acquire the values of all low-resolution coefficients 
up to a certain low-resolution J . Each computation is 
done using two DMD array measurements as in (2.1). In 
one embodiment the initial resolution J  can be selected 
as 2
log
2
N
const
     . In any case, J  should be bigger if 
the image is bigger. Note that the total number of 
coefficients at resolutions J  is  2 12 J N , which is a 
small fraction of N . 
2. Initialize a ‘sampling queue’ containing the indices of 
each of the four children of significant coefficients at the 
resolution J .  Thus for a significant coefficient with 
index  , ,e J l , we add to the queue the coefficients with 
indices:   1 2, 1, 2 ,2e J l l ,   1 2, 1, 2 ,2 1e J l l  ,   1 2, 1, 2 1, 2e J l l   and   1 2, 1, 2 1, 2 1e J l l   . 
3. Process the sampling queue until it is exhausted as 
follows: 
a. Sample the wavelet coefficient corresponding to 
the index  , ,e j l  at the beginning of the queue using 
two DMD array measurements (see Section  2).  
b. Add to the end of the queue the indices of the 
coefficient’s four children, only if one of the following 
holds: 
(i) The coefficient is at a resolution 2j J   and 
the coefficient’s absolute value is greater than a given 
threshold lowt .   
(ii) The coefficient is at resolution 1 2j J    and 
the corresponding estimated absolute value of its 
children using the local Lipschitz exponent method (see 
Section   3.1) is  greater than a given threshold 
high
t . 
c. Remove the processed index from the queue and 
go to step (a). 
In a way, our algorithm can be regarded as an adaptive 
edge acquisition device where the acquisition resolution 
increases only in the vicinity of edges! Observe that the 
algorithm is output sensitive. Its time complexity is of 
the order n  where n  is the total number of computed 
wavelet coefficients, which can be substantially smaller 
than the number of pixels N . The number of samples is 
influenced by the size of the thresholds used by the 
algorithm in step 3.b. It is also important to understand 
that the number of samples is influenced by the amount 
of visual activity in the image. If there are more 
significant edges in the image, then their detection at 
lower resolutions will lead to adding higher resolution 
sampling to the queue.   
4. Experimental results 
To evaluate our approach, we use the optimal k -term 
wavelet approximation as a benchmark. It is well known 
[5] that for a given image with N  pixels, the optimal 
orthonormal wavelet approximation using only 
k coefficients is obtained using the k  largest 
coefficients 
31 2
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For biorthogonal wavelets this ‘greedy’ approach gives a 
near-best result, i.e. within a constant factor of the 
optimal k -term approximation. One can apply 
thresholding and construct a k -term approximation 
using only coefficients whose absolute value is above the 
threshold, which still requires the order of N  
computations. In contrast, our ADS algorithm is output 
sensitive and requires only order of n  computations. To 
simulate our algorithm in software, we first pre-compute 
the entire wavelet transform of a given image. However, 
we strictly follow the recipe of our ADS algorithm and 
extract a wavelet coefficient from the pre-computed 
coefficient matrix only if its index was added to the 
adaptive sampling queue. In fig 1(a) we see a 
‘benchmark’ near-best 7000-term biorthogonal [9,7] 
wavelet approximation of the Lena image, extracted 
from  the ‘full’ wavelet representation by thresholding. 
In fig 1(b) we see a 6782-term approximation extracted 
from an ADS adaptive sampling process with n =12796 
sampled wavelet coefficient. 
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(a) 7000-term  
 
(b) ADS 6782-term 
 
Fig.1. (a) Near-best 7000-term [9,7] approximation 
computed from the ‘full’ wavelet representation 
N=262,144, PSNR=31 dB (b) ADS 6782-term [9,7] 
approximation, extracted from n=12,796 adaptive 
wavelet samples, PSNR=28.7 dB.  
 
5. Conclusion 
We present an architecture that acquires and compresses 
high resolution visual data, without fully sampling the 
entire data at its highest resolution. By sampling in the 
wavelet domain we are able to acquire low resolution 
coefficients within a small number of measurements. We 
then exploit the wavelet tree structure to build an 
adaptive sampling process of the detail wavelet 
coefficients. Experimental results show good visual and 
PSNR results with a small number of measurements. The 
coefficients acquired by the ADS algorithm can be 
streamed into a tree-based wavelet compression 
algorithm whose decoding time is significantly faster 
then the solution of (1.2). 
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Abstract:
We consider a multi-channel sampling with asymmetric
sampling rates in shift invariant spaces, while related pre-
vious works have supposed that each channel has a sym-
metric(uniform) sampling rate. Motivated by the fact that
shift invariant spaces are isomorphic images of L2[0, 2π],
we obtain a sampling expansion in shift invariant spaces
by using frame or Riesz basis expansion in L2[0, 2π]. The
samples in the expansion are expressed in terms of frame
coefficients of an appropriate function with respect to a
certain frame in L2[0, 2π]. The involved reconstruction
functions are given explicitly by using the frame opera-
tor. We also present relation between asymmetric multi-
channel sampling and symmetric one.
1. Introduction
Reconstructing a band-limited signal f from samples
which are taken from several channeled versions of f is
called multi-channel sampling. The multi-channel sam-
pling method goes back to the work of Shannon [6] and
Fogel [2], where the reconstruction of a band-limited sig-
nal from samples of the signal and of its derivatives was
suggested. Generalized sampling expansion for arbitrary
multi-channel sampling was introduced first by Papoulis
[5].
Papoulis’ result has been extended to a general shift-
invariant space [1, 7, 8]. Here, a shift invariant space V (φ)
with a generator φ ∈ L2(R) is defined by the closed sub-
space of L2(R) spanned by integer translates {φ(t − n) :
n ∈ Z} of φ. Recently Garcı´a and Pe´rez-Villalo´n [3] de-
rived stable generalized sampling in a shift-invariant space
by using some special dual frames in L2[0, 1].
The previous works related to the multi-channel sampling
have assumed that numbers of samples from each channel
are uniform, namely, sampling rates of channels are same.
In this paper we consider a multi-channel sampling with
asymmetric sampling rates in shift invariant spaces. We
find an expression for the samples as frame coefficients of
an appropriate function in L2[0, 2π] with respect to some
particular frame in L2[0, 2π] and present the sufficient and
necessary condition under which a sequence of functions
of particular form becomes a frame or a Riesz basis for
L2[0, 2π]. Using isomorphism between a shift invariant
space V (φ) and L2[0, 2π], we derive sampling theory in
V (φ) with some Riesz generator φ and find a formula of
reconstruction functions by means of the frame operator.
The theory contains both a frame and Riesz basis expan-
sion as sampling formulas.
2. Asymmetric multi-channel sampling
Assume that φ(t) is everywhere well defined complex val-
ued square integrable function on R throughout the paper.
Moreover, let φ(t) be a Riesz generator with Cφ(t) < ∞
for any t ∈ R so that V (φ) is an RKHS(see Proposition
2.4 in [4]). We now are given a LTI system {Lj [·]}
N
j=1
whose impulse response is {lj(t) : lj ∈ L
2(R), j =
1, 2, · · · , N}. The aim of this paper is to recover any
f(t) ∈ V (φ) via discrete samples from {Lj [f ]}
N
j=1 as
f(t) =
N∑
j=1
∑
n∈Z
Lj [f ](σj + rjn)sj,n(t), (1)
where {sj,n(t) : j = 1, · · · , N and n ∈ Z} is a frame or
a Riesz bases of V (φ) and 0 ≤ σj < rj with a positive
integer rj for j ∈ {1, 2, · · · , N}.
2.1 An expression for the samples
Define an isomorphism J from L2[0, 2π] onto V (φ) by
JF (t) =
1
2π
∑
n∈pi
〈F (ξ), e−inξ〉φ(t−n), F (ξ) ∈ L2[0, 2π].
By the isomorphism J : L2[0, 2π] → V (φ), the recon-
struction formula (1) is equivalent to the following one:
F (ξ) =
N∑
j=1
∑
n∈Z
Lj [f ](σj+rjn)Sj,n(ξ), F (ξ) ∈ L
2[0, 2π],
(2)
where f(t) = JF (t) and sj,n(t) = JSj,n(t). Notice fur-
ther that Ljf(σj+rjn) is represented by an inner product
of F (ξ) and some function in L2[0, 2π].
Lemma 2.1.1 Let L[·] be a LTI system with an impulse
response l(t) ∈ L2(R) and ψ(t) = L[φ](t) = (φ ∗ l)(t).
(a) L is a bounded operator from L2(R) into L∞(R),
‖f ∗ l‖∞ ≤ ‖f‖2‖l‖2 and Lf(t) ∈ C
o
∞
(R),
(b) sup
R
Cψ(t) <∞,
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(c) (cf. Lemma 2 in [3]) for any f(t) = (c ∗ φ)(t) with
c ∈ ℓ2 in V (φ), L[f ](t) = (c∗ψ)(t) converges abso-
lutely and uniformly on R. For any f(t) = JF (t) ∈
V (φ) with F (ξ) ∈ L2[0, 2π],
L[f ](t) = 〈F (ξ),
1
2π
Zψ(t, ξ)〉L2[0,2pi].
In particular,
L[f ](σj+rjn) = 〈F (ξ),
1
2π
Zψ(σj , ξ)e
−irjnξ〉L2[0,2pi].
(3)
2.2 The sampling theorem
For a given LTI system {Lj [·]}
N
j=1, let Ljφ(t) = ψj(t),
1 ≤ j ≤ N . Using equation (3), the expansion (2) is
equivalent to
F (ξ) =
N∑
j=1
∑
n∈Z
〈F (ξ),
1
2π
Zψj (σj , ξ)e
−irjnξ〉L2[0,2pi]
·Sj,n(ξ), F (ξ) ∈ L
2[0, 2π],
where f(t) = JF (t) and sj,n(t) = JSj,n(t).
For convenience, we introduce a few more notations.
Let gj(ξ) ∈ L
2[0, 2π] for 1 ≤ j ≤ N , gj,mj (ξ) :=
gj(ξ)e
irj(mj−1)ξ for 1 ≤ mj ≤
r
rj
and
G(ξ) = [Dg1,1(ξ), Dg1,2(ξ), · · · , Dg1, r
r1
(ξ),
Dg2,1(ξ), · · · , DgN, r
rN
(ξ)]T ,
whereD is an unitary operator fromL2[0, 2π] ontoL2(I)r
defined by (DF )(ξ) = [F (ξ), F (ξ + 2pi
r
), · · · , F (ξ +
(r − 1) 2pi
r
)]T , F (ξ) ∈ L2[0, 2π]. Note that G(ξ) is
the
∑N
j=1
r
rj
× r matrix whose entries are in L2[0, 2pi
r
].
And define λM (ξ)(resp. λm(ξ)) as the largest(resp. the
smallest) eigenvalue of r × r matrix G(ξ)∗G(ξ), βG as
‖λM (ξ)‖∞ and αG as ‖λm‖0.
Lemma 2.2.1 Let gj ∈ L
2[0, 2π] and rj be a positive in-
teger for 1 ≤ j ≤ N . Define r as the least common multi-
plier of {rj}
N
j=1. Then {gj(ξ)e
−irjnξ : 1 ≤ j ≤ N, n ∈
Z } is a
(a) Bessel sequence in L2[0, 2π] if and only if
‖λM (ξ)‖∞ < ∞ if and only if gj ∈ L
∞[0, 2π]
for 1 ≤ j ≤ N . In this case, optimal bound is
2pi
r
‖λM (ξ)‖∞;
(b) frame of L2[0, 2π] if and only if 0 < ‖λm(ξ)‖0 ≤
‖λM (ξ)‖∞ < ∞ so that r ≤
∑N
j=1
r
rj
and optimal
bounds are 2pi
r
‖λm(ξ)‖0 ≤
2pi
r
‖λM (ξ)‖∞;
(c) Riesz basis of L2[0, 2π] if and only if frame of
L2[0, 2π] and r =
∑N
j=1
r
rj
, i.e., 1 =
∑N
j=1
1
rj
if
and only if gj(ξ) ∈ L
∞[0, 2π] for 1 ≤ j ≤ N ,
1 =
∑N
j=1
1
rj
and |detG(ξ)| ≥ ∃α > 0 a.e..
Appealing to the setting gj(ξ) =
1
2piZψj (σj , ξ) for 1 ≤
j ≤ N , we have
Theorem 2.2.2 Let φ(t) be a Riesz generator with
Cφ(t) < ∞, t ∈ R and {Lj [·]}
N
j=1 be LTI systems with
an impulse response {lj(t)}
N
j=1 ∈ L
2(R) . Let {ψj(t) =
(φ ∗ lj)(t)}
N
j=1, rj ≥ 1 an integer and 0 ≤ σj < rj .
(a) If 0 < αG ≤ βG < ∞, i.e., 0 < αG and
Zψj (σj , ξ) ∈ L
∞[0, 2π], 1 ≤ j ≤ N , then there
is a frame {sj,n(t) : 1 ≤ j ≤ N, n ∈ Z } of V (φ)
for which
f(t) =
N∑
j=1
∑
n∈Z
Ljf(σj+rjn)sj,n(t), f(t) ∈ V (φ).
(4)
(b) Assume that Zψj (σj , ξ) ∈ L
∞[0, 2π], 1 ≤ j ≤ N .
Then there is a frame {sj,n(t) : 1 ≤ j ≤ N, n ∈ Z }
of V (φ) for which (4) holds if and only if 0 < αG.
(c) Assume that Zψj (σj , ξ) ∈ L
∞[0, 2π], 1 ≤ j ≤ N .
Then there is a Riesz basis {sj,n(t) : 1 ≤ j ≤
N, n ∈ Z } of V (φ) for which (4) holds if and only
if 0 < αG and 1 =
∑N
j=1
1
rj
.
In all cases, sampling series (4) converges in L2(R), ab-
solutely on R and uniformly on any subset of R on which
Cφ(t) is bounded.
Remark 2.2.3 Asymmetric multi-channel sampling series
with LTI system {Lj [·]}
N
j=1 whose impulse response is
{lj(t)}
N
j=1 can be considered as symmetric multi-channel
sampling series with LTI system {L˜j,mj [·]}
N, r
rj
j=1,mj=1
with
impulse response {l˜j,mj (t)}
N, r
rj
j=1,mj=1
, where l˜j,mj (t) =
lj(rj(mj − 1) + t).
2.3 Reconstruction functions
Let S be a frame operator with frame {gj(ξ)e
−irjnξ}j,n.
For any F (ξ) ∈ L2[0, 2π],
SF (ξ) =
N∑
j=1
r
rj∑
mj=1
gj(ξ)e
−irj(mj−1)ξ
·
2π
r
gj,m(ξ)
TDF (ξ)
so that
DSF (ξ) =
2π
r
G∗G(ξ)DF (ξ).
Then, from Lemma 2.2.1 (b), there exists (G∗G)−1(ξ) a.e.
such that
D(S−1(gj(ξ)e
−irjnξ)) =
r
2π
(G∗G)−1(ξ)D(gj(ξ)e
−irjnξ)
for 1 ≤ j ≤ N and n ∈ Z . Hence,
{sj,n}j,n = {
r
2π
JD−1[(G∗G)−1(ξ)D(gj(ξ)e
−irjnξ)]}j,n.
Remark 2.3.1 One sufficient condition under which
{sj,n}j,n is translates of a single function in L
2[0, 2π] is
that r divides rj for all 1 ≤ j ≤ N . Since r is the least
common multiplier of {rj}
N
j=1, the condition holds if and
only if r = rj for all 1 ≤ j ≤ N .
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Abstract:
In this paper we consider the Easy Path Wavelet Transform
(EPWT) on spherical triangulations. The EPWT has been
introduced in [7] in order to obtain sparse image represen-
tations. It is a locally adaptive transform that works along
pathways through the array of function values and exploits
the local correlations of the data in a simple appropriate
manner. In our approach the usual one-dimensional dis-
crete wavelet transform (DWT), orthogonal or biorthogo-
nal, can be applied.
1. Introduction
One important problem in data analysis is to construct ef-
ficient low-level representations using only a very small
part of the original data. However, these sparse approxi-
mations should provide a precise characterization of rel-
evant features of the data like discontinuities (edges) and
texture components.
It is well-known that wavelets can represent piecewise
smooth signals efficiently. However, higher-dimensional
structures may not be represented suitably by sparse
wavelet decompositions based on tensor product wavelets,
because directional geometrical properties of the data can-
not be adapted.
The last years have seen many attempts to construct lo-
cally adaptive wavelet-based schemes that take into ac-
count the special geometry of the data. In particular, for
sparse representation of images, different ideas, that try to
exploit the local correlations of the data, have been devel-
oped (see e.g. [1, 2, 3, 4, 5, 6, 7, 10]).
We will focus on the EPWT recently introduced in [7]
for sparse image representation. In this paper, we want
to adapt the EPWT to triangulations of the sphere.
For this purpose, we apply the idea used by Ros¸ca [8, 9]
to obtain a suitable spherical triangulation. We employ a
polyhedral subdivision domain. The triangular faces of the
polyhedron are successively subdivided into four smaller
triangles. Each triangle can be transported radially to the
sphere. This approach has been used in [8, 9] for the con-
struction of Haar wavelets and of locally supported ratio-
nal spline wavelets on the sphere.
The idea of the EPWT on spherical triangulations is very
simple. First we fix a certain neighborhood of a triangle,
e.g. the three triangles that have common edges with the
reference triangle. Next, we use a one-dimensional index-
ing of all triangles of the fixed triangulation and assume
that each function value of a given data vector is associ-
ated to one triangle, or rather to its corresponding (one-
dimensional) index.
In the first step we select a path through the complete in-
dex set in such a way that data points associated to neigh-
bor indices in the path are strongly correlated. For this
purpose, for each index we choose “the best” neighbor in-
dex that has not been used in the path yet, such that the
absolute difference between neighboring data values is the
smallest. The complete path vector can be seen as a per-
mutation of the original index vector. Then we apply a
suitable (one-dimensional) discrete wavelet transform to
the data vector along the path, and the choice of the path
will ensure that most wavelet coefficients remain small.
The same procedure can be successively applied to the
down-sampled data. After a suitable number of iterations,
we apply a shrinkage procedure to all wavelet coefficients
in order to find a sparse digital representation of the func-
tion. For reconstruction one needs the path vector at each
level in order to apply the inverse wavelet transform.
2. Spatial and spherical triangulations
Consider the sphere S2 = {x ∈ R3, ‖x‖2 = 1} and let
Π be a convex polyhedron with triangular faces, contain-
ing O inside. For example we can take an icosahedron,
a cube with triangulated faces, an octahedron, etc. The
boundary of the polyhedron will be denoted by Ω. We de-
note by T 0 = {T1, . . . , TM} the set of faces of Π. For
each triangle T ∈ T 0 we take the mid-points of its edges
and construct four triangles of equal area, as in Figure 1.
All these small triangles will form a refined triangulation
of T 0, denoted T 1. Continuing the refinement process in
the same manner, we obtain a triangulation T j of Ω, for
j ∈ N. For application of the EPWT we will stop the
refinement process at a suitable sufficiently high (fixed)
level j depending on the data set in the application. For
application of the EPWT we will need a one-dimensional
index set J = J j for the triangles in T j . Using the octahe-
dron, this one-dimensional index set J can be as in Figure
1 (right). Observe that for the octahedron the number of
triangles at the jth level is given by#J = #T j = 22j+3.
In order to obtain a spherical triangulation, for the given
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Figure 1: Illustration of the octahedron with triangulation T 1
(left) and a fold apart version of the octahedron on the plane,
with a one-dimensional indexing of all triangles.
polyhedron Π we define the radial projection p : Ω→ S2,
p(x, y, z) = (x2+y2+z2)−1/2 ·(x, y, z), (x, y, z) ∈ Ω.
The set U j = {U = p(T ), T ∈ T j} will be a triangula-
tion of the sphere S2. For indexing the spherical triangles
in U j , we use the same index set J as for the triangulation
T j of the polyhedron.
3. Definitions and Notations for the EPWT
In order to explain the idea of the EPWT, where we want to
use the discrete one-dimensional wavelet transform along
path vectors through the data, we need some definitions
and notations.
Let us assume that a fixed refined spherical triangulation
Uj is given.Let J be a one-dimensional index set for the
spherical triangles in U j .
We define a neighborhood of an index ν ∈ J as
N (ν) = {µ ∈ J\{ν} : Tµ andTν have a common edge}.
Hence, each index ν ∈ J has exactly three neighbors. One
may also use a bigger neighborhood, e.g. N (ν) = {µ ∈
J \ {ν} : Tµ and Tν have a common edge or a common
vertex }, in which case each index has 12 neighbors.
We also need a definition of neighborhood of subsets of
an index set. We shall consider disjoint partitions of J of
the form {J1, J2, . . . , Jr}, where Jµ ∩ Jν = ∅ for µ = ν
and
⋃r
ν=1 Jν = J . We then say that two different subsets
Jν and Jµ from the partition are neighbors, and we write
Jν ∈ N (Jµ), if there exist the indices l ∈ Jν and l1 ∈
Jµ such that l ∈ N (l1). We consider a function f being
piecewise constant on the triangles of U j , i.e., we identify
each spherical triangle in U j with a value of f . Hence, f
is uniquely determined by the data vector (fν)ν∈J .
We will look for path vectors through index subsets of J
and we apply a one-dimensional wavelet transform along
these path vectors. Any orthogonal or biorthogonal one-
dimensional wavelet transform can be used here.
4. Description of the EPWT
In this section we give a summary of the idea of the EPWT,
described in more details in [7]. We start with the de-
composition of the real data (fν)ν∈J , and we assume that
N = #J is a multiple of 2L with L ∈ N. Then we will
be able to apply L levels of the EPWT. For the considered
octahedron we have N = 22j+3.
Decomposition
First level
We first determine a complete path vector pL through the
index set J = {1, 2, . . . , N} and then apply a suitable
discrete one-dimensional (periodic) wavelet transform to
the function values fL = (fL(j))j∈J along the path pL.
We start with pL(1) := 1. Next, for pL(2) we take
pL(2) := argmin
k
{|fL(1)− fL(k)|, k ∈ N (1)}.
We proceed in this manner, thereby determining a path
vector through the index set J , that is locally adapted to
the function f (easy path). With the procedure described
above, we obtain a pathway such that the absolute dif-
ferences between neighboring function values f L(l) along
the path are as small as possible. In general, for a given
the index pL(l), 1 ≤ l ≤ N − 1, the next value pL(l+ 1)
is defined by
pL(l + 1) := argmin
k
{|fL(pL(l))− fL(k)|,
k ∈ N (pL(l)) \ {pL(ν), ν = 1, . . . , l}}.
It can happen that the choice of the next index value
pL(l+ 1) is not unique, if the above minimum is attained
for more than one index. In this case, one may fix favorite
directions in order to determine a unique pathway.
Another situation which can occur during the procedure is
that all indices in the neighborhood of an index pL(l) have
already been used in the path pL. In this case we have an
interruption in the path vector. We need to choose one in-
dex pL(l+1) from the remaining indices in J , which have
not been taken yet in pL. There are different possibilities
for finding a suitable next index. One simple choice is to
take the smallest index from J that has not been used so
far. Another choice is to look for a next index, such that
again the absolute difference |f L(pL(l))− fL(pL(l+1))|
is minimal, i.e., we take in this case
pL(l + 1) = argmin
k
{|fL(pL(l))− fL(k)|,
k ∈ J \ {pL(ν), ν = 1, . . . , l}}.
By proceeding in this manner, we finally obtain a path vec-
tor pL ∈ ZN , which is a permutation of (1, 2, . . . , N).
After having constructed the path pL, we apply one
level of the 1-D Haar DWT (or any other orthogonal or
biorthogonal periodic DWT) to the vector of function val-
ues (fL(pL(l)))Nl=1 along the path pL. We obtain the vec-
tor fL−1 ∈ RN/2, containing the low-pass part, and the
vector of wavelet coefficients gL−1 ∈ RN/2. While the
wavelet coefficients will be stored in gL−1, we further pro-
ceed with the low-pass vector fL−1 at the second level.
Further levels
If N = 2Lr with r ∈ N being greater than or equal to
the lengths of low-pass and high-pass filters in the chosen
DWT, then we may apply the procedure L times. For a
given vector fL−j , 0 < j < L, at the (j + 1)-th level we
consider the index sets
JL−jl := J
L−j+1
pL−j+1(2l−1)
∪ JL−j+1
pL−j+1(2l)
, l = 1, . . . , N/2j,
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with the corresponding function values (f L−j(l))N/2
j
l=1 . In
particular, the index sets at the second level are J L−1l :=
{pL(2l−1),pL(2l)}, l = 1, . . . , N/2, determining a par-
tition of J .
We repeat the procedure described in the first step, but
replacing the single indices with the new index sets J L−jl ,
and the corresponding function values with the smoothed
function values fL−j(l).
The new path vector pL−j ∈ ZN/2
j
should now be a per-
mutation of (1, 2, . . . , N/2j). We start again with the first
index set JL−j1 , i.e., pL−j(1) = 1. Having already found
pL−j(l), 1 ≤ l ≤ N/2j − 1, we determine the next value
pL−j(l + 1) as
pL−j(l + 1) = argmin
k
{|fL−j(pL−j(l))− fL−j(k)|,
JL−jk ∈ N (J
L−j
pL−j(l)
) \ {pL−j(ν), ν = 1, . . . , l}}.
If the new value pL−j(l+1) is not uniquely determined by
the minimizing procedure, we can fix favorite directions in
order to obtain a unique path. If for the set J L−j
pL−j(l)
there
is no neighboring index set that has not been used yet in
the path vector pL−j , then we have to interrupt the path
and to find a new good index set (that has been not used
so far) to continue the path. As at the first level, we try to
keep the differences of function values along the path as
small as possible.
Finally, we apply the (periodic) wavelet transform to the
vector (fL−j(pL−j(l)))N/2
j
l=1 along the path pL−j , thereby
obtaining the low-pass vector f L−j−1 ∈ RN/2
j+1
and the
vector of wavelet coefficients gL−j−1 ∈ RN/2
j+1
.
Output
As output of the complete procedure after L iterations we
obtain the coefficient vector
g = (f0,g0,g1, . . . ,gL−1) ∈ RN
and the vector determining the paths at each iteration step
p = (p1,p2, . . . ,pL) ∈ R2N(1−1/2
L).
These two vectors contain the entire information about the
original function f .
In order to find a sparse representation of f , we apply a
shrinkage procedure to the wavelet coefficients in the vec-
tors gj , j = 0, . . . , L− 1 and obtain the vectors g˜j .
Reconstruction
The reconstruction of f L from g˜ = (f0, g˜0, g˜1, . . . , g˜L−1)
and p is given as follows.
f˜0 = f0;
For j = 0 to L− 1
- Apply the inverse DWT to the vector ( f˜ j , g˜j) ∈ Rr2
j
in order to obtain f˜ j+1p ∈ Rr2
j+1
.
- Apply the permutation f˜ j+1(pj+1(k)) = f˜ j+1p (k), for
k = 1, . . . , r2j+1.
5. Example
We illustrate the simple idea of function decomposition
with the EPWT on the sphere in the following small ex-
ample. Let a set of 32 function values be given on the
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Figure 2. Illustration of first path through the triangulation T 1
of the octahedron (left) and of the low-pass part after the first
level of EPWT with Haar DWT (right). Index sets at the second
level are illustrated by different gray values, and path vectors are
represented by arrows.
sphere, where each function value corresponds to a spher-
ical triangle that has been obtained by radial projection of
the triangulated octahedron in Figure 1 (left). The values
are given as a vector f = f 5 of length 32, corresponding
to the one-dimensional indexing of the triangles in Figure
1 (right),
f = (0.4492, 0.4219, 0.4258, 0.4375, 0.4141, 0.4531,
0.4180, 0.4258, 0.4375, 0.4292, 0.4219, 0.4219,
0.4219, 0.4258, 0.4023, 0.4141, 0.4219, 0.4219,
0.4297, 0.4375, 0.4141, 0.4023, 0.4258, 0.4219,
0.4258, 0.4180, 0.4531, 0.4141, 0.4375, 0.4258,
0.4219, 0.4492).
Starting with the index 1, with the function value 0.4492,
we determine the first path vector. This index has the
three neighbors 2, 4, and 6, with the corresponding val-
ues 0.4219, 0.4375 and 0.4531, respectively (see Figure
2). Hence, the second index in the path is 6. Proceeding
further according to Section 4 we obtain
p5 =(1, 6, 7, 8, 9, 10, 11, 12, 13, 14, 26, 25, 24, 31, 30, 21,
22, 23; 3, 2, 17, 18, 19, 20; 4, 15, 16, 5; 28, 27, 32, 29),
where the interruptions in the path are indicated by semi-
colons. This path has four interruptions and is illustrated
by arrows in Figure 2 (left). An application of the Haar
DWT (with unnormalized filter coefficients h0 = h1 =
1/2, g0 = 1/2, g1 = −1/2) along this path gives (with
truncation after four digits) the low-pass coefficients
f4 = (0.4512, 0.4219, 0.4334, 0.4219, 0.4238, 0.4219,
0.4219, 0.4200, 0.4140, 0.4238, 0.4219, 0.4336, 0.4199,
0.4141, 0.4336, 0.4434),
and the wavelet coefficients
g4 = (−0.0020,−0.0039,−0.0042, 0.,−0.0020,
−0.0039, 0., 0.0058,−0.0118, 0.0020, 0.,−0.0039,
0.0176, 0.,−0.0195, 0.0058).
We now proceed to the second level. For the smoothed
vector of function values f 4 corresponding to the 16 index
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Figure 3. Illustration of the third and fourth paths.
sets that are illustrated by gray values in Figure 2 (right),
we obtain the next path
p4 = (1, 10, 4, 5, 6, 7, 8, 9, 3, 2, 12, 11, 14, 13; 15, 16),
illustrated by arrows in Figure 2 (right). An application of
the Haar DWT along p4 gives
f3 = (0.4375, 0.4229, 0.4219, 0.4170, 0.4276, 0.4278,
0.4170, 0.4385),
g3 = (0.0136,−0.0010, 0., 0.0030, 0.0057, 0.0058,
0.0029,−0.0049).
At the third level we start with the smoothed vector f 3
corresponding to the 8 index sets that are illustrated by
gray values in Figure 3 (left). We find now the path p3 =
(1, 5, 6, 8, 3, 2, 4; 7), see Figure 3 (left). This leads to
f2 = (0.4326, 0.4331, 0.4224, 0.4170),
g2 = (0.0049,−0.0054, 0.0005, 0.).
At the fourth level we have only 4 index sets that corre-
spond to the values in f 2, see Figure 3 (right). Hence we
find p2 = (1, 2, 3, 4) and
f1 = (0.4328, 0.4197), g1 = (−0.0003, 0.0027).
Finally, with p1 = (1, 2), the last transform yields f 0 =
(0.4263) and g0 = (0.0066).
6. Numerical experiments
To illustrate the efficiency of our method, we took the
dataset topo and we considered the regular octahedron
with triangulation T6, containing 32768 triangles. The ap-
proximation f 6 at level 6 is represented in Figure 4. We
applied the EPWT with different thresholds, obtaining the
compressed vector f˜6, and we measured the SNR given as
SNR = 20 · log10
‖f6 − mean(f6)‖2
‖f6 − f˜6‖2
.
number of remaining l2-norm
threshold wavelet coeff. of error SNR
1 27732 26.4031 84.72
100 14185 5.34e+03 38.59
500 5230 2.47e+04 25.30
1000 3313 3.97e+04 21.17
1500 2699 5.00e+04 19.18
2000 2402 5.79e+04 17.89
2500 2265 6.35e+04 17.10
Table 1: Compression results for the dataset topo.
Figure 4. Approximation f6 at level 6 of the original dataset topo
and the compressed version ef6 with threshold 2500.
The results are contained in Table 1, where the mean of f 6
is −2329.
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Abstract:
We propose a FIR filtering technique which takes advan-
tage of the possibility of using a very low number of sam-
ples for both the signal and the filter transfer function
thanks to non-uniform sampling. This approach leads to
a summation formula which plays the role of the discrete
convolution for usual FIR filters. Here the formula is much
more complicated but it can be implemented and the eval-
uation of more elaborate expressions is compensated by
the very low number of samples to process.
1. Introduction
Reducing the power consumption of mobile systems –
such as cell phones, sensor networks and many others
electronic devices – by one to two orders of magnitude is
extremely challenging but will be very useful to increase
the system autonomy and reduce the equipment size and
weight. In order to reach such a goal, this paper proposes
a solution applicable to FIR filtering which completely re-
thinks the signal processing theory and the associated sys-
tem architectures.
Today the signal processing systems uniformly sample
analog signals (at Nyquist rate) without taking advantage
of their intrinsic properties. For instance, temperature,
pressure, electro-cardiograms, speech signals significantly
vary only during short moments. Thus the digitizing sys-
tem part is highly constrained due to the Shannon theory,
which fixes the sampling frequency at least twice the in-
put signal frequency bandwidth. It has been proved in [4]
and [6] that Analog-to-digital Converters (ADCs) using a
non equi-repartition in time of samples leads to interesting
power savings compared to Nyquist ADCs. A new class
of ADCs called A-ADCs (for Asynchronous ADCs) based
on level-crossing sampling (which produces non-uniform
samples in time) [2, 3] and related signal processing tech-
niques [1, 5] have been developed.
This work suggests an important change in the FIR filter
design. As sampling analog signals is usually performed
uniformly in time, sampling the filter transfer function is
also done in a regular way with a constant frequency step.
Non-uniform sampling leads to an important reduction of
the weight-function coefficients. Combined with a non-
uniform level-crossing sampling technique performed by
an A-ADC, this approach drastically reduces the compu-
tation load by minimizing the number of samples and op-
erations, even if they are more complex.
2. Principle and notations
For a large class of signal, non-uniform sampling leads
to a reduced number of samples, compared to a Nyquist
sampling. This feature has already been used in [1] to
design non-uniform filtering techniques based on interpo-
lation. In this work the authors however used a classical
(uniform) filter, that is a usual discretization in time of the
impulse response.
Here we want to go further and take advantage of the fact
that the filter transfer function (the Fourier transform of
the impulse response) is a very smooth function with re-
spect to frequency. It can therefore be well approximated
by the linear interpolation of quite few samples.
2.1 Level crossing sampling
The initial signals are supposed to be analog ones. The
signal which we want to filter is given in the time domain
and is denoted by s(t). The filter transfer function is given
in the frequency domain and is denoted by H(ω). The
result of the filtering process x(t) is then theoretically the
convolution of s(t) with the impulse response h(t) which
is the inverse Fourier transform of H(ω):
x(t) =
∫ +∞
−∞
h(t− τ)s(τ)dτ,
h(t) =
1
2pi
∫ +∞
−∞
H(ω)e−iωtdω.
These signal are sampled in their initial domain using a
level crossing scheme. This technique has to be adapted
for the filter transfer function. Indeed level crossing has
a sense if an order can be defined, for example for a real
valued function. The filter transfer function is complex
valued, therefore we can choose to sample either when the
amplitude crosses some predefined values, or the phase,
or both. The samples read (sn, δtn) for the signal and
(Hk, δωk) for the filter transfer function. These samples
are formed of a value and the (time or frequency) inter-
val length ”elapsed” since the last sample. To give re-
sults or describe algorithms we will use the sample times
or frequencies defined as tn = t0 +
∑n
1 δtn′ and ωk =
ω0 +
∑k
1 δωk′ but computations will be performed using
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only the time and frequency intervals δtn and δωk. We
will also denote by In = [tn−1, tn] and Jk = [ωk−1, ωk]
the time and frequency intervals.
2.2 Linear interpolation
To derive the FIR algorithm and approximate the theoret-
ical integral formula, we form new analog functions from
the previously described samples. To this aim we choose
linear interpolation and we have
s¯(t) =
∑
n
[an + bnt]χIn ,
H¯(ω) =
∑
k
(αk + βkω)e
i(γk+δkω)χJk ,
where χ denotes the indicator function of the set given
in index. The coefficients an and bn can be expressed in
terms of sn, sn−1, tn and δtn. The coefficients αk, βk,
γk and δk can be expressed in terms ofHk,Hk−1, ωk and
δωk.
In fact these formulae cover the piecewise constant case
(only take bn = βk = δk = 0) in three possible forms:
constant on intervals In or nearest neighbor interpolation,
with a possible need to modify the definition of tn and δtn
in the algorithms. They also cover two ways to linearly in-
terpolate the complex valued filter transfer function: either
interpolate separately the amplitude and the phase (αk and
βk are real) or interpolate in the complex plane (αk and βk
are complex, γk and δk are zero).
The digital filter then consists in computing (possibly) for
all time
x¯(t) =
∫ +∞
−∞
h¯(t− τ)s¯(τ)dτ,
h¯(t) =
1
2pi
∫ +∞
−∞
H¯(ω)e−iωtdω.
3. Deriving a ﬁltering formula in the general
context
3.1 A summation formula
The impulse response h¯(t) can be split in contributions for
each frequency sample h¯(t) =
∑
k hk(t) with
hk(t) =
1
2pi
∫ ωk
ωk−1
(αk + βkω)e
i(γk+δkω)e−iωtdω
for which we will give an explicit expression in Section
3.2. Although the piecewise linear function H¯(ω) has a
compact support (we only have a finite number of sam-
ples), the functions hk(t) have an infinite support. This
is not a problem since the convolution will involve s¯(t)
which has a compact support. The convolution reads
x¯(t) =
∫ +∞
−∞
h¯(t− τ)s¯(τ)dτ
=
∑
n
∫ tn
tn−1
h(t− τ)sn(τ)dτ
=
∑
n
∑
k
∫ tn
tn−1
hk(t− τ)(an + bnτ)dτ
=
∑
n
(
an
∑
k
h0nk(t) + bn
∑
k
h1nk(t)
)
where
h0nk(t) =
∫ tn
tn−1
hk(t− τ)dτ,
h1nk(t) =
∫ tn
tn−1
hk(t− τ)τdτ.
We obtain a summation formula as in the classical FIR
filtering case where it takes the form of a discrete convo-
lution. To be closer to this classical case, we should write
this as
x¯(t) =
∑
n
sn
∑
k
hnk(t),
which is possible but the effective expression depends on
the type of interpolation used (piecewise constant or lin-
ear).
There remains to make explicit these two types of elemen-
tary contributions.
3.2 Elementary impulse responses
A straightforward computation of the integral formulation
for hk(t) yields
hk(t) =
αke
iγk
2pi
∫ ωk
ωk−1
ei(δk−t)ωdω
+
βke
iγk
2pi
∫ ωk
ωk−1
ei(δk−t)ωωdω
=
αke
iγk
(
ei(δk−t)ωk − ei(δk−t)ωk−1
)
2pii(δk − t)
+
βke
iγk
(
ωke
i(δk−t)ωk − ωk−1e
i(δk−t)ωk−1
)
2pii(δk − t)
+
βke
iγk
(
ei(δk−t)ωk − ei(δk−t)ωk−1
)
2pi(δk − t)2
.
These formulae seem singular when t = δk. This is not
the case and has no reason to be since the function we in-
tegrate is smooth with respect to all parameters and vari-
ables. The limiting value for t = δk is clearly
hk(δk) =
αke
iγk
2pi
∫ ωk
ωk−1
dω +
βke
iγk
2pi
∫ ωk
ωk−1
ωdω
=
eiγk
2pi
δωk(αk + βk
1
2
(ωk−1 + ωk)).
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3.3 Elementary summation coefﬁcients
A quick glance at the explicit expression of hk(t) clearly
provides the impression that the explicit formulae for
h0nk(t) and h
0
nk(t) will not fit in the columns here. We
will give only their flavor. Indeed we want to compute the
time integrals of of hk(t− τ) and hk(t− τ)τ for τ ∈ In.
This leads to integrate the product of a rational function
with a complex exponential function. The results cannot
be given in terms of simple functions but only in terms of
the exponential integral function
Ei(ix) = −
∫
∞
x
eiy
dy
y
+ i
pi
2
.
We give in the next section a simple example of elemen-
tary summation coefficient calculation in the piecewise
linear context.
4. A simple and ideal example
4.1 Computation of the coefﬁcients
Our sampling for the filter transfer function yields a par-
ticularly simple formulation for the ideal low-pass filter
which is 1 on the frequency interval [−ωc, ωc] and zero
elsewhere. This yields a single sample (1, 2ωc) and lin-
early interpolated coefficients α1 = 1, β1 = 0, γ1 = 0
and δ1 = 0. The expression for the elementary impulse
response is
h1(t) =
(
e−iωct − eiωct
)
−2piit
=
ωc
pi
sinc(ωct).
Then we have to compute
h0n1(t) =
∫ tn
tn−1
h1(t− τ)dτ = −
∫ t−tn
t−tn−1
h1(τ)dτ
= −
1
pi
(Si(ωc(t− tn))− Si(ωc(t− tn−1)),
where Si is the special function known as sine integral and
defined by
Si(x) =
∫ x
0
sin(y)
dy
y
=
1
2i
(Ei(ix)− Ei(−ix)) +
pi
2
,
and
h1n1(t) =
∫ tn
tn−1
h1(t− τ)τdτ
= −
∫ t−tn
t−tn−1
h1(τ)(t− τ)dτ
= t h0n1(t) +
1
pi
∫ t−tn−1
t−tn
sin(ωcτ)dτ
= t h0n1(t)−
1
piωc
(cos(ωc(t− tn))
− cos(ωc(t− tn−1))).
This case is simple due to its minimal number of samples
in the frequency domain, but it displays all the difficulties
of the general case, i.e. the need to evaluate special func-
tions. These functions are built in many libraries in view
of a numerical implementation of these algorithms. More-
over these functions are however very smooth: the Si func-
tion for example is almost linear in the neighborhood of 0
and tends to ±pi/2 at ±∞ with very gentle oscillations.
This feature makes possible the construction of efficient
lookup tables in view of a hardware implementation.
4.2 Numerical results
To illustrate this simple example we filter the signal
s(t) = 0.45 sin(2pit) + 0.45 sin(10pit) + 0.9
with the ideal low pass filter with the cutoff frequency
ωc = 4pi. The theoretical result is therefore supposed to
be
x(t) = 0.45 sin(2pit) + 0.9.
This is not the typical sort of signal which is sup-
posed to be addressed by our technique since it
is not a sporadic one and a relatively large num-
ber of samples are taken. We perform the com-
putations within the MATLAB SPASS (Signal Pro-
cessing for ASynchronous Systems) framework
(http://ljk.imag.fr/membres/Brigitte.Bidegaray/SPASS/).
This signal is sampled with a M -bit Asynchronous A/D
Converter (AADC) which leads to a level crossing sam-
pling over the amplitude range [0, 1.8].
We can choose as we want the times at which the filtered
signal is computed. To display the results we choose the
sequence of times tm = .17m (m integer) to have sam-
pling points dispatched irregularly over the obtained solu-
tion.
On Figure 1, you can see the result for a linear interpola-
tion of the signal non-uniform samples and a 3-bit AADC.
We plot continuous functions with lines: the initial signal
s(t) (dashed line) and the theoretical filtered signal x(t)
(solid line). We plot the sampled results with markers: the
non-uniformly sampled initial signal sn (asterisk markers)
and the computed filtered samples xm (circle markers) at
times tm.
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Figure 1: Filtering result. Initial signal (dashed line),
theoretical filtered signal (solid line), non-uniformly sam-
pled initial signal (asterisk markers) and computed filtered
samples (circle markers).
SAMPTA'09 262
This very simple test case has quite a low number of pa-
rameters compared to the full problem for which we can
finely tune the filter transfer function sampling for exam-
ple. We compare here the results obtained for a zeroth and
a first order interpolation of the signal and for different
values (2, 3, 4 and 5) of the AADC resolution. On Table
1 we give the relative l1 error between computed filtered
samples xm at times tm = .01m (m integer) and the the-
oretical values x(tm).
0th order 1st order
M = 2 0.0608 0.0584
M = 3 0.0076 0.0046
M = 4 0.0052 0.0045
M = 5 0.0046 0.0045
Table 1: l1 error of the filtering method for 0th and first
order interpolation of the signal and and M bit resolution
of the AADC (M = 2, 3, 4, 5).
In the case of the 2-bit AADC, there are 2.8 points per
wavelength for the highest frequency part of the signal.
This is a very low rate, and we are however able to have
only 6% error on the filtered result which is quite suffi-
cient for a large range of applications. The other results
all show less than 1% error. The values displayed on Ta-
ble 1 are very dependent on the choice of the function to
filter. Finer results (allowing less than .45% error) should
certainly be obtained by using a higher order interpolation
for the signal.
5. Conclusions
We have presented a novel approach to FIR filtering based
on the non-uniform sampling of the signal but also the
non-uniform sampling in frequency of the filter transfer
function. The final result is complex but is nonetheless
possible to implement in hardware devices and of course
in numerical codes. This complexity is balanced by the
very low number of samples and the relatively low number
of operations needed for each evaluation. This approach
is very promising to achieve a lower power consumption
in mobile systems.
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ABSTRACT
This paper deals with the problem of adaptive digital trans-
mission systems for lossless reconstruction. A new system,
based on the principle of non-uniform transmission, is pro-
posed. It uses a recently proposed algorithm for adaptive sta-
ble identification and robust reconstruction of AR processes
subject to missing data. This algorithm offers at the same time
an unbiased estimation of the model’s parameters and an op-
timal reconstruction in the least mean square sense. It is an
extension of the RLSL algorithm to the case of missing obser-
vations combined with a Kalman filter for the prediction. This
algorithm has been extended to 2D signals. The proposed
method has been applied for lossless image compression. It
has shown an improvement in bit rate transmission compared
to the JPEG2000 as well as the JPEG-LS standards.
Index Terms— adaptive, lossless, compression
1. INTRODUCTION
Lossless compression methods are important in many medi-
cal applications where large data set need to be transmitted
without any loss of information. Actually, some lesions risk
becoming undetectable due to the effects of lossy compres-
sion. General lossless compression coders are considered to
be composed of two main blocks: a data decorrelation block
and an entropy coder for the decorrelated data. Two main ten-
dencies may be noticed for the methods used for the decorre-
lation step: methods based on wavelet transforms and meth-
ods based on predictive coding. They have led to the main
compression standards : the JPEG2000 for the former group
of methods [1], the JPEG-LS for the latter [2]. Intensive at-
tention is paid to transform based compression methods with
many algorithms which perform well regarding the bit rate
such as SPIHT [3], QT [4], etc.
All these coders use a uniform transmission of the binary el-
ements to transmit. In a previous paper [5], the design of dig-
ital systems based upon non-uniform transmission of signal
samples was introduced. The idea behind is to avoid sending
a sample if it can be efficiently predicted, e.g. with a pre-
diction error smaller than the quantization one, thus reduc-
ing the average transmission bit rate and increasing the signal
to noise ratio (SNR). A speech coder based on the Adaptive
Pulse Code Modulation (ADPCM) principle and non-uniform
transmission of signals have already been proposed in [6]. It
uses the Least Mean Square (LMS)-like algorithm [7] for the
prediction of the samples that were not sent. However, this al-
gorithm converges toward biased estimations of the model’s
parameters and does not use an optimal predictor in the least
mean square sense. Recently, we proposed a Recursive Least
Square Lattice (RLSL) algorithm for adaptive stable identifi-
cation of non stationary Autoregressive (AR) processes sub-
ject to missing data, using a Kalman filter as a predictor [8].
This algorithm is fast, guarantees the stability of the model
identified and offers at the same time an optimal reconstruc-
tion error in the least mean square sense and an unbiased esti-
mation of the model’s parameters in addition to the fast adap-
tivity to the variations of the parameters in the case of non sta-
tionary processes. Non stationnary AR processes can model a
large number of signals in practical situations, such as images
in the bi-dimensional case [9]. A new lossless image coder
based on a non-uniform transmission principle is proposed:
it is based on an adaptation of the algorithm proposed in [8]
for optimal prediction and identification of 2D AR processes
subject to missing observations.
In the following, begin by presenting the non-uniform trans-
mission idea for lossless compression. In a second part, the
adaptive algorithm for reconstruction of AR processes with
missing observations [8] is described and extended to 2D AR
processes. Its integration into a non-uniform transmission
system is studied in the third section. Finally, an example
illustrates the performances of the proposed system. It is com-
pared to a uniform digital transmission system : the JPEG2000.
2. NON-UNIFORM TRANSMISSION SYSTEM FOR
LOSSLESS RECONSTRUCTION
The proposed system uses predictive coding and non-uniform
transmission to reduce the bit rate transmission. An AR sig-
nal modeling is considered for the prediction. Let xn be the
amplitude of the signal at time n. The prediction of a sample
will be noted xˆn,P and the prediction error en,P = xn−xˆn,P .
In the receiver, a sample xn is predicted using the estimated
model parameters at time n− 1, aˆn−1, and the available sam-
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ples. The key ideas of the proposed system are the following.
If en,P ≈ 0, xn is replaced by xˆn,P in the receiver without
any loss, requiring only one bit flag to be transmitted for the
first and the last sample where en,P ≈ 0. If an efficient pre-
diction method for non-uniformly sampled data is used, the
above situation occurs many times during the transmission.
This is the case for example outside the region of interest of
the image where the sample value is constant or null. The
whole number of transmitted samples is thus considerably re-
duced. As some of the samples are not transmitted, the re-
ceiver has to deal with the problem of online identification
and reconstruction of signals subject to missing samples. The
probability law of the prediction error of the image to transmit
is then used to adapt the number of bit coding the prediction
error in the case where it is non zero.
3. PREDICTION/RECONSTRUCTION FOR
NON-UNIFORMLY SAMPLED DATA
3.1. Kalman RLSL algorithm
Let {xn} be an AR process of order L with parameters {ak},
and {ǫn} the corresponding innovation process of variance
σ2ǫ . The loss process is modeled by an i.i.d binary random
variable {cn}, where cn = 1 if xn is available, otherwise
cn = 0. Let {zn} be the reconstruction of the process {xn}.
If xn is available zn = xn, otherwise, zn = xˆn, the predic-
tion of xn. In order to identify, in real time, the AR process
subject to missing data, the algorithm proposed in [8] can be
summarised as follows. The reflection coefficients of the lat-
tice structure are determined by minimizing the weighted sum
of the quadratic forward, f
(l)
t , and backward, b
(l)
t , prediction
errors :
E(l)n =
n∑
i=1
wn−i
(
f (l)2n + b
(l)2
n
)
. (1)
A Kalman filter provide an optimal prediction of the signal
using the AR estimated parameters. These parameters are
deduced from the estimated reflection coefficients using the
Durbin Levinson recursions. At time n + 1, the first line of
the matrix A of the state space representation of an AR pro-
cess is built with aˆ
(L)⊤
n , the vector of the parameters estimated
at time n. The matrix is then named An+1.
An+1 =


aˆ
(L)
1,n . . . . . . aˆ
(L)
L,n
1 0 0
. . .
...
0 1 0

 ,
Pn+1|n = An+1Pn|nA
⊤
n+1 +Rǫ,
xˆn+1|n = An+1xˆn|n
yˆn+1|n = cn+1xˆn+1|n
(2)
If xn+1 is available, i.e. cn+1 = 1,
Kn+1 = Pn+1|ncn+1(c
⊤
n+1Pn+1|ncn+1)
−1, (3a)
Pn+1|n+1 = (Id −Kn+1c
⊤
n+1)Pn+1|n, (3b)
xˆn+1|n+1 = xˆn+1|n +Kn+1(yn+1 − yˆn+1|n) (3c)
The predictions of the previous missing data up to time n −
L + 1 are updated thanks to the filtering of the state in equa-
tion (3c). It is convenient now to calculate all the variables
of the lattice filter since the last available observation at time
n − h, where h ≥ 0 depends on the observation pattern. At
each time t, for n − h + 1 ≤ t ≤ n + 1, the recursive equa-
tions of the RLSL algorithm given by (5) are applied to es-
timate the different reflection coefficients kˆ
(l)
t and prediction
errors fˆ
(l)
t , bˆ
(l)
t for 1 ≤ l ≤ L. The values of the forward and
backward prediction errors are initialized using the updated
estimates of the missing samples (those contained within the
filtered state xˆn+1|n+1), i.e. fˆ
(0)
t = bˆ
(0)
t = xˆt|n+1.
Hence,
• For t = n− h+ 1 to n+ 1
– Initialize for l = 0
fˆ
(0)
t = bˆ
(0)
t = xˆt|n+1, kˆ
(0)
t = 1, (4)
– For l = 1 to min(L, n)
C
(l)
t = λC
(l)
t−1 + 2fˆ
(l−1)t bˆ
(l−1)
t−1 , (5a)
D
(l)
t = λD
(l)
t−1 + fˆ
(l−1)2
t + bˆ
(l−1)2
t−1 , (5b)
kˆ
(l)
t = −
C
(l)
t
D
(l)
t
, (5c)
fˆ
(l)
t = fˆ
(l−1)
t − kˆ
(l)
t bˆ
(l−1)
t−1 , (5d)
bˆ
(l)
t = bˆ
(l−1)
t−1 − kˆ
(l)
t fˆ
(l−1)
t , (5e)
– end
• end.
The AR parameters at time n+1, (aˆ
(L)
i,n+1)1≤i≤L, are deduced
from the reflection coefficients (kˆ
(l)
n+1)1≤i≤L using the Durbin
Levinson recursions. owever if xn+1 is absent, cn+1 = 0, the
predicted state, xˆn+1|n, is not filtered by the Kalman filter,
and the parameters are not updated since the reflection coeffi-
cients (kˆ
(l)
n+1)1≤l≤L are not yet calculated,
Kn+1 = 0, (6a)
Pn+1|n+1 = Pn+1|n, (6b)
xˆn+1|n+1 = xˆn+1|n, (6c)
aˆ
(L)
n+1 = aˆ
(L)
n . (6d)
The cost function minimized by this algorithm is the weighted
mean of all quadratic prediction errors. When a sample is
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missing, the prediction error can not be calculated, it is re-
placed by its estimation. Indeed, recall that in order to update
the reflection coefficients at a time n, the lattice filter variables
must have been calculated at all previous times. Therefore,
using this algorithm, the lattice filter variables are estimated
at all times even when a sample is missing. Consequently,
this algorithm presents an excellent convergence behavior and
have fast parameter tracking capability even for a large prob-
ability of missing a sample. The computational complexity of
this algorithm is found to be O((1 − q)NL2), where q is the
bernoulli’s probability of losing a sample,N is the size of the
signal and L the order of the AR model.
3.2. Adaptation to 2D signals
A first solution to use the previous algorithm for 2D signals
is to use the classical video scanning of the image in order to
get a 1D signal. However, only a 1D decorrelation is achieved
using this method.
In order to get a 2D decorrelation of the image, a 2D AR
predictor xˆi,j of the sample xi,j (7) must be used in addition
to the video scanning of the image.
 
( )jix ,
n
m
S
Fig. 1. AR 2D: prediction support
xˆi,j =
∑
n,m∈S
aˆn,mxi−n,j−m (7)
In order to integrate this 2D AD predictor into the previous
algorithm, the first line of the A matrix is built with the aˆn,m
parameters, and the regressor vector [xn−1 . . . xn−L]
⊤
is re-
placed by [xi−1,j . . . xi−n,j−m . . . xi−p,j−q]
⊤
. The renum-
bering task excepted, to built the A matrix, the computational
time of these 2D algorithm is similar to the 1D one.
4. PROPOSED ADAPTATIVE TRANSMISSION
ALGORITHM
In this section, we propose to use the algorithms discussed
in section 3 as efficient predictors in the non uniform trans-
mission system proposed in section 2 in order to minimize
the number of bit to transmit. At each time n, knowing all
transmitted samples and using the same identification and re-
construction method as the one used in the receiver, the trans-
mitter evaluates the signal reconstruction performance in the
receiver. This can be done by comparing the receiver predic-
tion error, |en,P |, with different thresholds, S1 ≈ 0,S2, ...,Si.
Thus, if the receiver is able to reconstruct the sample with-
out error (error greatly smaller than the quantification error
(1e−5)), only a one bit flag is transmitted to indicate the first
and the last missing sample. The number of thresholds Si and
their values are chosen according to the probability law of the
prediction error to transmit only the Bi bits required to code
the prediction error for each threshold. The proposed coding
decoding algorithm can be summarized, at a time n, as:
• In the transmitter:
. en,P = xn − xˆn,P
. if (|en,P | = 1e
−5 and |en−1,P | > 1e
−5 or |en,P | >
1e−5 and |en−1,P | = 1e
−5), one bit flag is transmitted,
. else if |en,P | < S2,
. if |en,P | < S3, B3 bits are transmitted,
. else B2 bits are transmitted,
. else B1 bits are transmitted.
• In the receiver, the method described in 3 is used for
adaptive identification and reconstruction of a signal
subject to missing data: if a new sample is received,
the AR parameters are updated. Otherwise, the miss-
ing sample is predicted in terms of the past available
samples and the current estimation of the parameters.
5. SIMULATIONS
The performances of both proposed methods are compared to
the JPEG2000. The first method uses a 1D ARmodel of order
3 of the signal. In the second method, the image is modeled
by a 2D AR process of order (2, 2). The performances of the
different methods are evaluated in term of bit rate (in bpp) on
CT images. The PSNR is computed for the proposed methods
to show the lossless reconstruction of the image. The PSNR
which have been reached for all the simulations corresponds
to the infinity value. Table 1 shows the results for CT images
of (512x512x12) bits presented in figures 2, 3 and 4 (Images
courtesy of Dr Kopans, MGH Boston, USA. Tomosynthesis
investigational device from GEHealthcare (Chalfont St Giles,
UK)). In these images the prediction error is in most of the
case small (lower than 32), but for the pixels of the edge of
the ROI the prediction error requires 12 bits to be coded. Con-
sequently, the following values are chosen for the number of
bit to code the prediction error : B1 = 13, B2 = 8, B3 = 6.
6. CONCLUSION
A new digital transmission system for lossless image recon-
struction has been proposed. It is based on a non-uniform
transmission principle and on extensions to 2D of the algo-
rithm proposed in [8] for real time identification and recon-
struction of AR processes subject to missing data. The pro-
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Fig. 2. CT1 image
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Fig. 3. CT2 image
posed methods, applied on CT images, has shown in their two
forms (2D as well as 1D) an improvement in bit rate compar-
ing to the JPEG2000 and JGPEG-LS standards. Comparing
to the JPEG2000, significant gains for lossless compression
are reached: 3.4% for CT3 image up to 4.6% for CT1 image.
Comparing to the JPEG-LS, the most significant gains (2.7%
up to 3.6%) are reached for CT2 and CT1 images where the
RLE coding of the JPEG-LS is not used.
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Abstract:
We present several consequences of the geometric ap-
proach to image sampling and reconstruction we have pre-
viously introduced. We single out the relevance of the ge-
ometric method to the vector quantization of images and,
more important, we give a concrete and candidate for the
optimal embedding dimension in Zador’s Thorem. An ad-
ditional advantage of our approach is that that this pro-
vides a constructive proof of the aforementioned theorem,
at least in the case of images. Further applications are also
briefly discussed.
1. Introduction
In recent years it became common amongst the signal pro-
cessing community, to consider images and other signals
as well, as Riemannian manifolds embedded in higher di-
mensional spaces. Usually, the embedding manifold is
taken to be Rn, but other options can, and had been con-
sidered. Along with that, sampling is an essential prelimi-
nary step in processing of any continuous signal by a dig-
ital computer. This step lies at heart of any digital pro-
cessing of any (presumably continuous) data/signal. It is
therefore natural to strive to achieve a sampling method
for images, viewed as such, that is as higher dimensional
dimensional objects (i.e. manifolds), rather than their rep-
resentation as 1-dimensional signals. In consequence, our
sampling and reconstruction techniques stem from the the
fields of differential geometry and topology, rather than
being motivated by the traditional framework of harmonic
analysis. More precisely, our approach to Shannon’s Sam-
pling Theorem is based on sampling the graph of the sig-
nal, considered as a manifold, rather than a sampling of
the domain of the signal, as is customary in both theoreti-
cal and applied signal and image processing. In this con-
text it is important to note that Shannon’s original intuition
was deeply rooted in the geometric approach, as exposed
in his seminal work [14].
Our approach is based upon the following sampling the-
orem for differentiable manifolds that was recently pre-
sented and applied in the context image processing [12]:
Theorem 1 Let Σn ⊂ RN , n ≥ 2 be a connected, not
necessarily compact, smooth manifold, with finitely many
compact boundary components. Then, there exists a sam-
pling scheme of Σn, with a metric density D = D(p) =
D
(
1
k(p)
)
, where k(p) = max{|k1|, ..., |kn|}, and where
k1, ..., kn are the principal curvatures of Σ
n, at the point
p ∈ Σn.
In particular, ifΣn is compact, then there exists a sampling
of Σn having uniformly bounded density. Note, however,
that this is not necessarily the optimal scheme (see [12]).
The constructive proof of this theorem is based on the ex-
istence of the so-called fat (or thick) triangulations (see
[11]). The density of the vertices of the triangulation (i.e.
of the sampling) is given by the inverse of the maximal
principal curvature. An essential step in the construction
of the said triangulations consists of isometrically embed-
ding of Σn in some RN , for large enough N (see [10]),
where the existence of such an embedding is guaranteed
by Nash’s Theorem ([9]). Resorting to such a powerful
tool as Nash’s Embedding Theorem appears to be an im-
pediment of our method, since the provided embedding
dimension N is excessively high (even after further refine-
ments due to Gromov [4] and Gu¨nther [5]). Furthermore,
even finding the precise embedding dimension (lower than
the canonical N ) is very difficult even for simple mani-
folds. However, as we shall indicate in the next section,
this high embedding dimension actually becomes an ad-
vantage, at least from the viewpoint of information theory.
The resultant sampling scheme is in accord with the clas-
sical Shannon theorem, at least for the large class of (ban-
dlimited) signals that also satisfy the condition of being C2
curves. In our proposed geometric approach, the radius of
curvature substitutes for the condition of the Nyquist rate.
To be more precise, our approach parallels, in a geomet-
ric setting, the local bandwidth of [7] and [16]. In other
words, manifolds with bounded curvature represent a gen-
eralization of the locally band limited signals considered
in those papers.
We concentrate here only on some of the consequences
of Theorem 1. More precisely, we present, in Sections 2
and 3, two applications of our geometric sampling method
and of the embedding technique employed in the proof,
namely to the vector quantization of images and to de-
termining the embedding dimension in Zador’s Theorem,
respectively. Further directions of study are briefly dis-
cussed in the concluding section.
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2. Vector Quantization for Images
A complementary byproduct of the constructive proof of
Theorem 1 is a precise method of vector quantization (or
block coding). Indeed, the proof of Theorem 1 consists
in the construction of a Voronoi (Dirichlet) cell complex
{γ¯nk } (whose vertices will provide the sampling points).
The centers ak of the cells (satisfying a certain geometric
density condition) represent, as usual, the decision vec-
tors. An advantage of this approach, besides its simplic-
ity, is entailed by the possibility to estimate the error in
terms of length and angle distortion when passing from
the cell complex {γ¯nk } to the Euclidean cell complex {c¯
n
k}
having the same set of vertices as {γ¯nk } (see [10]). In-
deed, in contrast to other related studies, our method not
only produces a piecewise-flat simplicial approximation
of the given manifold, it also actually renders a simpli-
cial complex on the manifold. Moreover, one can actually
compute the local distortion resulting by passing from the
Euclidean geometry of the piecewise-flat approximation
to the intrinsic geometry of its projection on the manifold.
If M = Mn is a manifold without boundary, then locally,
for any triangulation patch the following inequality holds
[10]:
3
4
dM (x, y) ≤ deucl(x¯, y¯) ≤
5
3
dM (x, y) ;
where deucl, dM denote the Euclidean and intrinsic met-
ric (on M ) respectively, and where x, y ∈ M and x¯, y¯
are their preimages on the piecewise-flat complex. For
manifolds with boundary, the same estimate holds (for the
intM and ∂M ), except for a (small) zone of “mashing”
triangulations (see [11]), where the following weaker dis-
tortion formula is easily obtained:
3
4
dM (x, y)−f(θ)η∂ ≤ deucl(x¯, y¯) ≤
5
3
dM (x, y)+f(θ)η∂ ;
where f(θ) is a constant depending on the θ =
min {θ∂ , θint M} – the fatness of the triangulation of ∂M
and intM, respectively, and η∂ denotes themesh of the tri-
angulation of a certain neighbourhood of ∂M (see [11]).
In other words, the (local) projection mapping pi between
the triangulated manifoldM and its piecewise-flat approx-
imation Σ is (locally) bi-lipschitz if M is open, but only
a quasi-isometry (or coarsely bi-lipschitz) if the boundary
of M is not empty.
But the main advantage of a geometric sampling of im-
ages resides in the fact that the sampling is done according
to the geometric, hence intrinsic, features of the image,
rather in the arbitrary (as far as features are concerned)
manner of classical approach that transforms the image
into a 1-dimensional array (signal). Therefore, the result-
ing sampling is adaptive, hence sparse in regions of low
curvature, and, as shown in [1], it is even compressive in
some special cases.
3. Zador’s Theorem
A more important application stems, however, from
Zador’s Theorem [15], implying that we can turn into an
advantage the inherent “curse of dimensionality”. Indeed,
by of Zador’s Theorem, the average mean squared error
per dimension:
E =
1
N
∫
RN
deucl(x, pi)p(x)dx ,
pi being the code point closest to x and p(x) denoting
the probability density function of x, can be reduced by
making avail of higher dimensional quantizers (see [2]).
Since for embedded manifolds it obviously holds that
p(x) = p1(x)χM , we obtain:
E =
1
N
∫
Mn
deucl(x, pi)p1(x)dx ,
It follows that, if the main issue is accuracy, not simplicity,
then 1-dimensional coding algorithms (such as the classi-
cal Ziv-Lempel algorithm) perform far worse than higher
dimensional ones. Of course, there exists an upper limit
for the coding dimension, since otherwise one could just
code the whole data as one N -dimensional vector (albeit
of unpractically high dimension). The geometric coding
method proposed here provides a natural high dimension
for the quantization ofMn – the embedding dimensionN .
Moreover, it closes (at least for images and any other data
that can be represented as Riemannian manifolds) an open
problem related to Zador’s Theorem: finding a construc-
tive method to determine the dimension of the quantizers
(Zador’s proof is nonconstructive). In fact, for a uniformly
distributed input (as manifolds, hence noiseless images,
can assumed to be, at least in first approximation) a better
estimate of the average mean squared error per dimension
can be obtained, namely:
E =
1
N
∫
Mn
deucl(x, pi)dx∫
Mn
dx
=
1
N
∫
Mn
deucl(x, pi)dx
Vn(Mn)dx
,
where Vn denotes the n-dimensional volume (area) of M .
Whence, for compact manifolds one obtains the following
expression for E :
E =
1
N
∫
Mn
deucl(x, pi)dx∑m
i
∫
Vi
dx
=
1
N
∫
Mn
deucl(x, pi)dx∑m
i Vn(Vi)dx
,
where Vi represent the Voronoi cells of the partition.
Moreover, we have the following estimate for the quan-
tizer problem, that is: Chose centers of cells such that the
quantity
Q =
1
N
1
m
∫
Mn
deucl(x, pi)dx(
1
m
∑m
i Vn
)1+ 2
N
.
is minimized. Here, again, the high embedding dimension
N furnishes us with yet an additional advantage. Indeed,
manifolds N increases dramatically, even for compact
manifolds and even taking into consideration Gromov’s
and Gu¨nther’s improvement of Nash’s original method
(see [4], resp. [5]). For instance, n = 2 requires em-
bedding dimension N = 10 and n = 3 the necessitates
N = 14. Hence, for large enough n one can write the
following rough estimate:
SAMPTA'09 269
Q ≈
1
N
∫
Mn
deucl(x, pi)dx∑m
i Vn
.
4. Conclusions and Future work
As we have stressed above, our geometrical approach to
sampling lends itself to consideration of a much broader
range of topics in communications, for such problems
as Coding, Channel Capacity, amongst others (see [13]).
In particular, and almost as an afterthought of the ideas
presented in Section 2, it offers a new method for PCM
(pulse code modulation – see [2] for a brief yet lucid pre-
sentation) of images, considered as such and not as 1-
dimensional signals. This approach is endowed with an
inherent advantage in that the sampling points are asso-
ciated with relevant geometric features (via curvature) of
the image, viewed as a manifold of dimension≥ 2, and are
not chosen via the Nyquist rate of some rather arbitrarily
computed 1-dimensional signal. Moreover, the sampling
is in this case adaptive and, indeed, compressive, lending
itself to interesting technological benefits.
The implementation of the PCM method described above,
as well as experimenting with the geometric quantization
method, represent the applicative directions of study that
are natural and interesting to pursue further. A better un-
derstanding of the geometry of images, included color,
texture and other relevant features, in terms of curvature,
represent the theoretical directions to be pursued in future.
In particular, determining the lowest embedding dimen-
sion and finding global curvature constraints are, as we
have seen, important for a highly compressive sampling.
5. The role of curvature
We briefly discuss here the crucial role of curvature in de-
termining the embedding dimension (and hence the Zador
dimension) by illustrating it on a “toy” example, namely
that of the torus.
For a “round” torus of revolution T 2r in R
3, the embed-
ding dimension is N = 3, since the metric of T 2r is the
intrinsic one induced by the Euclidian one of the ambi-
ent space R3, thus in this case our method does not depart
too much from standard ones. However, if one consid-
ers the flat torus T 2f , i.e. of Gaussian curvature K ≡ 0,
then the minimal dimension needed for isometric embed-
ding is N = 4 (see, e.g. [3]). (Before we proceed further,
let us note that such tori arise naturally when considering
planar rectangles with opposite sides identified – that is,
“glued” – via translations. In a practical context, these
would model 2-dimensional repetitive patterns on a com-
puter screen, e.g. screen savers. Flat tori also appear in
another context relevant to Computer Graphics and Im-
age Processing, namely as solutions for discrete curvature
flows (on triangular meshes), see e.g. [8].) In general,
given a 2-dimensional torus, equipped with generic Rie-
mannian metric, the whole range of dimensions, up to,
and including, the one prescribed by the Nash-Gromov-
Gu¨nther Theorem, is possible. There are huge differences
arising not only from the sign of the curvature, but from
its “speed of change” as well – for a exhaustive treatment
of this subject see [6].
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1. Introduction and preparation
Given a probability space
(
Ω,F,P
)
and the related
Hilbert–space L2(Ω) := {X : E|X|
2 < ∞}. Let us con-
sider a non–stationary, centered stochastic L2(Ω)–process
ξ : R × Ω 7→ R having covariance function (associated to
some domain Λ ⊆ R with some sigma–algebra σ(Λ)) in
the form:
B(t, s) =
∫
Λ
∫
Λ
f(t, λ)f∗(s, µ)Fξ(dλ, dµ), (1)
with analytical exponentially bounded kernel function
f(t, λ), while Fξ is a positive definite measure on R
2 pro-
vided the total variation ‖Fξ‖(Λ,Λ) of the spectral distri-
bution function Fξ such that satisfies
‖Fξ‖(Λ,Λ) =
∫
Λ
∫
Λ
∣∣Fξ(dλ, dµ)∣∣ <∞.
(We mention that the sample function ξ(t) ≡ ξ(t, ω0) and
f(t, λ) possess the same exponential types [1, Theorem
4], [11, Theorem 3]). Then, by the Karhunen–Crame´r the-
orem the process ξ(t) has the spectral representation as a
Lebesgue integral
ξ(t) =
∫
Λ
f(t, λ)Zξ(dλ); (2)
in (1) and (2)
Fξ(S1, S2) = EZξ(S1)Z
∗
ξ (S2) S1, S2 ⊆ σ(Λ).
Such a process will be called Piranashvili process in the
sequel [11], [12].
Being f(t, λ) entire, it possesses the Maclaurin expansion
f(t, λ) =
∑∞
n=0 f
(n)(0, λ)tn/n!. Put
γ := sup
Λ
c(λ) = sup
Λ
lim
n
n
√
|f (n)(0, λ)| <∞ . (3)
As the exponential type of f(t, λ) is equal to γ, for all
w > γ there holds
ξ(t) =
∑
n∈Z
ξ
(npi
w
) sin(wt− npi)
wt− npi
, (4)
uniformly in the mean square and in the almost sure sense
[11, Theorem 1]. This result we call Whittaker–Kotel’-
nikov–Shannon (WKS) stochastic sampling theorem [12].
Specifying Fξ(x, y) = δxyFξ(x) in (1) we conclude the
Karhunen–representation of the covariance function
B(t, s) =
∫
Λ
f(t, λ)f∗(s, λ)Fξ(dλ).
Also, putting f(t, λ) = eitλ in (1) one gets the Loe`ve-
representation:
B(t, s) =
∫
Λ
∫
Λ
ei(tλ−sµ)Fξ(dλ, dµ).
Here is c(λ) = |λ|. Therefore, WKS–formula (4) holds
for all w > γ = sup |Λ|. Then, the Karhunen process
with the Fourier kernel f(t, λ) = eitλ we recognize as the
weakly stationary stochastic process having covariance
B(τ) =
∫
Λ
eiτλFξ(dλ), τ = t− s.
Deeper insight into different kind harmonizabilities
present [5, 13, 14] and the related references therein. Fi-
nally, using Λ = [−w,w] for some finite w in this con-
siderations, we get the band–limited variants of the same
kind processes.
By physical and applications reasons the measured sam-
ples in practice may not be the exact values of the mea-
sured process ξ(t), or its covariance B(t, s) itself, near to
the sample time tn, but only the local average of the signal
ξ near to tn. So, the measured sample values will be
〈ξ, un〉U =
∫
U
ξ(x)un(x)dx, U = supp(un) (5)
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for a sequence u :=
(
un(t)
)
n∈Z
of non–negative, norma-
lized, that is 〈1, un〉 ≡ 1, averaging functions such that
supp(un) ⊆
[
tn − σ
′
n, tn + σ
′′
n
]
. (6)
The local averaging method was introduced by Gro¨chenig
[2] and developed by Butzer and Lei. Recently Sun
and Zhou gave some results in this direction, while the
stochastic counterpart of this average sampling was inten-
sively studied in the last three–four years by He, Song,
Sun, Yang and Zhu in a set of articles [15], [16] and their
references therein; see for example the exhaustive refer-
ences list in [4]. The listed, recently considered stochastic
average sampling results are restricted to weakly statio-
nary stochastic processes, while the approximation ave-
rage sampling sums are used around the origin.
Our intentions are to extend these results to time shifted
average sampling, considered for the very wide class of
Piranashvili processes.
2. Time shifted average sampling
Now, instead to follow the approach used in [16] we
take time shifted [7], [8] finite average sampling sum
in approximating the initial stochastic signal ξ. First,
we consider weighted average over Jn(t) :=
[
npi/w −
σ′n(t), npi/w + σ
′′
n(t)
]
for the measured value of ξ(t) at
npi/w, n ∈ IN (t) where
IN (t) := {n ∈ Z : |tw/pi − n| ≤ N}, N ∈ N.
Let Nt be the integer nearest to tw/pi.
By obvious reasons we restrict the study to
σ := max
IN (t)
sup
R
max
(
σ′n(t), σ
′′
n(t)
)
≤
pi
2w
.
Let us define the time shifted average sampling approxi-
mation sum in the form
Au(ξ; t) =
∑
Z
〈ξ, un〉Jn(t) ·
sin(wt− npi)
wt− npi
,
and its truncated variant
Au,N (ξ; t) =
∑
IN (t)
〈ξ, un〉Jn(t) ·
sin(wt− npi)
wt− npi
.
One defines mean–square, time shifted, average sampling
truncation error Tu,N (ξ; t) := E
∣∣ξ(t) − Au,N (ξ; t)∣∣2.
Now, we are interested in some reasonably simple effi-
cient mean square truncation error upper bound appearing
in the approximation ξ(t) ≈ Au,N (ξ; t).
Let us introduce some auxiliary results. As Nx stands for
the integer nearest to xw/pi, x ∈ R, let
ΓN (x) :=
{
z ∈ C : |z −Nx| ≤
(
N + 12
)
pi
w
}
, N ∈ N.
In what follows denote int(R) the interior of some R,
while the series
λ(q) :=
∞∑
n=1
1
(2n− 1)q
stands for the Dirichlet lambda function.
Theorem 1 Let f(z) be entire, bounded on the real axis
and exponentially bounded having type γ < w. Denote
Lf := sup
R
∣∣f(x)∣∣, L0(z) := 2wLf | sin(wz)|
pi(w − γ)
(
1− e−pi
) .
Then for all z ∈ int
(
ΓN (x)
)
and N ∈ N enough large it
holds ∣∣∣ ∑
Z\IN (x)
f
(
n
pi
w
) sin(wz − npi)
wz − npi
∣∣∣
≤
L0(z)e
−(N+1/2)pi(w−γ)/w
(N + 1/2)
∣∣1− |z−Nx|w(N+1/2)pi ∣∣ <
L0(z)
N
. (7)
The proving method is contour integration, following Pi-
ranashvili’s traces [11]. Denote here and in what follows
YN (ξ; t) :=
∑
IN (t)
ξ
(npi
w
) sin(wt− npi)
wt− npi
the time shifted truncated WKS restoration sum.
By simple use of (1), (2) and the Theorem 1 one deduces
the following modest generalization of [11, Theorem 2] to
time shifted case of sampling restoration procedure.
Theorem 2 Let ξ(t) be a Piranashvili process with expo-
nentially bounded kernel function f(t, λ) and let
L˜f := sup
R
sup
Λ
|f(t, λ)|,
L˜0(t) :=
2L˜fw | sin(wt)|
pi(w − γ)
(
1− e−pi
) . (8)
Then for all t ∈ int
(
ΓN (t)
)
, we have
E
∣∣ξ(t)− YN (ξ; t)∣∣2 < L˜20(t)
N2
‖Fξ‖(Λ,Λ) . (9)
Remark 1 Let us point out that the straightforward con-
sequence of (9) is not only the exact L2–restoration of the
initial Piranashvili–type harmonizable process ξ by a se-
quence of approximants YN (ξ; t) whenN →∞, but since
E
∣∣ξ(t)− YN (ξ; t)∣∣2 = O(N−2) ,
the perfect reconstruction is possible in the a.s. sense as
well (by the celebrated Borel–Cantelli Lemma).
Second, the first order difference ∆x,yB [3] of B(t, s) on
the plane satisfies(
∆x,yB
)
(t, s) = B(t+ x, s+ y)−B(t+ x, s)
−B(t, s+ y) +B(t, s)
=
∫ x
0
∫ y
0
∂2
∂u∂v
B
(
t+ u, s+ v
)
dvdu . (10)
Theorem 3 Let ξ(t) be a Piranashvili process with the
covariance B(t, t) ∈ C2(R). Let (p, q) be a conjugated
Ho¨lder pair of exponents:
1
p
+
1
q
= 1, p > 1 .
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Then we have
E
∣∣YN (ξ; t)−Au,N (ξ; t)∣∣2
≤
Cq pi
2
4w2
sup
R
∣∣B′′(t, t)∣∣ · (2N + 1)2/p , (11)
where
Cq =
(
1 +
2q+1 | sin(wt)|q
piq
λ(q)
)2/q
. (12)
PROOF. Having on mind (1), the properties of averaging
functions sequence u and (10), we clearly derive
E
∣∣YN (ξ; t)−Au,N (ξ; t)∣∣2
= E
∣∣∣ ∑
IN (t)
〈ξ
(
npi
w
)
− ξ(x), un〉Jn(t) ·
sin(wt− npi)
wt− npi
∣∣∣2
=
∑
I2
N
(t)
∫ σ′′
n
(t)
−σ′
n
(t)
∫ σ′′
m
(t)
−σ′
m
(t)
un(x+ n
pi
w )um(y +m
pi
w )
·
∫ x
0
∫ y
0
∂2
∂u∂v
B
(
u+ n piw , v +m
pi
v
)
dvdu
·
sin(wt− npi)
wt− npi
sin(wt−mpi)
wt−mpi
≤
∑
I2
N
(t)
∣∣∣ sin(wt− npi)
wt− npi
∣∣∣ ∣∣∣ sin(wt−mpi)
wt−mpi
∣∣∣
· sup
x,y≤σ
∣∣∣∣∣
∫ x
0
∫ y
0
∂2
∂u∂v
B
(
u+ n piw , v +m
pi
v
)
dvdu
∣∣∣∣∣
being u normalized. For the sake of brevity let us denote
Hσ(n,m) the sup–term in the last display. Then, by the
Ho¨lder inequality with conjugate exponents p, q; p > 1,
we get
E
∣∣YN (ξ; t)−Au,N (ξ; t)∣∣2
≤
{ ∑
I2
N
(t)
Hpσ(n,m)
}1/p{ ∑
IN (t)
∣∣∣ sin(wt− npi)
wt− npi
∣∣∣q}2/q .
It is not hard to see that for all n,m ∈ IN (t) there holds
Hσ(n,m) ≤ σ
2 sup
R2
∣∣∣∂2B(t, s)
∂t∂s
∣∣∣
≤
pi2
4w2
sup
R2
∣∣∣∂2B(t, s)
∂t∂s
∣∣∣ .
Applying now the Cauchy–Bunyakovsky–Schwarz in-
equality to the covariance ∂2B, we deduce
sup
R2
∣∣∣∂2B(t, s)
∂t∂s
∣∣∣ ≤ sup
R
∣∣∣∂2B(t, t)
∂t2
∣∣∣
= sup
R
|B′′(t, t)| .
It remains to evaluate the sum of qth power of the sinc–
functions. As
sin(wt−Ntpi)
wt−Ntpi
≤ 1
we conclude∑
IN (t)
∣∣∣ sin(wt− npi)
wt− npi
∣∣∣q
≤ 1 + C
N∑
n=1
{ 1
(n−∆)q
+
1
(n+∆)q
}
< 1 + 2C
∞∑
n=1
1
(n− 1/2)q
< 1 + 2q+1C λ(q) ,
where
C =
| sin(wt)|q
piq
.
Collecting all these estimates, we deduce (11). 
3. Main result
We are ready to formulate our upper bound result for the
mean square, time shifted average sampling truncation er-
ror Tu,N (ξ; t). The almost sure sense restoration proce-
dure has been treated too.
As we use average sampling sum Au,N (ξ; t) instead of
YN (ξ; t) to obtain asymptotically vanishing Tu,N (ξ; t), it
is not enough letting N → ∞ as in Remark 1. For av-
erage sampling we need additional conditions upon w or
σ to guarantee smaller average intervals for larger/denser
sampling grids.
Theorem 4 Assume the conditions of Theorems 2 and 3
have been fulfilled. Then, we have
Tu,N (ξ; t) ≤
2L˜20(t)
N2
‖Fξ‖(Λ,Λ)
+
Cq pi
2
2w2
sup
R
∣∣B′′(t, t)∣∣ · (2N + 1)2/p , (13)
where L˜0,Cq are described by (8), (11) respectively.
Moreover, when w = O
(
N1/2+1/p+ε
)
, ε > 0, we have
P
{
lim
N→∞
Au,N (ξ; t) = ξ(t)
}
= 1 (14)
for all t ∈ R.
PROOF. By direct calculation we deduce
Tu,N (ξ; t) = E
∣∣ξ(t)−Au,N (ξ; t)∣∣2
= E
∣∣ξ(t)− YN (ξ; t) + YN (ξ; t)−Au,N (ξ; t)∣∣2
≤ 2E
∣∣ξ(t)− YN (ξ; t)∣∣2
+ 2E
∣∣YN (ξ; t)−Au,N (ξ; t)∣∣2 .
Now, we get the asserted upper bound by (9) and (11).
To derive (14), we apply the Chebyshev inequality to eval-
uate the probability
PN := P
{∣∣ξ(t)−Au,N (ξ; t)∣∣ ≥ η} ≤ η−2Tu,N (ξ; t) .
Accordingly, since L˜0(t) = O(1) as N →∞, we have∑
N
PN ≤ K
∑
N
( 1
N2
+
(2N + 1)2/p
w2
)
<∞,
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K being a suitable absolute constant. Therefore, by the
Borel–Cantelli Lemma, the the a.s. convergence result
(14) holds true. 
Remark 2 Theorem 4 ensures the perfect time shifted av-
erage sampling restoration in the mean square sense when
w = O
(
N1/p+ε
)
, ε > 0:
lim
N→∞
Tu,N (ξ; t) = 0 .
The a.s. sense restoration (14) requires stronger assump-
tion, it holds when w = O
(
N1/2+1/p+ε
)
.
Remark 3 In both cases we use the so called approximate
sampling procedure, that is, when in the restoration proce-
dure w → ∞ in some fashion. The consequence of these
results is that we have to restrict ourselves to the case
Λ = R, such that we recognize as the non–bandlimited
Piranashvili type harmonizable process case.
The importance of approximate sampling procedures for
investigations of aliasing errors in sampling restorations
and different conditions on joint asymptotic behaviour of
N and w have been discussed in detail in [7].
4. Conclusions
We have analyzed upper bounds on truncation error for
time shifted average sampling restorations in the stochas-
tic initial signal case. The convergence of the truncation
error to zero was discussed. However, certain new ques-
tions immediately arise:
• to derive sharp upper bounds in Theorems 3 and 4;
• to obtain new results for Lp–processes using recent
deterministic findings [9], [10];
• to obtain similar results for irregular/nonuniform
sampling restoration using methods exposed in [6]
and [10].
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Abstract:
Conditions for reconstruction of multivariate homoge-
neous polynomials from sets of sample values are intro-
duced, together with a frame-based method for explic-
itly obtaining the polynomial coefficients from the sample
data.
1. Introduction
Several authors have noted the importance of interpolation
and reconstruction of multivariate polynomials from sam-
ple data in applications. Zakhor [10], for example, consid-
ered the problem of interpolation of bivariate polynomials
from irregularly spaced sample values in connection with
two-dimensional filter design and image processing. The
case of multivariate polynomials presents significant diffi-
culties not encountered with polynomials of one variable,
in particular due to the zeros of these entire functions of
several variables not being isolated as occurs in the uni-
variate setting. Consequently, it is not surprising that, in
her work, Zakhor develops conditions in which suitable
sampling sets are constrained to lie on certain algebraic
curves.
Very recent work by Varju´ [9] and Benko and Kro´o [1]
develops Weierstraß types of results for approximation
of smooth multivariate functions by homogeneous poly-
nomials. This suggests the potential utility of interpo-
lation and reconstruction of homogeneous polynomials
from sample values. It is well known that the linear space
Hk(C
n) of homogeneous polynomials of degree k in n
complex variables is isomorphic to the space Symk(Cn)
of symmetric k-tensors over Cn. This fact was used by
the authors in [3] to develop results concerning frames
and grammians on Symk(Cn). In this paper, a similar
perspective is used to derive conditions under which co-
efficients of a multivariate homogeneous polynomial of
known degree can be reconstructed explicitly from sets of
sample values. It is shown that a sampling set that suffices
for n-variate homogenous polynomials of degree k is also
suitable for reconstructing the coefficients of any homo-
geneous polynomial in n variables of degree 1 6 ℓ < k.
Further, it is noted that, modulo general position issues,
the number of samples is the crucial issue in determining
suitability of a sampling set. Nevertheless, some sampling
sets are “better” than others in that they provide snug-
ger frames and hence the numerical advantages they en-
tail. The relative merits of sampling sets in this respect
do not depend on the particular polynomial to be recon-
structed, thus allowing generically good sampling sets to
be designed before any sampling is actually carried out.
Before beginning the mathematical sections of the paper,
a few comments on notation and terminology are in order.
For x = [x(1) · · · x(n)]T and y = [y(1) · · · y(n)]T in Cn,
their inner product will be denoted by
〈x, y〉 =
n∑
j=1
x¯(j)y(j)
where the bar denotes complex conjugate; i.e., the in-
ner product is conjugate linear in its first argument and
linear in its second argument. The corresponding con-
vention will be used for inner products in other complex
Hilbert spaces. Given a finite frame X = {x1, ..., xm}
for an n-dimensional complex vector space V , the func-
tion F : V → ℓ2({1, . . . ,m}) = C
m given by F (w) =
[〈x1, w〉 . . . 〈xm, w〉]
T will be called the frame operator
associated with X , while F = F ∗F : V → V (i.e., the
composition of the adjoint of F with F ) will be called the
metric operator associated with X .
The k-fold tensor product V ⊗k of an n-dimensional vec-
tor space V is a vector space spanned by elements of the
form v1 ⊗ · · · ⊗ vk where each vi ∈ V [8]. The vector
v1 ⊗ · · · ⊗ vk has n
k coordinates {v
(ℓ)
i |i = 1, . . . , k; ℓ =
1, . . . , n}where v
(ℓ)
i denotes the ℓ
th coordinate of the vec-
tor vi. The space of symmetric k-tensors associated with
V , denoted Symk(V ), is the subspace of V ⊗k consist-
ing of those tensors which remain fixed under permutation
(see Chapter 10 of [8]). Symk(V ) is spanned by the ten-
sor powers v⊗k where v ∈ V . If V has dimension n then
dim Symk(V ) =
(
n+k−1
k
)
. Symk(V ) has a natural inner
product with the property〈
v⊗k, w⊗k
〉
Symk(V )
= 〈v, w〉
k
V . (1)
2. Sampling of Homogeneous Polynomials
It is well known (see, e.g., [8]) that Hk(C
n), the linear
space of homogeneous polynomials of total degree k in
variables z¯(1), . . . , z¯(n) is isomorphic to Symk(V ). This
section points out a connection between the condition that
X(k) = {x⊗k1 , . . . , x
⊗k
m } is a frame for Sym
k(V ) and the
reconstructability of polynomials inHk(C
n) from the val-
ues they take at sets ofm points in Cn.
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Beginning with k = 1, let w ∈ V = Sym1(V ) and denote
by [w(1) · · · w(n)]T ∈ Cn the coordinates of w in some
orthonormal basis for V . There is an obvious isomorphism
that takes w ∈ V to the polynomial pw ∈ H1(C
n) de-
fined by pw(z
(1), . . . , z(n)) = w(1)z¯(1) + · · ·w(n)z¯(n). If
X = {x1, . . . , xm} is a frame for V , the associated frame
operator F : V → Cm is given by
F (w) =


〈x1, w〉
...
〈xm, w〉

 =


pw(x
(1)
1 , . . . , x
(n)
1 )
...
pw(x
(1)
m , . . . , x
(n)
m )

 . (2)
In other words, F (w) is a vector of values obtained by
evaluating (i.e., “sampling”) pw at the points x1, . . . , xm.
One may ask whether this set ofm sample values is suffi-
cient to uniquely determine pw.
To address this question, define a sampling function PX :
H1 → C
m by
PX(p) =


p(x
(1)
1 , . . . , x
(n)
1 )
...
p(x
(1)
m , . . . , x
(n)
m )


and note that (2) shows the frame operator is given by
F (w) = PX(pw). Because the frame operator is in-
vertible, w is uniquely determined by F (w). Hence any
pw ∈ H1 is uniquely determined by its samples PX(pw).
Conversely, if X fails to frame V , the mapping F defined
by (2) is still well-defined, but has non-trivial kernel K.
In this case, PX(pw) = PX(pw+u) for all u ∈ K. So, in
particular, pw is not uniquely determined from its samples
at x1, ..., xm.
A similar situation occurs for k > 1, where the
space of interest is Symk(V ) and the frame is X(k) =
{x⊗k1 , . . . , x
⊗k
m }. As in the k = 1 case, mapping a
polynomial to its coefficient sequence defines an isomor-
phism between Hk(C
n) and Symk(V ) for k > 1. If
v = w⊗k ∈ Symk(V ) is a pure tensor power of w ∈ V ,
then
F (k)(v) =


〈
x⊗k1 , w
⊗k
〉
...〈
x⊗km , w
⊗k
〉


=


〈x1, w〉
k
...
〈xm, w〉
k

 =


pv(x1)
...
pv(xm)


where pv ∈ Hk is defined by pv(z) = 〈z, w〉
k
. Symk(V )
is spanned by pure tensor powers of elements in V [8].
Thus, for arbitrary v ∈ Symk(V ), F (k)(v) is a vec-
tor of m samples of a polynomial in Hk taken at points
x1, ..., xm. Thus, as in the k = 1 case, polynomials in
Hk are uniquely determined by the samples P
(k)
X (p) =
[p(x1), . . . , p(xm)]
T if and only ifX(k) frames Symk(V ).
Theorem 1 given below implies that if one can reconstruct
a polynomial in Hk(C
n) from a certain sampling set then
the same set can be used to reconstruct polynomials in
Hℓ(C
n) for all 1 6 ℓ < k. Conversely, almost every
sampling set in Cn for H1 gives rise to a sampling set for
Hk where k > 1, provided there are enough vectors in the
set.
Theorem 1. (i) Given n and m with m > n, if X(k) =
{x⊗k1 , x
⊗k
2 , . . . , x
⊗k
m } is a frame for Sym
k(V ), then X(ℓ)
is a frame for Symℓ(V ) for all 1 6 ℓ < k.
(ii) Almost every set of m vectors in Cn such that m >(
n+k−1
k
)
results in a frame for Symk(Cn) for k > 1.
Proof. (i) Suppose that X(ℓ) is not a frame for Symℓ(V ).
Then X(ℓ) does not span Symℓ(V ) and there exists
g ∈ (span(X(ℓ)))⊥ ⊂ Symℓ(V ). Take some h ∈
Symk−ℓ(V ). Let h = x
⊗(k−ℓ)
1 . Then〈
g ⊗ h, x⊗ki
〉
=
〈
g ⊗ h, x⊗ℓi ⊗ x
⊗(k−ℓ)
i
〉
=
〈
g, x⊗ℓi
〉 〈
h, x
⊗(k−ℓ)
i
〉
= 0 ·
〈
x
⊗(k−ℓ)
1 , x
⊗(k−ℓ)
i
〉
= 0
which is a contradiction since g⊗h ∈ Symk(V ) andX(k)
is a frame for Symk(V ) so that for any i,
〈
g ⊗ h, x⊗ki
〉
cannot be zero.
(ii) It has been shown in [7] that for almost every set
of vectors X = {x1, . . . , xm} in C
n, the rank of the
grammian of X(k) = {x⊗k1 , . . . , x
⊗k
m } is
(
n+k−1
k
)
when
m >
(
n+k−1
k
)
. This means that the maximum number of
linearly independent vectors in X(k) is
(
n+k−1
k
)
which is
the same as the dimension of Symk(Cn) and hence X(k)
is a frame for Symk(Cn).
3. Illustrative Examples
Example 1. Consider the space V = C2 over the field
C. Let x1 = [1, 0]
T, x2 = [0, 1]
T and x3 = [1, 1]
T. The
setX = {x1, x2, x3} is a frame for V with corresponding
frame operator
F =

 1 00 1
1 1

 .
The metric operator is
F = F ∗F =
[
2 1
1 2
]
.
The eigenvalues of F are 1 and 3, which are the optimal
lower and upper frame bounds respectively.
F−1 =
1
3
[
2 −1
−1 2
]
which is the metric operator of the dual frame The dual
frame is denoted by X˜ = {x˜1, x˜2, x˜3} where
x˜1 = F
−1x1 =
[
2
3
,−
1
3
]T
,
x˜2 = F
−1x2 =
[
−
1
3
,
2
3
]T
, and
x˜3 = F
−1x3 =
[
1
3
,
1
3
]T
.
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Figure 1: The plane z = u+v, a homogeneous polynomial
of degree one.
Consider reconstruction of the homogeneous polynomial
p of degree one in two variables defined by p(u, v) =
c(1)u+ c(2)v from the three frame elements. Here k = 1,
n = 2 and m = 3. Any c = [c(1), c(2)]T ∈ C2 can be
reconstructed via the frame reconstruction formula
c =
3∑
i=1
〈xi, c〉 x˜i. (3)
Since p(xi) = 〈xi, c〉 and for this example p(x1) = c
(1),
p(x2) = c
(2), and p(x3) = c
(1) + c(2), the right side of (3)
is
c(1)x˜1 + c
(2)x˜2 + (c
(1) + c(2))x˜3 = [c
(1), c(2)]T.
This shows that the coefficients of p(u, v) can be recon-
structed from its samples at the frame elements. The poly-
nomial p(u, v) = u + v together with the sampling set is
shown in Figure 1.
Example 2. If the homogeneous polynomial to be recon-
structed is of degree two as given by p(u, v) = c(1)u2 +
c(2)uv+c(3)v2 then one considers the space Sym2(C2) ⊂
C
⊗2. The dimension of Sym2(C2) is three, which is
the same as the dimension of H2(C
2). Hence at least
three sampling points are needed. Consider the same set
of sampling points as in Example 1; i.e., x1 = [1, 0]
T,
x2 = [0, 1]
T and x3 = [1, 1]
T. One can extend this set
to C⊗2 by taking Kronecker products and restricting to
Sym2(C2) yields x⊗21 = [1, 0, 0]
T, x⊗22 = [0, 0, 1]
T, and
x⊗23 = [1, 1, 1]
T. LetX(2) = {x⊗21 , x
⊗2
2 , x
⊗2
3 }. The poly-
nomial p can be uniquely determined from its sample val-
ues at x1, x2 and x3 because c
(1) = p(x1), c
(3) = p(x2),
and c(2) = p(x3)− p(x2)− p(x1). This means that X
(2)
is a frame for Sym2(C2). The frame operator is
F =

 1 0 00 0 1
1 1 1


making the metric operator
F =

 2 1 11 1 1
1 1 2

 .
The minimum and maximum eigenvalues of F are .2679
and 3.7321, which are the optimal lower and upper frame
bounds respectively. The metric operator for the dual
frame is
F−1 =

 −1 −1 0−1 3 −1
0 −1 1


making the dual frame x˜⊗21 = F
−1x⊗21 = [1,−1, 0]
T,
x˜⊗22 = F
−1x⊗22 = [0,−1, 1]
T, and x˜⊗23 = F
−1x⊗23 =
[0, 1, 0]T.
The polynomial p(u, v) = c(1)u2 + c(2)uv + c(3)v2 satis-
fies p(x1) = c
(1), p(x2) = c
(3), and p(x3) = c
(1) + c(2) +
c(3). The coefficients of p can be obtained from its sam-
ples at x1, x2, and x3 by the frame reconstruction formula
for Sym2(C2); i.e.,
[c(1), c(2), c(3)]T = p(x1)x˜
⊗2
1 + p(x2)x˜
⊗2
2 + p(x3)x˜
⊗2
3 .
Example 3. Consider now the frame for C2 formed by
x1 = [1, 0]
T, x2 = [2, 0]
T, and x3 = [0, 1]
T. In this case,
reconstruction of p(u, v) = c(1)u2 + c(2)uv+ c(3)v2 from
samples p(x1), p(x2), and p(x3) is not generally possible,
even though the number of samples is the same as the di-
mension of H2(C
2). This is because x1 and x2 are scalar
multiples of each other and the corresponding vectors in
Sym2(C2), {[1, 0, 0]T, [2, 0, 0]T, [0, 0, 1]T} do not consti-
tute a frame for Sym2(C2). This is an example where the
tensor powers of a frame for V do not frame Symk(V ),
even though the number of vectors is adequate.
Example 4. Reconstruction of homogeneous polynomi-
als in H3(C
2) requires at least four points, since the
dimension of Sym3(C2) and hence that of H3(C
2) is
four. Taking the frame X = {x1, x2, x3, x4} =
{[1, 0]T, [0, 1]T, [1, 1]T, [1,−1]T} for C2, computing Kro-
necker products and restricting to Sym3(C2) yields
X(3) = {x⊗31 , x
⊗3
2 , x
⊗3
3 , x
⊗3
4 }
=




1
0
0
0

 ,


0
0
0
1

 ,


1
1
1
1

 ,


1
−1
1
−1



 .
A homogeneous polynomial of the form p(u, v) =
c(1)u3 + c(2)u2v + c(3)uv2 + c(4)v3 can be reconstructed
from its samples at these points as c(1) = p(1, 0), c(2) =
1
2 (p(1, 1) + p(1,−1) − 2p(1, 0)), c
(3) = 12 (p(1, 1) +
p(1,−1)− 2p(1, 0)), and c(4) = p(0, 1) so thatX(3) con-
stitutes a frame for Sym3(C)2. The frame operator is
F =


1 0 0 0
0 0 0 1
1 1 1 1
1 −1 1 −1


making the metric operator
F =


3 0 2 0
0 2 0 2
2 0 2 0
0 2 0 3

 .
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Figure 2: A homogeneous polynomial of degree three.
The optimal lower and upper frame bounds are A =
0.4384 and B = 4.5616. The metric operator of the dual
frame is
F−1 =


1 0 −1 0
0 1.5 0 −1
−1 0 1.5 0
0 −1 0 −1

 .
The dual frame is x˜⊗31 = F
−1x⊗31 = [1, 0,−1, 0]
T,
x˜⊗32 = F
−1x⊗32 = [0,−1, 0, 1]
T, x˜⊗33 = F
−1x⊗33 =
[0, .5, .5, 0]T, and x˜⊗34 = F
−1x⊗34 = [0,−.5, .5, 0]
T.
The coefficients of a degree-three polynomial p(u, v) =
c(1)u3 + c(2)u2v + c(3)uv2 + c(4)v3 are given by
[c(1), c(2), c(3), c(4)]T = p(x1)x˜
⊗3
1 + p(x2)x˜
⊗3
2
+ p(x3)x˜
⊗3
3 + p(x4)x˜
⊗3
4 .
Such a polynomial and the sampling points are shown in
Figure 2.
Example 5. As the degree k or the dimension n gets
larger numerical issues arise in calculating the inverse of
the metric operator in order to get the dual frame that
is needed for the reconstruction [4]. Ideally, one would
like to construct tight frames for Symk(Cn). Since the
upper and lower frame bounds determine the numeri-
cal merits of a particular frame, it is interesting to ob-
serve how starting with a fixed frame for C2 the frame
bounds change as this frame is extended to frames for
Symk(C2) as k increases. Taking the frame for C2 to
be {[1, 0]T, [0, 1]T, [1, 1]T, [1,−1]T}, the frame bounds for
C
2, Sym2(C2), and Sym3(C2) are tabulated below.
Space Optimal lower Optimal upper B/A
frame bound A frame bound B
C
2 3 3 1
Sym2(C2) 1 5 5
Sym3(C2) .4384 4.5616 10.4
In this particular case it appears that the ratio B/A in-
creases as k, the degree of the polynomial increases.
4. Conclusions and Future Work
It has been shown that homogeneous polynomials of de-
gree k in n variables can be reconstructed from their sam-
ples at elements of a frame for Symk(Cn). Such a set
can also be used to reconstruct n-variate homogeneous
polynomials of all degrees ℓ where 1 6 ℓ < k. In re-
cent work [1], [9] conditions under which a smooth func-
tion can be approximated by homogeneous polynomials
have been established. Combining these results to approx-
imately reconstruct smooth functions from sampled data
and a possible construction of tight frames for Symk(Cn)
will be given in a detailed version of this work. The
metric operator and the grammian of a frame have the
same non-zero eigenvalues. Also G◦k, the grammian of
X(k) = {x⊗k1 , x
⊗k
2 , . . . , x
⊗k
m }, is the k-fold Hadamard
product of G, the grammian of X = {x1, x2, . . . , xm}.
Relationship between the eigenvalues of G and G◦k ([2],
[5], [6]) may be used to obtain information about the frame
bounds for a frame for Symk(Cn) which comes from a
frame for Cn, see Example 5.
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Abstract:
We provide a method for constructing regular sampling
lattices in arbitrary dimensions together with an integer
dilation matrix. Subsampling using this dilation matrix
leads to a similarity-transformed version of the lattice with
a chosen density reduction. These lattices are interest-
ing candidates for multidimensional wavelet constructions
with a limited number of subbands.
1. Primer on sampling lattices and related
work
A sampling lattice is a set of points {Rk : k ∈ Zn} ⊂ Rn
that is closed under addition and inversion. The non-
singular generating matrix R ∈ Rn×n contains basis vec-
tors in its columns. Lattice points are uniquely indexed
by k ∈ Zn and the neighbourhood around each sampling
point is identical. This makes them suitable sampling pat-
terns for the reconstruction in shift-invariant spaces.
Subsampling schemes for lattices are expressed in terms
of a dilation matrix K ∈ Zn×n forming a new lattice with
generating matrix RK. The reduction rate in sampling
density corresponds to
|detK| = αn = δ ∈ Z+. (1)
Dyadic subsampling discards every second sample along
each of the n dimensions resulting in a δ = 2n reduction
rate. To allow for fine-grained scale progression we are
particularly interested in low subsampling rates, such as
δ = 2 or 3.
As discussed by van de Ville et al. [8], the 2D quin-
cunx subsampling is an interesting case permitting a two-
channel relation. With the implicit assumption of only
considering subsets of the Cartesian lattice it is shown
that a similarity two-channel dilation may not extend for
n > 2.
Here, we show that by permitting more general basis vec-
tors in Rn the desired fixed-rate dilation becomes possi-
ble for any n. Our construction produces a variety of lat-
tices making it possible to include additional quality cri-
teria into the search as they may be computed from the
Voronoi cell of the lattice [9] including packing density
and expected quadratic quantization error (second order
moment). Agrell et al. [1] improve efficiency for the com-
putation by extracting Voronoi relevant neighbours. An-
other possible sampling quality criterion appears in the
R =
[
0 −0.3307
1 −0.375
]
, K =
[
2 −1
4 −1
]
, θ = 69.3◦
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Figure 1: 2D lattice with basis vectors and subsampling
as given by R and K in the diagram title. The spiral
shaped points correspond to a sequence of fractional sub-
samplings RKs for s = 0..1 with the notable feature that
for s = 1 one obtains a subset of the original lattice sites
shown as thick dots. This repeats for any further integer
power of K, each time reducing the sample density by
|detK| = 2.
work of Lu et al. [4] in form of an analytic alias-free sam-
pling condition that is employed in a lattice search.
2. Lattice construction
We are looking for a non-singular lattice generating matrix
R that, when sub-sampled by a dilation matrix K with re-
duction rate δ = αn, results in a similarity-transformed
version of the same lattice, that is, it can be scaled and ro-
tated by a matrix Q with QTQ = α2I. An illustration of a
subsampling resulting in a rotation by θ = arccos 1
2
√
2
in
2D is given in Figure 1. Formally, this kind of relationship
can be expressed as
QR = RK (2)
leading to the observation that subsampling K and scaled
rotation Q are related by a similarity transform
R−1QR = K. (3)
SAMPTA'09 280
Using a matrix J2 =
[
1 j
1 −j
]
it is possible to diago-
nalize a 2D rotation matrix by the following similarity
transform[
cos θ − sin θ
sin θ cos θ
]
= J−1
2
[
ejθ 0
0 e−jθ
]
J2 = J
−1
2
∆J2.
(4)
Using this observation to replace the scaled rotation matrix
Q in Equation 3 leads to
K = R−1QR
K = αR−1J−1n S∆S
−1JnR
K = αP∆P−1
(5)
with
R = J−1n SP
−1
Q = αJ−1n ∆Jn.
(6)
Thus, given a matrix K that has an eigen-decomposition
corresponding to that of a uniformly scaled rotation ma-
trix, we can compute the lattice generating matrix R as
in Equation 6. The elements of the diagonal matrix S in-
serted in the construction of R scale the otherwise unit
eigenvectors in the columns of P. Below, we will refer to
this construction as function formRQ(K,S) using S = I
by default.
2.1 Constructing suitable dilation matricesK
The eigenvalues of K,∆ and Q impose restrictions on
their shared characteristic polynomial d(λ) = det(K −
λI) =
∑n
k=0 ckλ
k as discussed in the appendix. For
the case n = even with the only non-zero integer coef-
ficients c0 = δ, c2n/2 < 4δ, cn = 1 this leaves a finite
number of different options for cn/2. The case n = odd
permits a single possible polynomial with non-zero coef-
ficients c0 = −δ, cn = 1. For these monic polynomials
it is possible to directly construct a candidate K via the
companion matrix ([6], p. 192)
K =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 −c0
1 0 −c1
1 0
.
.
.
.
.
.
.
.
. −cn−2
1 −cn−1
⎤
⎥⎥⎥⎥⎥⎥⎦
. (7)
This allows to construct a lattice fulfilling the self-similar
subsampling condition for any dimensionality n, one for
every possible characteristic polynomial.
With this starting point it is possible to construct additional
suitable dilation matrices via a similarity transform with a
unimodular matrix T
KT = TKT
−1 = PT∆P
−1
T . (8)
Using a unimodular rather than any non-singularT guar-
antees thatT−1 is also unimodular following from the fact
that T−1 can be constructed from the adjugate (the trans-
posed co-factor matrix) of T. Thus, KT remains an inte-
ger matrix by this transform. Possible generators for this
unimodular group are discussed in ([5], pp. 23). Our im-
plementation, referred to as function genUnimodular(n),
uses a construction of T = LU from several random in-
teger lower and upper triangular matrices having ones on
their diagonal.
It is not guaranteed that all possibleK for a given charac-
teristic polynomial can be generated through a similarity
transform with someT. However, formRQ(KT ) provides
numerous non-equivalent RT lattice generators. Among
them it is possible to apply further criteria to select the
“best” lattice.
An alternative to transforming K is the eigenvector scal-
ing by diagonal matrix S in Equation 6. Using non-unit
scaling allows to produce further lattices for any givenK
resulting in an n-dimensional continuous search space.
2.2 Construction Algorithm
The steps for constructing lattices with the desired
subsampling matrices are summarized in algorithm 1.
The function compoly(n, α,C) is defined in the
Algorithm 1 genLattices(n, δ)
1: Llist ← {}
2: Ks ← genKompans(n, δ)
3: Ts ← genUnimodular(n)∪{I}
4: for all K ∈ Ks do
5: for all T ∈ Ts do
6: KT = TKT−1
7: (RT ,QT ) ← formRQ(KT )
8: Llist← Llist∪{(KT ,RT ,QT )}
9: end for
10: end for
11: return Llist
Algorithm 2 genKompans(n, δ)
1: Ks = {}
2: if n is even then
3: for all C ∈ Z : C2 < 4δ do
4: Ks ← Ks ∪ compoly(n, δ 1n , C)
5: end for
6: else {n is odd}
7: Ks ← {compoly(n, δ 1n )}
8: end if
9: return Ks
appendix. A possible implementation for the func-
tion genUnimodular(n) is described in Section 2.1 and
formRQ(K) is defined below Equation 6.
It should be noted that the list of lattices returned by
genLattices may contain several equivalent copies of the
same lattice. A Gram matrix implicitly represents angles
between basis vectors asA = RTR. Two latticesR1 and
R2, scaled to have the same determinant, are equivalent if
their Gram matrices are related via A1 = TTA2T with
a unimodular matrix T ∈ Zn×n and |detT| = 1. Deter-
mining this unimodular matrix is known to be a difficult
problem, as it for instance also occurs when relating the
adjacency matrices of two supposedly isomorphic graphs.
Hence, our current method employs a simpler necessary
test for equivalence by comparing the first few elements
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1:   R = [0.71 −0;−0.71 1.4]
 K = [2 −2;1 0] θ=45
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5
2:   R = [0 0.58;−1.7 0.65]
 K = [2 −1;4 −1] θ=69.3
0 2 4
0
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2
3
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5
3:   R = [0 0.84;−1.2 0]
 K = [0 −1;2 0] θ=90
Figure 2: Three non-equivalent 2D lattices obtained for a design with dilation matrices having |detK| = 2. The lattice
on the left is the well known quincunx sampling with a θ = 45◦ rotation. The other two are new schemes with different
rotation angles. The black markers show the sample positions that are retained after subsampling by K.
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1:   R = [−0 0.93;1.1 −0.54]
 K = [−1 2;−2 1] θ=90
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5
2:   R = [0 0.84;−1.2 0]
 K = [1 −1;2 1] θ=54.74
0 5
0
1
2
3
4
5
3:   R = [0 0.74;−1.3 0.22]
 K = [1 −1;3 0] θ=73.22
0 5
0
1
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4:   R = [0.66 0;1.1 −1.5]
 K = [−3 4;−3 3] θ=90
Figure 3: Three non-equivalent 2D lattices obtained for a design with dilation matrices having |detK| = 3. The lattice
on the left is the well known hexagonal lattice with a θ = 30◦ rotation. The other three are new schemes with different
rotation angles.
of the set q(A) = {kTAk : k ∈ Zn} using the Gram ma-
trices of the respective lattices. If the sorted lists q(A1)
and q(A2) disagree in any element, R1 and R2 are not
equivalent ([5], p. 60). It is possible to restrict the set of
indices k ∈ Zn to the Voronoi relevant neighbours [1].
Further, since these neighbours determine the hyperplanes
bounding the Voronoi polytope of the lattice, they can also
be used for a sufficient test for equivalence.
3. Constructions for different dimensions
and subsampling ratios
For the 2D case we have created lattices permitting a re-
duction rate 2 in Figure 2 and rate 3 in Figure 3. In both
cases, familiar examples arise in the quincunx and the hex
lattice for the respective ratios.
A search of 3D lattices enjoying the self-similar subsam-
pling property with rate 2 dilations resulted in 53 non-
equivalent cases. These lattices were compared in terms of
their dimensionless second order moments, corresponding
to the expected squared vector quantization error ([2], p.
451). When performing the continuous optimization men-
tioned at the end of Section 2.1, all of these cases con-
verged to the same optimum lattice shown in Figure 4.
The dimensionless second order moment for the Voronoi
Cell of this lattice is G = 0.081904. For comparison, the
Cartesian cube has Gcc = 0.0833 and the truncated octa-
hedron of the BCC lattice has Gbcc = 0.0785.
4. Discussion and potential applications
The current formation of candidate matrices K based on
similarity transforms of one valid example is not guaran-
−0.5
0
0.5
−0.5
0
0.5
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
kissing # = 2, # f = 14, # v = 24, G(P) = 0.081904, # zones = 6
Figure 4: The best 3D lattice obtained for a design with
dilation matrices having |detK| = 2. The letters f and v
in the title line indicate faces and vertices, respectively.
teed to produce all possible solutions. For 2D and 3D we
also employed an exhaustive search over a range of integer
matrices with values in [−3, 3] resulting in the same num-
ber of non-equivalent 2D cases as the construction via KT .
However, for dimensionality n > 3 the exhaustive search
had to be replaced by a random sampling of integer matri-
ces ultimately rendering the method infeasible for n > 5.
In that light the current construction via scaled eigenvec-
tors of the companion matrix is a significant improvement
as it allows to produce a large number of non-equivalent
lattices for any dimensionality.
Our subsampling schemes may have applications for mul-
tidimensional wavelet transforms [7]. Another direction
for possible investigation is the construction of sparse
grids that are employed in the context of high-dimensional
integration and approximation adapting to smoothness
conditions of the underlying function space [3].
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Appendix: Characteristic polynomial of a
scaled rotation matrix in Rn
The similarity relationship between K and Q in Equa-
tion 2 implies that they share the same characteristic poly-
nomial d(λ) = det(K − λI) = det(Q − λI) leading to
an agreement in eigenvalues d(λk) = 0 and determinant
d(0) ([6], p. 184). Further, since K is an integer matrix
the polynomial d(λ) ∈ Z[λ] has integer coefficients ck.
In order to find integer matrices K with the eigenvalues
of a scaled rotation matrix, it will be important to distin-
guish the two different forms of the diagonal matrix ∆ in
Equation 4 and 5 for the case n = even
∆ = diag[ejθ1 e−jθ1 . . . ejθn/2 e−jθn/2 ]
and the case n = odd
∆ = diag[1 ejθ1 e−jθ1 . . . ejθ(n−1)/2 e−jθ(n−1)/2 ]
with analogue block-wise constructions for Jn.
For dimensionality n = even the characteristic polyno-
mial ofK andQ fulfills
d(λ) =
n/2∏
k=1
(αejθk − λ)(αe−jθk − λ)
=
n/2∏
k=1
(α2 − 2λα cos θk + λ
2)
=
n/2∏
k=1
[
(
α4
λ2
− 2
α3
λ
cos θk + α
2)
λ2
α2
]
= d
(
α2
λ
) (
λ
α
)n
(9)
Thus, if
d(λ) =
n∑
k=0
ckλ
k
=
n∑
k=0
ck
(
α2
λ
)k (
λ
α
)n
=
n∑
k=0
cn−kα
n−2kλk
⇔ ck = α
n−2kcn−k = δ
1− 2kn cn−k.
(10)
If ck = 0 and ck, δ ∈ Z then δ1−
2k
n ∈ Q. This is impos-
sible for 0 < 2k < n, assuming small values of δ, such
as 2, 3 or any simple product of primes. This implies that
ck = cn−k = 0 for k = 1, 2, . . . n2 − 1. For k =
n
2 the ck
can be non-zero leading to
d(λ) = λn + Cλ
n
2 + αn (11)
with the requirement that C2 < 4αn so that the complex
eigenvalues d(λk) = 0 are evenly distributed on the com-
plex circle of radius |λk| = α.
For dimensionality n = odd the polynomial fulfills
d(λ) = (α− λ)
(n−1)/2∏
k=1
(αejθk − λ)(αe−jθk − λ)
⇒ d(λ) = −
(
λ
α
)n
d
(
α2
λ
) (12)
Thus, if
d(λ) =
n∑
k=0
ckλ
k
= −
n∑
k=0
ck
(
α2
λ
)k (
λ
α
)n
= −
n∑
k=0
cn−kα
n−2kλk
⇔ ck = −α
n−2kcn−k = −δ
1− 2kn cn−k.
(13)
By the same reasoning as for the even case, ck = 0 for all
k = 1, 2, . . . n−12 resulting in only one possible character-
istic polynomial
d(λ) = λn − αn. (14)
To refer to the above procedure we will invoke a function
compoly(n, α,C) that returns a companion matrix (Equa-
tion 7) with a characteristic polynomial as in Equation 11
or 14.
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Abstract:
We analyze the Basis Pursuit recovery of signals when ob-
serving sparse data with general perturbations. Previous
studies have only considered partially perturbed observa-
tions Ax+e. Here, x is aK-sparse signal which we wish
to recover, A is a measurement matrix with more columns
than rows, and e is simple additive noise. Our model also
incorporates perturbations E (which result in multiplica-
tive noise) to the matrix A in the form of (A + E)x + e.
This completely perturbed framework extends the previ-
ous work of Cande`s, Romberg and Tao on stable signal
recovery from incomplete and inaccurate measurements.
Our results show that, under suitable conditions, the sta-
bility of the recovered signal is limited by the noise level
in the observation. Moreover, this accuracy is within a
constant multiple of the best-case reconstruction using the
technique of least squares.
1. Introduction
Employing the techniques of compressed sensing (CS) to
recover signals with a sparse representation has enjoyed a
great deal of attention over the last 5–10 years. The initial
studies considered an ideal unperturbed scenario:
b = Ax. (1)
Here b ∈ Cm is the observation vector, A ∈ Cm×n
(m ≤ n) is a full-rank measurement matrix or system
model, and x ∈ Cn is the signal of interest which has aK-
sparse representation (i.e., it has no more than K nonzero
coefficients) under some fixed basis. More recently re-
searchers have included an additive noise term e into the
received signal [1, 2, 4, 8], creating a partially perturbed
model:
bˆ = Ax + e (2)
This type of noise generally models simple, uncorrelated
errors in the data or at the receiver/sensor.
As far as we can tell, practically no research has been
done yet on perturbations E to the matrix A. Our com-
pletely perturbed model extends (2) by incorporating a
perturbed sensing matrix in the form of
Aˆ = A + E.
It is important to consider this kind of noise since it can ac-
count for precision errors when applications call for physi-
cally implementing the matrixA in a sensor. WhenA rep-
resents a system model, such as in the context of radar [7]
or telecommunications, then E can absorb errors in as-
sumptions made about the transmission channel, as well as
quantization errors arising from the discretization of ana-
log signals. In general, these perturbations can be charac-
terized asmultiplicative noise, and are more difficult to an-
alyze than simple additive noise since they are correlated
with the signal of interest. To see this, simply substitute
A = Aˆ−E in (2); there will be an extra noise term Ex.
(Note that it makes no difference whether we account for
the perturbation E on the “encoding side” (2), or on the
“decoding side” (7). The model used here was chosen so
as to agree with the conventions of classical perturbation
theory which we use in Section 4.)
1.1 Assumptions and Notation
Without loss of generality, assume the original data x to
be aK-sparse vector for some fixedK. Denote σ
(K)
max(Y ),
‖Y ‖(K)2 , and rank(K)(Y ) respectively as the maximum
singular value, spectral norm, and rank over allK-column
submatrices of a matrixY . Similarly, σ
(K)
min(Y ) is the min-
imum singular value over allK-column submatrices of Y .
Let the perturbations in (2) be relatively bounded by
‖E‖(K)2
‖A‖(K)2
≤ ε(K)
A
,
‖e‖2
‖b‖2 ≤ εb (3)
with ‖A‖(K)2 , ‖b‖2 6= 0. In the real world we are only
interested in the case where both ε
(K)
A
, εb < 1.
2. CS ℓ1 Perturbation Analysis
2.1 Previous Work
In the partially perturbed scenario (i.e., E = 0 in (2)) we
are concerned with solving the Basis Pursuit (BP) prob-
lem [3]:
z
⋆ = argmin
zˆ
‖zˆ‖1 s.t. ‖Azˆ − bˆ‖2 ≤ ε′ (4)
for some ε′ ≥ 0.
The restricted isometry property (RIP) [2] for any ma-
trix A ∈ Cm×n defines, for each integer K = 1, 2, . . . ,
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the restricted isometry constant (RIC) δK , which is the
smallest nonnegative number such that
(1− δK)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δK)‖x‖22 (5)
holds for any K-sparse vector x. In the context of the
RIC, we observe that ‖A‖(K)2 = σ(K)max(A) =
√
1 + δK ,
and σ
(K)
min(A) =
√
1− δK .
Assuming K-sparse x, δ2K <
√
2− 1 and ‖e‖2 ≤ ε′,
Cande`s has shown in Theorem 1.2 of [1] that the solution
to (4) obeys
‖z⋆ − x‖2 ≤ CBP ε′ (6)
for some constant CBP.
2.2 Incorporating nontrivial perturbation E
Now assume the completely perturbed situation with
E,e 6= 0 in (2). In this case the BP problem of (4) can be
generalized to include a different decoding matrix Aˆ:
z
⋆ = argmin
zˆ
‖zˆ‖1 s.t. ‖Aˆzˆ − bˆ‖2 ≤ ε′A,K,b (7)
for some ε′
A,K,b ≥ 0. The following two theorems sum-
marize our results.
Theorem 1 (RIP for Aˆ). For any K = 1, 2, . . . , assume
and fix the RIC δK associated with A, and the relative
perturbation ε
(K)
A
associated with E in (3). Then the RIC
δˆK :=
(
1 + δK
)(
1 + ε
(K)
A
)2
− 1 (8)
for matrix Aˆ = A + E is the smallest nonnegative con-
stant such that
(1− δˆK)‖x‖22 ≤ ‖Aˆx‖22 ≤ (1 + δˆK)‖x‖22 (9)
holds for anyK-sparse vector x.
Remark 1. The flavor of the RIP is defined with respect to
the square of the operator norm. That is, (1 − δK) and
(1 + δK) are measures of the square of minimum and
maximum singular values of A, and similarly for Aˆ. In
keeping with the convention of classical perturbation the-
ory however, we defined ε
(K)
A
in (3) just in terms of the
operator norm (not its square). Therefore, the quadratic
dependence of δˆK on ε
(K)
A
in (8) makes sense. Moreover,
in discussing the spectrum of Aˆ, we see that it is really a
linear function of ε
(K)
A
.
Theorem 2 (Completely perturbed observation). Fix the
relative perturbations ε
(K)
A
, ε
(2K)
A
and εb in (3). As-
sume that the RIC for matrix A satisfies δ2K <√
2
(
1 + ε
(2K)
A
)−2 − 1. Set
ε′A,K,b :=
(
cε
(K)
A
+ εb
)
‖b‖2, (10)
where c =
√
1+δK√
1−δK . If x is K-sparse, then the solution to
the BP problem (7) obeys
‖z⋆ − x‖2 ≤ CBP ε′A,K,b, (11)
where
CBP :=
4
√
1 + δ2K
(
1 + ε
(2K)
A
)
1 − (√2 + 1)
(
(1 + δ2K)
(
1 + ε
(2K)
A
)2
− 1
) .
(12)
Remark 2. Theorem 2 generalizes of Cande`s’ results in [1]
for K-sparse x. Indeed, if matrix A is unperturbed, then
E = 0 and ε
(K)
A
= 0. It follows that δˆK = δK in (8),
and the RIPs for A and Aˆ coincide. Moreover, the condi-
tion in Theorem 2 reduces to δK <
√
2 − 1, and the total
perturbation (see (17)) collapses to ‖e‖2 ≤ ε′b := εb‖b‖2;
both of these are identical to Cande`s’ assumptions in (6).
Finally, the constant CBP in (12) reduces to the same as
outlined in the proof of [1].
It is also interesting to examine the spectral effects due
to the assumptions of Theorem 2. Namely, we want to be
assured that the rank of submatrices of A are unaltered by
the perturbation E.
Lemma 1. If the hypothesis of Theorem 2 is satisfied, then
for any k ≤ 2K
σ(k)max(E) < σ
(k)
min(A), (13)
and therefore
rank(k)(Aˆ) = rank(k)(A).
This fact is necessary (although, not explicitly stated) in
the least squares analysis Section 4.
The utility of Theorems 1 and 2 can be understood
with two simple numerical examples. Suppose that mea-
surement matrix A in (2) is designed to have an RIC of
δ2K = 0.100. Assume, however, that its physical im-
plementation will experience a worst-case relative error
of ε
(2K)
A
= 5%. Then from (8) we can design a ma-
trix Aˆ with RIC δˆ2K = 0.213 to be used in (7) which
will yield a solution whose accuracy is guaranteed by (11)
with CBP = 9.057. Note from (12), we see that if there
had been no perturbation, then CBP = 5.530.
Consider now a different example. Suppose instead
that δ2K = 0.200 and ε
(2K)
A
= 1%. Then δˆ2K = 0.224
and CBP = 9.643. Here, if A was unperturbed, then we
would have had CBP = 8.473.
These numerical examples show how the stability con-
stant CBP of the BP solution gets worse with perturbations
to A. It must be stressed however, that they represent
worst-case instances. It is well-known in the CS commu-
nity that better performance is normally achieved in prac-
tice.
2.3 Numerical Simulations
Numerical simulations were conducted as follows. Gaus-
sian matrices of size 128× 512 were randomly generated
in MATLAB. The entries of matrix A were normally dis-
tributedN (0, σ2A) where σ2A = 1/128, while those of ma-
trix E were N (0, σ2E) with σ2E = ε2A/128. The parame-
ter εA is a measure of the relative perturbation of matrixA
and took on values {0, 0.01, 0.05, 0.10}. Next, a random
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Figure 1: Average (100 trials) relative error of BP solution
z
⋆ with respect toK-sparse x vs. SparsityK for different
relative perturbations εA of A ∈ C128×512 (and εb = 0) .
vector x of sparsity K = 1, . . . , 64 was randomly gener-
ated (nonzero entries uniformly distributed with N (0, 1))
and bˆ = Ax in (2) was created (note, we set e = 0 so
as to focus on the effect of perturbation E). Given bˆ and
Aˆ = A + E, the BP program (7) was implemented with
cvx software [5]. For each value of εA and K, 100 trials
were performed.
Fig. 1 shows the average relative error ‖z⋆−x‖2/‖x‖2
as a function of K for each εA. As a reference, the ideal,
noise-free case can be seen for εA = 0. It is interesting
to notice that all perturbations, including εA = 0, experi-
ence significant jumps simultaneously at several places,
such as K = 31, 42, 43, 44, etc. Now fix a particular
value of K ≤ 30 and compare the relative error for the
three nonzero values of εA. It is clear that the error scales
roughly linearly with εA. This empirical study essentially
confirms the conclusion of Theorem 2, that the stability of
the BP solution scales linearly with ε
(K)
A
(i.e., the singular
values of E).
Note that better performance in theory and in simula-
tion can be achieved if BP is used solely to determine the
support of the solution. Then we can use least squares to
find a better result. This is similar to the the best-case,
oracle least squares solution discussed in Section 4.
3. Proofs
3.1 Proof Sketch of Theorem 1
From the triangle inequality, (5) and (3) we have
‖Aˆx‖22 ≤
(‖Ax‖2 + ‖Ex‖2)2 (14)
≤
(√
1 + δK + ‖E‖(K)2
)2
‖x‖22 (15)
≤ (1 + δK)
(
1 + ε
(K)
A
)2
‖x‖22. (16)
Moreover, this inequality is sharp for the following rea-
sons:
• Equality occurs in (14) if E is a multiple of A.
• Equality occurs in (15) whenever x is in the direction
of the vector associated with the value (1 + δK) in
the RIP for A.
• Equality occurs in (16) since, in this hypothetical
case, we assume that E = βA for some 0 < β < 1.
Therefore, the relative perturbation ε
(K)
A
in (3) no
longer represents a worst-case deviation (i.e., the ra-
tio
‖E‖(K)2
‖A‖(K)2
= β =: ε
(K)
A
).
The full details of this proof can be found in [6] ¤
3.2 Bounding the perturbed observation
Before proceeding, we need some sense of the size of the
total perturbation incurred by E and e. We don’t know a
priori the exact values of E, x, or e. But we can find an
upper bound in terms of the relative perturbations in (3).
The main goal in the following lemma is to remove the
total perturbation’s dependence on the input x.
Lemma 2 (Total perturbation bound). Set ε′
A,K,b :=(
cε
(K)
A
+ εb
)
‖b‖2, where c =
√
1+δK√
1−δK , and ε
(K)
A
and
εb are defined in (3). Then the total perturbation obeys
‖Ex‖2 + ‖e‖2 ≤ ε′A,K,b (17)
for allK-sparse x.
Proof. From (1), (5) and (3) we have
‖Ex‖2 + ‖e‖2 =
(‖Ex‖2
‖Ax‖2 +
‖e‖2
‖b‖2
)
‖b‖2
≤
(
‖E‖(K)2 ‖x‖2√
1− δK ‖x‖2
+
‖e‖2
‖b‖2
)
‖b‖2
≤
(
cε
(K)
A
+ εb
)
‖b‖2
for all x which areK-sparse.
Note that the results in this paper can easily be expressed
in terms of the perturbed observation by replacing
‖b‖2 ≤ ‖bˆ‖2
1− εb .
This can be useful in practice since one normally only has
access to bˆ.
3.3 Proof Sketch of Theorem 2
We duplicate the techniques used in Cande`s’ proof of The-
orem 1.2 in [1], but with decoding matrix A replaced
by Aˆ. Set the BP minimizer in (7) as z⋆ = x+h. Here, h
is the perturbation from the true solution x induced by E
and e. Instead of Cande`s’ (9), we determine that the image
of h under Aˆ is bounded by
‖Aˆh‖2 ≤ ‖Aˆz⋆ − bˆ‖2 + ‖Aˆx− bˆ‖2
≤ 2 ε′A,K,b
which follows from the BP constraint in (7) as well as x
being a feasible solution (i.e., it satisfies Lemma 2). The
rest of this proof can be found in [6] ¤
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3.4 Proof of Lemma 1
Assume the hypothesis of Theorem 2. It is easy to show
that this implies
‖E‖(2K)2 < 4
√
2 −
√
1 + δ2K .
Simple algebraic manipulation then confirms that
4
√
2 −
√
1 + δ2K <
√
1− δ2K = σ(2K)min (A).
Therefore, (13) holds with k = 2K. Further, for
any k ≤ 2K we have σ(k)max(E) ≤ σ(2K)max (E) and
σ
(2K)
min (A) ≤ σ(k)min(A), which proves the lemma. ¤
4. Classical ℓ2 Perturbation Analysis
Let the subset T ⊆ {1, . . . , n} have cardinality |T | = K,
and note the following T -restrictions: AT ∈ Cm×K de-
notes the submatrix consisting of the columns of A in-
dexed by the elements of T , and similarly for xT ∈ CK .
Suppose the “oracle” case where we already know the
support T of K-sparse x. By assumption, we are only
interested in the case whereK ≤ m in which AT has full
rank. Given the completely perturbed observation of (2),
the least squares problem consists of solving:
z
#
T = argmin
zˆT
‖AˆT zˆT − bˆ‖2.
Since we know the support T , it is trivial to extend z#T to
z
# ∈ Cn by zero-padding on the complement of T . Our
goal is to see how the perturbations E and e affect z#.
More discussion on the oracle least squares analysis
can be found in [6]. In the end, we find using the same
ε′
A,K,b in (10) that its stability is
‖z# − x‖2 ≤ CLS ε′A,K,b (18)
where CLS := 1/
√
1− δK .
4.1 Comparison of LS with BP
Now, we can compare the accuracy of the least squares
solution in (18) with the accuracy of the BP solution found
in (11). In both cases the error bound is of the form
Cε′A,K,b.
A detailed numerical comparison of CLS with CBP is not
entirely valid, nor illuminating. This is due to the fact
that we assumed the oracle setup in the the least squares
analysis, which is the best that one could hope for. In this
sense, the least squares solution we examined here can be
considered a “best, worst-case” scenario. In contrast, the
BP solution really should be thought of as a “worst, of the
worst-case” scenarios.
The important thing to glean is that the accuracy of the
BP solution, like the least squares solution, is on the order
of the noise level ε′
A,K,b in the perturbed observation.
This is an important finding since, in general, no other
recovery algorithm can do better than the oracle least
squares solution. These results are analogous to the
comparison by Cande`s, Romberg and Tao in [2], although
they only consider the case of additive noise e.
5. Conclusion
We introduced a general perturbed model for CS, and
found the conditions under which BP could stably recover
the original data. This completely perturbed model ex-
tends previous work by including a multiplicative noise
term in addition to the usual additive noise term. We only
consideredK-sparse signals, however these results can be
extended to also include compressible signals (see [6]).
Simple numerical examples were given which demon-
strated how the multiplicative noise reduced the accuracy
of the recovered BP solution. In terms of the spectrum
of the perturbed matrix Aˆ, we showed that the penalty
on δˆK was a graceful, linear function of the relative per-
turbation ε
(K)
A
. Numerical simulations were performed
with εb = 0 and appear to confirm the conclusion of The-
orem 2, that the BP solution scales linearly with ε
(K)
A
.
We also found that the rank of Aˆ did not exceed the
rank of A under the assumed conditions. This permit-
ted an analysis of the oracle least squares solution which
showed that its accuracy, like the BP solution, was limited
by the total noise in the observation.
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Abstract:
A novel concept for the analysis of high-dimensional sig-
nal data is proposed. To this end, customized techniques
from manifold learning are combined with convolution
transforms, being based on wavelets. The utility of the
resulting method is supported by numerical examples con-
cerning low-dimensional parameterizations of scale mod-
ulated signals and solutions to the wave equation at vary-
ing initial conditions.
1. Introduction
Recent advances in nonlinear dimensionality reduction
and manifold learning have provided new methods for the
analysis of high-dimensional signals. In this problem, a
very large data set U ⊂ Rn of scattered points is given,
where the data points are assumed to lie on a compact
submanifold M of Rn, i.e. U ⊂ M ⊂ Rn. More-
over, the dimension k = dim(M) of M is assumed to
be much smaller than the dimension of the ambient space
R
n
, k ≪ n. Now, the primary goal in the dimensionality
reduction is the construction of a low-dimensional repre-
sentation of the data U .
In this paper, a novel concept for signal data analysis
through dimensionality reduction is proposed. To this end,
suitable techniques from manifold learning are combined
with convolution transforms. Moreover, another important
ingredient is a (suitable) projection map P : Rn → Rk
that finally outputs the desired low-dimensional represen-
tation for U . Note that for the sake of approximation qual-
ity, we need to preserve intrinsic geometrical and topolog-
ical properties of the manifold M, and so the construc-
tion of the composite dimensionality reduction method re-
quires particular care. In the proposed data analysis, the
geometric distortion of the manifold, being incurred by
the chosen convolution transform, plays a key role.
We remark that similar concepts from differential geom-
etry are enjoying increasing interest in related applica-
tions of sampling theory, including surface reconstruc-
tion in reverse engineering and image analysis [5]. Fur-
ther related concepts can be found in classical dimen-
sionality reduction schemes, such as in principal compo-
nent analysis and multidimensional scaling, while more
recent techniques are including Isomap and LLE meth-
ods [4, 7] Local Tangent Space Alignment (LTSA) [6],
Sample Logmaps [1], and, most recently, Riemannian
Normal Coordinates [2, 3].
The outline of the paper is as follows. In the following
Section 2, the main ingredients of the proposed nonlinear
dimensionality reduction scheme, especially the construc-
tion of the convolution and projection map, are explained.
Then, in Section 3 relevant aspects concerning distortion
analysis are addressed. Finally, Section 4 shows the good
performance of the resulting nonlinear dimensionality re-
duction method. To this end, numerical examples con-
cerning low-dimensional parameterization of scale modu-
lated signals and solutions to the wave equation at varying
initial conditions are illustrated.
2. Construction of the Data Analysis
Given a set of signals U = {ui}mi=1 ⊂M, that we assume
to lie in (or near) a low-dimensional Riemannian compact
submanifoldM, of Rn, we wish to analyse the given data
for the purpose of dimensionality reduction. Therefore,
we assume that there is an embedding A : Ω → M, giv-
ing a parameterization of M, where the domain Ω ⊂ Rd
lies in a low-dimensional Euclidean space Rd, i.e., d≪ n.
But the parameter domain Ω is unknown. Therefore, the
goal of dimensionality reduction is to find a sufficiently
accurate approximation Ω′ of Ω, through which the de-
sired low-dimensional representation for U is obtained.
We remark that the construction of the data analysis is re-
quired to depend on intrinsic geometrical and topologi-
cal properties of the manifold M. To this end, we ap-
ply a particular convolution transform T : M → MT ,
MT = {T (p) : p ∈ M}, to each of the data sites ui,
followed by a suitable projection P :MT → Ω′, yielding
a nonlinear data transformation for dimensionality reduc-
tion. The following diagram reflects our concept.
Ω ⊂ Rd
A // U ⊂M ⊂ Rn
T

Ω′ ⊂ Rd UT ⊂MT ⊂ R
n
P
oo
(1)
Note that both the construction of the transformation T
and the projection need particular care. Indeed, in order to
maintain the intrinsic geometrical properties of the mani-
fold M, it is required to investigate the curvature distor-
tion of M under the transform T . For this purpose, con-
volution filters are powerful tools for the construction of
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suitable signal transforms T . This is supported by our nu-
merical results in Section 4., where wavelet transforms are
used for a customized construction of T .
Finally, let us remark that standard methods in signal pro-
cessing rely on on special characteristics of a discrete-time
signal uk ∈ Rn, such as frequency content, time duration,
phase and amplitude information, etc. In typical applica-
tion scenarios, signal data are not just isolated items of
information, but they are rather incorporating correlations
reflecting characteristic properties of the sampled object.
Therefore, when designing customized signal transforms,
one should exploit available context information on char-
acteristic properties of the target object in order to improve
the quality of the data analysis. In our particular applica-
tion scenario, special emphasis needs to be placed on in-
trinsic geometrical properties of the manifold M, where
a preprocessing distortion analysis of the curvature is of
vital importance.
3. Curvature Distortion Analysis
Our main objective is to estimate the curvature distortion
in the geometry of the manifold M incurred by the ap-
plication of the linear transformation T : M → MT ,
where T may, for instance, representing a wavelet or a
convolution filter. To this end, we first need to evaluate
relevant effects on the geometrical deformation of M un-
der various specific transformations T . This then amounts
to constructing suitable transformations T which are well-
adapted to the characteristic properties of the specific data.
Preferable choices for T : M → MT are diffeomor-
phisms, in which case dim(M) = dim(MT ).
3.1 Sectional Curvature Distortions
In general, a fundamental invariant of a manifold with re-
spect to its isometries are the sectional curvatures. This
concept is derived from the idea of the Gaussian curvature
in the setting of 2-manifolds, and is defined as
KM =
< R(X,Y )Y,X >
‖X‖2‖Y ‖2− < X,Y >2
,
for the curvature tensor R, defined for a triple of smooth
vector fields X,Y, Z as
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
We recall that the affine connection (a Levi-Cevita con-
nection for our situation) is a bilinear map
∇ : C∞(M, TM)× C∞(M, TM)→ C∞(M, TM)
that can be expressed with the Christoffel symbols defined,
for a particular system of local coordinates (x1, . . . , xn),
as∇∂i∂j =
∑n
k=1 Γ
k
ij∂k. The Christoffel symbols can be
described with respect to the metric tensor via
Γkij =
1
2
m∑
ℓ=1
(
∂gjℓ
∂xi
+
∂giℓ
∂xj
+
∂gij
∂xℓ
)
gℓk.
In order to estimate the distortion caused by the linear map
T : M→MT , we compare the Gaussian curvatures be-
tweenM andMT , denoted respectively KM, and KMT ,
DTK(p) = KM(p)−KMT (T (p)) for p ∈M.
If T is invertible, then the Gaussian curvature KMT in
MT can be computed as a function of the metric g in M
by using a pullback of the curvature tensor R in M with
respect to the inverse map T−1 : MT → M, or, equiva-
lently, by using a pushforward of the curvature tensor R in
Mwith respect to T :M→MT . An alternative strategy
is to consider the composition of T with a particular sys-
tem of local coordinates (x1, . . . , xn) of M, along with
the metric tensor
gij(p) = gij(x1, . . . , xm) =
〈
∂
∂xi
,
∂
∂xj
〉
.
When considering the linear transformation T represent-
ing the convolution filter, an important case is when T is
represented by a Toeplitz matrix, with filter coefficients
H = (h1, . . . , hm), i.e.,
T =


h1 0 . . . 0
h2 h1 . . . 0
.
.
.
.
.
. . . .
.
.
.
hm hm−1 . . . h1
0 hm . . . h2
.
.
.
.
.
. . . .
.
.
.
0 0 . . . hm


.
Note that the curvature distortion caused by the map T will
be controlled by the singular values of T , which due to the
Toeplitz matrix structure, are obtained from the Fourier
coefficients of H .
Now, our primary objective is to investigate the influence
of the filter coefficients in H on the curvature distortion
DTK . Moreover, we study filters being required to obtain a
given curvature distortion. The latter is particularly useful
for the adaptive construction of a low dimensional repre-
sentation of U .
3.2 Curvature Distortions for Curves
As for the special case of a curve r : I = [t0, t1] → Rm,
with arc-length parameterization s(a, t) =
∫ t
a
‖r′(x)‖ dx,
recall that the curvature of r is k(s) = ‖r′′(s)‖. For an
arbitrary parameterizations of r, its curvature is given by
K2 =
‖r¨‖2‖r˙‖2− < r¨, r˙ >2
(‖r˙‖2)3
.
In the remainder of this section, we briefly discuss the cur-
vature distortion under linear maps (e.g. convolution trans-
form) and under smooth maps. To compute the curvature
distortion of a curve r : I = [t0, t1] → Rm under a linear
map T , we consider the curvature of rT = {Tr(t), t ∈ I},
computed as follows.
K2T ≡ K
2
T (t) =
‖T r¨‖2‖T r˙‖2− < T r¨, T r˙ >2
(‖T r˙‖2)3
. (2)
As for the general case of smooth maps F : Rm → Rr,
the curvature distortion can be approximated by using the
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Jacobian matrix JF and its singular value decomposition,
JF (p) =


∂f1
∂x1
(p) . . . ∂f1
∂xm
(p)
.
.
.
.
.
.
.
.
.
∂fr
∂x1
(p) . . . ∂fr
∂xm
(p)


= UF (p)DF (p)V
T
F (p) for p ∈M.
The curvature distortion of a curve r : [t0, t1] → Rm un-
der F can in this case be analyzed through the expression
K2F ≡ K
2
F (p) =
‖JF r¨‖
2‖JF r˙‖
2− < JF r¨, JF r˙ >
2
(‖JF r˙‖2)3
,
where, unlike in the linear case (2), the Jacobian matrices
JF depend on p ∈M.
4. Numerical Examples
This section presents three different numerical examples
to illustrate basic properties of the proposed analysis of
high-dimensional signal data. Further details shall be dis-
cussed during the conference.
4.1 Low-dimensional parameterization of scale
modulated signals
In this example, we illustrate the geometrical effect of a
convolution transform for a set of functions lying on a
curve embedded in a high dimensional space. More pre-
cisely, we analyze a scale modulated family of functions
U ⊂ R64, parameterized by three values in Ω ⊂ R3,
U =
{
fα(t) =
3∑
i=1
e−αi(t)(· −bi)
2
: α(t) ∈ Ω
}
.
The parameter set for the scale modulation is given by the
curve
Ω =
{
α(t) = (α1(t), α2(t), α3(t))
T ∈ R3, : t ∈ [t0, t1]
}
.
Figure 1 (left) shows the parameter domain Ω, a star
shaped curve in R3. A PCA projection in R3, applied
to the set U ⊂ R64, is also displayed in Figure 1 (mid-
dle). The projection illustrates the curvature distortion
caused by the nonlinear map A : Ω ⊂ R3 → U ⊂
R
64, A(α(t)) = fα(t).
Figure 1: Parameter set Ω ⊂ R3, data U ⊂ R64, and
wavelet correction T (U) ⊂ R64.
Finally, Figure 1 (right), shows the resulting data transfor-
mation T (U) using a Daubechies wavelet w.r.t. a specific
band of the multiresolution analysis, resulting in a filter-
ing process for each element in U . The resulting T (U),
presents a curvature correction that recovers the original
geometry of Ω fairly well.
To explain the resulting curvature correction, we need to
analyze the singular values and singular vectors of the con-
volution map T . In fact, the singular values of T can be
viewed as scaling factors (stretching or shrinking) along
corresponding axis in the (local) embedding of U . More-
over, the spectrum of T depends on the particular filter
design.
4.2 Low dimensional parameterization of wave
equation solutions
In this second example, we regard the one-dimensional
wave equation
∂u
∂t
= c2
∂u
∂x
, 0 < x < 1, t ≥ 0, (3)
with initial conditions
u(0, x) = f(x),
∂u
∂t
(0, x) = g(x), 0 ≤ x ≤ 1. (4)
We make use of the previous example to construct a set
of initial values (i.e. functions) parameterized by a star
shaped curve U0 = U . Our objective is to investigate the
distortion caused by the evolution Ut of the solutions on
given initial values U0. Recall that the evolution of the
wave equation is constituted by the set of solutions
Ut = {uα ≡ uα(t, x) : uα satisfying (3) with
initial condition f ≡ fα in (4) for α ∈ Ω}.
Now, the solution of the wave equation can numerically be
computed by using finite differences, yielding the iteration
u(j+1) = Au(j) + b(j),
where for µ = γ∆t/(∆x)2, the iteration matrix is given
by
A =


1− 2µ µ
µ 1− 2µ µ
µ 1− 2µ µ
.
.
.
.
.
.
.
.
.
0 µ 1− 2µ

 .
Recall that in the convergence analysis of the iteration,
which can be rewritten as,
u(j+2) = Au(j+1) + b(j+1)
= A(Au(j) + b(j)) + b(j+1)
= A(2)u(j) +Ab(j) + b(j+1),
the spectrum of the matrices Ak play a key role. In fact,
due to the decomposition Ak = UDkUT , the geometrical
distortion in the evolution of Ut depends on the evolution
of the eigenvalues of A.
4.3 Topological Distortion via Filtering
In this final example, we illustrate one relevant phe-
nomenon concerning the topological distortion caused by
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Figure 2: One solution of the wave equation u(t, x) and
one measurement u(tk, x), tk = 20.
Figure 3: Curvature distortion of the initial manifold un-
der the evolution of the wave equation. The outer curve
represents the initial conditions U0 while the inner curve
reflects the corresponding solutions Ut for some time t.
the utilized convolution transformation. In this couple of
two test cases, we take one 1-torus Ω1 ⊂ R3 and one 2-
torus Ω2 ⊂ R3 as parameter space, respectively. As in
the previous examples, we generate a corresponding set
of scale modulation functions U1 and U2 (see Figure 4),
using Ω1 and Ω2 as parameter domains. This gives, for
j = 1, 2, two different data sets
Uj =
{
fαj(t) =
3∑
i=1
e−α
j
i
(t)(· −bj
i
)2 : αj(t) ∈ Ωj
}
.
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Figure 4: PCA projections of U1, U2 ⊂ R64 onto R3, gen-
erated by Ω1,Ω2 ⊂ R3, two tori of genus 1 and 2.
Now we combine the set U1 and U2 by
U =
{
ft = fα1(t) + fα2(t) : α
1(t) ∈ Ω1, α
2(t) ∈ Ω2
}
.
The resulting projection of the data U is shown in Figure 5.
For the purpose of illustration, we recover the sets U1 and
U2 from U . Note that this is a rather challenging task,
especially since the genus of surfaces U1 and U2 are dif-
ferent. Figure 6 shows the reconstructions of the two sur-
faces U1 and U2. Note that the both the geometrical and
topological properties of U1 and U2 are recovered fairly
well, which supports the good performance of our convo-
lution transform yet once more. The reconstruction of the
utilized convolution involves a selection of suitable bands
from the corresponding wavelet multiresolution decompo-
sition. Further details on this shall be explained during the
conference.
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Figure 5: PCA projection of U ⊂ R64 onto R3.
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Figure 6: Reconstruction of U1 (left), U2 (right) from U .
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Abstract:
In this paper we propose a smoothing method for non
smooth signals, which control the geometry of a sampled
signal. The signal is considered as a geometric object and
the smoothing is done using a smoothing kernel function
that controls the curvature of the obtained smooth signal
in a close neighborhood of a metric curvature measure of
the original signal.
1. Introduction
In [11], [12], a sampling scheme for signals that posses
Riemannian geometric structure was introduced.It turns
out that a variety of signals fall in this setting while gray
scale images is just one such example. Rather then some
Nyquist rate, the sampling scheme presented in [11], [12],
is based on geometric characteristics of the sampled sig-
nals. Being precise, the following sampling theorem was
proved.
Theorem 1 Let Σn, n ≥ 2 be a connected, not neces-
sarily compact, smooth manifold, with finitely many com-
pact boundary components. Then there exists a sam-
pling scheme of Σn, with a proper density D = D(p) =
D
(
1
k(p)
)
, where k(p) = max{|k1|, ..., |k2n|}, and where
k1, ..., k2n are the principal (normal) curvatures of Σ
n, at
the point p ∈ Σn.
While the assumed Riemannian structure relies on the as-
sumption that the signal satisfies C2 smoothness criteria,
the authors presented in [11], an extended version of The-
orem 1 also for non smooth geometric signals, where the
proposed strategy uses smoothing of the original signal.
The following theorem was proved.
Theorem 2 Let Σ be a connected, non-necessarily com-
pact surface of class C0. Then, for any δ > 0, there exists
a δ-sampling of Σ, such that if Σδ → Σ, then Dδ → D,
whereDδ andD denote the densities of Σδ and Σ, respec-
tively.
In the above Theorem 2 Σδ is a smoothing of Σ obtained
by a convolution of Σ with a partition of unity kernel.
Such a kernel being very common for manifolds smooth-
ing indeed guarantees that the resultant manifold is as
smooth as we wish however, in this process we do not have
any control on the curvature of the obtained manifold.
Some natural question raise in this context,
1. To what extent can we smooth the original signal, us-
ing such a reproducing kernel while assuming a pre-
defined bounds on the curvature of the resultant man-
ifold?
2. Can the reproducing kernel be made local, namely,
can we have different kernel characteristics for differ-
ent areas along the sampled signals, while being able
to glue the smoothed signal along common bound-
aries?
3. In what way if at any, we can give affirmative answers
to 1 and 2 that are adaptive to the signal? Meaning,
how can we have good prior estimates for the desired
curvature bounds?
This paper aims at answering the above questions. Note
that answering question 1 is analogous to smoothen a sig-
nal to have a predefined frequency band-pass, using a
band-pass filter as commonly done in signal processing
for decades. Answering 1, 2, 3 is equivalent to the use of
filter banks with different band-pass characteristics. In all,
giving affirmative answers to all above questions give rise
to an adaptive non uniform sampling scheme for a variety
of signals.
We will focus along the paper on signals that are do not ad-
mit a Riemannian structure but rather have a more general
geometric structure of the so called Alexandrov spaces.
We will term such signals as geometric-signals.
2. Preliminaries
In this section we will give some basic preliminary defini-
tions and notations.
2.1 Alexandrov spaces
Definition 3 (Alexandrov - Toponogov) [ [9]] A com-
plete metric space X , satisfies the triangle comparison
condition w.r.t κ ∈ R if for every geodesic triangle
∆pqr ∈ X , there exists a comparison triangle, i.e. a tri-
angle, ∆p′q′r′ ∈ M
2
κ, such that
pq = p′q′; qr = q′r′; rp = r′p′
so that, for every point s ∈ pr we have that
dX(s, q) > dM2
κ
(s′, q′)
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where s′ ∈ p′r′ such that
ps = p′s′; sr = s′r′
Where M2κ is a complete simply connected surface of con-
stant curvature κ.
Figure 1: Comparison triangle.
Definition 4 A complete metric space X , is an Alexan-
drov space of curvature > κ iff
1. For all x, y,∈ X there exists a length minimizing
curve γ joining x and y such that,
L(γ) = dX(x, y);
where L denotes the arc length of curves in X and
dX stands for the metric given on X . γ is called a
minimal geodesic.
2. X satisfies the triangle comparison condition for κ.
3.
dimHX <∞;
dimH = Hausdorff dimension.
Remark 5 In a similar way, while reversing the direction
of inequalities, one can define Alexandrov space of curva-
ture < κ. For instance, in the comparison triangle condi-
tion, we will demand,
dX(s, q) < dM2
κ
(s′, q′)
Definition 6 (Gromov) If X is an Alexandrov space of
curvature < κ and κ ≤ 0 then X is called CAT (κ)-
space. CAT = Cartan-Alexandrov-Toponogov.
2.1.1 Examples:
1. Every complete Riemannian manifold of bounded
sectional curvature.
2. The boundary of convex set in Rn is an Alexandrov
space of curvature ≥ 0.
3. If Xi is a sequence of n-dimensional Alexandrov
spaces of curv. ≥ κ then their Gromov-Hausdorff
limit, if exists, is an Alexandrov space of curv. ≥ κ
and dimension ≤ n.
If the limit of the above sequence is of dimension< n
we say the sequence collapses.
IfX is an Alexandrov space then there exists a self-adjoint
operator ∆, called the Laplacian defined on L2(X) so
that,
∫
X
< ∇u,∇v > dHn =
∫
X
v∇udHn
where Hn is the nth Hausdorff measure of X , u ∈
D(∆), v ∈ W1,2(X).
Theorem 7 ( [6]) 1. IfX is compact then the spectrum
of ∆ is discrete.
2. There exists a continuous heat kernel ht(x, y) on X
so that,
e−t∆u(x) =
∫
X
ht(x, y)u(y)dH
n(y)
2.2 Approximations of manifolds
Let M be a complete Riemannian manifold of bounded
sectional curvature. Let p ∈ M be some point and let
φi be some C
∞ kernel function supported on some ǫi-
neighborhood of p. For example one can take φ to be
partition of unity, heat kernel and others. Let Mi be the
manifold obtained by convolution,
Mi =
∫
M
φi ∗Mdµ;
Note that Mi is smooth in a δi neighborhood of p even if
M fails to be smooth at p. Well known results (see for
instance, [7]) in differential topology assert that,
ǫi → 0 ⇒Mj →M ;
where convergence of manifolds is considered in the
Gromov-Hausdorff topology. While the above result con-
cerns the convergence on a topological level, in order to
have curvature control we have to account for geometric
convergence as well. This is guaranteed from the stud-
ies in [3], [4] and [10]. In [3], [4] it is proved that
similar convergence to the above also exist for Betti num-
bers which are generalizations of Euler characteristic to
all dimensions and are related to curvature through higher
dimensional of Gauss-Bonnet type theorems [2]. In [10]
the question of proper gluing of approximations in adja-
cent neighborhoods is addressed. It is shown that one can
obtain geometric convergence in different neighborhoods
V,U of the points p, q resp. so that, on the common bound-
ary ∂V ∩ ∂U the approximations coincide. In addition, if
we write the heat operator on a manifold, N , as
e−t∆N f(x),
where f ∈ L2(N ) and t > 0, x ∈ N , and ∆N , de-
notes the Laplace-Beltrami operator associated with N ,
then there is a smooth kernel functionKN , such that,
e−t∆N f(x) =
∫
N
KN (t, x, y)f(y)dy;
In [3] convergence of the heat kernel is also achieved,
e−t∆Mi → e−t∆M
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3. Smoothing geometric signals with curva-
ture control
In this section we present the results concerning questions
1, 2 and 3 posed in the introduction. These results give us
the ability to smoothen a geometric signal while having an
adaptive control on obtained curvatures.
Definition 8 We say that a signal is a geometric signal
iff it admits a structure of an Alexandrov space for some
κ ∈ R.
Let Σ be a geometric signal of sectional curvature
bounded from below (above). Let p ∈ Σ be a point, and
U(p) ⊂ Σ some compact neighborhood of p. Let
κ = lim supK
such that U(p) is an Alexandrov space of curvature > K.
3.1 Approximations of geometric signals
Theorem 9 ( [1]) Given a point p on Σ, there exists
smooth local kernel φi as above, yielding a sequence of
manifolds Mi, smooth inside an ǫi neighborhoods of p,
such that
1.
Mi =
∫
Σ
φi ∗ Σdµ→ Σ,
as ǫ→ 0.
2. If we further assume that while the Riemannian man-
ifolds Mi converge to Σ, no collapse occurs i.e. the
Hausdorff dimension of Σ is the same as ofMi, then,
the sectional curvatureKi(p) ofMi at p satisfies,
lim
ǫ→0
Ki(p) = κ;
The theorem above answers both questions 1 and 2. We
can control the curvature of the obtained smooth signals
in an adaptive way by making it converge to the lim sup
of Alexandrov curvature of the signal Σ.
3.2 Gluing
By arguments similar to those in [10] we have,
Theorem 10 ( [1]) Let the above smooth approximations
of Σ be given in neighborhoods of two points p, q.
Then they coincide as well as their sectional curvatures
Ki,Vi ,Ki,Ui on the common boundary, if non empty.
4. Sampling of geometric signals
We propose the following scheme for sampling of a geo-
metric signals.
1. Consider the signal as an Alexandrov space. This re-
quires the representation of the signal as a tame met-
ric space in a meaningful manner.
2. Assess the appropriate Alexandrov curvature bound.
This can be done by the use of discrete metric curva-
ture measures.
3. Smooth the signal while controlling the curvature of
the smoothed signal to suitably approximate the esti-
mated curvature.
4. Sample the smoothed signal according to Theorem 1
4.1 Special case - images
It is common to regard images as surfaces embedded in
some Rn. For gray scale images R3 is considered while
for color images it is usual to take R5. Figure 2 shows im-
age re-sampled according to the geometric sampling pro-
posed in Theorem1. In this example no smoothing was
applied prior to sampling and artifacts of this can be seen
in the reconstructed image. “Flat areas” of the image have
20 times reduced sampling resolution with respect to the
original resolution.
Figure 2: Geometric sampling of a gray scale image. Top
to bottom - original Lena; Lena resampled. The white
dots are the new sampling points. One can see the sparse-
ness w.r.t the original; Lena reconstructed. Reconstruction
using linear interpolation over the sampling points. No
smoothing was done.
In order to estimate the curvature of an image as an
Alexandrov space we can take the set of discrete curvature
measures proposed in [5] where such measures are sug-
gested for very general cell-complexes. It is shown in [5]
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that the one-dimensional curvature measure resembles the
Ricci curvature of a cell-complex which, in the case of im-
ages (since they are 2-dimensional manifolds) coincides
with the Gaussian curvature. Figure 3 shows the combi-
natorial Ricci (= Gauss) curvature of the image in Figure
2, see [13] for details about the adoption of the curvature
measures introduced in [5] to images.
Figure 3: Discrete Ricci curvature of Lena. Apart from
giving an assessment for the curvature of the image as an
Alexandrov space, it also serves as an excellent edge de-
tector as itself.
5. Further study
Current and future studies of geometric sampling of im-
ages and signals, focus on two aspects. First we wish to
modify the smoothing process introduced herein so it will
be done in the Fourier domain rather than the spatial do-
main. Namely, we wish to smooth the Fourier transform
of the signal while considering curvature in the Fourier
plane. This is inspired by the Nash embedding Theorem
[8] while the Fourier transform of a manifold is smoothen
prior to its embedding thus achieving a higher degree of
smoothness with respect to smoothing in the spatial do-
main.
Another direction of study is devoted to the development
of a geometric theory of sparse representations and geo-
metric compress sensing.
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Abstract:
For the Schoenberg B-splines, interesting relations be-
tween their functional representation, Dirichlet averages
and difference operators are known. We use these rela-
tions to extend the B-splines to an arbitrary (infinite) se-
quence of knots and to higher dimensions. A new Fourier
domain representation of the multidimensional complex
B-spline is given.
1. Complex B-Splines
Complex B-splines are a natural extension of the clas-
sical Curry-Schoenberg B-splines [2] and the fractional
splines first investigated in [16]. The complex B-splines
Bz : R → C are defined in Fourier domain as
F(Bz)(ω) =
∫
R
Bz(t)e
−iωt dt =
(
1− e−iω
iω
)z
forRe z > 1. They are well-defined, because of { 1−e−iω
iω
|
ω ∈ R} ∩ {y ∈ R | y < 0} = ∅ they live on the main
branch of the complex logarithm. Complex B-splines are
elements of L1(R) ∩ L2(R). They have several inter-
esting basic properties, which are discussed in [5]. Let
Re z,Re z1,Re z2 > 1.
• Complex B-splines Bz are piecewise polynomials of
complex degree.
• Smoothness and decay:
– Bz ∈ W r2 (R) for r < Re z − 12 . Here W r2 (R)
denotes the Sobolev space with respect to the
L2-Norm and with weight (1 + |x|2)r.
– Bz(x) = O(x−m) form < Re z+1, |x| → ∞.
• Recursion formula: Bz1 ∗Bz2 = Bz1+z2 .
• Complex B-splines are scaling functions and gener-
ate multiresolution analyses and wavelets.
• But in general, they don’t have compact support.
• Last but not least: They relate difference and differ-
ential operators.
In this paper, we take closer look at this last relation and
the respective multivariate setting. To this end, we will
consider the known relations between classical B-splines,
difference operators and Dirichlet averages.
B-splines
Dirichlet averages Difference operators
Figure 1: Relations between classical B-splines, differ-
ence operators and Dirichlet averages.
2. Representation in time-domain
We defined complex B-splines in Fourier domain, and
Fourier inversion shows that these functions are piecewise
polynomials of complex degree:
Proposition 1. [5] Complex B-splines have a time-
domain representation of the form
Bz(t) =
1
Γ(z)
∑
k≥0
(−1)k
( z
k
)
(t− k)z−1+ ,
pointwise for all t ∈ R and in L2(R)-norm. Here,
tz+ =
{
tz = ez ln t, if t > 0,
0, if t ≤ 0,
is the truncated power function, and Γ : C \ Z−0 → C
denotes the Euler Gamma function.
Compare: The cardinal B-spline Bn, n ∈ N, has the simi-
lar representation
Bn(t) =
1
(n− 1)!
n∑
k=0
(−1)k
(n
k
)
(t− k)n−1+
=
1
Γ(n)
∞∑
k=0
(−1)k
(n
k
)
(t− k)n−1+ .
3. Relations to Difference Operators
It is well-known that in the construction of the Curry-
Schoenberg B-splines difference operators are deeply in-
volved. The same is true for complex B-splines. To estab-
lish the corresponding relation, let us first recall the defi-
nition of the backward difference operator ∇.
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Let g : R → C be a function. Then the backward differ-
ence operator∇ = ∇1 is recursively defined as follows:
∇g(t) = g(t)− g(t− 1),
∇n+1g(t) = ∇(∇ng(t)) for n ∈ N.
This definition yields the explicit representation
∇ng(t) =
n∑
k=0
(
n
k
)
(−1)kg(t− k).
For the cardinal B-splines Bn we can write:
Bn(t) =
1
(n− 1)!
n∑
k=0
(−1)k
(
n
k
)
(t− k)n−1+
=
1
(n− 1)!∇
ntn−1+ .
In comparison: For the complex B-splines, we have an
analog representation:
Bz(t) =
1
Γ(z)
∞∑
k=0
(−1)k
(
z
k
)
(t− k)z−1+ , Re z ≥ 1.
This invites to define a complex difference operator:
Deﬁnition 2. [5, 6] The difference operator ∇z of com-
plex order z is defined as
∇zg(t) :=
∞∑
k=0
(−1)k
(
z
k
)
g(t−k), z ∈ C, Re z ≥ 1.
Hence a second time domain representation of the com-
plex B-spline is
Bz(t) =
1
Γ(z)
∇ztz−1+ .
In a similar way, we can establish a relation to divided dif-
ferences. Recall that for a knot sequences {t0, . . . , tn} ⊂
R, n ≥ 1, divided differences are recursively defined as
follows. Let g : R → C be some function.
[t0]g = g(t0),
[t0, . . . , tn]g =
[t0, . . . , tn−1]g − [t1, . . . , tn]g
t0 − tn
=
n∑
j=0
g(tj)∏
l 6=j(tj − tl)
.
For the cardinal B-spline,
Bn(t) =
1
(n− 1)!
n∑
k=0
(−1)k
(n
k
)
(t− k)n−1+
= n
n∑
k=0
(−1)k 1
k!(n− k)! (t− k)
n−1
+
= (−1)nn
n∑
k=0
(t− k)n−1+∏
l 6=k(k − l)
= (−1)nn[0, 1, . . . , n](t− •)n−1+ .
(The factor (−1)n is due to our representation of the car-
dinal B-spline via backward difference operators.)
The same ideas give rise to the definition of complex di-
vided differences.
Deﬁnition 3. Let g : R → C be some function. We define
the complex divided differences for the knot sequence N0
via
[z;N0]g :=
∑
k≥0
(−1)k g(k)
Γ(z − k + 1)Γ(k + 1) .
Then the complex B-spline can be written as
Bz(t) = z[z,N0](t− •)z−1+ .
Comparing “old” and “new” divided difference operator
for z = n ∈ N, yields
(−1)n[0, 1, . . . n] = [n,N0].
Proposition 4. [6, 7] Let Re z > 0 and g ∈ S(R+). Then
[z;N0]g =
1
Γ(z + 1)
∫
R
Bz(t)g
(z)(t) dt,
where g(z) = W zg is the complex Weyl derivative:
For n = ⌈Re z⌉, ν = n− z,
W zg(t) = (−1)n d
n
dtn
[
1
Γ(ν)
∫ ∞
t
(x− t)ν−1g(x) dx
]
.
Sketch of proof:
1
Γ(z + 1)
∫
R
Bz(t)g
(z)(t) dt
=
1
Γ(z + 1)
∫
R
z[z,N0](t− •)z−1+ W zg(t) dt
= [z,N0]
1
Γ(z)
∫ ∞
•
(t− •)z−1+ W zg(t) dt
= [z,N0]W
−zW zg = [z,N0]g.
Here,W−zf = 1Γ(z)
∫∞
•
(t− •)z−1+ f(t) dt is the complex
Weyl integral of the function f , i.e., the inverse operator
ofW z . 
Now we are able to establish a first relation between di-
vided difference operators and Dirichlet averages.
Proposition 5. (Generalized Hermite-Genocchi-Formula:
Divided Differences and Dirichlet Averages) [6, 7]
Let ∆∞ be the infinite-dimensional simplex
∆∞ := {u := (uj) ∈ (R+0 )N0 |
∞∑
j=0
uj = 1} = lim←−∆
n,
defined as the projective limit of the finite dimensional
simplices ∆n, and let µ∞e be the generalized Dirichlet
measure defined by the projective limit
µ∞e = lim←−Γ(n+ 1)λ
n,
where λn the Lebesgue measure on ∆n. Then
[z,N0]g =
1
Γ(z + 1)
∫
∆∞
g(z)(N0 · u)dµ∞e (u)
=
1
Γ(z + 1)
∫
R
Bz(t)g
(z)(t) dt
for all real-analytic g ∈ S(R+).
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Up to now we have considered complex B-splines with
knot sequence N0 and derived from there new difference
operators and finally the relation to Dirichlet averages, just
as indicated in the diagram in Fig. 1:
B-splines→ Difference operators→ Dirichlet averages.
Our next step will consist of generalizing the setting with
appropriate weights in travelling through the diagram an-
other way round: Dirichlet averages for other knot se-
quences τ and with weights→Generalized B-splines with
knot sequence τ → Difference operators.
4. Splines and Dirichlet Averages
Let b ∈ R∞+ be a weight vector and τ = {tk}k∈N0 ∈ RN0+
an increasing sequence of knots with lim supk→∞
k
√
tk ≤
ρ < e.
Deﬁnition 6. A complex B-spline Bz(• | b; τ) with
weight vector b and knot sequence τ is a function satis-
fying∫
R
Bz(t | b; τ)g(z)(t) dt =
∫
∆∞
g(z)(τ · u)dµ∞b (u) (1)
for all real-analytic g ∈ S(R+). Here, µ∞b = lim←−µ
n
b is
the projective limit of Dirichlet measures with densities
Γ(b0) . . .Γ(bn)
Γ(b0 + . . .+ bn)
ub0−10 u
b1−1
1 . . . u
bn−1
n .
Since both W z and W−z are linear operators mapping
S(R+) into itself [11, 15] and since the real-analytic func-
tions in S(R+) are dense in S(R+) [13], (1) holds for all
g ∈ S(R+). Moreover, since S(R+) is dense in L2(R+),
we deduce that Bz(• | b, τ) ∈ L2(R+).
Equation (1) means, we define the weighted version of the
complex B-spline in a weak sense via Dirichlet averages.
Referring again to the diagram in Fig. 1, we now move
from the generalized B-splines to generalized divided dif-
ferences.
Deﬁnition 7. For knot sequences τ ∈ RN0+ and weight
vectors b ∈ R∞+ as above, we define the generalized com-
plex divided differences [z; τ ]b as follows. Let g : R → C
be some function.
[z; τ ]bg :=
1
Γ(z)
∫
R
Bz(t|b; τ)g(z)(t) dt
for all g ∈ S(R).
This definition is compatible with the usual Dirichlet
splines. In fact, for all finite τ = τ(n) ∈ Rn+1+ and
b = b(n) ∈ Rn+1+ , and for z = n ∈ N0 the Dirichlet
spline Dn(•|b; τ) of order n is defined by∫
R
g(n)(t)Dn(t|b; τ) dt =
∫
∆n
g(n)(τ · u) dµnb (u)
= G(n)(b; τ)
for all g ∈ Cn(R). Here, G is the Dirichlet average of g:
G(b; τ) =
∫
∆n
g(τ · u) dµnb (u).
5. Multivariate Complex B-Splines
To define complex B-splines in a multivariate setting, we
consider ridge functions and define multivariate B-splines
on their basis. Then, we walk again through the diagram
in Fig. 1: Multivariate B-splines → Multivariate differ-
ence operators. Results on Dirichlet averages yield new
recurrence relations for multivariate B-splines: Dirichlet
averages→ B-splines.
Note that the approach via ridge functions had already let
to an extension of the Curry-Schoenberg-splines to a mul-
tivariate setting, e.g. [3, 4, 10, 12]. However, some of
these approaches have certain restrictions on the knots and
none of them considers complex splines.
Given λ ∈ Rs\{0}, a direction, and g : R → C a function.
The ridge function gλ corresponding to g is defined via
gλ : R
s → C, gλ(x) = g(〈λ, x〉) for all x ∈ Rs.
Deﬁnition 8. [9] Let τ = {τn}n∈N0 ∈ (Rs)N0 a sequence
of knots in Rs with lim supn→∞
n
√‖τn‖ ≤ ρ < e. The
multivariate complex B-spline Bz(•|b; τ ) with weights
b ∈ CN0+ and knots τ is defined on ridge functions via∫
Rs
g(〈λ, x〉)Bz(x | b; τ ) dx =
∫
R
g(t)Bz(t | b;λτ ) dt,
(2)
where g ∈ S(R+) and λ ∈ Rs \ {0}, such that λτ =
{〈λ, τn〉}n∈N0 is separated.
Since ridge functions are dense in L2(Rs) [14], we deduce
thatBz(• | b; τ ) ∈ L2((R+)s).
Example 9. (Divided differences in the multivariate case)
Given b = e := (1, 1, 1, . . .). Then for all g ∈ S(R∞):
[z; τ ]egλ = [z; τ ]gλ = [z; τ ]g(〈λ, •〉)
=
1
Γ(z)
∫
Rs
g(z)(〈λ, x〉)Bz(x | e; τ ) dx
=
1
Γ(z)
∫
R
g(z)(t)Bz(t | e;λτ ) dt = [z;λτ ]g.
for all λ ∈ Rs such that λτ is separated.
Example 10. (Multivariate cardinal B-splines) For n ∈ N
and a finite sequence of knots τ = {τ0, τ1, . . . , τn}:
[τ0, . . . , τn]gλ := [n; τ ]g(〈λ, •〉)
=
1
n!
∫
Rs
g(n)(〈λ, x〉)Bn(x | e; τ ) dx
=
1
n!
∫
R
g(n)(t)Bn(t | e;λτ ) dt
= [n;λτ ]g =
n∑
j=0
g(〈λ, τ j〉)∏
l 6=j〈λ, τ j − τ l〉
.
Given a sequence of knots τ ⊂ Rs and a weight vector b
as above. In addition, let b ∈ l1(N0) such that ‖b‖1 =: c.
Then the Dirichlet averages of g(z) ∈ D(R) and g(z+1)j :=
(〈λ, τ j〉 − •)g(z+1), j ∈ N0, satisfy:
(c−1)G(z)(b;λτ ) = (c−1)G(z)(b−ej ;λτ )+G(1+z)j (b;λτ ).
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For the finite dimensional case see [1, 12]. These and other
relations of similar type on Dirichlet averages yield new
results for multivariate complex B-splines. As a example,
we state:
Proposition 11. [9] Under the above conditions, for all
j ∈ N0:
(c− 1)
∫
Rs
g
(z)
λ (x)Bz(x | b; τ )dx =
= (c− 1)
∫
Rs
g
(z)
λ (x)Bz(x | b− ej ; τ )dx
+
∫
Rs
〈λ, τ j − x〉 g(1+z)λ (x)Bz(x | b; τ )dx.
More relations of this type are given in [8].
6. Fourier representation of multivariate
complex B-splines
We saw above that both the univariate and the multivari-
ate complex B-splines are L2-functions: Bz(• | b; τ) ∈
L2(R+) and Bz(• | b; τ ) ∈ L2((R+)s) Therefore, we
can apply the Plancherel transform to both functions and
consider their frequency spectrum.
Let ω = (ω1, . . . , ωs) ∈ Rs and let λ ∈ Rs, ‖λ‖ = 1, be
the direction of ω, i.e., ω = ωλ for some ω ≥ 0. For the
Fourier transform of the generalized complex B-spline we
have for x = (x1, . . . , xs) ∈ Rs:
B̂z(ω | b;λτ ) =
=
∫
R
e−iωtBz(t | b;λτ ) dt
=
∫
Rs
e−iω〈λ,x〉Bz(x | b; τ ) dx
=
∫
Rs
e−iω(λ1x1+...+λsxs)Bz(x | b; τ ) dx
=
∫
Rs
e−i(ω1x1+...+ωsxs)Bz(x | b; τ ) dx
=
∫
Rs
e−i〈ω,x〉Bz(x | b; τ ) dx
= B̂z(ω | b; τ ) = B̂z(ωλ | b; τ ).
This shows that the frequency spectrum of the multivari-
ate complex B-spline along directions λ is given by the
spectrum of the univariate spline with knots projected onto
these λ.
7. Summary
Complex B-splines allow to define difference and divided
difference operators of complex order for arbitrary knots
and weights. Via their relation to Dirichlet averages and
Dirichlet splines, they can be extended to higher dimen-
sions via ridge functions. The Fourier transform of the
univariate and multivariate complex B-spline are also re-
lated on ridges.
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Abstract:
The classical Paley–Wiener space possesses two repro-
ducing formulae; a ‘concrete’ reproducing equation and
a ‘discrete’ analogue, or sampling series, and there is a
striking comparison between them. It is shown that such
analogies persist in the setting of Paley–Wiener spaces that
are more general than the classical case. In fact, there
are ‘operator’ versions of the reproducing equation and
of the sampling series that are also comparable, not ‘ex-
actly’ but nearly so. Reproducing kernel theory and ab-
stract harmonic analysis are brought together to achieve
this, then the special case of multiplier operators with re-
spect to the Fourier transform is considered. The Riesz
transforms provide a two-dimensional example, with pos-
sibilities of extension to higher dimensions and to further
classes of operators.
1. Introduction
It has often been remarked that the classical Paley–Wiener
space possesses two reproducing formulae; a ‘concrete’
reproducing equation
f(s) =
∫
R
f(t) sinc(s− t)dt, (s ∈ R), (1)
and a ‘discrete’ reproducing equation, or sampling series,
f(s) =
∑
n∈Z
f(n) sinc(s− n), (s ∈ R), (2)
and that there is a striking analogy between the two (see,
e.g., [3, p. 58]). Here, sinc denotes the standard function
sincx := (sinpix)/pix.
The purpose of the present lecture is to point out that con-
crete and discrete reproducing formulae and analogies be-
tween them persist in the setting of Paley–Wiener spaces
that are more general than the classical case. It will be
shown that for suitably chosen operators there are ‘opera-
tor’ versions of the reproducing equation and of the sam-
pling series that are also comparable, in the same way as
in the classical case described above.
2. The setting
Abstract theories that lead to reproducing formulae are
outlined in §2.1 and §2.2, and are brought together in §2.3.
2.1 The reproducing kernel theory
The basic setting of this paper is that of the reproducing
kernel theory of Saitoh [8, Ch. 2, §1]. Very briefly the
background is as follows. Let E be an abstract set. For
each t belonging to E let Kt belong to H (a separable
Hilbert space with inner product denoted by 〈, 〉H ). Then
k(s, t) := 〈Kt,Ks〉H is defined onE×E and is called the
kernel function of the map Kt. This kernel function is a
positive matrix [8, Ch. 2, §2] and as such it determines one
and only one Hilbert space for which it is the reproducing
kernel. This Hilbert space is denoted by R(K) since it
turns out to be the set of images of H under the transfor-
mation (Kg)(t) := 〈g,Kt〉H , (g ∈ H).
Theorem 1 (Saitoh) With the notations established
above, R(K) (which is now abbreviated to just R) is a
Hilbert space which has the reproducing kernel k(·, ·),
and is uniquely determined by this kernel k. For f ∈ R
there exists α ∈ H such that
‖f‖R = ‖Kα‖R ≤ ‖α‖H , (3)
and there exists a unique member, g say, of the class of all
α’s satisfying (3) such that
f(t) = 〈g,Kt〉H , (t ∈ E),
and
‖f‖R = ‖g‖H .
The reproducing equation for f ∈ R is
f(t) = 〈f, k(·, t)〉R (4)
The following theorem is simple but very useful.
Theorem 2 The convergence of a sequence in the norm
of R implies that it converges pointwise over E, and the
convergence is uniform over any subset of E on which
k(t, t) = ‖k(·, t)‖2 is bounded.
The following Theorem is to be found in [8].
Theorem 3 With notations as above, let {sn}, (n ∈ X),
be points of E such that {Ksn} is an orthonormal basis
for H . Then the sampling series representation
f(t) =
∑
n∈X
f(sn)k(sn, t), (5)
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holds, convergence being in the norm of R; and then of
course Theorem 2 applies.
2.2 Abstract harmonic analysis
A very brief introduction (mostly just notations) to the ab-
stract harmonic analysis that will be needed is now given.
All necessary background, and much more, is to be found
in [1], [2].
Let G be a locally compact abelian (LCA) group (written
additively). Let (t, γ) be a character of G, that is, a con-
tinuous homomorphism of G into the circle group. Let
G∧ = Γ denote the group of continuous characters on G,
usually called the dual group of G. We assume that Γ has
a countable discrete subgroup Λ.
Haar measures on the various groups are normalised in the
standard way [1], and this means in particular that there is
a measurable transversal (i.e., a complete set of coset rep-
resentatives) Ω ⊂ Γ of Γ/Λ, and it has finite Haar mea-
sure.
Now
H = Λ⊥ := {t ∈ G : (t, λ) = 1, (λ ∈ Λ)}.
is a subgroup ofG and is called the ‘annihilator’ of Λ. We
assume thatH is discrete; it follows that the quotient group
Γ/Λ is compact.
The Fourier transform on L2(G) is defined in the usual
way:
f∧(γ) = (Ff)(γ) :=
∫
G
f(t)(t, γ) dt,
in the L2 sense, where dt denotes the element of Haar
measure on G (likewise, dγ denotes the element of Haar
measure on Γ). The inverse Fourier transform will be de-
noted by ∨ or by F−1.
We shall need the ‘shift’ property of the Fourier transform:
f(· − x)∧(γ) = (−x, γ)f∧(γ).
Abstract Paley Wiener space PWΩ(G) is defined as fol-
lows:
PWΩ(G) := {f : f ∈ L2(G) ∩ C(G),
f∧(γ) = 0 (Haar) a.a. γ 6∈ Ω} (6)
2.3 Combining harmonic analysis with the re-
producing kernel theory
The abstract set E of §2.1 is often taken to be R or C.
Here, however, we take it to be an LCA groupG thus com-
bining two abstract theories, harmonic analysis and the re-
producing kernel theory. In the notations of §2.1 and §2.2
we also take Kt = (t, ·), H = L2(Ω) and Kg = F−1g,
g ∈ L2(Ω). Then we have
k(s, t) =
∫
Ω
(t, γ)(s, γ) dγ =
∫
Ω
(t− s, γ) dγ
=
(
χΩ
∨
)
(t− s) =: ϕΩ(t− s), (7)
where χS denotes the characteristic function of a set S. It
does not seem to have been recognised that ϕΩ(t − s) is
the reproducing kernel for PWΩ(G), and that this allows a
close association between sampling in the harmonic anal-
ysis setting and Saitoh’s theory.
The space R of §2.1 is now seen to be the Paley–Wiener
space defined in (6), and its reproducing equation is
f(t) = 〈f, ϕΩ(t− ·)〉L2(G) (8)
Kluva´nek’s sampling theorem [4, p. 45] is a consequence:
Theorem 4 Let f ∈ PWΩ. With the assumptions of
§2.2,
f(t) =
∑
h∈H
f(h)ϕΩ(t− h) (9)
in norm, etc., (see Theorem 2).
Our concrete – discrete comparison is beween (8) and (9).
3. Operator kernels and operator reproduc-
ing formulae
The presence of kernels and reproducing equations associ-
ated with operators on a reproducing kernel Hilbert space
add greatly to the richness of its structure, as we shall see
in this section.
3.1 Operator kernels and operator reproducing
equations
Let R be the separable Hilbert space of functions defined
on E with reproducing kernel k(s, t), as we have dis-
cussed it in §2.1. Let B be a bijection on R, and let B∗
denote the adjoint operator. The action of B on R is gov-
erned by the action of B∗ on the reproducing kernel k,
because for f ∈ R,(Bf)(t) = 〈Bf, k(·, t)〉R = 〈f,B∗k(·, t)〉R. (10)
See, e.g., [5].
Definition 1 The kernel
h(s, t) :=
(B∗k(·, t))(s), s, t ∈ E
will be called the operator kernel of B.
In this notation (10) is(Bf)(t) = 〈f, h(·, t)〉. (11)
Now from Definition 1 above, ((B∗)−1h(·, t))(s) =
k(s, t), so that, using the ordinary reproducing formula
(4), we have
f(t) = 〈f, k(·, t)〉 = 〈f, (B∗)−1h(·, t)〉
= 〈((B∗)−1)∗f, h(·, t)〉.
Now using standard properties of operators and their ad-
joints (e.g., [6, p. 202]) we can summarise these calcula-
tions as:
f(t) = 〈(B−1f)(·), h(·, t)〉. (12)
This formula tells us that f can be reproduced, not from its
own values as in the ordinary reproducing kernel theory,
but from the result of acting on it with an operator. We
can call this an operator reproducing equation in analogy
with the ordinary reproducing equation (4).
Similar formulae for B∗ can be obtained in the same way.
First, we make the following
SAMPTA'09 301
Definition 2
h∗(s, t) := h(t, s) ((t, s) ∈ E × E)
will be called the adjoint operator kernel of B.
Kernels and their adjoints occur in important areas of
study such as the theory of integral equations (see, e.g.,
[6, p. 170] for basic information). We shall find series
expansions for such kernels and identify the action of h∗
explicitly in Theorem 5 below.
First, let {ϕn}, n ∈ X, be an orthonormal basis for R.
Lemma 1
h(s, t) =
∑
n∈X
(Bϕn)(t)ϕn(s), (s, t ∈ E). (13)
Convergence is in the norm of R for each t ∈ E, and the
pointwise convergence is governed by Theorem 2.
Proof The coefficients for the expansion of h(·, t), t
fixed, in the basis {ϕn} are
〈h(·, t), ϕn〉 = 〈ϕn, h(·, t)〉 =
(Bϕn)(t)
by (11), thus (13) is obtained. 
It will be recalled that if we put{
Bϕn = ψn
(B∗)−1ϕn = ψ∗n,
(14)
then {ψn} is a Riesz basis for R with dual basis {ψ∗n}. In
this notation (13) can be written
h(s, t) =
∑
n∈X
ψn(t)ϕn(s). (15)
Hence by Definition 2 we have
h∗(s, t) =
∑
n∈X
ϕn(t)ψn(s). (16)
in the norm of R for each t ∈ E.
By uniqueness the coefficients {ϕn(t)} are such that
ϕn(t) = 〈h∗(·, t), ψ∗n〉 = 〈(B∗)−1ϕn, h∗(·, t)〉, (17)
Since this relationship is true for every member ϕn of a
basis for R, it holds for every f ∈ R by the usual density
argument. This argument runs as follows:
Let
∑
N cnϕn be the Nth partial sum of the expansion for
f in the basis ϕn. Then taking linear combinations in (17),∑
N
cnϕn(t) = 〈(B∗)−1
∑
N
cnϕn(t), h
∗(·, t)〉. (18)
Consider
f(t)− 〈(B∗)−1f, h∗(·, t)〉. (19)
Put f(t)−∑N cnϕn(t) = Fn(t). Now inserting the right
and left hand sides of (18) we find from (19) that∣∣f(t)− 〈(B∗)−1f, h∗(·, t)〉∣∣ (20)
=
∣∣Fn(t)− 〈(B∗)−1(f −∑
N
cnϕn), h
∗(·, t)〉∣∣
≤ ∣∣Fn(t)∣∣+ ∣∣〈(B∗)−1(f −∑
N
cnϕn), h
∗(·, t)〉∣∣
≤ ∣∣Fn(t)∣∣+ ‖(B∗)−1(f −∑
N
cnϕn)‖‖h∗(·, t)‖
≤ ∣∣Fn(t)∣∣+B‖f −∑
N
cnϕn‖‖h∗(·, t)‖ (21)
for a constant B which is consequent upon the fact that,
since B is bounded, B∗ is bounded and by Banach’s
‘bounded inverse’ theorem (B∗)−1 is bounded.
Now N can be made to approach ∞. Since Fn(t) con-
verges to 0 both in norm and pointwise on E (see Theo-
rem 2), the expression in (21) approaches 0 for each fixed
t ∈ E. Finally, from (20) we obtain the following
Theorem 5 Let R, B and E be as above. Then we have
the adjoint operator reproducing formula
f(t) = 〈(B∗)−1f, h∗(·, t)〉.
This shows the basic property of h∗; it reproduces f from
(B∗)−1f .
3.2 Operator sampling series
There are connections here to the theory of single channel
sampling (see, e.g., [3, Ch. 12]), but the present approach
is much more general.
In order to match the operator reproducing equation (12)
with a discrete analogue, some further assumption will
have to be made. In fact we shall assume the existence
of a sequence (sn) ⊂ E, n ∈ X such that {h(sn, t)} is
an orthogonal basis for R with normalising factors νn, so
that {νnh(sn, t)} is orthonormal. This can sometimes be
traced back to the condition that {Ksn} be an orthogo-
nal basis for H. Again, we could assume that {h(sn, t)}
is just a basis for R, or just a frame. However, weaker
assumptions demand more technicalities and we will not
pursue this kind of generality here.
Let f ∈ R. Its expansion in our assumed orthonormal
basis is
f(t) =
∑
n∈X
cnνn h(sn, t) (22)
where
cn = 〈f, νnh(sn, ·)〉 = νn〈f, h∗(·, sn〉 = νn(B∗f)(sn)
by Theorem 5. So (22) is
f(t) =
∑
n∈X
|νn|2(B∗f)(sn)h(sn, t). (23)
Then (12) and (23) are concrete – discrete analogues of
each other.
4. Multiplier operators with respect to the
Fourier transform
Take E to be an LCA group G with dual Γ (for notations
and references, see §2.2), and let R be a Paley–Wiener
space PWΩ. Let µ(γ) be a non-nul complex valued func-
tion on Γ such that{
0 < α ≤ |µ(γ)| ≤ β <∞, (Haar) a.a. γ ∈ Ω;
µ(γ) = 0, γ 6∈ Ω.
(24)
Let M denote the operation of multiplication by
χΩ(γ)µ(γ).
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Definition 3 Let f ∈ PWΩ. The operator T is defined by
(T f)(s) := (F−1MFf)(s)
Lemma 2 The operator T of Definition 3 is a bijection on
PWΩ
Proof Clearly T is linear. Furthermore it is one-to-one,
since the null space of T is
{f : T f = θ} = {f : µ(γ)f∧(γ) = θ}
which implies that f = θ.
Again, T is “onto”. Let g ∈ PWΩ. Then ifM−1 denotes
multiplication by [µ(γ)]−1, f = F−1M−1Fg ∈ PWΩ.
Then from Definition 3, T f = g.
The boundedness of T follows from two applications of
Plancherel’s Theorem. Indeed, let f ∈ PWΩ. Then
‖T f‖L2(G) = ‖F−1MFf‖L2(G) = ‖MFf‖L2(Γ)
≤ |µ|‖Ff‖L2(Γ) = |µ|‖f‖L2(G).

4.1 The operator kernel for T
First we need to know the adjoint T ∗. Let f1, f2 ∈ PWΩ.
The defining equation is
〈T f1, f2〉 = 〈f1, T ∗f2〉.
Suppose that T ∗ is of the same form as T of Definition 3,
that is,
T ∗f = F−1M∗Ff, (25)
where M∗ denotes multiplication by the multiplier µ∗
which is to be determined.
In the integral notation, and using the ‘hat’ notation for the
Fourier transform, the criterion is:∫
G
(
µ(·)f1∧(·)
)
∨(t)f2(t) dt =
∫
G
f1(t)
(
µ∗(·)f2∧(·)
)
∨(t) dt.
By Plancherel’s theorem this is:∫
Γ
µ(γ)f1
∧(γ)f2∧(γ) dγ =
∫
Γ
f1
∧(γ)µ∗(γ)f2∧(γ) dγ,
from which we may choose µ∗(γ) = µ(γ).
It may be noted that T is self-adjoint if µ is real-valued.
It is now evident that the assumption (25) leads to
(T ∗f)(s) =
∫
Γ
µ(γ)f∧(γ)(s, γ) dγ (26)
The operator kernel for T can now be calculated. From
Definition 1 and (7) we have
h(s, t) =
(T ∗ϕΩ(· − t))(s), s, t ∈ G.
Therefore from (26), and using the ‘shift’ property of the
Fourier transform,
h(s, t) =
∫
Γ
µ(γ)
(
χΩ
∨(· − t))∧(γ)(s, γ) dγ
=
∫
Γ
µ(γ)(−t, γ)χΩ(γ)(s, γ) dγ
=
∫
Ω
µ(γ)(s− t, γ) dγ
= µ(·)∨(s− t).
Hence
h(s, t) = µ(·)∨(s− t) = µ∧(s− t).
Now (12) becomes
f(t) = 〈(T −1f)(·), µ ∨(· − t)〉, (27)
and (23) becomes
f(t) =
∑
n∈X
|νn|2(T ∗f)(sn)µ∧(sn − t). (28)
5. Examples
Example 1 The classical case
Naturally, we expect to recover the case of the classical re-
producing equation and sampling formula as special cases
of the theory. To do this we pick G = R, Ω = [−pi, pi],
T = I = T ∗ = T −1 and µ = χ[−pi,pi](y). Therefore we
have
µ∨(s− t) = 1√
2pi
∫ pi
−pi
ei(s−t)y dy =
√
2pi sinc(s− t).
Here and in subsequent Examples the choice of Haar mea-
sure on G, Γ, etc., accounts for apparent anomalies in the
normalising constants in the formulae (e.g., Haar measure
onR is taken to be (2pi)−1/2 times Lebesgue measure. See
[2, p. 257]). With these choices, (27) becomes (1).
The classical sampling series (2) now follows the text-
book proof. Since {e−iny/√2pi : n ∈ Z} is an orthonor-
mal (ON) basis of L2(−pi, pi), Plancherel’s theorem shows
that the inverse Fourier transforms {sinc(n−t)} : n ∈ Z}
form an orthonormal basis of PW[−pi,pi]. Coefficients in
the expansion of f in this basis are obtained from (1) and
so, with sn = n, our choices for T and µ show that (28)
becomes (2).
Example 2 The Hilbert transform
Another well-known example illustrates the present the-
ory; a member of PW[−pi,pi] can be sampled and recon-
structed from samples of its Hilbert transform (see, e.g.,
[3, p. 126] and references there). This idea can be fitted
it into the theme of the present lecture by taking G = R,
Ω = [−pi, pi], T = H := F−1MF where M denotes
multiplication by −i sgn(y). H is the Hilbert transform
on PW[−pi,pi].
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For (27) we need
µ ∨(s− t) = 1√
2pi
i√
2pi
∫ pi
−pi
sgn(y)ei(s−t)y dy
= − sinc 12 (s− t) sin pi2 (s− t) (29)
after a simple calculation. Also we have H−1 = −H =
H∗, therefore (27) is
f(t) = −
∫
R
(Hf)(τ) sinc 12 (τ−t) sin pi2 (τ−t) dτ. (30)
For (28) we need to find {sn} such that {µ∧(sn− t)}, n ∈
Z, is an ON basis of PWpi . We can start with the ON basis
{einy/√2pi}, (n ∈ Z), of L2(−pi, pi), then multiply each
member by −i sgn(y). The result is again an ON basis, as
a consequence of | − i sgn(y)| = 1 a.e. on [−pi, pi]. The
inverse Fourier transform of a typical one of these basis
elements is
−i
2pi
F−1(sgn(·)e−in·)(t) = − sinc 12 (n− t) sin pi2 (n− t)
by the same calculation as in (29). But, taking account
of Haar measure, this also gives µ∧(n − t). Hence (28)
becomes
f(t) =
∑
n∈Z
(Hf)(n) sinc 12 (n− t) sin pi2 (n− t) (31)
Our concrete – discrete comparison is between (30) and
(31).
Example 3 The Riesz transforms
For background on the Riesz transforms see [9, p. 223]
Take G to be Rd, (d ∈ N). Let t = (t1, . . . , td) and
let y = (y1, . . . , yd) etc. Let the scalar product in R
d be
denoted by 〈 , 〉.
Definition 4 Let f ∈ L2(Rd), and define
Rjf := F−1MjFf, j = 1, . . . , d, (32)
Mj denoting multiplication by −iyj/|y| χ[−pi,pi]d(y).
We note that this multiplier is not bounded away from zero
when d ≥ 2 and y ∈ [−pi, pi]d and therefore does not
always satisfy the criterion (24). However, it is possible to
define operators involving the Riesz transforms which do
satisfy the criterion (24).
First we consider the case d = 2, and define the operator
R := R1 + iR2 (33)
acting on PW[−pi,pi]2 . Its multiplier is
m(y) := (−i)
(
y1
|y| + i
y2
|y|
)
and clearly we have |m(y)| = 1 a.e. Hencem satisfies the
criterion (24) with respect to two-dimensional Lebesgue
measure. Now (27) becomes
f(t) =
1
2pi
∫
R2
(R−1f)(s)m∨(s− t) ds. (34)
Since the multiplier is of unit modulus, a two dimensional
version of the construction that we used in the previous
example shows that{−i
2pi
(
y1
|y| + i
y2
|y|
)
e−i〈k,y〉
}
, (k ∈ Z2),
is an ON basis of L2([−pi, pi]2). Then (28) becomes
f(t) =
∑
k∈Z2
(
R∗f
)
(k)m∧(k− t). (35)
The comparison for this example lies between the concrete
(34) and the discrete (35).
Other combinations of the Riesz transforms are possible,
in two and higher dimensions, whose multipliers satisfy
(24) but are not always of unit modulus.
6. Conclusions
The multiplier transforms treated in this study form a
rather restricted class of operators; nevertheless, the meth-
ods can be used in connection with the very important
Riesz transforms. It remains to investigate extensions to
other types of operator. Likely candidates are, for ex-
ample, multiplier transforms with less restrictive condi-
tions on the multiplier, the singular integral operators of
Caldero´n–Zygmund type (a class containing the Riesz
transforms, see, e.g., [9, Ch. VI]), and operators of the
Hankel and Toeplitz type (e.g., [7]).
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Abstract:
We give some explicit decay estimates for the dual system
of a basis of functions that are polynomially localized in
space.
1. Introduction
A spline-type space S is a closed subspace of L2(Rd) pos-
sessing a Riesz basis of functions well localized is space.
That is, there exists a family of functions {fk}k ⊆ S and
constants 0 < A ≤ B < +∞ such that
A‖c‖ℓ2 ≤ ‖
∑
k
ckfk‖L2 ≤ B‖c‖ℓ2 , (1)
holds for every c ∈ ℓ2, and the functions {fk}k satisfy an
spatial localization condition.
In a spline-type space any function in f ∈ S has a unique
expansion f =
∑
k ckfk. Moreover the coefficients are
given by ck = 〈f, gk〉, where {gk}k ⊆ S is the dual basis,
a set of functions characterized by the relation 〈gk, fj〉 =
δk,j . These spaces provide a very natural framework for
the sampling problem.
The general theory of localized frames (see [6], [5] and
[2]) asserts that the functions forming the dual basis satisfy
a similar spatial localization. This can be used to extend
the expansion in (1) to other spaces, so that the family
{fk}k becomes a Banach frame for an associated family
of Banach spaces (see [4] and [6]). In the case of a spline-
type space S, this means that the decay of a function in S
can be characterized by the decay of its coefficients and,
in particular, that the functions {fk}k form a so called p-
Riesz basis for its Lp-closed linear span, for the whole
range 1 ≤ p ≤ ∞.
We derive, in some concrete case, explicit bounds for the
localization of the dual basis. We will work with a set of
functions satisfying a polynomial decay condition around
a set of nodes forming a lattice. By a change of variables,
we can assume that the lattice is Zd. So, we will consider a
set of functions {fk}k ⊆ L
2(Rd) satisfying the condition,
|fk(x)| ≤ C (1 + |x− k|)
−s
, x ∈ Rd and k ∈ Zd,
for some constant C. This type of spatial localization is
specifically covered by the results in [5], but the constants
given there are not explicit. We will derive a polynomial
decay condition for the dual basis {gk}k, giving explicit
information on the resulting constants. This yields some
qualitative information, like the dependence of theses con-
stants on A,C and s and the corresponding p-Riesz basis
bounds for the original basis.
2. Main result
Theorem 1 Let C ≥ 1, and let t > d be integers. Let
s > d + t be a real number. For k ∈ Zd let fk : R
d → C
be a measurable function such that
|fk(x)| ≤ C (1 + |x− k|)
−s
, (x ∈ Rd).
Suppose that {fk}k is a Riesz basis for itsL
2 closed linear
span S, with bounds 0 < A ≤ B <∞. Let {gk}k ⊆ S be
its dual basis.
Then, the dual functions satisfy,
|gk(x)| ≤ D (1 + |x− k|)
−t
, (x ∈ Rd).
where D is given by,
D =
EstC2t+1
(s− t− d)t
1 +At−1
At+1
,
for some constant E > 0 that only depends on the dimen-
sion d.
Remark 1 The constant E can be explicitly determined
from the proof.
The results in [6] prescribe polynomial decay estimates
for the dual basis similar to those possessed by the origi-
nal basis. As a trade-off for the explicit constants we will
not obtain the full preservation of these decay conditions.
Nevertheless, any degree of polynomial decay on the dual
system can be granted, provided that the original basis has
sufficiently good decay.
Finally observe that, although the basis {fk}k is assumed
to be concentrated around a lattice of nodes, the functions
fk are not assumed to be shifts of a single function. In
particular, Theorem 1 below allows for a basis of func-
tions whose ‘optimal’ concentration nodes do not form a
lattice but are comparable to one. The ‘eccentricity’ of the
configuration of concentration nodes is, however, penal-
ized by the constants modelling the decay.
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3. Sketch of a proof and comments
Nowwe sketch the proof of the main result, for a complete
proof see [11].
Consider the gram matrix of the basis {fk}k given by,
M ≡ (mk,j)k,j∈Zd , mk,j := 〈fk, fj〉 .
Since {fk}k is a Riesz sequence,M , as an operator on ℓ
2,
has an inverseN ≡ (nk,j)k,j∈Zd . Moreover, ‖N‖ℓ2→ℓ2 ≤
A−1 and nk,j = 〈gk, gj〉, where {gk}k ⊆ S is the dual
basis of {fk}k.
The localization assumptions on the basis {fk}k yield a
polynomial decay estimate on the entries of M,
|mk,j | . (1 + |k − j|)
−s.
If we can establish a similar estimate for the entries of N ,
|nk,j | . (1 + |k − j|)
−t.
with all the constants given explicitly, then, using calcula-
tions similar to those in [5], we obtain the desired polyno-
mial concentration conditions for the dual functions.
Let us first consider the case where the basis {fk}k con-
sists of integer shifts of a single generator f (that is,
fk = f(· − k), k ∈ Z
d). In this case, the matrix M is
constant on its diagonals. That is,
mk,j = ak−j ,
for some sequence a. Similarly, N is given by
nk,j = bk−j ,
where the sequence b satisfies a ∗ b = δ.
Therefore, in this special case, M and N are convolution
operators. The off-diagonal decay of their entries is equiv-
alent to the decay of their kernels a and b. Since the decay
of a sequence x can be characterized by the smoothness
of its Fourier transform xˆ, the problem can be reformu-
lated as the preservation of the smoothness of the function
aˆ under pointwise inversion. This reasoning is present, for
example, in [1].
We can measure the smoothness of aˆ by considering weak-
derivatives and use repeatedly a chain-rule argument for
Sobolev spaces to obtain similar smoothness conditions
for bˆ.
In the general case, where M and N need not be convo-
lution operators, we try to imitate this reasoning, but we
avoid using the Fourier transform.
Given a matrix L ≡ (lk,j)k,j∈Zd and 1 ≤ h ≤ d, we
consider the new matrix,
Dh(L)k,j := (kh − jh)lk,j .
Observe that, up to some multiplicative constant, the map
Dh acts on a convolution operator by taking a partial
derivative of its symbol (that is, the Fourier transform of
its kernel.) The domain of Dh consists of those matrices
L such that Dh(L) defines a bounded operator on ℓ
2. We
call Dh(L) the derivative of L (with respect to xh.)
Dh is a derivation in the sense that it satisfies the equation
Dh(AB) = Dh(A)B + ADh(B), provided that Dh(A)
and Dh(B) are both defined. Derivations are a well-
known tool in operator-algebras theory (see [3], [9] and
[10].)
SinceMN = I and Dh(I) = 0, we can formally express
the high-order derivatives of N in terms of its lower-order
ones and all the derivatives ofM ,
Duh(N) = −
u−1∑
l=0
(
u
l
)
Dlh(N)D
u−l
h (M)N. (2)
Using the polynomial off-diagonal decay bounds on M
and the bound ‖N‖ℓ2→ℓ2 ≤ A
−1 we can obtain bounds
for the ℓ2 → ℓ2 norms of some derivatives of N . These
imply polynomial off-diagonal decay estimates forN , and
hence yield the desired spatial localization bounds for the
dual basis.
In the argument above we related the off-diagonal decay
of a matrix with the ℓ2 → ℓ2 norm of its derivatives. The
ℓ2 → ℓ2 norm of a matrix is not determined by the size of
its entries. However, there are some necessary and (other)
sufficient conditions on the size of the entries of a matrix
for it to be bounded on ℓ2. This “gap” in the conditions ac-
counts for the loss of some decay information in Theorem
1, when passing from the original basis to its dual system.
Finally we point out that the formal computations in the
above argument are not sufficient to prove the theorem.
Consider again the simple case of a basis of integer shifts.
With the notation of the discussion above, we have the
relation
a ∗ b = δ, (3)
we have some decay estimate on a (that can be reformu-
lated as a smoothness condition on aˆ) and we want to
prove a similar decay condition for b. There may be var-
ious sequences x satisfying the relation a ∗ x = δ; b can
be singled out as the only one of them having a bounded
Fourier transform. For example, when a is finitely sup-
ported, equation 3 is a linear difference equation which
has other solutions besides b (that grow exponentially).
The decay of the sequence b can be rigorously proved by
resorting to some Sobolev-space smoothing argument.
In the general case, to derive equation (2), one needs to use
the associativity of the product of matrices. This is justi-
fied only if all the matrices involved represent bounded op-
erators. In other words, we need to know a priori that the
derivatives of N that are involved in equation (2) define
bounded operators. This can be proved using the general
results on derivations on Banach algebras (see [3], [9]) or
Jaffard’s Theorem [8].
The use of derivations is somehow implicit in Jaffard’s pa-
per [8]. Recently, Gro¨chenig and Klotz [7] have systemat-
ically studied the use of derivations in connection to var-
ious problems including the preservation under inversion
of various kinds of off-diagonal decay conditions.
4. Application
From Theorem 1 we can derive the following qualitative
statement.
Theorem 2 Let
{
F i
}
i∈I
be a family of Riesz sequences,
F i ≡
{
f ik
}
k∈Zd
⊆ L2(Rd), (i ∈ I).
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sharing a uniform lower basis bound. Suppose that the
family
{
F i
}
i
satisfies a uniform concentration condition,
∣∣f ik(x)∣∣ ≤ C (1 + |x− k|)−s , (x ∈ Rd, k ∈ Zd, i ∈ I),
for some constants C ≥ 1, s > d+ t and t > d, with t an
integer.
Then the following holds.
(a) The respective family of dual systems
{
Gi
}
i
- where
Gi ≡
{
gik
}
k∈Zd
- satisfies a uniform concentration
condition,
∣∣gik(x)∣∣ ≤ D (1 + |x− k|)−t , (x ∈ Rd, k ∈ Zd, i ∈ I),
for some constant D ≥ 1.
(b) A uniform p-Riesz basis condition holds, for all 1 ≤
p ≤ ∞. More precisely, there exist constants q,Q >
0 such that for any p ∈ [1,∞] and any i ∈ I , the
relation
q‖c‖ℓp ≤ ‖
∑
k
ckf
i
k‖Lp ≤ Q‖c‖ℓp
holds for all finitely supported sequences (ck)k∈Zd .
Statement (a) follows directly from Theorem 1. Exam-
ining the proofs in [5] we see that the uniformity of the
constants given in (a) yields statement (b).
This qualitative conclusion on Theorem 2 was the original
motivation for Theorem 1.
Finally, observe that the arguments given above are appli-
cable to a generel intrinsically localized basis in the sense
of [5].
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Abstract:
This paper discusses the efficient, non-redundant evalua-
tion of a Discrete Fourier Transform on the three dimen-
sional Body-Centered and Face-Centered Cubic lattices.
The key idea is to use an axis aligned window to truncate
and periodize the sampled function which leads to sepa-
rable transforms. We exploit the geometry of these lat-
tices and show that by choosing a suitable non-redundant
rectangular region in the frequency domain, the transforms
can be efficiently evaluated using the Fast Fourier Trans-
form.
1. Introduction
The Discrete Fourier Transform (DFT) is an important
tool used to analyze and process data in an arbitrary num-
ber of dimensions. Most applications of the DFT in higher
dimensions, however, rely on a tensor product extension of
a one-dimensional DFT, with the assumption that the un-
derlying data is sampled on a Cartesian lattice. This exten-
sion has the advantage that it allows for a straightforward
application of the Fast Fourier Transform (FFT).
The Cartesian lattice is known to be sub-optimal when
it comes to sampling a band-limited function in two or
higher dimensions [6]. In 3D, for instance, the Body-
Centered Cubic (BCC) lattice is the optimal sampling lat-
tice and yields a 30% savings in samples as compared to
the Cartesian lattice [8]. The Face-Centered Cubic (FCC)
lattice, although not optimal, is still better than the Carte-
sian lattice and is also the lattice that yields the minimum
amount of Fourier-domain aliasing when sampling a gen-
eral trivariate function [2].
From the perspective of continuous signal reconstruction,
both the BCC and FCC lattices have received considerable
attention because of their many applications in Visualiza-
tion and Computer Graphics. Entezari et al. have devised
a set of Box-Splines that can be used for signal approx-
imation on the BCC [3] as well as the FCC [5] lattices.
However, very little effort has gone into the development
of discrete processing tools that are suitable for these non-
Cartesian lattices.
The idea of a multidimensional DFT (MDFT) on non-
Cartesian lattices is not new. Mersereau provided a deriva-
tion of a DFT for a hexagonally periodic sequence and
designed other digital filters suitable for a 2D hexago-
nal lattice [6]. Later, the idea was extended to higher
dimensions and a MDFT for arbitrary sampling lattices
was proposed [7]. Guessoum et al. proposed an algorithm
for evaluating the MDFT that has the same computational
complexity as the Cartesian DFT [4].
Recently, Cse´bfalvi et al. [1] applied the MDFT to the
BCC and FCC lattices by choosing a Cartesian periodic-
ity in the spatial domain which leads to a Cartesian sam-
pling of the Fourier transform. This allows the MDFT to
be written in a separable form that can be evaluated via
the FFT. However, their representation is redundant and
leads to inefficient transforms. The aim of this paper is to
revisit these transforms and show that they can be com-
puted much more efficiently by exploiting the geometric
properties of the BCC and FCC lattices to eliminate the
redundancy.
The paper is organized as follows. We provide a basic re-
view of multidimensional sampling in Section 2. which is
later used in the derivation of a fast DFT for BCC and FCC
lattices in Section 3. Some properties of these transforms
are discussed in Section 4. and a summary is presented in
Section 5.
2. Optimal Trivariate Sampling
Let fc(x) be a continuous trivariate function and Fc(ξ) be
its Fourier transform defined as
Fc(ξ) =
∫
R3
fc(x) exp[−2pijξ
Tx]dx (1)
where T denotes the transpose operation. Let f(n) be
the sampled sequence obtained by sampling the function
through
f(n) = fc(Ln) (2)
where L is a 3 × 3 sampling matrix and n is an integer
vector. Sampling on the lattice defined by the matrix L
amounts to a periodization of the Fourier spectrum on a
reciprocal lattice generated by the matrix L−T . In partic-
ular, the spectrum of the sampled sequence is given by [9]
Fˆ (ξ) =
1
|detL|
∑
r
Fc(ξ −L
−Tr) (3)
where r is any integer vector.
If we assume that fc(x) is isotropically band-limited (i.e
Fc(ξ) = 0 for ‖ξ‖ > ξ0 for some band-limit ξ0), then one
of the lattices that achieves the tightest possible packing
of the spectrum replicas (spheres) in the Fourier domain is
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the FCC lattice. Thus, in order to sample a trivariate band-
limited function optimally, the function should be sampled
on the reciprocal of the FCC lattice, i.e. the BCC lattice.
3. Discrete Fourier Transform
If the sequence f(n) is non-zero within a finite region, it
can be periodically extended spatially and represented as a
Fourier series which is a sampled version of the transform
(3) [7]. The pattern with which the continuous transform
(3) is sampled in the Fourier domain depends on the peri-
odicity pattern in the spatial domain. Merserau et al. [7]
used a periodicity matrix to define the periodic extension
of the finite sequence. Here, we use a somewhat differ-
ent approach by splitting the sampled sequence into con-
stituent Cartesian sequences [1].
The BCC and FCC lattices LB and LF are generated by
the integer sampling matrices
LB =
[
1 −1 1
−1 1 1
1 1 −1
]
and LF =
[
1 0 1
0 1 1
1 1 0
]
respectively. Both these lattices are based on a cubic sam-
pling pattern whereby, in addition to samples at the eight
corners of a cube, LB has an additional sample in the cen-
ter of the cube and LF has six additional samples on the
faces. Both these lattices can also be built from shifts of a
Cartesian sublattice as shown in Fig. 1. In particular, sam-
ples that lie on the corners of cubes form the sublattice
2Z3. The quotient group LB/2Z3 is isomorphic to Z2 and
the quotient group LF/2Z3 is isomorphic to Z4. There-
fore, LB can be partitioned into two Cartesian cosets while
LF has four Cartesian cosets (Fig. 1).
Figure 1: Left, the BCC lattice, a 16 point view. Right, the FCC lattice, a
32 point view. Lattice sites that are Voronoi neighbors are linked to each
other. Cosets are indicated by different colors.
3.1 BCC DFT
The BCC lattice with arbitrary scaling is obtained via the
sampling matrix hLB where h is a positive scaling param-
eter. The Voronoi cell is a truncated octahedron having a
volume of |dethLB| = 4h3. The Voronoi cell of the re-
ciprocal FCC lattice is a rhombic dodecahedron having a
volume of 1
4h3
. Since LB has two Cartesian cosets, a sam-
pled sequence can be split up into two subsequences given
by
f0(n) = fc(2hIn) and f1(n) = fc(2hIn+ ht),
where I is the 3 × 3 identity matrix, t is the translation
vector (1, 1, 1)T and n = (n1, n2, n3)T is any integer
vector. f0(n) is the sequence associated with the first
coset while f1(n) is associated with the second. Since
these sequences are sampled on a Cartesian pattern, a
straightforward truncation of the original sequence is to
choose a cuboid shaped fundamental region generated by
limiting n to the set N := {n ∈ Z3 : 0 ≤ n1 <
N1, 0 ≤ n2 < N2, 0 ≤ n3 < N3} for some positive in-
tegers N1, N2 and N3. This region consists of 2N1N2N3
data points (i.e. Voronoi cells) and has a total volume of
8N1N2N3h
3
. If we define N to be the diagonal matrix
diag(N1, N2, N3), then the two subsequences f0(n) and
f1(n) contained within the fundamental region can be pe-
riodically extended on a Cartesian pattern such that they
satisfy
f0(n+Nr) = f0(n) and f1(n+Nr) = f1(n),
for all n and r in Z3.
This Cartesian periodic extension in the spatial domain
amounts to a Cartesian sampling in the Fourier domain.
In particular, the continuous transform (3) is sampled at
the frequencies ξ = 1
2h
N−1k yielding the sequence
F (k) =Fˆ (ξ)
∣∣
ξ=
1
2h
N−1k
=
∑
n∈N
f0(n) exp
[−2πj
2h
kTN−12hIn
]
+
f1(n) exp
[−2πj
2h
kTN−1(2hIn+ ht)
]
=
∑
n∈N
(
f0(n) + f1(n) exp
[
−πjkTN−1t
])
·
exp
[
−2πjkTN−1n
]
,
(4)
where k = (k1, k2, k3)T ∈ Z3 is the frequency index
vector. The above equation defines a forward BCC DFT.
Since it is a sampled version of a continuous transform that
is periodic on an FCC lattice, it should be invariant under
translations that lie on the reciprocal lattice generated by
the matrix (hLB)−T = 12hLF. This property is easily
demonstrated as follows. If r ∈ Z3, then after substituting
ξ = 1
2h
(N−1k +LFr) in (4) and simplifying, we get
Fˆ
( 1
2h
(N−1k +LFr)
)
=
∑
n∈N
(
f0(n) + f1(n) exp
[
−πj(kTN−1 + rTLF)t
])
·
exp
[
−2πj(kTN−1 + rTLF)n
]
=Fˆ (
1
2h
N−1k),
since rTLFn is always an integer and rTLFt is always
even.
One fundamental period of the BCC DFT is contained
within a rhombic dodecahedron of volume 1
4h3
. The
sampling density in the frequency domain is given by
|det 1
2h
N−1| = (8N1N2N3h
3)−1. Thus, the fundamen-
tal period consists of a total of 2N1N2N3 distinct fre-
quency samples which is the same as the number of dis-
tinct spatial samples.
The inverse BCC DFT is obtained by summing over all
the distinct sinusoids and evaluating them at the spatial
sample locations. This gives
f0(n) =
1
N
∑
k∈K
F (k) exp
[
2πjkTN−1n
] (5a)
f1(n) =
1
N
∑
k∈K
F (k) exp
[
2πjkTN−1(n+
1
2
t)
] (5b)
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where N = 2N1N2N3 is the number of samples and
K ⊂ Z3 is any set that indexes all the distinct frequency
samples. It is easily verified that both the sequences (5a)
and (5b) are periodic with periodicity matrix N .
3.1.1 Efficient Evaluation
Since N is diagonal, the kernel in both equations (4)
and (5) is separable. This suggests that the transform
can be efficiently computed via the rectangular multidi-
mensional FFT, provided that a suitable rectangular in-
dex set K can be found. Observe that the Cartesian se-
quence F (k) is periodic with periodicity matrix 2N , i.e
F (k + 2Nr) = F (k) for all r ∈ Z3. Therefore, one
way to obtain a rectangular index set is to choose K such
that it contains all the frequency indices within one period
generated by the matrix 2N . This consists of a total of
|det 2N | = 4N indices and hence contains four replicas
of the fundamental rhombic dodecahedron.
A non-redundant rectangular index set can be found by
exploiting the geometric properties of the FCC lattice. If
we consider the first octant only, 4N samples are con-
tained within a cube formed by the FCC lattice sites that
have even parity. This cube also contains six face-centered
sites. By joining any two axially opposite face-centered
sites, we can split the cube into four rectangular regions
such that each region consists of non-redundant samples
only. Six rhombic dodecahedra contribute to such a region
as illustrated in Fig. 2. The non-redundant region shown
in Fig. 2b is obtained by limiting k to the index set given
by K = {k ∈ Z3 : 0 ≤ k1 < N1, 0 ≤ k2 < N2, 0 ≤
k3 < 2N3}.
(a) (b)
Figure 2: (a) Six rhombic dodecahedra contribute to a non-redundant
rectangular region. (b) Zoomed in view of the non-redundant rectangular
region that contains the full spectrum split into six pieces. ξ1, ξ2 and ξ3
indicate the principal directions in the frequency domain.
This region can further be subdivided into two cubes
stacked on top of each other, each containing N1×N2×N3
samples. The forward transform (4) can then be evaluated
in the two cubes separately by appropriately applying the
Cartesian FFT to the two sequences f0(n) and f1(n) and
combining the results together. After rearranging terms in
(4), the forward transform in the bottom cube becomes
F0(k) = F (k) =
∑
n∈N
f0(n) exp
[
−2πjkTN−1n
]
+
exp[−πjkTN−1t]
∑
n∈N
f1(n) exp
[
−2πjkTN−1n
]
,
(6)
where k is now restricted to the set N . Since this equa-
tion is valid for all k ∈ Z3, the forward transform in
the top cube can be computed from (6) by F1(k) =
F0(k + (0, 0, N3)
T ) which simplifies to
F1(k) =
∑
n∈N
f0(n) exp
[
−2πjkTN−1n
]
−
exp[−πjkTN−1t]
∑
n∈N
f1(n) exp
[
−2πjkTN−1n
]
,
(7)
for k ∈ N . Equations (6) and (7) are now in a form that
permits a straightforward application of the Cartesian FFT.
Since the two equations are structurally similar, only two
N1 ×N2 ×N3 FFT computations are needed, one for the
sequence f1(n) and one for f2(n).
In a similar fashion, the inverse transform (5) can be com-
puted using two inverse FFT computations. Splitting the
summations in (5) into the two constituent cubes gives
f0(n) =
1
N
∑
k∈N
(F0(k) + F1(k)) exp
[
2πjkTN−1n
]
,
f1(n) =
1
N
∑
k∈N
(
(F0(k)− F1(k)) exp[πjk
TN−1t]
)
·
exp
[
2πjkTN−1n
]
. (8)
3.2 FCC DFT
The FCC lattice with arbitrary scaling is generated by the
sampling matrix hLF. The rhombic dodecahedral Voronoi
cell has a volume of |dethLF| = 2h3. The frequency
spectrum is replicated according to (3) on a reciprocal
BCC lattice that has a truncated octahedral Voronoi cell
having a volume of 1
2h3
.
A sequence sampled on the FCC lattice can be split up into
four Cartesian subsequences corresponding to the four
Cartesian cosets. Each subsequence is given by
fi(n) = fc(2hIn+ hti),
where i ∈ {0, 1, 2, 3} and ti are the integer shift vectors
(0, 0, 0)T , (1, 0, 1)T , (0, 1, 1)T and (1, 1, 0)T respectively.
Analogous to the BCC case, let us choose a rectangular
truncation of the original sequence by limiting n to the set
N and extend the sequences periodically so that they sat-
isfy fi(n+Nr) = fi(n). This truncation yields a rectan-
gular fundamental region in the spatial domain consisting
of a total of N = 4N1N2N3 distinct samples. Therefore,
each truncated octahedron in the frequency domain tessel-
lation will consist of N distinct points that are sampled
in a Cartesian fashion at the frequencies ξ = 1
2h
N−1k
where k ∈ Z3. The sampled sequence in the frequency
domain is thus given by
F (k) = Fˆ (
1
2h
N−1k)
=
∑
n∈N
3∑
i=0
fi(n) exp
[
−2πjkTN−1(n+
1
2
ti)
]
.
(9)
This defines a forward FCC DFT. Like the BCC case, it is
invariant under shifts of the type ξ = 1
2h
(N−1k + LBr)
making it periodic on a BCC lattice with one fundamental
period contained in a truncated octahedron.
The inverse FCC DFT is obtained by summing over all the
distinct sinusoids evaluated at the spatial sample locations
fi(n) =
1
N
∑
k∈K
F (k) exp
[
2πjkTN−1(n+ 1
2
ti)
]
, (10)
where K ⊂ Z3 is any set that indexes all the N distinct
sinusoids.
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3.2.1 Efficient Evaluation
Since N is diagonal, the key to efficiently evaluating the
FCC DFT pair (9) and (10) is to choose a suitable rectan-
gular region in the frequency domain that contains N dis-
tinct samples. Similar to the BCC DFT, the sequence (9)
is 2N periodic with one complete rectangular period con-
taining |det 2N | = 2N samples and hence two com-
plete spectrum replicas. These 2N samples are contained
within a cube, the corners of which lie at the even parity
points of the BCC lattice. This cubic region can be split
into two by halving along any of the three principal di-
rections yielding a rectangular region that contains only
non-redundant samples as illustrated in Fig. 3. The index
set that spans the region depicted in Fig. 3b is given by
K = {k ∈ Z3 : 0 ≤ k1 < 2N1, 0 ≤ k2 < 2N2, 0 ≤ k3 <
N3}.
(a) (b)
Figure 3: (a) Five truncated octahedra contribute to a non-redundant rect-
angular region. (b) Zoomed in view of the rectangular region that con-
tains the full spectrum.
The non-redundant region can be split into fourN1×N2×
N3 cubic subregions and the forward transform (9) can be
evaluated in each of the subregions separately by appropri-
ately applying the FFT to each of the subsequences fi(n)
and combining the output. The derivation is very similar
to the BCC case and we leave the details to the reader. The
forward transform in each subregion can be written as
Fm(k) =
3∑
i=0
Him exp[−πjk
T
N
−1
ti]·
(∑
n∈N
fi(n) exp
[
−2πjkT N−1n
])
,
(11)
where m ∈ {0, 1, 2, 3}, k ∈ N and Him is an element of
the 4×4 Hadamard matrix H =
[
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
]
. The four
subregions Fm(k) have their bottom left corners at the fre-
quency index vectors (0, 0, 0)T , (N1, 0, 0)T , (0, N2, 0)T
and (N1, N2, 0) respectively.
Likewise, the inverse transform (10) can be evaluated us-
ing four inverse FFT evaluations, one for each of the sub-
sequences. This yields
fi(n) =
1
N
∑
k∈N
(
exp[πjkT N−1ti]
3∑
m=0
HimFm(k)
)
·
exp
[
2πjkT N−1n
]
. (12)
4. Discussion
The decomposition of the non-redundant region in the fre-
quency domain into cubes leads to transforms that are
much more efficient. Both the BCC and FCC DFTs pro-
posed by Cse´bfalvi et al. [1] are redundant and require the
FFT of a 2N1×2N2×2N3 sequence. In contrast, our pro-
posed evaluation strategy eliminates the redundancy and
computes only two N1×N2×N3 FFTs for the BCC case
and four N1 ×N2 ×N3 FFTs for the FCC case.
Any operation in the frequency domain must respect the
arrangement of the different portions of the spectrum. The
BCC DFT splits the spectrum into six parts as illustrated
by the six pieces (two lunes and four spherical triangles)
of the sphere in Fig. 2b. The FCC transform splits the fre-
quency spectrum into five parts as indicated by the hemi-
sphere and the four spherical triangles in Fig. 3b.
5. Summary
In this paper, we have shown that a MDFT of a Cartesian
periodic sequence sampled on the BCC or FCC lattices
can be efficiently evaluated using the FFT. The BCC lat-
tice can be represented as two shifted Cartesian lattices.
This representation leads to a separable transform that is
efficiently computed via two non-redundant FFT evalua-
tions of the Cartesian subsequences. Similarly, the FCC
lattice consists of four shifted Cartesian lattices and the
MDFT requires four non-redundant FFT evaluations.
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Abstract:
We will express Daubechies localization operators in
Bargmann - Fock space. We will prove that the Her-
mite functions are eigenfunctions of Daubechies localiza-
tion operator. By making use of generating function of
eigenvalues of Daubechies localization operator, we will
show some reconstruction formulas for symbol function
of Daubechies localization operator with rotational invari-
ant symbol.
1. Introduction
Daubechies localization operator was introduced in
I. Daubechies : A Time Frequency Localization Opera-
tor: A Geometric Phase Space Approach, IEEE. Trans.
Inform. theory. vol.34, pp.605-612(1988)
She obtained following results.
Theorem(Daubechies)([2])
Suppose that symbol function of Daubechies localization
operator is rotational invariant. Then
(i) Eigenfunctions of Daubechies localization operator
are Hermite functions.
(ii) Eigenvalues are given by Mellin transform of symbol
function.
In this paper we realize Daubechies localization opeartor
in Bargamann - Fock space. We will consider the eigen-
value problem of Daubechies localization opeartor in
Bargmann - Fock space. By making use of Bargamann
- Fock space we will give a new proof of above theorem.
We will establish reconstruction formula of symbol func-
tion of Daubechies localization operator with rotational in-
variant symbol by generating function of eigenvalues of
Daubechies localization operator. For the simplicity, we
will confine ourselves to 1-dimensional case.
2. Bargmann Transform
Put
A(z, x) = pi−1/4 exp
{
−1
2
(z2 + x2) +
√
2z · x
}
,
where z ∈ C and x ∈ R.
Bargmann transform B(ψ) is defined as follows :
B(ψ)(z)
def
=
∫
R
ψ(x)A(z, x)dx, (ψ ∈ L2(R)).
Put
BF = {g ∈ H(C) :
∫
C
|g(z)|2e−|z|2dz ∧ dz¯ < ∞}
where H(C) denotes the space of entire functions in the
complex plane.
BF is called Bargmann-Fock space.
Theorem 1([1])
Bargmann transform is a unitary mapping from L2(R) to
Bargmann-Fock space BF .
For the details of Bargmann transform and Bargmann -
Fock space, we will refer the reader to [1] and [3].
3. Hermite Functions
Definition 1([1],[3]) Hermite functions hm(x) is defined
by :
hm(x) = (−1)m(2mm!
√
pi)−1/2 exp(x2/2)
dm
dxm
exp(−x2),
(m ∈ N).
Hermite functions has following generating function
expansion :
pi−1/4 exp
{
−1
2
(z2 + x2) +
√
2z · x
}
=
∞∑
m=0
zm√
m!
hm(x),
(z ∈ C, x ∈ R).
We recall some well known facts about Hermite functions.
Proposition 1([1],[3])
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(i) {hm(x)}∞m=0 is complete orthonormal basis in
L2(R).
(ii) (− ∂
2
∂x2
+ x2 − 1)hm(x) = mhm(x),
(iii) B(hm)(z) = z
m
√
m!
, (z ∈ C)
(iv) F(hm)(x) = (−i)mhm(x),
where F is Fourier transform.
Proposition 2([1],[3])
(i) (B ◦ L ◦B−1)g(z) = z ∂
∂z
g(z),
where L = − ∂
2
∂x2
+ x2 − 1.
(ii) (B ◦ F ◦B−1)g(z) = g(−iz),
where F is Fourier transform and g(z) ∈ BF .
4. Daubechies Localization Operator
Put
φp,q(x) = pi
−1/4eipxe−(x−q)
2/2.
< φp,q, f >=
∫
R
φp,q(x)f(x)dx.
This is so called Short time Fourier transform (or Win-
dowed Fourier transform, or Gabor transform).
Definition 2([2])
Suppose that F (p, q) ∈ L1(R2) and f(x) ∈ L2(R).
We put
PF (f)(x) =
1
2pi
∫ ∫
R2
F (p, q)φp,q(x) < φp,q, f > dpdq,
We call PF (Daubechies) localization operator F (p, q) is
called symbol function.
Daubechies obtained following results.
Theorem([2]). Suppose that F (p, q) ∈ L1(R2) and
F (p, q) is rotational invariant function,
i.e. F (p, q) = F˜ (r2), (r2 = p2 + q2).
Then
(i) Hermite functions hm(x) are eigenfunctions of
Daubechies operator PF .
PF (hm)(x) = λmhm(x), (m ∈ N),
(ii) λm = 1
m!
∫ ∞
0
e−ssmF˜ (2s)ds, (m ∈ N).
5. A Realization of Daubechies Localization
Operator in Bargmann Fock space
In this section we will express Daubechies Localization
Operator in Bargmann - Fock space.
First we need following lemmas.
Lemma 1
B(φp,q)(z) = e
zw−1/2|w|2+1/2ipq, (w =
p + iq√
2
)
Lemma 2([1])
g(z) =
1
2pii
∫ ∫
C
ewtg(t)e−|t|
2
dt ∧ dt, (g ∈ BF )
Theorem 2 Under the same assumptions in Prop. 3, we
have
(B ◦ PF ◦B−1)(g)(z)
=
1
2pii
∫ ∫
C
F (w, w)ezwg(w)e−|w|
2
dw ∧ dw,
(∀g ∈ BF )
(Proof)
Since Bargmann transform is unitary operator, we have
PF (f)(x) =
1
2pi
∫ ∫
F (p, q)φp,q(x) < φp,q, f > dpdq,
=
1
2pi
∫ ∫
F (p, q)φp,q(x) < Bφp,q, Bf > dpdq,
So by lemma 1,
B ◦ PF (f)(x)
=
1
2pi
∫ ∫
F (p, q)Bφp,q(z) < Bφp,q, Bf > dpdq,
=
1
2pi
∫ ∫
F (p, q)ezw−1/2|w|
2+1/2ipq < Bφp,q, Bf >
dpdq,
Hence we have
(B ◦ PF ◦B−1)(g)(z)
=
1
2pi
∫ ∫
F (p, q)ezw−1/2|w|
2+1/2ipq < Bφp,q, g >
dpdq,
On the other hand
< Bφp,q, g >
=
1
2pi
∫ ∫
et¯w¯−1/2|w|
2−1/2ipqg(t)e−|t|
2
dtdt¯,
By Lemma 2,
= e−1/2|w|
2−1/2ipqg(w¯)
Thus we obtained our desired result.
Proposition 3([2]). Suppose that F (p, q) ∈ L1(R2) and
F (p, q) is rotational invariant function,
i.e. F (p, q) = F˜ (r2), (r2 = p2 + q2).
Then
(i) Functions zm are eigenfunctions of operator
B ◦ PF ◦B−1.
(B ◦ PF ◦B−1)(zm) = λmzm, (m ∈ N),
(ii) λn = 1
n!
∫ ∞
0
e−ssnF˜ (2s)ds, (n ∈ N).
(Proof)
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By Theorem 2, we have
(B ◦ PF ◦B−1)(zm)
=
1
2pii
∫ ∫
C
F (2|w|2)ezwwme−|w|2dw ∧ dw,
Employing polar coordinte transform w = reiθ and s =
r2,
we have
= zm
1
m!
∫ ∞
0
e−ssmF˜ (2s)ds.
As a corollary of Proposition 3, we obtained following
Daubechies’s results in section 4.
Proposition 4([8]) Let {λm} be eigenvalues of PF .
Then
there exists a positive constant C such that
|λm| ≤ C√|m| , (m ∈ N).
Put
Λ(w) =
∞∑
m=0
λmw
m.
We call Λ(w) generating function of eigenvalues of
Daubechies Localization Operator.
Theorem 3 Under the same assumptions in Prop. 3, we
have
(B ◦ PF ◦B−1)(g)(z) = (2pii)−n
∮
g(t)Λ(
z
t
)
dt
t
,
(∀g ∈ BF )
(Proof)
Suppose that g(z) ∈ BF . We consider Taylor expansion
of g(z) at the origin.
Put
g(z) =
∞∑
m=0
amz
m
By Proposition 3, we have
(B ◦ PF ◦B−1)(zm) = λmzm.
So
(B ◦ PF ◦B−1)(g)(z) = (B ◦ PF ◦B−1)(
∞∑
m=0
amz
m)
=
∞∑
m=0
amλmz
m = (2pii)−n
∮
g(t)Λ(
z
t
)
dt
t
Hence we have
(B ◦ PF ◦B−1)(g)(z) = (2pii)−1
∮
g(t)Λ(
z
t
)
dt
t
.
6. An Example of Daubechies Localization
Operator
In this section we will consider following special
Daubechies localization operators.
Put
Fa(p, q) = e
a−1
2a
(p2+q2) = e
a−1
2a
r2 , (0 < a < 1).
Then
λm = a
m+1, Λ(w) =
a
1− aw .
PFa(hm)(x) = a
m+1hm(x).
PFa =
∞∑
m=0
am+1hm(x)hm(y).
valids in operator sense.
(PFa =
∞∑
m=0
am+1|m >< m|, in Dirac’s Notation.)
If a = 2−1, this is Schatten decomposition of PFa and
PFa is called density operator in quantum statistical me-
chanics.
Proposition 5 (Mehler’s formula [3],[5])
∞∑
m=0
am+1hm(x)hm(y)
=
a√
pi(1− a2)e
−1
4
( 1−a
1+a
(x+y)2+ 1+a
1−a
(x−y)2), (|a| < 1).
Corollary 3
(i) PFa(f)
=
∫
R
a√
pi(1− a2)e
−1
4
( 1−a
1+a
(x+y)2+ 1+a
1−a
(x−y)2)f(y)dy,
(f ∈ L2).
(ii) If a ∈ C, |a| < 1, then
PFa : L
2 −→ L2 is bounded linear operator.
(Proof)
If a ∈ {a ∈ C : |a| < 1}, then real part of 1− a
1 + a
+
1 + a
1− a
is positive. So PFa is bounded linear operator from L2
to L2. Namely, we obtained analytic continuation of PFa
under the condition (a ∈ C, |a| < 1).
7. Realization of PFa in Bargmann - Fock
space
In this section we will consider PFa in Bargmann - Fock
space.
Proposition 6
(i) B ◦ PFa ◦B−1 =
∞∑
m=0
am+1
zm√
m!
w¯m√
m!
.
valids in operator sense.
(ii) (B ◦ PFa ◦B−1)(g)(z)
=
ia
2
∫ ∫
C
eazw¯g(w)e−|w|
2
dw ∧ dw¯,
(g ∈ BF )
(Proof)
Since z
m
√
m!
. are eigenfunctions of B ◦ PFa ◦B−1,
we have
B ◦ PFa ◦B−1 =
∞∑
m=0
am+1
zm√
m!
w¯m√
m!
.
Proposition 7 Suppose that |a| < 1, (a ∈ C). Then we
have
(B ◦ PFa ◦B−1)(g)(z) = ag (az) , (g ∈ BF ).
SAMPTA'09 316
(Proof)
(B ◦ PFa ◦B−1)(g)(z) = (2pii)−1
∮
g(t)Λ(
z
t
)
dt
t
= (2pii)−1
∮
g(t)
a
t− az dt = ag(az).
Proposition 8 For f ∈ L2, we have
(i) lim
a→1
PFa(f) = f,
(ii) lim
a→−i
PFa(f) = (−i)Ff,
(iii) lim
a→i
PFa(f) = iF
−1f,
where F is Fourier transform.
(Proof) By Prop.7, we have
(B ◦ PFa ◦B−1)(g)(z) = ag (az) , (g ∈ BF ).
(i) lim
a→0
(B ◦ PFa ◦B−1)(g) = lim
a→1
ag(az) = g(z).
This means that lim
a→1
PFa = Identity operator.
(ii) lim
a→−i
(B ◦ PFa ◦B−1)(g) = lim
a→−i
ag(az)
= (−i)g(−iz).
By (ii) in Proposition 2, this means that
lim
a→−i
PFa = (−i)F .
Proof of (iii) is same as that of (ii).
Proposition 9
(i)
G = {PFa : a ∈ C, |a| < 1} ∪ {Id}
is semigroup.
(ii)
PFa ◦ PFa = PFab .
(Proof) By Proposition 7,
(B ◦ PFa ◦B−1)(g)(z) = ag(az), g(z) ∈ BF
So, we have
(B ◦ PFa ◦ PFb ◦B−1)(g)(z) = bag (baz)
Hence we have
PFb ◦ PFa = PFab .
In these cases, Fa(p, q) /∈ L1. But these operators still
define bounded operators from L2 to L2.
As seen in Proposition 8, these operators are obtained as
limit of PFa, (Fa ∈ L1).
8. Reconstruction formulas
We assume that F (p, q) is rotational invariant L1 function.
Namely, F (p, q) = F˜ (
√
p2 + q2).
In section 5, we introduced following generating function:
Λ(w) =
∞∑
m=0
λmw
m
Λ(w) is called generating function for eigenvalues of PF
Now we consider following formal power series :
∞∑
m=0
m!λmt
−m−1
In general this series is divergent series. We put
G(t) =
∫ ∞
0
F˜ (2s)e−s
t− s ds, (t ∈ C\[0,∞]).
We have
Proposition 10([8])
Formal power series
∞∑
m=0
m!λmt
−m−1
is an asymptotic expansion of G(t).
Remark Λ(w) is the Borel transform of formal power
series
∞∑
m=0
m!λmt
−m−1
.
Since G(t) is Hilbert transform of F˜ (2s)e−s, we have
Theorem 5
F˜ (2s) = es lim
t→0
−1
2pii
(G(s + it)−G(s− it))
We also have
Theorem 6([8])
F˜ (2s) = (2pi)−nesF(Λ(iv))(s),
valids in distribution sense.
where F is Fourier transform.
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Abstract:
The paper describes the sampling method of nonstation-
ary signals with time-varying spectral bandwidth. The re-
construction procedure exploiting the low-pass filter with
time-varying cut-off frequency is derived. The filter ap-
plication in signal reconstruction from its level-crossing
samples is shown. The results of computer simulations
are presented.
1. Introduction
The spectral characteristics of signals of practical inter-
est often change with time. Generally, a signal with
time-varying spectral bandwidth can be approximated
with fewer samples per interval using appropriate non-
equidistantly spaced samples than using uniform sampling
procedure, where the sampling rate is chosen taking into
account the highest signal frequency. For example, let us
inspect a signal with wide bandwidth regions and narrow
spectral bandwidth in the rest of signal observation. It is
more efficient to sample the narrow bandwidth regions at
a lower rate than the regions, where spectral bandwidth is
wide. Solving this problem correctly requires the knowl-
edge of the function of the instantaneous maximum fre-
quency of signal. The paper will show two typical situa-
tions. First, information about the time-varying bandwidth
is known a priori. In this case the deliberately non-uniform
sampling instants can be calculated in advance, and recon-
struction is based on application of filter with appropri-
ate time-varying impulse response function. Second, the
signal-dependent sampling scheme - level crossing sam-
pling (LCS) is used for analog-to-digital (A/D) conver-
sion. The idea of level-crossing sampling is based on the
principle that samples are captured when the input signal
crosses predefined levels. Such a sampling strategy has
quite long history and is exploited for various applications
[1, 2]. It has been shown that LCS has several interesting
properties and is more efficient than traditional sampling
in many respects [3]. In particular, it can be related to the
processing of non-stationary signals, because if a wave-
form is changing rapidly, the samples are spaced more
closely, and conversely – if a signal is varying slowly, the
samples are spaced sparsely [4]. This property allows to
calculate the estimate of the function of the instantaneous
maximum frequency of signal from the positions of sam-
ples. In this case to reconstruct the waveform of signal,
an additional resampling procedure is needed before the
use of time-varying reconstruction filter, which will be de-
scribed in next section.
Note that in both cases the local sampling density reflects
the local bandwidth of the signal, therefore samples are
spaced non-uniformly and advanced algorithms are re-
quired for digital signal processing.
2. Reconstruction of signal with time-
varying bandwidth
There are several methods used for reconstruction of non-
uniformly sampled band-limited signals. For correct re-
covery, they typically require that the maximal length of
the gaps between the sampling instants does not exceed
the Nyquist rate [5]. If the signal is non-stationary with
time-varying spectral bandwidth, satisfying globally this
requirement is not an appropriate decision, because this
provides redundant data. The use of level-crossing sam-
pling scheme can reduce the amount of samples, because
the intervals between samples are determined by signal lo-
cal properties and by the number of quantization levels.
The quality of processing can be improved if the recovery
procedure takes into account the local bandwidth of the
signal [6]. In the following subsections the proposed idea
and methods for reconstruction using filters with time-
varying bandwidth and for the estimation of local maxi-
mum frequency of signal from its level-crossing samples
will be discussed.
2.1 Idea of signal-dependent reconstruction
functions
The sampling theorem states that every bandlimited sig-
nal s(t) can be reconstructed from its equidistantly spaced
samples if the sampling rate equals or exceeds the Nyquist
rate 2Fmax, where Fmax is the maximum frequency in the
signal spectrum. The reconstruction in time domain can be
expressed as
sˆ(t) =
N−1∑
n=0
s(tn)h(t− tn), (1)
where ŝ(t) denotes reconstructed signal, N is the number
of the original signal samples s(tn) and h(t) is an appro-
priate impulse response of the reconstruction filter, classi-
SAMPTA'09 318
cally, sinc-function
h1(t) = sinc(2πFmaxt) (2)
As the sampling instants tn = n2Fmax , then the impulse
response
h1(t− tn) = h1(t, tn) = sinc(2πFmaxt− nπ), (3)
where h1(t − tn) = h(t, tn) is written as the function of
two arguments. The reconstructed signal becomes
sˆ(t) =
N−1∑
n=0
s(tn)h1(t, tn) (4)
If the signal with time-varying frequency bandwidth
fmax(t) is considered, then the sampling rate of the sig-
nal according to Nyquist must be at least 2Fmax, where
Fmax = max(fmax(t)). In this case any information
about the local spectral bandwidth is ignored during the
sampling process. To take it into account, it is proposed
instead of h1(t, tn) to use more general function
h2(t, tn) = sinc(Φ(t)−Φ(tn)) = sinc(Φ(t)− nπ), (5)
where Φ(t) = 2π
∫ t
0
fmax(t)dt is the phase of the si-
nusoid, whose frequency changes in time as fmax(t),
t ≥ 0 and sampling instants tn are chosen such that
Φ(tn) = nπ. If the signal is stationary and band-limited
fmax(t) = const = Fmax, Eq. (3) and (5) become
equivalent. In case of non-constant fmax(t) waveform
of the reconstruction function h2(t, tn) and the desired
sampling instants tn are determined by fmax(t). Samples
are spaced non-equidistantly and the mean sampling fre-
quency can be less than it is required by Nyquist criterion,
which, in this case, should be satisfied rather in local than
in global sense.
2.2 Reconstruction algorithm
To reconstruct the non-uniformly sampled signal accord-
ing to equation (1), the reconstruction procedure involves
signal resampling to the equidistantly spaced sampling set
{tn} with sampling period ∆t = tn − tn−1 = 12Fmax .
The estimation of sˆ(tn) is possible according to the sim-
ple iterative algorithm [5] the idea of which is to inter-
polate the sampled band-limited signal s(t) by the sum
sˇs(tm)(t) =
∑
m s(tm)ψm and filter it in order to remove
high frequencies. Piecewise linear interpolation, which is
well suited to level-crossing samples, uses ψm consisting
of the triangular functions
ψm(t) =


t−tm−1
tm−tm−1
for tm−1 ≤ t < tm,
tm+1−t
tm+1−tm
for tm ≤ t < tm+1,
0 elsewhere.
(6)
It is proved [5] that if the maximum length of the gaps
between the sampling instants τmax ≤ 12Fmax , then ev-
ery s(t) can be reconstructed from the values s(tm) of an
arbitrary τmax-dense sampling set {tm} iteratively. The
recovery algorithm can be written as:
sˆ0(tn) = sˇs(tm)(tn);
sˆ0(t) = C [sˆ0(tn)] ;
sˆi(tn) = sˆi−1(tn) + sˇ(s−si−1)(tm)(tn);
sˆi(t) = C [sˆi(tn)] ,
(7)
Figure 1: Piecewise polynomial p1k(t) approximation.
where i indicates the number of iteration. The linear op-
erator C denotes filtering as the convolution of samples
s(tn) with impulse response h1(t, tn) of the filter accord-
ing to Eq. (4)
C [s(tn)] =
N−1∑
n=0
s(tn)h1(t, tn) (8)
The sampling of non-stationary signal using level-
crossing scheme does not ensure the satisfaction of the
requirement τmax ≤ 12Fmax . Direct application of the
above described algorithm leads to a considerable recon-
struction error, therefore two substantial enhancements are
introduced to the algorithm - performing resampling to the
non-equidistantly spaced values and the use of filter with
impulse response h2(t, tn) instead of classical h1(t, tn).
The resampling instants tn are determined by Φ(t), which
depends on fmax(t), that in general case is not known
in advance. To solve this problem, an algorithm is de-
veloped, which estimates the time-varying instantaneous
maximum frequency using information about locations of
level-crossings.
2.3 Estimation of instantaneous maximum fre-
quency
The obvious ways to estimate the local bandwidth of
the signal is by finding its time-frequency representation
(TFR) using, for example, short-time Fourier transform,
wavelet transform or Wigner-Ville distribution. These
methods are developed for uniformly sampled signals,
however, there are some modifications in order to find
the TFR of non-uniformly sampled signals [7]. The use
of such approach is time consuming, therefore a simpler
method is considered that is based on empirical evalua-
tions.
To estimate the function f̂max(t) from samples s(tm),
starting with the initial index value m = 0 two pairs of
successive level-crossing samples s(tm′
j
) = s(tm′
j
+1) and
s(tm′′
j
) = s(tm′′
j
+1) are found such that m′′j > m′j and the
difference m′′j −m′j is minimal. Thereafter the next two
pairs are found considering that m′j+1 = m′′j . For each
j = 1, 2, . . . the value f(tj) is calculated as
f(tj) =
(
tm′′
j
+ tm′′
j
+1 − tm′
j
− tm′
j
+1
)
−1
, (9)
where
tj =
1
4
(
tm′′
j
+ tm′′
j
+1 − tm′
j
− tm′
j
+1
)
(10)
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Figure 2: (a) Test signal sampled by Φ(tn) = nπ and (b) frequency traces of its components.
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Figure 3: (a) Test signal sampled by level-crossings and (b) estimated instantaneous maximum frequency f̂max(t) as solid
line, true instantaneous maximum frequency as dashed line and f(tj) as black points.
If a single sinusoid is sampled, then f(tj) = f(tj+1) for
all j and it equals the frequency of the sinusoid. If the
signal consists of more harmonics, then f(tj) for different
j vary around the average value of f¯ = 1
J
∑J
j=1 f(tj),
where J is the total number of detected pairs within the
observation time of the signal. Experiments show that f¯ is
close to the frequency of the highest component. Thus, the
estimate of function of instantaneous maximum frequency
f̂max(t) can be obtained by {f(tj)} approximation with
piecewise polynomials prk(t) of order r. By choosing the
number L > 1 the observation interval of signal is divided
into subintervals
∆Tk : t ∈ [tk,1; tk,2] , (11)
where k = 0, 1, . . . is the number of subinterval and
tk,1 =
tj=kL + tj=kL+1
2
, (12)
tk,2 =
tj=(k+1)L + tj=(k+1)L+1
2
For each subinterval ∆Tk the coefficients
ak,r , ak,r−1, . . . , ak,1, ak,0 of polynomial prk(t) =
ak,rt
r + ak,r−1t
r−1 + · · · + ak,1t + ak,0 are found to
ensure
prk−1(tk,1)
(0) = prk(tk,1)
(0) , prk(tk,2)
(0) = prk+1(tk,2)
(0)
prk−1(tk,1)
(1) = prk(tk,1)
(1) , prk(tk,2)
(1) = prk+1(tk,2)
(1)
.
.
.
prk−1(tk,1)
(r) = prk(tk,1)
(r) , prk(tk,2)
(r) = prk+1(tk,2)
(r)
and the value of expression
K−1∑
k=0
(k+1)L∑
j=kL+1
[f(tj)− p
r
k(tj)]
2
= min (13)
is minimal. The denotation (. . .)(r) means the derivative
of order r and K is the total number of subintervals. After
solving the minimization task using the method of least
squares, the coefficients of polynomials prk(t) are obtained
and the estimate of instantaneous maximum frequency
f̂max(t) = p
r
k(t), if tk,1 ≤ t ≤ tk,2 (14)
depends on the numberL of samples f(tj) per subinterval.
To reduce the dependency the final frequency estimate is
obtained by averaging f̂max(t) calculated for different L
values. The example of piecewise polynomial of order
r = 1 approximation when L = 7 is shown in Fig. 1
3. Simulation results
The methods described in previous section are applied to
reconstruct nonstationary signal from its nonuniform sam-
SAMPTA'09 320
0 50 100 150 200
−1.25
0
1.25
t, [s]
e(t
), [
V]
100 101 102
0
0.05
0.1
0.15
0.2
number of iteration i
re
co
ns
tru
ct
io
n 
er
ro
r, 
[V]
b)a)
Figure 4: (a) The difference between original and recovered signal from its 349 level-crossing samples after 10 iterations
and (b) reconstruction error (solid lines - reconstruction from level-crossings using h2(t, tn), dashed lines - reconstruction
from level-crossings using h1(t, tn), dotted line - reconstruction from samples obtained by Φ(tn) = nπ).
ples s(tn) obtained in two different ways. The first one is
when fmax(t) is given and sampling instants tn satisfy
Φ(tn) = nπ (Fig. 2). The second way is by level-crossing
sampling and fmax(t) is not known in advance (Fig. 3).
In the first case 239 nonequidistantly spaced samples were
obtained during 200 seconds of the test signal, which con-
sists of three sinusoids with constant amplitudes and time-
varying frequencies as shown in Fig. 2b. As the recon-
structed signal according to Eq. (4) using h2(t, tn) differs
insignificantly from the original one, it is not illustrated
here. In order to obtain similar result in uniform sam-
pling case, at least 360 samples would be required since
the maximum frequency of the signal is Fmax = 0.9 Hz.
In the level-crossing sampling case 349 samples were cap-
tured using 6 quantization levels (Fig. 3a). To recover the
signal the first task was to find the values f(tj) according
to Eq. (9) in order to estimate the instantaneous maximum
frequency (14). In Fig. 3b f(tj) are shown as black points,
true fmax(t) as dashed line and calculated f̂max(t) as
solid line. The similarity between frequency traces is ob-
vious. The second step was to recover the original signal
according to Eq. (7) using level-crossing samples and esti-
mated f̂max(t). The difference signal ei(t) = s(t)− si(t)
after 10 iterations i = 10 is illustrated in Fig. 4a. The re-
construction error
√
1
T
∫ T
0
ei(t)2dt reduces as the number
of iterations i increases. It is shown in Fig. 4b as a grey
solid line. The grey dashed line corresponds to recon-
struction error, when instead of time-varying bandwidth
filter h2(t, tn) the filter with constant cut-off frequency of
Fmax = 0.9 Hz and impulse response h1(t, tn) is used. In
this case the achieved result is not so good as the recon-
struction quality remains only in intervals, where the sam-
pling density is sufficient. The reconstruction error can be
reduced by decreasing the distance between quantization
levels giving 437 level-crossing samples. It is shown in
Fig. 4b as black solid and dashed lines. The dotted line
corresponds to the first case when fmax(t) is given and
sampling instants tn satisfy Φ(tn) = nπ.
4. Conclusions
The proposed approach for non-stationary signal process-
ing uses signal dependent techniques: level crossing sam-
pling for data acquisition and filtering with time-varying
bandwidth for signal reconstruction. The information car-
ried by level-crossing samples is employed in two ways –
time instants of samples are used to estimate the instan-
taneous maximum frequency of the signal, while the am-
plitude values of samples are used in reconstruction al-
gorithm. The reconstruction procedure is based on the
use of iterative filtering with time-varying bandwidth fil-
ter. The enhancement of classical signal reconstruction
approach is made by introducing signal-dependent, ”non-
stationary” impulse response and resampling to the corre-
sponding, nonuniform sampling set.
Speech signal processing can be quoted as one of the po-
tential application areas of the proposed algorithm. The
level-crossing sampling technique reduces the number of
samples and leads to effective signal coding approaches.
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Abstract:
White-light interferometry is a technique of profiling sur-
face topography of objects such as semiconductors, liq-
uid crystal displays (LCDs), and so on. The world fastest
surface profiling algorithm utilizes a generalized sampling
theorem that reconstructs the squared-envelope function
r(z) directly from an infinite number of samples of the
interferogram f(z). In practical measurements, how-
ever, only a finite number of samples of the interferogram
g(z) = f(z) + C with a constant C are acquired by an
interferometer. We have to estimate the constant C and to
truncate the infinite series in the sampling theorem. In or-
der to reduce both the truncation error and the estimation
error for C, we devise an optimal characteristic of the op-
tical filter installed in the interferometer in the sense that
the second moment of the square of the interferogram is
minimized. Simulation results confirm the effectiveness
of the optimal characteristic of the optical filter.
1. Introduction
White-light interferometry is a technique of profiling sur-
face topography of objects such as semiconductors, liq-
uid crystal displays (LCDs), and so on. It is attrac-
tive because of its advantages including non-contact mea-
surement and unlimited measurement range in principle
[1, 2, 3, 5, 6, 8, 9]. From the viewpoint of sampling theory,
white-light interferometry has the following two interest-
ing features. First, a signal to be processed, a white-light
interferogram, f(z), is a bandpass signal. Second, a sig-
nal to be reconstructed from sampled values of f(z) is not
the interferogram itself, but its squared-envelope function
r(z). This type of sampling theorem is called a general-
ized sampling theorem [4, 10, 11].
The present authors also derived such a sampling theo-
rem [9]. Based on the theorem, the world fastest sur-
face profiling algorithm were proposed and installed in
commercial systems [5]. The sampling theorem is ex-
pressed in a form of infinite series and uses samples of
the interferogram f(z). In practical measurements, how-
ever, only a finite number of samples of the interferogram
g(z) = f(z) + C with a constant C are acquired by an
interferometer. Hence, in the algorithm, the constant C is
estimated from the samples, and the infinite series is trun-
cated with the number of samples. If both the truncation
error and the estimation error for C were reduced, we can
White-light
source
CCD camera
Optical Filter
O
Beam splitter A
Beam splitter B
Object
Stage
Reference
mirror
L (fixed)
L
z
E
Figure 1: Basic setup of an optical system used for surface
profiling by white-light interferometry.
further improve the preciseness of the algorithm. For both
error reductions, it is very effective for interferograms to
have small side lobes. The waveform of interferograms
can be controlled by an optical filter installed in the inter-
ferometer.
Hence, in this paper, we devise an optimal characteristic
of the optical filter in the sense that the second moment
of the square of the interferogram is minimized with a
fixed band-width. We show that the optical characteris-
tic is given by a sine curve which has a half of the period
as the fixed band-width. We also show that we have a so-
called uncertainty principle between the band-width and
the second moment. Simulation results confirm the effec-
tiveness of the optimal characteristic of the optical filter.
2. Surface Proﬁling by White-Light Inter-
ferometry
Figure 1 shows a basic setup of an optical system used
for surface profiling by white-light interferometry. It uses
the Michelson interferometer. A beam from a white-light
source passes through an optical filter. The beam is re-
SAMPTA'09 322
0 5 10 15 20 25 30
0
0.5
1
1.5
2
z[µm]
Figure 2: An example of a white-light interferogram g(z)
and its sampled values.
flected by the beam splitter A, and divided into two por-
tions by the beam splitter B at the point O. One of the
portions indicated by the dotted line is transmitted to a ref-
erence mirror, whose distance from the point O is L. The
other portion indicated by the dashed line is transmitted to
a surface of an object being observed. The height of the
surface from the stage at the point P is denoted by zp. E
is a virtual plane whose distance from the point O is L. z
is the distance of the plane E from the stage.
The two beams reflected by the object surface and the ref-
erence mirror are recombined and interfere. As the inter-
ferometer scans along the z-axis, the resultant beam in-
tensity varies as is shown in Fig. 2 by the dotted line. It
is called a white-light interferogram or simply an interfer-
ogram and denoted by g(z) = f(z) + C, where C is a
constant. Its peak appears in the right side in Fig. 2 if the
height zp is high, while it appears in the left side if zp is
low. Hence, the maximum position of the interferogram
provides the height zp.
The intensity is observed by a charge-coupled device
(CCD) video camera with a shutter speed of 1/1000 sec-
ond. It has, for example, 512×480 detectors. Each of
them corresponds to a point on the surface to be measured.
Since the CCD camera outputs the intensity, for example,
every 1/60 second, we can utilize only discrete sampled
values of the interferogram shown by ‘•’ in Fig. 2. We
have to estimate the maximum position of the interfero-
gram from these sampled values.
It is known that the envelope function m(z) shown by the
solid line in Fig. 2, or its square r(z), has the same peak
as the interferogram and they are much smoother than the
interferogram. Hence, usually these functions are used for
detection of the peak instead of the interferogram. In this
paper, we use the latter r(z), which we call the squared-
envelope function.
3. Sampling theorem for squared-envelope
functions
Since the interferogram f(z) is a bandpass signal, it can be
reconstructed from its samples by using the sampling the-
orem for bandpass signals [7]. It is interesting that, since
the squared-envelope function r(z) is the sum of squares
of f(z) and its Hilbert transform, the squared-envelope
function is also reconstructed from samples of f(z), not
those of r(z). Indeed, the following result was established
[9, 5]. The center wavelength and the bandwidth of the
optical filter in Fig. 1 are denoted by λc and 2λb, respec-
tively. Let kl and ku be angular wavenumbers defined by
kl =
2pi
λc + λb
, ku =
2pi
λc − λb
. (1)
Two parameters ωl = 2kl and ωu = 2ku are also used.
Proposition 1 [5] (Sampling theorem for squared-
envelope functions) Let I be an integer such that
0 ≤ I ≤
ωl
ωu − ωl
, (2)
and ωb be any real number that satisfies

ωu
2
≤ ωb (I = 0),
ωu
2(I + 1)
≤ ωb ≤
ωl
2I
(I 6= 0).
(3)
Let ωc be a real number defined by
ωc = (2I + 1)ωb. (4)
Let ∆ be a sampling interval given by
∆ =
pi
2ωb
, (5)
and {zn}
∞
n=−∞ be sample points defined by
zn = n∆. (6)
Then, it holds that
1. When z is a sample point zj ,
r(zj) = {f(zj)}
2 +
4
pi2
{
∞∑
n=−∞
f(zj+2n+1)
2n + 1
}2
.
(7)
2. When z is not any sample point,
r(z) =
2∆2
pi2

(1− cos piz
∆
){ ∞∑
n=−∞
f(z2n)
z − z2n
}2
+
(
1 + cos
piz
∆
){ ∞∑
n=−∞
f(z2n+1)
z − z2n+1
}2 . (8)
To apply Proposition 1 for surface profiling, we have the
following difficulties. In the proposition, an infinite num-
ber of sampled values {f(zn)}
∞
n=−∞ of the interferogram
f(z) are used. In practical applications, however, only a
finite number of sampled values {g(zn)}
N−1
n=0 of the inter-
ferogram g(z) = f(z) + C are available. Hence, we have
to truncate the infinite series in Proposition 1 and approx-
imate the sampled values f(zn) by g(zn) − Cˆ, where Cˆ
is an estimate of C. For example, the average of g(zn) is
used as Cˆ. Now, we are suffered from the truncation error
as well as the estimation error for Cˆ. Both of these errors
severely affect our final goal of precise estimation of zp.
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Figure 3: A white-light interferogram g(z) when ψ(k) is
rectangular.
4. Optimal characteristics of optical filter
To reduce both of the errors, the following observation is
crucial. As you can see in Fig. 2, only a few number of
samples are located in the main lobe of g(z) while the rest
of them are in side lobes. The latter mostly vanishes once
the constant C is estimated precisely. This implies that,
the smaller the side lobes are, the smaller the truncation
error is. Smaller side lobes also lead us to better estima-
tions of C as shown experimentally in Section 5.
Fortunately, we can control the waveform of the interfer-
ogram by the optical filter in the interferometer. Let a(k)
be its characteristic in terms of an angular wavenumber k.
The support of a(k) is the interval kl < k < ku. Av-
eraged attenuation rates of two beams along the dashed
and the dotted lines in Figure 1 are denoted by qo(k) and
qr(k), respectively. Let ψ(k) be
ψ(k) =
{
2{a(k)}2qo(k)qr(k) (k > 0),
0 (k ≤ 0). (9)
It is also supported on the same interval as a(k):
ψ(k) = 0 (k < kl , k > ku). (10)
The function ψ(k) is related to the interferogram f(z) as
f(z) =
∫ ku
kl
ψ(k) cos 2k(z − zp) dk. (11)
Equation (11) clearly shows that we can control f(z) by
a(k) through ψ(k).
To have smaller side lobes, we can easily arrive at the fol-
lowing idea: we design ψ(k) so that it minimizes the sec-
ond moment of the square of the interferogram f(z):
J [ψ] =
∫
∞
−∞
(z − zp)2{f(z)}2dz. (12)
Now, we are at the point to show our main result in this
paper. Let ka be (ku − kl)/2.
Theorem 1 Among second continuously differentiable
functions ψ(k) ∈ C2[kl, ku] satisfying
ψ(k) = 0 (k ≤ kl, k ≥ ku), (13)
ψ(k) ≥ 0 (kl < k < ku), (14)∫ ku
kl
{ψ(k)}2dk = 1, (15)
ψ(k) that minimizes the criterion J [ψ] is given by
ψ(k) =
1√
ka
sin
pi(k − kl)
2ka
. (16)
The minimum value J0 is given by
J0 =
(pi
2
)3 1
(2ka)2
=
pi∆2
2
. (17)
The following two results are direct consequence of The-
orem 1.
Corollary 1 The optimal characteristic a(k) under the
criterion J [ψ] is given by
a(k) =
(
sinpi(k − kl)/2ka
2
√
kaqo(k)qr(k)
)1/2
. (18)
Corollary 2 The optimal waveform of the interferogram
f(z) is given by
f(z) = m(z) cos(ku + kl)(z − zp), (19)
where
m(z) =
4pi
√
ka cos 2ka(z − zp)
pi2 − 16k2a(z − zp)2
. (20)
The interferogram shown in Fig. 2 was the optimal one
given by Eqs. (19) and (20) while that shown in Fig. 3 is
generated from a rectangular ψ(k) given by
ψ(k) =
{
1/
√
ku − kl (kl < k < ku),
0 (otherwise).
Though this ψ(k) is not continuously second differen-
tiable, the conditions (13) ∼ (15) are satisfied. In both
figures, λc = 600[nm] and λb = 30[nm] were used. We
can see that the side lobes in Fig. 2 are much smaller than
those in Fig. 3. The sampling interval used in both figures
is ∆ = 1.425[µm], which is the maximum among those
satisfying Eqs. (2)∼ (5). We have six samples in the main
lobe in Fig. 2 while only four samples are located there in
Fig. 3 (these samples are displayed by relatively large dots
compared to samples in side lobes). In a nutshell, the op-
timal characteristic results in fewer samples in the small
side lobes. This results in small errors on the truncation
and the estimation of C, which we demonstrate in the next
section through computer simulations.
Before proceeding simulations, let us make a final remark
in this section.
Corollary 3 Let σ2 be the value of J [ψ]. Then, the fol-
lowing uncertainty principle holds:
σ2(2ka)
2 ≥
(pi
2
)3
,
σ2
∆2
≥ pi
2
.
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Figure 4: Squared-envelope functions (the dashed lines)
and reconstructed functions (the solid lines) from samples
of g(z) for both of the optimal and the rectangular ψ(k).
5. Simulations
We compare the optimal and the rectangular characteris-
tics ψ(k) by computer simulations. We first sample the in-
terferograms g(z) generated from both ψ(k)with the sam-
pling interval ∆ = 1.425µm. Then, the averages for each
sample values are computed for the estimation of C. Fi-
nally, we reconstruct the squared-envelope functions r(z)
by using a finite number of g(zn) − Cˆ instead of f(zn)
in Proposition 1. The reconstructed functions are shown
in Fig. 4 by the solid lines as well as the original squared-
envelope functions by the dashed lines for both of the op-
timal and the rectangular ψ(k). The small window in the
top-right side shows the magnified image around the peak.
We can see that the reconstructed function for the opti-
mal ψ(k) provides a much better result than that for the
rectangular ψ(k). We also notice that the latter oscillates
severely.
The normalized truncation errors for the optimal and the
rectangular ψ(k) are 0.45% and 4.68%, respectively. The
former is less than 10% of the latter. When C = 1.10,
its estimation results are 1.10 and 1.06 for the optimal and
the rectangular ψ(k), respectively. Finally, errors for the
estimation of zp are 0.05µm and 0.06µm for the optimal
and the rectangular ψ(k), respectively. Even though the
difference is not so significant, the oscillation of the re-
constructed squared-envelope function for the rectangular
ψ(k) may cause difficulties for fast search of the maxi-
mum position.
We repeated the same simulations for thirty two values of
zp from 10µm to 20µm. Then, averages of estimation er-
rors were 0.0496µm and 0.0541µm for the optimal and the
rectangular, respectively. They are almost the same value.
However, the averages of truncation errors were 0.35%
and 4.67% for the optimal and the rectangular ψ(k), re-
spectively. The former is less than 7% of the latter. These
results show the effectiveness of the optimal characteris-
tics of the optical filter.
6. Conclusion
In this paper, we devised an optimal characteristic of the
optical filter that minimizes the second moment of the
square of the interferogram so that both of the truncation
error and the estimation error for the constant in the inter-
ferogram are reduced. We showed that the optimal char-
acteristic is given by a sine curve which has a half of the
period as the band-width of the optical filter. Simulation
results showed that the truncation error for the optimal
characteristic is less than 7% of that for the rectangular
one. The estimation error of the constant for the opti-
mal characteristic was also smaller than the rectangular
one. Even though the difference on the estimation error
of the maximum position was not so significant, recon-
structed functions for the optimal characteristic was much
smoother than those for the rectangular one. These results
showed the effectiveness of the optimal characteristic. Our
future tasks include to produce a prototype of the optical
filter with the optimal characteristic.
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Abstract:
Fourier sampling algorithms exploit the spectral sparsity
of a signal to reconstruct it quickly from a small number
of samples. In these algorithms, the sampling rate is sub-
Nyquist and the time to reconstruct the dominate frequen-
cies depends on the type of algorithm—some scale with
the number of tones found and others with the length of the
signal. The Ann Arbor Fast Fourier Transform (AAFFT)
scales with the number of desired tones. It approximates
the DFT of a spectrally sparse digital signal on a fixed
block by taking a small number of structured random sam-
ples. Unfortunately, to acquire spectral information on a
particular block of interest, the samples acquired must be
appropriately correlated for that block. In other words, the
sampling pattern, though random, depends on the block of
interest. When blocks of interest overlap significantly, the
union of the sampling patterns may not be an optimal one
(it might not be sub-Nyquist anymore). Unlike the much
slower algorithms, the sampling pattern does not accom-
modate an arbitrary block position. We propose a new
sampling procedure called Continuous Fast Fourier Sam-
pling which allows us to continuously sample the signal
at a sub-Nyquist rate and then apply AAFFT on any ar-
bitrary block. Thus, we have a highly resource-efficient
continuous Fourier sampling algorithm.
1. Introduction
Let x be a discrete time signal of length n which is sparse
or compressible in the frequency domain but the exact fre-
quency content depends on time. We consider the problem
of computing the frequency content present in different
blocks of the signal in a resource efficient manner. This
problem arises in many applications such as cognitive ra-
dio [2] where a wireless node alters its transmission or
reception parameters based on active monitoring of radio
frequency spectrum at various times. Another application
is incoherent demodulation of communication signals [3]
such as FSK, MSK, OOK, etc., where the computed fre-
quency spectrum at different times represents the message
being transmitted itself.
There are several Fourier sampling algorithms [1, 8, 9]
with low sampling costs that reconstruct the entire spec-
trum of a sampled signal. These algorithms make use of
a uniformly random (not structured) sample set for com-
putations thus allowing us to compute frequencies in any
arbitrary block of interest from the signal. However, the
time to reconstruct the spectrum is superlinear in signal’s
size and hence are slow and inappropriate for the appli-
cations involving large signal sizes or bandwidths where
just a few frequencies are of interest. Instead, we consider
a sub-linear time computational method called the AAFFT
(Ann Arbor Fast Fourier Transform) described in [4].
Figure 1: Figure showing the samples acquired in S1 and
the samples required to apply AAFFT on B = [16, 47].
Let y be a fixed block of interest of length N in the dis-
crete time signal x. Since x is sparse in frequency do-
main, it can be assumed that y has only m dominant
digital frequencies, where m ≪ N . The AAFFT algo-
rithm takes a small number of (correlated) random sam-
ples from the block of interest and produces an approxi-
mation of its DFT (identifies dominant tones), using time
and storagempoly(log(N)). If we are interested in a win-
dowed Fourier analysis of x over windows of length N ,
a straightforward approach towards solving our problem
using AAFFT is to divide the signal x into consecutive
non-overlapping blocks of length N , generate appropri-
ately correlated sampling patterns for each block, acquire
the samples and then apply AAFFT on each block. Let
us call this sample set S1. Unfortunately, S1 does not ac-
commodate arbitrary block positions. For example, con-
sider samples acquired in S1 from two consecutive blocks
B1 and B2. Lets say we are now interested in block B
which consists of second half of B1 and first half of B2
(see Figure (1)). However AAFFT cannot be applied on
B since the samples acquired from B will not be appro-
priately structured for its application. This is illustrated in
Figure (1) for a simple case of N = 32 with a dummy
y-axis and a few samples plotted for clarity.
We propose a new sampling procedure called the Con-
tinuous Fast Fourier Sampling that allows us to continu-
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ously sample the signal (as opposed to division into dis-
crete blocks) at a sub-nyquist rate and then apply AAFFT
on any arbitrary block of interest. The article describes the
algorithm in detail in Section (3.2), proves its correctness
in Section (3.3), followed by a few numerical experiments
and results in Section (3).
2. The Fourier Sampling Algorithm
(AAFFT)
The Fourier Sampling algorithm is predicated upon non-
evenly spaced samples unlike many traditional spectral es-
timation techniques [6, 7] and uses a highly nonlinear re-
construction method that is divided into two stages, fre-
quency identification and coefficient estimation, each of
which includes multiple repetitions of basic subroutines.
A detailed description of the implementation of AAFFT is
available in [5].
Frequency Identification consists of two steps, dominant
frequency isolation and identification. Isolation is carried
out by a two-stage process: (i) pseudo random permuta-
tions of the spectrum, followed by (ii) the application of
a filter bank with K = O(m) bands, where m = number
of tones (dominant spikes) in the signal. With high proba-
bility, a significant fraction of the dominant tones fall into
individual bands, isolating each tone from the others and
this probability can be increased with additional repeti-
tions. Note that all the above is carried out conceptually
in the frequency domain but instantiated in the time do-
main. That is, we sample the permuted and filtered signal
in the time domain. To carry out the computations, the
algorithm uses signal samples at time points indexed by
P (t, σ) = {(t+ qσ) mod N, q = 0, 1, ..,K − 1}, where
(t, σ) is randomly chosen for each repetition. The identifi-
cation stage performs group testing to determine the dom-
inant frequency value in each of the K outputs of the fil-
terbank. This stage uses the samples indexed at arithmetic
progressionsP (tb, σ) formed from each element of the ge-
ometric progression tb = t+ N
2b+1
, b = 0, 1, .., log2(N/2).
The estimation stage uses the random sampling similar to
the isolation stage for coefficient estimation of each of the
dominant frequencies identified.
Note that although the (t, σ) pair is chosen randomly in
each repetition, the samples that result from each pair are
highly structured. LetA1 = {(t, σ)} used in the frequency
identification stage and similarly let A2 be defined for the
estimation stage. These two sets define a sampling pattern.
3. Continuous Fast Fourier Sampling
3.1 Sample set construction
Let n be the length of signal x which has m dominant
tones that vary over time. Let the block length be N .
Let K = O(m) and α = log2(N). Let (t, σ) be a
fixed pair in A1 or A2. Define a sequence of time points
t(0) = t , t(j) = (t(j − 1) + Q(j − 1)σ)modN for
j = 1, .., J , where Q(j − 1) = smallest integer such that
t(j−1)+Q(j−1)σ ≥ N and J = ⌈Kσ
N
⌉. We call t(j) the
“N -wraparound” of t(j−1). Figure (2) illustrates the cal-
culation of a N -wraparound. The choice of J is such that
the theorems in Section (3.3) hold. For j = 1, .., J , denote
by Ij the arithmetic progression formed by (t(j), σ),
Ij = {t(j) + qσ, ∀q ≥ 0 : t(j) + qσ ≤ n} (1)
Now, consider the geometric progression tb = t + N
2b+1
for all b = 0, 1, .., α − 1. For each b,
(
t+ N
2b+1
, σ
)
is
treated as another (t, σ) pair and the sequence tb(j) and
the corresponding progressions Ibj can be defined.
Do all the above, for each pair (tℓ, σℓ) in A1 and A2 and
denote the arithmetic progressions produced, by Iℓ,j , for
j = 1, .., Jℓ. Define the union of all such arithmetic
progressions as Iℓ =
⋃Jℓ
j=0 Iℓ,j . Similarly define I
b
ℓ =⋃Jℓ
j=0 I
b
ℓ,j for b = 0, .., α− 1. Now define I
B
ℓ =
⋃α−1
b=0 I
b
ℓ .
Finally define
I(A1, A2) =
(⋃
A1
(Iℓ ∪ I
B
ℓ )
)
∪
(⋃
A2
Iℓ
)
(2)
Given a set of indices I , we denote by Sx(I) the set of
samples from signal x indexed by I .
Figure 2: Calculation of N -Wraparound t(1) from t.
3.2 The CFFS Algorithm
Preprocessing:
INPUT: N // Block length
(1) Sample-set generation : Choose A1 and A2 as
defined and compute I(A1, A2) (as in Equation (2)).
OUTPUT: I(A1, A2) // Index set
Sample Acquisition
INPUT: I(A1, A2), x
(2) sample signal x at I and obtain samples Sx(I).
OUTPUT: Sx(I)
Reconstruction
INPUT: Sx(I), (n1, n2) // boundary indices of an
arbitrary block y of length N from signal x
(3) calculate A′1, A
′
2 (depend on (n1, n2), defined in
Section (3.3)) and extract Sy(I(A′1, A
′
2)) ⊂ S
x(I).
(4) apply AAFFT on the sample-set Sy(I(A′1, A
′
2))
OUTPUT:top m frequencies of x in block
y = x[n1, n2]
3.3 Proof of Correctness of CFFS
The arbitrary block y has boundaries (n1, n2). To gen-
erate samples from this block, we define new sets A′1
and A′2 as follows. For every (t, σ) in A1 and A2, let
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i be the smallest integer such that t + iσ > n1. De-
fine t′ = (t + iσ)modn1. Note that t
′ is simply the n1-
wraparound of t. Put A′1 = {(t
′, σ) : (t, σ) ∈ A1} and
similarly A′2. Note that A
′
1 and A
′
2 are still random since
A1 and A2 were chosen randomly. To apply AAFFT on
block y we can now use samples of y indexed by the sam-
pling pattern defined (as in Section (2.)) from A′1 and A
′
2.
The following theorems together show that the required
samples of y are available in Sx(I(A1, A2)).
Theorem 1 For sets A′1 and A
′
2 as defined above,
Sy(I(A′1, A
′
2)) ⊂ S
x(I(A1, A2)).
Theorem 2 AAFFT can be applied on the sample-set
Sy(I(A′1, A
′
2)), i.e. the index set I(A
′
1, A
′
2) has the re-
quired structure explained in Section (2.).
Rather than giving detailed proofs, we prove a proposition
that lies at the heart of the two theorems.
Proposition 3 For every (t′, σ) in A′1 or A
′
2,
Sy(P (t′, σ)) ⊂ Sx(I(A1, A2)).
Proof: Let (t, σ) be the pair in A1 or A2 from which
(t′, σ) was obtained. We will prove that the arithmetic
progressions Ij formed by the sequence of wraparounds
t(j),j = 1, .., J as defined in Section (3.1), induce mod-
N arithmetic in the progression P (t′, σ) (P as defined in
Section (2.)). Consider the first few terms in P (t′, σ), till
(t′ + (q0 − 1)σ) mod N where q0 is the smallest integer
such that (t′ + q0σ) ≥ N . From definition of t
′ observe
that t′ = (t+iσ−n1). so y(t
′) = x(n1+t
′) = x(t+σ) ∈
Sx(I0), where I0 is defined in Equation (1). Similarly it
is easy to see that the first q0 terms in S
y(P (t′, σ)) are
contained in Sx(I0). Now call the next term (t
′ + q0σ)
modN = t′(1). Observe that t′(1) = t′ +σ
⌈
N−t′
σ
⌉
−N .
Similarly observe that t(1) = t + σ
⌈
N−t
σ
⌉
− N . Now,
Substituting t′ = (t+ iσ − n1) in the expression for t
′(1)
we get, t′(1) = t + iσ − n1 + σ
⌈
N−t+n1−iσ
σ
⌉
− N =
t + iσ − n1 + σ
⌈
N−t
σ
⌉
+ dσ − N = t(1) + (i + d)σ −
n1, for an appropriately defined d, which can be shown
to be positive. So y((t′ + q0σ) mod N) = y(t
′(1)) =
x(t(1) + (i + d)σ) ∈ Sx(I1), where again I1 is defined
in Equation (1). Let q1 be the smallest integer such that
(t′(1) + q1σ) ≥ N . Now it is easy to see that the next
q1 terms in S
y(P (t′, σ)) are contained in Sx(I1). Repeat
this until all the terms in P (t′, σ) are covered.
Proposition 4 On average, the storage requirement of
CFFS algorithm is O( n
N
m logO(1) N), which is of the
same order as a straightforward, fixed boundary sample
set for AAFFT.
4. Results and Discussion
The Continuous Fast Fourier Sampling algorithm has been
implemented and tested in various settings. In particular,
we performed following three experiments.
First, we consider a model problem for communication de-
vices which use frequency-hopping modulation schemes.
The signal we want to reconstruct has two tones that
Figure 3: The Sparsogram for a synthetic frequency-
hopping signal consisting of two tones, as computed by
AAFFT (S1) and by CFFS.
change at regular intervals. We apply both the straight-
forward AAFFT on S1 and CFFS to identify the location
of the tones. Figure (3) shows the obtained sparsogram
which is a time-frequency plot that displays only the dom-
inant frequencies in the signal. We get the same sparso-
gram in both cases, as expected. ForN = 220, S1 samples
about 0.94% of the signal whereas CFFS samples about
1.06% of the signal, which is only very slightly larger than
S1. This experiment demonstrates the efficiency and sim-
ilarity of the two methods and supports the proposition
made in Section (3.3).
Figure 4: Applying CFFS to different blocks of signal x.
While S1-AAFFT cannot be applied to compute the dom-
inant tones in any arbitrary block, the CFFS has no such
limitation. This is demonstrated in the next experiment as
follows. Let y be a signal of length N = 220, withm = 4
known dominant frequencies. Let x be an arbitrary signal
of length n with N ≪ n. Now let x[n1, n2] be an arbi-
trary block of interest of length N . Set x(n1 + q) = y(q),
for q = 0, 1, . . . , N − 1. Thus we have placed a copy
of the known signal y in the block of interest. The CFFS
was then applied and the four dominant frequencies in the
block of interest were computed. The obtained values for
frequencies and their coefficients match closely with those
of the signal y and satisfy the error guarantees of AAFFT.
The whole experiment was repeated with different values
for n1 (and corresponding n2 = n1 + N − 1) and the
same results were obtained. Figure (4) shows the sketch
of a signal x, pre-sampled in a predetermined manner (ac-
cording to CFFS), with copies of y placed at arbitrary po-
sitions. Application of AAFFT to any block with copy of y
gives the same results thus demonstrating the correctness
of CFFS.
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In the final experiment, we consider the frequency hop-
ping signal from the first experiment. Let the block size
be N = 217 with unknown block boundaries. Let f1 and
f2 be the respective frequencies in two adjacent blocks
(f1 in the left block). We consider the problem of finding
the block boundary using CFFS with an analysis window
of size N. The center of the window can be varied and a
binary search can be performed for the block boundary
in the following manner. If the center is to the left of
the actual boundary, then the coefficient of f1 produced
by AAFFT will be higher than that of the f2. This in-
dicates that the center has to be moved to the right from
its current position. Also the search is not strictly binary
since the amount by which f1 coefficient is higher than
f2 can be used to shift the center of the window to the
right by an equivalent amount. This step can be iterated a
few times to make the center converge to the actual block
boundary. We express the error as the distance to the true
boundary and determine what percentage of the block this
distance is. Table (1) displays the error and how the error
increases with decreasing SNR. Note that even in the case
SNR(dB) %Error SNR(dB) %Error
no noise 0.39 6 0.78
10 0.58 4 0.79
8 0.70 2 1.56
Table 1: Percentage error in boundary identification.
of no noise there is some inherent ambiguity in the iden-
tification of block boundary. This uncertainty is caused
by two factors. First, when the analysis window has por-
tions of both the f1-block and f2-block, the net signal is
no longer sparse due to a sudden change in frequency and
has a slowly decaying spectrum. With m = 2 the AFFT
guarantees that the error made in signal approximation is
about as much as the error in optimal 2-term approxima-
tion [5]. Hence a slowly decaying spectrum implies more
error in the approximation. A second and more important
factor is the number of samples actually acquired from the
region of uncertainty around the block boundary. From
the entire block, CFFS acquires about 8% samples from
the N = 217 present. Assuming these samples are uni-
formly distributed (which is not true for CFFS), the num-
ber of samples present in the region of uncertainty (0.4%)
is about 40. In practice, CFFS contains even fewer sam-
ples in the uncertainty region (about 30 on average). In
terms of samples actually acquired in CFFS, the boundary
estimation is off by only a few samples and hence is neg-
ligible, as it does not affect the computations. This will be
true for any sparse sampling method like CFFS. Further-
more, if the uncertainty were to be reduced to 0.3% say,
the boundary identification would improve by only about
6 samples on average, which again is negligible. Hence
the boundary identification through the above method is
accurate enough for all practical purposes.
5. Conclusions and Future Work
We described and proved a sub-linear time sparse Fourier
sampling algorithm called the CFFS which along with
AAFFT can be applied to compute the frequency content
of sparse digital signals at any point of time. Once the
block length N is selected, a sub-nyquist sampling pat-
tern can be pre-determined and the samples can be ac-
quired from the signal (during the runtime if required).
The AAFFT can be applied to the samples correspond-
ing to any block of length N of the signal and the dom-
inant frequencies in that block and their coefficients can
be computed in sublinear time. The algorithm requires the
block length N to be fixed beforehand. Designing or ex-
tending the algorithm to work for different values of N
can be considered. Adapting the algorithm to further re-
duce the computational complexity by using known side
information about the signal can also be considered. The
algorithm is also highly parallelizable and can be adapted
for hardware applications. Also, we may be able to extend
this sample set generation to the deterministic sampling
algorithm described in [10].
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Abstract:
A relation between double Dirichlet averages and mul-
tivariate complex B-splines is presented. Based on this
reationship, a formula for the computation of certain mo-
ments of multivariate complex B-splines is derived.
1. Introduction
Recently, a new class of B-splines with complex order
z, Re z > 1, was introduced in [4]. It was shown that
complex B-splines generate a multiresolution analysis of
L2(R). Unlike the classical cardinal B-splines, complex
B-splines Bz possess an additional modulation and phase
factor in the frequency domain:
B̂z(ω) = B̂Re z(ω) e
i Im z ln |Ω(ω)| e− Im z arg Ω(ω),
where Ω(ω) := (1 − e−iω)/(iω). The existence of these
two factors allows the extraction of additional information
from sampled data and the manipulation of images.
In [6] and [9], some further properties of complex B-
splines were investigated. In particular, connections be-
tween complex derivatives of Riemann-Liouville or Weyl
type and Dirichlet averages were exhibited. Whereas in
[6] the emphasis was on univariate complex B-splines
and their applications to statistical processes, multivari-
ate complex B-splines were defined in [9] using a well-
known geometric formula for classical multivariate B-
splines [7, 10]. It was also shown that Dirichlet aver-
ages are especially well-suited to explore the properties of
multivariate complex B-splines. Using Dirichlet averages,
several classical multivariate B-spline identities were gen-
eralized to the complex setting. There also exist inter-
esting relationships between complex B-splines, Dirich-
let averages and difference operators, several of which are
highlighted in [5].
This short paper presents a generalization of some re-
sults found in [3, 12] to complex B-splines. For this pur-
pose, the concept of double Dirichlet average [1] was in-
troduced and its definition extended via projective limits
to an infinite-dimensional setting suitable for complex B-
splines. Moments of complex B-splines are defined and a
formula for their computation in terms of a special double
Dirichlet average presented.
2. Complex B-Splines
Let n ∈ N and let △n denote the standard n-simplex in
R
n+1:
△n :=
{
u :=(u0, . . . , un) ∈ Rn+1
∣∣∣∣∣ uj ≥ 0;
j = 0, 1, . . . , n;
n∑
j=0
uj = 1
}
.
The extension of △n to infinite dimensions is done via
projective limits. The resulting infinite-dimensional stan-
dard simplex is given by
△∞ :=
u := (uj)j ∈ (R+0 )N0
∣∣∣∣∣
∞∑
j=0
uj = 1
 ,
and endowed with the topology of pointwise convergence,
i.e., the weak∗-topology. We denote by µb = lim←−µ
n
b
the projective limit of Dirichlet measures µnb on the n-
dimensional standard simplex△n with density
Γ(b0) · · ·Γ(bn)
Γ(b0 + · · ·+ bn) u
b0−1
0 u
b1−1
1 · · ·ubn−1n . (1)
Here, Γ : C\Z−0 → C denotes the Euler Gamma function.
Let R+ := {x ∈ R | x > 0} and let C+ := {z ∈
C | Re z > 0}.
Definition 1 ([6]). Given a weight vector b ∈ CN0+ and
an increasing knot sequence τ := {τk}k ∈ RN0 with the
property that limk→∞ k
√
τk ≤ ̺, for some ̺ ∈ [0, e), a
complex B-spline Bz(• | b; τ) of order z, Re z > 1, with
weight vector b and knot sequence τ is a function satisfy-
ing∫
R
Bz(t | b; τ)g(z)(t) dt =
∫
△∞
g(z)(τ · u) dµb(u) (2)
for all g ∈ S (R).
Here, S (R) denotes the space of Schwartz functions on
R, and τ · u = ∑k∈N0 τkuk for u = {uk}k∈N0 ∈ △∞.
In addition, we used the Weyl or Riemann-Liouville frac-
tional derivative [8, 11, 13] of complex order z, Re z > 0,
W z : S (R)→ S (R), defined by
(W zf)(x) :=
(−1)n
Γ(ν)
dn
dxn
∫ ∞
x
(t− x)ν−1f(t) dt,
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with n = ⌈Re z⌉, and ν = n − z. Here ⌈ · ⌉ : R → Z,
x 7→ min{n ∈ Z | n ≥ x}, denotes the ceiling function.
To simplify notation, we write f (z) forW zf
It is easy to show that the univariate complex B-spline
Bz(t | b; τ) is an element of L2(R) [5].
Remark 2. For finite τ = τ(n) and b = b(n) and z :=
n ∈ N, (2) defines also Dirichlet splines if g is chosen in
Cn(R). For, Dirichlet splines Dn( · | b; τ) of order n are
defined as those functions for which∫
R
g(n)(t)Dn(t| b; τ) dt =
∫
∆n
g(n)(τ · u) dµb(u),
holds true for τ ∈ Rn+1 and for all g ∈ Cn(R), and thus
for g ∈ S (R).
To define a multivariate analogue of the univariate com-
plex B-splines, we proceed as follows. Let λ ∈ Rs \ {0}
be a direction, and let g : R → C be a function. The ridge
function corresponding to g is defined as gλ : R
s → C,
gλ(x) = g(〈λ, x〉) for all x ∈ Rs.
We denote the canonical inner product in Rs by 〈•, •〉 and
the norm induced by it by ‖ • ‖.
Definition 3 ([9]). Let τ = {τn}n∈N0 ∈ (Rs)N0 be a
sequence of knots in Rs with the property that
∃ ̺ ∈ [0, e) : lim sup
n→∞
n
√
‖τn‖ ≤ ̺. (3)
The multivariate complex B-splineBz(• | b, τ) : Rs → C
of order z, Re z > 1, with weight vector b ∈ CN0+ and knot
sequence τ is defined by means of the identity∫
Rs
g(〈λ, x〉)Bz(x | b, τ) dx =
∫
R
g(t)Bz(t | b, λτ) dt,
(4)
where g ∈ S (R), and where λ ∈ Rs \ {0} such that
λτ := {〈λ, τn〉}n∈N0 is separated.
As consequence of the fact that Bz(• | b; τ) ∈ L2(R),
one obtains from the above definition that Bz(• | b, τ) ∈
L2(Rs) [5]. Moreover, it follows from the Hermite-
Genocchi formula for the univariate complex B-splines
Bz( • | b, λτ) and (4), that Bz(x | b, τ) = 0, when x /∈
[τ ], the convex hull of τ .
3. Dirichlet Averages
Let Ω to be a nonempty open convex set in Cs, s ∈ N, and
let b ∈ CN0+ . Let f ∈ S (Ω) := S (Ω,C) be a measurable
function. For τ ∈ ΩN0 ⊂ (Cs)N0 and u ∈ △∞, define
τ ·u to be the bilinear mapping (τ, u) 7→∑∞i=1 uiτ i. The
infinite sum exists if there exists a ̺ ∈ [0, e) so that
lim sup
n→∞
n
√
‖τn‖ ≤ ̺. (5)
Here, ‖ · ‖ now denotes the canonical Euclidean norm on
C
s. (See also [6].)
Definition 4. Let f : Ω ⊂ Cs → C be a measurable
function. The Dirichlet average F : CN0+ ×ΩN0 → C over
△∞ is defined by
F (b; τ) :=
∫
△∞
f(τ · u) dµb(u),
where µb = lim←−µ
n
b is the projective limit of Dirichlet
measures on the n-dimensional standard simplex△n.
We remark that the Dirichlet average is holomorphic in
b ∈ (C+)N0 when f ∈ C(Ω,C) for every fixed τ ∈ ΩN0 .
(See [2] for the finite-dimensional case and [9] for the
infinite-dimensional setting.)
Definition 5. [1] Let f : Ω ⊂ C → C be continuous.
Let b ∈ Ck+1+ and β ∈ Cκ+1+ . Suppose that for fixed
k,κ ∈ N, X ∈ C(k+1)×(κ+1) and that the convex hull
[X] of X is contained in Ω. Then the double Dirichlet
average of f is defined by
F (b;X;β) :=
∫
△k
∫
△κ
f(u ·Xv)dµkb (u)dνκβ (v),
where u ·Xv :=∑ki=0∑κj=0 uiXijvj .
Note that F (b;X;β) is holomorphic on Ω in the elements
of b, β, and X .
We again use projective limits to extend the notion of
double Dirichlet average to an infinite-dimenional setting.
To this end, let u, v ∈ △∞ and let µb = lim←−µ
n
b and
νβ = lim←− ν
n
β be the projective limits of Dirichlet mea-
sures µnb and ν
n
β of the form (1) on the n-dimensional
standard simplex, where b, β ∈ CN0+ . Now suppose that
X ∈ CN0×N0 is a infinite matrix with the property that∑∞
i=0
∑∞
j=0 |Xij | converges. Let
u ·Xv :=
∞∑
i=0
∞∑
j=0
uiXijvj .
Suppose that Ω ⊂ C contains the convex hull [X] of X
and that f : Ω → C is continuous. The double Dirichlet
average of f over△∞ is then given by
F (b;X;β) :=
∫
△∞
∫
△∞
f(u ·Xv)dµb(u)dνβ(v). (6)
(We use the same symbol for the (double) Dirichlet aver-
age over △∞ and its finite-dimensional projections △n.)
It is easy to show that
F (b;X;β) =
∫
△∞
F (β;uX)dµb(u), (7)
where uX := {〈u,Xj〉}j∈N0 , with Xj denoting the j-
column of X .
We note that F (b;X;β) is holomorphic in the elements
of b, β, and X over△∞.
For z ∈ C+, we define
F
(z)(b;X;β) :=
∫
△∞
∫
△∞
f (z)(u ·Xv)dµb(u)dνβ(v).
(See also [9] for the case of a single Dirichlet average.)
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4. Double Dirichlet Averages and Complex
B-Splines
Assume now that the matrix X is real-valued and of the
form Xij = 0, for i ≥ s and all j ∈ N0, some s ∈ N. In
other words, X ∈ Rs×N0 .
Theorem 6. Suppose that β ∈ R∞+ and that Re z > 1.
Let b := (b0, b1, . . . , bs−1) ∈ Rs be such that
∑s−1
i=0 bi /∈
−N0. Assume that f ∈ S (R+). Further assume that uX
is separated for all u ∈ △s−1. Then
F
(z)(b;X;β) =
∫
Rs
Bz(x | β,X)F (z)(b;x)dx.
Proof. We prove the formula first for b ∈ Rs+. To this end,
we identify u = (u0, u1, . . . , us−1, 0, 0, . . .) ∈ △∞ with
(u0, u1, . . . , us−1) ∈ △s−1. By the Hermite-Genocchi
formula for complex B-splines (see [6] and to some extend
[9]), we have that
F (z)(β;uX) =
∫
△∞
f (z)(u′ · uX) dµβ(u′)
=
∫
R
f (z)(t)Bz(t | β, uX)dt
Substituting this expression into (7) and using (4) gives
F
(z)(b;X;β) =∫
△∞
∫
Rs
f (z)(〈u, x〉)Bz(x | β, uX) dx dµb(u).
Interchanging the order of integration yields the statement
for b ∈ Rs+. To obtain the general case b ∈ Rs, we
note that by Theorem 6.3-7 in [2], the Dirichlet average
F can be holomorphically continued in the b-parameters
provided
∑s−1
i=0 bi /∈ −N0.
Remark 7. Theorem 6 extends Theorem 6.1 in [12] to
complex B-splines and the△∞-setting.
5. Moments of Complex B-Splines
Following [2], we define the R-hypergeometric function
Ra(b; τ) : R
s
+ × Ωs → C by
Ra(b; τ) :=
∫
△s−1
(τ · u)adµs−1b (u), (8)
where Ω := H , H a half-plane in C \ {0}, if a ∈ C \ N,
and Ω := C, if a ∈ N. It can be shown (see [2]) that R−a,
a ∈ C+, has a holomorphic continuation in τ to C0, where
C0 := {ζ ∈ C | − π < arg ζ < π}.
Taking in the definition of the double Dirichlet average
(6) for f the real-valued function t 7→ t−c, where c :=∑s−1
i=0 bi, the resulting double Dirichlet average is denoted
by R−c(b;X;β) and generalizes power functions. The
corresponding single Dirichlet average R−c(b;x), where
x = (x0, . . . , xs−1), is given by
R−c(b;x) =
s−1∏
i=0
x−bii , x /∈ [X]. (9)
(See, [2], (6.6-5).)
Now, let p = (p0, p1, . . . , ps−1) ∈ Rs, s ∈ N, be a multi-
index all of whose components satisfy pi < − 12 . The mo-
ment M
(z)
|p| (b;X) of order |p| :=
∑s
i=1 pi of the complex
B-spline Bz(• | β,X) is defined by
M
(z)
|p| (b;X) :=
∫
Rs
xp Bz(x | β,X) dx.
Note that since Bz(• | β,X) ∈ L2(Rs) and Bz(• |
β,X) = 0, for x /∈ [X], an easy application of the
Cauchy-Schwartz inequality shows that the above inte-
gral exists provided the multi-index p satisfies the afore-
mentioned condition on its components.
Using a result from [8], namely Property 2.5 (b), and
requiring that Re z < Re c, we substitute the function
f := Γ(c−z)Γ(c) (•)−(c−z) into (8) to obtain
R
(z)
−(c−z)(b;x) = R−c(b;x) =
s−1∏
i=0
xbii .
The above considerations together with Theorem 6 imme-
diately yield the next result.
Corollary 8. Suppose that β ∈ R∞+ and that Re z > 1.
Let b := (b0, b1, . . . , bs−1) ∈ (−∞,− 12 )s be such that
c :=
∑s−1
i=0 bi /∈ −N0. Moreover, suppose that Re z <
Re c. Then
M
(z)
−c(b;X) = R
(z)
−(c−z)(b;X;β). (10)
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Abstract:
In this paper, we study 2D cylindrical Positron Emission
Tomography (2D PET) sampling. We show that rectangu-
lar sampling schemes are more efficient than usual square
schemes.
1. PET and sampling
1.1 PET
The aim of Positron Emission Tomography (PET) is to
map the internal nuclear activity of a patient from exte-
rior measurement. Usually, the patient received some nu-
clear substance by inhalation or injection. In PET this
substance is tagged with a radioactive isotope, such as
Carbon-11, Fluorine-18, Oxygen-15. This substance has
also chemical and biological properties that enable to vi-
sualize metabolism and functions of patient organs (such
as blood flow). This substance, called radiotracer, emits a
positron per decay. The positron annihilates with an elec-
tron, which results in the emission of two opposite gamma
rays detected in a PET system. Thanks to detectors sur-
rounding the patient and a powerful electronic processing,
coincident photon pairs can be sorted, meaning that the
emission occurred on the line joining both detectors.
Detectors ring
r
z
z1
z2
ρ
ψ2
LOR(ψ1, z1, ψ2, z2)
ψ1
support
f
Figure 1: Parametrization of a LOR with the variables
(ψ1, z1, ψ2, z2).
In a cylindrical PET system of radius r, see Fig. 1, the
unitary detectors are distributed on a cylinder surrounding
the patient (supposed to lie in a cylinder of radius ρ). Each
gamma ray detector localization can be parametrized by
cylindrical coordinates (ψ, z). When the coincidence on
two detectors (ψ1, z1) and (ψ2, z2) is detected, one knows
that some activity occurs on the line joining the detectors
(ψ1, z1) and (ψ2, z2). This line is called a LOR (Line Of
Response).
In 2D mode, lead rings called septa, see Fig. 2, are used
to restrict detected LORs to be essentially perpendicular
to the PET cylinder axis. In this case, LORs have only
three parameters (ψ1, ψ2, z), see Fig. 3. LORs with a
small oblicity (crossed LORs) are usually approximated to
LORs perpendicular to the axis, between two true detec-
tors rings, creating a virtual detection ring, allowing to im-
prove the sampling rate along the axis direction, see Fig. 2.
z
Interpolated
LORCrossed
LORs
Detector rings
Septum
Figure 2: Crossed LORs interpolated to improve axial
sampling .
z
r
z
LOR(ψ1, ψ2, z)
Transverse plane
Detectors ring
ψ2
ψ1
ρ
support
f
Figure 3: Parametrization of a LOR with the variables
(ψ1, ψ2, z).
In 2D PET, after the attenuation correction [5] the measure
can be modeled by g : [0, 2pi]× [0, 2pi]× R→ R, with
g (ψ1, ψ2, z) =
∫
R
f (u (ψ1, z) + tθ (ψ1, ψ2)) dt
with u (ψ1, z) = (r cosψ1, r sinψ1, z)
t
and θ (ψ1, ψ2) =
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1
2|sin(ψ1−ψ22 )| (cosψ2 − cosψ1, sinψ2 − sinψ1, 0)
t
. Ob-
viously g satisfies the symmetry relation
g(ψ1, ψ2, z) = g(ψ2, ψ1, z). (1)
1.2 Sampling
We want to sample a function g being 2pi-periodic in its
two first variables and in R in its third variable. This is
a particular case of the general framework of sampling of
function on groups, see for example [2, 3]. In this case, the
Fourier transform of g ∈ C∞0 ([0; 2pi[×[0; 2pi[×R) can be
defined by:
gˆ(ξ) =
1
(2pi)2
√
2pi
∫
[0;2pi[
∫
[0;2pi[
∫
R
g(x)e−ix·ξdx,
where x = (ψ1, ψ2, z)
t ∈ [0; 2pi[×[0; 2pi[×R, ξ =
(p1, p2, ζ)
t ∈ Z× Z× R and ξ · x = p1ψ1 + p2ψ2 + ζz.
The inverse Fourier transform defined for G a function on
Z× Z× R is given by
Gˇ(x) =
1√
2pi
∫
Z×Z×R
G(ξ)eix·ξ
=
1√
2pi
∑
p1∈Z
∑
p2∈Z
∫
ζ∈R
G(p1, p2, ζ)e
i(p1ψ1+p2ψ2+ζz)dζ.
Let K ⊂ Z × Z × R, the non-overlapping Shannon con-
dition associated to K for the sampling lattice LW =
WZ3 ∩ ([0; 2pi[×[0; 2pi[×R) generated by the non singu-
lar 3 × 3 matrix W is that the sets K + 2piW−tl, l ∈ Z3
are disjoint sets in Z × Z × R. The Petersen-Middleton
theorem [6, 3] yields the Fourier interpolation formula
(SW g)(x) =
1√
2pi
|detW |
∑
y∈LW
g(y)χˇK(x− y),
where χK is the indicator function of the set K. The in-
terpolation error is given by
||SW g − g||∞ ≤ 2√
2pi
∫
ξ 6∈K
|gˆ(ξ)|dξ.
Thus if K is the essential support of gˆ, i.e.,
∫
ξ 6∈K
|gˆ(ξ)|dξ
can be negligible, then the interpolation error is low. The
geometry of the set K can be exploited for the design of
efficient sampling schemes, i.e., the choice of W satisfy-
ing the Shannon condition with |detW |maximal in order
to minimize the number of sampling points.
f
β
Source
Detector
α
ρ
r
ρ
ψ1
LOR(ψ1, ψ2, z)
Detector 2
Detector 1
ψ2
r
f
(a) (b)
Figure 4: Fan beam (a) and natural PET (b) parametriza-
tion in a transverse plane .
2. 3D Sampling in cylindrical PET 2D mode
In [1] we have established the sampling conditions of the
3D Fan-Beam X-ray Transform (3DFBXRT):
De3⊥f(β, α, z) =
∫
Lβ,α,t
f(u)du,
where u ∈ R3, Lβ,α,z is the line in the plane perpen-
dicular to e3 at abscissa z (z ∈ R), joining the source
at r(cosβ, sinβ, 0)t + ze3, β ∈ [0, 2pi[ and the detector
at angular position α ∈ [−pi/2, pi/2[, see Fig. 4. This ge-
ometry appears in X-ray CT scanner when considering the
reconstruction of many 2D slices. Cylindrical PET in 2D
mode can be linked with the 3DFBXRT in the following
way:
g(x) = D3Df(A(x− epi)) (2)
where x = (ψ1, ψ2, z)
t, epi = (0, pi, 0)
t, and
A =

 1 0 0− 12 12 0
0 0 1


see Fig 4.
v
Ω
ζ
v
√
2
2 Ωr
Ω
2 (r + ρ)
Ω
2 (r − ρ)
−Ω2 (r + ρ)
−Ω2 (r − ρ) Ωr
−Ωr
p2
p1
Figure 5: Kg: essential support of gˆ for η = ρ/r = 2/3,
slices in the planes (p1, p2) (left) and (v, ζ) (right). The
3D set Kg is just at the intersection of two cylinders of
respective basis the slices in the (p1, p2) and (v, ζ) and
respective axis ζ and the direction perpendicular to (v, ζ)
.
This link allows to easily estimate the essential support of
ĝ : Z× Z× R→ R. Indeed,
ĝ(ξ) =
∫
[0;2pi[
∫
[0;2pi[
∫
R
g(x)e−ix·ξdx
=
∫
[0;2pi[
∫
[0;2pi[
∫
R
D3Df(A(x− epi))e−ix·ξdx
=
∫
[0;2pi[
∫
[0;2pi[
∫
R
D3Df(Ax)e
−ix·ξ+ip2pidx
=
(−1)p2
| detA|
∫
[0;2pi[
∫
[0;2pi[
∫
R
D3Df(x)e
−i(A−1x)·ξdx
=
(−1)p2
| detA|
∫
[0;2pi[
∫
[0;2pi[
∫
R
D3Df(x)e
−ix·(A−tξ)dx
=
(−1)p2
| detA|D̂3Df(A
−t(ξ))
From this link we see that the essential support of ĝ is
simply a linear transformation of the essential support of
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D̂3Df . From [1] it can be easily shown that Kg , the es-
sential support of gˆ(p1, p2, ζ) when the emission function
f is supposed the be essentially Ω band limited, is given
by
Kg = {(p1, p2, ζ) ∈ Z× Z× R,
|p1 − p2|2 + r2ζ2 < Ω2r2; r|p1 + p2| < ρ|p1 − p2|}
see Fig. 5 for a representation.
The angles ψ1 and ψ2 parametrize the same detector ring,
thus their sampling must be identical. We consider here
only standard sampling, i.e. equidistant sampling along
each direction. The most efficient diagonal matrix satisfy-
ing the non overlapping Shannon conditions, see Fig. 6, is
given by:
2piW−t
S
= Ω

 r 0 00 r 0
0 0 2

 ,WS = 2pi
rΩ

 1 0 00 1 0
0 0 r2


(3)
ζ
v
v
−5Ωr6
−Ωr6
0
rΩ
rΩ
Kg
2Ω
-
√
2
2 rΩ
-
√
2rΩ
√
2
2 rΩ
copies ofKg
p2
p1
Figure 6: Non overlapping conditions for the rectangular
sampling scheme .
Thus we see that the most efficient sampling distances are
∆ψ1 = 2pi/rΩ(= ∆ψ2) and ∆z = pi/Ω. lz = ∆z would
thus be the detector axial length. If we approximate the
detector tangential length by lt = r∆ψ1, we see that the
most efficient relation is lz = lt/2, thus the most efficient
detectors from the sampling point of view are rectangular
detectors. The empirical ring oversampling by rebinning
the crossed LORs as in Fig. 2 yields exactly the factor 2 of
oversampling in the direction z needed for efficient sam-
pling. This is a theoretical justification of this widely used
heuristic rebinning method.
3. Numerical experiments
3.1 Essential support
We have computed from numerical phantom the essential
support of |gˆ(p1, p2, ζ)| see Fig. 7. In (a) and (c) the sim-
ulation is based on simple line integrals of a phantom f
built with 3 concentric weighted ball indicator functions:
f = χB(c,0.03) + χB(c,0.05) + χB(c,0.07) where χB(c,r) is
the indicator function of the ball of radius r centered on
c = (0.9, 0, 0). The data are simulated for a PET of radius
1.5 with 32 rings and 300 detectors on each ring. (b) and
(d) are based on aMonte Carlo (MC) simulation computed
with GATE [4]. The phantom f is built with 5 concen-
tric weighted ball sources (of radius r expressed in mm):
f = a(χB(c,9)+χB(c,10)+χB(c,11)+χB(c,12)+χB(c,13)),
where the center c = (130, 0, 0) mm and the activity
a = 106 becquerel. The data are simulated for a PET
of radius 402 mm with 32 rings and 576 detectors on
each ring, imitating the ECAT EXACT HR+ scanner of
CTI/Siemens. We see that the simulation data are in good
agreement with the theoretical results.
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Figure 7: In (a) and (c) the emission function f is the sum
of 3 concentric indicator functions. In (b) and (c) the data
are obtained by a MC simulation of 5 concentric spherical
sources. (a) and (b) slice ζ = 0 of |gˆ(p1, p2, ζ)| ; (c) and
(d) 3D visualization of the isosurface at 1% of maximum
of |gˆ(p1, p2, ζ)| (|gˆ(p1, p2, ζ)| is essentially negligible out-
side of this surface) .
3.2 Reconstruction resolution
In Fig. 8, Fig. 9 and 10, we present the reconstruction
of the clock phantom, see [8], from simple line integrals.
The simulated cylindrical PET is of radius r = 1.5, the
reconstruction region is of radius ρ = 1. We consider
two sampling schemes with essentially the same number
of data. The square scheme is based on square detectors,
with lt = lz = 0.049. The number of ring is 20. The num-
ber of detectors on a ring is 190. The rectangular scheme
is based on rectangular detectors, with lt = 2lz = 0.062.
The number of ring is 32. The number of detectors on a
ring is 150. We see in these numerical experiments that
the rectangular scheme yields better reconstructions than
the square scheme.
4. Conclusion
We have shown the efficiency of the rectangular sampling
scheme over the square scheme in 2D mode cylindrical
PET. Sampling conditions in fully 3D PET as initiated
in [7] are now being investigated.
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Figure 8: A = Original image: transverse view ; B = Im-
age profile ; C = Original image: axial view ; D = Image
profile 1 ; E = Image profile 2 .
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Figure 9: A = Square scheme image: transverse view ; B =
Rectangular scheme image: transverse view ; C = Square
scheme image profile ; D = Rectangular scheme image
profile .
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Figure 10: A = Square scheme image: axial view ; B
= Rectangular scheme image: axial view ; C = Square
scheme image profile 1 ; D = Rectangular scheme im-
age profile 1 ; E = Square scheme image profile 2 ; F =
Rectangular scheme image profile 2 .
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Abstract:
As is well-known, the use of Shannon sampling to inter-
polate functions with discontinuous jump points leads to
the Gibbs’ overshoot. In image processing, it can lead to
the problem of artifacts close to edges, known as Gibbs
ringring. Its amplitude cannot be reduced by increas-
ing the sample density. Here we consider a generalized
Shannon sampling method which allows the use of time-
varying sample densities so that samples can be taken at a
varying rate adapted to the behavior of the function. Us-
ing this generalized sampling method to approximate a
periodic step function, we observe a strong reduction of
Gibbs’ overshoot. In a concrete example, the amplitude of
the Gibbs’ overshoot is reduced by about 70%.
1. Introduction
The Shannon sampling theorem [6] provides the link be-
tween continuous and discrete representations of informa-
tion and has numerous practical uses in communication
engineering and signal processing. For a review on Shan-
non sampling, see [7, 10, 1]. In addition, the Shannon
sampling theorem has been used to interpolate samples to
approximate a given function.
In the use of Shannon sampling to approximate functions
with discontinuous jump points, the well-known Gibbs’
overshoot [2, 3] has remained a persistent problem, lead-
ing to, e.g., Gibbs ringing in image compression [5]. The
clearest example for the Gibb’s phenomenon is the peri-
odic step functionH(t), see Figure 1, whereH(t) = 1 on
(0, 12 ),H(t) = −1 on (
1
2 , 1),H(t) = 0 at t = 0,
1
2 , 1, and
H(t) has a period T = 1.
In Figure 1,H(t) is approximated using Shannon’s shifted
sinc reconstruction kernel with N = 24 sampling points
on one periodic interval [0, 1). Samples are denoted by
x in the plot, and the solid line at the top indicates the
maximum value of the approximating function, which is
1.0640. Within an error of 0.003, the 6.40% overshoot be-
yond the maximum amplitude 1 of the step function H(t)
can not be further reduced even if we increase the sam-
pling density.
However, using the generalized sampling method [4, 8, 9],
which allows the reconstruction of a function on a set
of non-equidistant sampling points, chosen adaptively ac-
cording to the behavior of the function, we show that the
Figure 1: Approximation of the step function by Shannon sam-
pling.
Gibbs overshoot can be strongly reduced. For an example,
see Figure 2.
In Figure 2, we use the same number of points N = 24
in one period as in the case of Shannon in Figure 1, but
we choose the sampling points to match the behaviour of
the step function. Intuitively, the jump in the step function
contains high frequencies. Thus more samples are taken
near the jump points t = 0, 12 , and 1. In this example, the
maximum value of the approximation is reduced to 1.0074
with an error of 0.0003. This is roughly a 70% reduc-
tion of Gibbs’ overshoot without increasing the number of
samples, but only varying the local sample density.
Figure 3 is a zoom-in of Figure 2 near the jump point.
The dashed line on the top indicates the maximum values
of the approximating function using the generalized sam-
pling, while the solid line indicates the overshoot in the
case of Shannon.
2. Generalized Shannon Sampling Method
The generalized Shannon sampling theory considered here
was not specifically developed for the application of re-
ducing Gibbs’ phenomena. It was originally motivated
by some fundamental physics problem in quantum gravity
[4] and was introduced to engineering for spaces of func-
tions with a new notion of time-varying Nyquist rate [8, 9].
The starting observation is that each set of Nyquist sam-
pling points in Shannon sampling turns to be the eigen-
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Figure 2: Approximating the step function by the generalized
sampling method with non-equidistant sampling points..
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Figure 3: This is a zoom-in of Figure 2 near the jump point..
values of one of the self-adjoint extensions of a particu-
lar simply symmetric multiplication operator T with de-
ficiency indices (1, 1), and the shifted sinc kernels are
the corresponding eigenfunctions. The Shannon sampling
theorem is the special case when the self-adjoint exten-
sions of T have equidistant eigenvalues. By considering a
generic such symmetric operator T , one obtains a general-
ized sampling method. We can not cover the mathematical
derivations of the new generalized sampling method here,
but we will review the key features of the generalization
along with a comparison to the Shannon sampling theo-
rem.
The Shannon sampling theorem states that if a function
φ(t) is in the space of Ω-bandlimited functions, i.e., φ(t)
has a frequency upper bound Ω, then φ(t) can be perfectly
reconstructed from its sample values {φ(tn)}n taken on a
set of sampling points {tn}n with an equidistant spacing
tn+1 − tn = 1/(2Ω) via:
φ(t) =
∞∑
n=−∞
G
(
t, tn
)
φ(tn) (1)
The function G(t, tn) is the so-called reconstruction ker-
nel, which is the shifted sinc function sinc
(
2Ω(t − tn)
)
.
The frequency upper bound Ω is called the bandwith, and
the sampling rate 1/(2Ω) is the Nyquist sampling rate.
2.1 One-Parameter Family of Sampling Lattices
Wewill call a set of Nyquist sampling points {tn}n a sam-
pling lattice. The Shannon sampling theorem only spec-
ifies the constant spacing between adjacent points in one
lattice, but it does not specify an initial sampling point.
Therefore, we can parameterize all possible sampling lat-
tices as:
tn(θ) =
n+ θ
2Ω
, 0 ≤ θ < 1 (2)
Hence the Shannon sampling method possesses a natural
one-parameter family of sampling lattices, and any func-
tion in the function space can be perfectly reconstructed
from its values on any fixed lattice via Eq. (1).
The generalized sampling method also possesses an anal-
ogous one-parameter family of sampling lattices, but the
points in each lattice are generally non-equidistant now.
To distinguish from the case of Shannon, we use a differ-
ent parameter α in {tn(α)}n, 0 ≤ α < 1, and assume that
{tn(α)}n are differentiable with respect to the parameter
α:
t′n(α) =
dtn(α)
dα
Shannon’s family of sampling lattices {tn(θ)}n can be
generated by a single number, namely, the constant band-
width Ω. It is so simple because the function space in
the case of Shannon has a constant bandwidth Ω. How-
ever, in the generalization, since we have a time-varying
‘bandwidth’, in the sense of Nyquist lattices with non-
equidistant points, more specification is required. The en-
tire family of sampling lattices is now generated from the
knowledge of a given lattice, say {tn(0)}, and a set of cor-
responding derivatives {t′n(0)}n by solving for t = tn(α)
in: ∑
m
t′m(0)
t− tm(0)
= pi cot(piα) (3)
This equation implies that one sampling lattice and the
correponding derivatives are enough to determine the en-
tire family of sampling lattices, and hence the reconstruc-
tion kernel and the function space. This is important for
practical purposes, because one usually takes samples of a
given signal on only one lattice.
The family of sampling lattices {tn(α)}n in the general-
ization shares many important properties of the uniform
lattices {tn(θ)} of Shannon: as the parameter α (or β in
the case of Shannon) increases from 0 to 1, the sampling
lattices specified by the parameter move to the right on the
real line simultaneously and continuously with the follow-
ing continuity condition:
tn(1) := lim
α→1−
tn(α) = tn+1(0), t
′
n(1) = t
′
n+1(0) (4)
Hence, together, these sampling points in all lattices again
cover the real line exactly once. Namely, for any t ∈ R,
there exists an unique integer n and an unique α in [0, 1)
such that t = tn(α).
2.2 The Generalized Reconstruction Kernel
From the theory of self-adjoint extensions, if on each fixed
but arbitrary lattice {tn(α)}, α fixed, we let tn = tn(α),
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Figure 4: An example of generalized sinc function (or recon-
struction kernel) on an arbitrary non-equidistant sampling lattice.
The stars on the real line indicate the points in an arbitrary non-
equidistant sampling lattice, and the circles denote the same set
of points with an amplitude 1.
t′n = t
′
n(α), then the reconstruction kernel in the general-
ized sampling theorem reads:
G(t, tn) = (−1)
z(t, tn)
√
t′n
| t− tn|
(∑
m
t′m
(t− tm)2
)
−1/2
(5)
where z(t, tn) is the number of the sampling points
{tm}m between t and tn exclusively.
As functions in t, for each fixed α, the set of functions{
g(α)n (t) = G(t, tn(α))
}
n
(6)
forms a basis of the function space. Thus, indeed, in the
generalized sampling theorem, every function in the func-
tion space specified by the family of sampling lattices can
be expanded using these basis functions.
These continuous functions in Eq. (6) have analogous
properties to the shifted sinc function of Shannon: they
interpolate all the points in the lattice specified by α
g(α)n (tm(α)) = G
(
tm(α), tn(α)
)
= δmn
and their maximum values are all 1 at the sampling points
about which they are ‘centered’. This is important for the
stability of reconstruction. We will refer to these basis
functions as generalized sinc functions. See Figure 4 for
an example.
It is important to recall that each set of basis functions{
g
(α)
n (t)
}
n
specified by α spans the same function space.
This property is remarkable since as in Figure 4, the shape
of the generalized sinc functions is quite non-trivial.
To recover the Shannon sampling theorem as a special
case, we choose any uniform sampling lattice {tn}n with
tn+1 − tn =
1
2Ω for all n, together with constant deriva-
tives t′n = C. Then the reconstruction kernel in (5) sim-
plifies to the sinc kernel sinc
(
2Ω(t − tn)
)
, by using the
following trignometric identity:
pi2
sin2(piz)
=
+∞∑
k=−∞
1
(z − k)2
(7)
2.3 Interpolation Strategy
To approximate a given function, depending on the behav-
ior of the function, one must select a sampling lattice for
interpolation. Arising from the theory of self-adjoint ex-
tensions, the chosen lattice {tn}n must have a minimum
and maximum spacing, namely, there must exist positive
real numbers δmin and ∆max such that:
0 < δmin ≤ ∆tn = tn+1 − tn ≤ ∆max for all n (8)
From Section 2.1 Eq. (3), we know that one also needs a
set of corresponding derivatives to apply the generalized
sampling method. So the question is, for a given lattice
{tn}n, what is a suitable choice of the set of corresponding
derivatives {t′n}n?
To this end, we notice that the derivative t′n(α) is the ve-
locity with which the sampling points tn(α) are moving to
the right along the real line for increasing α at t = tn(α).
Hence, a good candidate for t′n is the distance travelled in
one period of α, which is the spacing between two adja-
cent points ∆tn = tn+1 − tn. For symmetry, we set t
′
n
to be the average distance between tn to its previous and
successive points:
t′n =
1
2
(
∆tn +∆tn−1
)
=
1
2
(
tn+1 − tn−1
)
(9)
Here a constant prefactor for the derivatives on a fixed lat-
tice does not matter because the reconstruction kernel is
independent of a scalar multiplication of the derivatives:
in (5), the prefactor in
√
t′n-term will cancel out the one
in t′m on the numerator inside the series.
With this set of initial data {tn}n and {t
′
n}n, we have an
explicit expression of the reconstruction kernel (5). Hence
we can construct the interpolating function φ(t) through
all the sample points
{(
tn, φ(tn)
)}
n
using the reconstruc-
tion formula (1).
3. Reduction of Gibbs’ Overshoot
3.1 Reconstruction of Periodic Functions
The clearest example to demonstrate the reduction of
Gibb’s overshoot using the generalized sampling method
is the periodic step function H(t). One of the reasons for
choosing a periodic function is that the infinite summa-
tions in the both reconstruction kernel (5) and the recon-
struction formula (1) will simplify to a finite sum. Hence,
we eliminate the truncation error in the summation.
To this end, assume that the function φ(t) has a period of
T , and we take N sampling points on one period [0, T ),
which are denoted by {τ1, τ2, . . . , τN} ⊆ [0, T ). Hence,
all the sampling points are
tnN+k = nT + τk, 1 ≤ k ≤ N,n ∈ N (10)
and from the periodictiy, we have
t′nN+k = t
′
k, φ(tnN+k) = φ(tk) (11)
After a lengthy calculation, the reconstruction kernel (5)
SAMPTA'09 342
on this periodic lattice now reads:
G(t, tnN+K) =
(−1)z(t,tnN+l)
√
t′k
|t− tnN+K |
pi
T
( N∑
l=1
t′l sin
−2
( pi
T
(t− τl)
))−1/2 (12)
and the reconstruction formula (1) of the T -periodic func-
tion φ(t) reads:
φ(t) =
N∑
k=1
(−1)z(t,tnN+k)
√
t′k cot
( pi
T
(t− τk)
)
( N∑
l=1
t′l sin
−2
( pi
T
(t− τl)
))−1/2
φ(tk)
(13)
As discussed in Section 2.3, for using the formulae (12)
and (13) to approximate a periodic step functionH(t), the
only task now left is to find a sampling lattice adapted to
the behavior ofH(t). With a periodic lattice (10), we only
need to pick up a finite number N of them on [0, T ).
3.2 Approximating a Periodic Step Function
Before we discuss how to determine a set of non-
equidistant sampling points, let us first consider why the
uniform lattices of Shannon do not work very well. Intu-
itively, because of the sudden change in the amplitude of
a step function H(t) at its jump points t = 0, 12 and 1,
the function can be considered to suddenly oscillate at an
“infinite” frequency in a sufficiently small neighborhoods
at the jump points, namely to have an ‘infinite’ bandwidth
at t = 0, 12 and 1. Recall that the constant Nyquist spacing
1/(2Ω) in the case of Shannon is inversely proportional to
the bandwidth Ω. A uniform lattice implies uniform band-
width. Intuitively, the uniform lattice in the case of Shan-
non is therefore not matched with the increase of band-
width in the small neighborhoods of jump points.
We therefore choose N sampling points with non-
equidistant spacings so that the smallest spacing (the high-
est bandwidth) occurs near the jump points at t = 0, 12 , 1,
and the spacing gradually increases away from the jump
points (the bandwidth decreases). We used the easiest such
increasing change in spacing, which is linear.
Due to the symmetry of the jump points at t = 0, 12 , 1, we
divide one period [0, 1) into four equal subintervals with
length 14 . On the first subinterval, [0,
1
4 ), we choose K
points so that their adjacent spacing is linearly increasing.
Let δ be the linear increment in spacing, then
τ1 = 0, τ2 = δ, τ3 = 3δ, . . .
τK =
1
2
K(K − 1)δ
(14)
The (K + 1)st point is 14 . The sampling points on (
1
4 ,
1
2 ]
are a mirror image of the points on [0, 14 ) with respect to
t = 14 , and the points on [
1
2 , 1) repeat the ones on [0,
1
2 ).
Therefore, we have in total N = 4K points on [0, 1).
The approximation in Figure 2 is obtained in this way with
K = 6. Hence it has the same total number of sampling
points (N = 24) on [0, 1) as in Figure 1. Its maximum
amplitude is 1.0193, which is a significant reduction com-
pared to the maximum amplitude 1.0640 in Gibbs’ over-
shoot (Figure 1).
4. Outlook
The question arises how far one can ultimately reduce the
Gibb’s overshoot? Is the linear change in sampling spac-
ing, as in Eq. (14), the optimal lattice spacing to match
the behavior of a step function? This question will be ad-
dressed in a longer following-up paper, in which we will
pursue an analytical optimization of the Gibbs’ overshoot
reduction.
To this end, the fact that the closed form of the recon-
struction kernel (12) is available in the case of periodic
functions has an important advantage: it in effect reduces
infinitely many points to a set of finitely many points. We
can then analytically study the behavior of the constructed
approximating functions. Eventually, we hope such an an-
alytical study can lead us to the ultimately goal, which is
to provide solution to design optimally adapted lattices for
arbitrary given functions.
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Abstract:
The performance of compressed sensing (CS) algorithms 
is dependent on the sparsity level of the underlying 
signal, the type of sampling pattern used and the 
reconstruction method applied. The higher the 
incoherence of the sampling pattern used for under-
sampling, less aliasing will be noticeable in the aliased 
signal space, resulting in better CS reconstruction. In this 
work, based on point spread function (PSF) properties, 
we compare random, Poisson disc and constrained 
random sampling patterns and show their usefulness in 
practical compressed sensing applied to dynamic cardiac 
magnetic resonance imaging (MRI).
Introduction
One of the main questions that arise in compressed 
sensing magnetic resonance imaging (CS-MRI) is: which 
type of sampling is optimal? The basic theory of 
compressed sensing as proposed by Donoho [1] and 
Candes [2] requires acquisition of randomized set of 
measurements. For MRI, this corresponds to the random 
sampling in Fourier domain (k-space) which results in 
incoherent aliasing artefacts in image space. However, 
random sampling requires bigger changes in amplitudes 
and polarity of MR system gradients, making it 
infeasible practically in an MR system.
Figure 1 shows one dimensional gradient variations for 
2D random and uniform lattice sampling patterns. From 
the figure, it is evident that we have bigger changes in 
amplitude and polarity of gradients in case of random 
sampling pattern than uniform lattice. The solution to 
this problem is to use deterministic sampling patterns. 
The uniform lattice pattern is a deterministic pattern but 
yields coherent artefacts in its PSF and hence, it does not 
satisfy the basic requirements of compressed sensing 
theory. Our goal is to find deterministic sampling 
patterns that have incoherent artefacts in the PSF and can
yield better CS reconstruction.
1. Candidate Sampling Patterns in CS
To have minimum aliasing due to sampling below the 
Nyquist rate, Nayak [3] defined the following properties 
of PSF of the ideal sampling pattern: The near zero 
region around the main lobe of the PSF should be as 
large as possible and outside that region, PSF should 
resemble white noise. The samples should be placed 
randomly but with a restricted maximum distance 
between samples. These two conditions are met by 
Poisson disc sampling [4]. Recently, Poisson disc 
sampling has been shown to give good results in parallel 
MRI due to better reconstruction conditioning [5]. 
However, it also has impractical gradient requirements. 
Gamper [6] defined constrained random pattern with 
incoherent artefacts in its PSF. Constrained random
pattern is a normal lattice pattern with samples shifted 
along one dimension randomly by -1, 0 and +1. Hence, it 
is a normal lattice with constrained randomization added 
along one direction and has moderate gradient 
requirements. Figure 2 shows the three candidate 
sampling patterns (random, Poisson disc and constrained 
random) with the corresponding PSFs. Like Poisson disc 
sampling, the constrained random sampling has a near-
zero region around the main lobe in its PSF and it also 
possesses the uniform density of sampling both locally 
and globally.
Figure 1: Gradient variation along one dimension in MR 
system for (a) random sampling (top) (b) uniform lattice 
sampling (bottom)
Additionally, due to added constrained randomization, 
the amplitudes of coherent side lobes in the PSF of 
constrained random pattern are also suppressed. In CS 
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recovery algorithms like OMP [6] which are based on 
picking the most significant component from the aliased 
space iteratively, the suppression of coherent artefacts 
ensures that only the right candidates are picked up in 
successive iterations.
Figure 2: Three candidate sampling patterns and their 
corresponding PSFs: top to bottom: random, Poisson disc 
and constrained random
2. Experimental Setup
To test the performance of three sampling patterns in 
dynamic cardiac MRI, two sets of dynamic cardiac data 
of size (nf x n p x nt, nf: number of frequency encoding 
indices, np: number of phase encoding indices, nt: number 
of time frames) (224x155x50) and (336x178x48) were 
acquired with a Philips MRI scanner 1.5 T, SSFP 
sequence, FOV 350x350 mm
2
. We used the jittered grid 
approximation of the Poisson disc sampling as proposed 
by Cook [7]. For CS based reconstruction, the x-f space
(x: spatial location, f: temporal frequency) is chosen to 
be the sparse representation [8]. The x-f space 
representation of the dynamic cardiac data is obtained by 
taking the Fourier transform of dynamic MR data along 
the temporal dimension. Figure 3 shows the dynamic 
cardiac MR data and its sparse representation.
For each frequency encoding index, the under-sampled 
data was simulated by applying the three sampling 
patterns to the fully sampled dynamic cardiac data in kx-t
space (kx: phase encoding index, t: time) with varying
acceleration factors/sampling factors (SF) from 3 to 7.
The x-f space corresponding to each frequency encoding 
index was independently reconstructed by our modified 
OMP method with adaptive thresholding scheme [9]. 
The OMP algorithm stops when maximum residual 
aliasing intensity in x-f space reaches the intensity level 
of noise.   
            
Figure 3: Dynamic cardiac MR data (a) and its x-f space 
representation (b), the frequency axis ‘f’ is centered 
around dc frequency (f=0)
3. Performance Results
The CS reconstruction results for candidate sampling 
patterns are shown in Figure 4 to Figure 9 with different 
acceleration factors. For the original cardiac frame 
shown in Figure 4 (a), the CS reconstruction results by 
OMP method with under-sampling factor (SF) of 3 are 
shown in Figure 4 (b), (c) and (d) for random, Poisson
disc and constrained random sampling patterns. The 
corresponding temporal profiles are shown in Figure 5.
The CS reconstruction results for acceleration factors of 
5 and 7 are shown in Figure 6 to Figure 9. Up to the 
acceleration factor of 5, the CS reconstructed data has 
same spatial and temporal resolution for all three 
sampling patterns with nearly exact signal reconstruction 
achieved up to SF=3 (Figure 4 and Figure 5). Below 
SF=5, the temporal resolution of CS reconstructed data 
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with constrained random sampling gets worse than that 
for the other sampling patterns (Figure 9 d). This is due 
to the fact that with very high acceleration factors, many 
locations within the constrained random pattern will have 
zero probability of being picked up, as the sampling 
locations are constrained to only one sample shift from 
the uniform lattice grid.
Figure 4: CS reconstruction results with SF=3:
(a) original cardiac frame, CS reconstructed data with (b) 
random sampling (c) Poisson disc sampling (d) 
constrained random sampling
4. Conclusion
We showed that the PSF properties of constrained 
random sampling are similar to the optimal sampling
pattern (Poisson disc sampling). Up to the acceleration 
factor of 5, the quality of the reconstructed images and 
the temporal resolution of the CS reconstructed data are 
nearly the same for random, Poisson and constrained 
random sampling patterns. Since the constrained random
sampling has moderate gradient requirements when 
compared with other optimal sampling schemes, it is an 
excellent choice to be used as an optimal sampling 
pattern in practical compressed MRI.
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Figure 5:
CS reconstruction 
results with SF=3:
(a)original 
temporal profile, 
CS Reconstructed 
temporal profile 
with (b) random 
sampling
(c) Poisson disc 
sampling (d) 
constrained 
random sampling
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Figure 6: CS reconstruction results with SF=5:
(a) original cardiac frame, CS reconstructed data with (b) 
random sampling (c) Poisson disc sampling (d) 
constrained random sampling
Figure 8: CS reconstruction results with SF=7:
(a) original cardiac frame, CS reconstructed data with (b) 
random sampling (c) Poisson disc sampling (d) 
constrained random sampling
Figure 7:
CS reconstruction 
results with SF=5:
(a)original 
temporal profile, 
CS Reconstructed 
temporal profile 
with (b) random 
sampling
(c) Poisson disc 
sampling (d) 
constrained 
random sampling
Figure 9:
CS reconstruction 
results with SF=7:
(a)original 
temporal profile, 
CS Reconstructed 
temporal profile 
with (b) random 
sampling
(c) Poisson disc 
sampling (d) 
constrained 
random sampling
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Abstract:
We propose a sparse signal reconstruction algorithm from
interlaced samples with unknown offset parameters based
on the l1-norm minimization principle. A typical applica-
tion of the problem is superresolution from multiple low-
resolution images. The algorithm first minimizes the l1-
norm of a vector that satisfies data constraint with the
offset parameters fixed. Second, the minimum value is
further minimized with respect to the parameters. Even
though this is a heuristic approach, the computer simula-
tions show that the proposed algorithm perfectly recon-
structs sparse signals without failure when the reconstruc-
tion functions are polynomials and with more than 99%
probability for large dimensional signals when the recon-
struction functions are Fourier cosine basis functions.
1. Introduction
Sampling theory is at the interface of analog/digital con-
version, and sampling theorems provide bridges between
the continuous and the discrete-time worlds. A fundamen-
tal framework of the sampling theorems consists of data
acquisition (sampling) process of a target signal and re-
construction process from the data. Classical studies as-
sumed that both processes are fixed and known. Then,
sampling theorems yield in linear formulations [9].
On the other hand, recent studies assume that sampling or
reconstruction processes contain unknown factors. Then,
sampling theorems become nonlinear. For example, Vet-
terli et al. discussed problems in which locations of re-
construction functions are unknown [11], [5]. They intro-
duced the notion of rate of innovation, and provided per-
fect reconstruction procedures for signals with finite rate
of innovation. The recent hot topic, compressive sam-
pling, assumes that signals are sparse in the sense that
signals are expressed by a small subset of reconstruction
functions, but the subset is unknown [3], [1], [4]. It is in-
teresting that the solution is obtained by the l1-norm min-
imization.
In contrast to the above studies, problems with unknown
factors in the sampling process have also been discussed.
For example, sampling locations are assumed to be un-
known and completely arbitrary in [8] and [2]. A more
restricted sampling process is interlaced sampling [7], in
which a signal is sampled by a sampling device several
times with slightly shifted locations. If the offset parame-
ters are unknown, the sampling theorem becomes nonlin-
ear. A typical application is superresolution from a set of
multiple low-resolution images. A replacement of a single
high-rate A/D converter by multiple lower rate converters
also yields within this formulation.
To this problem, Vandewalle et al. proposed perfect re-
construction algorithms under a condition that the total
number of unknown parameters is less than or equal to the
number of samples [10]. We can find, however, practical
situations in which the condition is not true. The method
proposed in [2] can be applied to such situations. How-
ever, it hardly provides a high quality stable result. In
order to solve these difficulties, the present author pro-
posed an algorithm that reconstructs the closest function
to a mean signal under data constraint assuming that sig-
nals are generated from a probability distribution [6]. The
mean signal is, however, not always available.
Hence, in this paper we propose a signal reconstruction
algorithm from interlaced samples with unknown offsets
using a relatively weak a priori knowledge, sparsity. The
algorithm first minimizes the l1-norm of a vector that satis-
fies data constraint with the offset parameters fixed. Then,
the minimum value is further minimized with respect to
the parameters. Even though this is a heuristic approach,
the computer simulations show that the proposed algo-
rithm perfectly reconstructs sparse signals without fail-
ure when the reconstruction functions are polynomials and
with more than 99% probability for large dimensional sig-
nals when the reconstruction functions are Fourier cosine
basis functions.
This paper is organized as follows. Section 2 formulates
the fundamental framework and defines the notion of spar-
sity. Section 3 introduces interlaced sampling and sum-
marizes the conventional studies. In Section 4, we pro-
pose the l1-normminimization algorithm. Section 5 evalu-
ates the algorithm through simulations, and shows that the
algorithm perfectly reconstruct sparse signals with high
probability. Section 6 concludes the paper.
2. Sparse Signals
A signal f to be reconstructed is defined on a continuous
domain D. We assume that f belongs to a Hilbert space
H = H(D) of a finite dimension K. The inner product
for f and g in H is denoted by 〈f, g〉, and the norm is
induced as ‖f‖ =
√
〈f, f〉. By using an arbitrarily fixed
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basis {ϕk}
K−1
k=0 , any f in H is expressed as
f =
K−1∑
k=0
akϕk. (1)
A K-dimensional vector with k-th element ak is denoted
by a.
Deﬁnition 1 A signal f is J-sparse if at most J coeffi-
cients of {ak}
K−1
k=0 in Eq. (1) are non-zero and the rest are
zero.
It should be noted that unknown factors in J-sparse signals
are not only values of non-zero coefficients but also their
locations. Hence, there are 2J unknown factors in a J-
sparse signal. If 2J ≥ K, then the number of unknown
factors is more thanK, which is the number of the original
unknown coefficients {ak}
K−1
k=0 without sparsity. Hence,
in order for sparsity to be meaningful, we assume that
J < K/2.
In real applications, J is supposed to be much smaller than
K/2.
3. Interlaced Sampling
Interlaced sampling means that a signal f is sampled
M times by an identical observation device with offsets
{δ(m)}M−1
m=0 , where δ
(0) = 0. An M -dimensional vector
with m-th element δ(m) is denoted by δ. The observation
device is characterized by sampling functions {ψn}
N−1
n=0 ,
which are given a priori. Then, the sampling function for
the n-th sample in the m-th sequence is given by
ψ(m)n (x) = ψn(x− δ
(m)),
and the sample is expressed as
d(m)n = 〈f, ψ
(m)
n 〉. (2)
Let d be an MN -dimensional vector in which d
(m)
n is the
n+mN -th element. AnMN×K matrix with the n+mN ,
k-th element 〈ϕk, ψ
(m)
n 〉 is denoted by Bδ . Substituting
Eq. (1) into Eq. (2) yields
Bδa = d. (3)
For simplicity, we assume that the column vectors of Bδ
are linearly independent. Figure 1 illustrates the formula-
tion of interlaced sampling.
In order to reconstruct the signal f from interlaced sam-
ples with unknown offsets, we have to determine both
{ak}
K−1
k=0 and {δ
(m)}M−1
m=1 . To this problem, Vande-
walle et al. proposed perfect reconstruction algorithms
under a condition that the number of unknown param-
eters is less than or equal to the number of samples
{{d
(m)
n }
N−1
n=0 }
M−1
m=0 , or
K + M − 1 ≤ MN. (4)
We can find, however, practical situations in which the
condition is not true. The method in [2] can be applied
H
f =
K−1∑
k=0
akϕk
Reconstruction
Sampling
C
K
a =


a0
...
aK−1


C
MN
d =


d0
...
d
(M−1)
N−1


Bδ
Figure 1: Formulation of sampling and reconstruction.
The vector a is to be estimated from the vector d. Note
that there are unknown offset parameters δ in Bδ .
to the situation without Eq. (4). However, the results ob-
tained by the method tend to be unstable. The present au-
thor proposed an algorithm which uses a mean signal as a
prior [6]. However, the mean signal is not always avail-
able. Hence, in this paper, we propose perfect reconstruc-
tion algorithms using a relatively weak prior, sparsity.
4. l1-Norm Minimization Algorithm
The problem which we are going to solve in this paper is
stated as follows.
Problem 1 Determine J-sparse vector a and δ which sat-
isfy Eq. (3) under the condition that the column vectors of
Bδ are linearly independent.
Because of the linear independentness, a vector a that sat-
isfies Bδa = d is uniquely determined as
a = B†
δ
d,
where B†
δ
is the Moore-Penrose generalized inverse ofBδ .
Let us define a matrix Bε by setting an arbitrarily fixed
parameter ε instead of δ. By using this matrix, a vector cε
is defined as
cε = B
†
εd. (5)
Then, our problem becomes a problem of finding a param-
eter ε such that the vector cε is J-sparse.
It is well-known that l1-norm minimization is effective to
promote sparsity as is used in the compressed sensing [3],
[1], [4]. Hence, we also employ this principle to find J-
sparse vector cε. Now, our problem becomes the follow-
ing problem.
Problem 2 Determine ε that makes column vectors of the
matrix Bε linearly independent, and minimizes l1-norm of
cε in Eq. (5):
εˆ = argminε ‖cε‖l1 = argminε ‖B
†
εd‖l1 . (6)
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Table 1: Parameters K, J , N and M used in simulations.
K 4 6 8 10 12
J 1 2 3 4 5
N 2 3 4 5 6
M 2 2 2 2 2
The solution to Problem 2 is different from that to Prob-
lem 1 in general. Similar to the compressed sensing, the
former agrees with the latter in some cases. Theoretical
analyses for the agreement are still under consideration.
Instead, we show simulation results in this paper.
5. Simulations
We show computer simulations which demonstrate that
the proposed algorithm perfectly reconstructs sparse sig-
nals under certain conditions. We consider two recon-
struction functions, polynomial and Fourier cosine basis.
5.1 Polynomial reconstruction
Let H be a space spanned by functions
ϕk(x) = x
k (0 ≤ k < K)
for [0, l] where l is a positive real number. The inner prod-
uct is defined by 〈f, g〉 = 1
l
∫ l
0
f(x)g(x)dx. Sampling
is assumed to be ideal, i.e., d
(m)
n = f(xn + δ
(m)). The
sample point xn is given by
xn =
(2n + 1)l
2N
(n = 0, 1, . . . , N − 1),
which we call the base sequence. Let l = N so that the
sampling interval becomes one.
Figure 2 (a) shows a simulation result, in which the di-
mension of H is K = 8, sparsity parameter is J = 3, the
number of samples in each sequence is N = 4, and the
sequence was used M = 2 times. The offset parameter
is δ(1) = −0.4. The black line shows the target signal
f , and ‘o’ and ‘x’ respectively show the base and the first
sequences. The red line shows the reconstructed signal,
from which we can see the target signal is perfectly recov-
ered. Figure 2 (b) shows that the l1-norm of cε is indeed
minimized at ε = −0.4. We repeated the simulation for
one thousand target signals with the values shown in Table
1. Then, all of the signals are perfectly recovered as well
as the offset parameters.
5.2 Fourier cosine basis reconstruction
We used the same setup except that the reconstruction
functions are
ϕk(x) =
{
1 (k = 0),
√
2 cos
kpix
l
(0 < k < K).
Under the above defined inner product, {ϕk}K−1k=0 is an
orthonormal basis.
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✁
✞ ✁
✝ ✁ ✁
✝ ✞ ✁
✆ ✁ ✁
✆ ✞ ✁
☎ ✁ ✁
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✄ ✁ ✁
✄ ✞ ✁
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(b) l1-norm of cε
Figure 2: Simulation result. The black line shows the tar-
get signal f , and ‘o’, ‘x’, and ‘+’ respectively show the
base, the first, and the second sequences. The red line
shows the reconstructed signal which perfectly matches to
the target signal.
Figure 3 (a) shows a simulation result, in which the di-
mension of H is K = 60, sparsity parameter is J = 15,
the number of samples in each sequence is N = 20, and
the sequence was used M = 3 times. The offset parame-
ters are δ(1) = −0.2 and δ(2) = 0.3. The black line shows
the target signal f , and ‘o’, ‘x’, and ‘+’ respectively show
the base, the first, and the second sequences. The red line
shows the reconstructed signal, from which we can see the
target signal is perfectly recovered.
Unfortunately, perfect reconstruction is not always
achieved. Figure 4 shows failure rates [%] of perfect
reconstruction with respect to K. The dotted red and
the solid blue lines show the rates when J = K/4 and
J = K/6, respectively. The failure rate for J = K/4 ar-
rives at less than or equal to 1% when K > 32, while that
for J = K/6 does so when K > 30.
Even though these results are only verified through simu-
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Figure 3: Simulation result for Fourier cosine basis func-
tions. The black line shows the target signal f , and ‘o’,
‘x’, and ‘+’ respectively show the base, the first, and the
second sequences. The red line shows the reconstructed
signal which perfectly matches to the target signal.
lations, the proposed approach is attractive because of its
computational efficiency. It takes less than 0.4 second to
find the solution for the case of K = 60, N = 20, and
M = 3.
0 10 20 30 40 50 60
0
5
10
15
20
25
30
K
[%]
J = K/4
J = K/6
Figure 4: Failure rates of signal recovery when reconstruc-
tion functions are Fourier cosine basis functions.
6. Conclusion
We proposed a sparse signal reconstruction algorithm
from interlaced samples with unknown offset parameters.
The algorithm is based on the l1-norm minimization prin-
ciple: First, it minimizes the l1-norm with the offset pa-
rameters fixed. Second, the minimum value is further min-
imized with respect to the parameters. Even though this
is a heuristic approach, the computer simulations showed
that the proposed algorithm perfectly reconstructs sparse
signals without failure when the reconstruction functions
are polynomials and with more than 99% probability for
large dimensional signals when the reconstruction func-
tions are Fourier cosine basis functions. Because of the
computational efficiency, the proposed algorithm is very
attractive. Theoretical analyses of these results are our
most important future task.
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Abstract:
We propose a modified adaptive multiresolution scheme
for representing d-dimensional signals which is based on
cell-average discretization in dyadic grids. A dyadic grid
is an hierarchy of meshes where a cell at a certain level is
partitioned into two equal children at the next refined level
by hyperplanes perpendicular to one of the coordinate axes
which varies cyclically from level to level. Adaptivity is
obtained by interrupting the refinement at the locations
where appropriate scale (wavelet) coefficients are suffi-
ciently small. One important aspect of such multireso-
lution representation is that we can use a binary tree data
structure in all dimensions, that helps to compress data
while still being able to navigate through it. Dyadic grids
provide a more gradual refinement as compared with tradi-
tional multiresolution analyses that use, for instance, dif-
ferent quad-trees or oct-trees in 2D or 3D multiresolution
applications. The cells may have different scales in dif-
ferent directions, this property can be explored to improve
data compression of signals having anisotropic aspects.
1. Introduction
In recent years, many multiscale techniques have been
used to provide more efficient algorithms than those that
use just one level of resolution. In such frameworks, the
differences between the information at consecutive levels
of refinement are computed, and only the significant co-
efficients are stored. These are the principles of wavelet
compression which have being successfully applied in
many different contexts [3]. For example, multiresolution
finite volume schemes of Mu¨ller [6] and Domingues et
al. [4] use adaptive grids that are dynamically obtained by
taking local regularity information indicated by wavelet
coefficients in the context of multiresolution analysis for
cell averages of signals. Such adaptive discretizations al-
low the efficient solution of problems with vastly different
scales of detail in different parts of the domain.
For computational efficiency, one important aspect of such
multiresolution methods is the topology of the mesh and
data structure used to represent it. Often quad-grids and
oct-grids are used for 2D and 3D domains, respectively,
represented by quad-tree and oct-tree data structures [1].
We describe here a type of mesh, the dyadic grid, that can
be efficiently represented by a binary tree, in domains of
arbitrary dimension. For illustration, we apply adaptive
dyadic grids to multiresolution analysis, using cell aver-
aging as the discretization method.
The paper is organized as follows. In Section 2 we define
dyadic grids and related concepts. In Section 3 we present
a general overview of multiresolution analysis. Section 4
contains numerical results on sample problems to show
the efficiency of the proposed scheme.
2. Dyadic grids
Let the coordinates of Rd be indexed from 0 to d− 1. An
infinite dyadic grid is a hierarchy of meshes that begins
with a d-cube at level k = 0, and, for each higher level
k > 0, is the result of dividing each cell of level k into
two equal children by a hyperplane perpendicular to the
coordinate axis (k mod d) [2]. Figure 1 illustrates five
steps of the refinement process for d = 3.
Figure 1: 3D dyadic grids.
In practice, one uses only finite segments of this grid,
where the subdivision stops at a maximum level. In a reg-
ular dyadic grid, the refinement stops at the same level ev-
erywhere. In an irregular grid, the maximum level varies
from place to place.
The topology of a dyadic grid can be represented by a 0-
2 binary tree. This is a data structure consisting of a set
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Figure 2: Definition of c−, c+, c, cr.
of elements named nodes, among which there is a special
node r, the root; every node has either zero or two children
nodes; and every node, except the root, has exactly one
parent node. A node that has no children is called a leaf
node. The children of a non-leaf node t are called the left
child tℓ and the right child tr.
Each node of this tree represents a cell that appeared at
some level of the subdivision; the leaf nodes represent the
cells that weren’t divided. By convention, the left child
tℓ of a non-leaf node t in level k represents the “lower”
half cℓ of the cell c represented by t; that is, the half
whose projection on the axis i = k mod d has smallest
i-coordinates.
3. Multiresolution analysis
In mutiresolution analysis, signals can be represented in
two ways, as ordinary samples at each scale, or as differ-
ences between two consecutive scales. Connecting these
two views are the prediction and the restriction operators.
The prediction operator P k+1
k
takes information from a
coarse level k and gives an estimate for the information at
the next finer level k + 1. Conversely, the restriction op-
erator P k
k+1 takes information from a fine level k + 1 and
gives an estimate of the information at a coarser level k.
In this paper, the samples of a d−dimensional signal f
are averages computed over the cells of a d-dimensional
dyadic grid. That is, the sample associated with a cell c in
level k of the grid is
f¯k
c
=
1
|c|
∫
c
f(x)dx, (1)
where |c| is the volume of c. The restriction operation is
therefore (trivially and exactly) the sum of the averages in
the children cells,
f¯kc =
1
2
[
f¯k+1cℓ + f¯
k+1
cr
]
. (2)
In the other direction, we predict the cell average of a child
cell cr or cℓ by the formulas
f¯k+1cr ≈ fˆ
k+1
cr
= f¯kc +
1
8
[
f¯k
c+
− f¯k
c−
]
(3)
f¯k+1
cℓ
≈ fˆk+1
cℓ
= f¯k
c
−
1
8
[
f¯k
c+
− f¯k
c−
]
(4)
where c− and c+ are the two closest neighbor cells of c at
level k in the direction of refinement. See Figure 2. These
estimators are exact for quadratic polynomials.
Detail coefficients. In the structure we do not store the
averages (f¯k
c
or fˆk
c
), but only the details or wavelet coefi-
cients. Each detail dkc is the difference between the exact
average in the cell c and the value predicted for it by for-
mulas (3) and (4) from the cell’s parent and its neighbors:
dk+1c = f¯
k+1
c − fˆ
k+1
c . (5)
Note that the detail of the root cell is not defined.
Analysis and synthesis. The analysis algorithm com-
putes the details of every cell, given the average values f¯kc
for every cell c. It scans the tree bottom-up, level by level.
For each non-leaf cell c in level k, it executes
δ¯ ← 12
[
f¯k+1cr − f¯
k+1
cℓ
]
;
δˆ ← 18
[
f¯k
c+
− f¯k
c−
]
;
δ ← δ¯ − δˆ
dk
cr
← +δ;
dk
cℓ
← −δ.
(6)
Once the detail dk
c
of a cell has been computed, its average
f¯kc is no longer needed, so we may store the detail in its
place. In the root node r, however, we must still keep the
average f¯0
r
of the function over the whole domain.
The inverse of the analysis algorithm is the syntesis algo-
rithm, which recomputes the averages f¯k
c
from the details.
It scans the tree top down, level by level. At each cell c in
level k, it executes
δˆ ← 18
[
f¯k
c+
− f¯k
c−
]
;
δ¯ ← δˆ − dk+1cr ;
f¯k+1
cr
= f¯k
c
+ δ¯
f¯k+1
cℓ
= f¯k
c
− δ¯.
(7)
After this step, the details dk+1
cr
and dk+1
cℓ
of the children
are no longer needed, and can be overwritten with the re-
constructed averages f¯k+1
cr
and f¯k+1
cℓ
.
Compact representation. These algorithms show that
knowledge of the cell averages for all leaves is equivalent
to knowledge of the average value f¯0r for the root cell to-
gether with the detail of every right child cell. To save
space, we could store the detail of the right child in its
parent’s node (and keep the domain average f¯0
r
in variable
external to the tree). Then the leaf nodes would carry no
information, and could be omitted from the structure. We
will refer to this variant (which is an ordinary binary tree)
as the compact tree representation.
Adaptive resolution grid. As in any wavelet represen-
tation, we can save space and processing time by pruning
all sub-trees which do not contribute significantly to the
reconstructed signal. If we start with a tree of sufficient
depth, we can eliminate all sibling leaf nodes cℓ and cr
such that
∣∣dkc ∣∣ falls below a prescribed tolerance ǫk. This
condition implies that the predictions fˆk+1cℓ and fˆ
k+1
cr
will
be very close to the actual averages f¯k+1cℓ and f¯
k+1
cr
. Here
we use Harten’s thresholds [5],
ǫk = (1− q)q
(L−k)ǫ, (8)
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where q and ǫ are specified by the user, with ǫ > 0 and
0 < q < 1, and L is the maximum level of the initial tree.
4. Numerical results
In order to compare the efficiencies of dyadic grids and
quad-grids, we performed the multiresolution analyses
of two different examples in 2D, using cell-average dis-
cretization. In all tests, the root cell was the rectangle
[0, 1] × [0,
√
2
2
], and the starting tree was a uniform grid
with 210 × 210 = 220 = 1, 048, 576 leaf cells. This
corresponds to tree structures with L = 20 and L = 10
levels for dyadic grid and quad-grid frameworks, respec-
tively. The cell averages f¯L
c
were computed for every
leaf cell c by Gaussian quadrature with 5 × 5 sampling
points. The trees were pruned as described in the previ-
ous section, with threshold parameters ǫ = 0.1 and the
q = 0.5. The number of non-leaf nodes in the initial
tree was
∑
19
i=0
2i = 1, 048, 575 for the dyadic grid, and∑
9
i=0
4i = 349, 525 for the quad-grid.
In the first test, we used the signals
f(x, y) = 1−tanh(100(x−0.2−t)+0.001(y−1)), (9)
for t varying from 0 to 0.6 in steps of 0.1. Equation (9) de-
scribes a 2D smooth step function with an almost vertical
straight front, moving form left to right. Figure 3 shows
the dyadic grid and the corresponding tree at t = 0.1, after
pruning cells with small details. Figure 4 shows the cor-
responding quad-grid and quad-tree. Figure 5 shows the
number of leaf cells in both grids for each time step, as a
percentage of the number of leaves in the uniform grid.
For the second test, we used the signals
f(x, y) =
{
1 if
√
(x− 0.5)2 + (y − 0.35)2 < t,
0 otherwise.
(10)
for t varying between 0.05 and 0.35 in steps of 0.05. Equa-
tion (10) describes a step function with a sharp circular
front, expanding from the center of the domain. Figure 6
shows the dyadic grid and its tree at t = 0.2, and Figure 7
shows the corresponding quad-grid and its quad-tree. The
number of leaves is plotted in Figure 8.
Space efficiency. If leaves are explicitly represented in
the tree structure, and all nodes have the same fields, then
the space E used by the structure is E = (pA + B)n,
where n is the number of nodes, p is the number of point-
ers in each node, A is the size of a pointer in bytes, and
B is the size of any additional information stored in each
node (such as the detail coefficients dk
c
). In all these trees
we have n = (pm− 1)/(p− 1) ≈ mp/(p− 1), where m
is the number of leaf nodes.
From the plots in Figure 5, we see that, in the first test, the
quad-grid (p = 4) had about 8 times as many leaf cells
as the dyadic grid (p = 2), and therefore about 5 times as
many tree nodes, for the same accuracy. Assuming A = 4
and B = 8 bytes, we conclude that the quad-tree used
5(24/16) ≈ 7.5 times as much storage as the dyadic grid.
Figure 3: Pruned dyadic tree (top) and dyadic grid
(bottom) for the first signal at t = 0.1.
Figure 4: Pruned quad-tree (top) and quad-grid
(bottom) for the first signal at t = 0.1..
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Figure 5: Leaf count in the pruned trees for the first
test..
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Figure 6: Pruned dyadic tree (top) and dyadic grid
(bottom) for the second signal at t = 0.2..
Figure 7: Pruned quad-tree (top) and quad-grid
(bottom) for the second signal at t = 0.2..
0.05 0.1 0.15 0.2 0.25 0.3 0.35
0
0.5
1
1.5
2
2.5
 
 
quad−grid
dyadic grid
Figure 8: Leaf count in the pruned trees for the second
test..
In the second test, the quad-grid had about 1.32 times as
many leaf cells as the dyadic grid, and therefore about 0.88
as many tree nodes. With the same A andB, the quad grid
still used 0.88(24/16) ≈ 1.32 times as much space as the
dyadic grid.
Had we used the compact representation of the tree, with
omitted leaves, the storage cost would be E = (pA +
(p− 1)B)(n−m). The quad-tree would use 7.5 times as
much storage as the dyadic tree in the first example, and
1.1 times as much in the second example.
5. Conclusions
Our tests show that adaptive dyadic grids are substantially
more efficient than quad-grids for the same level of accu-
racy, both in terms of space needed to store the topology
(tree structure) of the grid, and in the number of leaf cells
retained — which determines the time cost of most adap-
tive numeric algorithms.
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Abstract:
Adaptive frequency band (AFB) and ultra-wide-band
(UWB) systems require either rapidly changing or very
high sampling rates. Conventional analog-to-digital de-
vices have non-adaptive and limited dynamic range. We
investigate AFB and UWB sampling via a basis projection
method. The method decomposes the signal into a basis
over time segments via a continuous-time inner product
operation and then samples the basis coefficients in par-
allel. The signal may then be reconstructed from the ba-
sis coefficients to recover the signal in the time domain.
We develop the procedure of this method, analyze vari-
ous methods for signal segmentation and close by creating
systems designed for binary signals.
1. Introduction
Adaptive frequency band (AFB) and ultra-wide-band
(UWB) systems, requiring either rapidly changing or
very high sampling rates, stress classical sampling ap-
proaches. At UWB rates, conventional analog-to-digital
devices have limited dynamic range and exhibit unde-
sired nonlinear effects such as timing jitter. Increased
sampling speed leads to less accurate devices that have
lower precision in numerical representation. This moti-
vates alternative sampling schemes that use mixed-signal
approaches, coupling analog processing with parallel sam-
pling, to provide improved sampling accuracy and paral-
lel data streams amenable to lower speed (parallel) digital
computation.
We investigate AFB and UWB sampling via a basis pro-
jection method. The method was introduced as a means
of UWB parallel sampling by Hoyos et. al. [7] and ap-
plied to UWB communications systems [8, 9, 10]. The
method first decomposes the signal into a basis over time
segments via a continuous-time inner product operation
and then samples the basis coefficients in parallel. The sig-
nal may then be reconstructed from the basis coefficients
to recover time domain samples, or further processing may
be carried out in the new domain [7].
We address several issues associated with the basis-
expansion and sampling procedure, including choice of
basis, truncation error, rate of convergence and segmen-
tation of the signal. We develop a mathematical model
of the procedure, using both standard (sine, cosine) basis
elements and general basis elements, and give this rep-
resentation in both the time and frequency domains. We
compute exact truncation error bounds, and compare the
method with traditional sampling. We close by develop-
ing the method for binary signals.
2. Sampling via Projection
Let f be a signal of finite energy whose Fourier transform
f̂ has compact support, i.e., f, f̂ ∈ L2, with supp(f̂) ⊂
[−Ω,Ω]. The signal is in the Paley-Wiener class PW (Ω).
For a block of time Tc, let
f(t) =
∑
k∈Z
f(t)χ[(k)Tc,(k+1)Tc](t) .
For this original development, we keep Tc fixed. We
later let Tc be adaptive and will denote the adaptive
time segmentation as τc(t). A given block fk(t) =
f(t)χ[(k)Tc,(k+1)Tc](t) can be Tc− periodically continued,
getting
(fk)
◦(t) = (f(t)χ[(k)Tc,(k+1)Tc](t))
◦ .
Expanding (fk)
◦(t) in a Fourier series, we get
(fk)
◦(t) =
∑
n∈Z
(̂fk)◦[n]e
(2piint/Tc) , where
(̂fk)◦[n] =
1
Tc
∫ (k+1)Tc
(k)Tc
f(t)e(−2piint/Tc) dt .
Given that the original function f is Ω band-limited, we
can estimate the value of n for which fk[n] is non-zero.
At minimum, fk[n] is non-zero if
n
Tc
≤ Ω , or equivalently, n ≤ Tc · Ω .
Let
N = ⌈Tc · Ω⌉ .
(Note that the truncated block functionsfk are not band-
limited. We discuss this in section 3.) For this choice of
N , we compute
f(t) =
∑
k∈Z
f(t)χ[(k)Tc,(k+1)Tc](t)
=
∑
k∈Z
[
(fk)
◦(t)
]
χ
[(k)Tc,(k+1)Tc](t)
≈
∑
k∈Z
[ n=N∑
n=−N
(̂fk)◦[n]e
(2piint/Tc)
]
χ
[(k)Tc,(k+1)Tc](t) .
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Given this choice of the standard (sines, cosines) basis, we
can, for a fixed value of N , adjust to a large bandwidth Ω
by choosing small time blocks Tc. Also, after a given set
of time blocks, we can deal with a increase or decrease
in bandwidth Ω by again adjusting the time blocks, e.g.,
given an increase inΩ, decrease the time blocks adaptively
to τc(t), and vice versa. There is, of course, a price to be
paid. The quality of the signal, as expressed in the accu-
racy the representation of f , depends on N , Ω and Tc.
Theorem : [The Projection Formula] Let f , f̂ ∈ L2(R)
and f ∈ PWΩ, i.e. supp(f̂) ⊂ [−Ω,Ω]. Let Tc be a fixed
block of time. Then, for N = ⌈Tc · Ω⌉, f(t) ≈ fP(t),
where
fP(t) =
∑
k∈Z
[ N∑
n=−N
fk[n]e
(2piint/Tc)
]
χ
[kTc,(k+1)Tc](t).
(1)
The Projection Method can adapt to changes in the signal.
Suppose that the signal f(t) has a band-limit Ω(t) which
changes with time. For example, let f be a signal from a
cell phone which changes from voice to a highly detailed
musical piece. This change effects the time blocking τc(t)
and the number of basis elements N(t). This, of course,
makes the analysis more complicated, but is at the heart
of the advantage the Projection Method has over conven-
tional methods.
During a given τc(t), let Ω(t) = sup {Ω(t) : t ∈ τc(t)}.
For a signal f that is Ω(t) band-limited, we can estimate
the value of n for which fk[n] is non-zero. At minimum,
fk[n] is non-zero if
n
τc(t)
≤ Ω(t) , or equivalently, n ≤ τc(t) · Ω(t) .
Let
N(t) = ⌈τc(t) · Ω(t)⌉ .
For this choice of N(t), we have the following.
Theorem : [The Adaptive Projection Formula] Let f ,
f̂ ∈ L2(R) and f have a variable but bounded band-
limit Ω(t). Let τc(t) be an adaptive block of time and
given τc(t), let Ω(t) = sup {Ω(t) : t ∈ τc(t)}. Then, for
N(t) = ⌈τc(t) · Ω(t)⌉ , f(t) ≈ fP(t), where
fP(t) =
∑
k∈Z
[ N(t)∑
n=−N(t)
fk[n]e
(2piint/τc)
]
χ
[kτc,(k+1)τc](t).
(2)
In comparison, Shannon Sampling examines the function
at specific points, then uses those individual points to
recreate the signal. The Projection Method breaks the
signal into segments in the time domain and then ap-
proximates their respective periodic expansions with a
Fourier series. This process allows the system to individ-
ually evaluate each piece and base its calculation on the
needed bandwidth. The individual Fourier series are then
summed, recreating a close approximation of the original
signal. It is important to note that instead of fixing Tc, the
method allows us to fix any of the three while allowing
the other two to fluctuate. The easiest and most practical
parameter from the design factor to fix is N . For situa-
tions in which the bandwidth does not need flexibility, it
is possible to fix Ω and Tc by the equation N = ⌈Tc · Ω⌉.
However, if greater bandwidth Ω is need, choose shorter
time blocks Tc.
The Projection Method adapts to general orthonormal sys-
tems, much as Kramer-Weiss extends sampling to gen-
eral orthonormal bases. Given a function f such that
f ∈ PWΩ, let Tc be a fixed time block. Define f(t),
fk(t) and fk
◦(t) as in the beginning of the computation
above. Now, let {ϕn} be a general orthonormal system
for L2[0, Tc]. Then,
fk
◦(t) =
∞∑
n=−∞
fk[n]ϕn(t), where fk[n] = 〈fk
◦, ϕn〉.
Since f ∈ PWΩ, there exists N = N(Tc,Ω) such that
fk[n] = 0 for all n > N . Therefore, f(t) ≈ fP(t), where
fP(t) =
∞∑
k=−∞
[ N∑
n=−N
fk[n]ϕn(t)
]
χ
[kTc,(k+1)Tc](t).
(3)
Given characteristics of the input class signals, the choice
of basis functions used in the the ProjectionMethod can be
tailored to optimal representation of the signal or a desired
characteristic in the signal. We develop aWalsh system for
binary signals in section 4.
We close this section with a different system of segmen-
tation for the time domain. This was created because it is
relatively easy to implement, cuts down on frequency er-
ror and has no loss of data in time. It was developed by
studying the de la Valle´e-Poussin kernel used in Fourier
series. Let 0 < r < Tc/2 and let
TriL(t) = max{[((Tc/(4r)) + r)− |t|/(2r)], 0} ,
TriS(t) = max{[((Tc/(4r)) + r − 1)− |t|/(2r)], 0}
and
Trap(t) = TriL(t)− TriS(t) .
The Trap function has perfect overlay in the time domain
and 1/ω2 decay in frequency space. When one time block
is ramping down, the adjacent block is ramping up at ex-
actly the same rate. This leads to the Projection formula
∑
k∈Z
[ N∑
n=−N
((f ·Trap)k[n]e
(2piint/(Tc+r))
]
Trap(t−k(Tc/2)) .
3. Error Analysis
To compute truncation error, we first calculate the Fourier
transform of both sides of the equation. Let f ∈ PW (Ω),
so f ∈ L2 and Ω band-limited. For N = ⌈Tc · Ω⌉,
fP(t) =
∑
k∈Z
[ N∑
n=−N
fk[n]e
(2piint/Tc)
]
χ
[kTc,(k+1)Tc](t)
SAMPTA'09 357
Taking the transform of both sides and evoking the rela-
tionship between the transform and convolution gives
f̂P(ω) =
∑
k∈Z
[ N∑
n=−N
[
fk[n]
(
e(2piint/Tc)
)
(̂ω)
]
∗[
χ
[kTc,(k+1)Tc](t)
]̂
(ω)
]
Performing the indicated transforms using the definition
results in
f̂P(ω) =
∑
k∈Z
[ N∑
n=−N
fk[n]
(
δ(ω −
n
Tc
)
)
∗
e(2pii(k−
1
2
)Tcω)
sin(piTcω)
piω
]
It is important to note that f · χ[kTc,(k+1)Tc] is no longer
band-limited, but it does decay at a rate less than or equal
to 1ω in frequency. Using the relationship between transla-
tion and modulation, we get the following.
Theorem : [The Fourier Transform of the Projec-
tion Formula] Let f , f̂ ∈ L2(R) and f ∈ PWΩ, i.e.
supp(f̂) ⊂ [−Ω,Ω]. Let Tc be a fixed block of time.
Then, for N = ⌈Tc · Ω⌉,
f̂P(ω) =
∞∑
k=−∞
[ N∑
n=−N
fk[n]e
(2pii(k− 1
2
)Tc(ω−
n
Tc
)
(
sin(pi(ωTc2 −
n
2 ))
pi(ω − nTc )
)]
(4)
The system using overlapping Trap functions has the
advantage of 1/ω2 decay in frequency. Let βL =√
Tc/(4r) + r, αL = Tc/(4r) + r/2, βS =√
Tc/(4r) + r − 1, αS = Tc/(4r) − r/2. The Fourier
transform of Trap is[
(βL)
sin(2piαL(ω)
pi(ω)
]2
−
[
(βS)
sin(2piαS(ω)
pi(ω)
]2
.
This replaces the sinc term in the equation above. The
Fourier coefficients are also different, and are computed in
the same method as the de la Valle´e-Poussin kernel used
in Fourier series.
In the formula for the Projection Method, there is a re-
liance on a number N , representative of the number of
Fourier series components. In order to ensure maximum
utility from the formula, the difference between the in-
finitely summed series and the truncated must be made
a minimum. To do this, the mean square error must be
calculated. We compute this as a truncation error on the
number of Fourier coefficients used to represent a given
block fk. For a fixed N , the mean square error is
e2N = ‖fk − fk,N‖
2
2 = ‖f̂k − f̂k,N‖
2
2.
Computing and then simplifying gives
e2N =
1
Tc
∫ (k+1)Tc
kTC
|fk
◦(t)−
∑
|n|≤N
fk[n]e
(2piitn/Tc)|2dt
=
1
Tc
∫ (k+1)Tc
kTC
|
∑
|n|>N
fk[n]e
(2piitn/Tc)|2dt .
Applying the triangle inequality to the right side and then
exploiting the fact that e(2piitn/Tc) is an orthonormal sys-
tem, thus |e(2piitn/Tc)| = 1, we arrive at the following:
e2N =
1
Tc
∫ (k+1)Tc
kTC
|
∑
|n|>N
fk[n]e
(2piitn/Tc)|2dt (5)
≤
∑
|n|>N
|fk[n]|
2 ·
1
Tc
∫ (k+1)Tc
kTc
12dt =
∑
|n|>N
|fk[n]|
2
This demonstrates that the value of N has to be chosen
carefully. This truncation error perpetuates over all the
blocks.
The Projection Method experiences error due to truncation
in two separate categories: time and frequency. The error
in frequency is a function of the errors on each block due
to the choice ofN . By duality, this gives us errors in time.
We can also get an error in time by loss of a given block
or blocks of information. This is easier to compute. Given
any lost or partially transmitted block fk,L, error is simply
‖fk − fk,L‖2 .
Error over the entire signal is computed by simply adding
up the blocks. Cell phone users are used to lost informa-
tion blocks, which gives rise to the following frequently
used phrase – “Can you hear me now?”
4. Binary Signals
The Walsh functions {ωn} form an orthonormal basis for
L2[0, 1]. The basis functions have the range {1,−1}, with
values determined by a dyadic decomposition of the inter-
val. The Walsh functions are of modulus 1 everywhere.
The functions are give by the rows of the unnormalized
Hadamard matrices, which are generated recursively by
H(2) =
[
1 1
1 −1
]
H(2(k+1)) = H(2)⊗H(2k) =
[
H(2k) H(2k)
H(2k) −H(2k)
]
.
We point out that although the rows of the Hadamard ma-
trices give the Walsh functions, the elements have to be
reordered into sequency order. Walsh arranged the com-
ponents in ascending order of zero crossings (see [1]). The
Walsh functions can also be interpreted as the characters
of the group G of sequences over Z2, i.e., G = (Z2)
N.
The Walsh basis is a well-developed system for the study
of a wide variety of signals, including binary. The Pro-
jection Method works with the Walsh system to create a
wavelet-like system to do signal analysis.
First assume that the time domain is covered by a uni-
form block tiling χ[kTc,(k+1)Tc](t). Translate and scale
the function on this kth interval back to [0, 1] by a linear
mapping. Denote the resultant mapping as fk, which is an
element of L2[0, 1]. Given that f ∈ PW (Ω), there ex-
ists an N > 0 (N = N(Ω)) such that 〈fk, ωn〉 = 0 for
all n > N . The decomposition of fk into Walsh basis
elements is
N∑
n=0
〈fk, ωn〉ωn .
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Translating and summing up gives the Projection repre-
sentation fP
fP(t) =
∑
k∈Z
[ N∑
n=0
〈fk, ωn〉ωn
]
χ
[kTc,(k+1)Tc](t). (6)
Next assume that the time domain is covered by a uniform
overlapping trapezoidal tiling Trap(t − k(Tc/2)). Note
that the construction of the trapezoidal system results in
the loss of no signal data, for just as a given block is ramp-
ing down, the subsequent block is ramping up at exactly
the same rate. Again translate and scale the function on
this kth interval back to [0, 1] by a linear mapping. Denote
the resultant mapping as fkT . The resultant function is an
element of L2[0, 1]. Given that f ∈ PW (Ω), there exists
an M > 0 (M = M(Ω)) such that 〈fkT , ωn〉 = 0 for
all n > M . The decomposition of fkT into Walsh basis
elements is
M∑
n=0
〈fk, ωn〉ωn .
Translating and summing up gives the Projection repre-
sentation fPT
fPT (t) =
∑
k∈Z
[ N∑
n=0
〈fkT , ωn〉ωn
]
Trap(t−k(Tc/2)). (7)
5. Conclusions
The Projection Method gives a method for analog-to-
digital encoding which is an alternative to Shannon Sam-
pling. Projection gives a procedure for the sampling of
a signal of variable or ultra-wide bandwidth Ω by vary-
ing the time blocks Tc. If f is Ω band-limited, we can
estimate the value of n for which the Fourier coefficients
fk[n] of a given time block are non-zero. At minimum,
fk[n] is non-zero if
n
Tc
≤ Ω, or equivalently, n ≤ Tc · Ω.
If N = ⌈Tc · Ω⌉, then, f(t) ≈ fP(t), where
fP(t) =
∑
k∈Z
[ N∑
n=−N
fk[n]e
(2piint/Tc)
]
χ
[kTc,(k+1)Tc](t).
For fixed N , if greater bandwidth Ω is need, choose
shorter time blocks Tc. The price paid for this flexibil-
ity is in signal error, which has been computed above. The
Projection Method can also adapt to changes in the sig-
nal, e.g., f(t) has a band-limit Ω(t) which changes with
time. This change effects the time blocking τc(t) and the
number of basis elements N(t). During a given τc(t), let
Ω(t) = sup {Ω(t) : t ∈ τc(t)}. For a signal f that is Ω(t)
band-limited, we can estimate the value of n for which
fk[n] is non-zero. At minimum, fk[n] is non-zero if
n
τc(t)
≤ Ω(t) , or equivalently, n ≤ τc(t) · Ω(t) .
We let
N(t) = ⌈τc(t) · Ω(t)⌉ ,
and have
fP(t) =
∑
k∈Z
[ N(t)∑
n=−N(t)
fk[n]e
(2piint/τc)
]
χ
[kτc,(k+1)τc](t).
This adaptable time segmentation makes the analysis more
complicated, but is at the heart of the advantage the Pro-
jection Method has over conventional methods. Subse-
quent work on this method will focus on minimizing error,
creating systems based on the Projection Method tailored
to different types of signals and optimizing signal recon-
struction in a noisy environment.
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1. Introduction
Simple Cartesian scans, which collect Fourier transform
data on a uniformly-spaced grid in the frequency domain,
are by far the most common in MRI. But non-Cartesian
trajectories such as spirals and radial scans have become
popular for their speed and for other benefits, like mak-
ing motion-correction easier [12]. A major problem in
such scans, however, is reconstructing from nonuniform
data, which cannot be performed by a standard fast Fourier
transform (FFT) as in the Cartesian case.
Here, we briefly describe the most common reconstruc-
tion methods and the non-uniform fast Fourier transform
(NFFT) needed to complete the computations quickly.
We then give an overview of several current methods for
choosing a density compensation function (DCF) and sug-
gest some possible improvements.
2. Reconstruction Methods
The most common method for nonuniform reconstruction
in MRI is the Riemann approach, which approximates the
integral difining the inverse (continuous) Fourier trans-
form using a Riemann sum
fw(x) =
J∑
j=1
wj fˆ(ξj)e
2piiξj ·x, (1)
where x ∈ ZdN are the pixel locations and ξj , j =
1, ..., J, are the frequency locations at which we measure
the Fourier transform (we assume J ≥ Nd). As the sub-
scriptw suggests, this approach requires finding appropri-
ate weightswj for each sample point in the reconstruction,
a major theoretical problem. An alternative method, called
implicit discretization (ID), assumes that the image itself
is a sum of evenly spaced delta impulses at the pixel points
of the final image, so that its Fourier transform is a finite-
dimensional, harmonic trigonometric polynomial. We can
then find a least-squares solution to the resulting system
of equations
fˆ(ξj) =
∑
x∈Zd
N
f(x)e−2piix·ξj (2)
This model, which is known to have negligible error (the
model error is the Gibb’s error that would appear in a
Cartesian reconstruction), has the important advantage of
not depending on our arbitrary choice of weights.
These two approaches can be described in terms of matrix
algebra as follows: Let G be a J ×Nd matrix given by
Gj,x = e
−2piiξj ·x.
Then we see immediately that
fw = G
∗Wf˜ , (3)
where fw is the N
d × 1 vector, indexed by ZdN , whose
xth entry is fw(x), f˜ is the J×1 vector of measurements
whose jth entry is fˆ(ξj), andW is theN
d×Nd diagonal
matrix with diagonal equal tow. Once we havew, whose
determination is the main problem of interest, the remain-
ing issue is one of computational complexity, since G∗ is
a very large unstructured matrix.
Fortunately, there is a fast method for computing prod-
ucts called the nonuniform fast Fourier transform (NFFT),
based on the approximate factorization
G ≈ CφFDφ, (4)
where Cφ is a sparse, banded N
d × J matrix of con-
volution interpolation coefficients which depends on our
choice of convolution kernel φ,F is the uniformMd×Md
DFT matrix for some M > N, products of which are
rapidly computed via the FFT, and Dφ is an M
d × Nd
modified diagonal deconvolution matrix, also depending
on φ, whose extra rows are zero. Since it is easy to com-
pute products with all three factors, this algorithm can
be used to quickly approximate matrix products involv-
ing either G or G∗. The theory of the NFFT, as applied
to MRI, was first laid out in [11] and [8]. Later, [4] found
bounds on the errors for Gaussian interpolation, and [23]
and [5] gave general estimates and gave sharper bounds
for Gaussian kernels. The most complete discussion of
NFFT theory is given in [16], while [15] presents many
of the proofs. Practical considerations like computational
load and numerical stability were addressed in [3] and
[17], while [1] and [6] presented two methods of efficient
interpolation using Kaiser-Bessel and Gaussian kernels.
In matrix form, the ID problem attempts to find a least-
squares solution to the problem
f˜ = Gf .
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The ordinary least squares solution fOLS satisfies the nor-
mal equation
G∗GfOLS = G
∗fˆ . (5)
Although the matrix G∗G is far too large to invert, it is
symmetric, so we may use iterative methods like conju-
gate gradients to find the solution. The resulting solution
typically has excellent quality, but convergence is often
slow, making ordinary least squares expensive.
Conjugate gradients converges fastest whenG∗G is close
to the identity, which is unfortunately rarely the case un-
less the sampling density is reasonably close to unity. In
order to improve the convergence of conjugate gradients,
we introduce the weighted least squares problem, which
finds the least squares solution to
W 1/2f˜ =W 1/2Gf
by solving the normal equations
G∗W bvecGfWLS = G
∗Wfˆ ,
whereW is the modified diagonal density compensation
matrix used for the Riemann method. We expect an im-
provement in convergence because we know that the Rie-
mann method gives much better results withW than with-
out, which meansG∗WG approximate the identity much
better than G∗G. From a signal processing perspective,
this has the additional benefit that we weight errors heav-
ier at highly isolated observations of the Fourier trans-
form, which heuristically contain more information about
the objective function than less isolated observations.
For either method, then, determining an appropriate value
of w is important. It is more essential in the Riemann ap-
proach, where a poor choice of w will lead to useless re-
sults. The ID method is known to converge quite well after
only a few iterations, even when a very rough approxima-
tion tow is used, but the betterw, the fewer iterations are
required. It is worth noting that the first iteration, which
always moves in the direction of the residual, is actually
just a rescaling of the Riemann solution.
3. Determination of an optimal DCF
3.1 Algebraic and Analytic Approaches
Since the equation
f˜ = Gf ,
used directly in the CG reconstruction, provides an accu-
rate mathematical model for the measurements which does
not depend on the choice of a sampling density w, the
clearest method of evaluating a DCF w is to require that
f˜ ≈ Gfw,
where
fw = G
∗Wf˜ .
This is the same as requiring that
G∗W
approximate the pseudoinverse (G∗G)−1G∗ ofG.
The weighted conjugate gradient method described at the
end of the previous section, whose first iteration performs
best when the matrix is as close to the identity as possible,
leads to a similar but slightly simpler condition, that
G∗WG ≈ I,
in the sense that the eigenvalues ofG∗WG be as closely
clustered as possible. Several techniques have been pro-
posed to use these conditions to find an algebraically ideal
DCF via use of a singular value decomposition or some
similar approach [22], [20]. These methods, however, tend
to have high computational complexity. This is a problem
if the same trajectory is not always used, as is the case
in many MRI applications in which iterative reconstruc-
tion is used to compensate for field inhomogeneities and
other measurement imperfections. Moreover, although
such algebraic methods generally give workable results,
other methods which take analytic considerations into ac-
count often perform better empirically. Possible reasons
why the theoretically optimal algebraic solutions fail to
give the best results include numerical instability and ill-
conditioning. In some cases, the algebraic approaches
even result in DCF’s with negative weights at some points.
This contradicts our intuition, and empirical studies indi-
cate that such DCF’s tend to perform relatively poorly.
The simplest analytic approaches to determining w are
based on the fact that the goal of the Riemann method
is to approximate a Riemann sum. For radial and ana-
lytic spiral trajectories, which may be smoothly param-
eterized, methods have been proposed which use the Ja-
cobian of a change-of-coordinates [10], [7]. These tech-
niques give very good results for certain spirals, although
for radial trajectories they tend to underweight points near
the center. An alternative analytic method, which works
for arbitrary nonuniform sampling schemes, is to construct
a Voronoi diagram, which partitions the sampled part of
frequency space into polygons about each sample point,
and weight the samples according to the area or volume
of those polygons [19]. This typically results in a good
image for radial trajectories. With other trajectories, the
results are generally inferior to alternative point-spread-
function methods, although it was demonstrated in [9] that
performing a few iterations of the weighted conjugate gra-
dient method using Voronoi weights produces an excellent
image.
3.2 The Point Spread Function
Most of the best-performing methods for determining the
DCF when the trajectory is anything other than an analytic
spiral are based on analysis of the point-spread-function
(PSF). The PSF is defined as the inverse Fourier transform
wˇ of the DCF, where we view the DCF as a distribution on
R
d defined by w :=
∑
j wjδξj . The PSF wˇ is then given
by
wˇ(x) =
J∑
j=1
wje
2piix·ξj . (6)
This is what the algorithm would produce if the true object
were a delta impulse located at zero. The observed data
would be a vector of all ones, so the reconstruction would
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be the result of applying G∗ to w itself, i.e., the function
defined by (6).
If f is a more general object, it follows from the con-
volution theorem (for distributions) that the reconstructed
function fw will be equal to the convolution f ∗ wˇ of the
actual object f with the PSF. The more closely the PSF
resembles a delta impulse, the better the reconstruction.
It is important to note that, since the PSF is a (nonhar-
monic) trigonometric polynomial, it will not decay at in-
finity. Clearly, then, the best that we can hope for is that
wˇ will resemble a delta impulse in some compact neigh-
borhood of the origin. Recall that, by accepting the ID
model as having negligible error, we are assuming that f
is a finite-dimensional vector defined on ZdN which we as-
sociate with a distribution supported on ZdN for notational
convenience when dealing with convolutions. Since the
terms wˇ(z)f(x− z) defining
fw(x) = wˇ ∗ f(x) =
∑
z∈Zd
wˇ(z)f(x− z) (7)
are nonzero only if (x − z) ∈ ZdN , and we only want
to find the reconstruction fw(x) for x ∈ Z
d
N , we con-
clude that the only values of z for which wˇ(z) matter
are z ∈ Zd
2N . It is also worth noting that not all points
z ∈ Zd
2N appear equally often in the convolution defin-
ing fW . The origin will appear in one term of every sum,
whereas values of z near the edge of Zd
2N will appear only
occasionally.
For notational convenience, let A be the field of view
[−N/2, N/2]d and let B be the region of optimization
[−N,N ]d. PSF optimization techniques find some com-
putational way of minimizing the error
E = wˇ − δ
over this region of optimization B.
By carefully looking at (7), we see that the frequency with
which a PSF error at x actually occurs in the final image is
proportional to p = χA∗χA. Since errors are unavoidable
and we would like to minimize the important errors, we
introduce the weighted error, given by
E = pwˇ − δ, (8)
where p is called the error profile. This error can be ex-
pressed in the Fourier domain as
Eˆ = pˆ ∗ w − 1 = χˆ2A ∗ w − 1. (9)
Our goal is to minimize these errors, thereby minimizing
the error in the final reconstruction fw = wˇ ∗ f.
Although this optimal kernel p was suggest only recently
in [13], convolution techniques for minimizing the Fourier
domain PSF error Eˆ have been used for some time. In
one of the early gridding papers, Jackson et. al. proposed
taking w to be equal to
w1 =
w0
φ ∗ w0
, (10)
where w0 is a DCF of unity (in distributional form) and
φ is the gridding kernel [8]. This method predates PSF
techniques, and was instead motivated by the intuitive idea
that φ ∗ w0 would give a reasonable, estimate of the sam-
pling density. Later researchers noted, however, that if we
φ with pˆ, we would expect this ratio correction to make
w1 ∗ pˆ closer to unity than w0 ∗ pˆ regardless of the ini-
tial density w0 [14]. An iterative technique, based on this
observation, starts with a constant DCF w0 and takes
wi+1 =
wi
pˆ ∗ wi
. (11)
Since pˆ can be effectivly truncated, each iteration can be
computed quickly, particularly if an efficient sorting al-
gorithm is used to avoid time-consuming searches for the
nonzero terms pˆ(ξk − ξj)w(ξj) in the convolution [13].
Another iterative algorithm, aimed at the same goal of
achieving Eˆ = 1, uses an additive correction instead of
a ratio-based correction, taking
wi = wi−1 + σ(1− pˆ ∗ wi−1),
where σ ∈ (0, 1) is a parameter controlling convergence
[18]. Taking σ close to 1 may result in the fastest con-
vergence, but could also lead to instability and a failure to
converge.
The advantage of these iterative techniques is that they
are conceptually simple, computationally fast, and empir-
ically give results as good as any current methods when
the correct error profile p is used and the number of itera-
tions is determined experimentally. A disadvantage is that,
although they work conceptually and empirically, there is
no theoretical basis for claiming that they converge to the
optimal solution, and, in fact, experimental evidence indi-
cates that the mean square error in fw can actually rises if
the algorithm is allowed to run too long. This may be due
to numerical instability, or to a failure of the mathematical
algorithm itself to technically converge.
An algebraic method of optimizing the PSF, which has
more theoretical grounding than convolution-based meth-
ods, attempts to directly solve the inverse problem
GG∗w = u,
where u is a vector of all ones. The direct solution to
this problem via conjugate gradients using the NFFT was
proposed in [21], but as with the algebraic solutions for
w based on the least-squares method, this can result in a
w with wide variations and sometimes even negative en-
tries, which does not match our expectation for a density
and empirically gives inferior results. A regularization of
this method was proposed in [2] which instead attempts to
solve
(GG∗ + σ2I)w = u+ σ2w1,
where w1 is an initial nonnegative and smoothly vary-
ing estimate of the density, say, Jackson’s weight (10), or,
more optimally, the result of one or two iterations of (11).
This second approach ensures that the solution behaves as
we would expect a DCF to behave, and empirically gives
better results than the unregularized method. The algo-
rithm given in [2] also incorporates Jacobi preconditioning
to speed convergence of the conjugate gradient iterations.
Knowing that Pipe and Johnson’s error profile p provides
an optimal weight on errors in the point-spread function,
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it might be preferable to modify the approach in [2] in
two ways. The first is that, since we need to minimize
PSF errors over twice the support of f, we replace the
NDFT matrix G with G1, where the uniform grid has
twice the radius of that used by G. This avoids the risk
that we might ignore PSF errors which, according to the
convolution defining fw, appear in the Riemann recon-
struction. The second is replacing G1G
∗
1, which treats
all PSF errors as equally important, with G1PG
∗
1, where
P contains the values of the optimal error profile p. To
the author’s knowledge, this has never been tried, but in
light of experiments reported by [13] indicating that the
approaches taken in [2] and [13] both yield the some of
the best results of methods proposed to date for arbitrary
trajectories, combining their methods might produce the
best results seen yet.
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Abstract:
In this paper we consider some generalized Shannon sam-
pling operators, which are defined by band-limited ker-
nels. In particular, we use dilated versions of some pre-
viously known kernels. We give also some examples of
using sampling operators with dilated kernels in imaging
applications.
1. Introduction
For the uniformly continuous and bounded functions f ∈
C(R) the generalized sampling series with a kernel func-
tion s ∈ L1(R) are given by (t ∈ R;W > 0)
(SW f)(t) :=
∞∑
k=−∞
f(
k
W
)s(Wt− k) (1)
where
∞∑
k=−∞
s(u− k) = 1, (2)
and their operator norms are
‖SW ‖ =
∞∑
k=−∞
|s(u− k)| <∞ (u ∈ R).
If the kernel function is s(t) = sinc (t) := sinπtπt , we
get the classical (Whittaker-Kotel’nikov-)Shannon opera-
tor SsincW . The idea to replace the sinc kernel (sinc (·) 6∈
L1(R)) by another kernel function s ∈ L1(R) appeared
first in [15], where the case s(t) = (sinc (t))2 was consid-
ered. A systematic study of sampling operators (1) for ar-
bitrary kernel functions s was initiated at RWTH Aachen
by P. L. Butzer and his students since 1977 (see [3], [4],
[14] and references cited there).
In this paper we consider the generalized sampling series
with even band-limited kernels s, defined as the Fourier
transform of an even window function λ ∈ C[−1,1],
λ(0) = 1, λ(u) = 0 (|u| > 1) by the equality
s(t) := s(λ; t) :=
1∫
0
λ(u) cos(πtu) du =
√
π
2
λ∧(πt).
(3)
These types of kernels arise in conjunction with window
functions widely used in applications (e.g. [1], [2], [11],
[16]), in Signal Analysis in particular. Many kernels can
be defined by (3), e.g.
1) λ(u) = 1 defines the sinc function;
2) λ(u) = 1− u defines the Feje´r kernel (cf. [15])
sF (t) =
1
2
sinc 2
t
2
= O(|t|−2);
3) λH(u) := cos
2 πu
2 =
1
2 (1 + cosπu) defines the Hann
kernel (see [7])
sH(t) :=
1
2
sinc t
1− t2
= O(|t|−3);
4) the general cosine window
λC,b(u) :=
m∑
j=0
bj cos jπu (4)
defines the Blackman-Harris kernel (see [9])
sC,b(t) :=
1
2
m∑
j=0
bj
(
sinc(t− j) + sinc(t+ j)
)
(5)
provided
⌊m2 ⌋∑
j=0
b2j =
⌊m+12 ⌋∑
j=1
b2j−1 =
1
2
. (6)
From approximation theory point of view at least two
problems for the generalized sampling operators SW :
C(R) → C(R) have some interest:
1) to calculate the operator norms
‖SW ‖ = sup
u∈R
∞∑
k=−∞
|s(u− k)|; (7)
2) to estimate the order of approximation
‖f − SW f‖C 6 Mωk(f,
1
W
) (8)
in terms of the k-th modulus of smoothness ωk(f, δ).
2. Interpolating generalized sampling oper-
ators with dilated kernels
Let us consider the dilated kernel sα(t) = αs(αt). The
Shannon operators with sinc kernel satisfy the interpola-
tory conditions
(SsincW )(
k
W
) = f(
k
W
) (k ∈ Z). (9)
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When we replace the sinc kernel with a band-limited one
(3), we may lose the interpolatory property (9), but using
the dilated kernel s˜(t) = 2s(2t), we can recover the in-
terpolatory property. If s ∈ B1π, then sα ∈ B
1
α π, and the
condition (2) is valid for 0 < α 6 2, therefore we get
the sampling operator SW,α : C(R) → B
∞
απW ⊂ C(R).
Here Bpσ stands for the Bernstein class consisting of those
bounded functions f ∈ Lp(R) (1 6 p 6 ∞) which can be
extended to an entire function f(z) (z ∈ C) of exponential
type σ.
Using the Nikolskii inequality [13], we get the bounds for
the operator norm.
Theorem 1. Let the operators SW : C(R) → B
∞
Wπ ⊂
C(R), SW,α : C(R) → B
∞
αWπ ⊂ C(R) are defined by
(1) with kernels s and sα, respectively. Then
‖s‖1 6 ‖SW,α‖ 6 (1 + απ)‖SW ‖ (0 < α 6 2).
The order of approximation by operators SW,α we can es-
timate via modulus of smoothness ωk(f, σ).Next theorem
generalizes slightly the result in [10] (Th. 1.3).
Theorem 2. Let SW : C(R) → C(R), SW,α : C(R) →
B∞αWπ ⊂ C(R) be sampling operators defined by (1) with
kernel functions s ∈ B1π, sα ∈ B
1
α π, respectively.
1) If 0 < α 6 1, then there exist positive constants C1,α
and C2,α such that
C1,α‖SαW f−f‖C 6 ‖SW,αf−f‖C 6 C2,α‖SαW f−f‖C .
2) Moreover, if 0 < α < 2, then
‖SW f − f‖C 6 Mkωk(f,
1
W
), (10)
implies
‖SW,αf − f‖C 6 Mk,αωk(f,
1
W
)
for some constantMk,α > 0.
Example. The Blackman-Harris sampling operator CW,b
is defined by the window function
λC,b :=
m∑
j=0
bj cos(πju).
In [9] we proved that for some values of the parameters
b = (b0, b1, . . . , bm) ∈ R
m+1 we can estimate the order
of approximation by operators CW,b : C(R) → B
∞
Wπ ⊂
C(R) via the modulus of continuity ω2ℓ(f,
1
W ) (ℓ 6 m).
More precisely (see [9], Th. 3), let ℓ, 1 6 ℓ 6 m, be fixed.
If for every k = 0, . . . , ℓ− 1
m∑
j=0
j2kbj = 0 (0
0 = 1), (11)
then
‖f − CW,bf‖C 6 Mb,ℓω2ℓ(f,
1
W
). (12)
Now by Theorem 2 we obtain for the corresponding di-
lated sampling operator CW,b;α : C(R) → B
∞
αWπ ⊂
C(R) with 0 < α < 2 the estimate
‖f − CW,b;αf‖C 6 Mb,ℓ,αω2ℓ(f,
1
W
). (13)
The case m = ℓ = 1 gives the Hann sampling op-
erator HW : C(R) → C(R), which often has been
used in practise. For the corresponding dilated operator
HW,α : C(R) → B
∞
αWπ ⊂ C(R) for 0 < α < 2 we
obtain
‖f −HW,αf‖C 6 Mαω2(f,
1
W
). (14)
See Figure 2 for corresponding kernels.
The next theorem gives hints how to construct the interpo-
lating sampling series.
Theorem 3. Let the sampling operator S˜W be defined by
(1) using the kernel s˜(t) := 2s(2t), where the kernel s ∈
B1π ⊂ L
1(R) is generated by (3) with a window function
λ. If
λ(u) + λ(1− u) = 1 (u ∈ [0, 1]) (15)
then S˜W : C(R) → B
∞
2Wπ ⊂ C(R) is an interpolating
sampling operator.
Examples. For the Hann window function λH(u) the con-
dition (15) holds and we get the interpolating Hann sam-
pling operator H˜W : C(R) → B
∞
2Wπ ⊂ C(R). Taking
b0 = 1/2, b2j = 0(j ∈ N) in (11) gives us the Blackman-
Harris window function for which the condition (15) is
fullfilled (see [10]).
In the case when s ∈ B1βπ , 0 < β < 1 and (15) holds
for the corresponding window function we can prove the
following theorem.
Theorem 4. Let the sampling operator S˜W be defined by
(1) using the kernel s˜(t) := 2s(2t), where the kernel s ∈
B1βπ ⊂ L
1(R), 0 < β < 1, is generated by (3) with a
window function λ. If (15) is valid, then for every k ∈ N
there exist a constantMk such that
‖S˜W f − f‖C 6 Mkωk(f,
1
W
).
Example. So-called Lanczos n-kernels
s˜L,n(t) := sinc
t
n
sinc t,
which has been often used in image processing. The Lanc-
zos 3-kernel is especially popular in imaging ((see [16]
and references cited there). They are defined by De la
Valle´e Poussin window function
λL,n(u) :=


1, 0 6 u 6 n−12n ,
1
2 (1 + n(1− 2u)),
n−1
2n < u <
n+1
2n ,
0, u > n+12n .
If n > 1, then the De la Valle´e Poussin window function
λL,n satisfies the conditions (15) and s˜L,n ∈ B
1
( n+1
2n
)π
,
hence Theorem 4 is applicable. If n = 1, then we get the
Feje´r sampling operator (cf. [15]), for which we do not
have even an estimate via the modulus of continuity ω1.
3. Applications in 2D imaging
A natural application of sampling operators with dilated
kernels is imaging. We can represent an discrete 2D image
f as a continuous function using sampling series
(Sf)(x, y) :=
∑
j,k
f(j, k)s1(x− j)s2(y − k). (16)
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Figure 1: Original image, derivatives with Hann kernel s˜H(t) = 2sH(2t) and sH,1/4(t) =
1
2sH(
1
4 t) (ϕ =
2π
3 ).
Many image resizing (resampling) algorithms use such
type of representation (see [16], [12], [6]). If the image
data is exact, then we can take interpolating kernels s1
and s2, like interpolating Hann, Blackman-Harris or Lanc-
zos, and enlarge (up-sample) image, having (Sf)(j, k) =
f(j, k). If we want to reduce the image size (down-
sample) (magnification γ < 1) then, for eliminating arti-
facts, we can choose a dilated kernel sα with in some sense
optimal value of α = 2γ (see Figure 2). The artifacts in
down-sampled images appear, because details that are re-
sized to smaller than one pixel will be misrepresented by
larger aliases (see [5], [6]). Depending on the choice of
the parameter value α we have SW,α : C(R) → B
∞
αWπ
i.e. a function belonging to a class for bandlimited func-
tions, for which the Fourier’ transform vanishes outside
of the interval [−αWπ,αWπ]. This approach eliminates
higher spatial frequencies, being equivalent to the use of
low-pass filter. Also in the case, when the resolution of
the optical system is less than the resolution of the sen-
sor, we can choose the value of the dilation parameter α
accordingly.
Using the representation (16) we can apply different imag-
ing technics. For image enhancement we can use the un-
sharp masking (see [5], [6]), i.e. to subtract a blurred
version of an image from the image itself. For the repre-
sentation of original image f(x, y) we can choose in (16)
the interpolating kernels (dilation by α = 2), but to get
blurred version fb(x, y),we choose in (16) the dilated ker-
nels with small parameter α, like sH,1/2 in Figure 2. We
can control the amount of unsharp masking choosing the
parameter a < 0:
fusm(x, y) = (1− a)f(x, y) + afb(x, y).
Another well-known image enhancement method uses the
derivatives of image. First derivatives in image processing
are implemented using the magnitude of the gradient. The
representation (16) gives us a natural way to implement
derivatives. Indeed
fx(x, y) :=
∑
j,k
f(j, k)s′1(x− j)s2(y − k),
fy(x, y) :=
∑
j,k
f(j, k)s1(x− j)s
′
2(y − k).
Surprisingly, if we choose Hann kernel s1 = s2 = sH and
x, y ∈ Z, then the discrete convolution
fx(p, q) ≈
p+1∑
j=p−1
q+1∑
k=q−1
f(j, k)s′H(p−j)sH(q−k) (17)
gives us the well-known Sobel filter (see [5], [6])

 12
1

( 1 0 −1 ) =

 1 0 −12 0 −2
1 0 −1

 .
Indeed, sH(k) = 0 (k ∈ Z) if |k| > 1 (see Figure 1) and
we get 14 (1, 2, 1). For s
′
H we use the first 3 values only,
i.e. 38 (1, 0,−1).
We can easily compute a directional derivative
fϕ(x, y) :=
∑
j,k
f(j, k)s′1
(
(x− j) cosϕ− (y − k) sinϕ
)
×
×s2
(
(y − k) cosϕ+ (x− j) sinϕ
)
,
To get the edges with different spatial frequency, we
choose the dilation parameter (see Figure 1).
Second derivatives in image processing are implemented
using the Laplacian. Using the representation (16) we get
△ f(x, y) := fxx(x, y) + fyy(x, y) =∑
j,k
f(j, k)
(
s′′(x− j)s(y − k) + s(x− j)s′′(y − k)
)
.
In image processing we use the derivatives for edge de-
tection. Changing the dilation parameter α for the kernel
sα(t) = αs(αt) we can detect edges with different spatial
frequencies.
In calculations we must use the truncated sampling series
(p, q ∈ Z)
(Sf)mn(p, q) :=
p+m∑
j=p−m
q+n∑
k=q−n
f(j, k)s1(p− j)s2(q− k)
and have the truncation error. We can use kernels with
finite support like the combinations of B-splines, consid-
ered in [4], to get rid of the truncation error, but in some
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Figure 2: Unsharp mask with Hann kernel sH,1/2 =
1
2sH(
1
2 t), a = −1.7.
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Figure 3: Hann kernel s˜H(t) = O(|t|
−3), Lanczos kernel
sL,3(t) = O(|t|
−2) and sinc(t) = O(|t|−1) .
cases other types of kernels are more suitable. For mini-
mizing the truncation error the kernel s(t) must decrease
rapidly when |t| → ∞. The sinc function does not be-
long even to L1. Therefore using the kernels in form
s(t) = θ(t) sinc t, where θ(t) is some window function
(see [11]), is well-known. In most cases of we lose the
important property (2) and do not get a generalized sam-
pling series anymore. The kernels in our approach, i.e.
kernels defined via Fourier transform of window func-
tions, allow us to get good approximation properties and
are rapidly decreasing. In Figure 3 we take the Hann ker-
nel s˜H(t) = O(|t|
−3) and compare it with the Lanczos
kernel sL,3(t) = O(|t|
−2), which is one of the most used
kernels in imaging (see [16]). In the case of Blackman-
Harris kernels (5), considered more precisely in [9], we
have sC,b = (|t|
−2ℓ−1) if for every k = 0, . . . , ℓ− 1
m∑
j=0
j2kbj = 0.
We defined many rapidly decreasing kernels also in [8],
[7], [10].
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Abstract- In this paper, we consider the method for 
reconstructing a signal from a finite number of samples. In 
shift-invariant space framework, we derive an 
aproximately min-max optimal interpolator to to 
reconstruct a signal on  an interval. An effective 
non-iterative algorithm for signal reconstruction is  given 
also. Numerical examples show the effectiveness of the 
proposed method.  
Index Terms–sampling, signal reconstruction, scaling 
function, shift-invariant space   
ĉ. INTRODUCTION 
The problem of signal reconstruction is pervasive in 
many areas of signal processing, such as in designs of 
nonuniform antenna arrays, sparse array beamforming, the 
restoration of signals with missing samples, image 
acquisition, etc [1-3]. The classical Shannon’s sampling 
theorem was extended theoretically to general 
shift-invariant subspaces, and various generalized 
sampling theorems concerning band-limited and 
nonband-limited signals have been proposed [4-9]. 
However, the problem of reconstructing a continuous-time 
signal from its finite number of nonuniform samples is 
often encountered in practical applications, and truncating 
infinite reconstruction leads to errors.  
Bandlimited and non bandlimited signals are often 
modeled by shift-invariant spaces. Some authors have 
proposed interpolation methods and iterative methods for 
reconstructing signals in shift-invariant spaces  in the 
signal processing literatures[10-14]. A non-iterative  
reconstruction method is effective to reconstruct 
continuous-time signals from a finite number of  samples 
by using a suitable interpolator. The Yen interpolator is 
well known to reconstruct band-limited signals in both 
minimal energy and least squares senses [13]. Some 
interpolation methods in shift-invariant spaces were 
given[9-10,12-14].  
In this paper, we are interested in optimally constructing 
signals in a shift-invariant space from a finite number of 
nonuniform samples, and develop a new method for 
reconstructing continuous-time signal on a interval. The 
upper bound of reconstruction error is derived. We  also 
propose a practical reconstruction algorithm. The method 
of signal reconstruction can be regarded as a 
generalization of Yen’s in general shift-invariant spaces. 
The paper is organized as follows: in Section Ċ we 
formulate the optimal reconstruction problem in 
shift-invariant spaces, and Section ċ  derives a new  
method to reconstruct a signal from a finite number of 
arbitrarily distributed samples. Section Č  propose a 
practical algorithm for implementing the optimal signal 
reconstruction. In Section č, some numerical examples 
of reconstructing signals demonstrate the effectiveness of 
the proposed method. 
Ċ.THE PROBLEM FORMULATION 
Throughout the paper, we focus on one-dimensional 
signals and denote the space of signals of finite energy on 
R  by 2L ( )R . Let 2 2|| || ( )f f t dt= | |∫R  be the energy 
of a signal
2( ) ( )f t L∈ R . Given K scaling 
functions
2
1 2( ) ( ) , ( ) ( )Kt t t Lϕ ϕ ϕ, , ∈A R , the shift- 
invariant space 1 2( )KV ϕ ϕ ϕ, , ,A  is a Hilbert space 
defined as {
( ) }
2
1 2
1
2
( ) close ( ) L ( ) :
( ) ( ) ( )
, ( ) ( ) 1 2
K
K
k k
k n
k
V f t
f t c n t n
c n l k K
ϕ ϕ ϕ
ϕ=
, , , = ∈
= −
∈ , = , , ,
∑∑A
A
R
Z
  
We assume that { }( ) |1 ,k t n k K n Zϕ − ≤ ≤ ∈ forms a 
frame of 1 2( )KV ϕ ϕ ϕ, , ,A , i.e., there exist two constants 
0A >  and B < +∞  such that  
2 2 2
1
|| || ( , ( )) || ||
K
k
k n
A f f t n B fϕ=≤ | − | ≤∑∑   (1) 
for any 1 2( )Kf V ϕ ϕ ϕ∈ , , ,A .  
To make the sampling of functions in 
1 2( )KV ϕ ϕ ϕ, , ,A well-defined, we additionally assume that 
there exists a constant C such that 
1
( ) ||
K
k
k n
t n Cϕ= − <∑∑             (2) 
for any [0, 1]t∈ . To see this, let 
1
( ) ( ) ( )
K
k k
k n
f t c n t nϕ== −∑∑ with ( ) 2( ) ( )kc n l∈ Z .  From 
(2) and (3) it follows that 
1 1
2 2
2 2
1 1
| ( ) | | ( ) | | ( ) |
' || ||,
K K
k k
k n k n
f t t n c n
C f t R
ϕ= =⎛ ⎞ ⎛ ⎞≤ −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠≤ ∈∑∑ ∑∑  (3) 
where 'C  is a constant.  
It is known from [8] that the assumption (3) implies that 
1 2( )KV ϕ ϕ ϕ, , ,A is a reproducing kernel Hilbert space. For 
a function ( )f t in 1 2( )KV ϕ ϕ ϕ, , ,A , we adopt the 
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following interpolator  
1
( ) ( ) ( )
M
m m
m
f t h t f t==∑#              
to reconstruct ( )f t on the interval containing sampling 
instants 1, , Mt tA . In order to obtain an optimal 
interpolator, we discuss the optimization 
2
2
| ( ) ( ) |
inf sup
|| ||f
f t f t
f
−
h
#
, 
which yields a min-max type interpolator. 
D. DERIVATION OF SIGNAL RECONSTRUCTION 
Given M samples of a function 
1 2( ) ( , )Kf t V ϕ ϕ ϕ∈ , ,A   at nonuniform 
instants 1 2, , , [ , ]Mt t t a b∈A , let [ , ]a bτ ∈ and 
1
( ) ( ) ( )
M
m m
m
f h f tτ τ==∑# . The optimal estimation ( )f τ#  of 
( )f τ  is determined by appropriate coefficients ( )mh τ ’s.  
So ,we study the following optimization 
1
2
2( ) ( , , )
| ( ) ( ) |
inf sup
|| ||Kf V
f f
fτ ϕ ϕ
τ τ
∈
−
h A
#
      (4) 
Letting ϕ== − ,∑∑1( ) ( ) ( )K k kn kf t c n t n         (5) 
where, ( )ϕ= − , = , , , ∈# A( ) , ( ) 1 2 ,k kc n f t n k K n Z , 
and { }( ) |1 ,k t n k K n Zϕ − ≤ ≤ ∈# is the dual frame of { }( ) |1 ,k t n k K n Zϕ − ≤ ≤ ∈ . We have  
2
2
1 1
2 2
1 1 1
1 2 2
1 1
( ) ( )
( )[ ( ) ( ) ( )]
( ) ( ) ( ) ( )
|| || ( ) ( ) ( ) .
K M
k k m k m
n k m
K K M
k n k m k m
n k n k m
K M
k m k m
n k m
f f
c n n h t n
c n n h t n
A f n h t n
τ τ
ϕ τ τ ϕ
ϕ τ τ ϕ
ϕ τ τ ϕ
= =
,= = =
−
= =
| − |
=| − − − |
≤ | | | − − − |
≤ | − − − |
∑∑ ∑∑∑ ∑∑ ∑∑∑ ∑
#
 (6) 
The above can furthermore be expressed explicitly in 
vector form as  
 
2 1 2 2
1 1
( ) ( ) || || || ( ) || ,
K M
k m k m
k m
f f A f hττ τ τ− , ,= =| − | ≤ −∑ ∑e e# (7)  
where ( ( ))k
T
k n
nτ ϕ τ, = −e , ( ( ))k mT k m nt nϕ, = −e , 
1 2 ,k K= , ,A . So, it follows that 
2
1 2
2
1 1
| ( ) ( ) |
sup || ( ) ||
|| ||
K M
k m k m
f k m
f f
A h
f
ττ τ τ− , ,= =− ≤ −∑ ∑e e#
. 
It can be seen that minimizing 
2
1 1
( ) || ( ) ||
K M
k m k m
k m
E hττ τ, ,= == −∑ ∑e e can make ( )f τ#  
approximate ( )f t  atτ .  
To minimize ( )E τ , we further express ( )E τ  as 
2
1 1
2
1 1 1
( ) || ( ) ||
|| || 2 ( ) ( ) ( )
k
K M
k m k m
k m
K K K
T T T
k k k k
k k k
E h
τ
τ
τ
τ τ
τ τ τ,
, ,= = ⎛ ⎞⎜ ⎟⎜ ⎟, ⎜ ⎟= = =⎝ ⎠
= − =
− + .
∑ ∑∑ ∑ ∑
e e
e e A H H A A H
 
where 
1 2( ) ( ( ) ( ) ( ))
T
Mh h hτ τ τ τ= , , ,H A  and 
k =A 1 2k k k M⎛ ⎞⎜ ⎟, , ,⎝ ⎠, , ,e e eA  for 1 2k K= , , ,A . It is 
followed that 
k
1 1
( )
2 2 ( )
( )
K K
T T
k k k
k k
E ττ ττ ,= =∂ = − +∂ ∑ ∑A e A A HH .   (8) 
Therefore, solving 
( )
( )
0
E ττ∂∂ =H  yields that 
1
1 1
( )
K K
T T
k k k k
k k
ττ −⎛ ⎞⎜ ⎟⎜ ⎟ ,⎜ ⎟= =⎝ ⎠= .∑ ∑H A A A e        (9) 
and the minimal error between ( )f τ and ( )f τ#  is given 
by  
1
2
1 1 2
1 1 1
| ( ) ( ) | ( )
|| || || ( ) || .
K K K
T T
k k l l m m
k l m
f f r
A f τ τ
τ τ τ
− −, ,= = =
− ≤ =⎡ ⎤−⎢ ⎥⎣ ⎦∑ ∑ ∑e A A A A e
#
(10) 
Note that the matrix
1
K
T
k k
k=∑A A  is invertible when the 
samples{ }
1
( )
M
m m
f t = is indepentant, that is, there doesn’t 
exist one sample in{ }
1
( )
M
m m
f t = which can be expressed by 
the others for each 1( , , )Mf V ϕ ϕ∈ A .  
Letting 
( )( )k
k ij
a=A with ( ) ( )k
ij k j
a t iϕ= −  
and
1
1
( )
K
T
ij k k
k
x
−⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟=⎝ ⎠= = ∑X A A , we then rewrite the optimal 
interpolating vector as ( ) ( ) ( )( )
( )
( )
T
1 2
1
1
1
1
1 1
1 1
( ) , , ,
( ( ) ( ), , ( ) ( ))
( ( ), ,
( )) .
K
T
M k k
k
K
T
k k k M k
k n n
K M
l k l k
k l n
K M
T
Ml k l k
k l n
h h h
t n n t n n
x t n n
x t n n
ττ τ τ τ
ϕ ϕ τ ϕ ϕ τ
ϕ ϕ τ
ϕ ϕ τ
,=
=
= =
= =
= = =
− − − −
= − −
− −
∑∑ ∑ ∑∑∑∑ ∑∑∑
H X A e
X
A
A
A
(11) 
So, the optimal reconstruction of ( )f t  can be expressed 
as 
( )1
1 1 1
( ) ( ) ( )
( ) ( ) .
M
m m
m
M K M
m ml k l k
m k l n
f t f t h t
f t x t n t nϕ ϕ== = =
=
⎡ ⎤= − −⎢ ⎥⎣ ⎦
∑∑ ∑∑∑
#
  (12) 
Let us take a look at the case 1K = in detail. Given 
M samples of ( ) ( )x t V ϕ∈  at instants 1 2 Mt t t, , ,A for a 
proper scaling function
2( ) L ( )tϕ ∈ R , we can express the 
optimal interpolating vector as 
1( ) ( )T TA A A ττ −=H e , 
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where 1 2( )MA = , , ,e e eA  and ( ( ))Tnnτ ϕ τ= −e , 
( ( ))Tm m nt nϕ= −e  for 1 2m M= , , ,A . It is easy to see 
that the optimal interpolating vector ( )τH  is exactly the 
orthogonal projection of vector τe  onto the subspace 
spanned by 1 2 M, , ,e e eA  and hence from 
(12) ( ) ( )x t V ϕ∈# with ( ) ( )m mx t x t= #  for 1 2m M= , , ,A . 
This implies that the reconstructed signal best fits the 
sampling data. Especially, for 0σ >  and 
( ) sinc( )t tϕ σ= , the optimal reconstruction ( )x t#  of 
( ) ( )x t V ϕ∈ from samples 1 2( ) ( ) , ( )Mx t x t x t, ,A  is also 
band-limited to σ  with ( ) ( )m mx t x t= #  for 
1 2m M= , , ,A . It is easy to show that the interpolator 
obtained here is just Yen’s for band-limited signals. 
E. ALGORITHM AND DISCUSSION 
In the previous section we have derived an interpolator 
for signal reconstruction. However, because computing 
the min-max interpolator requires calculating the inverse 
of a matrix with possibly larger dimension, the 
reconstruction formula (12) wound be unfeasible when the 
number of samples is much large.  To circumvent this 
problem, we reshape (12) as   ( )
1 1 1
( ) ( ) ( )
M K M
m ml k l k
n l k m
f f t x t n t nτ ϕ ϕ= = =⎛ ⎞= − −⎜ ⎟⎝ ⎠∑ ∑∑∑# . (13)  
From this, a non-iterative reconstruction algorithm can be 
given as follows.  
Algorithm: 
(1) Let T1 2( ( ), ( ), , ( ))Mf t f t f t=f A ,  
   
T( ) ( , ( ), ( 1), )k k kt t n t nϕ ϕ= − − +E A A ,  
( )( )kk mnb=A with ( ) ( )kmn k mb t nϕ= −  for 
1,2, ,i M= A and 1,2, ,k K= A ; 
(2) Compute T
1
K
k k
k==∑T A A  
(3) Solve =Th f ; 
(4) 
T
1
( ) ( )
K
k k
k
f t t== ∑h A E# . 
The most crucial step is solving the equation system of 
equations =Th f . This can be done effectively by 
computing the Cholesky factorization of the 
matrix T when T  is invertible. In fact, the cholesky 
factorization of T gives a upper triangular matrix S  
such that
T=T S S . Then the solution of the 
system =Th f can be obtained by sequentially solving the 
systems S b = fT and =Sh b by Gaussian elimination. 
This procedure is faster and more robust than directly 
computing the inverse of T . When T is not invertible, the 
equation can be solved effectively by the least squares 
method. 
Note that although the proposed method has no 
restriction on sampling locations, the obtained 
reconstruction error is strongly related to the sampling 
pattern. As pointed in [18], the reconstruction errors are 
smaller in the neighborhood of the sampling instants. So, 
the quality of reconstruction should be evaluated in a 
pointwise manner. From (10) we know that the min-max 
reconstruction error is pointwise upper-bounded by 
1
2
1/ 2 1 2
1 1 1
( ) || || || ( ) ||
K K K
T T
k k l l m m
k l m
r A f τ ττ − −, ,= = =⎡ ⎤≤ −⎢ ⎥⎣ ⎦∑ ∑ ∑e A A A A e (14) 
and it can estimate the quality of reconstruction when the 
sampling instants are known.  
F. DEMONSTRATIVE EXAMPLES  
Some numerical examples are given to demonstrate the 
performance of the proposed method, where signals are 
selected randomly in shift-invariant subspaces, and the 
sampling instants are generated by adding random 
perturbation, distributed uniformly in the interval [ , ]u u−  
for 0u > , to each equally-spaced sampling instant, i.e., 
the sampling instants are 
m
mT u+ , where 
m
u  randomly 
distributes in [ , ]u u−  for 1,2, ,m M= A . 
Example 1 For the first example, we choose arbitrarily a 
signal of band[ , ]π π− . We reconstruct it on [0, 40]  from 
42 samples. The average sampling period is 0.995T = s 
and 0.7u T= . It is clear that the average sampling period 
is almost critical. The reconstructed signal, its 
reconstruction from its nonuniform samples and the errors 
between the original signal and its reconstructions were 
plotted in Fig.1. From this experiment, it can be seen that 
under such a relaxed condition, the reconstruction of a 
signal is quite satisfying,  
Example 2 For non band-limited signals, we choose the 
cubic spline [19] as a scaling function, and randomly 
choose a signal in the shift-invariant space. The average 
sampling period is 1.0sT =  and the maximum of 
irregular perturbation is 0.5u T= . The signal to be 
reconstructed, its reconstruction and the reconstruction 
error (in dB) were plotted in Fig.2, respectively. Note that, 
although the sampling density is much lower than that 
estimated in [5](see the examples therein for details), the 
quality of signal reconstruction is still considerably high. 
In addition, although the cubic spline is supported 
compactly, the method given in [10] could not be used in 
this case because the maximal gap between adjacent 
sampling instants is too large. In fact, the local 
reconstruction methods in [10] required the condition that 
the maximal gap of the sampling instants must be less 1 
and the number of the samples must be bigger than the 
length of the reconstruction interval, but our method 
doesn’t rely on any sampling condition. In contrast to the 
results in [10], we also give another example to show the 
performance of the proposed method in Fig.3. In this 
example, we chose the same scaling function, a Gaussian 
function, and the similar sampling condition as in [10].  
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Fig. 1 Top : original signal and sampling points marked by dots;  middle: 
reconstructed signal obtained by the proposed method; bottom: normalized 
errors between the original signal the its reconstruction obtained by the 
proposed method and Yen interpolator. 
 
Fig. 2 original signal with sampling points marked by stars, reconstructed signal obtained by the 
proposed method, normalized error(in dB) between the original signal the its reconstruction. 
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Fig. 3  original signal with sampling points marked by stars, reconstructed signal obtained by the 
proposed method, normalized error(in dB) between the original signal the its reconstruction with 
scaling function 
2 2/ 2( ) tt e σϕ −= , 0.81σ = , and  sampling density 0.85. 
 
 
Fig. 4  original signal with sampling points marked by stars, reconstructed signal obtained by the 
proposed method, normalized error(in dB) between the original signal the its reconstruction. 
Example 3. Finally, we select two functions 
2 / 4
1 1( )
tt a eϕ −=  and 23 / 42 2( ) ( ) tt a t t eϕ −= + as scaling 
functions, where 1a and 2a  are normalized constants. 
Here the average sampling period is 0.8T = s and the 
maximum of irregular perturbation 0.6u T= . The 
simulation results were showed in Fig.4. This example also 
indicates the feasibility of the proposed method for signal 
reconstruction in a shift-invariant spaced with several 
scaling functions    
Ď. CONCLUSION 
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The proposed method of reconstructing a signal from 
its finite nonuniform samples has the following 
advantages: (a) the method doesn’t require the usual 
hypotheses on the maximal gap between adjacent 
sampling instants and the compactness of the scaling 
functions of the shift-invariant space as in the literature, 
and therefore can be applied in various shift-invariant 
spaces with sampling locations distributed arbitrarily. (b) 
The reconstruction error function as sensitivity functions 
[17] can measure the quality of the reconstruction  prior 
to the practical implementation.  (c) the method can be 
used effectively in a multi-wavelet space and can be 
extended straightforward to two-dimensional spaces. 
However, our method does not incorporate the case when 
samples are noisy, which we will investigate in future.  
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Abstract:
Locally supported splines in tension are constructed where
the tension, which has ever been constant over the entire
domain, is allowed to change at sampling points.
1. Introduction
A cubic spline gives the interpolation of data that mini-
mizes the square integral of its second derivative [3, 5, 9]
and is crowned as the smoothest interpolation in this sense.
A linear spline gives the piecewise linear interpolation
that is most straight but nonsmooth. The linear spline is
characterized as minimizing the square integral of its ﬁrst
derivative [3, 9]. A spline in tension [1, 10] was devised as
a generalization of those two splines. It minimizes the in-
tegral of a weighted sum of the squared second derivative
and the squared ﬁrst derivative. By increasing the weight
called tension, we can make a spline in tension approach
the most straight linear spline while retaining smoothness
similar to that of the cubic spline.
The spline in tension has been known for more than 40
years. It has been extended even to the multidimensional
cases [2, 7] and is now supported by a standard software
library [8]. But the tension has ever been a single constant
over the entire domain.
In this paper, we look at the splines as the output of a linear
dynamical system with a series of delta functions input.
That is the same way as how the exponential splines and
their locally supported basis were successfully constructed
in [12, 13]. In addition, attending to that the linear dy-
namical system theory [6] allows for time-varying dynam-
ical parameters, we shall place different tension in each
sampling interval. Then we will obtain locally supported
splines in piecewise constant tension that can change the
interpolation characteristics from a sampling interval to
another.
2. Preliminaries
A spline f in tension interpolating the data
{(tk, fk)}
∞
k=−∞ given at strictly increasing sampling
points (· · · < t−2 < t−1 < t0 < t1 < t2 < · · · ) on the
real line is deﬁned as the twice-differentiable function
that minimizes the integral of a weighted sum
∫
∞
−∞
(f (2)(t))2 + p(t)2(f (1)(t))2 dt (1)
of its squared second derivative f (2) and squared ﬁrst
derivative f (1) subject to the constraints
f(tk) = fk, k = 0,±1,±2, · · · . (2)
In the case p = 0, f is identical with the cubic spline
[3, 5, 9]. By increasing p, f approaches the most straight
linear spline as if the curve were pulled from both ends.
That is why p is called tension [1, 10].
The tension p has originally been a single constant over
the entire domain [10]. We shall now relax the tension to
be a non-negative constant in each sampling interval, i.e.,
p(t) = pk ≥ 0, for t ∈ [tk, tk+1), (3)
which can change at the sampling points.
By the calculus of variation, the minimization problem
is reduced to solution of the Euler-Lagrange differential
equation
f (4)(t)−2p(t)p(1)(t)f (1)(t)−p(t)2f (2)(t) = w(t), (4)
where w is a series of the Dirac delta functions
w(t) =
∞∑
n=−∞
wnδ(t− tn)
to be determined so that (2) holds good. We do not have,
however, a practical means to decide the coefﬁcients {wn}
for given {(tk, fk)}.
In practice, it is convenient to have locally supported func-
tions {yn} satisfying
yn(t) = 0, for t /∈ [tn, tn+4] (5)
of which linear combination
f(t) =
∞∑
n=−∞
cnyn(t) (6)
represents any possible f . This yn can be constructed by
y(4)n (t)− 2p(t)p
(1)(t)y(1)n (t)− p(t)
2y(2)n (t) = un(t) (7)
for some appropriately chosen
un(t) =
4∑
l=0
ul,nδ(t− tn+l) (8)
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as long as the sampled data system (7) with the impulse
input (8) is completely controllable [4]. Once we obtain
yn(t), we have only to determine the coefficients {cn} by
the linear equations
fk =
∞∑
n=−∞
cnyn(tk), k = 0,±1,±2, · · ·
from {(tk, fk)}. Although infinitely many coefficients and
data are involved in the equations, we can solve the lin-
ear equations for finitely many {cn} from finitely many
{(tk, fk)} in practice because {yn} are locally supported.
3. Construction of locally supported splines
in piecewise constant tension
A state-space representation of the differential equation
(7) is
x(1)n (t) = F (t)xn(t) + gun(t), yn(t) = hxn(t), (9)
where
F (t) =


0 1 0 0
0 0 1 0
0 0 0 1
0 2p(t)p(1)(t) p(t)2 0

 ,
xn(t) =


yn
y
(1)
n
y
(2)
n
y
(3)
n

 , g =


0
0
0
1

 , h = [1 0 0 0] . (10)
The state xn can be expressed by
xn(t) = Φ(t, v)xn(v) +
∫ t
v
Φ(t, τ)gun(τ) dτ, (11)
for any real numbers t and v, in terms of the state-
transition matrix function Φ and the input un [11].
Since un(t) = 0 for t /∈ {tn, tn+1, tn+2, tn+3, tn+4}, it
follows from (11) that
xn(t)
=


0, t < tn
Φ(t, tn+l+0)xn(tn+l+0),
tn+l < t < tn+l+1, (l = 0, 1, 2, 3)
Φ(t, tn+4+0)xn(tn+4+0), tn+4 < t.
(12)
Because of the top and bottom lines of (12), yn = hxn
is locally supported as (5) if xn(tn+4+0) = 0. In order
to avoid the trivial case u0,n = u1,n = u2,n = u3,n =
u4,n = 0 that would result in un ≡ yn ≡ 0, let us fix one
of them as u0,n = 1. Then the problem of constructing a
locally supported yn becomes a dead-beat control problem
of finding u1,n, u2,n, u3,n, and u4,n that make the terminal
state dead as
xn(tn+4+0) = 0. (13)
Once the terminal state is controlled to 0, it will stay at 0
forever for t > tn+4 without any beats.
We shall consider two types of state transitions: (i) Those
within each sampling interval (tn+l, tn+l+1), and (ii) one
across each sampling point tn+l.
(i) In the open interval (tn+l, tn+l+1), (11) with v =
tn+l+0 is reduced to
xn(t) = Φ(t, tn+l+0)xn(tn+l+0), l = 0, 1, 2, 3 (14)
because un(t) = 0 for t ∈ (tn+l, tn+l+1). Besides, F (t)
in (10) is a constant matrix
F (t) =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 p2n+l 0

 (15)
because of (3) so that we can calculate the state-transition
matrix by the matrix exponential function [11] as follows:
Φ(t, tn+l+0)
= e
R
t
tn+l+0
F (υ) dυ
=




1 t− tn+l
(t−tn+l)
2
2
(t−tn+l)
3
6
0 1 t− tn+l
(t−tn+l)
2
2
0 0 1 t− tn+l
0 0 0 1


if pn+l = 0


1 t− tn+l
cosh(pn+l(t−tn+l))−2
p2
n+l
0 1 sinh(pn+l(t−tn+l))
pn+l
0 0 cosh(pn+l(t− tn+l))
0 0 pn+l sinh(pn+l(t− tn+l))
sinh(pn+l(t−tn+l))−2pn+l(t−tn+l)
p3
n+l
cosh(pn+l(t−tn+l))−2
p2
n+l
sinh(pn+l(t−tn+l))
pn+l
cosh(pn+l(t− tn+l))


if pn+l > 0.
(16)
In the special case that t = tn+l+1-0, we have the state
transition from xn(tn+l+0) to xn(tn+l+1-0) as follows:
xn(tn+l+1-0) = Φ(tn+l+1-0, tn+l+0)xn(tn+l+0),
l = 0, 1, 2, 3. (17)
The matrix Φ(tn+l+1-0, tn+l+0) can be evaluated by the
right hand side of (16) with t replaced by tn+l+1.
(ii) The state transition from xn(tn+l-0) to xn(tn+l+0)
across the sampling point tn+l, (l = 0, 1, 2, 3, 4) finds a
trouble that F (t) in (10) contains a derivative of the func-
tion p being discontinuous at tn+l as defined by (3). We
had better consider this transition by way of the original
differential equation (7). An equivalent form of (7) is
y(4)n (t)−
d
dt
(
p(t)2y(1)n (t)
)
= un(t) (18)
and its integration gives
y(3)n (t) = p(t)
2y(1)n (t) +
∫ t
tn−0
un(τ)dτ + c, (19)
where c is an integral constant. Substituting tn+l+0 and
tn+l-0 for t of (19), we have
y(3)n (tn+l+0) = p(tn+l+0)
2y(1)n (tn+l+0)
+u0,n + · · ·+ un+l,n + c (20)
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and
y(3)n (tn+l-0) = p(tn+l-0)
2y(1)n (tn+l-0)
+u0,n + · · ·+ un+l−1,n + c, (21)
respectively. Recall that the spline in tension is sought
among the twice-differentiable functions and attend to the
definition (3) of p. Then we can reduce (20) and (21) to
y(3)n (tn+l+0) = p
2
n+ly
(1)
n (tn+l)
+u0,n + · · ·+ un+l,n + c (22)
and
y(3)n (tn+l-0) = p
2
n+l−1y
(1)
n (tn+l)
+u0,n + · · ·+ un+l−1,n + c, (23)
respectively. Subtracting (23) from (22), we have
y(3)(tn+l+0)− y
(3)(tn+l-0)
= (p2n+l − p
2
n+l−1)y
(1)(tn+l) + ul,n, (24)
which tells how to update the state variable y(3) at tn+l
and implies that the other state variables y(2), y(1), and y
are continuous at tn+l. So we can write the state transition
across the sampling point tn+l as follows:
xn(tn+l+0) = Φ(tn+l+0, tn+l-0)xn(tn+l-0) + gul,n,
l = 0, 1, 2, 3, 4, (25)
where
Φ(tn+l+0, tn+l-0) =


1 0 0 0
0 1 0 0
0 0 1 0
0 p2
n+l
− p2
n+l−1
0 1

 . (26)
The two types of state transitions (17) and (25) can be
combined into the recurrence formulae
xn(tn+0) = gu0,n = g,
xn(tn+l+0) = Ψn+lxn(tn+l−1+0) + gul,n,
l = 1, 2, 3, 4, (27)
where we have set
Ψn+l = Φ(tn+l+0, tn+l-0)Φ(tn+l-0, tn+l−1+0),
l = 1, 2, 3, 4, (28)
and used our choice u0,n = 1 and the initial state
x(tn-0) = 0. By these recurrence formulae, we can write
the terminal state as follows:
xn(tn+4+0) = Ψn+4Ψn+3Ψn+2Ψn+1g
+Ψn+4Ψn+3Ψn+2gu1,n
+Ψn+4Ψn+3gu2,n
+Ψn+4gu3,n
+gu4,n. (29)
Then we can determine u1, u2, u3, and u4 that makes the
terminal state xn(tn+4+0) be zero by


u1,n
u2,n
u3,n
u4,n

= − [Ψn+4Ψn+3Ψn+2g Ψn+4Ψn+3g Ψn+4g g]−1
Ψn+4Ψn+3Ψn+2Ψn+1g.
(30)
Existence of the inverse matrix is equivalent to the com-
plete controllability of the sampled-data system with the
impulse control un input. We do not have the condition
in a simpler form due to the complication caused by time-
varying dynamics and non-uniform sampling. Even the
uniform sampling case is yet to be investigated.
For the numerical evaluation of yn, we first compute the
states {xn(tn+l+0)}
3
l=0 by (27) from {ul,n}
4
l=0. Then we
can evaluate yn by
yn(t)=


0, t ≤ tn
hΦ(t, tn+l+0)xn(tn+l+0),
tn+l < t ≤ tn+l+1, (l = 0, 1, 2, 3)
0, tn+4 ≤ t
(31)
and
hΦ(t, tn+l+0)
=


[
1 t− tn+l
(t−tn+l)
2
2
(t−tn+l)
3
6
]
if pn+l = 0
[
1 t− tn+l
cosh(pn+l(t−tn+l))−2
p2
n+l
sinh(pn+l(t−tn+l))−2pn+l(t−tn+l)
p3
n+l
]
if pn+l > 0
(32)
which follow from (12), (16), and the continuity of yn over
the entire domain.
4. Numerical examples
Test data were prepared by concatenating a sampled
smooth curve and a sampled polygonal line. Their interpo-
lation was computed as a linear combination of the locally
supported splines in tension.
The cubic spline interpolation (equivalent to the case
p(t) ≡ 0) is shown in Fig. 1. The cursive part is re-
produced in a good shape but the polygonal part suffers
from inter-sample vibration. The linear spline interpola-
tion (equivalent to the case p(t) → ∞) in Fig. 2 behaves
in the opposite way. Reproduction of the polygonal part
is perfect but there is no smootheness. Interpolation by a
spline in constant tension (p(t) ≡ 10) in Fig. 3 provides
a good compromise between the cubic and linear spline
interpolation. It is fairly smooth and has less vibration.
Some may say that the cursive part is not smooth enough
and rather polygonal in Fig. 3. In this case, we can obtain
a better interpolation by varying the tension in time. Fig-
ure 4 is an interpolation by a spline in piecewise constant
tension. Higher tensions are imposed on the polygonal
part to suppress the vibration. The interpolation is kept
smooth elsewhere. The locally supported splines used to
construct this curve are plotted in Fig. 5 where the plots
are vertically scaled to have a common peak value.
5. Conclusions
Locally supported splines in tension were constructed
where the tension is constant within each sampling inter-
val and variable at the sampling points. They will hope-
fully contribute to the variety of curve drawing modules
in the graphical design tools. Another application may be
image enlargement tools which allow users to put higher
tension manually at the portions where they want to sup-
press ringing effects.
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Figure 1: Interpolation by a cubic spline (p(t) ≡ 0).
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Figure 2: Interpolation by a linear spline (p(t)→∞).
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Figure 3: Interpolation by a spline in constant tension
(p(t) ≡ 10).
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Figure 4: Interpolation by a spline in piecewise constant
tension (p(t) = 0 for the cursive part (t < t4), p(t) = 10
for the straight parts (t4 ≤ t < t6 and t7 ≤ t), and p(t) =
30 for the breaking part (t6 ≤ t < t7) ).
t
t10
y (t)
t9t8t7t6t5t4t3t2t1t0
n
Figure 5: Locally supported splines used to construct the
curve in Fig. 4.
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Abstract:  
This paper reviews the effect of sampling frequency on a 
FFT-based spectral estimator. In signal processing 
applications usually a fix window size is used for 
obtaining the current frame spectral.  
For an application like speech enhancement this accuracy 
of this estimation has a great influence in the quality of 
the system, because listener feeling is very important in 
this subject.  
In our proposed method we divided the well-known 
spectral subtraction method in two phases. Then by using 
different frame sizes that we used in these two phases the 
overall quality of the system has increased in different 
sampling frequencies. 
1. Introduction 
One of the first methods introduced for speech 
enhancement is spectral subtraction. Till now, different 
versions of spectral subtraction have been proposed to 
increase the performance of this method, for example [1, 
2, 3].  
Despite of its high noise removal, it can cause an 
annoying noise called musical noise and hence it can 
reduce overall quality. Musical noise is produced 
because, we don’t have the needed spectra exactly, so we 
have to use their estimations. 
In signal processing applications usually a fix window 
size is used for obtaining the current frame spectral. As 
we know if the frame length is L the frequency 
resolution in Fourier spectral analysis is Fs/L. For 
example if Fs=11025Hz and L=256 then Fs/L is 43Hz 
and this resolution may not be enough for speech signal.  
As we know a clean speech signal consists of some 
sections that have speech and some others that have no 
speech and we call them silences.  
In a noisy speech signal these silence sections have only 
noise and other sections have noisy speech signals. If the 
noise is stationary we can estimate its spectrum in the 
noise sections. 
In spectral subtraction method, after framing the noisy 
speech signal we use a silence detector or a voice activity 
detector for separating noisy speech frames and noise 
frames.  
After that with applying, FFT we have the spectrum of 
each frame. By calculating the average of the noise 
frames spectra we have estimation for noise spectra. 
Now with subtracting this estimation of noise spectrum 
from the spectrum of each noisy speech frames we can 
achieve enhanced speech signal. 
The paper is organized as follows: In section 2 we have a 
review on spectral subtraction method. In section 3 we 
proposed our method and in section 4 we present the 
simulation results. 
2. Spectral Subtraction 
There are many different versions for spectral 
subtraction. In a generalized spectral subtraction [4] we 
have:  
     
 (1) 
 
 
Where )(wS , )(wN  and )(wS
)
 are magnitude 
spectrum of noisy speech, estimation of noise and 
enhanced speech. β  is the oversubtraction factor and γ  
is spectral floor. Both  β  and γ  are adjusted to improve 
the quality of enhanced speech. 
By the assuming that the noise is stationary, a good 
estimation can be resulted by computing the average of 
the noise in silence frames spectra. We called such 
average )(wW .  
In presence of nonstationary noises, an adaptation 
technique can be used. Given an initial value )(0 wW , if 
the current frame is silence, )(wWm  is updated using 
this equation: 
  
(2) 
 
In this formula )(wYm  is the spectrum of current 
silence frame and f is a coefficient called forgetting 
factor. This factor is changed depending on the noise 
changing rate. 
The main problem of spectral subtraction method is the 
production of musical noise. Musical noise is produced 
because we don’t have the exact spectrum of the noise 
signal. 
 
 
⎭⎬⎫⎩⎨⎧ −= )(,))()((max)(
1
wNwNwSwS γβ ααα)
)()()1()( 1 wYfwWfwW mmm +−= −
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3. Proposed Method 
In our method that estimates the spectrum better than the 
basic averaging method, after separating speech and 
silence frames in the noisy signal with a basic analysis 
frame, we can increase the analysis frame length until it 
covers all the current silence frames. As in periodogram 
estimator technique the accuracy improves by increasing 
the number of signal samples, by using this adaptive 
analysis frame length we can have a better spectral 
estimation for noise and noisy signal and so the system 
can produce a better enhanced signal with less musical 
noise. 
As we know if the frame length is L the frequency 
resolution in Fourier spectral analysis is Fs/L. For 
example if Fs=11025Hz and L=256 then Fs/L is 43Hz 
and this resolution may not be enough for speech signal.  
In our method we first apply a SAD algorithm with 
L=256 and L/2=128 points overlap to detect the silence 
frames. Now we can increase the analysis frame length 
until it covers all the current silence frames. By this 
method we have larger window length and hence better 
frequency resolution. If we have several silence areas 
with the new frame length, the average of them is the 
overall noise spectrum. 
By applying such method we have better noise spectrum 
estimation with less musical noises.   
In section 4 we give experimental results that confirm 
this improvement clearly. 
4. Simulation Results 
In this section we explain our simulation. The speech 
signal that used for these tests was chosen from TIMIT 
data base and was pronounced with a female speaker. 
Then this sentence converted to different sampling 
frequencies by cool edit software. All these sentences 
degraded by additive Gaussian white noise, so we can 
have the noisy signal in required SNR, here 5dB.  
For evaluating our method we calculate SNR 
improvement as below. 
If )(ns  is the clean speech, y(n)  the noisy, )(ˆ ns  the 
enhanced signal and w(n) the noise then we have: 
 
)()()( nwnsny +=                 (3) 
 
and the SNR improvement is computed as follows[5]: 
 
    inoutimp SNRSNRSNR −=                              (4) 
In which inSNR  and outSNR are the SNRs for noisy and 
enhanced: 
 
 ∑ ∑ −= 2210 ))()(( )(log10 nsny nsSNRin                 (5)                    
 
∑ ∑ −= 2210 ))()(ˆ( )(log10 nsns nsSNRout                 (6) 
 
 In this experiment a listener listens to the enhanced 
signal and increasesβ  until the musical noise appeares 
in the enhanced signal. At this point, β and SNR 
improvement is recorded. This is done for SNR equal to 
5dB and different frame lengths with 256, 512, 1024 and 
2048 samples.  
This test was evaluated for different sampling 
frequencies equal to 8000Hz, 11025 Hz and 
16000Hz.α is fixed to 1.0 and γ  to 0.0. Note that the 
frame length is 256 in silence detection step.  
Tables 1 to 3 show the results for β  and SNR 
improvement at the appearance of musical noise in the 
enhanced signal for tested SNRs. 
 
2048 1024 512 256              L 
1.44 1.4 1.0 0.8 SNRimp 
0.45 0.25 0.15 0.1 β
Table 1: β  and SNR improvement at the start of 
musical noise (Fs=8000Hz) 
 
 
2048 1024 512 256            L 
3.1 2.3 1.8 1.0 SNRimp 
0.9 0.5 0.3 0.15 β
Table 2: β  and SNR improvement at the start of 
musical noise (Fs=11025Hz) 
 
 
2048 1024 512 256            L 
3.8 3.1 2.3 1.2 SNRimp 
1.0 0.7 0.5 0.2 β
Table 3: β  and SNR improvement at the start of 
musical noise (Fs=16000Hz) 
 
As we can see the SNR improvement is better for longer 
frame lengths in all different sampling frequency rates. 
This show that the musical noise arises from inaccurate 
noise estimation and reduces as the frame length 
increases, and this result is true for different sampling 
frequencies.  
So with a greater frame length, we can choose a 
greaterβ without production of musical noise and by 
increasing it we can have less noise in the enhanced 
signal and then achieve more SNR improvement, too. 
 
 
SAMPTA'09 379
5. Conclusions 
In this paper we studied the effect of sampling frequency 
on a FFT-based spectral estimator. We also proposed an 
improved spectral subtraction method by increasing the 
accuracy of spectral estimator.  
This adaptive estimator can give better spectral 
estimation by increasing the analysis frame length that 
achieves in silence regions.  
In this method for separating silence frames we use a 
basic analyzing frame and for estimation the spectrum 
we use an adaptive frame length that can increase until it 
covers all current silence region. By this method we 
could have a better spectral estimation for noise and 
noisy signal and so the system can produce a better 
enhanced signal with less musical noise. 
 
 
 
 
 
References: 
[1] S. F. Boll, "Suppression of Acoustic Noise in Speech 
using Spectral Subtraction,” IEEE Trans. Acoustics, 
Speech and Signal processing, vol. ASSP-27, No. 2, 
pp. 113-120, 1977. 
[2] H. Hu, F. Kuo, H. Wang, "Supplementary Schemes 
to Spectral Subtraction for Speech Enhancement," 
Speech Communication, 2002. 
[3] H. Gustafsson, S. Nordholm, “Speech Subtraction 
using Reduced Delay Convolution and Adaptive 
Averaging”, IEEE Trans. Speech and Audio 
Processing, vol. 9, No. 8, pp. 799-807, 2001. 
[4]  J. S. Lim, A. V. Oppenheim, "Enhancement and 
Bandwidth Compression of Noisy Speech", 
Proceedings of the IEEE, vol. 67, 1972. 
[5]  S. Ayat, “Enhanced Human-Computer Speech 
Interface Using Wavelet Computing", IEEE 
International Conference on Virtual Environments, 
Human-Computer Interfaces and Measurement 
Systems, 2008. 
 
 
 
SAMPTA'09 380
SAMPTA'09 381
Nonlinear Locally Adaptive Wavelet Filter
Banks
Gerlind Plonka (1) and Stefanie Tenorth (1)
(1) Department of Mathematics, University of Duisburg-Essen, 47048 Duisburg, Germany.
gerlind.plonka@uni-due.de, stefanie.tenorth@uni-due.de
Abstract:
In this paper we introduce a new construction of nonlinear
locally adaptive wavelet filter banks by connecting the lift-
ing scheme with the idea of image smoothing by nonlinear
diffusion methods.
1. Introduction
A crucial problem in data analysis is to construct effi-
cient low-level representations, thereby providing a pre-
cise characterization of features which compose it, such as
edges and texture components. Fortunately, in many rel-
evant applications, the components of given multidimen-
sional data are not independent, and the strong correlation
between neighboring data points can be suitably exploited.
In the two-dimensional case, tensor-product wavelets are
not optimal for representing geometric structures because
their support is not adapted to directional geometric prop-
erties.
Instead of choosing a priori a basis or a frame to approx-
imate the image, one can try to adopt the approximation
scheme to the image geometry. Within the last years, dif-
ferent approaches have been developed in this direction,
see e.g. [1, 4, 5, 7, 10, 12, 13]. In particular, the construc-
tion of non-linear filter banks by the lifting scheme has
been proposed already in [4, 8]. Since that time, there have
been different attempts to construct adaptive and direc-
tional lifting based, invertible transforms for sparse image
representation, see [2, 5, 6, 9, 12]. The lifting scheme for
representation of wavelet filter banks has originally been
suggested and analyzed by Sweldens [16]. It provides a
flexible tool for the construction of new nonlinear wavelet
filter banks. The main feature of lifting is that it provides
an entirely spatial-domain interpretation of the transform.
Besides wavelet shrinkage, other approaches like regular-
ization techniques and PDE-based methods (as nonlinear
diffusion) have been shown to be powerful tools in sig-
nal and image restoration in image processing, e.g., for
denoising purposes. In particular, the choice of nonlin-
ear diffusion filters leads to impressive results by remov-
ing insignificant, small-scale variations while preserving
important features such as discontinuities [3, 11, 17, 18].
In [15], certain connections between explicit discrete one-
dimensional schemes for non-linear diffusion and shift-
invariant Haar wavelet shrinkage have been established.
In this paper we wish to construct a new invertible non-
linear wavelet filter bank by connecting the two concepts
of the lifting scheme and the discrete nonlinear diffusion.
The main goal is to adapt the local geometry of images
suitably, in order to obtain highly efficient sparse image
representations.
2. Lifting and Nonlinear Diffusion
2.1 The Lifting Scheme
The typical lifting scheme consists of three steps: Split,
Predict and Update.
1. Split. Usually, in this step, the given data is split into
even and odd components. Let N ∈ N be of the form
N = 2l r with l, r ∈ N. For a given digital image of the
form a = (a(i, j))N−1i,j=0 ∈ RN×N , we split the data into
the following two sets of equal size,
ae := (ai,j)
N−1
i,j=0,i+j even,
ao := (ai,j)
N−1
i,j=0,i+j odd,
and we denote the components of ae and ao by aei,j and
aoi,j , respectively. The data sets ae and ao split the image
a like a checkerboard.
2. Predict. The goal of the prediction step is to find a
good approximation a˜o of the data ao of the form
a˜o = P1(a
o) + P2(a
e).
Here P1 and P2 can be nonlinear operators. Afterwards,
we consider the residual
do := ao − a˜o = ao − (P1(ao) + P2(ae)).
We have to assume that the mapping (ae, ao) 7→ (ae, do)
is invertible, i.e., the operator I−P1 needs to be invertible
for arbitrary data ao. The operators P1 and P2 need to be
chosen such that the residual do is very small.
3. Update. In the third step, we aim to find a smoothed
approximation of the data ae that can be regarded as a low-
pass filtered and subsampled version of the original image
a. The general update has the form
a˜e := U1(d
o) + U2(a
e)
with (possibly nonlinear) operators U1 and U2, where we
again want to assume the invertibility of the mapping
SAMPTA'09 382
(ae, do) 7→ (a˜e, do), i.e., U2 is assumed to be invertible
such that
ae = U−12 (a˜
e − U1(do)).
The complete scheme is illustrated in Figure 1.
I − P1
−P2
+
U2 +
U1a
a
e
a
o
a˜
e
d
o
Figure 1: Illustration of the nonlinear filter bank using the
lifting scheme.
2.2 Nonlinear Diffusion
The nonlinear diffusion has been shown to be a very suc-
cessful model for image denoising. For Ω = (0, N1) ×
(0, N1) we consider the diffusion equation
∂u
∂t
= div
(
g(|∇u|)∇u
)
on Ω× (0,∞) (1)
with a given noisy image a as initial state
u(x, 0) = a(x), x ∈ Ω
and with Neumann boundary conditions ∂u∂n = 0 on ∂Ω.
Here, ∇u = (ux1 , ux2)T = (∂u/∂x1, ∂u/∂x2)T denotes
the gradient of u, and |∇u| := √u2x1 + u2x2 .
The time t in (1) is a scale parameter. Increasing t cor-
responds to stronger filtering. The diffusivity function
g(|∇u|) is a non-negative function that determines the
amount of diffusion. It is decreasing in |∇u| in order to
ensure that strong edges are hardly blurred by the dif-
fusion filter while small variations (noise) are smoothed
much stronger. Frequently used bounded diffusivities are
the Perona-Malik diffusivity
g(x) :=
1
1 + x2/λ2
,
or the Weickert diffusivity
g(x) :=
{
1 x = 0,
1− exp
(
−3.315
(x/λ)4
)
x > 0,
see [14, 17]. One may also take a “robust” diffusivity of
the form
g(x) :=
{
1 0 ≤ x < θ,
0 |x| ≥ θ,
as it has been used in [14] with a suitably chosen threshold
θ.
Replacing g(|∇u|) by g(|∇uσ|), where uσ denotes the
slightly smoothed image by convolution with the Gaus-
sian kernel, uσ := Kσ ⋆ u, existence and uniqueness of a
solution of (1) have been shown in [3].
For application of the diffusion approach to digital images
we follow [11] and replace (1) by the following slightly
modified equation
∂u
∂t
= ∂x1(g(|∂x1u|) ∂x1u) + ∂x2(g(|∂x2u|) ∂x2u).
We use a discretization of the form
uk+1ij − ukij
τ
= g(|uki+1,j − uki,j |)(uki+1,j − uki,j)
−g(|uki,j − uki−1,j |)(uki,j − uki−1,j)
+g(|uki,j+1 − uki,j |)(uki,j+1 − uki,j)
−g(|uki,j − uki,j−1|)(uki,j − uki,j−1), (2)
where u0i,j := aij for i, j = 0, . . . , N−1. Here, k denotes
the iteration step and τ is the step size of time discretiza-
tion. In our numerical examples we will use the step size
τ = 1/4.
3. The Nonlinear Diffusion Filter Bank
Now we want to apply the nonlinear diffusion filter for
the construction of prediction and update operators in the
lifting scheme, in order to obtain a new sparse represen-
tation of images. The nonlinear filter bank should satisfy
the following demands.
1. For linear (bivariate) polynomials, the residual do found
in the prediction step should vanish. This condition is
equivalent with two vanishing moments of the high-pass
filter in a wavelet filter bank.
2. Near discontinuities (edges) of u, the residual do should
remain small.
3. The data a˜e should be a suitable (downsampled) ap-
proximation of the image a with good low-pass filter prop-
erties in smooth areas of a and without blurring of edges.
3.1 Choice of the Prediction Operator
Using equation (2) with the notations aoi,j := u0i,j , a˜oi,j :=
u1i,j for i+ j odd, and aei,j = u0i,j for i+ j even, we obtain
a˜oi,j = a
o
i,j + τ
[
g(|aei+1,j − aoi,j |)(aei+1,j − aoi,j)
+ g(|aei−1,j − aoi,j |)(aei−1,j − aoi,j)
+ g(|aei,j+1 − aoi,j |)(aei,j+1 − aoi,j)
+ g(|aei,j−1 − aoi,j |)(aei,j−1 − aoi,j)
]
.
A prediction could now be of the form
doi,j = a
o
i,j − a˜oi,j
= −τ
[ 1∑
µ,ν=−1
|µ|+|ν|=1
g(|aei+µ,j+ν − aoi,j |)(aei+µ,j+ν − aoi,j)
]
.
Unfortunately, with this coice of prediction the desired in-
vertibility of the mapping (ae, ao) 7→ (ae, do) is not guar-
anteed since the nonlinear diffusion g depends on the data
aoi,j . Therefore, we replace the values aoi,j that are used for
the computation of the function values of g by the median
of its four direct neighbors,
aoi,j≈median {aei,j+1, aei,j−1, aei+1,j , aei−1,j}:= med aoi,j .
A normalization with
gij :=
1∑
µ,ν=−1
|µ|+|ν|=1
g(|aei+µ,j+ν −med aoi,j |)
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now yields the prediction
doi,j :=
−τ
gij
1∑
µ,ν=−1
|µ|+|ν|=1
g(|aei+µ,j+ν−med aoi,j |)(aei+µ,j+ν− aoi,j)
= τaoi,j − τgij
1∑
µ,ν=−1
|µ|+|ν|=1
g(|aei+µ,j+ν−med aoi,j |) aei+µ,j+ν .
Now,the invertibility of the prediction is ensured for τ > 0
and we have
aoi,j =
doi,j
τ +
1
gij
1∑
µ,ν=−1
|µ|+|ν|=1
g(|aei+µ,j+ν−med aoi,j |)aei+µ,j+ν .
Observe that the term gij is positive for all i, j if we take
Perona-Malik diffusivity or Weickert diffusivity. At the
boundary of the image, where not all four neighbors of a
data point are given, we slightly change the operator and
use only the three available neighbors in the sum (or even
only two neighbors at a vertex). Because of the normal-
ization with the (correspondingly defined constants gij)
the properties of the prediction operator will not change.
3.2 Choice of the Update Operator
As update operator we simply apply a linear operator of
the form
a˜ei,j =
√
2aei,j +
1
4 (d
o
i+1,j + d
o
i−1,j + d
o
i,j+1 + d
o
i,j−1).
Invertibility is obviously satisfied and we find
aei,j =
1√
2
(
a˜ei,j − 14 (doi+1,j + doi−1,j + doi,j+1 + doi,j−1)
)
.
At the boundary, where aei,j has only three neighbors, we
slightly change the operator. For example, for 0 < i <
N − 1 and j = 0, we take
a˜ei,0 :=
√
2aei,0 +
1
3 (d
o
i+1,0 + d
o
i−1,0 + d
o
i,1),
etc.. Analogously, at vertices, only two neighbors are
taken into account.
Observe that the low-pass filtered values a˜ei,j are amplified
by
√
2 here (as it is usual also for orthogonal wavelet filter
banks).
3.3 Iterative Application of the Filter Bank
In order to obtain a suitable sparse representation of the
digital image a, we now iteratively apply the nonlinear
filter bank described above, and we use a hard threshold
procedure to suppress small residual values doi,j .
After the first application of the filter bank, the (small)
residual data doi,j , i, j = 0, . . . , N − 1, i + j odd, are
stored and we consider only the N2/2 values a˜ei,j , i, j =
0, . . . , N − 1, i + j even. For a second application of
the filter bank to a˜ei,j , we rename these data by a
(1)
k,l :=
a˜ek−l,k+l, where k = 0, . . . , N −1 and l = −min{k,N −
1− k}, . . . ,min{k,N − 1− k}, and apply the filters now
to this data set, etc..
As usual, the complete procedure involves the following
three steps. First, we decompose the image by an iterative
application of the diffusion filter bank. Secondly, we apply
the shrinkage function
Sθ(x) :=
{
x |x| ≥ θ,
0 |x| < θ,
to the residual coefficients. In our numerical experiments
we will take a level-independent threshold θ. Finally, we
reconstruct the image with the modified residual coeffi-
cients.
4. Properties of the Diffusion Filter Bank
We can show the following
Theorem 1.
Let g be a diffusivity function satisfying 0 < g(|x|) ≤ 1
for x ∈ R. The diffusion filter bank determined in Section
3 reproduces linear polynomials.
Proof. We consider a linear polynomial of the form
a(x1, x2) = a0 + b0x1 + c0x2, a0, b0, c0 ∈ R.
Let the digital image now be given by
ai,j = a(ih, jh) = a0 + b0 ih + c0 jh.
Then we obtain for data that are not at the boundary
med aoi,j = median {a0 + b0(i− 1)h + c0jh, a0 +
b0(i + 1)h + c0jh, a0 + b0ih + c0(j − 1)h,
a0 + b0ih + c0(j + 1)h}
= a0 + b0ih + c0jh +
median {−b0h, b0h,−c0h, c0h}
= a0 + b0ih + c0jh = a
o
i,j
and
doi,j =
−τ
gij
1∑
µ,ν=−1
|µ|+|ν|=1
g(|aei+µ,j+ν− aoi,j |)(aei+µ,j+ν− aoi,j)
= −τgij
[
g(b0h)(a
e
i+1,j + a
e
i−1,j − 2aoi,j)
+g(c0h)(a
e
i,j+1 + a
e
i,j−1 − 2aoi,j)
]
= 0.
Hence the prediction operator leads to doi,j = 0 and the
update yields a˜ei,j =
√
2aei,j for all i, j with i + j even.
¤
Further, one can show in case studies, that the proposed fil-
ter bank behaves well at vertical, horizontal and diagonal
edges, i.e., the obtained residual values using the nonlinear
prediction operator remain to be small.
5. Numerical Results
We apply the above described nonlinear diffusion filter
bank in order to achieve sparse image representations.
In the experiment, we consider the monarch image. We
use the Perona-Malik diffusivity with λ = 28 and with
τ = 0.25. We apply 8 levels of the nonlinear filter bank,
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Figure 2: Original image Monarch (left), sparse image representation with 449 coefficients using the proposed nonlinear
diffusion filter bank (middle) and the biorthogonal filter bank with 7-9 filter (right).
i.e., there will remain 16 low-pass coefficients. For thresh-
olding we use the hard shrinkage function with θ = 13.
In Figure 2(left), we present the original image. Figure
2(middle) shows the obtained compressed image with 449
remaining coefficients using the new diffusion filter bank.
For comparison, we apply 8 decomposition levels of the
two-dimensional biorthogonal wavelet shrinkage with the
7−9 filter with the same number of 449 remaining nonzero
coefficients, see Figure 2(right). As we can see, the non-
linear filter bank not only gives an optically better result
but also achieves a better PSNR value (26.41 dB) while
the biorthogonal filter bank achieves a PSNR of 24.73 dB.
We remark that our method is especially designed for con-
structing efficient low-level representations and does not
work well for image denoising.
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