Test set of GP models for conversion and d.e.
The developed surrogate model, trained on reaction outcomes of the 25 solvents shown in Figure 2 , and using descriptors of model 1 (see Table 1 ), was used to predict outcomes on a test set of 9 separate solvents selected at random from the initial human-selected set, see Figure S1 .
Then a new surrogate model was trained on further data -the outcomes of the algorithmidentified experimentally tested solvents dibutyl amine, methyl octanoate, eucalyptol, and ethyl acetate -showing that the predictive performance has gone from poor ( Figure S1 , test set of algorithm trained on 25 initial data) to excellent ( Figure S2 , model trained on 29 data, 25 initial + first suggested 4) through retraining on the new data suggested. showing that the model is better than the initial model predictions using Model 1. Figure S4 shows model predictions using Model 4. Figure S9 . σ-profiles of the mixtures as a linear combination of pure component profiles.
New solvents identified using TS-EMO, and outcomes

Figure S10. Visualisation of conversion (%) in different solvents (data points) vs. t1 and t2.
CONFIDENTIAL S10 TPOT result:
TPOT suggested recipes and outcomes
• Best pipeline: GradientBoostingClassifier(input_matrix, learning_rate=0.1, max_depth=3, max_features=0.35, min_samples_leaf=9, min_samples_split=4, n_estimators=100, subsample=1.0).
• Classification accuracy based on 10-fold cross validation: 0.73 TPOT result:
• GradientBoostingClassifier(OneHotEncoder(input_matrix, minimum_fraction=0.1, sparse=False), learning_rate=0.1, max_depth=2, max_features=1.0, min_samples_leaf=19, min_samples_split=15, n_estimators=100, subsample=0.75) • Classification accuracy based on 10-fold cross validation: 0.94 
