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The interaction of turbulent wakes with one another and with the adjacent fluid di-
rectly impacts the generation of electricity in wind turbine arrays. Computational mo-
deling is well suited to the repeated iterations of data generation that may be required
to inform understanding of the function of wind farms as well as to develop control
schemes for plant function. In order to perform such computational studies, a sim-
plified model of the turbine must be implemented. One of the most computationally
efficient parametrizations of the blade utilizes a stationary disk which has a prescribed
drag and produces a wake. However, since accurate estimates of wake properties and
the interaction with the surrounding fluid is critical to the function of wind farms, a
comparison of the wakes emitted from a stationary disk model should be compared
to that of a model with a rotating blade. Toward this end, an array of model rotating
wind turbines is compared experimentally to an array of static porous disks. Stereo
particle image velocimetry measurements are done in a wind tunnel bracketing the
center turbine in the fourth row of a 4×3 array of model turbines. Equivalent sets of ro-
tors and porous disks are created by matching their respective induction factors. The
similarities and differences in the wakes between these two cases are explored using
time-averaged statistics. The primary difference in the mean velocity components was
ii
found in the spanwise mean velocity component, which is much as 190% different bet-
ween the rotor and disk cases. Conditional averaging of mean kinetic energy transport
in wake from these two models reveals that a differing mechanism is responsible for the
entrainment of mean kinetic energy in the near wake. In contrast, results imply that the
stationary porous disk adequately represents the mean kinetic energy transport of a ro-
tor in the far wake where rotation is less important. Proper orthogonal decomposition
and analysis of the invariants of the Reynolds stress anisotropy tensor is done in order
to examine large scale structure of the flow and characterize the turbulent wake produ-
ced by the porous disks and rotors. The spatial coherence uncovered via the proper ort-
hogonal decomposition in the rotor case and its absence in the disk case suggests cau-
tion should be employed when applying stationary disk parametrization to research
questions that are heavily dependent on flow structure. Motivated by questions on the
impact of freestream turbulence on wakes in wind energy, a study of pairs of cylinders
subject to varying levels of inflow turbulence is undertaken. Time-averaged statistics
show a modification of the symmetry and development of the wakes originating from
the pairs of cylinders in response to freestream turbulence. Recurrence-based phase
averaging allowws examination of the many configurations of the wake and the modi-
fication of these topologies due to varying inflow turbulence. Results show the changes
in vortex shedding synchronization as well as large scale cross stream advection in re-
sponse to elevated levels of incoming turbulence.
iii
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Looming climate change and ever increasing interest in preserving the environment
have heightened the emphasis on renewable technologies for power generation. Energy
harvesting via arrays of wind turbines has become a widely adopted form of clean
energy production. Furthermore, power production capacity from wind energy conti-
nues to increase as new wind turbines and wind turbine arrays are installed worldwide.
The installed wind energy capacity installed worldwide nearly doubled between 2012
and 2016 with a growth of 13% between 2015 and 2016 alone [1]. In the United States,
the governmental policy aims to produce of 20% of the nation’s energy needs from wind
by 2030 and 35% by 2050 [2]which will require a substantial number of new wind farm
installations. Continued growth in the wind energy sector is projected to be 11-15%
annually through 2020 assuming no major changes in worldwide policy.
Fluid mechanics is uniquely poised as a discipline to address questions and provide
additional insight into issues in wind energy. Research problems arising directly from
wind energy and those inspired by wind energy abound. Relevant research runs the
2
gamut from applied investigations of the dynamic stall on pitching airfoils to funda-
mental topics such as the development of turbulent boundary layers subject to impo-
sed pressure gradients and freestream turbulence. A key issue directly influencing the
generation of energy in wind farms is wake remediation since most turbines, excluding
those at the periphery of the farm, are impacted by the wakes of upstream turbines.
1.2 Technical Background
1.2.1 Mean kinetic energy transport in modeling of turbine rotors as stationary
disks
The power production capacity from wind energy continues to increase as new wind
turbines and wind turbine arrays are installed worldwide [3]. Wind turbine wakes can
persist more than fifteen rotor diameters (D) downstream of wind turbines [4], while
the spacing in many operational wind farms is much less than this distance and hence
many turbines are influenced by the wake of neighboring turbines. Thus, in a wind
farm, the wakes of upstream turbines affect the power production [5],[6], dynamic loa-
ding [7], and fatigue characteristics [8] of turbines downstream. Wind turbine wakes in
wind turbine arrays also interact with the atmospheric boundary layer (ABL) which, in
turn, affects the surface heat flux [9] from the earth in the vicinity of the turbines and,
in large farms, may influence local micrometerology [10]. Since wind turbine wakes
are key in all of these phenomena, from power production to atmospheric influence,
it is critical to understand and predict these wakes.
Both experimental measurements and computational fluid dynamics (CFD) work
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have contributed to the understanding of wind turbine wakes as well as the ability to
predict such flows [11]. Among computational codes based on the Navier-Stokes equa-
tions, turbulence models based on Reynolds Averaged Navier Stokes (RANS) as well as
Large Eddy Simulations (LES) are the current state-of-the-art for flows involving wind
turbines and wind farms [12]. In addition to a turbulence model, a model for the wind
turbine rotor is needed in CFD simulations. Two such turbine models are the actua-
tor disk (AD) model and the actuator line (AL) model [13]. In computational work, the
calculated data is influenced by both the turbulence model and rotor model used to
generate it.
Studies have been performed to compare different turbine models used in com-
putational simulations to determine their impact on the resulting computed data. Wu
and Porté-Agel [14] compared LES simulations of two different AD models to a physical
wind turbine model in a wind tunnel. Both AD models resulted in flow fields that dif-
fered dramatically from one another and from the measured wind tunnel turbine mo-
del in the near wake. The mean velocity components of all three cases became quite
similar by five rotor diameters downstream while turbulence intensity and Reynolds
shear stress still showed discrepancies until 10D and 20D downstream, respectively.
Martínez-Tossas et al. [15] compared LES simulations of an AD model and AL model
with wind tunnel measurements of a model turbine having a rotor with the same airfoil
profile. While the mean velocity profiles of the AD and AL models were nearly the same
in the near wake, they differed from the wake of the wind tunnel model directly down-
stream of the turbine. Power production estimates of the two turbine computational
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models differed by less than 1%.
In the wind energy context, it is difficult to create equivalent computational simula-
tions and wind tunnel simulations for comparison [16]. Some of these challenges arise
during the calculation of the turbine model parameters to be used in the CFD simula-
tion due to uncertainty in the physical blade profile [17], [18]. Such issues have motiva-
ted the use of physical experiments to compare the wakes from actuator disk modeled
turbines with those from turbines modeled using rotors. Wind tunnel measurements
by Aubrun et al. [19] performed utilizing hot-wire anemometry compared the physical
equivalent of an actuator disk, a stationary porous disk, with a matched turbine model
having a three-bladed rotor under two inflow conditions. The mean streamwise velo-
city as well as the skewness and kurtosis of the streamwise velocity between the porous
disk and rotor display the most significant disparities in the near wake. However, by
three diameters downstream, they became nearly the same. Lignarolo et al. [20] used
stereo particle image velocimetry (PIV) to measure the wake between 0.1D and 2.2D
downstream of a porous disk and matched model wind turbine rotor in a wind tunnel
with uniform inflow. The greatest differences in the flow characteristics were found
at small downstream distances. However, by 2.2D downstream, the axial velocity and
all three components of the turbulence intensity were nearly identical. Of the quanti-
ties compared, the greatest disparities between rotor and disk cases were in the mean
kinetic energy transport at the turbine model edge.
Single wind turbines and turbines at the periphery of wind farms function diffe-
rently than those positioned within a wind turbine array [5], [21]. This has made it
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necessary to conduct studies on model wind turbine arrays (e.g., [22], [23]) to augment
knowledge gained from work done on single turbines. Similarly, studies are needed to
compare the flow fields from an array of porous disks with an array of model turbines
having rotors.
1.2.2 Proper orthogonal decomposition in wind energy contexts
The proper orthogonal decomposition (POD) is a well established technique used to
analyze the flow structure of turbulent flows and which sorts such structures based on
their energetic importance [24, 25]. The method was introduced to the fluid mechanics
community by Lumley [26] and Sirovich later put forth the Snapshot POD which is bet-
ter suited to spatially dense but temporally sparse data [27]. The POD, in comparison
to other types of modal decompositions, is able to represent the maximum turbulence
kinetic energy (TKE) using the least number of modes and it is thus optimal in the le-
ast squares sense. Since the POD orders modes based on energetic content, organized
motions that represent little energy and may not be significant in the statistical sense
but may be of dynamic importance may be confined to high rank modes.
While POD has been applied to analyze a large variety of turbulent flows, it has been
employed on several occasions in the context of wind energy. Andersen simulated an
infinitely long column of turbines and employed POD to analyze a slice of the velocity
field parallel to the plane of the rotor [28]. The extracted planar velocity field illustrated
the meandering of the wake shed from upstream turbines. The spatial organization of
the streamwise velocity component of low rank POD modes displayed the rotational
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symmetry typical of axisymmetric flows. Using the same simulation, Andersen et al. la-
ter used POD as the basis of a reduced order model of this infinite turbine column [29].
A very large turbine array immersed in the atmospheric boundary layer was simulated
by VerHulst and Meneveau using an actuator disc method and the mean kinetic energy
entrainment was studied via POD [30]. Counter-rotating vortex pairs in the air aloft of
the array accounted for the bulk of the turbulent kinetic energy and were responsible
for more than 14% of the mean kinetic energy entrained.
A simulation of a single wind turbine in the atmospheric boundary layer was repor-
ted by Bastine et al. [31]. Spatial modes are roughly rotationally symmetric despite the
presence of the atmospheric boundary layer in the simulation. Furthermore, the velo-
city field, energy flux, and torque are reconstructed and the most appropriate number
of modes to employ in reconstructions varies depending on the quantity being recon-
structed. Hamilton et al. performed wind tunnel measurements on aligned and stag-
gered wind turbine arrays finding that about 1% of the total modes were needed to
adequately reconstruct TKE production and flux of TKE. In addition, as modes used in
the reconstructions increased, the residual between the reconstructed flow field and
measured flow field was spatially dependent. Hamilton et al. performed two iterati-
ons of POD on a wake of a turbine within the fully developed wind turbine boundary
layer in order to describe the sub-modal organization and arrived at a correction pro-
cedure for a low order reconstruction of the Reynolds stress tensor [32]. Andersen et al.
used an actuator line method to simulate a very large wind farm and applied POD in
order to determine the length scales relevant to mean kinetic energy entrainment [33].
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At the top tip of the turbine, the largest length scales relevant to mean kinetic energy
entrainment were found to be on the order of the turbine spacing.
1.2.3 Invariants of the Reynolds stress anisotropy tensor in wind energy contexts
The Reynolds stress anisotropy tensor has been used as a key part of computational
models. The Rotta model prescribes a linear return to isotropy [34] and forms the basis
of second order models in which the return-to-isotropy term mediates the exchange of
turbulence kinetic energy [35, 36]. Invariants of the Reynolds stress anisotropy tensor
have been used explicitly in some subgrid scale models [37] in LES. In recent tuning-
free LES models, a correlation has been observed between model coefficient and the
presence of anisotropy [14]. The Reynolds stress anisotropy tensor and its invariants
remain a important part of contemporary Reynolds stress and engineering models [38,
39, 40].
In addition to its uses in computational work, the Reynolds stress anisotropy ten-
sor has been used as a means to provide a detailed characterization of turbulent flow
fields in diverse applications. Such applications include rough wall boundary layers
[41, 42], geophysical flows [43], drag reduction via polymer additives [44], pipe flow [45],
stratified mixing layers [46] and flow influenced by wall section [47]. Using an explicit
algebraic model, Gomez-Elvira et al. studied the anisotropy, turbulence intensity, and
Reynolds stresses in the near wake of a wind turbine [48]. The degree of anisotropy was
found to reach a maximum in the shear layer of the wake and the flow became more
isotropic with increased downstream distance [48]. The near wake of a model hori-
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zontal axis tidal turbine was experimentally studied by Tedds et al. [49]. A high degree
of anisotropy throughout the tidal turbine wake was found at downstream distances
of 1D and 2D and a decay in the magnitude of anisotropy was observed with increa-
sing downstream distance. Hamilton et al. performed wind tunnel measurements on
wind turbine arrays and characterized the anisotropy in the wakes of co-rotating ver-
sus counter rotating turbines [6]. The maximum magnitude of anisotropy found in all
cases was in the near wake at wall-normal heights corresponding to the rotor top tip.
Regions of the wake associated with a high degree of mean kinetic energy flux also had
elevated anisotropy.
1.2.4 Flow regimes for side-by-side cylinders and the impact of freestream turbu-
lence on cylinders
The flow around circular cylinders holds both fundamental interest as well as being
a common feature in engineering applications. Fundamental features of interest in-
clude boundary layer development under pressure gradients, separating shear layers
as well as the Kelvin Helmholtz instability and all of these features inform the charac-
teristics of the resulting wake which is distinguished by vortex streets [50]. Engineer-
ing applications include structural elements such as cables and struts, heat exchan-
gers, and oil pipelines. Despite a large body of work utilizing inflows with low levels
of freestream turbulence, many applications exhibit significant amounts of incoming
turbulence although the influence of freestream turbulence has received less atten-
tion. Furthermore, the phenomena that are characteristic of the flow around cylinders
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such as boundary layer development [51], shear layer attributes [52], vortex induced
vibrations [53], and vortex decay [54] have been found to be affected by freestream tur-
bulence. Engineering applications may include groups or pairs of cylinders adding
interactions amongst the resulting wakes to the list of interesting features from a flow
physics standpoint. While pairs of cylinders may be positioned in several orientations,
the impact of freestream turbulence on the wakes in the often seen arrangement of
side-by-side cylinders is the focus herein.
With low turbulence intensity inflows of less than approximately 1%, several flow
regimes for pairs of side-by-side cylinders in cross flow have been found [55, 56]. These
flow patterns are largely dependent on the center-to-center distance between the pair
of cylinders normalized by the diameter of the cylinder, T /D . However, the specific va-
lues of T /D that serve as boundaries between regimes vary slightly with the Reynolds
number and the specifics of the experimental conditions [57, 58].
At values of T /D . 1.2, the pair of cylinders behave as if they are one bluff body
and produce a wake consisting of single vortex street. At larger center-to-center dis-
tances of 1.2 . T /D . 2, the wake arising from the pair of cylinders is characterized
by having one large, dominant wake which produces a vortex street while the other
cylinder exhibits a smaller wake toward which the flow from the gap between the cy-
linders is deflected. This flow pattern has been observed in some cases to be biased in
a fixed direction [55] while in other cases may switch between the two cylinders [59].
The cause of this biased flow and its switching has been investigated computationally
in low Reynolds number conditions where results suggest that the phenomena arises
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from a secondary instability [60, 61]. Although a different mechanism may be responsi-
ble for biased flow in higher Reynolds number conditions, it can be suggested that such
a flow pattern does not arise from an erroneous alignment of the pair of cylinders. As
the center-to-center distance between the two cylinders increases further to T /D & 2,
two parallel wakes consisting of vortex streets have been observed. Near T /D ≈ 2,
there may be some degree of deflection of the gap flow detected although the specific
range where this occurs is study dependent (see for example, [55, 62]). Vortex shedding
in these two parallel wakes are generally coordinated and shedding between the two
cylinders may be in phase or anti-phase. Experiments done at low Reynolds number
indicate that in-phase shedding is less stable than the anti-phase case [63]. Ant-iphase
shedding prevails at lower values of T /D while the prevalence of in-phase shedding
increases as the spacing between the cylinders grows [62].
The impact of freestream turbulence on the wake of side-by-side cylinder is an open
question of particular significance given the commonplace occurrence of turbulent
inflow conditions in engineering applications. Limited work has been done on the
influence on several aspects of the bluff body flow although emphasis has been placed
on changes in the Strouhal number and aerodynamic characteristics. Studies on the
impact of turbulence intensity on the flow fields in the wake of side-by-side cylinder
are conspicuously absent. Bearman and Morel reviewed early work on the effects of
freestream turbulence on bluff bodies [51]. This review emphasized the accelerated
transition to turbulence based on flat plate boundary layer studies which explains the
upward shift observed for cylinders in the critical Reynolds number as well as changes
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in the aerodynamic characteristics of bluff bodies subject to turbulent inflow. Bearman
speculated that increased wake width growth, entrainment, and mixing would result
from increased freestream turbulence based on analogy with plane mixing layers [51].
Norberg studied the influence of freestream turbulence on a single cylinder where
the inflows studied had turbulence intensities of 4.1% or below [64] finding that the
Strouhal number and root mean square (RMS) pressures were dependent on the tur-
bulence intensity of the inflow. This impact on the Strouhal number suggests that
the freestream turbulence leads to changes in vortex shedding. Blackburn and Mel-
bourne [65] studied the sectional lift characteristics of a single cylinder over a range of
inflow turbulence intensities of 0.6% to 18% over a range of Reynolds numbers ranging
from critical to transcritical. Low intensity differences caused transition to occur at lo-
wer R e than in smooth inflow and only small differences were observed on sectional
lift in transcritical flow. In supercritical flow, for low turbulence intensity (T u%), no
organized vortex shedding occurred although at the highest turbulence intensity, 18%,
evidence was consistent with reestablished organized vortex shedding. The develop-
ment of the shear layer from a cylinder subject to four levels of freestream turbulence
with 0.25% ≤ T u% ≤ 6.2% was investigated by Khabbouchi et al. [52]. Khabbouchi et
al. concluded that increasing turbulence intensity mimics the effect of increasing R e
which mirrors the conclusions of early work on the aerodynamics of cylinders subject
to freestream turbulence. Specifically, Khabbouchi et al. found that as T u% increases,
the shear layer width correspondingly grows, shear layer transition point moves closer
to the separation point and vortex pairing within the shear layer is inhibited. Furt-
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hermore, at the highest levels of T u% surveyed, the separation bubble in the cylinder
wake shifted closer to the cylinder itself.
1.2.5 Conditional averaging based on phase
Conditional averaging of bluff body flows based on phase is a useful tool in analyzing
this and other classes of periodic flows. As such, phase averaging has been used in the
characterization of the wakes of single cylinders [66] and, less commonly, in the study
of wakes of pairs of cylinders [59]. Some conditions however, disrupt the typical con-
sistency of vortex shedding such as the cylinder-to-cylinder distance in pairs of side-
by-side cylinders in crossflow [62]which introduces challenges to the phase averaging
of these flows. In such cases, the semi-periodic vortex shedding could be characteri-
zed in addition to characterization of the events in the intervening segments of flow.
The present work on the influence of freestream turbulence on the wakes produced by
pairs of side-by-side cylinders is a scenario where such perturbations in the periodic
characteristics of the wakes are present, leading to challenges in phase averaging.
A variety of techniques have been utilized in the study of turbulent flows for con-
ditional averaging which vary in the quantity being averaged and the events used to
condition the averaging process [67]. A common characteristic of conditional aver-
aging is that approaches rely on the premise that even in highly irregular flow, there
are recurring events [68]. Procedures using a pointwise approach employ a reference
signal measured at a point that is used to characterize the phase of the process. For ex-
ample, in the context of conditionally averaging velocity fields based on phase, Cant-
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well and Coles used a reference hotwire anemometry probe to characterize phase in
addition to the main probe used to characterize the flow field and the signal from the
reference probe aided in binning the measurements from the main probe after measu-
rements were complete [66]. Perrin et al. [69] used the pressure signal from taps on the
surface of the cylinder in order to characterize the phase. The procedure involving the
Hilbert Transform was employed in order to post process the pressure measurements
to determine phase thereby binning velocity measurements a posteriori. On the one
hand, pointwise approaches offer a straightforward experimental setup and analysis.
However, pointwise procedures require a priori knowledge of the flow field in order to
determine an appropriate location to detect the phase of the flow field. The absence
of such foreknowledge may require several iterations of the reference signal setup to
obtain information regarding the appropriate location to acquire the reference signal.
Furthermore, variations in the behavior of the flow at the reference location may cause
phase jitter, a mischaracterization of the phase leading to inappropriate grouping of
realizations during the averaging process [70].
In contrast to such pointwise phase averaging procedures which use only a single
point to garner phase information in order to conditionally average based on phase, ot-
her methods exploit the entire flow field in order to characterize phase. For time resol-
ved particle image velocimetry (PIV) measurements downstream of a single cylinder,
Yu et al. used the cross-correlation between fluctuations over the entire flow for succes-
sive measurements in order assess which measurements were of the same phase [71].
Konstantinadis took a similar approach by computing cross correlations amongst in-
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stantaneous PIV velocity fields that were not time resolved although the technique in-
volved the iterative grouping of measurements and thresholding steps [72].
In addition to cross-correlation, more elaborate mathematical methods have been
applied to give a more global classification of the phase of the flow field. For exam-
ple, Baj et al. employed optimal mode decomposition (OMD) in order to characterize
phase in a multiscale flow arising from a series of bars that differed in size. Measure-
ments with time resolution are required for this OMD technique. Van Oudheusden et
al. [73] took advantage of the first and second time coefficients from the proper ort-
hogonal decomposition (POD) to phase average the wake of single square cylinder
using PIV measurements collected well below the shedding frequency. Ostermann et
al. compared six methods which included pointwise as well as global approaches in or-
der to phase average PIV measurements of a fluidic oscillator. The methods compared
included pointwise procedures as well the POD method introduced by van Oudheus-
den and a two-stage POD approach that is an extension of the first method. Both POD
methods were found suitable and require that the first two POD modes used in phase
characterization contain the bulk of the energy of the flow in order to be effective.
In the context of dynamical systems, Eckmann [74] introduced recurrence plots and
recurrence quantification of reconstructed phase portraits wherein the components
of the phase space vectors are scalars originating from measurements. This technique
has since been further developed and applied to a variety of fields from computational
biology to geophysics [75]. Within fluid mechanics, Lardeau et al. [76] analyzed the
phase space trajectories of several flows including a plane mixing layer and the flow
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over a bump. Lardeau et al. constructed phase space vectors from the time coefficients
obtained from the POD and, notably, any number of the measured coefficients can be
exploited in the formulation of the phase space vectors. Mulleners and Rütten [77]
utilized recurrence in order to phase average the intermittent vortex shedding from an
airfoil. As in the work by Lardeau et al., Mulleners and Rütten constructed phase space
vectors from the POD time coefficients. Although only two coefficients were utilized,
the authors noted the potential to apply as many coefficients as needed.
1.2.6 Proper orthogonal decomposition in the context of cylinders
Proper orthogonal decomposition is not only an intermediary step in conditional aver-
aging approaches, POD has been utilized as an analysis technique in its own right. In
the analysis of turbulent flows, POD has been used chiefly as a method to identify and
rank flow features by energetic content [24]. Since POD sorts modes based on energy,
POD produces the optimal basis in the least squares sense such that the maximal tur-
bulent kinetic energy is represented with the fewest modes in comparison to other ty-
pes of decomposition methods. The kernel of the POD may be composed of the mean-
centered fluctuating velocity although the kernel of the decomposition may consist
of other quantities including the mean centered fluctuating vorticity. Tang et al. [78]
performed velocity-based POD and vorticity-based POD on PIV measurements in the
near, intermediate and far wake of a single cylinder. The vorticity-based POD was ade-
quate in the near and intermediate wake while the POD using a kernel comprised of
the fluctuating velocity was effective in all regions of the wake measured.
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In addition to the use of the wake of cylinders as a test case for POD based on diffe-
ring kernels, POD has been applied to the wake arising from a variety of bluff bodies as
a means to gain insight into dynamics and flow physics. Ma et al. applied POD to Direct
Numerical and Large Eddy Simulations (LES) of a single cylinder at Reynolds numbers
(R e ) ranging between 500 to 5000 with in depth analysis focusing on the case where
R e = 3900 [79]. Ma et al. found a decrease in mode pairing behavior and a decrease
in the rate of convergence of the eigenvalues with an increase in R e . At R e = 3900,
only the first two modes were needed to accurately capture the vortex street. Measu-
rements in the wake of a single cylinder subject to periodic inflow was compared to a
case with a uniform inflow by Kourentis et al. [80] followed by analysis using POD and
phase averaging using the method of van Oudheusden et al. [73]. The first two modes
accounted for more then 50% of the turbulence kinetic energy and corresponded with
vortex shedding in both cases although the time coefficients indicated greater cycle-to-
cycle variations in natural wake in comparison to the forced case. Velocity fields recon-
structed from the POD indicate higher levels of vorticity and persistence of vorticity in
wake of the forced case in Kourentis et al.. Vortices were found to cross then centerline
in the forced case whereas vortex centers advected downstream without crossing the
centerline in the unforced case.
Perrin et al. analyzed measurements in the near wake of a single cylinder at R e =
140000, performed POD and also produced phase averaged velocity fields [81]. While
the first two modes comprised 60% of the turbulence kinetic energy, periods of irregu-
lar shedding were detected wherein the third mode was found to be dominate such pe-
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riods. Such irregular shedding was ignored for the bulk of the analysis. The analysis via
POD of the wake arising from pairs of side by side cylinders is absent from the literature
although some irregular shedding would be expected particularly for center-to-center




2.1 Analysis of mean kinetic energy
The equation for the kinetic energy of the mean flow can be found by taking the scalar



















−2νSi j Si j , (2.1)
with U1 =U , U2 =V , U3 =W being the streamwise, wall-normal, and spanwise compo-
nents of the mean velocity, respectively. The corresponding fluctuating components
are denoted with lower case and primes. For example, u ′1 = u
′ indicates the fluctuating
component of the streamwise velocity. Time averaging is denoted using an overline
([...]) on the time-averaged quantities. The advection of mean kinetic energy is expres-
sed as Uj∂ K /∂ x j in Eq. (2.1) and where K is defined using the relation K = (1/2)UiUi ,
where i = 1, 2, and 3. The three terms shown in curly braces ({}) on the right hand side
of Eq. (2.1) represent the transport of mean kinetic energy by the pressure gradient,
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transport of mean kinetic energy by the turbulence itself, and transport due to visco-
sity, respectively. The production of turbulent kinetic energy (TKE) is represented by
u ′i u
′
j∂Ui/∂ x j which acts as a route for energy to be exchanged between the mean flow
and the fluctuations. The production term often acts to decrease the kinetic energy of
the mean flow while adding energy to the fluctuations. The dissipation of mean kinetic
energy directly to internal energy is expressed as−2νSi j Si j , where the mean strain rate
is defined by Si j = 1/2
 
∂Ui/∂ x j + ∂Uj/∂ xi

. Since Si j Si j is always a positive quantity,
the dissipation term always acts to remove kinetic energy from the mean flow. Terms
expressing the thrust of the turbines have not been included in Eq. (2.1) since the mo-
del turbines are just outside the measurement region.
In order to further investigate the vertical transport of mean kinetic energy, con-
ditional averaging is employed. Quadrant analysis is a method of conditional avera-
ging based on categorizing the sign of the instantaneous fluctuations u ′ and v ′ [82].
Octant analysis is an extension of this technique based on categorizing the sign of
three instantaneous fluctuations namely, u ′, v ′, and w ′. Figure 2.1 shows the relati-
onship between the octant number and the signs of u ′, v ′, and w ′. Octants 2 and 6
both represent sweeps since u ′ < 0 and v ′ > 0 although in O 2, w ′ > 0 whereas in O 6
w ′ < 0. Similarly, O 4 (u ′ > 0, v ′ < 0, w ′ > 0) and O 8 (u ′ > 0, v ′ < 0, w ′ < 0) both denote
ejections. Outward interactions are represented by O 1 (u ′ > 0, v ′ > 0, w ′ > 0) and O 5
(u ′ > 0, v ′ > 0, w ′ > 0). Inward interactions are given by O 3 (u ′ < 0, v ′ < 0, w ′ > 0) and
O 7 (u ′ < 0, v ′ < 0, w ′ < 0). Octant analysis has been used to analyze three dimensional





1 O1 : u′ > 0, v′ > 0, w′ > 02O2 : u′ < 0, v′ > 0, w′ > 0
3
O3 : u′ < 0, v′ < 0, w′ > 0
4
O4 : u′ > 0, v′ < 0, w′ > 0
5
O5: u′ > 0, v′ > 0, w′ < 0
6
O6: u′ < 0, v′ > 0, w′ < 0
7O7: u′ < 0, v′ < 0, w′ < 0 8 O8 : u′ > 0, v′ < 0, w′ < 0
Figure 2.1: Relationship between the octant number and the sign of the fluctuations in
the x-, y-, and z-directions given by u ′, v ′, and w ′, respectively. Octant labels are given
as O 1-O 8.
prolate spheroid [84].
Conditionally averaged quantities are denoted using the symbol ¨(...). The conditi-
onal average of the kinetic energy flux term is computed via octant analysis by perfor-
ming
¨u ′v ′U k (x , y ) =





u ′n (x , y )v
′
n (x , y )Ik [u
′
n (x , y ); v
′
n (x , y ); w
′
n (x , y )], (2.2)
where k is the octant number (1-8), n is the index of a given sample, N is the total
number of samples, x is the streamwise coordinate and y is the wall normal coordinate
of the measurement location. The step function Ik is defined as
Ik [u
′
n (x , y ); v
′
n (x , y ); w
′














n ) is in octant k ,
0 if otherwise.
(2.3)
The binning of the instantaneous values of the fluctuations illustrates the instanta-
neous direction of the fluctuations relative to the mean flow. As a result, the conditional
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average of the vertical transport of mean kinetic energy, ¨u ′v ′U , in Eq. (2.2) shows the
directionality of the fluctuations when mean kinetic energy is transported. Hamilton
et al. [85] as well as Viestenz et al. [86] performed quadrant analysis on hot-wire ane-
mometry measurements done in a wind tunnel in the wake of 3×3 model wind farm.
Both studies found that ejections and sweeps were primarily responsible for the verti-
cal transport of mean kinetic energy. Lignarolo et al. [87] corroborated this conclusion
by performing quadrant analysis on PIV measurements done on a single turbine in uni-
form flow. In the present study, it is of interest to investigate the role of the spanwise
fluctuating velocity component, w ′, since a rotating wind turbine blade is expected to
impart different characteristics to the spanwise velocity component due to the blade
rotation than a stationary disk. To capture the contribution of the spanwise velocity
component, octant analysis is used rather than quadrant analysis.
2.2 Proper orthogonal decomposition
In the development that follows, velocities denoted by capital letters indicate ensemble
means while lower case primed letters represent mean centered fluctuations. Overbars
are used to show time averaging (· · ·) while angle brackets (〈· · · 〉) show spatial averages.
The present analysis utilizes snapshot proper orthogonal decomposition (POD) as for-
mulated by Sirovich [27]wherein bold variables represent vectorial quantities. In order
to perform the Snapshot POD of the fluctuating velocity u ′(x , t ), it is assumed that the
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fluctuating velocity can be approximated as a series of the form




an (t )φn (x ), (2.4)
where an (t ) is the time-dependent POD coefficient for mode n , φn (x ) is the spatial
POD mode, and N is the number of snapshots. The fluctuating velocity measured over
P spatial positions instantaneously and which is measured at N times is arranged into





































The autocovariance matrix, C , can then expressed from the product U and its trans-
pose as C = U T U . An eigenvalue problem involving C be written as
C A n =λn A n , (2.6)
where A n is the eigenvector corresponding to the eigenvalue λn . Physically, the eigen-
values of the POD modes describe the turbulence kinetic energy represented by their
respective modes. The eigenvalues of all N modes are ordered in magnitude such that
λ1 >λ2 > · · ·>λN = 0. (2.7)
The normalized POD modes can then be computed from the results of the eigenvalue
problem by projecting the snapshot basis into the eigenvalue space then normalizing
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where || · · · || denotes the L2-norm. After concatenating the POD modes to form Ψ =

φ1 φ2 · · · φN

, the POD coefficients can then be found by
a n =Ψ
−1u ′n , (2.9)
where the computation was carried out as matrix left division which involves QR fac-
torization.
The time-averaged Reynolds stress tensor can be expressed in Cartesian coordi-
nates from the fluctuations in the streamwise, wall normal, and spanwise directions
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Low-dimensional approximations of the time-averaged Reynolds stresses can be re-













m ))2φ(n )i φ
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j (2.11)
where the summation over all times t m of 1 to M and subsequent multiplication by
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1/M creates the time average. Alternatively, Reynolds stresses can be reconstructed








λ(n )φ(n )i φ
(n )
j . (2.12)
A key quantity that is related physically to the modes of the POD is the turbulent








u ′u ′+ v ′v ′+w ′w ′

. (2.13)
The POD is optimal in the least-squares sense such that for a given partial sum using
a subset of modes S , the turbulent kinetic energy (TKE) is maximal. The eigenvalues
found by performing POD over a spatial domain Ω are related to the turbulent kinetic















where 〈k 〉Ω is the spatially averaged turbulent kinetic energy, Ω is the spatial measu-
rement domain, u ′i is the fluctuation in the i
th direction and, recalling that repeated
indices imply summation, (1/2)u ′i u
′
i is the definition of k .
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2.3 Invariants of the Reynolds stress anisotropy tensor
The anisotropy of the Reynolds stress tensor can be characterized via several appro-
aches, some of which are dependent on coordinate system. Following Lumley [88], a
coordinate system independent description can be found utilizing the invariants of the
Reynolds stress anisotropy tensor. Further, the normalized Reynolds stress anisotropy


















































δi j , (2.15)
where δi j is the Kronecker delta.
The second and third invariants of bi j have been used to characterize the aniso-
tropy of the turbulence [88, 36]. The second invariant, η, reflects the degree of aniso-
tropy of the turbulence and is expressed as
6η2 = bi j b j i (2.16)
The third tensor invariant, ξ, describes the shape of a characteristic spheroid and
represents the balance of stresses in the stress tensor. The third invariant is described
by
6ξ3 = bi j b j k bk i . (2.17)
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Both η and ξ are bounded and prescribe all of the states of realizable turbulence. The
invariants can be displayed an anisotropic invariant map (AIM) or Lumley triangle
shown in Fig. 2.2. The AIM shows the bounds of the invariants as well as descripti-
ons of the extreme cases and their corresponding spheroid shapes.
The second and third invariants can be combined into a composite value referred
to as the anisotropy factor, F . The anisotropy factor is computed via
F = 1−27η2+54ξ3. (2.18)
Note that F is unity in a three-dimensional isotropic the turbulence field and becomes



























Figure 2.2: The Lumley triangle with annotations showing significant regions of inte-
rest
2.4 Vortex identification
Several well known vortex identification approaches are commonly applied in the li-
terature (e.g. see [89] for comparison). The method developed by Michard et al. [90]
which was later expanded upon by Graftieaux et al. [91] is used in the present work
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in order to identify the location of vortex cores. The approach is based on the scalar
dimensionless function Γ (x k )which is defined via





[(x l −x k )× (eu l −u k )] ·n






sin(θk l ), (2.19)
where Γ (x k ) ranges−1≤ Γ ≤ 1, Sk is the planar region about x k , M is the number of grid
points in Sk , ũ k is the instantaneous velocity vector at xk , u k is the local mean velocity
vector within Sk , n is the vector normal to the measurement plane of unit length. The
rotational sense of the vortex is given by the sign of Γ while the location of the vortex
axis of the possible vortex is given by the extremum of Γ .
In order to determine the extent of each vortex, the λ2-criterion of Jeong and Hus-
sain [92] is applied. The λ2 criterion utilizes the pressure Hessian and holds that the
location of a vortex is a contiguous region in which the pressure Hessian has two po-
sitive eigenvalues and guarantees a local pressure minimum in two-dimensional, in-
compressible flow. The vortex is identified using the intermediate eigenvalue, λ2, such
that
λ2(es i j + eΩi j )< 0 (2.20)
where the rate of strain tensor is es i j = (1/2)[∂ ũi/∂ x j+∂ ũ j/∂ xi ] and the antisymmetric
rate of rotation tensor is eΩi j = (1/2)[∂ ũi/∂ x j − ∂ ũ j/∂ xi ]
The rotational strength of the vortices identified using the Γ -criterion and the λ2-





ωi ·d L (2.21)
where L is the closed contour where λ2 = 0 andωi is the i th component of vorticity.
2.5 Recurrence-based phase averaging
The recurrence matrix, introduced to fluid mechanics by Lardeau et al [76] and used
by Mulleners and Rütten [77] for conditional averaging via phase, is a central tool in
the present approach to conditional averaging. The central concept of the approach is
that some events are recurrent even in irregular flows and that such recurrence can be
quantified.In order to represent the instantaneous state of a system in phase space at
time t m , the vector r i is constructed from the time coefficients of the POD as
r i (t
m ) = [a1(t
m ), a2(t
m ), · · · , ad (t m )], (2.22)
where the particular instant in time is denoted as t m , an (t m ) represents the POD time
coefficient of the n th mode at time t m and d expresses the time coefficient for POD
modes of the largest rank included in the vector. Note that d is referred to as the em-
bedding dimension and can include any number of POD modes up to and including
the highest rank mode from the POD, N . The recurrence matrix, R , is computed using
these instantaneous phase space vectors via
Ri j =Θ(ε− ||r i − r j ||) i , j = 1, · · · , M , (2.23)
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where M is the total number of realizations measured,Θ is the Heaviside step function,
ε represents a threshold distance, r is the instantaneous phase space vector, and || · · · ||
denotes the Euclidean norm which is also called the L2-norm. From Eq. (2.23) and the







1 if ε≥ ||r i − r j ||
0 if ε< ||r i − r j ||.
(2.24)
The recurrence matrix, R , is square with dimensions of M ×M where M is the num-
ber of realizations which are PIV snapshots in the present work. Since the rows of R
are ordered sequentially by the realizations of r i where i = 1, · · · , M and the columns
of R are ordered sequentially by the realizations of r j where j = 1, · · · , M , R includes
all possible combinations of r i and r j . Furthermore, R is symmetric and all values of
Ri j on the diagonal are equal to unity. The recurrence plot, a visualization of R , was
introduced by Eckmann [74] and applications were reviewed in Marwan et al. [75].
Conceptually, R provides the sets of realizations which are located in close proxi-
mity in phase space such that these realizations may be considered of the same phase
and subsequently averaged. Figure 2.3 shows a hypothetical set of realizations in phase
space with the geometric illustration of ri and ε in two dimensional phase space such
that the embedding dimension is d = 2 although the process can be extended to in-
clude the entire set of POD coefficients when d =M . In Figure 2.3, all realizations r j
located within ε of r i would be phase averaged along with r i . The thresholding para-
meter, ε, controls the size of the region in phase space that describes which realizations
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are considered close enough to be averaged. The conditional averaging of the instan-
taneous realizations of the velocity field ũ (x , t ) based on phase is thus done for each
row in R via




{ j |Ri j=1∧ j≥i }
ũ (x , t j ) (2.25)
where Û (x , t i ) is velocity field resulting from the conditional average based on phase,
Ei is the number of elements in the set { j |Ri j = 1∧ j ≥ i }, and ũ (x , t j ) is the realization
of the instantaneous velocity field at time t j . During the process of collecting groups
of realizations into sets, each realization is placed uniquely in a single set. For highly
periodic flows where the embedding dimension is d = 2, the final result of this process
is equivalent to that of van Oudheusden et al. [73]. Thus, the measurements of ũ (x , t j )





Figure 2.3: Geometric illustration of recurrence based conditional averaging on phase
for a hypothetical set of realizations with embedding dimension d = 2. All realizations
within the shaded region with radius ε are averaged with the realization ri to obtain a
phase average.
The key parameters in the process of conditional averaging based on phase using
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the present recurrence method are the threshold ε and embedding dimension, d . Re-
call that number of POD coefficients used in the phase space vector is the embedding
dimension. Although a standard method has not been established in order to choose
ε or d , a variety of approaches and rules of thumb have been employed [75, 94]. The
procedure employed herein entails systematically varying ε and d and computing the
quantity of recurrent events detected in R . This calculation is done by computing the








over the entirety of the recurrence matrix. After computing numerous combinations
of ε and d , the surface R R (ε, d ) can be constructed and used as an aid in the selection
of appropriate values of these two parameters. Visualization of R R (ε, d ) and specific
values selected for ε and d can be found in §4.4.2. After parameter selection, R is used





3.1 Wind tunnel setup for comparison of rotors versus porous disks
Experiments are conducted at the facility at Portland State University. This closed-loop
wind tunnel has a 9:1 contraction ratio. The test section has a 5 m length with a cross-
section of 0.8 m H × 1.2 m W . Figure 3.1 shows that a passive grid, strakes, and chains
are placed upstream of the model wind farm in order to produce an inflow to the farm
with characteristics that emulate the atmospheric boundary layer. The acrylic strakes

































Test Section Length=5 m
Figure 3.1: Side view of tunnel test section with experimental apparatus (for reference
only: drawing not to scale)
The model wind turbine array is composed of four rows of turbines in the stream-
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wise direction as shown in Figure 3.1. Each row is composed of three turbines with a
cross-stream spacing of 3D from hub to hub. Three-bladed wind turbine models with
the dimensions shown in Figure 3.2(b) are used in this study and are compared to an
array of matched porous disks shown in Figure 3.2(c). Turbine blades are fabricated
from 26 gage (0.475 mm) galvanized steel sheet metal which is pressed via a die to give
a twist of 15◦ at the blade tip and 22◦ at the blade root. Model nacelles are composed
of an electric motor (Faulhaber GMBH model 1331T012SR) acting as a generator and
loaded such that wind turbines are operating at their peak power coefficient (Cp ) as
described by Hamilton et al. [95].
A matched set of twelve porous disks is built to compare with the rotors. Disks are
laser cut from 3.2 mm thick plywood. A rapid prototyped adapter is used to mount
the disks to the nacelle in order to ensure that downstream surface of the disk is at the
same streamwise location as the rotor hub. The disk was designed to be circumferenti-
ally symmetric with a porosity that varies with radial coordinate in order to mimic the
design of the rotor.
The induction factor is used to match the disks to the rotor. An iterative procedure
is applied to arrive at the particular disk design shown in Figure 3.2(c). The induction
factor is calculated from particle image velocimetry measurements of the flow field
bracketing the center turbine in the first row. Velocity profiles were taken 23 mm up-
stream (x/D = −0.19) and 56 mm downstream (x/D = 0.47) of the rotor blade and
disk, respectively. Linear interpolation between the upstream and downstream profi-
les was done to estimate the velocity profile at the disk and rotor, respectively. Velocity
34
profiles pertinent to the disk characterization phase of the experiment are provided in
Figure 3.3. The induction factor, a , was then computed from this velocity profile follo-
wing the method outlined in Cal et al. [23]. The method used by Cal et al. to compute
a from the flowfield relies upon the streamtube concept. This concept is expected to
be most accurate when applied in the first row of turbines in the current setup thus
making the first turbine row the most appropriate location for disk characterization.
As in Burton et al. [96], the corresponding thrust coefficient, Ct , is computed from the
induction factor via
Ct = 4a (1−a ). (3.1)
A summary of the disk and rotor characteristics are provided in Table 3.1. Note that
a and Ct are rounded to three significant digits and the percent difference between the





























































Figure 3.2: Scale drawings of the geometry of the (a) turbine model with pressed rotor,
(b) rotor flat pattern, and (c) porous disk. All dimensions are in millimeters unless





















Figure 3.3: Profiles of the rotor and disk found during characterization at the position
of the first row. The streamwise location of the rotor or disk is x/D = 0. (a) measured
profiles at x/D = −0.19, (b) computed profiles at x/D = 0, (c) measured profiles at
x/D = 0.47).
rotor matching is done in the first row of turbines, Eq. (3.1) has been applied in the
absence of upstream turbine wakes.
Table 3.1: Comparison of disk and rotor characteristics
Characteristic Disk Rotor
Diameter (mm) 120 120
a 0.202 0.200
Ct 0.644 0.640
Measurements are carried out using via stereo PIV (SPIV) upstream and down-
stream of the center turbine in the fourth row. Figure 3.1 shows the six SPIV planes
surrounding the turbine of interest. Each individual plane is approximately 165 mm
W × 240 mm H . Measurement planes overlap by approximately 0.1D. In regions where
successive measurement planes overlap, the data from the two planes is averaged.
The SPIV system is composed of two LaVision 4 megapixel Pro LX cameras fitted
with Schiempflug adapters, a Litron Nano L 200-15 double pulsed Nd:YAG laser, and
the software DaVis 8.1.5 by LaVision. The flow is seeded with Diethyl-Hexyl Sebacate
that was aerosolized through a seeding generator which uses a Laskin nozzle (LaVision
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model #1108926). Seeding densities throughout the field of view (FOV) of each camera
are consistently held above 0.02 particles per pixel. The laser sheet thickness is 1-1.7
mm throughout the FOV of each camera. Cameras are placed in forward scatter with
each camera viewing opposite sides of the laser sheet. The angle between each ca-
mera body and the laser sheet is 45 degrees and thus the included angle between the
two cameras is 90 degrees. Calibration is done using a two-level calibration plate with
markers placed at known locations. Self-calibration is performed on particles in the
laser sheet using the method of Weineke [97] as implemented in DaVis version 8.1.5.
For each measurement plane, the disk and rotor measurements are carried out in se-
ries using the same camera and laser setup and the same camera calibration. Data
is collected at a frequency of approximately 1 Hz. For each measurement plane, the
time difference between image pairs, δt , is selected such that the maximum particle
displacement in the measurement plane is 6 pixels. At each measurement plane, 3000
image pairs are collected in order to ensure statistical convergence for the disk and
rotor cases, respectively.
Images are processed using a multi-grid strategy for the stereo cross-correlation
with two passes with interrogation area size of 64×64 pixels with 50% overlap followed
by three passes with an interrogation area size of 32×32 pixels. Erroneous vectors are
removed using a median filter. Spurious vectors are replaced with vectors computed
via a Gaussian interpolation of valid neighboring vectors. For all cases, fewer than 2%
of vectors are removed and replaced. The uncertainty in the second order statistics
was found to be 3% [98].
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3.2 Wind tunnel setup for side-by-side cylinders subject to freestream turbulence
Experiments are performed in a closed-circuit wind tunnel facility with a 9:1 contraction
ratio at Portland State University. The test section is 5 m in length with a cross-section
which is 0.8 m in height and 1.2 m in width. Measurements are done using stereo parti-
cle image velocimetry (SPIV). The SPIV system is comprised of a Litron Nano L 200-15
double pulsed Nd:YAG laser and two LaVision 4 megapixel Pro LX cameras equipped
with Schiempflug adapters. Control of SPIV hardware is done using DaVis 8.1.5 by La-
Vision. A seeding generator which uses a Laskin nozzle (LaVision model #1108926) is
employed to aerosolize Diethyl-Hexyl Sebacate in order to seed the flow. The density of
the seeding particles is above 0.02 particles per pixel in the camera field of view during
data acquisition. Cameras view the same side of the laser sheet with one camera in
forward scatter and one camera in back scatter such that the included angle between
the two cameras is 70◦. The laser sheet thickness is 1.1-1.9 mm within the field of view
of each camera. A two-level calibration plate with markers placed at known locations
is employed for camera calibration. Self-calibration based on the particles in the laser
sheet is done as per the approach in Weineke [97]. The time difference between image
pairs is chosen to give a maximum particle displacement of 6 pixels. In order to provide
adequate statistical convergence, 3000 images pairs are acquired for each dataset.
Image processing is done utilizing a multi-grid approach for the stereo
cross-correlation such that two passes are executed using an interrogation window of
64×64 pixels with 75% overlap followed by three passes using an interrogation window
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of 32×32 pixels with 75% overlap. All cross-correlation passes are accomplished utili-
zing GPU acceleration as implemented in DaVis 8.1.5 by LaVision. A median filter is
applied to detect and remove spurious vectors followed by replacement of these vec-
tors using Gaussian interpolation from valid neighboring vectors. For all cases, less
than 1.9% of vectors are removed and replaced via this filtering and interpolation pro-
cess. The uncertainty in the second order in plane statistics was found to vary slightly
with inflow turbulence intensity but is a most 3% [98].
Four different inflow conditions are used in this experiment which are dependent
on a variable removable section at the tunnel inlet. In three inflow cases, the a remo-
vable section at the test section inlet houses a grid which is used in a passive or active
state. The grid has a design with dimensions identical to the grid described by Kang
et al. [99]. The active grid winglet rotation protocol employed herein is described in
Kang et al. [99]. In the fourth inflow case, the removable section is a simple duct with
a cross-section identical to that of the tunnel test section. The relevant experimental
parameters for each set of inflow conditions are given in Table 3.2. These parame-
ters include the mean freestream streamwise velocity (U∞), the turbulence intensity
(T u%), the integral length scale (L), the grid mesh length (M ), and the range of wing-
let rotation speed for the active grid protocol (sw i ng l e t ). Given small differences in U∞
between inflow types, the Reynolds number based in the cylinder diameter for all cases
is R e ≈ 5350.
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Table 3.2: Comparison of inflow condition characteristics
Grid condition U∞ (m s
−1) T u% L (m) M (m) sw i ng l e t (rpm)
No grid (NG) 5.08 0.5% − − −
Passive grid (PG) 5.08 2.4% 0.042 0.152 −
Active grid low (AGLo) 5.10 11.3% 0.148 0.152 100-200
Active grid high (AGHi) 5.09 14.0% 0.160 0.152 50-125






u ′(x0, t )u ′(x0+δ, t )dδ, (3.2)
where u ′u ′|x0 is the time-averaged streamwise Reynolds stress evaluated at the first
point in the measurement plane, u ′(x0, t )u ′(x0+δ, t ) is the autocorrelation between the
streamwise fluctuation measured at the same instant in time at two points that differ
in location by a streamwise distance of δ, the overbar on the autocorrelation indicates
time-averaging of the autocorralation, and l is the length of the measurement plane.
Each cylinder has a diameter of D = 15.87 mm, as measured via a micrometer, and
span the entire height of the test section. Cylinders are attached to sheet metal pla-
tes fixed to the ceiling and floor of the wind tunnel. Cylinders are constructed of solid
stainless steel and the surface of entire length of each cylinder is polished. The cylin-
ders are fitted with end plates located at 0.15 m from the tunnel floor and ceiling. The
design of the end plate is adapted from the schematics given by Szepessy et al. [100].
Based on the distance from end plate to end plate, the cylinders have an aspect ratio
of 31 and thus aspect ratio effects are expected to be minimal [101]. The combined
blockage of the cylinders, end plates as well the floor and ceiling attachment inserts
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are 4.3%.





















Figure 3.4: Scale drawings of cylinder endplate design for the cylinder spacing T /D =
2.7. All dimensions are given in millimeters with a tolerance of ± 0.1 mm. The di-
mensions labeled as transverse spacing (T ) and external side dimension (E ) vary with
the center-to-center distance between the cylinders. The size of the end plate remains
constant as a result for all three T /D cases such that the end plate dimensions are al-
ways (1/2)T +E = 4.85D .
Figure 3.5 illustrates the position and arrangement of the pair of cylinders within
the test section. At the streamwise distance between the test section inlet and the cy-
linders, only weak dependence is expected between the integral length scale and the
streamwise location [102]. Three different transverse spacing to diameter ratios (T /D )
are employed: a) T /D=1.5, b) T /D=2.1, and c) T /D=2.7. Four different inflow condi-





























Test Section Length=5 m
Figure 3.5: Top view of wind tunnel test section with experimental apparatus (for refe-




4.1 Mean kinetic energy transport and event classification in a model wind turbine
array versus an array of porous disks: energy budget and octant analysis
4.1.1 Mean velocity components and mean kinetic energy
Figure 4.1 shows the mean velocity components and mean kinetic energy surrounding
the center turbine in the fourth row of the array. Each subfigure is organized in a similar
fashion with the top row of panels in the subfigure representing the rotor case and the
bottom row of panels representing the disk case. The rotor hub and disk are located
at x/D = 0 with the hub height located at y /D = 1. Figure ?? contains the normalized
streamwise mean velocity component, U /Uh u b . In both cases, the upstream panels
show the persistence of the wake generated from the third row of the array especially
for x/D ≤ −2. For x/D ≤ −2, the corresponding downstream region below the top
tip (y /D = 1.5) has values of U within 5%, which is consistent with previous studies
indicating that the turbine canopy boundary layer is fully developed by the fourth row
in Cartesian turbine arrays [103]. Downstream of the model turbine, a velocity deficit
is present in both cases at hub height, y /D = 1. While the rotor case shows a larger
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velocity deficit at hub height and x/D = 0.6, it initially recovers at a higher rate so that
by x/D = 1.5, the difference in U /Uh u b between the rotor case and disk case is less
than 10%. The similarity of the U -component of the two cases is expected since the










































































































































Figure 4.1: Mean components of velocity and kinetic energy for the center turbine
in the fourth row. In all subfigures, the inflow and wake of the rotor are in the top
row while the bottom row represents the porous disk. (a) normalized streamwise
mean velocity (U /Uh u b ), (b) normalized wall normal mean velocity (V /Uh u b ), (c)
normalized spanwise mean velocity (W /Uh u b ), (d) normalized mean kinetic energy
((1/2)UiUi/U 2h u b ).
Figure 4.1b presents the normalized vertical mean velocity component, V /Vh u b .
Immediately upstream of both the disk and rotor (e.g. x/D = 0.3), positive values of
V are present between hub height and top tip as the flow moves upward as a result of
the blockage created by the rotor and disk. The V -component is up to 26% different
for the rotor and disk cases between hub height and the top tip at x/D = 0.3. Similarly,
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negative values of V are present for both cases between hub height and bottom tip as
the flow advects downward in response to the blockage of the rotor or disk. Between
hub height and top tip at streamwise coordinates x/D < 1.5, a region with negative
values of V extends further downstream for the disk case than the rotor case.
The normalized spanwise mean velocity component in Figure 4.1c shows the rota-
tion in the rotor case while no such rotational effects due to the disk are present since
the disk is stationary. Especially for streamwise coordinates less than 3D , positive va-
lues of W are found above hub height where the rotor blade rotates into the measu-
rement plane and negative values of W below hub height where the blade rotates out
of the measurement plane, thus conserving angular momentum. At x/D = 0.6, the
differences in W between the disk and rotor cases are as large as 190% in the region
between the top and bottom tip.
The mean kinetic energy, K , shown in Figure 4.1d has contour lines of similar shape
to those displayed for the U -component. Comparing the magnitudes of U , V , and W
in Figure 4.1, it is evident that the maximum value of U is about an order of magnitude
greater than either V or W . The larger magnitude of U relative the other mean velocity
components results in theU -component dominating the behavior of K with K defined
as K = 1/2(U 2 + V 2 +W 2). As a consequence, the trends described above for U are
mirrored in K for both the rotor and disk cases.
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4.1.2 Reynolds stresses and turbulence intensity
Figure 4.2 displays components of the time-averaged Reynolds stress tensor and the
turbulence intensity, a quantity derived from the normal Reynolds stresses. The sub-
figures are organized identically to those described in §4.1.1 with the rotor case in the
top panels of each subfigure and the disk case in the bottom panels of each subfigure.
For all components of the Reynolds stress tensor, the rotor case has a larger magnitude
than the corresponding Reynolds stress component for the disk case for wall normal
distances between the top and bottom tip. This indicates that greater fluctuations from
the mean flow are present in the rotor case than for the disk case. Below y /D = 0.3, the
differences between the disk and rotor are ≤ 15% for all components of the Reynolds
stresses with the exception of v ′w ′, which suggests that wall effects dominate the flow
behavior at these heights.
The streamwise normal component of the Reynolds stress, u ′u ′, is illustrated in
Figure 4.2a. While the overall shapes of the contours for u ′u ′ are comparable, they
differ in magnitude between the rotor and disk scenarios. In the near wake for both
the rotor and disk cases, u ′u ′ has a minimum at approximately hub height, y /D ≈
1. However, for the disk, this region with low values of u ′u ′ is more elongated in the
streamwise direction. Near the top tip, y /D = 1.5, the maxima in u ′u ′ occurs in both
the rotor and disk. This larger maximum value for the rotor occurs at x/D = 1.6 and is
22% greater than the disk case at the same coordinates.






















































































































































































































































i/Uh u b where i , j = 1, 2, or 3. In each
subfigure, the rotor case is represented in the top row while the disk case is represen-
ted in the bottom row. (a) u ′u ′/U 2h u b , (b) u
′v ′/U 2h u b , (c) u
′w ′/U 2h u b , (d) v
′v ′/U 2h u b , (e)
v ′w ′/U 2h u b , (f ) w






sents the vertical flux of momentum. Negative values of u ′v ′ indicate a downward flux
of momentum whereas positive values indicate upward flux of momentum. For both
the rotor and disk, u ′v ′ changes sign at approximately hub height throughout the mea-
sured region downstream of the fourth row. This sign change is present upstream of the
fourth row in the segment of the wake that persists from the third row. From approx-
imately bottom tip to hub height, the values of u ′v ′ are positive which demonstrates
upward momentum flux in this region. On the other hand, from the hub to y /D = 2.3,
the top-most measurement point, the momentum flux is downward from the higher
momentum fluid above the canopy of the array. The magnitudes of u ′v ′ differ between
the rotor and disk case in the near wake particularly for x/D ≤ 2.8 where the maxima
and minima are more extreme for the rotor. The minimum value of the in-plane shear
stress for the rotor of occurs just below top tip at y /D = 1.45 at a streamwise coordi-
nate of x/D = 1.54 and is 51% different than the value for the disk case at the same
spatial coordinates. The maximum of u ′v ′ for the rotor wake occurs a y /D = 0.75 and
a streamwise coordinate of x/D = 1.6 and is 40% greater than the value for the disk
case at the corresponding location.
Figure 4.2c presents u ′w ′ which demonstrates, for x/D . 2, a pattern of alterna-
ting of signs between the bottom and top tip only for the rotor case. This pattern and
its implications are further investigated through octant analysis in §4.1.6. For these
streamwise coordinates, just below top tip, the sign of u ′w ′ is negative signifying that
u ′ and w ′ have opposite signs. The shear stress u ′w ′ is positive over a narrow feature,
which for x/D = 0.6 occurs between 1.4 ≤ y /D ≤ 1.1, indicating that u ′ and w ′ have
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the same sign in this band. A more extended region having negative values of u ′w ′ is
then present from hub height to the bottom tip. Within the two regions in which this
shear stress is negative, the observed values of u ′w ′ for the rotor and disk case differ
by as much as 200%.
Like u ′w ′, the component v ′w ′, shown in Figure 4.2e, has an evident pattern in the
rotor case only. However, in the near wake, v ′w ′ does not have regions of alternating
signs of the stress as in u ′w ′. Instead, v ′w ′ has two areas of higher magnitude and
positive sign just below top tip and just above bottom tip. Positive values of this shear
stress signify that v ′ and w ′ have the same sign. For the same streamwise coordinate,
the Reynolds shear stress component v ′w ′ is 1.5-2 times greater in the band at top tip
in comparison to the band near bottom tip. Between these two areas, approaching
nacelle height, this stress decreases by one to two orders of magnitude.
Figure 4.2d and 4.2f display the wall normal Reynolds stress, v ′v ′, and the spanwise
Reynolds stress, w ′w ′, respectively. Both normal stresses show the effect of the turbine
tower particularly where x/D ≤ 1 and y /D ≤ 0.7. The rotor case exhibits higher values
for both stresses than the disk case especially heights between bottom and top tip and
streamwise coordinates x/D ≤ 3.5. The maximum percent difference between the ro-
tor and disk is 97% for v ′v ′, which occurs at x/D = 0.62 and y /D = 1.42. For w ′w ′,
the largest difference between the rotor and disk is 70% which is present at x/D = 1.87
and y /D = 1.02.
The turbulence intensity, Tu, based onUh u b is shown in Figure 4.2g. The turbulence
intensity of the disk and rotor cases are qualitatively similar in that both exhibit a re-
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gion of elevated Tu immediately downstream of the tower particularly for y /D ≤ 0.4
and a second region of elevated Tu in the vicinity of the top tip (y /D = 1.5). In the area
immediately downstream of the tower and at wall normal locations y /D ≤ 0.4, the dif-
ference between the rotor and disk cases are below 1%. However, in the vicinity of the
top tip, the rotor case exhibits higher turbulence intensities than the disk case which
reach a maximum of 26% at x/D = 0.6. The turbulence intensity then decreases and
remains in the range of 15-19% for 1 ≤ x/D ≤ 2 followed by a monotonic decrease to
7% by x/D = 3 and 4% by x/D = 4. The largest differences in Tu are found bracketing
hub height particularly for 1.2 . x/D . 2.3 where the disk case exhibits lower turbu-
lence intensities than the rotor case. The maximum difference in this region is 33%
at coordinate (x/D , y /D ) = (1.8, 1.1). Since the turbulence intensity based on Uh u b is
represented as T u =
Æ
(1/3)(u ′u ′+ v ′v ′+w ′w ′)/Uh u b , the features of the turbulence
intensity fields of the rotor and disk are derived from their respective Reynolds normal
stresses. For example, the area of elevated turbulence intensity immediately down-
stream of the tower for y /D ≤ 0.4 is mirrored in w ′w ′ and to a lesser degree in v ′v ′ for
both the rotor and disk cases.
4.1.3 Vertical mean kinetic energy flux and production of TKE
Figure 4.3a illustrates the largest term related to the vertical flux of mean kinetic energy,
u ′v ′U , for the rotor and disk. This figure is organized in a way that is identical to figures
found in §4.1.1 and §4.1.2 with the rotor in the top panels and the disk in the bottom
panels. Other components of u ′i u
′
jUi , where i = 1, 2, or 3 and j = 2, are smaller by
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an order of magnitude or more. Given the similarity in U for the disk versus the rotor
described in §4.1.1, the differences in u ′v ′U between the two cases arise from u ′v ′,
as described in §4.1.2. Thus, the same trends described in u ′v ′ in Figure 4.2b are also
present in u ′v ′U in Figure 4.3a. Cal et al. [23] estimated the net vertical flux of kinetic
energy into a control volume bounded by the top and bottom rotor tips and found that
the result was of the same order of magnitude as the power extracted by the turbine.
Notably, in this method, the net kinetic energy flux is proportional to the difference in
u ′v ′U between the top and bottom rotor tips. In the present experiment, the difference
in streamwise spatial averages is 〈−u ′v ′U 〉x |y /D=1.5−〈−u ′v ′U 〉x |y /D=0.5 which is 0.91 m3
s−3 for the rotor case and 0.79 m3 s−3 for the disk case representing a difference of 13%.
The net vertical mean kinetic energy flux for the disk and rotor would be expected to



































































Figure 4.3: Largest magnitude components (a) relating to the vertical flux of mean
kinetic energy, u ′v ′U , and (b) of the production of turbulent kinetic energy tensor,
P12 = u ′v ′(∂U /∂ y ). The inflow and wake of the rotor are in the top row of each subfi-
gure while the bottom panels represent the porous disk. Units are m3s−3 and m2s−3 for
u ′v ′U and P12, respectively.
The most significant component of the production of TKE term, u ′v ′(∂U /∂ y ), is
represented in Figure 4.3b. Considering only measurement locations downstream of
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the fourth row, the global average of u ′v ′(∂U /∂ y ) is three times greater than the next
component closest in magnitude and an order of magnitude greater than the remai-
ning components. For both the rotor and the disk, regions of high magnitude pro-
duction occur at top tip with a less intense feature just above bottom tip. Elsewhere,
production is close to zero. The sign of u ′v ′(∂U /∂ y ) is negative in both of these bands
indicating that kinetic energy is being extracted from the mean flow. Especially for
x/D < 2.5, the rotor case exhibits higher absolute values of production with the maxi-
mum at the top tip at a streamwise coordinate of x/D = 1.1. Here, the greater absolute
value of u ′v ′(∂U /∂ y ) for the rotor is 87% different from the corresponding absolute
value for disk. These high production areas likely arise from vortex breakdown. Inte-
raction of vortices shed at the bottom tip with the tower would be expected to cause
production of TKE to be of a smaller magnitude near bottom tip.
4.1.4 Determining the region in the wake where rotation is of most importance
The most evident difference between the rotor and disk case is due to the rotation of
the rotor, which is shown in the mean spanwise velocity component, W , in Figure 4.1c.
Thus, the mean kinetic energy budget is analyzed by separating the downstream me-
asurements into two segments based on W . The criteria for determining the loca-
tion at which to divide the downstream measurements was made by evaluating the
vertical average of the absolute value of W represented as 〈|W |〉y between the top tip
(y /D = 1.5) and bottom tip (y /D = 0.5). Thereafter, the derivative of 〈|W |〉y with re-
spect to the streamwise coordinate was obtained using a second order central diffe-
52
rencing scheme to yield d 〈|W |〉y /d x . After a steep change in magnitude in the region
0.6 ≤ x/D . 3, d 〈|W |〉y /d x oscillates about zero by streamwise coordinate x/D ≈ 3.
This indicates that only small changes in W occur for x/D & 3. These trends are
evident in Figure 4.1c. Due to the amplification of noise in W from to the computa-
tion of the derivative, a polynomial line of best fit of d 〈|W |〉y /d x was utilized to aid
in a precise determination of the streamwise coordinate at which d 〈|W |〉y /d x rea-
ches a near constant value. Based on the line of best fit, this streamwise coordinate
is x/D = 3.2. Given these changes in 〈|W |〉y as a function of streamwise coordinate,
the region 0.6 ≤ x/D ≤ 3.2 represents the region of the wake where rotation is most
important while the region 3.2< x/D ≤ 5.6 delineates the region where rotation is less
important.
4.1.5 Mean kinetic energy budget as a function of rotational effects
The terms in the mean kinetic energy budget are computed and horizontally averaged
in the two regions 0.6 ≤ x/D ≤ 3.2 and 3.2 < x/D ≤ 5.6 to create the vertical profiles
shown in Figure 4.4. Components requiring partial derivatives with respect to z are
not included nor is the term representing transport due to the local pressure gradient
depicted. The dissipation term, 2νSi j Si j , and the term representing transport due to
viscosity, 2ν∂ Si jUi/∂ x j , are of the order 10
−3 and 10−2 or less, respectively. Thus, both
of these quantities appear to be zero on the scale used in Figure 4.4.
The wall normal location of the peak values represented in Figure 4.4 for the rotor
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Figure 4.4: Horizontal averages of terms in the mean kinetic energy budget in the re-
gion where rotation is most important, 0.6 ≤ x/D ≤ 3.2, for (a) the rotor and (c) disk.
The corresponding horizontal averages in the region where rotation is less important,
3.2< x/D ≤ 5.6, for the (b) rotor and (d) disk.
of advection, Uj∂ K /∂ x j , for the rotor is -16.4 m
2s−3 at y /D = 1.68 and -14.7 m3s−3 at
y /D = 1.73 for the disk which represents a difference of 11%. Recall, K = 1/2(UiUi ),
where i = 1, 2, or 3. Also near the top tip, for the term representing transport via tur-
bulence, ∂ u ′i u
′
jU /∂ x j , is 28% different between the rotor and disk with peak values in
0.6 ≤ x/D ≤ 3.2, while the percent difference in the peak values for the disk and rotor
are 6% for 3.2 < x/D ≤ 5.6. Similar trends are observed for peak values near the top
tip for the production term, u ′i u
′
j∂Ui/∂ x j , which are 41% different in 0.6≤ x/D ≤ 3.2
and 2% different in 3.2 < x/D ≤ 5.6. For heights between the top and bottom tip,
the difference in the peak value of the advection term for 0.6 ≤ x/D ≤ 3.2 is 28%,
which decreases to a difference of 7% in 3.2 < x/D ≤ 5.6. Also between the bottom
54
and top tip, the difference in the term representing transport via turbulence is 45% in
3.2 < x/D ≤ 5.6 which declines to a difference of 6% in 3.2 < x/D ≤ 5.6. Thus, while
significant percent differences are present in the region where rotation is most impor-
tant (0.6 ≤ x/D ≤ 3.2), these differences are mitigated in the region where rotation is
less important (3.2 < x/D ≤ 5.6) to the extent that the mean kinetic energy transport
terms are nearly equivalent in the region where rotation is less important.
4.1.6 Conditional averaging of u ′v ′U via octant analysis
Octant analysis of u ′v ′U yields the conditionally averaged quantity ¨u ′v ′U which is
shown in Figure 4.5. The top row of subfigures in Figure 4.5, (a) and (b), represent the
rotor in the near and far wake, respectively. Similarly, the bottom row of subfigures,
(c) and (d), illustrate the disk for the near and far wake, respectively. Furthermore, the
arrangement of of the eight panels in each subfigure corresponds with the variation in
the signs of u ′, v ′, and w ′ shown in Figure 2.1. This conditional averaging was done
as outlined in Eq. (2.2). The summation of ¨u ′v ′U over all eight octants in Figure 4.5a
yields u ′v ′U shown in Figure 4.3a for 0.6 ≤ x/D ≤ 2. The same summation can be
done over all octants for ¨u ′v ′U in the far wake of the rotor case shown in Figure 4.5b
and for the disk case in Figure 4.5c-d to arrive at the corresponding values of u ′v ′U .
Octant analysis for the rotor case corroborates and also extends previous work in
quadrant analysis of wind turbine wakes [85], [86]. These previous works showed that
ejections (u ′ < 0, v ′ > 0) and sweeps (u ′ > 0, v ′ < 0) dominate the vertical mean kinetic
energy transport into the swept area of the rotor. Viestenz [86] found a maximum for
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ejections just above the top tip and a maximum for sweeps just below the top tip. Both
of these maxima contribute to vertical kinetic energy flux. In the present work, octant
analysis reveals the role that w ′ plays in ejections (O 2 and O 5) and sweeps (O 4 and O 8)
in the vicinity of the top tip. For the rotor case, a maximum in the magnitude of ¨u ′v ′U
is present at the top tip in Figure 4.5a for ejections. However, it is primarily ejections
in O 2, which have a positive sign for w ′, that contribute to this maximum for the rotor
case. Ejections in O 2 represent situations where the direction of the fluctuation w ′ is in
the direction opposite that of the rotor rotation at the top tip. Similarly, a maximum is
found just below the top tip in Figure 4.5a for sweeps in the rotor case. This maximum
is dominated by sweeps in O 5, which possess a negative sign for w ′.
The observation in the rotor case that ejections at the top tip have a preference for
O 2 while sweeps at the top tip have a preference for O 8 is in accordance with patterns
found in the Reynolds shear stresses u ′w ′ and v ′w ′ (see §4.1.2). Specifically, the pre-
sence of top tip ejections in O 2, where u ′ < 0 and w ′ > 0, and top tip sweeps in O 8,
where u ′ > 0 and w ′ < 0, agrees with the negative sign of u ′w ′ observed at the top
tip in Figure 4.2(c). This octant preference for top tip ejections and sweeps is also in
agreement with the positive sign of v ′w ′ at this location for the rotor in Figure 4.2e. Alt-
hough the maximum positive value of v ′w ′ is found just below the top tip, this region
in which v ′w ′ is positive extends above the rotor tip.
One physical mechanism that would cause a preference for a specific sign of w ′ for
sweeps and ejections near the top tip is related to the periodic nature of the blockage





























































































Figure 4.5: Conditional averages of the vertical mean kinetic energy flux ( ¨u ′v ′U ) for each octant. Rotor results are given for (a) the near wake and (b)
the far wake. Results for the disk are provided in (c) the near wake and (d) the far wake. Subfigures (a)-(d) have a common arrangement of eight panels
organized according to the signs of u ′, v ′, and w ′ as in Figure 2.1. Octants 1-4 have positive signs of w ′ while octants 4-8 have negative signs of w ′.
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plane, blockage by the blade would be expected to tend to reduce the instantaneous
local streamwise velocity to a value smaller than the ensemble average (U ) leading to
a negative value of u ′. Since fluctuations are centered about the mean, any instan-
taneous velocity smaller than the ensemble mean corresponds to a negative value of
the fluctuation while an instantaneous velocity greater than the ensemble average ge-
nerates a positive value of the fluctuation. Furthermore, the position of the blade in
the PIV plane would tend to cause the value of the instantaneous vertical velocity near
the top tip to be larger than the ensemble average V as the flow is deflected upwards
over the blade tip leading to a positive deviation of v ′. At this same point in time, the
instantaneous spanwise velocity measured in the PIV plane would be expected to be
larger than the ensemble average W due to the close proximity of the blade and angu-
lar velocity imparted by the blade. Such a tendency for larger instantaneous values of
the spanwise velocity would lead to positive values of w ′. This combination of signs
for the velocity fluctuations produces sweeps in O 2 and may explain why ejections in
O 2 are more predominant than ejections in O 6 in the vicinity of y /D = 1.5.
In contrast, when the rotor blade has passed its topmost position, the absence of
a blockage in the PIV plane would be expected to tend to cause streamwise velocities
near the top tip to have instantaneous values that are larger than U leading to positive
values of u ′. Similarly, the absence of the blade would tend to produce instantaneous
vertical velocities that are lower than V since the flow is not deflected by the blade.
These instantaneous vertical velocities which are smaller than V correspond to nega-
tive values of v ′. Concurrently, the absence of the blade at its topmost position would
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be tend to lead to instantaneous spanwise velocities locally that are smaller than W
due to the lack of rotational influence of the blade. Instantaneous spanwise veloci-
ties that are smaller than W correspond to negative values of w ′. This combination of
the signs of the fluctuations leads to sweeps in O 8 and may provide insight as to why
sweeps at the top tip in O 8 are more dominant than those in O 2. The relative vertical
displacement of the maxima near top tip for ejections and sweeps is also consistent
with this physical mechanism.
Two trends are present in Figure 4.5. One trend is that the disparities between
¨u ′v ′U in the same octant for the rotor versus the disk decrease moving from the near
wake to the far wake. For example, compare ¨u ′v ′U in O 2 for the rotor in the near wake
in Figure 4.5a with O 2 for the disk in the near wake shown in Figure 4.5c especially near
the top tip, y /D = 1.5. Secondly, for the rotor case itself, differences between octants
with the same sign of u ′ and v ′ but opposite signs of w ′ also decrease in moving from
the near wake to the far wake. For example, compare O 2 with O 6 in the near wake in
Figure 4.5a and then compare O 2 with O 6 in the far wake in Figure 4.5b. Significant
variations in ¨u ′v ′U between such corresponding octants in the rotor case in the near
wake indicate that a strong preference for a particular sign of w ′ is associated with ver-
tical mean kinetic energy flux and that this preference is related to the rotation of the
rotor. Two features of Figure 4.5 suggest that the rotationality of the rotor does not he-
avily impact vertical mean kinetic energy transport in the far wake: 1) the absence of
a strong preference for a particular sign of w ′ illustrated by the comparable values of
¨u ′v ′U found between corresponding octants in the far wake in the rotor case and 2)
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the agreement between the rotor and disk octants in the far wake.
Since ¨u ′v ′U is related to the vertical transport of mean kinetic energy, inferences
can be made regarding transport from these results. Specifically, these observations
point towards the idea that the instantaneous directionality of the fluctuations that
lead to vertical kinetic energy transport are quite different in the region nearest the
turbine where rotation is important and are then minimized in the far wake. In ad-
dition, these results imply a difference in the flow structure that occurs concurrently
with vertical mean kinetic transport in the near wake and a curtailment of these flow
structure differences associated with transport in the far wake.
A quantitative comparison of the octant analysis results for the rotor and disk ca-
ses as a function of downstream streamwise distance is shown in Figure 4.6. From the
octant analysis of u ′v ′U for each of the downstream PIV planes, the percent difference
at every measurement point between ¨u ′v ′U for the disk and rotor in each octant was
calculated. For the region between the top and bottom tip, the resulting percent dif-
ferences of ¨u ′v ′U in each octant were then averaged to arrive at the average percent
differences displayed in Figure 4.6. This method was applied to each of the four down-
stream PIV measurement planes. The average percent differences between the same
octant for the rotor and disk decrease from a maximum of 68% in 0.6 ≤ x/D ≤ 1.9 to
a maximum of 17% in the furthest downstream plane (4.3 ≤ x/D ≤ 5.6). The asym-
metry of these average percent differences decreases moving downstream, which can
be seen by comparing octants with the same signs of u ′ and v ′ but differing signs of
w ′. For example, compare the magnitude of the averages in O 3 versus O 7 at stream-
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wise coordinates 0.6 ≤ x/D ≤ 1.9 to those in O 3 versus O 7 at streamwise coordinates
4.3 ≤ x/D ≤ 5.6. This reduction in asymmetry moving downstream indicates decrea-
sed preference for a particular sign of w ′.

























Figure 4.6: Average percent difference between ¨u ′v ′U for the disk and rotor in each
octant as a function of downstream streamwise distance. Only data between the top
(y /D = 1.5) and bottom tip (y /D = 0.5) is considered. As downstream distance in-
creases, differences decrease and average percent difference become more symmetric
with respect to the sign of w ′.
4.1.7 Conclusions
Within a model wind farm, the wake of a model turbine with a three-bladed rotor is
compared to the wake produced by a matched porous disk. The mean velocity com-
ponents, Reynolds stresses, mean kinetic energy budget, and an octant analysis of the
term most relevant to vertical transport of mean kinetic energy are used to make a de-
tailed comparison of the flow physics in the two cases. The main difference in the mean
velocity components is found to be the W -component, which results from rotation of
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the rotor. The Reynolds normal stresses share the same features for the rotor and disk
although normal stresses have consistently higher magnitudes for the rotor between
the top and bottom tip especially for x/D ≤ 3.5. The same comments apply for the
shear stress u ′v ′. The variation in the normal stresses leads to a higher turbulence in-
tensity in this area for the rotor than the disk. In contrast, shear stresses involving w ′
have altogether different patterns of features for the disk and rotor in the near wake.
Discrepancies between the rotor and disk cases in terms of the normal stresses and
thus the turbulence intensity are noteworthy because of the potential impact on the
inflow of downwind turbines. The dynamic loads and fatigue characteristics of wind
turbines are impacted by the turbulence intensity of the inflow [7]. Furthermore, modi-
fication of the turbine structural support to account for turbulence intensity increases
caused by upstream wakes had been found to be advantageous under some circum-
stances in offshore farms [104]. Turbine control schemes are also related to the inflow
of turbines throughout the wind farm [105], [106]. The present results suggest that the
reduced normal stresses and turbulence intensity observed in the disk case are prima-
rily a concern for scenarios in which a stationary disk parameterization for the rotor
is used in computational simulations of farms where the spacing is less than 3− 4D .
However, this specific spacing would be influenced by atmospheric conditions since
atmospheric conditions have been found to impact wake recovery and modulate the
inflow to downstream turbines [107]. Although some operational wind farms such as
Middelgrunden have a turbine spacing that is within this 3−4D range [108], the present
results suggest that farms with a larger turbine-to-turbine spacing would be adequa-
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tely represented using rotor parameterizations which involve a stationary disk.
Examining the W -component for the rotor case, rotational effects are evident par-
ticularly in the region 0.6≤ x/D ≤ 3.2 and are absent in the disk case. In this same re-
gion where rotation has the greatest influence, differences in the peak values of mean
kinetic energy transport terms are as large as 41% percent different to as small as 3%
different. In contrast, in the region where rotation was found to be less important,
percent differences in the peak values of the mean kinetic energy transport terms were
found to range from a percent difference of 6% at most to 2% at the least. In the seg-
ment of the wake where rotation is most important, the greatest disparities are found
in the production of TKE term in the vicinity of the top tip. In comparison to the disk,
the rotor case has a greater production of TKE indicating more kinetic energy is ex-
tracted from the mean flow in the swept area of the rotor. However, this efflux of mean
kinetic energy in the rotor case is offset by a greater transport of kinetic energy by tur-
bulence. Thus, in the region of the wake where rotation is less important, the terms in
the mean kinetic energy equation are nearly equivalent while significant discrepancies
exist where rotation is a crucial characteristic.
Conditional averaging of u ′v ′U to obtain ¨u ′v ′U using an octant analysis appro-
ach is done in order to examine the directionality of the velocity fluctuations from the
mean that are associated with the vertical flux of mean kinetic energy. At measure-
ment locations nearest the turbine model, evident preferences for certain signs of w ′
are present in the rotor case and are minimized in the disk case. Such a preference is
particularly apparent at the rotor top tip where the maximum magnitude of ¨u ′v ′U is
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found in octant 2 where w ′ > 0. In contrast, just below top tip for the rotor, the max-
imum magnitude of ¨u ′v ′U is found in octant 8 where w ′ < 0. Disparities in ¨u ′v ′U
between the rotor and disk in the same octant is an indication that the flow structures
associated with vertical mean kinetic energy flux are different in the near wake for the
rotor than for the disk. However, such differences are not as evident in the far wake.
The mean kinetic energy budget and octant analysis suggest that rotor and disk
cases interact with the atmosphere aloft distinctly differently in the region of the wake
where rotation is a key flow feature. The mean kinetic energy budget indicates that
the vertical entrainment of mean kinetic energy from the fluid above the farm at the
top tip is lower in the disk case than in the rotor case. Octant analysis indicates that
mechanism responsible for this entrainment is dissimilar for the rotor and disk cases.
However, determining the details of this mechanism requires elucidation of the flow
structure responsible. Together, these two analyses imply that studies which seek to
examine the details of the interaction of farms with the atmosphere would benefit from
a rotor parameterization which represents rotational effects.
The comparable nature of the results using the present two mean kinetic energy
analysis techniques points to the idea that the flow is nearly the same from the per-
spective of the mean velocity and mean kinetic energy equation in regions where ro-
tation is not a critical phenomenon. To extend these results to modeling applicati-
ons, it is important to consider that the inflow conditions and simulated atmospheric
conditions would be expected to heavily impact the extent of the wake that is highly
influenced by rotation. For example, in highly turbulent and convective atmospheric
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conditions, this region would be expected to be shorter than in conditions that were
more quiescent. Thus, a criterion akin to the one applied in the present work would
be advantageous in order to apply the present conclusions in other scenarios. Overall,
these results are encouraging for modelers who employ the actuator disk model for si-
mulations of wind farms and are therefore addressing questions that are related to the
mean energetics of the flow.
4.2 Low dimensional representations and anisotropy of a model wind turbine ar-
ray versus an array of porous disks
4.2.1 Analysis of the Reynolds stress anisotropy tensor of the mean flow field
Figure 4.7 shows the invariants of the normalized Reynolds stress anisotropy tensor,
η and ξ, as well as the anisotropy factor, F , computed from the time-averaged Rey-
nolds stress tensor. In Figure 4.7 as with the time-averaged statistics in Figure 4.1, the
rotor case is shown in the top two panels while the disk case is shown in the bottom
two panels of each subfigure. For η, ξ, and F , the primary differences between the
rotor and disk cases lay in the magnitudes of each quantity while many of the overall
characteristics are alike.
In Figure 4.7a , both the rotor and disk cases exhibit a low anisotropy region at hub
height through the entire length of the measurement domain with the corresponding
low anisotropy feature at x/D ≤ −1.5 arising from the third row nacelle of the center
third row turbine. The persistence of this reduced anisotropy feature can be also be























































































Figure 4.7: Invariants of the normalized Reynolds stress anisotropy tensor and the ani-
sotropy factor calculated from the time-averaged Reynolds stresses. (a) Second inva-
riant η, (b) third invariant ξ, and (c) aniosotropy factor F . In all subfigures, the rotor
case is shown in the top row of panels while the disk case is represented in the bottom
row of panels.
disk case initially has a more significant streamwise gradient ofη reaching a minimum
of η = 0.03 at x/D = 1.7, the rotor case has a more extreme minimum of η = 0.02 at
x/D = 2.7. For both cases, the most highly anisotropic area is found to be trailing the
top tip. The lower anisotropy of the rotor case relative to the disk is consistent with
the notion that the blade passage through the measurement plane is intermittent and
when it is absent, the relatively isotropic inflow advects into the measurement plane.
Thus, on average the flow at the height of the top tip would be expected to be lower in
the rotor case than in the case of a stationary porous disk which presents a constant
disturbance to the flow.
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The third invariant of bi j is illustrated in Figure 4.7b. The rotor and disk cases both
exhibit negative values of ξ surrounding nacelle height in the near wake indicating
that there is one dominant principal component of the tensor. In the rotor case, this
region extends further downstream and becomes less evident by x/D ≈ 3.5. For the
disk case, this area with ξ< 0 becomes less evident by x/D ≈ 2.3 which is closer to the
turbine than in the rotor case. Hamilton et al., when comparing turbines with rotors
that moved in differing senses of direction, found an analogous feature downstream of
the nacelle [6]. Hamilton et al. also the established that the shape of the ξ < 0 region
differed depending on the direction of rotation of the rotor which is consistent with
the varying shape of this region in the rotor and disk cases. Trailing the turbine top tip,
the rotor and disk case both exhibit elevated values of ξ with ξ > 0 indicating two co-
dominant principal components of the corresponding tensor. However, the maximum
for the disk case is larger in magnitude by 13% percent in comparison to the rotor case
and this maximum occurs closer to the disk.
Figure 4.7c depicts the anisotropy factor for the rotor and disk cases. Since the com-
putation of F includes both η and ξ, the features of F reflects the characteristics dis-
cussed in relation to Figure 4.7a and Figure 4.7b. Namely, the rotor and disk cases both
exhibit a highly anisotropic feature trailing the top tip in the near wake with an isotro-
pic region downstream of the nacelle which persists for the extent of the wake mea-
sured. In contrast to the near wake, the far wake shows comparatively homogeneous
values of F .























































Figure 4.8: Anisotropy invariant maps computed from the time-averaged Reynolds stress anisotropy
tensor for 0.6≤ x/D ≤ 5.6 with points shaded by wall-normal distance. (a) all points measured for rotor
0.6 ≤ x/D ≤ 5.6, (b)-(e) profiles for the rotor case, (f) all points measured for the disk 0.6 ≤ x/D ≤ 5.6,
and (g)-(j) profiles for the disk case.
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for the rotor and disk case are given in Figure 4.8. Points are colored based on the
wall-normal coordinate with black representing small values of y /D near the floor and
yellow representing the highest wall normal coordinate. The left column of this figure
corresponds to the rotor case while the right column represents the disk case.
The AIMs of the overall wake of the rotor and disk cases are compared in Figure 4.8a
and Figure 4.8f, respectively. The disk case shows a larger domain and range of values in
the AIM than the rotor case, a result that is not as obvious when viewing the invariants
on contour maps as in Figure 4.7. Evident in the global version of the AIM, but further
illustrated in the profiles of the near wake shown in Figure 4.8b and Figure 4.8g, is an
anisotropic region at y /D ≈ 1.5 corresponding to the top tip close to the axisymmetric
boundary for ξ > 0. Notably, the values of η for the disk case in Figure 4.8 are greater
than those of the rotor case. Another feature more apparent in the AIM profiles than
in the contour maps is the large values of η for values below the bottom tip nearest the
floor which are shaded dark blue and black. The relatively anisotropic flow near the
floor is in accordance with observations in channel flows indicating than anisotropy
is generally greater approaching the wall [41]. Comparing profiles in Figure 4.8, one
observes that as streamwise coordinate increases, points in the profiles tend to more
closely follow the positive axisymmetric boundary of the Lumley triangle.
4.2.2 Snapshot proper orthogonal decomposition of the near and far wake
Each dataset is composed of 3000 velocity fields and since the POD kernel is compri-
sed of 3000 velocity snapshots, there are 3000 POD modes that result per dataset. Each
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Figure 4.9: Eigenvalues for the snapshot POD in the near wake (0.6 ≤ x/D ≤ 2.0) and
far wake (4.2 ≤ x/D ≤ 5.6) for the rotor as well as disk cases. (a) Cumulative sum of
eigenvalues for all 3000 modes normalized by the sum of all eigenvalues and (b) de-
tailed view of cumulative sum of eigenvalues for 50 modes normalized by the sum of
all eigenvalues.
POD mode is associated with an eigenvalue that represents the spatial average of the
turbulent kinetic energy in the mode. Given that two measurement planes were analy-
zed via POD and datasets for the rotor and disk case are present for each plane, a total
of four sets of POD results are considered herein.
Figure 4.9 shows the eigenvalues for the POD in each selected case normalized by
the sum of the eigenvalues. Note that the sum of all eigenvalues represents the spatial
average of the ensemble-averaged TKE in each measurement domain. POD modes are
sorted in terms of their TKE as represented by their respective eigenvalues. However,
since larger scale structures contain more energy than smaller scale structures, POD
modes can generally be taken to be sorted from larger to smaller scale as well.
The cumulative sum of all 3000 modes normalized the sum of the eigenvalues is
illustrated in Figure 4.9a. The most evident difference between the cases is in the rate
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of convergence to 1 of the near wake in comparison to the far wake. The slower rate
of convergence of the near wake case is consistent with a larger amount of energy and
importance on intermediate scales in the near wake. In contrast, a greater proportion
of energy would be expected to be present in larger scales in the far wake cases based on
the rate of convergence shown in Figure 4.9a and fewer modes are required to recover
the dynamics of the flow than in the near wake cases.
In order to focus on the behavior of low rank modes, the cumulative summation
of only the first 50 modes normalized by the total of all eigenvalues is provided in Fi-
gure 4.9b. Only an insignificant difference in the rate of convergence is present bet-
ween the disk and rotor cases in the far wake. Meanwhile, the discrepancy between
the rotor and disk case is more evident in the near wake. The smaller gradient of the
curve in the rotor case suggests the greater emphasis on intermediate scales than in
the disk case. Different gradients in the rotor and disk cases in the near wake also im-
plies that flow is more complex in the rotor case and that more degrees of freedom are
needed to represent the full dynamic behavior of the flow in the rotor case than in the
disk case in the near wake.
Selected POD modes are presented in Figure 4.10 in order to illustrate the structural
differences in modes amongst the test cases as well as how these features vary with the
mode index. The kernel of the POD in the present work includes fluctuations in the
streamwise, wall-normal, and spanwise directions. Thus, the resulting POD modes
(Φ) have a streamwise component (φu ), wall-normal component (φv ), and spanwise
component (φw ). In Figure 4.10, each component of a given POD mode is illustrated
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via four panels in which the top two panels correspond to the near and far wake of the
rotor case while the bottom row of two panels correspond to the near and far wake
of the disk case. While all panels of a given component are shown on the same scale,
the color scale is unitless. Furthermore, the numerical value of the color scale lacks
physical meaning since it is only the combination of a mode with the corresponding
time-dependent coefficient yields a velocity field (see Eqn (2.4) in §2.2).
Overall, Figure 4.10 illustrates a trend toward smaller scale features as the mode
index increases. For example, comparing the components of Φ(1) to those of Φ(100), the
features ofΦ(1) are on the order of the measurement domain while those foundΦ(100) are
about an order of magnitude smaller in size. However, length scales cannot be strictly
computed directly from spatial POD modes. Nevertheless, the reduction in feature
size is in accordance with the expectation that although POD sorts mode based on
energetic content, such sorting also has the effect of sorting by scale since larger scales
generally contain more energy.
The u- and v -components of the first POD mode of the rotor and disk cases, shown
in Figure 4.10a, are surprisingly consistent with one another in both the near and the
far wake measurement domains. In near wake as well as in the far wake in both the
rotor and the disk cases, φ(1)u displays a prominent feature near the top tip which is
also reflected in u ′u ′ and u ′v ′. In contrast to the comparable nature of the inplane
components of Φ(1), φ(1)w displays clear organization in the near wake of the rotor case
which results from the rotation of the rotor. No such clear structure is present inφ(1)w in
































































































































































































































































































Figure 4.10: Vectorial components φu , φv , and φw of selected POD modes. (a) POD mode 1, (b) POD
mode 2, (c) POD mode 13, and (d) POD mode 100. Four contour maps illustrate each vectorial compo-
nent with the top row of panels in each component representing the rotor case and the bottom row of
each component depicting the disk case.
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rotor case into the far wake while the disk case continues to lack clear organization. The
coherence of φ(1)w in the far wake of the rotor case is notable given that rotor and disk
wakes are often considered to be equivalent in the far wake in the literature (e.g. [20], [109]).
Evident in Figure 4.10b and Figure 4.10c is the tendency for components of modes
at the same location and mode index to be antisymmetric with respect to the sign of
φ(n )i . For example, comparing φ
(2)
u in the far wake there is a zero crossing at about the
top tip for the rotor as well as the disk case and this component otherwise displays
comparable topology albeit with the signs reversed in the far wake. A similar compa-
rison can be made between the rotor and disk cases for the far wake of φ(2)w as well as
the far wake of φ(2)u and the same reversing of sign can be observed. The sign ascribed
to a particular point in a mode is arbitrary. The contribution of a mode to the fluc-
tuating velocity field is determined by the combination of Φn with the corresponding
time-dependent coefficient an . Since the sign of Φn can be negated by an , antisymme-
trical modes can be considered to be the same. Thus, antisymmetrical modes such as
those found in the far wake of φ(2)w can be considered to have an analogous structure
and contribute the same features to the velocity field upon reconstruction.
Apparent in Figure 4.10c is onset of the loss of common projections between the
modes of the rotor and disk cases. By n ≈ 17 such behavior is common and modes
of the same index and at the same location often have differing topological characte-
ristics. Notable in φ(13)w is a set of small stripes of opposing sign below the bottom tip
and at streamwise distances of x/D ≤ 1.3. Similar stripes, which are often out of phase
by a fraction of a wavelength in comparison to those illustrated in φ(13)w , are common
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in the out-of-plane component of low rank modes. The location as well as the phase-
shifting behavior of these stripes is in accordance with vortex shedding that would be
anticipated to be present downstream of a bluff body such as the turbine tower. That
these features do not extend upward into the swept area of the turbine is significant
since flow structures shed by the turbine tower would be expected to be overwhelmed
by the presence of a rotor or a disk.
Common to the discussion of the first- and second-order statistics of the time-
averaged velocity field in §4.3.1 and the discussion the POD modes shown in Figure 4.10
is the observation that the out-of-plane characteristics of the flow fields of the rotor
and the disk are significantly different due to the rotation of the rotor. In a similar vein,
a key finding from Camp and Cal [109] was that the out-of-plane velocity component
contributed in considerably disparate ways to the vertical entrainment of mean kine-
tic energy when comparing a rotor and a stationary disk. In order to further probe
how the out-of-plane component contributes to a particular POD mode, the energe-
tic contribution from each velocity component to each POD mode can be found. The
TKE contribution from each component to a given POD mode can be found by recon-
structing the individual fluctuating velocity component u ′(n )i from a given single POD
mode φ(n )i and the corresponding time coefficients an . From the reconstructed fluc-
tuating velocity component from a single mode, the amount of TKE contained in this
single component for the given single mode, γ(n )i j , can be expressed as













where i , j = 1, 2,or 3, u ′(n )i is the fluctuating velocity component in the i th direction (e.g.
if i = 2, u ′(n )2 = v
′(n )) reconstructed from the nth POD mode, δi j is the Kronecker delta,
k is the turbulent kinetic energy, and 〈...〉Ω is spatial averaging over a PIV measurement
domain performed by double trapezoidal integration. In practice, γ(n )i j is computed
using Eqn. (2.11) in §2.2 as follows













Note that only cases where i = j are nonzero. Furthermore, the sum of all γ(n )i j for a
given mode index, n , is equal to λn/
∑N
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mode number, n
Figure 4.11: Turbulent kinetic energy from each component of the fluctuating velocity,
γ(n )i j , where the component i , j = 1, 2 or 3 for each mode n . (a) rotor near wake measu-
rement plane, (b) rotor far wake measurement plane, (c) disk near wake measurement
plane, and (d) disk far wake measurement plane. The near wake measurement plane
is 0.6 ≤ x/D ≤ 2.0 and the far wake measurement plane is 4.2 ≤ x/D ≤ 5.6 which are
the same planes provided for the POD spatial eigenfunctions.
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Figure 4.11 shows the variation of the TKE from each fluctuating velocity compo-
nent, γ(n )i j , for modes 1 through 15. The top row of subfigures in Figure 4.11 represents
the rotor near and far wake while the bottom row of subfigures illustrates the corre-





indicating that the u-component is the dominant contributer to the TKE for the first
mode which explains the strong resemblance observed in the spatial organization of
φ(1)u in Figure 4.10a with that of u
′u ′ and u ′v ′ in Figure 4.1. Not only do low rank modes
in the near wake of the rotor display the expected substantial contributions from the
out-of-plane component, remarkably, the w -component is a primary contributer to
the TKE of Φ(2) in the near wake of the disk case as seen in Figure 4.11b indicating that
the stationary disk near wake contains large scale organization in which the out-of-
plane component is of prime importance. Furthermore, large scale organization that
involves the w -component remains in the far wake in both the rotor and disk cases as
is apparent from the magnitude of γ(2)33 as well as γ
(3)
33 in 4.11b and 4.11d. While differen-
ces in the relative energetic contributions from each velocity component are evident in
the near wake when comparing the rotor and disk, such discrepancies are diminished
in the far wake.
4.2.3 Invariants of low-dimensional reconstructions of the Reynolds stress tensor
The anisotropy of the Reynolds stress tensor and its invariants are used in §4.2.1 to gain
detailed insight into the similarities and differences between the rotor and disk cases
as a function of spatial location. In the same way, the Reynolds stress tensor can be re-
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constructed from a subset of POD modes and the resulting anisotropy invariants can
be computed to provide additional understanding of the character of the POD modes
utilized in the reconstruction. The same four cases analyzed via POD and discussed in
§4.2.2, which includes the rotor and disk case in the near wake (0.6 ≤ x/D ≤ 2.0) and
far wake (4.2≤ x/D ≤ 5.6), are considered. The analysis procedure used involved first
choosing a subset of POD modes with indices 1 to S and the Reynolds stress tensor is
then reconstructed using modes 1 to S utilizing Eq. 2.12. The reconstructed normali-
zed Reynolds stress anisotropy tensor is then formulated and finally the invariants of
the reconstructed normalized Reynolds stress anisotropy tensor are found. The pro-
cedure can then repeated after increasing the number of modes in the subset to be
analyzed.
An overview of the features of the invariants that occur commonly in all four se-
lected cases as S is allowed to increase are highlighted using a representative collection
of values of S in Figure 4.12. The subset where S = 2, which is a reconstruction using
only POD modes 1-2, yields anisotropy invariants on the 2-component boundary of
the Lumley Triangle. As the number of modes in the subset is increased to S > 2, the
invariants descend from the 2-component boundary as can be seen when the number
of modes is increased slightly to S = 6. When the subset includes only a small number
of POD modes, rapid changes in the invariants of the reconstructed anisotropy tensor
are observed. Furthermore, as the number of modes in the subset is increased, some
modes cause the invariants of the reconstructed anisotropy tensor to diverge from its
final value as is observed when comparing the sequence where S = 2 is increased to
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Figure 4.12: Representative Lumley triangles from POD reconstructions of the norma-
lized Reynolds stress anisotropy tensor using modes 1 to S where S is increased from
2, 6, 12, 50, 200 and finally the full basis of 3000. The POD was applied over a plane in
the far wake (4.2≤ x/D ≤ 5.6) of the rotor case and invariants for each reconstruction
were selected at x/D = 5.00.
In the present example, modes 5 and 6 have dramatically different anisotropic cha-
racter within the swept area of the rotor than the surrounding modes whereas modes
between 6 and 12 cause a decrease in the residual of the invariants of the truncated
reconstruction and the reconstruction using the full basis of 3000 modes. Hamilton
et al. [110] found that when a heavily truncated basis such that of only POD mode 1
was used to reconstruct the Reynolds stress tensor, 1-component turbulence resulted.
Furthermore, Hamilton et al. noted the tendency of truncation to yield elevated values
of the anisotropy invariants. Thus, when the number modes used as the basis for the
reconstruction is small, the resulting anisotropy invariants reflect both the truncation
but also indicate the highly anisotropic characteristics of the large scale, high energy
features of the flow. As increasingly large numbers of POD modes are employed in the
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reconstruction of the Reynolds stress tensor, it is invariants of the locations near the
wall that evolve last. For example, comparing the changes when S = 12, 50, or 200 with
the final value using the full basis of S = 3000, it is the points with wall-normal coor-
dinates of y /D ≤ 0.2 that evolve most. The late evolution of the features closest to the
wall implies that the scales involved at these spatial locations are small in scale relative
to the structures within the swept area of the rotor or above.
Figure 4.13 gives a more detailed comparison of the anisotropy of the rotor and
disk in the near and far wake as a function of the number of POD modes used to re-
construct the normalized Reynolds stress anisotropy tensor. Every subset is exami-
ned wherein the reconstruction was performed with modes 1 to S where S is allowed
to increase in increments of one from S = 1 to S = 3000, where 3000 represents the
full basis. The value of F is integrated over each measurement plane for each recon-
struction to arrive at a single scalar, 〈F 〉|S , that expresses the anisotropic character of
the each reconstruction. The eigenvalues and spatial eigenfunctions of these measu-
rement planes are discussed in §4.2.2. Thus, the integration to arrive at 〈F 〉|S allows
a more compact view of the information of the type presented in Figure 4.12 recalling
that F = 1−27η2+54ξ3.
4.2.4 Conclusions
The wake of a model turbine fitted with a three-bladed rotor is compared to the wake
of a model turbine fitted with a matched stationary porous disk for the turbine in the
fourth row of a 4×3 wind turbine array. The characteristics of the wake is particularly
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Figure 4.13: Spatially integrated anisotropy factor, 〈F 〉|S , computed from POD recon-
structions using modes 1 to S where S varies from 1 to the full basis of 3000. Spatial
integration was done on the POD of a plane in the near wake (0.6 ≤ x/D ≤ 2.0) and
the far wake (4.2≤ x/D ≤ 5.6) of the both the rotor and disk cases. The corresponding
POD eigenvalues and spatial eigenfunctions for these cases are discussed in §4.2.2.
critical in the function of wind farms since most turbines in wind farms operate within
the wake of turbines located upstream. The present experimental comparison sheds
light on the similarities and differences between the wake produced by stationary rotor
parametrizations often employed in computational studies and the wake issuing from
the rotating rotor that these parametrizations seek to model. The present entirely ex-
perimental work allows for an unbiased approach that circumvents the difficulties that
arise when this comparison is done via a joint computational and experimental study.
The similarities and differences between the wake of a rotor and disk within a turbine
array are examined via the first and second order statistics of time-averaged velocity
field, through the invariants of the normalized Reynolds stress anisotropy tensor, by
the application of Proper Orthogonal Decomposition (POD) and finally the jointly fin-
ding the anisotropic character for the stress tensor resulting from POD reconstruction.
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The most notable differences in the first and second order statistics of the velocity
fields of the rotor and disk were found to be in quantities that include the spanwise
velocity component that arises from the rotation of the rotor. Second order statistics,
which describe the fluctuations about the mean, are consistently higher in the rotor
wake.The discrepancies in u ′v ′ between the rotor and disk wake are particularly rele-
vant to the vertical entrainment of mean kinetic energy which is the main source of
energy that fosters recovery of the wake deficit in wind turbine arrays and is explored
in greater detail in previous work [109].
Characterization of the invariants of the normalized Reynolds stress anisotropy
tensor of the time-averaged flow field illustrate a remarkably higher level of anisotropy
at the top tip in the disk case as indicated by a difference of 13% in η. Such a surpri-
sing result is consistent with the intermittent presence of the rotor in the measurement
plan in contrast with the fixed nature of the disk. While this difference in the top tip
becomes insignificant for x/D ≥ 3.2, disparities in the value of η and ξ trailing the na-
celle persist into far wake. When the invariants are displayed on a Lumley Triangle, the
larger range and domain of η and ξ in the disk case becomes apparent in comparison
to the more tightly clustered values of η and ξ in the rotor case.
The snapshot POD was performed in selected segments of the near wake as well
as the far wake for the rotor and disk cases. While the distribution of energy of the
disk mirrors that of the rotor in the far wake, the rate of convergence of the turbulence
kinetic energy is slower in the rotor case than the disk case. This reduction in the con-
vergence rate in the near wake of the rotor case implies that intermediate scales carry
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a greater energetic importance in the rotor case. Furthermore, when comparing the
near wake and far wake more emphasis is place on these intermediate scales in ge-
neral. Such a change in the significance of certain scales is relevant from a practical
perspective in wind farms since the acoustics of flow over the rotors is impacted by the
scales of the incoming flow [111, 112]. The unfavorable acoustic impact of wind farms
continues to be a contentious issue in the implementation of wind turbine arrays.
The topology of the spatial POD modes Φ of the rotor and the disk were compa-
red in the near and the far wake. While the components of many low rank modes were
comparable, the spanwise component of the rotor case in mode 1 (φ(1)w ) displayed large
scale spatial organization in the near wake and retained its coherence in the far wake
while the disk case showed no such organization. However, examining the energe-
tic contribution from each velocity component to each mode revealed that the span-
wise component contributed little energy to the first POD mode which indicates that
caution should be used in ascribing importance to the dramatic discrepancy between
φ(1)w in the rotor and disk cases. Nevertheless, the differences in the scales and struc-
ture of the wakes found via the POD demonstrate that care should be used when em-
ploying a stationary disk model in place of a rotating model particularly when the acou-
stic or structural behavior is being studied since both the acoustic or structural beha-
vior [107, 8] of downstream turbines is known to be affected by the structure of the
inflow.
Reconstructing the normalized Reynolds stress anisotropy tensor from the entire
sequence of subsets of POD modes provided insight as to the dependence of flow ani-
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sotropy on the POD basis used in the reconstruction. Reconstructions done using only
the low rank modes are highly anisotropic based on the value of 〈F 〉|S however these
elevated values of 〈F 〉|S reflects both the increase in anisotropy inherent in basis trun-
cation and also reflects the high levels of anisotropy that are characteristic of large scale
structures. Interestingly, as the number of modes in the subset used to reconstruct the
flow field increases, the residual between the subset and the full basis using 3000 mo-
des did not monotonically decrease. However, such behavior was only observed when
reconstructions were performed using low rank modes.
The vertical mean kinetic energy entrainment characteristics of wakes of rotors and
stationary porous disks have been previously studied and have determined that while
significant disparities between the mechanism of mean kinetic energy entrainment in
the rotor and disk was present in the near wake, the two cases were comparable in the
far wake [109]. However, the present work provides new insight into the separate issue
of the structural features of the turbulent field inherent in these wakes. An encoura-
ging degree of resemblance was found in the spatial organization of the low rank POD
modes as well as the anisotropic character of the flow in the far wake. However, the
discrepancy between the spanwise component of the first POD mode, differences in
the distribution of energy amongst the modes, as well as differences in the anisotropic
character of the turbulence in the near wake between the rotor and disk cases indicate
the care should be used when a stationary disk is used to model a rotor particularly if
acoustic or structural information is sought.
84
4.3 Side-by-side cylinders in crossflow with freestream turbulence: time-averaged
velocity statistics and statistical approach to vortex characterization
4.3.1 Time-averaged velocity, Reynolds stresses, and turbulence kinetic energy
Figure 4.14 shows the normalized time-averaged, U /U∞, streamwise velocity for all
twelve cases. Each subfigure is composed of a row of four panels representing the same
T /D spacing between the cylinders. Each column represents one of the four inflow
conditions. From left to right, columns give the no grid (NG), passive grid(PG), active
grid low (AGLo), and active grid high (AGHi) inflow cases. The origin of the coordinate
system is located with x/D = 0 equidistant between the two cylinders while z/D = 0
coincides the center of both cylinders. All of the figures showing velocity statistics in
the present section have an organization that is identical to that of Figure 4.14.
Figure 4.14a illustrates U /U∞ for the case where T /D = 2.7. Comparing the con-
tours moving left to right, the NG case and PG case show a much slower rate of velocity
deficit recovery than the active grid cases such that the streamwise velocity in the AGLo
case is 18% different from PG case and 19% different from PG case directly downstream
of the cylinders at x/D = 11.4. The inflow condition also influences the width of the
wake produced by the pair of cylinders with the half-width of AGLo being more than
1.5 times that of the NG case and about 1.3 times that of the PG scenario at x/D = 5.
Both the faster velocity deficit recovery and increased wake half width in the active grid
cases is consistent with the expectation that the increased turbulence leads to more


































Figure 4.14: Normalized time-averaged streamwise velocity, U /U∞. A given row of
panels represent cases with the same T /D ratio while each column represents cases
with the same inflow condition. Columns are organized such that the leftmost column
is the NG inflow and moving from left to right the PG case followed by the AGLo and
AGHi cases are shown.
deficit recovery with U /U∞ being only approximately 1% at x/D = 5. Regardless of
the inflow condition, for T /D = 2.7 the velocity fields show a high degree of symmetry
about x/D = 0.
Qualitative trends similar to those discussed with respect to T /D = 2.7 are obser-
ved at the close cylinder spacing of T /D = 2.1 which is shown in Figure 4.14b. For
example, when T /D = 2.1 symmetry about x/D = 0 is also observed and the velocity
deficit recovery rate also increases moving from NG through PG to AGLo and finally to
AGHi. Furthermore, as when T /D = 2.7, the half width increases in the active cases in
comparison to the NG and PG cases when T /D = 2.1. In contrast to what was observed
when T /D = 2.7, a recirculation zone is observed in under NG conditions downstream
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of each cylinder extending to x/D = 1.8.
Figure 4.14c depicts the cases in which the cylinder spacing is T /D = 1.5. Under NG
conditions an asymmetrical flow regime is observed in which one cylinder, the cylinder
with its center at z/D = 0.75, exhibits a much larger wake. In addition, the flow in the
gap between the pair of cylinders is oriented toward the cylinder displaying the smaller
wake and this gap flow is accelerated to 140% of the freestream velocity at x/D = 0.8.
These general flow characteristics have been reported in the literature with inflow con-
ditions comparable to those in the NG case for a range of cylinder-to-cylinder spacings
including T /D = 1.4-1.7 [56]. Brun et al. [113] found that the flow may be stably biased
or may switch between the pair of cylinders. Time-averaged statistics do not indicate
whether such switching occurs in the NG case only that overall the larger wake is more
often present on the cylinder centered at z/D = 0.75. In comparison to the NG case, a
small bias to the wake is observed under PG conditions albeit in the opposite direction
to that observed in the NG scenario. In contrast, both active grid cases demonstrate a
high degree of symmetry about x/D = 0. The slight asymmetry in the PG and active
cases may be an indication that the biased flow regime is suppressed altogether by the
more turbulent inflow conditions or that the biased flow regime exists but the swit-
ching phenomena is precipitated by the perturbations due to incoming turbulence. A
recirculation zone is observed within the measurement area with each of the four in-
flow conditions when T /D = 1.5. However,the recirculation area extends to x/D = 3.8
in the NG case, x/D = 2.1 under PG conditions, x/D = 1.5 in the AGLo scenario and
x/D = 1.4 in AGLo conditions.
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The normalized time-averaged spanwise velocity is illustrated in Figure 4.15. The
same organization utilized to show U /U∞ is employed in Figure 4.15. As with the time-
averaged streamwise velocity component, near symmetry is observed in W /U∞ for
cylinder-to-cylinder spacings of T /D = 2.1 and T /D = 2.7. The primary difference be-
tween T /D = 2.1 and T /D = 2.7 lies in the spanwise width between the cylinders of
the regions with nonzero values of W /U∞ which owes to the differing center-to-center
distance between the cylinders. For T /D = 2.1 and T /D = 2.7, comparing cases with
the same cylinder spacing but with varying inflow conditions shows only small variati-
ons of less than 10% in the magnitude of W /U∞ with W /U∞ persisting to comparable
streamwise distances downstream. Similar to what was observed with the streamwise
mean velocity component, W /U∞ is highly asymmetrical when T /D = 1.5 under NG
conditions with a large magnitude spanwise component in the gap between the cylin-
der which is 230% larger than the maximum magnitude found in the three other in-
flow conditions at the same cylinder spacing. A small degree of asymmetry is retained
a under PG conditions and becomes near symmetrical in the active grid cases when
T /D = 1.5.
Figure 4.16 shows the streamwise Reynolds normal stress normalized by the square
of the free stream velocity, u ′u ′/U 2∞. As with the U /U∞ and W /U∞, all cases show
highly symmetrical behavior except the case when T /D = 1.5 under NG conditions.
For cylinder spacings of T /D = 2.1 and T /D = 2.7 a minimum in u ′u ′/U 2∞ trails the
center of each cylinder and downstream of the gap between the pair of cylinders with
































Figure 4.15: Normalized time-averaged spanwise velocity, W /U∞. A given row of pa-
nels represent cases with the same T /D ratio while each column represents cases with
the same inflow condition. Columns are organized such that the leftmost column is the
NG inflow and moving from left to right the PG case followed by the AGLo and AGHi
cases are shown.
all cylinder-to-cylinder spacings, the higher values of u ′u ′/U 2∞ are observed at the la-
teral edges of the measurement area particularly for x/D ≤ 2.5 which is consistent
with the higher turbulence intensity of the inflow in the active grid conditions. When
T /D = 1.5 a more marked difference is apparent between the PG and active inflow
flow fields than was exhibited in the mean velocity component. When T /D = 1.5 with
PG inflow, the maxima of u ′u ′/U 2∞ arising from the gap between the cylinder is more
than three times the magnitude of the maxima from the lateral sides of the cylinders.
In contrast, the peak values of u ′u ′/U 2∞ arising the gap between the cylinders and the







































Figure 4.16: Normalized time-averaged streamwise Reynolds normal stress, u ′u ′/U 2∞.
A given row of panels represent cases with the same T /D ratio while each column re-
presents cases with the same inflow condition. Columns are organized such that the
leftmost column is the no grid inflow and moving from left to right the passive grid case
followed by the active grid 1 and active grid 2 cases are shown.
The time-averaged normalized in plane shear stress, u ′w ′/U 2∞, which is illustra-
ted in Figure 4.17, shares a common feature with other bluff body wakes such as those
from axisymmetric disks [114]. This common feature is that u ′w ′/U 2∞ crosses zero do-
wnstream of the the approximate center of the bluff body. When T /D = 1.5 with NG
inflow, this zero-crossing is offset from the center of each cylinder in the positive z/D
direction owing to the deflection of the wake observed in this biased flow regime. Re-
call that a positive sign u ′w ′/U 2∞ indicates that streamwise and spanwise fluctuations
of matching sign tend to occur at the same instant in time while a negative sign of
u ′w ′/U 2∞ shows that the streamwise and spanwise fluctuations have opposing sign at
the same instant in time. As a result, flow arising from the gap between the cylinders is
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paired so that the predominant behavior is such that one cylinder tends to have fluc-
tuations in which u ′ an w ′ are both above or both below U and W , respectively. Me-
anwhile the gap flow of nearest the other cylinder in the pair favors behavior in which




































Figure 4.17: Normalized time-averaged in plane Reynolds shear stress, u ′w ′/U 2∞. A
given row of panels represent cases with the same T /D ratio while each column re-
presents cases with the same inflow condition. Columns are organized such that the
leftmost column is the no grid inflow and moving from left to right the passive grid case
followed by the AGLo and AGHi cases are shown.
A quadrapole structure is shared amongst all cases for x/D . 2 except for T /D =
1.5 under NG conditions where such topology is present in modified form. Howe-
ver, one of the primary differences between cases is the persistence of this quadra-
pole structure of u ′w ′/U 2∞ as the flow advects downstream. The only two conditions
where four extrema of u ′w ′/U 2∞ clearly remain over the entire measurement region is
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for T /D = 2.7 for NG and PG inflow while for the same cylinder spacing such structure
only continues until x/D ≈ 7.9 and x/D ≈ 6.4 in AGLo and AGHi, respectively. When
T /D = 2.1 four extrema also persist longer in the two lower freestream turbulence ca-
ses than in the two active grid inflow conditions. However, when T /D = 2.1 the value
of u ′w ′/U 2∞ approaches zero and remains very close to zero by x/D ≈ 7.5 for the two
lower freestream turbulence inflow cases in contrast to the persistence observed when
T /D = 2.7. This difference in u ′w ′/U 2∞ between T /D = 2.1 and T /D = 2.7 may result
from differences in the rate of decay of vortices. Specifically, the rate of decay pairs of
vortices has been found by Jaarsveld et al. to be greatly different from that of a single
vortex [54]. Furthermore, Jaarsveld et al. concluded that the proximity between vortex
pairs is a primary factor which influences the rate of degeneration of vortices with the
decay rate increasing as the distance between vortices decreases. Thus, the accelera-
ted deterioration of vortices would be expected for T /D = 2.1 in comparison to that
of T /D = 2.7. Similarly, comparing the active grid cases for T /D = 2.1 and T /D = 2.7
the quadrapole structure transitions to a dipole structure earlier for T /D = 2.1 than
T /D = 2.7.
The time-averaged spanwise Reynolds normal stress, w ′w ′/U 2∞, is depicted in Fi-
gure 4.18. As with the velocity and Reynolds stress components previously described,
when T /D = 1.5 with NG or PG inflow, the characteristics of w ′w ′/U 2∞ are dramatically
different than the remaining cases and with NG conditions a markedly asymmetric
structure is present and furthermore the magnitude of w ′w ′/U 2∞ is markedly reduced
with these two inflow conditions. With all other cylinder spacings and inflows, the pre-
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vailing qualitative structure of w ′w ′/U 2∞ is such that a maximum in w
′w ′/U 2∞ imme-
diately trails each cylinder. With T /D = 2.7, not only is the maximum greater by about
20% when comparing NG to the active grid cases but the rate of decay of w ′w ′/U 2∞ is
higher with the active grid. Furthermore, this region with elevated values of w ′w ′/U 2∞
is more broad in the spanwise direction in the active case than in NG and PG conditi-
ons. Comparing the results with T /D = 2.7 to those with T /D = 2.1, the magnitude of
the extrema in w ′w ′/U 2∞ is more than 20% different in each corresponding case. Alt-
hough the active cases for T /D = 1.5 share the same qualitative characteristics as those
for the two larger cylinder spacings, the maximum of w ′w ′/U 2∞ is greatly reduced. For
example, for AGLo the largest value of w ′w ′/U 2∞ with T /D = 1.5 is 40% what is obser-
ved with the same inflow with T /D = 2.1 and 98% different than the corresponding
value with T /D = 2.7.
4.3.2 Statistical analysis of vortex characteristics
Experimental studies on vortex identification and characterization often involve se-
lecting a small subset of instantaneous measurements which are notable or represen-
tative of the flow and these particular vortices are characterized. The present work
takes the diametrically opposite approach. Namely, a purely statistical analysis of all
measurements is employed so as to study the overall tendencies of the population as
a whole and this avenue of inquiry forgoes characterization of individual vortices. To-
ward this end, Figure 4.19 illustrates the number of vortex cores, N , as a function of
































Figure 4.18: Normalized time-averaged spanwise Reynolds normal stress, w ′w ′/U 2∞.
A given row of panels represent cases with the same T /D ratio while each column re-
presents cases with the same inflow condition. Columns are organized such that the
leftmost column is the no grid inflow and moving from left to right the passive grid case
followed by the AGLo and AGHi cases are shown.
§4.3.1 with each row corresponding to a given cylinder-to-cylinder spacing and each
column representing a particular inflow. The turbulence intensity of the inflow incre-
ases moving left to right.
Overall, with NG or PG conditions, vortex cores trail each cylinder as seen in the
two left hand columns in Figure 4.19 while vortex cores are distributed over nearly the
entire measurement domain in cases with higher turbulence inflow as seen in the two
right hand columns. Such a result undoubtedly arises from fact that the more turbulent
inflow cases actually have a significant number of vortices in the freestream although
this may be magnified by breakdown of vortices that are shed from the cylinders that
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Figure 4.19: Location of vortex cores identified in each measurement subset. (a)-(d)
T /D = 2.7, (e)-(h) T /D = 2.1, and (i)-(l) T /D = 1.5. Columns are organized such that
the leftmost column is the no grid inflow and moving from left to right the passive grid
case followed by the active grid 1 and active grid 2 cases are shown.
detected are almost entirely confined to x/D . 2 with active grid inflow whereas such
locations remain prevalent x/D ≈ 8 under NG and PG conditions with T /D = 2.1 and
T /D = 2.7. Under the same inflow, the frequency of vortex cores downstream of the
gap between cylinders is reduced in comparison to the lateral sides of the cylinders es-
pecially for x/D & 4 when T /D = 2.1 in contrast to the near equal incidence observed
on the medial and lateral aspects downstream of the cylinders when T /D = 2.1. This
imbalance in the number of vortex core locations in the medial and lateral aspects for
x/D & 4 supports the supposition made in §4.3.1 that vortices arising from the gap
between cylinders tend to break down at an accelerated rate T /D = 2.1 based on the
value of u ′w ′/U 2∞.
For cases with NG or PG inflow, regardless of cylinder-to-cylinder spacing regions
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with the highest frequency of vortex cores are present on the lateral and medial edges of
the cylinders. Comparing the results of these two inflow conditions when T /D = 1.5,
four maxima that are unequally spaced in the spanwise direction are present for the
NG case corroborating that the biased flow pattern is present. In contrast, for the PG
inflow where T /D = 1.5, five maxima are exhibited and those maxima on the outside
edge of each cylinder are more extended in the spanwise direction than in the NG case.
This is consistent with the idea that biased flow may be present to some extent with PG
inflow but the switching phenomenon is more frequent.
A modified Tukey-style box-and-whisker plot of the circulation of all identified vor-
tices as a function of streamwise coordinate is shown in Figure 4.20. At each particular
streamwise grid point in the vector field, the median circulation of vortices with vortex
cores located at the given grid point is shown with a colored circular marker while dark
gray shading denotes the interquartile range (IQR) of the circulation statistics with the
minima and maxima of the dark gray shading representing the first and third quar-
tiles, respectively. The light gray shading illustrates the whiskers with the extent of
the light gray shading showing the first and third quartiles ±1.5IQR as prescribed in
a Tukey-style box-and-whisker plot. The largest magnitude outliers are omitted in or-
der to retain a scale on the vertical axis that allows the details of each case to be visible.
The circular marker that depicts the median is colored on a scale reflecting the square
root of the vortex sample size (
p
N ) at that particular streamwise coordinate. Since
different sample sizes are present at each streamwise coordinate since the number of




N reflects the 95% confidence interval of the median since the size of this
confidence interval scales with the inverse of
p
N [115]. As with all other figures in the
present work, rows of panels correspond to cases with the same cylinder-to-cylinder
spacing while columns represent the inflow conditions with the turbulence intensity
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Figure 4.20: Circulation of identified vortices as a function of streamwise coordinate.
(a)-(d) T /D = 2.7, (e)-(h) T /D = 2.1, and (i)-(l) T /D = 1.5. Columns are organized
such that the leftmost column is the no grid inflow and moving from left to right the
passive grid case followed by the active grid 1 and active grid 2 cases are shown.
All cases shown in Figure 4.20 share the same general features which include a rapid
increase in the median circulation with streamwise coordinate especially for x/D . 1.5
to reach a maximum of the median circulation that is accompanied by a wide, positi-
vely skewed sample distribution followed by a decline in the median circulation with
increasing streamwise coordinate and a final rapid decrease in median circulation es-
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pecially for x/D & 11. The initial and final rapid changes in the median circulation
at the upstream and downstream edges of the measurement domain likely result from
vortices that are not entirely within the measurement region. As a consequence, only
trends evident outside of these two regions will be used in comparing cases.
Comparing the cases with NG inflow to those with PG and the same cylinder-to-
cylinder spacing, there is small decrease in the magnitude of the maximum median
circulation as the inflow T u% increases. However, this decline is more marked for
T /D = 1.5. Of all of the conditions tested, the results with T /D = 1.5 and NG inflow
have the most broad distribution of circulation values although its median is smaller
than the other cylinder spacing cases with the same inflow. Interestingly, comparing
T /D = 2.1 to T /D = 2.7 for NG inflow, it is notable that with T /D = 2.1 a greater maxi-
mum median circulation is observed but the rate of decline of the median circulation
is higher than when T /D = 2.7. The increased rate of decline in the median T /D = 2.1
is consistent with the supposition made via u ′w ′/U 2∞ and the results in Figure 4.19 that
vortices decay more rapidly with the closer cylinder spacing.
The cases with active grid inflow have a smaller magnitude maximum median than
the corresponding results with lower turbulence intensity inflows. Furthermore, these
distributions are heavily positively skewed particularly for 1.5 . x/D . 3.5 which not
only reflects the expected perturbation of vortices shed from the cylinders by the in-
coming turbulent flow but also the influence of vortices detected in the inflow. The
vortices arising from the inflow likely reduce the median circulation since in the re-
gion 1.5. x/D . 3.5 vortices shed from the cylinders as well as those arising from the
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inflow are codominant subpopulations that impact the median. The near constant
median circulation for 7 . x/D . 11 likely is a better reflection of the properties of
vortices from the inflow advecting into the measurement domain rather that the pro-
perties of vortices being shed from the cylinders.
Figure 4.21 depicts the spatial extent of the detected vortices as a function of stre-
amwise coordinate. Note that the edge of detected vortices is defined herein as the con-
tour surrounding a detected vortex core in whichλ2 = 0 meaning that the spatial extent
of the detected vortices is the area enclosed by theλ2 = 0 contour. Figure 4.21 illustrates
the same modified Tukey-style box-and-whisker plots with the same shading charac-
teristics used in Figure 4.20. Thus, the median area is marked with a colored marker
with the color mapped to
p
N , the maximum and minimum of dark gray shading indi-
cates the first and third quartiles while the light gray shading represents the whiskers
which are found at±1.5IQR from the first and third quartiles. As with Figure 4.20, only
the region outside the initial rapid median increase and steep median decrease at the
upstream and downstream edges of the figure are discussed.
Overall, cases with NG or PG inflow have vortices with a greater median area than
the corresponding flows with active grid conditions. The maximum median vortex area
for T /D = 1.5 and T /D = 2.1 with NG inflow are comparable although the distribution
for T /D = 1.5 is more broad has more of an emphasis on larger vortices. Comparing
NG to PG conditions, there is very little discernible change when T /D = 2.7 although
a clear decrease in the maximum median area is observed for T /D = 2.1 and an even
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Figure 4.21: Area of identified vortices as a function of streamwise coordinate. (a)-(d)
T /D = 2.7, (e)-(h) T /D = 2.1, and (i)-(l) T /D = 1.5. Columns are organized such that
the leftmost column is the no grid inflow and moving from left to right the passive grid
case followed by the active grid 1 and active grid 2 cases are shown.
cases, the largest maximum median is observed for T /D = 1.5. While the median re-
aches a near constant values for active grid inflow with T /D = 1.5 and T /D = 2.1 for
7 . x/D . 10.5, a gradual decline in the median area of vortices continues for these
streamwise coordinates when T /D = 2.7.
4.3.3 Conclusions
The evolution of the wakes arising from a pair of side-by-side cylinders in crossflow
subject to varying levels of freestream turbulence are compared. Three cylinder-to-
cylinder spacings encompassing differing flow regimes and four inflow conditions yiel-
ding a total of twelve unique cases are examined. This experimental approach provides
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insight into the fundamental changes in the wakes produced by side-by-side cylinders
and their interactions with one another as a function of inflow turbulence. Analysis in-
cludes a characterization of components of the time-averaged mean velocity and Rey-
nolds stress tensor as well as a statistical description of vortex characteristics within
the wake as a function of T /D and inflow T u%.
For each of the mean velocity components as well as all of the Reynolds stress com-
ponents surveyed the increasing symmetry of the flow field with increasing inflow T u%
is evident when T /D = 1.5. Notably, these significant changes are apparent even with
an increase in turbulence intensity of 0.9% between the NG and PG inflow. Although it
is known that vortex induced vibrations are impacted by moderate turbulence intensi-
ties comparable to the AG cases [116], the present results imply that vortex induced
vibrations may be influenced by only modest increases in inflow freestream turbu-
lence. Furthermore, the considerable changes in the flow field observed imply vari-
ations in the acoustics are especially influenced by freestream turbulence particularly
since such acoustic alterations have been observed with other types of flows subject to
inflow turbulence [111].
In addition to the symmetry changes found for T /D = 1.5 as a function of inflow,
the streamwise velocity for T /D = 2.1 and T /D = 2.7 shows an increase in the rate of
half-width growth and wake recovery as a result of the improved mixing from added
freestream turbulence. Favorable changes in heat transfer characteristics of a single
cylinder subject to freestream turbulence is expected and is known [117]. However,
such improvement in entrainment and recovery in the wakes of side-by-side cylinders
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resulting from increasing inflow turbulence intensity suggests enhanced heat transfer
characteristics which may inform the streamwise and spanwise tube spacing in the
design of products that employ cylindrical elements such as heat exchangers.
Considerable alterations in the topology of u ′w ′/U 2∞ in response to changes in in-
flow freestream turbulence are observed in all cases which points to a modification in
the decay of vortices due to inflow condition variation. The spatial distribution of vor-
tex cores was consistent with this conclusion. Differences in the incidence of vortex
cores aligned with the gap enclosed by the cylinders and the incidence downstream of
the lateral edges of the cylinders are especially clear for T /D = 2.1 in comparison to
T /D = 2.7 suggesting the same proximity effects that have been observed for vortex
pairs [54]may extend larger groups of vortices. In addition, disparities in the pattern
of vortex core locations for T /D = 1.5 between NG and PG inflow implies that the wake
switching phenomena in the biased flow regime interacts is influenced by freestream
turbulence. Since the wake switching phenomena is an active area of research, the
present results point to an additional area of inquiry involving the mechanism of this
interaction between wake switching and freestream turbulence.
4.4 Side-by-side cylinders in crossflow with freestream turbulence: Averaging of
recurrent events via the proper orthogonal decomposition
4.4.1 Snapshot proper orthogonal decomposition
For each of the twelve cases, the POD kernel is composed of 3000 snapshots of the
mean-centered fluctuating velocity field yielding 3000 POD modes for each dataset.
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The spatial average of the turbulence kinetic energy of each mode is described by the
corresponding eigenvalue for each mode. Figure 4.22 depicts the fraction of TKE con-
tained in each of the 15 lowest rank modes and each subfigure showing the results for
a single center to center spacing with varying inflow conditions. Moving left to right
across the subfigures, the cylinder spacing increases from T /D = 1.5 to T /D = 2.1 and
finally to T /D = 2.7. Recalling that POD modes are ordered by TKE, each subfigure in



























Figure 4.22: Eigenvalues for the snapshot POD illustrating TKE per mode for the first
100 modes. (a) T /D = 1.5, (b) T /D = 2.1, (c) T /D = 2.7
Figure 4.22a, which illustrates T /D = 1.5, shows that modes 1 and 2 for the NG in-
flow contain 19% and 17% of the total energy, respectively. Such pairing of a sequence
of two modes here indicates two modes that are related to the von Kármán vortex street.
Interestingly, the lead paired modes are modes 2 and 3 with the small amount of inflow
turbulence added in the PG case. In the active grid cases for T /D = 1.5, pairing of mo-
des is not obvious based on the TKE content.
With a cylinder-to-cylinder spacing of T /D = 2.1, shown in Figure 4.22b, mode
pairing is evident for modes 1 and 2 as well as modes 3 and 4 for the NG and PG inflow.
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However, such pairing may be present for modes 3 and 4 in both active grid cases.
Comparing the relative energies of these pairs of modes in the NG and PG cases, it is
apparent that there is a larger difference in the energetic contained in modes 1 and 2 in
contrast with modes 3 and 4 in the NG inflow. Since modes 1 and 2 represent in phase
vortex shedding whereas modes 3 and 4 show anti-phase vortex shedding from the
cylinder pair, the change in the relative energy between the coupled modes suggests
that ratio of in-phase to anti-phase shedding increases with the addition of a modest
amount free stream turbulence in the PG inflow. It is less clear whether coupled modes
are present in the active cases when examining Figure 4.22b. However, as with the cases
where T /D = 1.5, when T /D = 2.1 the first two modes are higher in energy for AGHi
inflow than AGLo inflow with a crossing at mode 3.
Figure 4.22c depicts the cases where T /D = 2.7. Both the NG and PG inflows exhi-
bit mode coupling for modes 1 and 2 as well as modes 3 and 4 albeit with a greater
separation in the energy content in these paired modes for T /D = 2.7 than is observed
when T /D = 2.1. Also in contrast to what is observed when T /D = 2.1, there is de-
creasing energy separation between modes 1 and 2 verses that of modes 3 and 4 when
comparing NG inflow to PG inflow. However, for both NG and PG inflow, there is a lar-
ger gap between the energy contained in modes 1 and 2 than in modes 3 and 4 for a
cylinder spacing of T /D = 2.7 in comparison with what is observed when T /D = 2.1.
This pattern suggests that in-phase vortex shedding is even more predominant when
T /D = 2.7 than when T /D = 2.1 although the degree of preference for a particular sy-
nchronization of vortex shedding is perturbed in with both cylinder spacings. The pre-
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sent evidence that in-phase shedding is more strongly favored as cylinder-to-cylinder
spacing increases is in accordance with the observations of Alam et al. [62]. Moreover,
the present research provides the additional insight that this inclination toward a given
synchronization of vortex shedding is sensitive to even small changes in the amount
of freestream turbulence in the inflow.
The streamwise components of the first four POD modes, φ(1)u to φ
(4)
u , are depicted
in Figure 4.23. The corresponding spanwise components of the first four POD modes,
φ(1)w to φ
(4)
w , are depicted in Figure 4.24. Each subfigure is composed of twelve panels
organized such that rows are composed of cases with the same cylinder spacing with
the T /D = 1.5 results in bottom row, the middle row illustrating T /D = 2.1, and the
top row showing T /D = 2.7. Columns in both Figure 4.23 and Figure 4.24 represent
cases with the same inflow conditions. From left to right, the columns are arranged
indicating inflow conditions NG, PG, AGLo and AGHi, respectively.
Comparing Figure 4.23a and Figure 4.23b, for the NG and PG inflow conditions,
each corresponding case show an analogous topology for φ(1)u and φ
(2)
u except such a
pattern is not shared for T /D = 1.5. Although these topologies are analogous, the lo-
cation of the extrema are shifted in the streamwise direction by a fraction of a wave-
length. Physically, such a pairs of modes account for the advection of vortices down-
stream which also is consistent with the comparable energy content of these modes
discussed in relation to Figure 4.22. Furthermore, in each of these cases in φ(1)u and
φ(2)u that display such evidence of the downstream advection of vortices, it is apparent
that the absolute magnitude of the extrema decreases with increasing streamwise dis-
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tance. A decreasing magnitude of the extrema with streamwise distance in φ(1)u and
φ(2)u is constant with the expected decay in the strength of vortices as seen in §1.3.2
and concomitant decay in velocity fluctuations associated with these vortices. Furt-
hermore, comparing T /D = 2.1 and T /D = 2.7 both with PG inflow, the rate of decay
of the extrema in φ(1)u with downstream distance is higher with T /D = 2.1 than with
T /D = 2.7 which suggests an increase in the rate of vortex decay for T /D = 2.1 relative
to that of T /D = 2.7. Examining the extrema remaining casesφ(1)u andφ
(2)
u with PG and
NG inflow with T /D = 2.1 as well as T /D = 2.7 a similar trend is evident.
Spatial modes φ(1)u and φ
(2)
u for T /D = 2.1 and T /D = 2.7 with NG as well as PG in-
flow indicate vortices trailing both cylinders in the pair. On the other hand, for T /D =
1.5 under NG conditions, the location of the extrema in φ(1)u and φ
(2)
u trail only a sin-
gle cylinder which is the same cylinder that exhibited the dominant wake in the time-
averaged velocity field U and is consistent with a dominant single vortex street. Com-
paring φ(3)u and φ
(4)
u for T /D = 2.1 and T /D = 2.7 with NG as well as PG inflow, analo-
gous patterns of features are observed in these modes albeit with a shift in the stream-
wise location.
In addition, these corresponding modes contain comparable amounts of energy
as discussed pertaining to Figure 4.22. Thus, φ(3)u and φ
(4)
u together for T /D = 2.1 and
T /D = 2.7 with NG and PG inflow also represent advecting vortices. However, while
φ(1)u andφ
(2)




u are nearly antisymmetric




























































































































Figure 4.23: Streamwise component,φu , of POD modes 1 through 4. (a) POD mode 1φ
(1)
u , (b) POD mode 2φ
(3)
u , (c) POD mode 3φ
(3)
u , and (d) POD mode
4 φ(4)u . In all subfigures, rows represent cases with the same cylinder spacing with spacing increasing from T /D = 1.5 to T /D = 2.7 from bottom to top.





























































































































Figure 4.24: Spanwise component, φw , of POD modes 1 through 4. (a) POD mode 1 φ
(1)
w , (b) POD mode 2 φ
(3)
w , (c) POD mode 3 φ
(3)
w , and (d) POD mode
4 φ(4)w . In all subfigures, rows represent cases with the same cylinder spacing with spacing increasing from T /D = 1.5 to T /D = 2.7 from bottom to top.
Columns in each subfigure are organized such that the lefthand column is the NG inflow and moving from left to right the PG cases followed by the AGLo
and AGHi cases are shown.
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that φ(1) and φ(2) represent anti-phase vortex shedding while φ(3) and φ(4) denote in-
phase shedding.
The symmetry types observed for these pairs of coupled modes suggest that φ(1)
andφ(2) represent anti-phase vortex shedding whileφ(3) andφ(4) denote in-phase shed-
ding. The corresponding spanwise modes in Figure 4.24 also exhibit a change in sym-






w . Comparing the magnitude of the maxima
and minima in these coupled modes, it is clear that magnitude of φ(3)u and φ
(4)
u decre-
ases at a higher rate than φ(1)u and φ
(2)
u which is consistent with previous reports [63]
indicating that vortices shed via in-phase synchronization are less stable than those
shed in an anti-phase fashion.
Comparing Figure 4.23b and Figure 4.23c, for T /D = 1.5 with PG inflow conditions,
another pair of modes corresponding to the downstream advection of vortices are re-
presented byφ(2)u andφ
(3)
u in this case. However, unlike the case where the extrema are
significantly biased toward one cylinder as inφ(1)u andφ
(2)
u with NG inflow, the extrema
in φ(2)u and φ
(3)
u for T /D = 1.5 with PG inflow are nearly equidistantly located with re-
spect to z = 0. The near symmetry of the time-averaged velocity field U for T /D = 1.5
with PG inflow is in keeping with either a biased flow regime with a switching pheno-
mena or another symmetrical process. However, the distribution of the maxima and
minima at almost equal distances from z = 0 may suggest a single vortex street trai-
ling z = 0 is present for T /D = 1.5 with PG inflow rather than the biased flow with a
switching phenomena. Examining the corresponding streamwise component of these
modes in Figure 4.23b and Figure 4.23c for T /D = 1.5 with PG inflow conditions, the
109
magnitude of the fluctuations arising from these modes are greater trailing the cylinder
centered at z/D =−0.75 than the cylinder centered at z/D = 0.75.
For the active grid cases, it is not until φ(3)u and φ
(4)
u that coupled modes clearly re-
presenting vortices are observed. Furthermore, for T /D = 2.1 and T /D = 2.7, the sym-
metry ofφ(3)u andφ
(4)
u suggests anti-phase vortex shedding. For the active cases, the pre-
sence of anti-phase shedding in higher energy modes rather than in-phase shedding
is consistent with the trend in energy content for these types of shedding synchroniza-
tion observed with NG and PG inflow. However, the rate of decay of the extrema forφ(3)u
and φ(4)u for the active cases with T /D = 2.1 and T /D = 2.7 in comparison to those of
φ(3)u andφ
(4)
u is an indication that vortices shed decay at an accelerated rate with active
grid inflow in comparison with inflow conditions with lower intensities of freestream
turbulence.
4.4.2 Conditional averaging
Conditional averaging based on phase utilizing recurrence requires the representation
of measured data in phase space. Two parameters described in detail in §2.5 are nee-
ded for the recurrence-based averaging process, a distance threshold (ε) and an em-
bedding dimension (m). Although a standard procedure has not been established for
the selection of these parameters, one common approach is to map the recurrence
rate, R R , as a function of both m and normalized threshold distance ε/d . Recall from
§2.5 that twice the mean value of r i of all realizations is the mean phase space diame-
ter, d . Figure 4.25 shows a representative example of R R (ε/d , m ) for the case where
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Figure 4.25: Recurrence rate as a function of normalized threshold distance and em-
bedding dimension, R R (ε/d , m ) for T /D = 2.7 with NG inflow. (a) R R (ε/d , m ) for all
possible values of the embedding dimension and (b) detailed R R (ε/d , m ) for embed-
ding dimensions 1≤m ≤ 6.
The surface of R R (ε/d , m ) resulting from surveying all possible values of m is de-
picted in Figure 4.25a. Since each dimension of the phase space is composed of a POD
time coefficient and since the kernel of the POD utilized herein is composed of 3000
snapshots the embedding dimension may vary from m = 1 to m = 3000. When m = 1,
the surface of R R has convex shape which contrasts with the remainder of the surface.
As m increases, the surface of R R (ε/d , m ) converges quickly initially and gains an in-
flection point located at R R ≤ 0.15 for all values m > 1. However, based on the number
of realizations in each measurement set, phase spaces with m ≤ 6 can be reconstructed
most accurately [118, 119].
Figure 4.25b shows the R R (ε/d , m ) for only values 1 ≤m ≤ 6. As is evident in the
overview of the surface of R R (ε/d , m ), other than the case where m=1, other curves
representing R R (ε/d ) have a common overall shape. The embedding dimension of
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m = 4 was chosen for the representative case since a large percentage of the energy of
the system, 47%, is captured by these modes based on the sum of the eigenvalues found
in the POD. Furthermore, m = 4 for this case is expected to capture the dynamics of this
case better than, for example, m = 5 since both members of a coupled pairs are inclu-
ded. Furthermore, R R (ε/d ) for m = 4 curve of represents a smooth and incremental
change in comparison to neighboring curves of R R (ε/d ). The value of ε/d = 0.15 was
chosen as a compromise between selectiveness in grouping realizations into sets for
phase averaging while still yielding a moderate number of sets for phase averaging.
Given that ε/d = 0.15 corresponds to R R = 1.9%, the chosen value of ε/d = 0.15 is
comparable in magnitude and R R in comparison to other applications [120, 121]. For
the remaining cases, the same procedure described for the case where T /D = 2.7 with
NG inflow was followed. Namely, the R R (ε/d , m ) for 1 ≤ m ≤ 3000 was computed
and the detailed curves for R R (ε/d , m ) with 1 ≤m ≤ 6 was examined. Then, the va-
lue of m was selected aided by the physical insight from the POD so that greater than
approximately 35% of the energy was represented and both members of any paired
modes were chosen. Furthermore, the selected curve of R R (ε/d ) for m = 4 represents
a smooth and incremental change in comparison to curves for the bracketing values
of m . Finally, ε/d = 0.15 was retained in all cases to provide level of selectivity in the
phase averaging commensurate amongst all cases. Table 4.1 summarizes the values of
the selected parameters for each case and the corresponding R R and the TKE repre-
sented by the sum of eigenvalues of m normalized by the sum of all eigenvalues for the
case.
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Table 4.1: Comparison of recurrence-based averaging parameters for cases









NG 1.5 4 1.7 0.41
2.1 4 0.68 0.36
2.7 4 1.9 0.47
PG 1.5 4 0.83 0.37
2.1 4 1.4 0.39
2.7 4 1.7 0.46









AGLo 1.5 5 0.18 0.38
2.1 5 0.13 0.34
2.7 5 0.14 0.36
AGHi 1.5 4 0.19 0.56
2.1 5 0.16 0.37
2.7 5 0.14 0.38
The parameters of m and ε/d = 0.15 selected for each case as shown in Table 4.1
corresponds to a recurrence matrix (R ) for each case. These recurrence matrices are
obtained via Eq. (2.23). Each recurrence matrix is used to collect sets of realizations to
be used in phase averaging. The phase averaging performed for all sets of realizations
selected by R is done using Eq. (2.25).
With the appropriate m and ε/d for each dataset and the corresponding recur-
rence matrices, the individual realizations that will be phase averaged can be exami-
ned. Recall from §2.5 that the instantaneous location in phase space of a realization,
r , is constructed from the POD time-coefficients as in Eq. (2.22). Furthermore, at any
instant in time, the square of the summation of all M POD time-coefficients is equal
to the instantaneous turbulence kinetic energy averaged over the spatial domain, 〈k̃ 〉Ω.
Thus, if all M time coefficients at a particular instant are used to construct r , then
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〈k̃ 〉Ω = ||r (M )||2, (4.3)
where 〈k̃ 〉Ω is the spatial average of the instantaneous turbulence kinetic energy the
spatial domain Ω, r (M ) is the vector representing a realization in phase space with M
components, and || · · · || denotes the magnitude of a vector found via the L2-norm. The
time indices of all realizations selected by the recurrence matrix, R , are noted and r (M )
for all of these realization are computed in order to arrive at the distribution of instan-
taneous turbulence kinetic energy for the realizations that will be phase averaged.
Figure 4.26 compares the distribution of instantaneous turbulence kinetic energy
for all measurements to the distribution of instantaneous turbulence kinetic energy
of realization selected by R for phase averaging. Since each dataset is composed of
M = 3000 snapshots, ||r (M )||2 reflects the instantaneous TKE. The arrangement of ca-
ses in Figure 4.26 is the same as that of Figure 4.23 in which rows depict cases with
the same value of T /D while columns represent cases with the same inflow condition.
The value of T /D increases moving upward in the figure and the inflow turbulence in-
tensity increases moving to the right. The histogram for the instantaneous turbulence
kinetic energy for all measured realization is shown in red and the superimposed blue
histogram represents the realizations selected via the recurrence matrix for phase aver-
aging.
The distribution of instantaneous turbulence kinetic energy, 〈k̃ 〉Ω, is near symme-
trical about the mean for all cylinder spacings with NG inflow as well as for PG inflow


































Figure 4.26: Superimposed distributions of the square of magnitude of the instanta-
neous phase trajectory vector, ||r (M )||2, for the initial data ( ) and the data selected by
R ( ) for phase averaging. Rows represent cases with the same cylinder spacing with
spacing increasing from T /D = 1.5 to T /D = 2.7 from bottom to top. Columns are or-
ganized such that the lefthand column is the NG inflow and moving from left to right
the PG cases followed by the AGLo and AGHi cases are shown.
ons, only a small decrease in the number of counts exists between the histogram for
all measurements and that of the realizations selected by R . Such a decrease is consis-
tent with the idea that some realizations are excluded by R because some realizations
are not located closely to any other realization in phase space and thus are omitted in
phase averaging. The spread of the histograms representing the NG inflow as well as
the PG inflow with T /D = 2.1 and T /D = 2.7 are particularly narrow indicating that
little variation in 〈k̃ 〉Ω exists in these cases regardless of the state of system.
All of the active grid cases, present in the right two columns of Figure 4.26, have
distributions of 〈k̃ 〉Ω that are heavily skewed to the right. In comparison the NG or PG
cases, there is a more significant difference between the number of counts in the histo-
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gram corresponding to 〈k̃ 〉Ω for all measurements and the histogram of the realizations
selected for phase averaging in the active cases. That a larger number of realizations
is omitted from the phase averaging process in the active cases than the NG or PG in-
flows is an indication that a larger number of realizations are located at large distances
away from other realization in phase space. Furthermore, such omissions imply that
a greater variety of states in phase space are visited by the systems with an active in-
flow. In all of the active cases, the shape of the histograms representing all realizations
as well as the histograms depicting realization that will be used in phase averaging are
all similarly right skewed which suggests that the resulting phase averages will retain
information as to the diverse states of the flow present in these systems.
4.4.3 Vortex identification on conditionally averaged velocity fields
The phase averaging technique applied in the present work yields numerous sets of re-
alizations resulting from the procession of the system through phase space. Averaging
of the realizations within each set produces the phase averaged velocity field which
is then analyzed further by identifying the location of vortex cores and the extent of
the identified vortices as described in §2.5. From the assembled sets of phase avera-
ges for each case, a limited number of phase averages have been selected that represent
common features found throughout the collected phase averages while other sets have
been selected because they demonstrate notable physics.
Cases with T /D = 2.1 or T /D = 2.7 with NG or PG inflow exhibit similar trends. Fi-
gure 4.27 shows selected phase averages for these four cases wherein vectors represent
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the velocity field, round markers identify vortex cores as well as their sense of rota-
tion, contours surrounding each vortex core whereλ2 = 0 are illustrated, and the back-
ground coloring the inplane vorticity, ωy . The phase average in Figure 4.27a exhibits
two vortex streets in which vortices with opposite senses of rotation are present at ap-
proximately the same spanwise coordinate and is an archetypal example of antiphase
shedding. Phase averages with this type of antiphase shedding are consistent with the
physics described by POD modes Φ(1) and Φ(2) in §4.4.1. Phase averages are found in
all four cases that represent antiphase shedding. In contrast, the vortices being shed
from both cylinders have the same sense of rotation in Figure 4.27b which characteri-
zes inphase shedding. Although, inphase shedding was not observed in phase averages
for T /D = 2.7, this shedding regime is present in phase averaged sets where T /D = 2.1.
Notably, the sense of rotation of vortices at 6 ≤ x/D ≤ 9 in the example shown in Fi-
gure 4.27b conveys the history of the type of shedding synchronization and suggests
that the shedding regime has recently switched between in phase and antiphase shed-
ding.
Many phase averaged sets for T /D = 2.1 or T /D = 2.7 with NG or PG inflow fall into
either inphase or antiphase shedding categories. However, there are other examples in
which neither class accurately describes the relationship between the vortices being
shed illustrated in Figure 4.27c. In this instance, the vortices immediately trailing the
cylinders are slightly out of synchronization based on the core location, vorticity, and
the location of the contour for λ2 = 0. Figure 4.27d illustrates a scenerio that is specific
































































Figure 4.27: Selected phase averages for NG and PG inflow with T /D = 2.1 or T /D =
2.7. (a) antiphase vortex shedding in T /D = 2.7 under NG conditions, (b) inphase
shedding immediately trailing cylinders with T /D = 2.1 and NG conditions, (c) out
of synchronization shedding in T /D = 2.7 under PG conditions and (d) decrease in
medial vortex size in with T /D = 2.1 and NG conditions.
arising from the medial surfaces between the cylinders are much smaller than those
arising from the lateral edges particularly for streamwise distances x/D ' 6 which
suggests the accelerated decay of the medial vortices in comparison to those located
laterally. In other phase averages, these downstream medial vortices are not detected.
Such scenarios are consistent with the statistical trends found in §4.3.2 and provides
an instantaneous point of view that compliments our statistical findings.
The time-averaged streamwise mean velocity indicated a biased flow regime when
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T /D = 2.7 with NG inflow while a relatively symmetrical wake was found with the same
cylinder spacing with PG conditions as detailed in §4.3.1. Figure 4.28 provides exam-
ples of the phase averaged velocity and vorticity fields as well as the identified vortices
in these two cases. For the NG case in Figure 4.28a, a single vortex street is evident
downstream of the cylinder located at z/D =−0.75 which corresponds to both the po-
sition of the dominant wake observed in the time-averaged velocity statistics as well
as the features found in POD modes Φ(1) and Φ(2) in §4.4.1. Figure 4.28b shows another
phase average of the NG case albeit with the direction of the gap flow close to paral-
lel to z/D = 0. This phase average also illustrates a small vortex trailing the cylinder
located at z/D = 0.75, which is in accordance with Φ(5) and Φ(6) shown in Figure A1 in
the Appendix. Figure 4.28c and Figure 4.28d both illustrate this same cylinder spacing,
but for PG inflow conditions. Notably, the size of the vortices observed in PG conditi-
ons are reduced in size in comparison to those found in phase averages (e.g., compare
PG case in subfigure (c) and NG case subfigure (a) in Figure 4.28). Such a difference
in the apparent size of vortices between the NG and PG inflow was found from via the
statistics in Figure 4.21 in §4.3.2. The primary difference between the two phase avera-
ges with PG inflow is the variation in the direction of the gap flow. Phase averages for
T /D = 2.7 with PG inflow show a diverse set of trajectories for the gap flow in contrast
to the NG case where the gap flow is directed almost exclusively toward the cylinder the
smaller wake. The variation in the direction of the gap flow in the PG case as shown by
these phase averages is significant because the statistical quantification of the vortex
core locations in §4.3.2 suggested switching of the bias flow direction but the present
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Figure 4.28: Selected phase averages for NG and PG inflow with T /D = 1.5. (a) NG
conditions with typical large vortices shed in the dominant cylinder wake, (b) NG con-
ditions with minor vortex trailing cylinder with smaller wake, (c) PG conditions with
positively deflected gap flow, (d) PG conditions with negatively deflected gap flow.
Figure 4.29 depicts selected phase averages for cases with T /D = 2.1 or T /D =
2.7 under active grid conditions. An example of anti-phase shedding is shown in Fi-
gure 4.29a with the size of the vortices decreasing in size with downstream distance at a
markedly higher rate than typical in phase averages for the same cylinder spacing with
NG or PG inflow. The same rapid decrease in vortex size was also found statistically as
in §4.3.2. Furthermore, POD modesΦ(3), Φ(4), Φ(5) in §4.4.1 display faster decrease in ex-
trema with downstream distance in comparison to those shown for PG or NG inflow.
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Comparing the subfigures in Figure 4.29, a variety of types of synchronization of the
vortex shedding are observed as was also found in the corresponding cases with NG
and PG inflow. In contrast to phase averages with PG and NG inflow, phase averages
in the AG cases exhibit large scale spanwise deflection of the vortex streets which is a
phenomena suggested in previous studies [122, 54]. Such spanwise advection of vor-
tex streets are displayed in each of the selected phases averages with AG inflow. This
spanwise motion is represented in POD modes Φ(3), Φ(4), and Φ(5) as a slight loss in the
symmetry wherein a degree of curvature is present to the line connecting the extrema
of the POD modes.
The phase averages illustrated in Figure 4.30a represent the active grid inflow cases
for T /D = 1.5. Figure 4.30a shows an example of a set with a dominant wake down-
stream on of the cylinder located at z/D = −0.75 while Figure 4.30b. Thus, the same
biased wake switching appears to occur in both AG cases as was seen with PG inflow
providing an overall symmetry to the time-averaged velocity fields. However, in con-
trast to what was observed in cases with lower turbulence intensity inflows, the con-
tours of λ2 = 0 appear much more jagged and tortuous in the AG cases than those in
NG or PG conditions. Furthermore, many more small vortices are detected in the AG
cases which are also distributed over a larger range of spanwise coordinates than in
cases with lower turbulence intensity inflows. The increase in the spanwise range of
the detected vortices is in accordance the expectation that the inflow in the AG cases
contains non-negligible vorticity unlike the PG or NG inflow. This net decrease in the
































































Figure 4.29: Selected phase averages for AGLo and AGHi inflow with T /D = 2.1 or
T /D = 2.7. (a) AGLo T /D = 2.7, (b) AGHi T /D = 2.7, (c) AGLo T /D = 2.1 and (d)
AGLo T /D = 2.1.
§4.3.2. The numerous variations in the phase averages supports the idea that this sy-
stem processes about a larger portion of phase space when exposed to AG inflow as
suggested by the right skewed distribution of 〈k̃ 〉Ω in Figure 4.26.
4.4.4 Conclusions
The present work examines the influence of cylinder-to-cylinder spacing and freestreem
turbulence on the interacting wakes arising from pair of side-by-side cylinders in cross-













































Figure 4.30: Selected phase averages for AGLo and AGHi inflow with T /D = 1.5. (a)
AGHi conditions (b) AGLo conditions, and (c) AGLo conditions.
experimental cases were considered. Analysis via proper orthogonal decomposition
allowed for insight on the spatial organization of features in the velocity fields and the
relative energetic content of these features. Moreover, the POD is also used as an in-
termediate step in the process of phase averaging the velocity fields despite the irre-
gularity of the flow. The phase averaging method employed herein groups realizations
based on the location of the realizations in phase space using the recurrence matrix
which is an interdisciplinary tool. A vortex identification technique is applied to the
resulting phase averages in order to obtain the vortex core location, sense of rotation
and size of vortices. Such information provides further understanding on the characte-
ristics of the flow regimes of side-by-side cylinders and their modulation by freestream
turbulence.
The POD under the low turbulence intensity NG inflow revealed coupled pairs of
modes for all three T /D values. These pairs of modes were found to have similar ener-
getic content. The spatial organization of coupled modes displayed analogous topolo-
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gical features which are periodic in nature and differ in the location of the extrema of
the modes by a fraction of a wavelength. These paired modes describe the advection of
vortices and have also been observed in previous studies(e.g. [81]). With T /D = 1.5 the
lowest rank pair of POD modes were highly asymmetrical and represent a single domi-
nant vortex street trailing the cylinder. For T /D = 2.1 and T /D = 2.7, paired POD mo-
des were found which corresponded in both in-phase and anti-phase synchronization
of the vortex shedding from the cylinder pair. The introduction of a modest amount of
freestream turbulence involved in the PG inflow led to an accelerated decrease in the
magnitude of the extrema with increasing downstream distance. Moreover, the relative
energetic content of the modes representing in-phase and anti-phase shedding were
modified due to the introduction of freestream turbulent in the PG inflow cases. Since
vortex induced vibrations are known to depend on the type of shedding synchroniza-
tion [116], the introduction of low levels of freestream turbulence could be a means to
passively influence vortex induced vibrations.
With the introduction of even high levels of freestream turbulence via an active grid,
significant perturbation in the spatial organization and distribution of energy amongst
modes was observed. In the AGLo and AGHi inflow cases, the POD modes representing
vortex streets are no longer the lowest rank modes. In addition, the extrema in these
modes for T /D = 2.1 and T /D = 2.7 are not located on paths parallel to the streamwise
axis but rather the maxima and minima are located on arcs.
Some methods of phase averaging exclusively utilize the first two time-coefficients
of the POD [73]. In contrast, the present method using the recurrence matrix allows
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the number of coefficients to be applied in phase averaging to be tailored to the flow
physics. The number of modes selected and the choice of the value of a thresholding
parameter were found iteratively in the present work. Phase averaging based on re-
currence groups realizations into sets based on the location of the realization in phase
space. Some realizations are omitted from the phase averaging process if their location
in phase space is not found to be similar to any other realization. Examining the kine-
tic energy distribution amongst the realizations of the initial data and the data selected
for phase averages indicated that a greater number of realizations were excluded from
phase averaging in the high inflow turbulence intensity AG cases. Such exclusions and
the distribution of kinetic energy amongst realizations suggest that the AG systems visit
a more diverse set of phase space locations in phase.
Analysis of the flow fields that emerged from the recurrence-based phase avera-
ging revealed varied types of synchronization in the vortices by the cylinders in the
T /D = 2.1 and T /D = 2.7 cases. In the low turbulence intensity NG inflow, vortex
streets were found with regular patterns that correspond with previous studies [56].
Similarly organized vortex streets were found in for T /D = 2.1 and T /D = 2.7 cases
under PG conditions. However, the introduction of small amount of freestream turbu-
lence in the PG inflow led to switching in the orientation of the biased flow regime with
T /D = 1.5. The observation that bias switching occurs in response to freestream tur-
bulence is promising if an even distribution of quantities such as force or heat transfer
is sought in cases of small cylinder spacing. With the higher levels of freestream turbu-
lence intensity in the AGHi and AGLo cases, switching of the direction of the gap flow
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was also observed T /D = 1.5. In the T /D = 2.1 and T /D = 2.7 cases, vortex streets
were found to shift in the spanwise direction and vortices were found to be greatly re-
duced in size.
The use of POD in conjunction with phase averaging provides insight into the struc-
ture of the wakes that interact downstream of a pair of side-by-side cylinders and the
alteration of the flow structure in response to freestream turbulence. In addition to
the further understanding gained on impact of freestream turbulence on the structure
of the flow regimes of side-by-side cylinders, the present work has even broader im-
plications. The use of recurrence-based phase averaging in irregular flows as well as
semi-periodic flows yields numerous phase averaged sets which may differ in charac-
ter as well as the quantity of elements. The widely used perspective of Hussain and
Reynolds [123] makes a clear distinction between the phase average and stochastic
fluctuations. In contrast, the recurrence-based phase averaging of the irregular flow
from side-by-side cylinders provides an alternative point of view that allows for nume-




5.1 Review of findings
Turbulent wakes in wind energy applications are analyzed providing insight that may
inform computational modeling of turbines. Specifically, a comparison of the wake
of a model turbine equipped with a rotor with the wake from a stationary disk model
reveals the importance of the rotation of the rotor in the vertical entrainment of mean
kinetic energy as well as its influence on the structure of the wake itself. Thus, the pre-
sent work provides guidance and insight on when a stationary rotor parametrization
may be adequate and when a parametrization that includes rotation may be needed.
Motivated by emerging questions in wind energy, side-by-side cylinders are used as a
test case in order to examine the influence of freestream turbulence on interacting tur-
bulent wakes and their typical flow regimes. The present work uncovers the impact the
inflow has on modulating both the biased flow regime as well as the synchronization
between vortex streets at larger cylinder-to-cylinder spacings which in turn influences
the time averaged flow fields as well as the vortices that are shed. Moreover, the investi-
gation refines an alternative route to arrive at phase averaged results in irregular flows
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which can be further examined with a variety of techniques. This phase averaging ap-
proach not only allows the calculation of phase averages in irregular flows that display
some periodicity thereby addressing a longstanding challenge inherent to many phase
averaging techniques, the method has the flexibility that allows it to be used in a wide
variety of applications both inside fluid mechanics as well as in other disciplines.
Measurements of the wakes within an array of model wind turbines equipped with
rotors and a matched array fitted with porous disks. The similarities and differences
between these wakes are considered from an energetic as well as from a structural
standpoint. Such a comparison has implications on the use of stationary actuator disk
models of turbines in computational studies. An examination of the statistics of the
time-averaged velocity fields indicate that the velocity component due to the rotation
of the rotor is of key importance in the near wake of a model rotor but is absent in the
case of a stationary disk case. Trends in the magnitude of the velocity component ari-
sing from blade rotation are used to identify the region of the wake in which rotation is
highly influential and the region where rotation plays a less substantial role in the flow
physics.
Since the majority of the influx of kinetic energy that promotes wake recovery in
wind turbine arrays is entrained from the atmosphere aloft of the wind farm, the ver-
tical flux of mean kinetic energy is one of paramount significance in the harvesting of
energy in wind farms. Thus, the vertical mean kinetic energy is studied separately in
the region of the wake where rotation is key and also in the area where rotation is less
important in order to determine which discrepancies exist between the rotor and disk
128
case in these segments of the flow. Results indicate little difference in the magnitude
of the terms in the governing equation that are most relevant to energy entrainment
in the vicinity of the wake where rotation is of little importance. In contrast, where
rotation is important, discrepancies exist between the rotor and disk cases in amount
of mean kinetic energy entrain vertically as well as in the mechanism for its transport.
Thus, stationary turbine models are suitable provided that the research question or the
issue relevant to engineering concerns mean kinetic energy content in the portion of
the wake where rotation is not of substantial importance.
Although energy generation is the primary function of wind turbine arrays, noise
generation by wind turbines as well as problems with structural fatigue represent di-
lemmas and lost opportunities to generate energy. In both of these issues it is the struc-
ture of the wake of the wind turbines that is of the most relevance. In order to pro-
vide information on the large-scale organization of flow features and the distribution
of energy between these features, proper orthogonal decomposition was applied to the
same matched rotor and disk measurements described above. In addition, analysis of
the anisotropy invariants of the Reynolds stress tensor was undertaken as another me-
ans to provide a detailed comparison of the turbulent field. The degree of coherence in
large-scale, high energy content flow features was the primary difference between the
rotor revealed by the POD in both the near and the far wake. However, differences bet-
ween the anisotropy invariants in the rotor versus the disk wakes were largely mitigated
in the far wake. Earlier analysis concluded the stationary disk adequately modeled the
far wake of a rotating blade in terms of mean kinetic energy. In contrast, the discre-
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pancies particularly in the highest energy content structures between the rotor and
disk cases suggest that caution be used in the application of stationary disk parame-
terizations of the rotor when investigating research areas such as coupled aeroelastic
simulations for which wake organization is relevant.
The impact of freestream turbulence on the wake characteristics and the interaction
of these wakes within wind farms is an open problem in wind energy. Inspired by this
question, the wakes of pairs of side-by-side cylinders were chosen as a test case due
to the significant body of knowledge on the behavior of this system in the absence of
freestream turbulence. Three values of the cylinder-to-cylinder spacing were exami-
ned experimentally which are known to produce distinct flow regimes and each arran-
gement was subject to four sets of inflow conditions. The biased flow regime observed
for the cylinder-to-cylinder spacing was found to be particularly sensitive to the inflow
condition producing a nearly symmetrical time-averaged wake. The velocity deficit
was found to decay at an accelerated rate in the wakes for all three cylinder spacings
while the wake half width increased more readily as the intensity of the turbulence
of the inflow was increased. Both effects result from the enhanced mixing properties
inherent to turbulence. A statistical quantification of the location of the vortex cores
as well as the size and strength of these vortices disclosed that freestream turbulence
increases the rate of deterioration of the vortices originating from the pair of cylin-
ders. Furthermore, the freestream turbulence of the inflow heavily impacted the cross
stream distribution of vortex cores.
In addition to the study of the time-averaged velocity and the vortex statistics, phase
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averaging was embarked upon in order to draw conclusions regarding the instantane-
ous behavior of each case which complements the ensemble-averaged information.
The irregular nature of the wakes of pairs of cylinders presents challenges in phase
averaging. Given the expected variation in the flow both spatially and temporally, a
phase averaging technique which considers the global characteristics of the flow was
chosen. Recurrence-based phase averaging requires the representation of the measure
realizations of flow in phase space and realizations located at comparable locations in
phase space are collected into sets for averaging. A critical part of this process involves
the determination of an appropriate phase space description of the flow. In the pre-
sent approach, the phase space vectors were constructed from the time-coefficients of
snapshot POD which exploits the ability of the POD to ascertain the most energetically
important flow features.
Although the POD is simply an intermediate in a context of recurrence-based phase
averaging, the POD is a powerful tool in its own right which provides physical insight
on the dominant large-scale flow characteristics. Application of the POD to the measu-
rements that were performed on side-by-side cylinders showed evidence of synchroni-
zation between the vortices shed by the pair of cylinders. Furthermore, POD indicated
that this synchronization is perturbed by the introduction of freestream turbulence. In
addition to modulating the synchronization of vortex shedding, the relative energetic
importance of the vortex streets was reduced in cases subject to highly turbulent inflow
conditions.
After arriving at an adequate phase space description of the system in each case, the
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resulting sets of realizations were formed into numerous phase averages which were
then further analyzed via the same vortex identification approach utilized previously
for statistical characterization. Examination of the vortices as well as the correspon-
ding velocity fields reveals the variety of spatial relationships of vortices shed by the
cylinder pairs and the modifications of the typical spatial organization of vortices due
to freestream turbulence. Although the canonical in-phase and anti-phase shedding
are observed for cases with the two wider cylinder spacings, many phase averages did
not fit neatly in each of these categories and included crossflow convection of the vor-
tex streets. Although earlier statistical analysis suggested the direction of the bias swit-
ches between the cylinders due to the introduction of freestream turbulence, phase
averaging shows definitively that the bias switching phenomena take place.
5.2 Outlook
The comparison of the wake arising from a model turbine fitted with a rotor with that
of a matched porous disk addressed some questions while revealing others. The most
notable difference in the wake of the two models is the spanwise component due to
the rotation of the rotor which leads to discrepancies in both entrainment and flow
structure. Energy entrainment into large wind farms is important not only from the
perspective of energy generation but also from the point of view of the potential for
impact on the surrounding environment. As such this issue demands further conside-
ration.
Further experiments could be undertaken in order to determine the sensitivity of
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the discrepancy in energy entrainment between turbine arrays consisting of rotors in
comparison to an array comprised of stationary disks. The inflow to the array could
be varied and the resulting flow fields in the two cases could be measured. It could
then be ascertained to what degree energy entrainment disparity varies as a function
of inflow. Ideally, measurements are done in several downstream planes parallel to
the plane of the swept area of the rotor. Such an orientation provides more complete
information on the spanwise velocity component in comparison to arrangements of
the measurement plane relative to the swept area of the rotor. With a collection of
downstream planes, an analysis of the energy flux into the wake could be undertaken
utilizing the streamtube as a control surface for the investigation.
Other avenues of inquiry are immediately available with the present database of
cylinder measurements. In other bluff body flows, analysis has been done in order to
ascertain the combination of parameters needed to collapse profiles of the streamwise
velocity deficit as a function of streamwise coordinate. Because of the wide array of en-
gineering applications involving cylinders, such a study could have utilitarian benefits
from a design perspective in scenarios where knowledge of wake remediation is key.
The recurrence-based conditional averaging technique using proper orthogonal
decomposition could be applied to a variety of research problems and a wide range
of opportunities thus exist with this methodology. The approach is suitable for cases
in which the signal to be examined has some degree of inherent periodicity so that sy-
stem is expected to repeatedly revisit certain neighborhoods of phase space. However,
the method can successfully accommodate phase trajectories that display significant
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cycle-to-cycle variation as is demonstrated herein. Datasets that are feasible to obtain
and are promising candidates for the analysis include those of the near wake of a model
floating wind turbine while a second such dataset is electrocardiogram data from Hol-
ter monitors of heart arrhythmia patients. The former case represents a fast growing
research area within wind energy. Periodicity is expected due to blade rotation as well
as the pitching of the model as the blade interacts with the incoming turbulence. Ter-
tiary stresses could be reformulated in terms of the recurrence-based averaged quan-
tities and questions such as the contribution of the dominant recurrent events to the
energy budget could be examined. With the latter type of data, recurrence-based aver-
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Appendix
Additional POD Modes for Side-by-Side Cylinders
The first four spatial POD modes for side-by-side cylinder subject to varying levels of
incoming turbulence are given in §4.4.1. However, POD modes five and six provide
additional insight and are also utilized in arriving at the phase averaged results as dis-
cussed in §4.4.2. Figure A1 shows the fifth and sixth spatial POD modes for streamwise
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