Abstract -An earlier discussion of the capacity of die mean-square-constrained Poisson channel is continued. Using a theorem of Hoeffding, it is shown that the channel information capacity is the same with or without an on-off keying (0OK) constraint on the channel encoder intensity, affirmatively resolving the conjecture made in our earlier discussion. Thus the known formula for the information capacity of the OOK-constrained channel applies as well in the absence of an OOK constraint. Adapting arguments used by Wyner to address the peak-constrained Poisson channel, it is also shown that the coding capacity with no OOK constraint is equal to the corresponding information capacity. This establishes that all four capacities -coding and information, with and without OOK-constrained encoderare equal.
INTRODUCTION
We continue the discussion of the capacity of the mean-square-constrained Poisson channel with causal feedback and general channel base measure from [5] . The Poisson channel is a continuous-time additive noise model. In the model, the channel output Y is a stochastic process Y, =X, +N, where N=N)os,r is the channel noise and X=(X , )os,,T is the transmitted signal into which is encoded the message 0=-{0, 'o-T (assumed to be independent of the noise process N.) Here, X and N are Poissontype point processes [8] 2] :P2 is imposed on the encuder intensity Xt X, is also restricted to be predictable, allowing only causal feedback. For more on the predictability restriction and mean-square constraint and for further gtieral description and discussion of the Poisson channel model, the reader is invited to review [5].
A special case of both practical and theoretical interest is that in which the encoder intensity X, is constrained to switch between only two values. In this situation an "on-off' keying (0OK) constraint is said to be imposed on the encoder intensity in recognition of the fact thai when tie range of X, is restricted to just two values, then one of these values should be zero (to minimize the effective channel noise intensity.) In an actual implementation of such an encoder, transitions of X, between its zero value and its second (positive) value might typically be accomplished by turning on and off a power source. Hence the nomenclature "on-off keying". We consider the Poisson channel with and without an OOK constraint on the encoder intensity. where 1, =X, +X is the channel output intensity and A, is the predictable version of the mean of r1, conditioned on the path of Y up to time t. The channel information capacity is . We write CNo and Cwo, respectively, for the information capacities with and wltiiout OOK-constrained encoder intensity. To emphasize the dependence of the information capacity on the channel parameters X and P, we use the notation
C = D (X,P), = D, (X,P).
The functions D(X,,P) and Do (X,P) are easily shown [5] to be first-order homogeneous; i.e., D (z L, zP) =zD (X, P) and Do (z X, zP ) = zD 0 (X, P). Thus to generally determine the information capacities Ca., and CM 0 o, one need only find expressions for
In our initial treatment [5] of the Poisson channel with a mean-square constraint, a simple formula was obtained for the information capacity for the special ase of zero noise intensity. There it was shown that
The case of nonzero noise intensity was found to be less tractable and an explicit expression for the information capacity was found only for the special case in which the encoder intensity is OOKconstrained:
The remainder of the paper is comprised of three sections. The first uses a theorem of Hoeffding [7] to show that D(1,P)=Do(1,P), allowing (2) to be used to calculate the capacity Ce 0 o=DQ( P). The second section introduces coding capacity and shows it to be equal to the information capacity. Some final remarks are made in the last section.
Accession For

NTIS GRA&I DTIC TAB Unannounced
5
Justification
By
Distribution/ Availability Codes
Avail and/or Dist Special
INFORMATION CAPACITY
The purpose of this section is to show that the information capacities Cm and CO are equal. This is known to be true in the special case X = 0 of zero noise intensity. Thus, showing CNM = CCo°°K amounts to showing
(3) is proved in part by an application of a theorem of Hoeffding [7] on the extrema of expectations. We prepare the way for the use of this theorem with some notation and several lemmas.
Let B (P) denote the class of nonnegative random variables X satisfying E[X']=P2
. Also let B*(P)cB(P) denote those members X of B(P) which are discrete. We use Bk (P) to denote the class of X E B(P) with no more than k atoms. We also freely use B (P), B *(P), and Bk (P) to denote, respectively, the classes of distribution functions generated by X e B (P), X E B *(P), and
O(F) exists and is finite for all F E B (P). Indeed, 0(F) <P 2 +P for all F E B (P).
Lemma 1: For every e >0 and F E B (P) there exists a distribution function F° B "(P) such that
Proof (4) holds for F*(x)=LI1F(x +A)j/rI1 for some choice of A>0.
E C
Lemma 2: For every e>0 and F E B(P), there exists a 8>0 such that
with F and G the truncated distribution functions
RXf, 1 ,
x B
The idea for the proof is to show that O(F) and (FB) differ by an arbitrarily small amount for a large enough choice of B. Likewise for O(G) and O(GB). Next, FR and GB are approximated by discrete distribution functions F" and G" with n equal size jumps. We show that the differences I(FB)-¢(F')I and I (GB)-0(G')I can be made arbitrarily small by improving (etting n --oo) the approximations of FR, GB by F', G'. Finally, to complete the proof, it is shown that, for 8--+0, I0(F")-0(G")I is arbitrarily small uniformly in G for all G within distance 8 of F. We have
1N(F)-O(G)I -! 1(F)-'(F,)I + I(G)-O(GB)I + IO(FB)-O(F')I + IO(GB)-O(G")I + IO(G")-O(F")I
where, for positive integers n, F" and G" are discrete approximations of FB and GB: F and G" are, respectively, the right-continuous versions of the functions ±FnF(l, 'FnG(-)l.
nt ni
We have
IO(F)-,O(FB)I
The integral on the RHS of (5) is finite so B can be chosen so that
for any eI>0. Now
for B large enough. We choose B so that (6) and a similar statement for G hold. Then
If(F)-O(G)i < If(FB)-O(F")I + IO(GB)-O(G")I + IJ(G")-O(F")I + 2 1.
Define F. to be the distribution function F"(x)=LnF(x)J/n. Let {xi, i =0, 1,...,n ) be the locations of the jumps of F, and F"; the jumps of F" are located at (x, , i =0, 1 ..., n-1) and the jumps of F. are
Consider n >F(B + 1)In(D + 1)/e 2 1. For any such n and given any E2>0, we have 1(FB)-O(F')I <E 2 .
Given our choice of B, the same n gives IO(GB)-O(G')I--E 2 . Therefore
for sufficiently large n and B.
Choose 5 so that min
and define x,,l =x, +5. Then x+1 -5 xj for all i =0, 1,...,n. Thus
For sufficiently small 8E(0,1) and all
and n can be chosen large enough to give
for any e=2 1 +4E 3 >0. This is what we sought to prove.
We are now in a position to use Hoeffding's theorem. This shows the supremum to be dominated by the limit of a sequence of values of I [Xk + 1] where Xk E B 2 (P). The symmetric case in which a 2 --while alk is bounded and the case where both coordinates tend to infinity are handled similarly.
Finally, consider the case in which the supremum of f(z) is given by f(?,) for some rE A riE where E+= {E !E 4 : p 1 ,p 2 ,al,a 2 >O). Then the supremum is actually the maximum and we have the nonlinear programming problem: Maximize the objective function f(V) over :-E IE subject to the constraints g (z-)50 and g 2 (5) 0 where
In the terminology of nonlinear programming, E' is the feasible set and any feasible point satisfying constraints g()<0, g9 2 (z)0 is said to be attainable. In the present case, the set ot attainable points is Multiplying (12) by a /p and subtracting the result from (10) gives u I = (a 1) where x-ln(x + 1) x>0.
x 2
A similar calculation using (11) and (13) Proof. The case X=0 is known [5] to be true. Also in [51, it was shown that CL ooKD(P) as given in (14) for X>0. Obviously, 'o so all that remains to be shown is that 
Here in (16) X, is just any random variable belonging to B (P). Therefore,
where the equality in (17) follows from Lemmas 3 and 4. It follows from [5, Lemma 4] that the RHS of (17) is D,(1,P). Hence the proof is complete.
CODING CAPACITY
Coding capacity is the threshold on transmission rates below which essentially error-free communication is possible. Coding capacity is founded on ideas uf chaici;' ,:odes, dccod '-,g schcmcs, anu decoding error probability. A code (M, T,P,) for the mean-square-constrained Poisson channel is a set of M equally likely nonnegative waveforms X,, (t), t E[0,T , m = 1 
CONo
are equal, we need only show that COO >COOK. This is accomplished using an argument employed by Wyncr [10] to address the peak-constrained Poisson channel.
Wyner's approach [10] is to consider the Poisson channel as a binary discrete memoryIless channel [6] . The message is assumed to be a stream of Is and Os produced at the rate of one symbol 0, each A seconds. The encoded message waveform X,(t) is assumed to be constant in the intervals he coding capacity of the OOK-constrained Poisson channel is lower bounded by the coding capacity of the binary channel with these transition probabilities. Coding capacity and information capacity are equal r6] for the discrete memoryless channel so
where a=P2/A 2 and q =P [0= 11. In (18) and in the definition of q, the subscript n on 0 and Y is no longer relevant and has been dropped. The restriction q _<a in (18) accounLs for the mean-square constraint E [ qA 2 p 2 .
Define h (x) to be the binary entropy function
and let
Let s = XJA. For small A, we can write
We have h(x)=-xlnx +x +0(x 2 ) as x -+-0 so and NOC are also no-feedback capacities. Therefore CcoD[NG and CODNG are also no-feedback capacities.
OTHER REMARKS
We are justified to an extent by Theorem 2 in speaking of the capacity of the mean-squareconstrained Poisson channel without using qualifying descriptors; for nonrandom noise intensity X all the capacitks -information and coding, with and without OOK constraint, with and without causal feedback -are the same. The availability of the expression (14) for the channel capacity enables us to consider questions of time-varying channel parameters X(t) and P (t) . Strictly analogous to proof for the peak-constrained Poisson channel in [3] , it can be shown that for b-measurable X(t) and P (t) T 0 It is easily shown that (21) is the information capacity with or without causal feedback. Further restrictions on X(t) and P (t) to provide for stationarity such as periodicity or almost periodicity allow expressions analogous to (21) to be given for CCODING. See [4] . Given (21) for the information capacity, it is possible to give a treatment of jamming along the lines given in [3] for the peak-constrained Poisson channel. We take as our jamming model
71, = Xt + (t) + Jt
where r h is the intensity of the channel output and J, is the intensity -possibly stochastic -of the Poisson-type process G, jamming the channel. Also, we make the assumptions that G, is independent of the message and noise processes 0, and N, and that
fE[J, b (dt) P.
To
Under these assumptions it can be shown that from the standpoint of minimizing information cap~acity, the optimal jamming intensity is nonrandom and follows the form of a %%aterfilling schemum [2] ; i.e.,
jo, ___ [a, it) -)(t)r
where c _ 0 satisfies
-!J I t )-.(t )]+b (dt ) = P , .
0
It is hoped that knowledge of the form of D (%, P) given here will also shed light on other questions relating to channel error exponent, random noise intensity, and marked Poisson channels.
