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In der vorliegenden Arbeit wird die Simulation mathematischer Modelle fu¨r zwei unter-
schiedliche Systeme behandelt, na¨mlich
• fu¨r die Grenzfla¨che zwischen einem Natriumchloridkristall und einer wa¨ßrigen Koch-
salzlo¨sung und
• fu¨r die Quellung ungeladener Polymernetzwerke durch Fluide ungeladener Teilchen,
insbesondere durch bina¨re Mischungen.
Wa¨hrend beim ersten System vor allem die (selektive) Adsorption gelo¨ster Ionen an der
Grenzfla¨che charakterisiert wird, wird beim zweiten System die (selektive) Absorption
der einzelnen Mischungskomponenten im Netzwerk untersucht. In beiden Fa¨llen werden
Wechselwirkungen zwischen klassischen Teilchen durch pha¨nomenologische Kraftfelder
beschrieben.
Die zur Simulation verwendeten Molekulardynamiktechniken und Monte-Carlo-Schritte
sowie einige Grundlagen werden im ersten Kapitel dieser Arbeit vorgestellt. Im zweiten
Kapitel werden die Grenzfla¨chensimulationen und im dritten die Quellungsexperimente
behandelt. Sowohl das zweite als auch das dritte Kapitel beginnen mit einer ausfu¨hrlichen
Einleitung in das jeweilige Thema und schließen mit einer Zusammenfassung ab, so daß die
beiden Teilprojekte der vorliegenden Arbeit hier nur kurz vorgestellt zu werden brauchen.
Kapitel 2: Wa¨ßrige Natriumchloridlo¨sung an der
NaCl(001)-Grenzfla¨che
Die Grenzfla¨che zwischen einer Natriumchloridlo¨sung und einem NaCl-Kristall dient als
Beispiel fu¨r wa¨ßrige Elektrolytlo¨sungen im Kontakt mit ungeladenen ionischen Ober-
fla¨chen. Die Oberfla¨che von Alkalihalogenidpartikeln in ihrer gesa¨ttigten Lo¨sung besitzt
erhebliche Bedeutung bei solchen Vorga¨ngen und Verfahren wie der Korrosion, der ter-
tia¨ren Erdo¨lfo¨rderung, der Kristallisation und der Flotation, die technisch u. a. zur Tren-
nung lo¨slicher Salze wie NaCl und KCl eingesetzt wird. Ferner bilden atmospha¨rische
Meersalzpartikel, die zum großen Teil aus NaCl bestehen und die wohl die Hauptquelle
fu¨r reaktive Chlorverbindungen in der Atmospha¨re darstellen, manchmal wasserbedeckte
Kristalle anstelle konzentrierter wa¨ßriger Lo¨sungen oder wasserfreier Minerale.
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Die NaCl(001)-Grenzfla¨che im Kontakt mit wa¨ßriger Kochsalzlo¨sung wird bei Normal-
druck und hauptsa¨chlich bei 298 K mittels klassischer Molekulardynamiksimulationen
behandelt. Bei den eingesetzten chemisch realistischen Modellen wird jedes Atom durch
ein Wechselwirkungszentrum (Teilchen) repra¨sentiert. Mit Hilfe einer polarisierbaren Ver-
sion des starren SPC/E-Wassermodells, na¨mlich des SPC/E-P-Modells mit variablen Par-
tialladungen, werden die Struktur und Dynamik der Lo¨sungsionen an der Grenzfla¨che und
im Inneren der Lo¨sung untersucht. Dabei werden die Verteilung der Ionen senkrecht zur
Grenzfla¨che (auch in Abha¨ngigkeit von der Konzentration und Temperatur), Hydratati-
onszahlen, die Verteilung der Ionen parallel zur Grenzfla¨che sowie Ionenbeweglichkeiten
parallel und senkrecht zur Grenzfla¨che bestimmt. Es zeigt sich, daß die Natriumionen an
der metastabilen NaCl(001)-Grenzfla¨che selektiv adsorbiert werden und daß ihre Beweg-
lichkeit infolge der Adsorption stark eingeschra¨nkt wird. Bei entsprechenden Simulationen
mit dem unpolarisierbaren SPC/E-Modell wird solch eine starke exotherme Natriumio-
nenadsorption nicht beobachtet, d. h. die Polarisation des Lo¨sungsmittels kann Ionenver-
teilungen in der Na¨he polarer, aber ungeladener Grenzfla¨chen signifikant beeinflussen. Im
Falle des SPC/E-P-Wassers werden auch Dipolmomentprofile berechnet.
Kapitel 3: Quellung von Polymernetzwerken
Werden die einzelnen Bestandteile eines Gemisches von einem (unvernetzten) Polymer
oder Polymernetzwerk unterschiedlich absorbiert, so ko¨nnen die Komponenten dadurch
(teilweise) getrennt werden. Dies wird bei Trennoperationen mittels Lo¨slichkeitsmembra-
nen ausgenutzt, also z. B. bei der Meerwasserentsalzung durch Umkehrosmose, der Dialyse
zur Blutwa¨sche bei nierenkranken Patienten und der Luftzerlegung mittels Gaspermeati-
on. Einige chemische Sensoren basieren auf der selektiven Quellung von Polymeren und
Netzwerken durch bestimmte Substanzen. Netzwerke sind ha¨ufig stabiler als unvernetzte
Polymere.
Hier werden regelma¨ßig verknu¨pfte kovalente Polymernetzwerke durch bina¨re Mischun-
gen von Lennard-Jones-Fluiden gequollen und auf etwaige bevorzugte Absorption einer
einzelnen Mischungskomponente untersucht. Bei den verwendeten groben Modellen wer-
den jeweils mehrere Netzwerkmonomere bzw. ein ganzes Lo¨sungsmittelmoleku¨l zu einem
Wechselwirkungszentrum zusammengefaßt. Mit einer Molekulardynamik–Monte-Carlo–
Hybridmethode werden das gequollene Netzwerk (die Gelphase) und die Lo¨sungspha-
se in zwei getrennten Schachteln simuliert, wobei das chemische Gleichgewicht zwischen
den Schachteln mit dem Teilchenu¨berfu¨hrungsschritt des Gibbs-Ensemble–Monte-Carlo–
Verfahrens eingestellt wird. Verschiedene Eigenschaften gequollener Netzwerke ha¨ngen
ebenso wie die Dichte trockener Netzwerke von der Systemgro¨ße, also von der Anzahl
explizit simulierter Teilchen ab (Finite-size-Effekte). Eine Beziehung zur Extrapolation
der Dichte trockener Netzwerke auf unendliche Systemgro¨ße wird hergeleitet und auf Gel-
eigenschaften u¨bertragen. Quellungs- und Trennungseigenschaften werden als Funktion





Das dynamische Verhalten eines atomaren bzw. molekularen Systems, das aus Atomker-
nen und Elektronen besteht, wird im Rahmen der nichtrelativistischen Quantenmechanik
durch die zeitabha¨ngige Schro¨dinger-Gleichung beschrieben. Da die Elektronen eine viel
kleinere Masse als die Atomkerne besitzen, ko¨nnen die Elektronen- und Kernbewegung im
allg. separiert werden, was als Born-Oppenheimer-Na¨herung bezeichnet wird: Die Elektro-
nenverteilung paßt sich jeder A¨nderung der Kernpositionen praktisch sofort an, so daß die
elektronische Schro¨dinger-Gleichung fu¨r fixierte Kernpositionen gelo¨st werden kann; dar-
aus wird das effektive Potential, in dem sich die Kerne bewegen, erhalten. Da die meisten
Atomkerne bei Raumtemperatur in guter Na¨herung als klassische Teilchen (Punktmas-
sen) beschrieben werden ko¨nnen, braucht in vielen Fa¨llen nicht die Kern-Schro¨dinger-
Gleichung fu¨r die zeitliche Entwicklung der Wellenfunktion der Atomkerne gelo¨st zu wer-
den, sondern es genu¨gt, die klassisch-mechanischen Gleichungen fu¨r die Positionen und
Geschwindigkeiten der Kerne zu lo¨sen. Nach dem elektrostatischen Hellmann-Feynman-
Theorem ergibt sich die Kraft auf einen bestimmten Atomkern innerhalb eines Moleku¨ls
als Summe der klassischen Coulomb-Wechselwirkungen dieses Kerns mit allen anderen
Kernen und mit einer kontinuierlichen Ladungsverteilung, die genau der Wahrscheinlich-
keitsdichteverteilung der Elektronen entspricht, wie sie durch Lo¨sung der elektronischen
Schro¨dinger-Gleichung erhalten wird [1].
Ein Verfahren, bei dem die Trajektorien der Atomkerne in kleinen (zeitlichen) Schritten
berechnet werden und bei dem in jedem Schritt die jeweilige Ladungsverteilung ermit-
telt wird, indem die elektronische Schro¨dinger-Gleichung fu¨r die aktuellen Kernpositionen
gelo¨st wird, wird als Ab-initio-Molekulardynamik bezeichnet. Da die exakte quantenme-
chanische Behandlung der Elektronen sehr aufwendig ist, ko¨nnen mit dieser Methode
jedoch nur wenige Atome fu¨r kurze Zeit simuliert werden. Deshalb ist 1985 von Car und
Parrinello [2] eine weitere Vereinfachung eingefu¨hrt und auf ein aus acht Atomen beste-
hendes Modell eines Siliciumkristalls angewandt worden: Bei ihrem als Car-Parrinello-
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Molekulardynamik bekannten Verfahren wird die Molekulardynamik zur Berechnung der
Kerntrajektorien so mit einer dichtefunktionaltheoretischen Behandlung der Elektronen
verknu¨pft, daß die elektronischen Freiheitsgrade durch zusa¨tzliche fiktive Koordinaten in
der Molekulardynamik beru¨cksichtigt werden. Die reale Bewegung der Atomkerne und die
fiktive Bewegung der Elektronen werden also simultan behandelt, und die Elektronen rela-
xieren wa¨hrend der Simulation durch kontinuierliche fiktive Abku¨hlung. Selbst mit dieser
Strategie ko¨nnen nur relativ kleine Systeme u¨ber kurze Simulationszeiten behandelt wer-
den. So kann in der heutigen Zeit z. B. ein aus ca. 100 Moleku¨len bestehendes Modell
fu¨r flu¨ssiges Wasser fu¨r ca. 10 ps simuliert werden; die Ergebnisse der Car-Parrinello-
Molekulardynamik erweisen sich in bestimmten Fa¨llen wohl wegen der kleinen Teilchen-
zahlen und Simulationszeiten als nicht reproduzierbar, zumal auch die schwierige Wahl
einer angemessenen fiktiven Elektronenmasse ein Problem darstellt [3].
Sollen gro¨ßere Systeme u¨ber la¨ngere Zeiten simuliert werden, so kann die elektronische
Schro¨dinger-Gleichung nicht einmal na¨herungsweise in jedem Simulationsschritt gelo¨st
werden, sondern die Wechselwirkungen zwischen den Atomkernen mu¨ssen durch pha¨no-
menologische Kraftfelder, die nur von den Kernpositionen abha¨ngen und die vor der Si-
mulation zu definieren sind, beschrieben werden [4, 5]. Jedes konservative Kraftfeld la¨ßt
sich durch den zugeho¨rigen Ausdruck fu¨r die potentielle Energie, das (ausschließlich orts-
abha¨ngige) Potential, charakterisieren. Solche empirischen Potentiale, die nicht nur mit
Hilfe quantenmechanischer Rechnungen, sondern auch aus experimentellen Daten gewon-
nen werden, stellen die eigentliche Grundlage der in der vorliegenden Arbeit behandelten
Simulationen molekularer Systeme dar. Die Aufgabe der Simulation besteht darin, aus
den vorgegebenen Wechselwirkungen auf mikroskopischer Ebene die Eigenschaften des
makroskopischen Systems zu berechnen.
Das Potential U einer Anordnung aus N isotropen Punktmassen kann in Beitra¨ge, die
von den Positionen {~r} = ~r1, ~r2, ~r3, . . . , ~rN der einzelnen Teilchen abha¨ngen, Paarwechsel-
















uijk(~ri, ~rj, ~rk) + · · · . (1.1)
Die erste Summe beschreibt den Einfluß a¨ußerer Felder, der hier nicht betrachtet werden
soll. Die Summationen u¨ber die Terme uij(~ri, ~rj), uijk(~ri, ~rj, ~rk) usw. erfolgen u¨ber diskrete
Teilchenpaare, -tripel usw. Die Bedeutung der Gl. (1.1) besteht darin, daß die Gro¨ße der
Vielko¨rperterme mit wachsender Zahl beteiligter Teilchen in vielen Fa¨llen rasch abnimmt,
so daß nur die Paarwechselwirkungen und die Dreiko¨rperterme beru¨cksichtigt zu werden
brauchen [4]. Da die Behandlung von Mehrko¨rperwechselwirkungen, z. B. der gegenseiti-
gen (induzierten) Polarisation von Moleku¨len, sehr viel Aufwand erfordern kann, werden
ha¨ufig auch die Dreiko¨rperterme trotz ihrer insbesondere bei dichten Systemen signifikan-
ten Gro¨ße nicht explizit im verwendeten Potentialausdruck beru¨cksichtigt, so daß effektive
Paarpotentiale U eff , die nur von den Teilchenabsta¨nden rij = |~ri−~rj| abha¨ngen, erhalten
werden:





u effij (rij) . (1.2)
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Der Term u effij (rij) beschreibt also nicht die tatsa¨chliche Wechselwirkung uij(rij) eines
isolierten Teilchenpaares (i, j) mit dem Abstand rij, sondern der verwendete Ausdruck
fu¨r u effij entha¨lt verschiedene Parameter, die so angepaßt werden, daß z. B. bestimmte
experimentelle Tatsachen bei Simulationen mit dem effektiven Paarpotential reproduziert
werden. Da die Mehrko¨rperwechselwirkungen in diesem Potential implizit enthalten sind
und da deren Bedeutung u. a. stark von der Dichte des Systems abha¨ngt, werden un-
ter verschiedenen thermodynamischen Bedingungen im allg. unterschiedliche Werte fu¨r
die Anpassungsparameter, d. h. unterschiedliche effektive Paarpotentiale, erhalten. Als
effektive Wechselwirkung u effij zweier Teilchen kann sowohl ein Potential, das bei allen
Absta¨nden rij > 0 stetig von rij abha¨ngt, (wie z. B. das Coulomb-Potential zweier Punkt-
ladungen) als auch ein solches, das Sprungstellen aufweist, (z. B. das Potential der harten
Kugeln) angenommen werden. Beim Einsatz empirischer Paarpotentiale ist es heute reali-
stisch, etwa 10 000 Teilchen u¨ber 10 ns bis 100 ns zu simulieren. Es sind jedoch auch schon
Systeme mit viel mehr Wechselwirkungszentren (z. B. mit 1 000 000 Teilchen [6]) simuliert
worden. Die obere Grenze der Systemgro¨ße ergibt sich nicht nur aus der Komplexita¨t des
verwendeten Potentials und der erforderlichen Simulationsdauer, sondern sie ha¨ngt auch
davon ab, ob die Simulation großer Systeme signifikant mehr oder bessere Informationen
als diejenige kleiner Systeme liefert, also ob der zusa¨tzliche Aufwand gerechtfertigt ist.
Nicht nur in verdu¨nnten fluiden Phasen (wie z. B. Gasen), sondern auch in homogenen
kondensierten Phasen werden die Struktur und die Dynamik oft gut durch effektive Paar-
potentiale beschrieben. Jedoch kann bezweifelt werden, ob es an den Phasengrenzen he-
terogener Systeme gerechtfertigt ist, die (induzierte) Polarisation von Moleku¨len zu ver-
nachla¨ssigen. Warum sollte z. B. das mittlere Dipolmoment eines an einer Grenzfla¨che
adsorbierten Moleku¨ls genauso groß wie das durchschnittliche Dipolmoment desselben Mo-
leku¨ls im Inneren einer fluiden Phase sein? Zur Beru¨cksichtigung solcher Effekte ko¨nnen
effektive Paarpotentiale so erweitert werden, daß einige Anpassungsparameter (z. B. die
Gro¨ße der Partialladungen der Atome eines Moleku¨ls) von der Umgebung des Moleku¨ls
abha¨ngen, was allerdings den Rechenaufwand der Simulation betra¨chtlich erho¨hen kann.
Solche polarisierbaren Modelle ko¨nnen in einem weiteren Bereich eingesetzt werden als
unpolarisierbare Modelle, die ausschließlich auf effektiven Paarpotentialen beruhen.
Bei der Behandlung mathematischer Modelle, die auf empirischen Potentialen basieren,
werden zwar die Details der elektronischen Wechselwirkung und der chemischen Bindung
vernachla¨ssigt, aber dabei ko¨nnen gro¨ßere Modelle u¨ber la¨ngere Zeiten simuliert werden
als bei der quantenmechanischen Behandlung mittels semiempirischer oder gar Ab-initio-
Methoden (s. o.). Neben den bisher betrachteten chemisch realistischen Modellen, bei
denen das verwendete Potential explizit von den Positionen aller Atome abha¨ngt, gibt
es weiter vereinfachte empirische Potentiale: Bei den sogenannten United-atom-Modellen
werden kleine Atomgruppen zu effektiven Wechselwirkungszentren zusammengefaßt, so
daß z. B. die Methyl- und Methylengruppen von n-Alkanen als jeweils ein Pseudoatom
(engl.
”
united atom“) betrachtet werden; bei groben (engl.
”
coarse-grained“) Modellen
werden gro¨ßere Atomgruppen, wie z. B. einzelne oder sogar mehrere Monomereinheiten
von Polymerketten, als jeweils ein Teilchen betrachtet. Wa¨hrend die chemische Struktur
bei den United-atom-Modellen zwar stark vereinfacht, aber noch erkennbar ist, werden
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die chemischen Details in groben Modellen nicht mehr abgebildet. Auch diese Verein-
fachungen dienen der Rechenzeitersparnis, so daß gro¨ßere La¨ngen- und Zeitskalen der
Simulation zuga¨nglich werden, aber dafu¨r muß im Modell auf weitere strukturelle Details
verzichtet werden. Wird die atomistische Struktur der Materie vo¨llig vernachla¨ssigt, so
werden makroskopische Modelle, die z. B. mittels Elastizita¨tstheorie, Hydrodynamik oder
Finite-Elemente-Methoden behandelt werden, erhalten.
Im Rahmen der vorliegenden Arbeit sind (polarisierbare und unpolarisierbare) chemisch
realistische Modelle (siehe Kap. 2) sowie (unpolarisierbare) grobe Modelle (siehe Kap. 3)
simuliert worden. Die zahlreichen bei solchen Simulationen erzeugten Mikrozusta¨nde wer-
den durch viele mechanische Gro¨ßen, wie die Positionen und Geschwindigkeiten aller Teil-
chen, charakterisiert. Die relativ wenigen thermodynamischen, strukturellen und dynami-
schen Eigenschaften des Makrozustandes, die ja mittels Simulation ermittelt werden sol-
len, werden mit Hilfsmitteln aus der statistischen Mechanik aus den mechanischen Gro¨ßen
der Mikrozusta¨nde gewonnen.
Die Simulation mathematischer Modelle liegt sowohl in methodischer Hinsicht als auch in
bezug auf ihre Bedeutung zwischen experimenteller Wissenschaft und traditioneller Theo-
rie, und die Computersimulation stellt eine dritte Sa¨ule wissenschaftlicher Erkenntnis dar.
Im Verlaufe der Simulationen werden zwar keine Experimente an realen (physikalischen)
Systemen durchgefu¨hrt, sondern rein mathematische Modelle behandelt, so daß die Si-
mulation als theoretische Methode betrachtet werden kann. Aber diese Modelle werden
in
”
Computerexperimenten“ anhand vieler Beispiele (Mikrozusta¨nde) behandelt, so daß
bestimmte Gro¨ßen wie im Experiment durch Mittelung erhalten werden, anstatt daß die
Ergebnisse durch rein analytische Rechnungen (mit notwendigen Na¨herungen) gewonnen
werden. Die Bedeutung der Simulation liegt darin, daß einige ihrer Ergebnisse sowohl
mit experimentellen Beobachtungen als auch mit Vorhersagen analytischer Theorien ver-
glichen werden ko¨nnen. Durch Vergleich der Simulationsergebnisse mit experimentellen
Fakten wird deutlich, wie gut oder schlecht das simulierte mathematische Modell den
betrachteten Teil der physikalischen Realita¨t beschreibt, ohne daß zusa¨tzliche Na¨herun-
gen eingefu¨hrt werden mu¨ssen, wie sie zur analytischen Behandlung desselben Modells
erforderlich sind; d. h. so kann das Modell getestet werden. Und durch Vergleich der Si-
mulationsergebnisse mit den Resultaten traditioneller analytischer Theorien, die auf dem
simulierten Modell basieren, wird deutlich, wie gut oder schlecht die Theorie das Modell
unter den simulierten Bedingungen beschreibt, wie stark also die bei der analytischen
Behandlung des Modells unvermeidlichen Na¨herungen das Ergebnis beeinflussen; d. h. so
kann die Theorie getestet werden.
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1.2 Kleine Modelle fu¨r große Systeme
Obwohl makroskopische Systeme molarer Gro¨ßenordnung aus 1023 Atomen bestehen, wer-
den wegen der begrenzten Rechenzeit selbst beim Einsatz empirischer Potentiale im allg.
nur 102 bis 104 Teilchen (in einigen Fa¨llen auch 106 oder mehr Teilchen, s. o.) explizit in
den zu simulierenden Modellen beru¨cksichtigt, so daß jeweils nur ein kleiner Ausschnitt des
makroskopischen Systems simuliert wird. Bei einem im Vakuum schwebenden Modell (bei
freien Randbedingungen) kann ha¨ufig nicht verhindert werden, daß sich die Teilchen im
Verlaufe einer Simulation stetig voneinander entfernen, d. h. die Dichte eines Gases kon-
tinuierlich abnimmt und ein Flu¨ssigkeitstropfen verdampft. Auch ist es nicht sinnvoll, die
Teilchen in einem Modellgefa¨ß einzuschließen, denn selbst bei Systemen aus 10 000 oder
gar 1 000 000 Teilchen befindet sich ein signifikanter Anteil der Teilchen an der Grenz-
fla¨che, so daß Grenzfla¨cheneffekte, die bei makroskopischen Phasen vernachla¨ssigt werden
ko¨nnen, die Simulationsergebnisse zu stark beeinflussen. Soll das Innere einer ausgedehn-
ten Phase fernab von allen Grenzfla¨chen, das als Bulk-Phase bezeichnet wird, simuliert
werden, so sind modellbedingte Grenzfla¨chen zu vermeiden. Also muß die unendliche Aus-
dehnung der Phase, die das Modellsystem umgibt, nachgeahmt werden. Dazu ko¨nnen die
aus der Festko¨rperphysik bekannten zyklischen Randbedingungen, die auch periodische
oder Born-von-Ka´rma´nsche Randbedingungen genannt werden, eingesetzt werden [4, 5, 7].
Beim Einsatz zyklischer Randbedingungen wird die Simulationsschachtel mit den explizit
simulierten Teilchen durch Translationen so im Raum vervielfacht, daß ein unendlich aus-
gedehntes Gitter entsteht und die zentrale Simulationsschachtel eine Elementarzelle des
Kristalls bildet. Jedes die zentrale Schachtel verlassende Teilchen wird durch ein identi-
sches Teilchen, das an der gegenu¨berliegenden Seite mit derselben Geschwindigkeit in die
Schachtel eintritt, ersetzt, so daß die Teilchenzahl konstant gehalten wird. Fu¨r ein eindi-
mensionales System werden die zyklischen Randbedingungen in Abb. 1.1 veranschaulicht.
Eine (endliche) Strecke, auf der sich endlich viele (hier zwei) Teilchen befinden, kann durch
Verbindung beider Enden zu einem Kreis geschlossen werden, so daß das System trotz
seiner Endlichkeit keinen
”
Rand“ besitzt [Abb. 1.1(a)]. In einer a¨quivalenten Darstellung
[Abb. 1.1(b)] wird die zentrale Simulationsstrecke so vervielfacht, daß ein (unendlich lan-
ger) eindimensionaler Kristall mit der Simulationsstrecke als Elementarzelle erhalten wird.
In einem mechanischen Bild kann man sich vorstellen, daß jedes Teilchen auf der zentralen
Simulationsstrecke durch ein masseloses, reibungslos bewegliches starres Gesta¨nge mit al-
len seinen (unendlich vielen) Bildteilchen in den anderen Elementarzellen verbunden ist,
so daß die Translationssymmetrie des Modells bei beliebigen Teilchenbewegungen auf-
rechterhalten wird. Wird ein zweidimensionales System so simuliert, daß sich die explizit
simulierten Teilchen innerhalb eines Rechteckes befinden, bedeutet der Einsatz zyklischer
Randbedingungen, daß das Rechteck zu einem (endlichen) Torus gefaltet wird, indem
die jeweils gegenu¨berliegenden Seiten zusammengefu¨gt werden, oder daß das Rechteck
zu einem (unendlich ausgedehnten) zweidimensionalen Kristall vervielfacht wird. Im drei-
dimensionalen Fall kann man sich wohl vorstellen, wie die zentrale Simulationsschachtel
– in dieser Arbeit stets ein Wu¨rfel oder Quader – unter Bildung eines raumerfu¨llenden
Kristalls vervielfacht wird, nicht aber, wie die jeweils gegenu¨berliegenden Fla¨chen eines
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(a) (b)
Abbildung 1.1: Darstellung der zyklischen Randbedingungen in einer Dimension: (a) zwei
Teilchen (als Quadrat und Raute dargestellt) auf einem Kreis als endlichem System;
(b) zentrale Simulationsstrecke (fett gedruckt) mit zwei Teilchen (fett gedruckte Sym-
bole) auf der (du¨nnen durchgezogenen) Geraden als einem unendlichen System mit den
Bildteilchen (du¨nne Symbole); jedes Teilchen ist mittels eines starren Gesta¨nges (punk-
tierte Linien) mit allen seinen Bildern verbunden.
Wu¨rfels bzw. Quaders (unter Bildung eines vierdimensionalen Hypertorus) miteinander
verbunden werden.
Wird ein System mit zyklischen Randbedingungen als Kristall betrachtet, so wird deutlich,
daß bei der Berechnung der gesamten potentiellen Energie nicht nur die Wechselwirkungen
zwischen den explizit simulierten Teilchen innerhalb der zentralen Simulationsschachtel
einzubeziehen sind, sondern daß dabei auch alle Wechselwirkungen der explizit simulierten
Teilchen mit allen (unendlich vielen!) Bildteilchen beru¨cksichtigt werden mu¨ssen. Wenn
das Potential z. B. ausschließlich (effektive) Paarwechselwirkungen uij, die nur vom Ab-
stand |~rij| zweier Teilchen i und j abha¨ngen, umfaßt, so gilt fu¨r die potentielle Energie Utot










uij(|~rij + ~a|) (1.3)
mit der Summation u¨ber alle (unendlich vielen) Gittervektoren ~a des Kristalls. Handelt es
sich bei der Simulationsschachtel um einen Quader, der durch die (zueinander senkrechten)
Vektoren ~Lx, ~Ly und ~Lz aufgespannt wird, so werden die Gittervektoren gema¨ß




mit beliebigen ganzen Zahlen nx, ny und nz erhalten. Die Summe u¨ber alle Gittervekto-
ren ~a umfaßt also eine Dreifachsumme u¨ber alle ganzen Zahlen nx, ny und nz. Die Summe
in Gl. (1.3) entha¨lt u. a. die Wechselwirkung eines jeden Teilchens in der zentralen Simu-
lationsschachtel mit allen seinen Bildern (i = j mit ~a 6= ~0). In einer Na¨herung, die als
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Konvention des na¨chsten Bildes (engl.
”
minimum image convention“) bezeichnet wird,
wird nicht wie in Gl. (1.3) u¨ber alle Gittervektoren ~a summiert, sondern
• alle Wechselwirkungen zwischen einem Teilchen und seinen Bildern (i = j) werden
vernachla¨ssigt,
• und im Falle verschiedener Teilchen bzw. ihrer Bilder (i 6= j) wird jeweils nur ein
einziger Gittervektor ~a beru¨cksichtigt, so daß der Abstand |~rij + ~a| minimal wird.
Dies bedeutet, daß fu¨r jedes der N Teilchen in der zentralen Simulationsschachtel lediglich
die Wechselwirkungen mit dem jeweils na¨chstgelegenen Bild der anderen N − 1 Teilchen
(in der zentralen oder einer benachbarten Schachtel) berechnet werden. Also befinden sich
alle Bildteilchen, mit denen ein bestimmtes explizit simuliertes Teilchen wechselwirkt, in
einer parallel verschobenen Simulationsschachtel, deren Mittelpunkt durch das explizit
simulierte Teilchen definiert wird. Da als Simulationsschachtel keine Kugel verwendet
werden kann, ha¨ngt der maximale Teilchenabstand, bis zu dem eine Wechselwirkung nach
der Konvention des na¨chsten Bildes beru¨cksichtigt wird, von der Raumrichtung ab. Um
diese Richtungsabha¨ngigkeit zu vermeiden, wird zusa¨tzlich jede Paarwechselwirkung uij
zwischen zwei Teilchen i und j mit Abstand rij spha¨risch begrenzt:
u cutij (rij) =
{
uij(rij) fu¨r rij ≤ rcut
0 fu¨r rij > rcut
(1.5)
mit der Wechselwirkungsgrenze rcut, die auch Abschneideradius (engl. ”
cutoff radius“) ge-
nannt wird (u cutij = begrenztes Potential, uij = unbegrenztes Potential). Eine zu Gl. (1.5)
analoge Beziehung gilt fu¨r die Kra¨fte zwischen den Teilchen, d. h. an der Sprungstelle des
Potentials (fu¨r rij = rcut) werden keine unendlichen Kra¨fte angenommen. Wegen der Kon-
vention des na¨chsten Bildes kann die Wechselwirkungsgrenze im Falle eines Quaders als
Simulationsschachtel ho¨chstens halb so groß wie die ku¨rzeste Seite der Schachtel gewa¨hlt
werden.
Die hier beschriebene Art, die Teilchenwechselwirkung ra¨umlich zu begrenzen, erscheint
gerechtfertigt, weil die Paarpotentiale uij der nichtbindenden Wechselwirkungen gegen
Null gehen, wenn der Teilchenabstand rij gegen Unendlich geht, so daß uij(rcut) fu¨r ei-
ne
”
hinreichend große“ Wechselwirkungsgrenze rcut sehr klein wird. Allerdings wa¨chst
die Anzahl der Teilchenpaare in einem bestimmten Abstandsintervall im dreidimensio-
nalen Raum proportional zum Quadrat des Abstandes, so daß die Summen der ver-
nachla¨ssigten Wechselwirkungen von (Bild-)Teilchenpaaren mit Absta¨nden oberhalb der
Wechselwirkungsgrenze, also die erforderlichen Langreichweitekorrekturen zu verschiede-
nen Gro¨ßen, sehr groß, ja einzelne Teilbeitra¨ge sogar unendlich groß werden ko¨nnen. Die
Langreichweitekorrekturen, deren na¨herungsweise Berechnung durch die spha¨rische Be-
grenzung der Paarwechselwirkungen vereinfacht wird, sowie ein Alternativverfahren wer-
den in Abschnitt 1.8 im Detail behandelt. Wird ein nach Gl. (1.5) begrenztes Potential
verwendet, ohne daß Langreichweitekorrekturen berechnet werden, so wird ein anderes
Modell als dasjenige des unbegrenzten Potentials simuliert, und die Ergebnisse ha¨ngen
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von der Wechselwirkungsgrenze als einem Potentialparameter ab; soll (na¨herungsweise)
ein Modell auf Basis des unbegrenzten Potentials simuliert werden, so mu¨ssen die Lang-
reichweitekorrekturen beru¨cksichtigt werden.
Werden aus mehreren Kraftzentren bestehende Teilchen (z. B. mehratomige Moleku¨le)
simuliert, so kann es ungu¨nstig sein, die Paarwechselwirkung zwischen zwei Wechselwir-
kungszentren i und j einfach nach Gl. (1.5) zu ermitteln, also bei der Entscheidung, ob zwei
Kraftzentren miteinander wechselwirken, nur den Abstand rij der beiden Kraftzentren in
Betracht zu ziehen, ohne die Positionen der anderen Kraftzentren der beteiligten kom-
plexen Teilchen zu beru¨cksichtigen (
”
atom-based cutoff“). Ein solches Vorgehen wu¨rde
z. B. bei neutralen Moleku¨len mit Partialladungen dazu fu¨hren, daß in einigen Fa¨llen
Wechselwirkungen zwischen geladenen Teilchen statt Multipolen berechnet wu¨rden. Des-
halb werden in solch einem Fall entweder alle oder keine Wechselwirkungen zwischen zwei
vorgegebenen komplexen Teilchen beru¨cksichtigt (
”
residue-based cutoff“).
Wird ein Modell mit zyklischen Randbedingungen simuliert, so gelten zwar der Energie-
und der Impulserhaltungssatz der Mechanik, jedoch stellt der Drehimpuls keine Erhal-
tungsgro¨ße dar, weil das Modell nicht rotationsinvariant ist. Auch ko¨nnen in Systemen
mit zyklischen Randbedingungen weder Dichteschwankungen noch Phononen, deren Wel-
lenla¨ngen die La¨nge der Simulationsschachtel u¨bertreffen, auftreten, so daß auf diese Weise
weder Systeme sehr nahe am kritischen Punkt des Gas-Flu¨ssigkeits-Gleichgewichtes mit
makroskopischen Dichteschwankungen noch langwellige Phononen in Festko¨rpern simu-
liert werden ko¨nnen [4]. Auch bei anderen Eigenschaften kann die korrelierte Bewegung
der explizit simulierten Teilchen in der zentralen Schachtel und aller ihrer Bilder in den
anderen Schachteln, d. h. die durch die zyklischen Randbedingungen verursachte Transla-
tionssymmetrie des Modells, zu Artefakten fu¨hren. Diese Artefakte, die aus der begrenzten
Gro¨ße der zentralen Simulationsschachtel, also aus der begrenzten Anzahl explizit simu-
lierter Teilchen resultieren, heißen Finite-size-Effekte. Da mittels Simulation thermodyna-
mische Grenzwerte, d. h. die Eigenschaften makroskopischer Systeme, die prinzipiell aus
unendlich vielen (praktisch aus extrem vielen) expliziten Teilchen bestehen, ermittelt wer-
den sollen, muß stets u¨berpru¨ft werden, ob eine mittels Simulation bestimmte Gro¨ße eines
Modells signifikant von der Anzahl explizit simulierter Teilchen abha¨ngt. Gu¨nstigstenfalls
sind keine Finite-size-Effekte zu beobachten, oder sie sind vernachla¨ssigbar klein. Andern-
falls sind diese Effekte zu eliminieren (siehe z. B. Kapitel 3 dieser Arbeit, insbesondere die
Abschnitte 3.3, 3.4 und 3.5.3).
Da in Computersimulationen nicht allzuviele Teilchen behandelt werden ko¨nnen, sind
nicht nur ku¨nstliche (durch das Modell bedingte) Grenzfla¨chen zu vermeiden, sondern
auch reale Grenzfla¨chen heterogener Systeme (wie z. B. im Falle des Gas-Flu¨ssigkeits-
Gleichgewichts) sind problematisch, wenn die Eigenschaften der beteiligten Bulk-Phasen
ermittelt werden sollen. Schließlich mu¨ssen in einer Schachtel, die mehrere Phasen entha¨lt,
sehr viele Teilchen explizit simuliert werden, damit die Ergebnisse nicht von den Beitra¨gen
der Grenzfla¨che(n) dominiert werden. Wie Phasengleichgewichte ohne explizite Grenz-
fla¨chen simuliert werden ko¨nnen, wird in Abschnitt 1.6 ausfu¨hrlich behandelt; ein solches
Verfahren ist bei den in Kapitel 3 beschriebenen Simulationen von Phasengleichgewich-
ten eingesetzt worden. Sollen jedoch die Eigenschaften der Grenzfla¨che selbst bestimmt
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werden, so muß diese selbstversta¨ndlich explizit simuliert werden, wie es bei den in Ka-
pitel 2 dargestellten Simulationen eines wa¨ßrigen Elektrolyten an einer Mineraloberfla¨che
gemacht worden ist.
1.3 Effektive Paarpotentiale
Bei den zur Simulation atomarer und molekularer Systeme eingesetzten empirischen Po-
tentialen wird zwischen bindenden und nichtbindenden Wechselwirkungen unterschieden.
Alle Wechselwirkungsterme, die unmittelbar aus kovalenten Bindungen resultieren, die
z. B. von momentanen Bindungsla¨ngen, also den Absta¨nden aneinander gebundener Ato-
me, oder von momentanen Bindungswinkeln abha¨ngen, werden als
”
bindend“ bezeichnet.
Alle anderen Wechselwirkungen heißen
”
nichtbindend“. Eine bindende Wechselwirkung
zwischen mehreren Teilchen schließt eine nichtbindende Wechselwirkung zwischen densel-
ben Teilchen (z. B. die Coulomb-Wechselwirkung kovalent gebundener geladener Teilchen)
nicht aus. Den einfachsten Fall empirischer Potentiale stellen Paarpotentiale nach Gl. (1.2)
bzw. Gl. (1.3) als Summen kugelsymmetrischer (ausschließlich abstandsabha¨ngiger) Ter-
me uij(rij) dar. Solche effektiven Paarpotentiale umfassen keine Winkel- oder Dieder-
winkelterme, sondern nur bindende Wechselwirkungen zwischen unmittelbar gebundenen
Teilchen und nichtbindende Wechselwirkungen.
1.3.1 Modellierung nichtbindender Wechselwirkungen
Neutrale Teilchen mit kugelsymmetrischer Ladungsverteilung (und ohne ungepaarte Elek-
tronen) stoßen sich bei kleinen Absta¨nden ab, ziehen sich bei großen Absta¨nden an und
besitzen einen charakteristischen Gleichgewichtsabstand. Die Austauschwechselwirkung
der Elektronen wegen des Pauli-Prinzips und die durch die Elektronen abgeschirmte
Coulomb-Abstoßung der Atomkerne, deren Energiebeitra¨ge exponentiell mit zunehmen-
dem Abstand abnehmen, bewirken die Abstoßung bei kleinen Teilchenabsta¨nden. Die
Anziehung zweier Teilchen i und j bei großen Absta¨nden rij resultiert aus der Dispersi-
onswechselwirkung, deren Behandlung mittels quantenmechanischer Sto¨rungstheorie im
Falle (kugelsymmetrischer) neutraler Atome im S-Zustand ergibt, daß der fu¨hrende Term
der Dispersionsenergie proportional zu 1/rij
6 ist [8]. Dasselbe Ergebnis wird erhalten,
wenn zwei polarisierbare Teilchen ohne permanentes Dipolmoment klassisch betrachtet
werden, so daß die konzertierte Schwankung der wechselseitig induzierten Dipolmomente
eine effektive Anziehung bewirkt. Trotzdem handelt es sich bei der Dispersionswechselwir-
kung um einen quantenmechanischen Effekt [5]. Alternativ zum Exponentialansatz fu¨r die
Abstoßungsenergie und zur sto¨rungstheoretischen Betrachtung der Dispersionswechselwir-
kung kann die Wechselwirkung zweier Teilchen i und j im Rahmen der Quantenmechanik
auch wie die Bindung eines zweiatomigen Moleku¨ls behandelt werden, d. h. die Wechsel-
wirkungsenergie uij(rij) wird als Differenz der Energie beider Teilchen im Abstand rij
und der Energie der beiden einzelnen (unendlich weit voneinander entfernten) Teilchen
betrachtet. Da dabei eine kleine Differenz zweier großer Zahlen berechnet werden muß,
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mu¨ssen die beiden Energien sehr genau ermittelt werden, so daß z. B. einfache Hartree-
Fock-Rechnungen nicht zur Beschreibung der Dispersionswechselwirkung ausreichen [9].
1.3.1.1 Das Lennard-Jones-Potential
Sehr ha¨ufig werden die nichtbindenden Wechselwirkungen zwischen zwei neutralen Teil-







mit zwei von der Art der beiden Teilchen abha¨ngigen anzupassenden Konstanten Aij
und Bij modelliert (Aij, Bij > 0). Wa¨hrend der zweite Summand die Abstandsabha¨ngig-
keit der Dispersionswechselwirkung richtig beschreibt, wird die Teilchenabstoßung bei
kleinen Absta¨nden als proportional zu rij
−12 = (rij−6)2 angenommen. Dieser Ausdruck
kann viel schneller als der eigentlich korrekte Exponentialterm berechnet werden und ist
im allg. ausreichend genau, weil im thermodynamischen Gleichgewicht nur wenige Teil-
chenpaare sehr kleine Absta¨nde besitzen. Dieses (unbegrenzte) Lennard-Jones-Potential
wird in zahlreichen Arbeiten folgendermaßen ausgedru¨ckt [4]:











mit zwei (teilchensortenabha¨ngigen) Anpassungskonstanten ij und σij. Der Energiepa-
rameter ij gleicht dem negativen Wert des Potentials u
LJ
ij an seinem Minimum und gibt
somit die Tiefe des Potentials an. Der Abstandsparameter σij gibt den Nullstellenabstand
von uLJij an und charakterisiert so die Gro¨ße der wechselwirkenden Teilchen. Der Beitrag
des Teilchens j zur Lennard-Jones-Kraft, die auf das Teilchen i wirkt, lautet















mit ~rij = ~ri − ~rj. In einer dritten Formulierung des Lennard-Jones-Potentials wird neben
dem Energieparameter ij nicht die Nullstelle des Potentials (der Abstandsparameter σij),
sondern der Abstand σ˜ij = σij
6
√
2 des Potentialminimums (die Summe der Van-der-Waals-
Radien der beiden Teilchen i und j) verwendet:











In der vorliegenden Arbeit wird ausschließlich die Formulierung nach Gl. (1.7) fu¨r das
Lennard-Jones-Potential benutzt, und der Begriff
”
Abstandsparameter“ bezieht sich stets
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auf die Nullstelle σij des Potentials.
1 Bisher ist hier nur das unbegrenzte LJ-Potential
betrachtet worden. Wird eine Wechselwirkungsgrenze rcut eingefu¨hrt, so geht Gl. (1.7) in












fu¨r rij ≤ rcut
0 fu¨r rij > rcut
(1.10)
u¨ber.
Wie bereits angedeutet, ha¨ngen Energie- und Abstandsparameter des LJ-Potentials von
der jeweiligen Sorte der wechselwirkenden Teilchen (z. B. im Falle eines isolierten Atoms
vom chemischen Element und im Falle eines Moleku¨ls bzw. einer Atomgruppe von dessen
chemischer Struktur) ab, so daß fu¨r alle Teilchen i einer bestimmten Sorte und fu¨r alle Teil-
chen j derselben oder einer anderen vorgegebenen Sorte die Parameter ij und σij jeweils
denselben Wert annehmen. Deshalb ko¨nnen die LJ-Parameter  und σ nicht nur mit den
Nummern der einzelnen Teilchen, sondern auch mit den entsprechenden Teilchensorten in-
diziert werden. Werden Systeme aus unterschiedlichen Lennard-Jones-Teilchen simuliert,
so werden jeweils ein Energie- und ein Abstandsparameter fu¨r jede Teilchensorte beno¨tigt,
um die Wechselwirkungen zwischen identischen Teilchen zu beschreiben, und fu¨r jedes dis-
krete Paar verschiedener Teilchensorten wird ein weiteres LJ-Parameterpaar gebraucht,
um die Kreuzwechselwirkungen zwischen unterschiedlichen Teilchen zu modellieren. Da
es sehr aufwendig ist, zahlreiche Parameter durch Anpassung an experimentelle Daten zu
ermitteln, werden in vielen Fa¨llen nicht alle gebrauchten Energie- und Abstandsparameter
einzeln bestimmt, sondern die Parameter fu¨r die Kreuzwechselwirkung verschiedener Teil-
chen werden mittels (empirischer) Mischungsregeln (bzw. Kombinationsregeln) aus den
Parametern fu¨r die Wechselwirkung identischer Teilchen bestimmt. Seien i und σi der
Energie- und Abstandsparameter der LJ-Wechselwirkung eines Teilchens i mit einem an-
deren Teilchen derselben Sorte (bzw. die Wechselwirkungsparameter der Teilchensorte i),
und seien ferner j und σj die entsprechenden Gro¨ßen eines weiteren Teilchens j (bzw. der
Teilchensorte j), so ko¨nnen der Energieparameter ij und der Abstandsparameter σij der
Wechselwirkung zwischen Teilchen i und j (bzw. der Kreuzwechselwirkung zwischen den
Teilchensorten i und j) z. B. nach den sehr weit verbreiteten (aber nicht einzigartigen)
Lorentz-Berthelot-Mischungsregeln [4, 5] berechnet werden:
ij =
√





1Das Programm, das fu¨r die in Kapitel 2 beschriebenen Simulationen eingesetzt worden ist, basiert auf
dem kommerziellen Programmpaket AMBER 4.1 [10, 11]. In diesem Programmpaket dienen zur Definition
eines einzelnen Atomtyps der Energieparameter ij und die Ha¨lfte des Abstands σ˜ij am Potentialminimum
nach Gl. (1.9) fu¨r zwei Atome i und j desselben Typs. In der Parameterdatei, die vom Molekulardynamik-
Modul sander eingelesen wird, werden die Gro¨ßen Aij und Bij nach Gl. (1.6) abgespeichert.
Im fu¨r die Berechnungen des Kapitels 3 verwendeten Programm MD MC.f werden die Lennard-Jones-
Wechselwirkungen durch Energieparameter ij und Abstandsparameter σij nach Gl. (1.7) charakterisiert.
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Tabelle 1.1: Umrechnungsfaktoren zwischen Lennard-Jones- und
”
realen“ Einheiten fu¨r
verschiedene Gro¨ßen, basierend auf dem Energieparameter , dem Abstandsparameter σ
und der Teilchenmasse m der Bezugskomponente (mit der Boltzmann-Konstanten kB).
Fu¨r σ und /kB werden hier fu¨r Argon die Werte nach Verlet [12] und fu¨r United-atom-
Methan diejenigen nach Aydt [13] zugrunde gelegt.
Physikalische Eine Lennard-Jones-Einheit (1 LJ-Einheit) gleicht:
Gro¨ße allgemein beim Argon beim United-atom-Methan
Energie  1,654·10−21 J 2,053·10−21 J
(=ˆ 0,996 kJ/mol) (=ˆ 1,236 kJ/mol)
La¨nge σ 3,405 A˚ (= 340,5 pm) 3,79 A˚ (= 379 pm)
Masse m 6,634·10−26 kg 2,664·10−26 kg
(=ˆ 39,95 g/mol) (=ˆ 16,04 g/mol)
Temperatur /kB 119,8 K 148,7 K
Druck /σ3 419 bar 377 bar
Zeit σ
√
m/ 2,16 ps 1,37 ps
Teilchenzahldichte σ−3 0,0253 A˚−3 0,0184 A˚−3
(Massen-)Dichte m/σ3 1,680 g/cm3 0,489 g/cm3
In diesem Falle wird das Potential eines Modellsystems mit ausschließlich Lennard-Jones-
Wechselwirkungen durch Angabe der LJ-Parameterpaare (i, σi) aller seiner Komponenten
(Teilchensorten) i und ggf. der Wechselwirkungsgrenze vollsta¨ndig charakterisiert.
Nicht nur bei der Simulation von Reinstoffen, sondern auch bei der Behandlung komple-
xerer Systeme ist es oft sinnvoll, anstelle der u¨blichen Einheiten (z. B. des SI-Systems)
charakteristische Gro¨ßen des Modells als Einheiten zu verwenden, was dem Einsatz re-
duzierter Gro¨ßen entspricht. Im Falle der Lennard-Jones-Einheiten werden Energien E,
La¨ngen L, Massen M und Temperaturen T mit Hilfe des Energieparameters , des Ab-
standsparameters σ und der Teilchenmasse m eines simulierten Reinstoffes bzw. einer als
Referenzsubstanz gewa¨hlten Komponente einer simulierten Mischung folgendermaßen in














mit der Boltzmann-Konstanten kB. Somit stellen , σ und m der Bezugskomponente sowie
/kB die Lennard-Jones-Einheiten der Energie, La¨nge, Masse und Temperatur dar; und
∗, σ∗ und m∗ der Referenzteilchen sowie k∗B besitzen den Wert Eins. Aus den Gleichun-
gen (1.13) folgen die Faktoren zur Umrechnung aller anderen mechanischen und ther-
modynamischen Gro¨ßen in Lennard-Jones-Einheiten. Einige dieser Umrechnungsfaktoren
werden in Tab. 1.1 angegeben. In dieser Tabelle werden exemplarisch zwei in der Lite-
ratur zu findende Parametersa¨tze fu¨r Lennard-Jones-Substanzen aufgelistet, na¨mlich fu¨r
Argon als ein atomares Edelgas und fu¨r Methan als eine mit der United-atom-Na¨herung
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modellierte molekulare Spezies. Die Daten in Tab. 1.1 besagen z. B., daß mit einer Si-
mulation des LJ-Reinstoffs bei T ∗ = 1 und p∗ = 1 u. a. sowohl Argon bei 119,8 K und
419 bar als auch Methan bei 148,7 K und 377 bar behandelt werden. In der vorliegen-
den Arbeit werden Lennard-Jones-Einheiten bei der Behandlung der Netzwerke, Gele und
Lennard-Jones-Fluide in Kap. 3 durchga¨ngig, aber ausschließlich
”
reale“ Einheiten bei der
Beschreibung der Elektrolytsimulationen in Kap. 2 verwendet. Da der Einsatz von LJ-
Einheiten stets explizit erwa¨hnt wird, werden reduzierte Gro¨ßen fortan nicht mehr durch
einen Stern gekennzeichnet.
In der Literatur werden sehr viele Arbeiten zum Phasenverhalten von Lennard-Jones-
Reinstoffen, insbesondere zum Gas-Flu¨ssigkeits-Gleichgewicht (z. B. Dampfdruckkurven),
beschrieben. Als Beispiele fu¨r das LJ-Fluid mit unbegrenzter Wechselwirkung (mit Lang-
reichweitekorrekturen) seien hier die Arbeiten von Adams [14, 15], Hansen et al. [16],
Hentschke et al. [5], Lotfi et al. [17] sowie Panagiotopoulos (et al.) [18, 19] genannt.
Da die kritischen Daten des Fluids nicht unmittelbar bestimmt werden ko¨nnen, son-
dern aus Daten unterkritischer Fluide extrapoliert werden mu¨ssen, und da die verschiede-
nen zur Extrapolation benutzten Methoden zu unterschiedlichen systematischen Fehlern
fu¨hren ko¨nnen, variieren die in der Literatur angegebenen Werte fu¨r die kritische Tem-
peratur Tcrit, den kritischen Druck pcrit und die kritische Dichte ρcrit, wie an folgenden
Beispielen deutlich wird (alle Angaben in Lennard-Jones-Einheiten fu¨r unbegrenzte LJ-
Wechselwirkungen, Zahlenwerte z. T. gerundet): Tcrit = 1,30 [15, 20], 1,31 [17, 21, 22],
1,32 [23], 1,35 [5, 24]; pcrit = 0,12 [20], 0,125 [21], 0,13 [15, 17, 22, 23], 0,14 [24], 0,145 [5];
ρcrit = 0,30 [21], 0,31 [5, 17], 0,31 bis 0,32 [20], 0,32 [22, 23], 0,33 [15], 0,35 [24]. Somit
liegen die kritischen Daten des LJ-Fluids wohl in folgenden Bereichen: 1,30 .Tcrit. 1,35,
0,12 .pcrit. 0,145 und 0,30 .ρcrit. 0,35. Fu¨r die Temperatur Ttrip und den Druck ptrip
am Tripelpunkt dieses LJ-Systems werden u. a. die folgenden Werte (in LJ-Einheiten)
genannt: Ttrip = 0,69 [20], 0,69 bis 0,70 [25]; ptrip = 0,001 [20, 25]. Die Dichten der drei
koexistierenden Phasen betragen nach Lit. [20, 25] 0,002 (Gas), 0,85 (Flu¨ssigkeit) bzw.
0,96 (Feststoff) LJ-Einheiten.
1.3.1.2 Coulomb-Wechselwirkungen
Die Ladung eines Atomkerns und des ihn unmittelbar umgebenden Teils der Elektronen-
wolke, also die Nettoladung eines Atomions bzw. die Partialladung eines Atoms innerhalb
eines Moleku¨ls, kann als Punktladung modelliert werden; und solche Punktladungen be-
finden sich bei den meisten Modellen an den Positionen der betreffenden Atom(kern)e.
Das Wechselwirkungspotential uCij zweier Punktladungen qi und qj, die sich im Vakuum
an den Orten ~ri und ~rj befinden, also den Abstand rij = |~rij| mit ~rij = ~ri − ~rj aufweisen,
lautet gema¨ß dem Coulombschen Gesetz:
uCij(rij) =
qiqj
4piε0 · rij (1.14)
mit der Dielektrizita¨tskonstanten ε0 des Vakuums. Befinden sich die beiden Punktla-
dungen nicht im Vakuum, sondern in einem kontinuierlichen Dielektrikum als impliziten
26 KAPITEL 1. GRUNDLAGEN DER SIMULATION MOLEKULARER SYSTEME
Lo¨sungsmittel, so ist ε0 mit der relativen Dielektrizita¨tskonstanten des Mediums als ei-










Statt durch Punktladungen ko¨nnen Ionen- und Partialladungen auch durch kontinuierli-
che Ladungsverteilungen mit positionsabha¨ngigen Ladungsdichten ρ q repra¨sentiert wer-





ρ qi (~r) d~r und qj =
∫
ρ qj (~r) d~r wird durch das Potential










j (~r2) d~r1 d~r2 (1.17)
charakterisiert (hier und im folgenden jeweils Integration u¨ber den gesamten Raum). Seien
nun ρ qi eine kugelsymmetrische Ladungsverteilung mit dem Symmetriezentrum ~ri und ρ
q
j
eine solche mit dem Symmetriezentrum ~rj, so sind die Ladungsverteilungen
1
qi
· ρ qi (~ri + ~r) = ρi(r) und
1
qj
· ρ qj (~rj + ~r) = ρj(r) (1.18)
kugelsymmetrisch bezu¨glich ~r (also nur von r = |~r| abha¨ngig) und normiert (∫ρi(r) d~r =∫









|~rij + ~r − ~r ′|ρj(r
′) d~r d~r ′ (1.19)
fu¨r das Coulomb-Potential zweier kugelsymmetrischer Ladungsverteilungen mit dem Ab-
standsvektor ~rij = ~ri − ~rj der beiden Symmetriezentren (Ladungsschwerpunkte), den
Gesamtladungen qi und qj sowie den normierten Ladungsverteilungen ρi und ρj. Dies





|~rij + ~r − ~r ′|ρj(r
′) d~r d~r ′ (1.20)
anstelle des Terms J(rij) nach Gl. (1.16). Das Coulomb-Potential u
C
ij und das Coulomb-
Integral Jij der beiden kugelsymmetrischen Ladungsverteilungen ha¨ngen also nur vom
Abstandsbetrag rij ab.
Eine Ladungsverteilung ρi zur Modellierung einer Ionen- oder Partialladung sollte nur in
der Na¨he des betreffenden Ions oder Atoms eine signifikante Gro¨ße besitzen, so daß zwei
solche Ladungsverteilungen ρi und ρj sich bei großen Absta¨nden rij wie Punktladungen
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= 1 . (1.21)
Diese Tatsache wird auch zur Beschleunigung von Simulationen ausgenutzt, indem das
Coulomb-Integral nur bei kleinen Absta¨nden rij der Ladungsschwerpunkte (bei den Si-
mulationen dieser Arbeit fu¨r rij ≤ 5 A˚) exakt berechnet und bei großen Absta¨nden (hier
fu¨r rij > 5 A˚) durch 1/rij ersetzt wird. Ferner sollten die Ladungsverteilungen eine solche
Form besitzen, daß das Coulomb-Integral Jij(rij) nach Gl. (1.20) (im Gegensatz zum Fall




Jij(rij) = Jij(0) (1.22)
mit endlichem Jij(0).
Bei den Simulationen der vorliegenden Arbeit wird die Verteilung ρi der positiven oder
negativen (Partial-)Ladung eines Atoms bzw. Ions i nach Rappe´ und Goddard [26] durch







mit φ slati (r) = Ni rni−1 e−ζir (1.24)
mit der Hauptquantenzahl ni der Valenzelektronen des Teilchens i, dem (positiven) Va-






aus dem Atom- bzw. Ionenradius Ri abgescha¨tzt werden kann, muß dessen genauer Wert
durch Anpassung z. B. an experimentelle Daten ermittelt werden. Wird ein sehr großer
Wert fu¨r den Valenzorbitalexponenten gewa¨hlt, so stellt die Ladungsverteilung eine gute
Na¨herung fu¨r eine Punktladung dar. Die Integration in Gl. (1.20) kann nach Einsetzen
der Ausdru¨cke (1.23) und (1.24) explizit ausgefu¨hrt werden. Das recht komplexe Ergebnis
und weitere Details ko¨nnen bei Sto¨ckelmann nachgelesen werden (siehe Abschnitt 2.7.3
und Anhang B in Lit. [27]). In den Simulationen muß nicht unbedingt der exakte mit den
Slater-Orbitalen erhaltene Ausdruck fu¨r das Coulomb-Integral Jij(rij) verwendet werden,
sondern dieser Ausdruck kann zwecks Rechenzeitersparnis durch eine einfachere Na¨herung
ersetzt werden, sofern diese Na¨herung neben den Gleichungen (1.21) und (1.22) auch









= 0 . (1.26)
Eine mo¨gliche Na¨herungsfunktion mit an das exakte Coulomb-Integral angepaßten Koef-
fizienten wird in Lit. [27] (Abschnitt 2.7.6) angegeben.
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1.3.1.3 Das Born-Mayer-Potential
Die Paarwechselwirkung zwischen zwei Ionen i und j im Abstand rij wird oft als Summe
der Coulomb-Wechselwirkung und des Born-Mayer-Potentials
uBMij (rij) = bij · exp[−aij rij] (1.27)
mit zwei positiven Anpassungskonstanten aij und bij modelliert [5, 9, 27]. Im Gegensatz
zum Lennard-Jones-Potential beschreibt das Born-Mayer-Potential die exponentielle Ab-
standsabha¨ngigkeit der Teilchenabstoßung bei kleinen Absta¨nden korrekt. Dagegen wer-
den die Dispersionswechselwirkungen beim Born-Mayer-Potential vo¨llig vernachla¨ssigt,
was gerechtfertigt ist, weil die Coulomb-Wechselwirkungen zwischen Ionen die Dispersi-
onswechselwirkungen im allg. deutlich u¨bertreffen.
1.3.1.4 Modelle dieser Arbeit
Die beschriebenen Potentiale sind im Rahmen der vorliegenden Arbeit folgendermaßen zur
Modellierung nichtbindender Wechselwirkungen eingesetzt worden. Bei den in Kap. 2 be-
handelten Simulationen wa¨ßriger Kochsalzlo¨sungen an einer Natriumchloridkristallober-
fla¨che wird jede Ion-Ion-Wechselwirkung durch eine Summe aus einem Born-Mayer-Term
und der Coulomb-Wechselwirkung repra¨sentiert, und die Kra¨fte zwischen den Wassermo-
leku¨len sowie die Wasser-Ion-Wechselwirkungen werden jeweils als Summe aus Lennard-
Jones- und Coulomb-Termen dargestellt. Wa¨hrend es sich bei den Partialladungen des
SPC/E-Wassermodells (siehe Abschnitt 1.3.3) um Punktladungen handelt, werden die
ausgedehnten Ionenladungen sowie die Partialladungen des SPC/E-P-Wassermodells (sie-
he Abschnitt 1.7.3) jeweils durch ein Slater-Orbital charakterisiert. Sowohl das Born-
Mayer- als auch das Lennard-Jones-Potential werden bei den Simulationen des Kap. 2
stets spha¨risch begrenzt [entsprechend Gl. (1.10) beim LJ-Potential]. Dagegen werden
die nichtbindenden Wechselwirkungen bei den in Kap. 3 behandelten Simulationen von
Netzwerken, Gelen und Fluiden ausschließlich durch das Lennard-Jones-Potential model-
liert, und dieses wird im allg. nicht begrenzt (Einsatz von Langreichweitekorrekturen,
siehe Abschnitt 1.8.1). Die LJ-Parameter der Kreuzwechselwirkungen werden mit Hilfe
der Lorentz-Berthelot-Mischungsregeln [hier nur Lorentz-Regel nach Gl. (1.12) relevant]
berechnet.
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1.3.2 Modellierung bindender Wechselwirkungen
Die potentielle Energie eines isolierten zweiatomigen Moleku¨ls ha¨ngt nur von dem Ab-
stand rij der beiden Atome i und j, der momentanen Bindungsla¨nge, ab. Wird das
Bindungspotential ubond an seinem Minimum, dem Gleichgewichtsabstand r0 (des nicht





kf (rij − r0)2 (1.28)
mit der Kraftkonstanten kf . Die Kraft ~f
bond, die auf ein Teilchen am Ort ~ri wegen der
Bindung an ein Teilchen am Ort ~rj wirkt, wird gema¨ß




mit dem Abstandsvektor ~rij = ~ri − ~rj berechnet und gehorcht dem Hookeschen Gesetz.
Selbstversta¨ndlich ha¨ngen sowohl die Kraftkonstante kf als auch der Gleichgewichtsab-
stand r0 von der Art der beiden gebundenen Teilchen i und j ab. Aber in der vorlie-
genden Arbeit wird nur eine Sorte derart verbundener Teilchen betrachtet, so daß kf ,
r0 und folglich auch u
bond und ~f bond hier nicht mit
”
ij“ indiziert werden. Die bindenden
Wechselwirkungen der flexiblen Netzwerke, deren Quellungsverhalten in Kap. 3 behandelt
wird, werden ausschließlich mit dem harmonischen Federpotential beschrieben, d. h. der
Bindungsanteil des Netzwerkpotentials wird nur von der Streckung bzw. Stauchung der
Bindungen, nicht aber von den Winkeln, die jeweils zwei Bindungen einschließen, beein-
flußt. Auch kovalente Bindungen werden in dieser Arbeit also mit radialsymmetrischen
Paarpotentialen modelliert. Der gesamte Beitrag U bond der bindenden Wechselwirkungen
zum Potential des Systems betra¨gt








(rij − r0)2 , (1.30)
und die aus den Bindungen resultierende Kraft auf Teilchen i wird nach
~F bondi ({~r}) = −~∇~riU bond({~r}) = −kf
∑
j 6=i
j an i gebunden
[




erhalten. Hier wird die Gro¨ße r0 auch in bezug auf Netzwerke als Gleichgewichtsabstand
bzw. Bindungsla¨nge bezeichnet, obwohl r0 wegen des Einflusses verschiedener (z. B. nicht-
bindender) Potentialterme nicht unbedingt exakt dem Gleichgewichtsabstand aller Bin-
dungen gleicht, d. h. das Minimum des Potentials im allg. nicht die Bedingung rij = r0 fu¨r
alle Paare (i,j) gebundener Teilchen erfu¨llt [5]. (Die Gro¨ße r0 gleicht nur bei zweiatomigen
Moleku¨len ohne rotationsbedingte Zentrifugaldehnung in jedem Fall exakt dem Gleich-
gewichtsabstand.) Jedoch werden in der vorliegenden Arbeit sehr große Kraftkonstanten
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verwendet, so daß der Unterschied zwischen r0 und den ”
echten“ Gleichgewichtsabsta¨nden
vernachla¨ssigt werden kann. Wa¨hrend hier, der u¨blichen Konvention folgend, die Gro¨ße kf
als Kraftkonstante bezeichnet wird, finden sich in der Literatur auch Beispiele [13, 28], bei
denen sich der Begriff der Kraftkonstante im Zusammenhang mit Netzwerken auf kf/2
bezieht.2 Daß im Bindungspotential nach Gl. (1.30) alle Anharmonizita¨ten vernachla¨ssigt
werden, ist wegen der bei den u¨blichen Simulationstemperaturen geringen Schwingungs-
amplitude gerechtfertigt. Die so modellierten Bindungen ko¨nnen grundsa¨tzlich (auch bei
beliebig hohen Temperaturen) nicht dissoziieren, d. h. Gl. (1.30) beschreibt stabile Bin-
dungen, die im Verlaufe der Simulation weder neu gebildet noch gelo¨st werden, so daß
die Konnektivita¨t des Netzwerkes erhalten bleibt und die Summe in Gl. (1.30) auch bei
Verwendung zyklischer Randbedingungen nur endlich viele Terme umfaßt – im Gegensatz
zum Fall der nichtbindenden Wechselwirkungen [siehe Gl. (1.3) und zugeho¨rige Diskussi-
on].
Da viele Bindungsschwingungen hohe Frequenzen aufweisen, so daß sie mittels Moleku-
lardynamik nur mit einem kurzen Integrationszeitschritt, also mit hohem Rechenaufwand
aufgelo¨st werden ko¨nnen, und da die geringen Amplituden der Bindungsschwingungen oft
vernachla¨ssigt werden ko¨nnen, werden ha¨ufig Modelle mit starren Bindungen simuliert [4].
Mit der Zwangsbedingung, daß die Absta¨nde gebundener Teilchen nie von ihrem jewei-
ligen Gleichgewichtswert abweichen, ko¨nnen gro¨ßere Systeme u¨ber la¨ngere Zeit simuliert
werden als ohne sie, was allerdings nur sinnvoll ist, wenn die interessierenden Eigenschaf-
ten nicht von den Bindungsschwingungen dominiert werden. Das Bindungspotential u bondij
zweier Teilchen i und j, deren Abstand rij stets dem Soll-Wert rij,0 zu gleichen hat, la¨ßt
sich als Paarpotential ausdru¨cken:
u bondij (rij) =
{
0 fu¨r rij = rij,0
∞ fu¨r rij 6= rij,0
. (1.32)
Bei den starren Wassermodellen, die fu¨r die in Kap. 2 beschriebenen Simulationen verwen-
det worden sind, werden die Bindungsla¨ngen und -winkel der Wassermoleku¨le konstant
gehalten, indem nicht nur jeder intramolekulare Sauerstoff-Wasserstoff-Abstand, sondern
auch der Abstand der beiden Wasserstoffatome innerhalb eines jeden Moleku¨ls fixiert
wird.
2Auch im Programm MD MC.f wird kf/2 statt kf als Eingabewert benutzt.
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1.3.3 Das SPC/E-Modell als unpolarisierbares Wassermodell
Wa¨hrend ein isoliertes Wassermoleku¨l (in verdu¨nnter Gasphase) nur ein Dipolmoment
von 1,84 D besitzt [29], weisen die Moleku¨le im flu¨ssigen Wasser bei Raumtemperatur
und Normaldruck ein Dipolmoment von (2,9 ± 0,6) D auf, was aus Daten von Ro¨ntgen-
und Neutronenbeugungsexperimenten ermittelt und erst im Jahr 2000 vero¨ffentlicht wor-
den ist [30]. (Dem Verfasser der vorliegenden Arbeit ist kein weiterer Versuch, das Di-
polmoment der Wassermoleku¨le in der Flu¨ssigkeit experimentell zu bestimmen, bekannt,
was neben dem betra¨chtlichen angegebenen Fehler darauf hinweist, daß dies mit erheb-
lichen Schwierigkeiten verbunden ist.) Die o. a. Dipolmomente zeigen, daß die Wasser-
moleku¨le sich in der Flu¨ssigphase gegenseitig stark polarisieren. Dabei handelt es sich
nicht um Paar-, sondern um Mehrko¨rperwechselwirkungen. Trotzdem werden flu¨ssiges
Wasser und andere polare Flu¨ssigkeiten mittels effektiver Paarpotentiale modelliert, in-
dem den Flu¨ssigkeitsmoleku¨len ho¨here fixierte Partialladungen als isolierten Moleku¨len
zugeordnet werden, so daß die Moleku¨le in der kondensierten Phase ein konstantes ef-
fektives Dipolmoment oberhalb des Gasphasenwertes besitzen. Somit wird der induzierte
Teil des Dipolmomentes der Moleku¨le, der aus der Verschiebungspolarisation resultiert,
als konstanter Mittelwert im Modell beru¨cksichtigt. Mittels solcher unpolarisierbaren Mo-
delle, die auf effektiven Paarpotentialen basieren, kann reines Wasser im allg. recht gut
beschrieben werden [5]. Sollen große Systeme mit etwa tausend Wassermoleku¨len simu-
liert werden, so mu¨ssen die Wechselwirkungen schnell berechnet werden ko¨nnen [27]. Also
muß das verwendete Modell sowohl einfach (wenige Wechselwirkungszentren) als auch
starr (keine hochfrequenten Bindungsschwingungen) sein. Zur Simulation großer wa¨ßriger
Systeme dienten in den letzten Jahren hauptsa¨chlich das TIP4P-Modell (
”
4-Point Trans-
ferable Intermolecular Potential“) [31] und das SPC/E-Modell (
”
Extended Simple Point
Charge model“) [32], die neuparametrisierte Version des SPC-Modells (
”
Simple Point
Charge model“) [33], weil diese einfachen Modelle viele experimentelle Eigenschaften rei-
nen Wassers reproduzieren [5]. All diese starren, unpolarisierbaren Modelle sind auch che-
misch realistisch, d. h. jedes Atom wird durch ein Wechselwirkungszentrum repra¨sentiert.
Beim SPC- und SPC/E-Modell besteht jedes Wassermoleku¨l aus drei Kraftzentren, die
sich an den Orten der Punktmassen befinden, also mit den Atomen identisch sind. Aber
es gibt auch komplexere Modelle mit weiteren z. T. masselosen Wechselwirkungszentren,
wie z. B. das TIP4P-Modell mit einer negativen Punktladung als viertem Kraftzentrum
auf der Winkelhalbierenden des HOH-Winkels. Wird ein solches Modell mit mindestens
einem masselosen Kraftzentrum mittels Molekulardynamik (MD) simuliert, so werden
spezielle Tricks zur Lo¨sung der Bewegungsgleichungen beno¨tigt. Deshalb werden bei MD-
Simulationen im allg. das SPC- und das SPC/E-Modell gegenu¨ber dem TIP4P-Modell
bevorzugt.
Das SPC/E-Modell umfaßt (wie das SPC-Modell) zwei Arten von Paarwechselwirkungen
zwischen den Wassermoleku¨len:
• Lennard-Jones(LJ)-Wechselwirkungen zwischen den Sauerstoffatomen (aber keine
Beteiligung von Wasserstoffatomen an LJ-Wechselwirkungen) und
• Coulomb-Wechselwirkungen zwischen allen auf verschiedenen Moleku¨len lokalisier-
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ten Punktladungen, wobei jedes Wasserstoffatom eine positive und jedes Sauer-
stoffatom eine negative Partialladung tra¨gt (keine Beru¨cksichtigung der konstanten
intramolekularen Wechselwirkungen).
Also la¨ßt sich das Wechselwirkungspotential uSPC/E zwischen einem SPC/E-Moleku¨l i,






H2 befinden, sowie einem weiteren SPC/E-
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(1.33)
mit dem LJ-Energieparameter OO, dem LJ-Abstandsparameter σOO, der Dielektrizita¨ts-
konstanten ε0 des Vakuums, der konstanten Partialladung qH (= qH1 = qH2) aller Was-
serstoffatome und der Partialladung qO (= −2qH) aller Sauerstoffatome. Die potentielle
Energie USPC/E eines Systems aus M SPC/E-Moleku¨len, deren N = 3M Atome die




















[hier alle diskreten Paare mit j > i beru¨cksichtigt, also eine etwaige Begrenzung des
Potentials vernachla¨ssigt; Gl. (1.34) gilt wie Gl. (1.2) fu¨r ein endliches System und
ist beim Einsatz zyklischer Randbedingungen durch eine Gl. (1.3) entsprechende For-
mel ggf. mit weiteren Na¨herungen zu ersetzen]. In analoger Weise wird die Wechselwir-
kung eines SPC/E-Moleku¨ls mit einem Atomion in Kap. 2 durch eine Lennard-Jones-
Wechselwirkung des Sauerstoffatoms des Wassermoleku¨ls mit dem Ion sowie durch die
Coulomb-Wechselwirkungen der drei SPC/E-Partialladungen mit der Ionenladung be-
schrieben.
Das SPC/E-Modell ist (wie das urspru¨ngliche SPC-Modell) so parametrisiert worden, daß
u. a. die experimentelle Flu¨ssigkeitsdichte und Verdampfungsenthalpie reinen Wassers in
Simulationen reproduziert werden [32]. Zur Parametrisierung wurden jeweils 216 starre
Moleku¨le mit einer Wechselwirkungsgrenze von 9 A˚ bei einer Temperatur von 300 K und
einem Druck von 1 bar ohne jegliche Langreichweitekorrekturen simuliert, d. h. sowohl das
Lennard-Jones- als auch das Coulomb-Potential wurden begrenzt. Die so erhaltenen Para-
meter des SPC/E-Modells sowie einige weitere Modelldaten werden in Tab. 1.2 aufgefu¨hrt.
Die Geometrie des SPC/E-Modells weicht von der Struktur des isolierten Wassermoleku¨ls,
das eine Bindungsla¨nge rOH,0 = 0,957 A˚ und einen Bindungswinkel θHOH,0 = 104,5
◦ be-
sitzt [29], signifikant ab, was erst ermo¨glicht, die experimentelle radiale Verteilungsfunkti-
on der Sauerstoffatome im flu¨ssigen Wasser bei großen Absta¨nden zu reproduzieren [27].
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Tabelle 1.2: Modellparameter des unpolarisierbaren SPC/E-Wassers nach [32] und weitere
Modelldaten (e = Elementarladung).
Gro¨ße Symbol Wert
Bindungsla¨nge rOH,0 1 A˚ (= 100 pm)
Bindungswinkel θHOH,0 109,47
◦ (= Tetraederwinkel)
LJ-Energieparameter OO 0,6502 kJ/mol (=ˆ 1,080·10−21 J)
LJ-Abstandsparameter σOO 3,166 A˚ (= 316,6 pm)
Sauerstoffpartialladung qO -0,8476 e (= -1,358·10−19 C)
Wasserstoffpartialladung qH 0,4238 e (= 6,790·10−20 C)
resultierendes Dipolmoment µ 2,35 D (= 7,84·10−30 Cm)
Sauerstoffatommasse mO 16,00 g/mol (=ˆ 2,657·10−26 kg)
Wasserstoffatommasse mH 1,008 g/mol (=ˆ 1,674·10−27 kg)
Der Tetraederwinkel des SPC/E-Modells entspricht insofern der Struktur des hexagonalen
Eises Ih [29], das bei der Kristallisation flu¨ssigen oder gasfo¨rmigen Wassers unter Normal-
druck entsteht, als daß beim Eis Ih jedes Sauerstoffatom fast tetraedrisch von jeweils vier
anderen Sauerstoffatomen umgeben ist und alle von benachbarten Sauerstoffatomen ge-
bildeten OOO-Winkel etwa 109,5◦ betragen. Jedoch besitzen die Wassermoleku¨le auch im
Eis Ih einen HOH-Bindungswinkel von ca. 105
◦. Beim SPC/E-Modell u¨bertrifft der LJ-
Abstandsparameter σOO der Sauerstoff-Sauerstoff-Wechselwirkung mit 3,166 A˚ deutlich
die Bindungsla¨nge rOH,0 = 1 A˚, so daß die gegenseitige Abstoßung der Sauerstoffatome
bei kleinen Absta¨nden verhindert, daß sich die entgegengesetzt geladenen Sauerstoff- und
Wasserstoffatome allzunahe kommen, obwohl das Modell keine explizite OH-Abstoßung
entha¨lt. Da sogar der halbe LJ-Abstandsparameter (0,5 σOO = 1,583 A˚) gro¨ßer als die Bin-
dungsla¨nge ist, werden die Wasserstoffatome beim SPC/E-Modell durch die LJ-Abstoßung
der Sauerstoffatome sozusagen versteckt. Das Dipolmoment µ = 2,35 D des SPC/E-
Modells liegt deutlich oberhalb des experimentellen Gasphasenwertes von 1,84 D und
widerspricht dem Flu¨ssigkeitswert von (2,9 ± 0,6) D nicht (s. o.). Die Autoprotolyse des
Wassers kann vernachla¨ssigt werden, weil bei 298 K nur ein Ionenpaar (ein Oxonium- und
ein Hydroxidion) auf fu¨nf- bis sechshundert Millionen Wassermoleku¨le kommt.
Im folgenden soll der Punkt, der bei der Parametrisierung des SPC/E-Modells, nicht aber
bei derjenigen des SPC-Modells beru¨cksichtigt worden ist, erla¨utert werden. Da das effek-
tive Dipolmoment des Wassers in der Flu¨ssigphase das Gasphasendipolmoment signifikant
u¨bertrifft, muß die Ladungsverteilung innerhalb eines Moleku¨ls bei der Verdampfung und
Kondensation vera¨ndert werden; und das Dipolmoment sowie die ho¨heren Multipolmo-
mente der Flu¨ssigkeitsmoleku¨le besitzen einen signifikanten induzierten Anteil. Die poten-
tielle Energie der Coulomb-Wechselwirkung zwischen induzierten Momenten ist kleiner als
die Wechselwirkungsenergie permanenter Momente gleicher Gro¨ße [32, 27]. Wird die Kon-
densation von Wasserdampf, also der U¨bergang isolierter Wassermoleku¨le mit Gasphasen-
dipolmoment in eine kondensierte Phase aus Moleku¨len mit Flu¨ssigphasendipolmoment
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betrachtet, so kann die A¨nderung der potentiellen Energie mittels eines gedachten Zwi-
schenzustandes aus isolierten Wassermoleku¨len mit Flu¨ssigphasendipolmoment aus zwei
Beitra¨gen zusammengesetzt werden, und zwar
• aus der Polarisationsenergie Upol, die zur Polarisation isolierter Moleku¨le aufgebracht
werden muß, und
• aus der Energie UfixQ, die bei der Kondensation der polarisierten Moleku¨le bei
fixierter Ladungsverteilung (wie bei permanenten Multipolmomenten) frei wird.
Bei polarisierbaren Modellen (siehe Abschnitt 1.7), bei denen die Ladungsverteilung in-
nerhalb eines Moleku¨ls nicht festgehalten wird und bei denen sich in verschiedenen Phasen
unterschiedliche mittlere Ladungsverteilungen ergeben ko¨nnen, muß diese Polarisations-
energie Upol zwar explizit beru¨cksichtigt werden, aber dies trifft nicht auf unpolarisierbare
Modelle (mit konstantem Upol) zu, so daß die Polarisationsenergie im allg. (z. B. beim
SPC-Modell) vernachla¨ssigt wird. Diese Vernachla¨ssigung fu¨hrt zu einem Fehler bei der
Berechnung der Verdampfungsenthalpie, weil das effektive Potential ja nur die Flu¨ssigkeit,
nicht aber die Gasphase sinnvoll beschreibt. Wird die Verdampfungsenthalpie zur Parame-
trisierung eines Modells herangezogen, aber die Polarisationsenergie vernachla¨ssigt (wie
beim SPC-Modell geschehen, s. o.), so werden falsche Werte fu¨r die Modellparameter er-
halten. Die Bedeutung der bei der Parametrisierung des SPC/E-Modells beru¨cksichtigten
Polarisationsenergie wird anhand der folgenden Daten des SPC/E-Modells klar [32]: Die
(unkorrigierte) A¨nderung der potentiellen Energie bei der Kondensation polarisierter Mo-
leku¨le mit fixierter Ladungsverteilung betra¨gt UfixQ = -46,6 kJ/mol, und die Polarisati-
onskorrektur nimmt den Wert Upol = 5,2 kJ/mol an, so daß sich die gesamte A¨nderung der
potentiellen Energie zu U = UfixQ +Upol = -41,4 kJ/mol ergibt, was dem experimentellen
Wert von -41,5 kJ/mol [32] sehr nahe kommt.
Wie bei der Parametrisierung des SPC/E-Modells (s. o.) werden die Lennard-Jones-
Wechselwirkungen auch bei den Wassermodellen der vorliegenden Arbeit (siehe Ab-
schnitt 2.2.1) in einem Abstand rcut = 9 A˚ begrenzt. Die Coulomb-Wechselwirkungen
werden hier jedoch nicht auf einen kleinen Bereich eingeschra¨nkt, sondern diese langreich-
weitigen Wechselwirkungen werden mit der Ewald-Summation (siehe Abschnitt 1.8.2)
behandelt. Bei Simulationen mit begrenzten Coulomb-Potentialen ist es u¨blich, die Wech-
selwirkung auf Basis ganzer Moleku¨le (und nicht einzelner Atome) abzugrenzen, d. h. zwei
Wassermoleku¨le wechselwirken genau dann miteinander, wenn mindestens einer der neun
intermolekularen Atomabsta¨nde kleiner als die Wechselwirkungsgrenze oder gleich dieser
ist, und in diesem Fall werden alle Wechselwirkungen unabha¨ngig von den individuellen
Atomabsta¨nden beru¨cksichtigt, so daß die Dipole nicht in Teilchen mit Nettoladung auf-
gespalten werden (
”
residue-based cutoff“). Allerdings werden in dieser Arbeit sowohl die
Lennard-Jones-Wechselwirkungen als auch der direkt berechnete Anteil der elektrostati-
schen Wechselwirkungen (Ewald-Summation im Ortsraum) auf Basis der einzelnen Atome
begrenzt (
”
atom-based cutoff“). In Abschnitt 1.7.3 wird eine polarisierbare Version des
SPC/E-Modells, das SPC/E-P-Modell, vorgestellt.
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1.4 Molekulardynamik
Die Bewegung von N Punktmassen mi (mit i = 1, 2, 3,. . . , N), die u¨ber konservative
Kra¨fte wechselwirken, wird in der klassischen Mechanik durch die Newtonschen Bewe-
gungsgleichungen beschrieben:
mi · ~¨ri = ~Fi({~r}) = −~∇~riU({~r}) , i = 1, 2, 3, . . . , N (1.35)
mit den Teilchenpositionen {~r} = ~r1, ~r2, ~r3, . . . , ~rN , der gesamten auf das Teilchen i wir-
kenden Kraft ~Fi und dem Potential U . Die Modelle der vorliegenden Arbeit enthalten
nur Kra¨fte, die weder von der Geschwindigkeit der Teilchen noch explizit von der Zeit
abha¨ngen, so daß hier zuna¨chst ausschließlich ortsabha¨ngige Potentiale U({~r}) betrachtet
werden. (Allerdings ha¨ngen die beim Modell des Ladungsgleichgewichts in Abschnitt 1.7.1
verwendeten Potentiale auch von den Partialladungen der Teilchen ab.) Gl. (1.35) stellt ein
System aus 3N gekoppelten (im allg.) nichtlinearen gewo¨hnlichen Differentialgleichungen
zweiter Ordnung dar. Diese Bewegungsgleichungen sind prinzipiell deterministisch, d. h.
der Zustand eines Systems ist, falls die Anfangsbedingungen (z. B. Positionen und Ge-
schwindigkeiten aller Teilchen zu einem Zeitpunkt) und Randbedingungen genau bekannt
sind, fu¨r alle (vergangenen und zuku¨nftigen) Zeitpunkte eindeutig und vollsta¨ndig be-
stimmt. Jedoch sind die Anfangs- und Randbedingungen weder im Experiment noch bei
Computersimulationen beliebig genau bekannt, so daß der Determinismus in der Praxis
im allg. nur fu¨r begrenzte Zeit mit begrenzter Genauigkeit gilt. Von wenigen Ausnahmen
(wie z. B. dem Kepler-Problem mit N = 2) abgesehen, ko¨nnen die klassischen Bewegungs-
gleichungen (1.35) nicht analytisch, sondern nur numerisch gelo¨st werden. Die numerische
Integration dieser Gleichungen wird als (klassische) Molekulardynamik (MD) bezeichnet.
Im Verlaufe einer MD-Simulation wird also, ausgehend vom Anfangszustand eines Sy-
stems und die jeweiligen Randbedingungen beru¨cksichtigend, der Zustand des Systems zu
anderen (fru¨heren oder spa¨teren) Zeitpunkten berechnet, also die Systemtrajektorie im
Phasenraum ermittelt. Die Molekulardynamik-Methode wird z. B. in Lit. [4, 5, 9, 34, 35]
behandelt. Da die Modelle dieser Arbeit in kartesischen Koordinaten sinnvoll beschrieben
werden ko¨nnen, wird hier zuna¨chst nur die Newtonsche Formulierung der Bewegungs-
gleichungen (s. o.) verwendet. (Erst bei der Behandlung der Methode der fluktuierenden
Partialladungen in Abschnitt 1.7.2 wird der Lagrange-Formalismus beno¨tigt; und auf die
Hamiltonsche Mechanik wird nur im Zusammenhang mit Ergebnissen der statistischen
Mechanik in Abschnitt 1.4.4 zuru¨ckgegriffen.)
Da zur Berechnung der Kraft auf ein Teilchen die Ortsableitung des Potentials U ge-
braucht wird, ha¨ngt die Vorgehensweise bei der Molekulardynamik davon ab, ob U eine
stetige Funktion der Teilchenpositionen {~r} ist oder nicht [4]. (Eine etwaige Unstetigkeits-
stelle an der Wechselwirkungsgrenze des Potentials soll hier nicht betrachtet werden.) Falls
das Potential eine (gu¨nstigstenfalls sogar beliebig oft) stetig differenzierbare Funktion der
Teilchenorte ist, so vera¨ndern sich die Positionen und Geschwindigkeiten der Teilchen
allma¨hlich, also stetig in der Zeit, so daß die Positions- und Geschwindigkeitskoordinaten
in Taylor-Reihen nach der Zeit entwickelt werden ko¨nnen. Im Falle eines solchen weichen
Potentials kann die Systemtrajektorie in hinreichend kleinen Zeitschritten na¨herungsweise
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kontinuierlich berechnet werden, d. h. das Differentialgleichungssystem (1.35) wird schritt-
weise gelo¨st (siehe den folgenden Abschnitt 1.4.1). Jedoch kann ein Modell mit unstetigem
Potential, z. B. ein System harter Kugeln, nicht in dieser Weise simuliert werden. Schließ-
lich a¨ndern sich die Teilchengeschwindigkeiten bei den Sto¨ßen der harten Kugeln plo¨tzlich,
also unstetig in der Zeit, wa¨hrend die Geschwindigkeiten zwischen den Sto¨ßen konstant
bleiben, so daß die Teilchenkoordinaten nicht in Taylor-Reihen nach der Zeit entwickelt
werden ko¨nnen. In diesem Falle muß jeder einzelne Stoß identifiziert und explizit behan-
delt werden, indem jeweils zuna¨chst der Zeitpunkt der na¨chsten Kollision bestimmt wird,
danach alle Teilchenpositionen zur Stoßzeit ermittelt werden und abschließend die neuen
Geschwindigkeiten der beiden kollidierenden Teilchen berechnet werden.
1.4.1 Integratoren fu¨r stetige Potentiale
Die in der vorliegenden Arbeit benutzten Algorithmen zur Integration der Bewegungs-
gleichungen (1.35) basieren auf einem schon in den 1960er Jahren von Verlet [12] bei
Molekulardynamiksimulationen eingesetzten Verfahren. Zur Ableitung dieses urspru¨ng-
lichen Verlet-Algorithmus wird die Position ~ri eines Teilchens i kurz nach und kurz
vor dem Entwicklungszeitpunkt t bis zur dritten Ordnung in jeweils eine Taylor-Reihe
entwickelt:
~ri(t+ ∆t) = ~ri(t) + ∆t · ~vi(t) + ∆t
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mit der Geschwindigkeit ~vi = ~˙ri, der Beschleunigung ~ai = ~¨ri und der Zeitableitung ~bi =
...
~ri
der Beschleunigung des Teilchens i sowie einer (hinreichend kleinen) Zeitspanne ∆t. Die
Zeitabha¨ngigkeit der Beschleunigung ~ai resultiert nur daraus, daß die Teilchenpositio-
nen {~r} und somit die ortsabha¨ngige Kraft ~Fi = mi~ai auf das Teilchen i der Masse mi
mit der Zeit variieren. Addition der Gleichungen (1.36) und (1.37) liefert die folgende
Vorschrift fu¨r das schrittweise Vorru¨cken der Position des Teilchens i:
~ri(t+ ∆t) = 2 · ~ri(t)− ~ri(t−∆t) + ∆t2 · ~ai(t) +O(∆t4) . (1.38)
Die neue Position ~ri(t+ ∆t) eines jeden Teilchens wird also aus der Position ~ri(t) und Be-
schleunigung ~ai(t) des aktuellen Zeitschrittes sowie der Position ~ri(t−∆t) des unmittelbar
vorhergehenden Zeitschrittes ermittelt. Die Teilchengeschwindigkeiten, die zwar nicht zur
Berechnung der Positionstrajektorien, wohl aber z. B. der kinetischen Energie gebraucht








Bei der numerischen Integration von Differentialgleichungen (z. B. mit dem dargestellten
Verlet-Algorithmus) weicht die berechnete von der exakten Lo¨sung aus zwei Gru¨nden ab.
Zum einen basiert die Integration auf einer oder mehreren abgebrochenen Taylor-Reihe(n),
wird aber mit einem endlichen (diskreten) Zeitschritt ∆t ausgefu¨hrt, so daß statt der
eigentlichen Differentialgleichung eine sie anna¨hernde Differenzengleichung gelo¨st wird.
Zum anderen werden bei numerischen Berechnungen reelle Zahlen durch rationale Zahlen
(z. B. Dezimalbru¨che endlicher Stellenzahl) angena¨hert. Der Unterschied zwischen der ex-
akten Lo¨sung der Differentialgleichung und der exakten Lo¨sung der Differenzengleichung
wird als Abbruchfehler oder Diskretisierungsfehler bezeichnet. Der Unterschied zwischen
der exakten und der numerischen Lo¨sung der Differenzengleichung heißt Rundungsfehler.
Bei der Durchfu¨hrung einer Molekulardynamik-Simulation kommt es nicht nur auf lokale
Fehler, die jeweils im Verlaufe eines einzelnen Zeitschrittes auftreten, an, sondern ha¨ufig
sind globale Fehler, also die wa¨hrend einer Simulation u¨ber viele Schritte akkumulierten
Abweichungen, relevant. Eine MD-Simulation la¨uft nur dann stabil, wenn die verschie-
denen Fehler wichtiger Gro¨ßen, wie z. B. der Energie, sich nicht gegenseitig versta¨rken,
sondern sich global in etwa gegenseitig aufheben. Andernfalls ist die Simulation instabil,
und z. B. die Energie zeigt zumindest eine allma¨hliche Drift. Mit zunehmendem Zeitschritt
wa¨chst der globale (wie der lokale) Abbruchfehler. Im Gegensatz dazu wa¨chst der globale
Rundungsfehler einer MD-Simulation vorgegebener Gesamtdauer bei abnehmendem Zeit-
schritt, weil bei vielen kleinen Zeitschritten mehr rundungsfehlerbehaftete Rechenopera-
tionen als bei wenigen großen Zeitschritten ausgefu¨hrt werden mu¨ssen. Deshalb existiert
bei jeder MD-Simulation ein optimaler Zeitschritt mit minimalem Fehler. Jedoch wird
zur Rechenzeitersparnis im allg. ein gro¨ßerer (noch akzeptabler, s. u.) als dieser optimale
Zeitschritt gewa¨hlt, so daß Abbruchfehler gegenu¨ber Rundungsfehlern dominieren. Dies
gilt insbesondere, wenn wie bei den Simulationen dieser Arbeit 64-Bit-Zahlen (sogenannte
”
doppelt genaue“ Zahlen mit 15 bis 16 signifikanten Dezimalstellen) eingesetzt werden.
Werden jedoch 32-Bit-Zahlen (sogenannte
”
einfach genaue“ Zahlen mit 6 bis 7 signifi-
kanten Dezimalstellen) verwendet, gilt dies wegen des gro¨ßeren Rundungsfehlers nicht
unbedingt.
Der oben beschriebene urspru¨ngliche Verlet-Algorithmus reproduziert die zeitliche Rever-
sibilita¨t der klassischen Mechanik exakt (Teilchenorte ~ri(t−∆t) und ~ri(t+∆t) zu fru¨herer
bzw. spa¨terer Zeit in der Positionsgleichung (1.38) vertauschbar). Dieser Algorithmus zeigt
sogar bei langen (noch akzeptablen) Zeitschritten eine ausgezeichnete Energieerhaltung
[4] und ist sehr stabil [5]. Ein wesentlicher Nachteil besteht allerdings darin, daß die Ge-
schwindigkeiten umsta¨ndlich behandelt werden. Ferner kann in bestimmten Fa¨llen ein sehr
großer Rundungsfehler entstehen, weil in Gl. (1.38) ein kleiner Term der Ordnung O(∆t2)
zu einem großen Term der Ordnung O(∆t0) addiert wird. Deshalb sind weitere algebraisch
a¨quivalente Versionen des Verlet-Algorithmus entwickelt worden. Algebraische A¨quivalenz
bedeutet hier, daß die mittels der neuen Versionen erzeugten Positionstrajektorien bis auf
Rundungsfehler mit den Trajektorien des urspru¨nglichen Verlet-Algorithmus u¨bereinstim-
men. Zwei der Weiterentwicklungen des Verlet-Verfahrens, na¨mlich der Leapfrog- und der
Geschwindigkeits-Verlet-Algorithmus, sollen hier vorgestellt werden.
Beim Leapfrog-Verlet-Algorithmus werden nicht nur Gro¨ßen nach vollsta¨ndiger Abar-
beitung ganzer Zeitschritte, sondern auch solche in der Mitte der Zeitintervalle betrachtet.
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Aus der Taylor-Reihenentwicklung der Teilchenpositionen am Ende und zu Beginn eines
Zeitschrittes um die Zeitschrittmitte gema¨ß



























wird nach Subtraktion der Gl. (1.41) von der Gl. (1.40) (und Umformung) die folgende
Vorschrift zum Vorru¨cken der Positionen erhalten:
~ri(t+ ∆t) = ~ri(t) + ∆t · ~vi(t+ ∆t
2
) +O(∆t3) . (1.42)
In analoger Weise liefert die Subtraktion der Taylor-Entwicklungen der Halbschrittge-
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) = ~vi(t− ∆t
2
) + ∆t · ~ai(t) +O(∆t3) . (1.45)
Bei der Leapfrog-Version des Verlet-Algorithmus u¨berspringen also die Zeitpunkte be-
kannter Positionen (t, t + ∆t, t + 2∆t, . . .) die Zeitpunkte bekannter Geschwindigkeiten
(t−∆t/2, t+∆t/2, t+3∆t/2, . . .) und umgekehrt, was ans Bockspringen (engl.
”
leapfrog“)
erinnert. Die beim Leapfrog-Verlet-Algorithmus explizit nach Gl. (1.45) berechneten
Geschwindigkeiten weisen einen kleineren lokalen Fehler als die beim urspru¨nglichen
Verlet-Verfahren nachtra¨glich mit Gl. (1.39) ermittelten Geschwindigkeiten auf [Fehler-
ordnung O(∆t3) statt O(∆t2)]. Der entscheidende Vorteil besteht darin, daß Simulationen
mit der Leapfrog-Version weniger als solche mit dem urspru¨nglichen Verlet-Algorithmus
durch Rundungsfehler beeinflußt werden, denn in den Gleichungen (1.42) und (1.45) wird
jeweils ein Term der OrdnungO(∆t1) [statt eines Terms der OrdnungO(∆t2) in Gl. (1.38)]
zu einem Term der Ordnung O(∆t0) addiert. Jedoch werden die Geschwindigkeiten beim
Leapfrog-Verlet-Algorithmus zu anderen Zeiten als die Positionen bestimmt, was z. B.
bei der Berechnung der Gesamtenergie als Summe der geschwindigkeitsabha¨ngigen kine-
tischen und der positionsabha¨ngigen potentiellen Energie ungu¨nstig ist. Deshalb werden















[Gl. (1.46) nach Addition der Gleichungen (1.43) und (1.44) erhalten]. Beim Einsatz
des Leapfrog-Verlet-Algorithmus werden im allg. die aktuellen Positionen {~r(t)} und die
fru¨heren Halbschrittgeschwindigkeiten {~v(t−∆t/2)} aller Teilchen gespeichert. Zuna¨chst
werden aus den Positionen die aktuellen Kra¨fte (Aufruf der Kraftroutine) und Beschleuni-
gungen {~a(t)} berechnet. Anschließend werden mittels Gl. (1.45) die spa¨teren Halbschritt-
geschwindigkeiten {~v(t + ∆t/2)} und dabei ggf. die aktuellen Geschwindigkeiten {~v(t)}
nach Gl. (1.46) bestimmt. Zum Schluß werden die Positionen nach Gl. (1.42) vorgeru¨ckt.
Beim Geschwindigkeits-Verlet-Algorithmus [36] (engl.
”
velocity-Verlet algorithm“)
sind die Positionen {~r} und Geschwindigkeiten {~v} (sowie die Beschleunigungen {~a}) der
Teilchen zur selben Zeit bekannt. Die Positionen werden einfach mittels einer Taylor-Reihe
zweiter Ordnung vorgeru¨ckt:
~ri(t+ ∆t) = ~ri(t) + ∆t · ~vi(t) + ∆t
2
2
· ~ai(t) +O(∆t3) . (1.47)
Wird die Halbschrittgeschwindigkeit eines Teilchens i um die Anfangs- und Endzeit des be-





) = ~vi(t+ ∆t)− ∆t
2
· ~ai(t+ ∆t) + ∆t
2
8
·~bi(t+ ∆t) +O(∆t3) (1.48)
erhalten. Nach Gleichsetzung der Formeln (1.43) und (1.48) sowie Umformungen, bei
denen beru¨cksichtigt wird, daß ∆t2/8 · [~bi(t)−~bi(t+ ∆t)] = O(∆t3) ist, wird die folgende
Vorschrift zur Aktualisierung der Geschwindigkeiten gewonnen:
~vi(t+ ∆t) = ~vi(t) +
∆t
2
· [~ai(t) + ~ai(t+ ∆t)] +O(∆t3) . (1.49)
Beim Geschwindigkeits-Verlet-Algorithmus sind nicht nur die Positionen und Geschwin-
digkeiten der Teilchen gleichzeitig bekannt, sondern der lokale Abbruchfehler der beiden
Gleichungen (1.47) und (1.49) besitzt (mindestens) die Ordnung O(∆t3), so daß die Ener-
gie ziemlich genau berechnet wird. Die Tatsache, daß die Positionen und Geschwindig-
keiten simultan bekannt sind, ist auch gu¨nstig, wenn die Geschwindigkeiten zur Einstel-
lung einer vorgegebenen Temperatur skaliert werden (siehe Abschnitt 1.4.5.1). Allerdings
ko¨nnen Rundungsfehler Simulationen mit dem Geschwindigkeits-Verlet-Algorithmus in
der hier angegebenen Form sta¨rker beeinflussen als solche mit der Leapfrog-Version, weil
in der Positionsgleichung (1.47) nicht nur ein Term der Ordnung O(∆t1), sondern auch
ein solcher der Ordnung O(∆t2) zu einem Term der Ordnung O(∆t0) addiert wird. Da
zur Aktualisierung der Geschwindigkeiten nach Gl. (1.49) die Beschleunigungen zu zwei
Zeitpunkten beno¨tigt werden, werden die neuen Geschwindigkeiten in zwei Schritten,
zwischen denen die neuen Beschleunigungen berechnet werden, ermittelt. Also wird der
Geschwindigkeits-Verlet-Algorithmus so umgesetzt, daß zuna¨chst die Positionen gema¨ß
40 KAPITEL 1. GRUNDLAGEN DER SIMULATION MOLEKULARER SYSTEME








berechnet werden, daß danach die Kraftroutine aufgerufen wird und daß zuletzt die Ak-
tualisierung der Geschwindigkeiten gema¨ß






· ~ai(t+ ∆t) (1.51)
abgeschlossen wird.
Wie bereits auf Seite 37 bemerkt worden ist, sind der urspru¨ngliche, der Leapfrog- und
der Geschwindigkeits-Verlet-Algorithmus algebraisch a¨quivalent, d. h., werden die Ge-
schwindigkeiten aus den Differenzengleichungen (1.42) und (1.45) der Leapfrog-Variante
oder aus den entsprechenden Gleichungen (1.47) und (1.49) des Geschwindigkeits-Verlet-
Verfahrens eliminiert, so wird wieder die Positionsgleichung (1.38) des urspru¨nglichen
Verlet-Algorithmus erhalten. Folglich weisen die Teilchenpositionen bei allen drei Verlet-
Algorithmen identische globale Abbruchfehler auf, obwohl der lokale Abbruchfehler beim
urspru¨nglichen Verfahren die Ordnung O(∆t4), aber bei den anderen beiden Versio-
nen die Ordnung O(∆t3) besitzt. Beim Leapfrog- und beim Geschwindigkeits-Verlet-
Algorithmus kompensieren sich also die u¨ber das Ursprungsverfahren hinausgehenden lo-
kalen Abbruchfehler zumindest teilweise. Umformungen auf Basis der Gleichungen (1.42)
und (1.46) im Falle der Leapfrog-Version sowie Umformungen der Geschwindigkeits-
Verlet-Gleichungen (1.47) und (1.49) zeigen, daß sowohl die beim Leapfrog-Algorithmus
nach Gl. (1.46) angena¨herten Geschwindigkeiten zu Zeiten bekannter Positionen als auch
die mit dem Geschwindigkeits-Verlet-Algorithmus berechneten Geschwindigkeiten mit
den nach Gl. (1.39) approximierten Geschwindigkeiten des Ursprungsverfahrens u¨ber-
einstimmen. Somit werden, abgesehen von Rundungsfehlern, die Geschwindigkeiten beim
Geschwindigkeits-Verlet-Algorithmus nur scheinbar genauer als bei den anderen beiden
Verfahren bestimmt. Wegen der algebraischen A¨quivalenz verhalten sich alle hier vorge-
stellten Versionen des Verlet-Algorithmus langfristig identisch, wenn die Abbruchfehler
(aufgrund der u¨blichen langen Zeitschritte) gegenu¨ber den Rundungsfehlern dominieren.
Bei akzeptablen Zeitschritten liefern alle Varianten des Verlet-Algorithmus trotz ih-
rer Einfachheit hinreichend genaue Ergebnisse und sind numerisch stabil. Werden die
im wesentlichen zeitlich reversiblen Verlet-Algorithmen mit den zeitirreversiblen, auch
fu¨r Molekulardynamik-Simulationen eingesetzten Pra¨diktor-Korrektor-Verfahren vergli-
chen, so zeigt sich bei mittleren bis großen (noch akzeptablen) Zeitschritten, daß die
Verlet-Methoden bei stark divergenten Potentialen vom Lennard-Jones-Typ die Ener-
gieerhaltung besser erfu¨llen [34] und vor allem bei langen Simulationen wesentlich ge-
nauer sind [9] als Pra¨diktor-Korrektor-Verfahren. Bei den Verlet-Algorithmen und beim
Pra¨diktor-Korrektor braucht die Kraftberechnung, fu¨r die die meiste Prozessorzeit einer
MD-Simulation beno¨tigt wird, nur einmal pro Zeitschritt durchgefu¨hrt zu werden. Die
zur Lo¨sung verschiedener Differentialgleichungen gebra¨uchlichen Runge-Kutta-Verfahren
1.4. MOLEKULARDYNAMIK 41
ho¨herer Ordnung, die mehrere Aufrufe der Kraftroutine je Zeitschritt erfordern, wer-
den praktisch nie bei MD-Simulationen eingesetzt. Wa¨hrend die Verlet-Algorithmen bei
akzeptablen Zeitschritten eine gute langfristige Energieerhaltung aufweisen, aber schon
bei einem etwas zu großen Zeitschritt instabil werden (Energiedrift!), existiert bei den
Pra¨diktor-Korrektor-Verfahren kein so enger Grenzbereich zwischen noch geeigneten und
zu großen Zeitschritten [34]. Bei Einsatz eines Verlet-Algorithmus kann die Zeitschrittwahl
einfach so erfolgen, daß zuna¨chst aus mehreren MD-Simulationen mit verschiedenen Zeit-
schritten (ohne Verwendung eines Thermostaten oder Barostaten, siehe Abschnitt 1.4.5)
ermittelt wird, bei welchen Zeitschritten die Simulation des betreffenden Systems unter
bestimmten thermodynamischen Bedingungen langfristig stabil ist und bei welchen nicht,
und daß anschließend ein
”
sicherer“ Zeitschritt etwas unterhalb des maximalen akzepta-
blen Wertes gewa¨hlt wird. (Dies funktioniert natu¨rlich nur, wenn das simulierte Modell,
wie z. B. ein Lennard-Jones-Fluid aus kugelsymmetrischen Wechselwirkungszentren, eine
gute Energieerhaltung zula¨ßt, was allerdings bei komplexen Moleku¨len mit begrenzten Po-
tentialen nicht unbedingt zutrifft [11].) Als weiterer Anhaltspunkt bei der Zeitschrittwahl
dient die Faustregel, daß der Zeitschritt deutlich kleiner als die kleinste Relaxationszeit
und die kleinste Schwingungsdauer des simulierten Systems sein soll. Zur Integration der
Bewegungsgleichungen (1.35) werden die verschiedenen Verlet-Algorithmen sehr ha¨ufig
eingesetzt. In fru¨herer Zeit, als auf 32-Bit-Rechnern simuliert wurde, wurde die Leapfrog-
Version wegen des kleineren Rundungsfehlers bei
”
einfach genauen“ Zahlen bevorzugt. Da-
gegen stellt das Geschwindigkeits-Verlet-Verfahren aufgrund der gu¨nstigen Eigenschaft,
daß Positionen und Geschwindigkeiten unmittelbar und gleichzeitig bestimmt werden,
wohl den attraktivsten der heute bekannten Algorithmen dar [4].
Im Molekulardynamik-Modul sander des kommerziellen Programmpaketes AMBER 4.1
[10, 11] werden die Bewegungsgleichungen mit dem Leapfrog-Verlet-Algorithmus inte-
griert.3 Auf diesem Programmpaket basiert das Programm, welches fu¨r die in Kap. 2
beschriebenen Grenzfla¨chen- u. a. Simulationen benutzt worden ist. Der Geschwindigkeits-
Verlet-Algorithmus dient zur Lo¨sung der Bewegungsgleichungen im Programm MD MC.f,
das fu¨r die in Kap. 3 dargestellten Simulationen von Phasengleichgewichten, Netzwerken
und Gelen im Rahmen der vorliegenden Arbeit angefertigt worden ist und in Anhang C
beschrieben wird. Die in Kap. 3 angegebenen MD-Zeitschritte sind nach dem o. a. Ver-
fahren gewa¨hlt worden.
3Molekulardynamik-Simulationen mit dem Programmpaket AMBER 4.1 weisen, obwohl ein Verlet-
Algorithmus als Integrator verwendet wird, selbst bei Lennard-Jones-Fluiden keine gute Energieerhaltung
auf (siehe Abschnitt 1.4.6), so daß MD-Simulationen mit AMBER 4.1 durch einen Thermostaten stabi-
lisiert werden mu¨ssen und die im Text beschriebene einfache Zeitschrittwahl nicht mo¨glich ist.
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1.4.2 Zwangsbedingungen
Wird das zu simulierende Modell ausschließlich durch stetige Potentiale, wie z. B. das
Lennard-Jones-, das Coulomb- oder das Born-Mayer-Potential zur Modellierung nichtbin-
dender Wechselwirkungen bzw. das harmonische Federpotential fu¨r bindende Wechselwir-
kungen, beschrieben, so ko¨nnen die Bewegungsgleichungen mit den im vorhergehenden
Abschnitt 1.4.1 beschriebenen Verfahren ohne weitere Erga¨nzungen integriert werden.
Jedoch ko¨nnen Modelle mit starren Bindungen, die durch das Potential der Gl. (1.32)
charakterisiert werden, so nicht behandelt werden. Die Fixierung des Abstandes zwei-
er Teilchen i und j auf den Soll-Wert rij,0 stellt die folgende Zwangsbedingung fu¨r die
Positionen ~ri und ~rj beider Teilchen dar:
[~ri(t)− ~rj(t)]2 = rij,02 zu allen Zeiten t. (1.52)
Umfaßt das Modell sowohl weiche Potentiale als auch starre Bindungen, so kann ein be-
sonders einfaches Integrationsverfahren eingesetzt werden [34, 37]. Dabei werden in jedem
einzelnen Zeitschritt der Simulation zuna¨chst die Bewegungsgleichungen ohne Beru¨cksich-
tigung der Zwangsbedingungen integriert und danach alle Koordinaten so (in der Praxis
geringfu¨gig) korrigiert, daß nach Abschluß des Zeitschrittes wieder alle Zwangsbedingun-
gen erfu¨llt werden. Zur Koordinatenkorrektur dient ein iteratives Relaxationsverfahren,
das als SHAKE bezeichnet wird. Beim SHAKE-Algorithmus werden nicht alle Zwangs-
bedingungen zugleich behandelt, sondern eine starre Bindung nach der anderen wird ab-
gearbeitet, so daß jeweils eine einzelne Zwangsbedingung erfu¨llt wird. Seien ~ri und ~rj
die Positionen zweier verbundener Teilchen i und j unmittelbar vor der Behandlung der
starren Bindung zwischen ihnen als der aktuellen Zwangsbedingung (im aktuellen Iterati-
onsschritt), und seien ~ri
′ und ~rj′ die entsprechenden Teilchenpositionen danach, so besitzt
die Koordinatenkorrektur die folgende allgemeine Form [34]:
~ri








mit einer kleinen Zahl γ, den Massen mi und mj der beiden Teilchen sowie dem Teilchen-
abstandsvektor ~rij. Bei dieser Korrektur der Koordinaten werden die Massen so beru¨ck-
sichtigt, daß der Schwerpunkt der beiden Teilchen nicht verschoben wird. Die Zwangsbe-
dingung (1.52) liefert die Gleichung
[~ri
′ − ~rj′]2 = rij,02 (1.55)
zur Bestimmung von γ, d. h. γ wird berechnet, indem ~ri
′ und ~rj′ nach Gl. (1.53) bzw. (1.54)
in Gl. (1.55) eingesetzt werden und die so erhaltene Beziehung (zumindest na¨herungs-
weise) nach γ aufgelo¨st wird. Da zur Erfu¨llung einer Zwangsbedingung im allg. andere
schon abgehandelte Zwangsbedingungen verletzt werden mu¨ssen, genu¨gt es nicht, ein-
mal alle starren Bindungen durchzugehen, sondern das Verfahren muß solange wieder-
holt werden, bis jede Zwangsbedingung mit einer vorgegebenen Mindestgenauigkeit erfu¨llt
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wird. Eine aufeinanderfolgende Behandlung aller Zwangsbedingungen stellt also nur einen
Schritt dieses Iterationsverfahrens dar. Jede einzelne Zwangsbedingung wird durch dieses
Relaxationsverfahren in jedem Zeitschritt (innerhalb der vorgegebenen Toleranz) genau
erfu¨llt, obwohl bei der numerischen Integration der Bewegungsgleichungen Abbruch- und
Rundungsfehler auftreten und im Verlaufe einer Simulation akkumuliert werden. Fer-
ner ermo¨glicht es der SHAKE-Algorithmus, die Bewegungsgleichungen eines Systems mit
Zwangsbedingungen in kartesischen Koordinaten zu integrieren.
Bei den Gro¨ßen ~ri, ~rj, ~ri
′ und ~rj′ der Gleichungen (1.53) und (1.54) handelt es sich um Teil-
chenkoordinaten des aktuellen Zeitschrittes t+ ∆t. (Die Anfangswerte {~r} des ersten Ite-
rationsschrittes stammen aus der Lo¨sung der Bewegungsgleichungen zur Zeit t+∆t unter
Vernachla¨ssigung der Zwangsbedingungen, und die Endwerte {~r ′} des letzten Iterations-
schrittes stellen die korrigierten Koordinaten zur Zeit t+∆t dar.) Jedoch werden z. B. bei
der Originalform des SHAKE-Algorithmus [37], die zusammen mit dem urspru¨nglichen
Verlet-Algorithmus als Integrator eingesetzt wird, die konstanten Abstandsvektoren ~rij
des vorhergehenden Zeitschrittes t in den Gleichungen (1.53) und (1.54) verwendet. Diese
Korrektur der Koordinaten zur Zeit t + ∆t bedeutet anschaulich, daß auf die Teilchen i
und j entgegengesetzt orientierte Zwangskra¨fte gleichen Betrages angewandt werden und
daß diese Kra¨fte die Richtung des Abstandsvektors ~rij zur Zeit t besitzen. Nach Lit. [37]
liefert jedes konvergente Verfahren, bei dem alle Zwangsbedingungen durch Koordinaten-
korrekturen der Form
~ri






erfu¨llt werden, gleichwertige Ergebnisse wie eine exakte Methode. Dabei wird u¨ber alle
Teilchen j summiert, mi sind die Teilchenmassen, und
gij =
{
gji fu¨r alle Paare (i,j) verbundener Teilchen
0 fu¨r alle anderen Paare
. (1.57)
Auch die Geschwindigkeiten der Teilchen ko¨nnen ggf. in a¨hnlicher Weise korrigiert wer-
den, so daß die Relativgeschwindigkeit zweier gebundener Teilchen nach der Korrektur
senkrecht zur Bindungsrichtung steht [34]. Als Ansatz dient die Zeitableitung der Zwangs-
bedingung (1.52), also 2~rij · ~˙rij = 0. Werden die Bewegungsgleichungen ohne Zwangsbe-
dingungen mit dem Leapfrog-Verlet-Algorithmus integriert, so kann die korrigierte Halb-








mit dem Zeitschritt ∆t.
Im Molekulardynamik-Modul sander des Programmpaketes AMBER 4.1 [10, 11] werden
die La¨ngen starrer Bindungen mit Hilfe des SHAKE-Algorithmus konstant gehalten. Im
Falle eines starren Wassermoleku¨ls aus drei Wechselwirkungszentren kann prinzipiell auch
eine nichtiterative analytische Version dieses Verfahrens verwendet werden [39].
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1.4.3 Aufgaben der Molekulardynamik
Im Verlaufe einer Molekulardynamik(MD)-Simulation wird eine Folge von mechanischen
Zusta¨nden, die das System zu bestimmten Zeitpunkten einnimmt, erzeugt. Solch ein mo-
mentaner mechanischer Zustand eines Systems aus N Teilchen wird eindeutig beschrie-
ben, indem z. B. die kartesischen Positionskoordinaten {~r} = ~r1, ~r2, ~r3, . . . , ~rN aller N
Teilchen sowie ihre Geschwindigkeiten {~v} oder Impulse {~p} mit ~pi = mi~vi = mi~˙ri
(i = 1, 2, 3, . . . , N) zum jeweiligen Zeitpunkt angegeben werden. Die Positions- und Im-
pulskoordinaten ko¨nnen als Koordinaten des (bei N Teilchen 6N -dimensionalen) Phasen-
raumes aufgefaßt werden. Ein Punkt Γ = ({~r}, {~p}) im Phasenraum definiert also einen
mechanischen Zustand des Systems, einen Mikrozustand, und somit den momentanen
Wert A(Γ) jeder mechanischen Gro¨ße A. (Allgemein kann ein Punkt im Phasenraum durch
beliebige, also nicht notwendigerweise kartesische, unabha¨ngige Koordinaten und durch
die zu diesen konjugierten Impulse charakterisiert werden.) Mittels MD-Simulationen sol-
len aber makroskopische Gleichgewichts- und Transporteigenschaften klassischer Modell-
systeme aus vielen Teilchen berechnet werden, wie z. B. die potentielle Energie oder Diffu-
sionskoeffizienten. Der Zustand eines makroskopischen Systems, der Makrozustand, wird
durch wenige Gro¨ßen charakterisiert, z. B. durch die Teilchenzahlen aller Komponenten,
das Volumen und die gesamte Energie im Falle eines abgeschlossenen (isolierten) Systems.
Zur Ermittlung der wenigen thermodynamischen u. a. Gro¨ßen eines Makrozustandes aus
den vielen mechanischen Gro¨ßen der Mikrozusta¨nde werden Hilfsmittel aus der klassischen
statistischen Mechanik eingesetzt.
Eine im Experiment beobachtete Eigenschaft AExp stellt das Zeitmittel einer momentanen
Gro¨ße A(Γ) u¨ber lange (prinzipiell: unendlich lange) Zeit t dar [4]:






A(Γ(τ)) dτ . (1.59)
Auch bei MD-Simulationen werden zeitliche Mittelwerte momentaner Eigenschaften A(Γ)
bestimmt. Jedoch wird nur u¨ber eine endliche Simulationszeit gemittelt, die behandelten
Systeme bestehen aus etwa tausend statt z. B. 1023 Teilchen, und die momentanen Gro¨ßen
werden zu M diskreten Zeitpunkten t1, t2, t3, . . . , tM berechnet, so daß eine durch MD-
Simulation zu ermittelnde makroskopische Eigenschaft AMD wie folgt berechnet wird:





Wa¨hrend bei MD-Simulationen jeweils u¨ber die zeitliche Entwicklung eines einzigen Sy-
stems (also u¨ber seine Trajektorie im Phasenraum) gemittelt wird, werden in der u¨bli-
chen statistischen Mechanik (unendlich) viele Systeme, die ein Ensemble bilden, zu einem
Zeitpunkt betrachtet. Unter einem Ensemble versteht man in der klassischen statisti-
schen Mechanik eine Ansammlung unabha¨ngiger Systeme (Mikrozusta¨nde) bzw. der sie
repra¨sentierenden Punkte Γ im Phasenraum [4, 5]. Ein solches Ensemble wird mathema-
tisch durch eine Dichtefunktion fEns, die die Wahrscheinlichkeitsdichte fEns(Γ) an jedem
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Punkt Γ im Phasenraum angibt, beschrieben. Die Dichtefunktion wird durch die vorgege-
benen makroskopischen Gro¨ßen, d. h. durch den Makrozustand, bestimmt (z. B. fNV T bei
einem geschlossenen System mit konstantem Volumen im Kontakt mit einem Wa¨rmebad
definierter Temperatur und fNpT bei einem isotherm-isobaren System). Befindet sich das
System im thermodynamischen Gleichgewicht, so ha¨ngt fEns nicht von der Zeit ab. In
der klassischen statistischen Mechanik wird eine makroskopische Gro¨ße durch Integration
u¨ber den gesamten Phasenraum als Ensemblemittelwert AEns erhalten:
AEns = 〈A〉Ensemble =
∫
A(Γ)fEns(Γ) dΓ (1.61)
mit der normierten Wahrscheinlichkeitsdichte fEns. Die Annahme, daß dieser Ensemble-
mittelwert sowie die zeitlichen Mittelwerte des Experiments und der MD-Simulation nach
Gl. (1.59) bzw. Gl. (1.60) a¨quivalent sind, basiert auf der sogenannten Quasiergoden-
hypothese, nach der jede noch so kleine Umgebung eines jeden beliebigen dem System
zuga¨nglichen Phasenraumpunktes Γ = ({~r}, {~p}) in endlicher Zeit von der Trajektorie ge-
troffen wird [40]. (Die a¨ltere, strengere Ergodenhypothese, die besagt, daß die Trajektorie
jeden Phasenraumpunkt Γ mit fEns(Γ) 6= 0 irgendwann einmal erreicht, ihm also nicht
nur beliebig nahe kommt, ist als widerlegt anzusehen [41].) Die Quasiergodenhypothese
besitzt zweifache Bedeutung, denn zum einen wird das Vorgehen der statistischen Mecha-
nik durch die U¨bereinstimmung des Ensemblemittels mit dem experimentellen Zeitmittel
gerechtfertigt, und zum anderen erlaubt es die A¨quivalenz des Ensemblemittels und des
zeitlichen Mittelwertes einer MD-Simulation, die in einer MD-Simulation erzeugten Da-
ten mit den Methoden der statistischen Mechanik auszuwerten. Allerdings ist es im allg.
schwierig festzustellen, ob ein System ergodisch ist, ob also Ensemble- und Zeitmittel
(fu¨r unendliche Zeiten) u¨bereinstimmen [5]. Diese Annahme wird z. B. bei der Simulation
metastabiler Zusta¨nde nicht erfu¨llt.
Einem abgeschlossenen System entspricht das mikrokanonische Ensemble, die Gesamtheit
aller Mikrozusta¨nde eines Systems mit konstanten Werten fu¨r die Teilchenzahl N (bzw.
Teilchenzahlen bei Mischungen), das Volumen V und die gesamte (innere) Energie E. Die
(klassische) Wahrscheinlichkeitsdichte fNV E des mikrokanonischen Ensembles ha¨ngt nur
von der vorgegebenen Energie E und der Hamilton-Funktion H ab [4]:
fNV E({~r}, {~p}) ∼ δ(H({~r}, {~p})− E) (1.62)
mit der Diracschen Deltadistribution δ. Da die in der vorliegenden Arbeit eingesetz-
ten Potentiale U weder von den Teilchengeschwindigkeiten noch unmittelbar von der
Zeit abha¨ngen, hier also nur konservative Systeme behandelt werden, gibt die Hamilton-
Funktion die Energie, die Summe der kinetischen Energie K und der potentiellen Ener-
gie U , als Funktion der Teilchenpositionen in beliebigen Koordinaten und der zu ih-
nen konjugierten Impulse an; z. B. gilt im Falle kartesischer Koordinaten: H({~r}, {~p}) =
K({~p}) + U({~r}). Die Zustandssumme QNV E des mikrokanonischen Ensembles lautet
fu¨r ein System aus N identischen, quantenmechanisch ununterscheidbaren Teilchen ohne







δ(H({~r}, {~p})− E) d{~r} d{~p} (1.63)
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mit dem Planckschen Wirkungsquantum h. Aus der vom Ensemble abha¨ngigen Zustands-
summe ko¨nnen thermodynamische Gro¨ßen berechnet werden, wie z. B. die Entropie S des
Systems im Falle des mikrokanonischen Ensembles:
S = kB lnQNV E (1.64)
mit der Boltzmann-Konstanten kB.
Werden die Newtonschen Bewegungsgleichungen (1.35) eines N -Teilchen-Systems, das ein
konstantes durch zyklische Randbedingungen fixiertes Volumen einnimmt, in unvera¨nder-
ter Form integriert und wird die Energie perfekt erhalten, so werden Zusta¨nde des mi-
krokanonischen Ensembles erzeugt. Da neben der Energie auch der Impuls erhalten wird,
kann auf diese Weise nur ein Teil dieses Ensembles durchmustert werden, na¨mlich derje-
nige mit dem vorgegebenen Gesamtimpuls ~ptot =
∑N
i=1 ~pi, der im allg. gleich Null gewa¨hlt
wird. (Der einzige wesentliche Unterschied besteht darin, daß das vollsta¨ndige mikrokano-
nische Ensemble 3N , aber die Teilmenge konstanten Impulses nur 3N − 3 Freiheitsgrade
besitzt.) Eben diese Erzeugung von Zusta¨nden des mikrokanonischen Ensembles stellt ei-
ne wesentliche Aufgabe der Molekulardynamik (MD) dar [4]. Damit aus den mittels MD
generierten Mikrozusta¨nden richtige Mittelwerte erhalten werden, mu¨ssen diese Zusta¨nde
(in etwa) zu einem einzigen mikrokanonischen Ensemble geho¨ren, d. h. die Energie muß
(neben dem Impuls) gut erhalten werden. Zu diesem Zweck brauchen keine exakten Tra-
jektorien erzeugt zu werden. Eine Sta¨rke der Molekulardynamik liegt jedoch darin, daß
mit ihr auch dynamische Eigenschaften der simulierten Systeme untersucht und Zeitkorre-
lationsfunktionen genau berechnet werden ko¨nnen. Dazu mu¨ssen die Bewegungsgleichun-
gen fu¨r Zeitspannen, die mit den Korrelationszeiten der interessierenden Eigenschaften
vergleichbar sind, im wesentlichen exakt gelo¨st werden [4]. Fu¨r la¨ngere Zeitspannen brau-
chen die Bewegungsgleichungen nur na¨herungsweise gelo¨st zu werden. Deshalb werden
MD-Simulationen nicht dadurch beeintra¨chtigt, daß kein Integrationsalgorithmus u¨ber
sehr lange Zeit praktisch die exakte Lo¨sung der Bewegungsgleichungen liefert.
Die Molekulardynamik dient somit nicht dazu, ausgehend von einem exakt bekannten
Anfangszustand eines Systems (einem bestimmten Mikrozustand), alle zuku¨nftigen (Mi-
kro-)Zusta¨nde des Systems genau vorherzusagen, sondern mittels MD soll das mittlere
Verhalten eines Systems, das zu Beginn durch bestimmte makroskopische Gro¨ßen charak-
terisiert wird, vorausberechnet werden, d. h. statistische Aussagen u¨ber einen Makrozu-
stand sollen gewonnen werden [35]. Darum sind die exakten Trajektorien selbst nicht re-
levant, sondern mittels MD sollen lediglich die beiden oben behandelten Aufgaben erfu¨llt,
na¨mlich Zusta¨nde des mikrokanonischen Ensembles erzeugt und die Dynamik des Systems
innerhalb der begrenzten Korrelationszeit beschrieben werden.
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1.4.4 Berechnung einiger thermodynamischer Gro¨ßen
Die (innere) Energie E eines makroskopischen Systems stellt den Mittelwert der momen-
tanen durch die Hamilton-Funktion H gegebenen Energien der einzelnen Mikrozusta¨nde
dar, so daß fu¨r N Punktmassen (in kartesischen Koordinaten) gilt:
E = 〈H({~r}, {~p})〉 = 〈K({~p})〉+ 〈U({~r})〉 (1.65)
mit den Teilchenpositionen {~r}, den Impulsen {~p} und der (momentanen) potentiellen















aus den Massen mi sowie den aktuellen Impulsen ~pi oder Geschwindigkeiten ~vi der N
Teilchen ermittelt.
1.4.4.1 Temperaturberechnung
In der statistischen Mechanik wird der verallgemeinerte Gleichverteilungssatz fu¨r ein Sy-






mit dem Kronecker-Delta δij und der Boltzmann-Konstanten kB; xi steht hier fu¨r eine
beliebige (nicht unbedingt kartesische) Koordinate qi oder den zu ihr konjugierten Im-
puls pi, ebenso xj (siehe auch [4, 5]). Sei i = j, und sei xi = xj ein (verallgemeinerter)








fu¨r jede unabha¨ngige Koordinate qi und den konjugierten Impuls pi. Werden N Teilchen
im dreidimensionalen Raum ohne Zwangsbedingungen betrachtet, so wird nach Einsetzen

















erhalten. Falls die Bewegung des Systems durch NZB unabha¨ngige Zwangsbedingungen
eingeschra¨nkt wird, so gilt [4]:
T =
2〈K〉
(3N −NZB)kB . (1.71)
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Wird der Schwerpunkt des Systems festgehalten (Gesamtimpuls ~ptot = ~0), so ist NZB = 3.
Zusa¨tzlich muß die Anzahl aller fixierten Bindungsla¨ngen (z. B. starrer Wassermoleku¨le)
zu NZB addiert werden. So wird die makroskopische Temperatur aus den Teilchenge-
schwindigkeiten der Mikrozusta¨nde berechnet, ohne daß das Potential U beru¨cksichtigt
zu werden braucht. Bei Simulationen wird im allg. eine sogenannte momentane Tempera-
tur T (engl.
”
instantaneous temperature“) aus jeweils einer Konfiguration bestimmt, so
daß die Mittelung u¨ber (unendlich) viele Konfigurationen die Temperatur ergibt: T = 〈T 〉.
Diese momentane Temperatur kann z. B. gema¨ß
T = 2K
(3N −NZB)kB (1.72)
mit der gesamten (momentanen) kinetischen Energie K definiert werden.
1.4.4.2 Druckberechnung
Wird der in Gl. (1.67) angegebene verallgemeinerte Gleichverteilungssatz fu¨r den Fall
i = j auf eine (generalisierte) Positionskoordinate qi als xi = xj angewendet, so folgt









(siehe auch [4, 5]). Werden N Teilchen im dreidimensionalen Raum in kartesischen Koor-
dinaten betrachtet und wird u¨ber die Koordinaten aller Teilchen summiert, so wird der
Virialsatz (in kartesischen Koordinaten) erhalten; befinden sich die Teilchen im Innen-
raum eines verschlossenen Beha¨lters, so ergibt sich die Kraft ~Fi auf ein Teilchen i als
Summe einer internen Kraft ~F interni aus Wechselwirkungen mit den anderen Teilchen im



























mit der Position ~ri des Teilchens i, dem Virial W , dem externen Virial Wextern und dem
internen Virial Wintern. Bei einem isotropen System wirkt die mittlere externe Kraft senk-
recht zur Beha¨lteroberfla¨che A, also (anti)parallel zum normierten nach außen weisenden
Normalenvektor ~n des jeweiligen Fla¨chenelements dA, und das externe Virial kann als In-
tegral u¨ber die geschlossene Beha¨lteroberfla¨che A dargestellt und mittels des Gaußschen




(~r · ~n) dA = −p
∫
V
(~∇~r · ~r) dV = −3pV (1.75)
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mit dem richtungsunabha¨ngigen Druck p (die Beziehung ~∇~r ·~r = 3 ausnutzend). Wenn die
Wechselwirkungen zwischen den Teilchen ausschließlich durch Paarpotentiale beschrieben
werden, so daß die interne Kraft auf Teilchen i sich gema¨ß ~F interni =
∑N
j=1(j 6=i) ~fij als
Summe der Beitra¨ge ~fij der anderen Teilchen j ergibt, kann das interne Virial durch die










[Summation u¨ber alle diskreten Teilchenpaare (i, j) mit j > i]. Einsetzen des externen
Virials nach Gl. (1.75) und des internen Virials nach Gl. (1.76) in Gl. (1.74) liefert nach


















Mit Hilfe dieser Gleichung kann der makroskopische Druck aus den mechanischen Daten
der Mikrozusta¨nde gewonnen werden [Temperatur nach Gl. (1.71)]. Entgegen der Herlei-
tung gilt Gl. (1.77) auch bei unendlich ausgedehnten Systemen mit zyklischen Randbe-
dingungen [4], wobei die Doppelsumme u¨ber alle diskreten Atompaare des (sehr großen)
endlichen Systems mit dem Volumen V durch eine Summe u¨ber alle Gittervektoren und
Paare explizit simulierter Teilchen [analog zu Gl. (1.3) fu¨r die potentielle Energie] zu er-
setzen ist und V dann das Volumen der Simulationsschachtel bezeichnet. Wie im Falle
der Temperatur kann fu¨r einzelne Konfigurationen des simulierten Systems auch ein mo-
mentaner Druck pi (engl.
”
instantaneous pressure“) mit der Eigenschaft 〈pi〉 = p definiert











~rij · ~fij , (1.78)
wobei auch die (mittlere oder vorgegebene) Temperatur T anstelle des momentanen Wer-
tes T eingesetzt werden kann.
Bei einem kugelsymmetrischen Paarpotential uij, das nur vom Abstand rij zweier Teil-
chen i und j abha¨ngt, gilt fu¨r den Summanden der Doppelsumme ~rij · ~fij = −rij ·duij/drij



















[auch hier ggf. T statt T ; bei unbegrenztem Potential mit separat berechneter Langreich-
weitekorrektur nach Gl. (1.204), siehe Abschnitt 1.8.1]. Der Term rij · duij/drij, der in
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Lit. [4] intermolekulare Paarvirialfunktion genannt wird, wird z. B. im Falle des Lennard-
Jones(LJ)-Potentials uLJij der Gl. (1.7) und des harmonischen Federpotentials u
bond der



















= kf (rij − r0)rij (1.81)
beim Federpotential mit der Kraftkonstanten kf und dem Gleichgewichtsabstand r0. [Der
in Gl. (1.79) in geschweiften Klammern eingeschlossene Term heißt in Lit. [4]
”
interner
Virial“, aber hier wird mit diesem Begriff die Gro¨ße Wintern in Gl. (1.74) bzw. Gl. (1.76)
bezeichnet.]
Wird ein atomares System, das ausschließlich aus Punktmassen ohne innere Struktur
(als Modelle fu¨r einzelne Atome oder kleine Moleku¨le in der United-atom-Na¨herung) be-
steht, simuliert, so kann der Druck im isotropen Falle nach den bisherigen Ausfu¨hrungen
eindeutig aus den Teilchenpositionen, Geschwindigkeiten und Kra¨ften berechnet werden.
Jedoch gibt es bei molekularen Systemen, die auch Teilchen aus mehreren Wechselwir-
kungszentren enthalten, zwei Mo¨glichkeiten der Druckberechnung [5]. Zum einen kann
der Druck auf Basis aller Atome und der zwischen ihnen wirkenden inter- und intra-
molekularen Kra¨fte berechnet werden, wobei auch die aus Zwangsbedingungen resultie-
renden Kra¨fte beru¨cksichtigt werden mu¨ssen. Zum anderen ko¨nnen die Moleku¨le bei der
Druckberechnung jeweils als Einheit behandelt werden, so daß nur die Positionen und Ge-
schwindigkeiten der Moleku¨lschwerpunkte sowie die gesamte zwischen je zwei Moleku¨len
wirkende Kraft in die o. a. Gleichungen eingesetzt zu werden brauchen, wie es z. B. im
Molekulardynamik-Modul sander des Programmpakets AMBER 4.1 [10, 11] geschieht.
Bei kleinen flexiblen Moleku¨len liefern beide Methoden praktisch den gleichen (mittleren)
Druck p, aber die momentanen Werte pi schwanken bei der atombezogenen Druckberech-
nung viel sta¨rker als bei der moleku¨lbezogenen. Im Falle starrer Moleku¨le werden mit
beiden Verfahren sogar identische momentane Dru¨cke erhalten. Jedoch ist bei ausgedehn-
ten Moleku¨len, insbesondere bei makromolekularen Systemen wie Netzwerken, nur die
Berechnung des Druckes auf Basis der einzelnen Atome sinnvoll, so daß die atombezogene
Variante im Programm MD MC.f zur Netzwerk- und Gelsimulation benutzt wird.
Bei anisotropen Systemen ist der Druck keine skalare Gro¨ße, sondern ein Tensor zwei-
ter Stufe. So wird fu¨r den momentanen Drucktensor pi eines Systems aus N Teilchen,
die sich im Volumen V befinden und die ausschließlich u¨ber Paarpotentiale miteinander


















mit der Masse mi und Geschwindigkeit ~vi des Teilchens i, dem Abstandsvektor ~rij = ~ri−~rj
sowie der von Teilchen j auf Teilchen i ausgeu¨bten Kraft ~fij. Hier werden die Spalten-




momentane hydrostatische Druck, der als Mittelwert der Hauptdiagonalelemente des mo-
mentanen Drucktensors pi definiert wird [5], stimmt mit der im isotropen Fall gu¨ltigen
Gl. (1.78) u¨berein. Bei orthorhombischen Systemen (mit quaderfo¨rmigen Elementarzel-
len) sind alle Nebendiagonalelemente des (mittleren) Drucktensors p = 〈pi〉 (nicht jedoch
diejenigen von pi) gleich Null. Deshalb brauchen bei Simulationen nur die Hauptdiago-
nalelemente von p und pi berechnet zu werden, und diese stellen den in die jeweilige
Raumrichtung (also in x-, y- und z-Richtung) wirkenden mittleren bzw. momentanen
Druck dar. Diese Vereinfachung wird u. a. im Molekulardynamik-Modul sander des Pro-
grammpakets AMBER 4.1 ausgenutzt.
1.4.5 Erweiterungen der Molekulardynamik
Die Newtonschen Bewegungsgleichungen (1.35) eines Systems aus N Punktmassen mi
(i = 1, 2, 3, . . . , N) ko¨nnen auch als ein System aus 6N gekoppelten gewo¨hnlichen Diffe-
rentialgleichungen erster Ordnung geschrieben werden:





mit der Position ~ri und Geschwindigkeit ~vi des i-ten Teilchens sowie der durch das Po-
tential U bestimmten Kraft ~Fi({~r}) = −~∇~riU({~r}) auf dieses Teilchen. Werden diese Be-
wegungsgleichungen in unvera¨nderter Form fu¨r ein System mit vorgegebenem konstanten
Volumen V gelo¨st, so werden durch diese NV E-Simulation Zusta¨nde des mikrokanoni-
schen Ensembles erzeugt (siehe Abschnitt 1.4.3). Ha¨ufig ist es sinnvoll, nicht die innere
Energie E, sondern die Temperatur T des Systems vorzugeben und konstant zu halten;
und zusa¨tzlich kann ein bestimmter Druck p anstelle des Volumens V als unabha¨ngi-
ge Variable gewa¨hlt werden. Schließlich werden die meisten Experimente auch isotherm
und isobar durchgefu¨hrt, und Stoffeigenschaften werden fu¨r bestimmte Temperaturen und
Dru¨cke tabelliert. Wird die Molekulardynamik(MD)-Methode entsprechend modifiziert,
so wird eine NV T - bzw. NpT -Simulation statt einer NV E-Simulation ausgefu¨hrt. Zur
Temperatur- und Druckeinstellung bzw. -regelung bei MD-Simulationen sind verschiedene
Verfahren entwickelt worden [4, 5, 9, 34]. In einem neueren U¨bersichtsartikel [42] werden
einige Algorithmen zur Temperaturkontrolle beschrieben und hinsichtlich ihrer Vor- und
Nachteile diskutiert. Da im Rahmen der vorliegenden Arbeit ausschließlich die einfachen,
stabilen Verfahren von Berendsen und Mitarbeitern [38] eingesetzt worden sind, werden
nur diese hier vorgestellt.
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1.4.5.1 Temperaturregelung nach Berendsen
Ein einfaches Verfahren, die Temperatur eines Systems bei einer Molekulardynamik(MD)-
Simulation zu regulieren, besteht darin, in jedem Zeitschritt alle Teilchengeschwin-
digkeiten mit einem gemeinsamen Skalierungsfaktor λ, der von der momentanen Ist-
Temperatur T und der Soll-Temperatur T0 abha¨ngt, zu multiplizieren und somit die
kinetische Energie zu erho¨hen bzw. zu erniedrigen. Beim Berendsen-Thermostaten [38]
wird dieser Faktor so gewa¨hlt, daß der Energiestrom Q˙, die Ableitung der System-
energie nach der Zeit, analog zu einem experimentellen System im Kontakt mit ei-
nem a¨ußeren Wa¨rmebad die Proportionalita¨tsbeziehung Q˙ ∼ T0 − T erfu¨llt. Durch
den Berendsen-Thermostaten wird ein simuliertes System global schwach an ein exter-
nes Wa¨rmebad gekoppelt, wobei das System lokal mo¨glichst wenig gesto¨rt wird [38]. Der
Ansatz ∆Q/∆t ∼ T0 − T fu¨r die in einem MD-Zeitschritt der La¨nge ∆t dem System zu-






















mit der Temperaturrelaxationszeit τT (Bedeutung: s. u.). Eleganter als die schlichte Ge-
schwindigkeitsskalierung ist es, die Temperaturregelung in die Bewegungsgleichungen zu
integrieren. Wa¨hrend Gl. (1.83) erhalten bleibt, wird Gl. (1.84) im Falle des Berendsen-






~Fi − ζ~vi (1.87)




















gehorcht, sich also (zumindest im Prinzip) der Soll-Temperatur T0 exponentiell mit der
Temperaturrelaxationszeit τT anna¨hert. In der Praxis wird dieser exponentielle Verlauf
von den auch bei NV E-Simulationen auftretenden statistischen Schwankungen der ki-
netischen Energie und somit der momentanen Temperatur u¨berlagert. Die o. a. U¨ber-
legungen lassen sich auch umkehren, so daß, ausgehend von der Temperaturverlaufs-
Gleichung (1.89) und der modifizierten Bewegungsgleichung (1.87) mit einem exakten
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ζ nach Gl. (1.88), ein Geschwindigkeitsskalierungsfaktor λ erhalten wird, wobei die Form
nach Gl. (1.85) wie diejenige nach Gl. (1.86) nur bis zur ersten Ordnung in ∆t exakt ist
[38].
Da der Berendsen-Thermostat prinzipiell eine gleichma¨ßige Temperaturanpassung ohne
Schwingungen bewirkt, erweist er sich selbst nach einer sprunghaften A¨nderung der Soll-
Temperatur als numerisch stabil. Zudem ist er allgemein zuverla¨ssig und einfach umzu-
setzen. Durch die Wahl der Temperaturrelaxationszeit kann die Sta¨rke der Kopplung des
simulierten Systems an das virtuelle Wa¨rmebad variiert werden, so daß etwaige Kopp-
lungseffekte einfach untersucht werden ko¨nnen und die Kopplungssta¨rke der Anwendung
angepaßt werden kann [38]. Eine lokale Temperaturkopplung durch stochastische Sto¨ße
einzelner simulierter Teilchen mit virtuellen Wa¨rmebadteilchen fehlt beim Berendsen-
Thermostaten (im Gegensatz zu einigen anderen Thermostaten), d. h. das System wird
durch die ausschließlich globale Kopplung so gesteuert, als ob sich die momentane Tem-
peratur T wie die Temperatur T = 〈T 〉 verha¨lt [42]. Deshalb wird die Dynamik des Sy-
stems bei hinreichend schwacher Kopplung kaum beeinflußt. Beim Einsatz des Berendsen-
Thermostaten bleiben die Bewegungsgleichungen deterministisch, aber nicht zeitlich rever-
sibel. Da der signifikante, stochastische Beitrag der Teilchensto¨ße zur Schwankung der mo-
mentanen Temperatur vernachla¨ssigt wird, werden diese Schwankungen beim Berendsen-
Thermostaten unterscha¨tzt [42], so daß im allg. durch solche NV T -Simulationen kein ka-
nonisches Ensemble erzeugt wird und die Schwankungsformeln der statistischen Mechanik
nicht angewendet werden ko¨nnen. Jedoch ko¨nnen aus solchen Simulationen Mittelwerte,
die nicht signifikant von der Kopplungssta¨rke abha¨ngen, gewonnen werden [5, 38].
Bei NV T -Simulationen mit einigen Thermostaten, wie z. B. demjenigen nach Berend-
sen, tritt wegen der Geschwindigkeitsskalierung ein Artefakt, das bei NV E-Simulationen
unbekannt ist, auf [42, 43, 44]. Die ha¨ufige gleichma¨ßige Skalierung aller Teilchengeschwin-
digkeiten bewirkt, daß im Verlaufe einer MD-Simulation Energie von hochfrequenten auf
niederfrequente Bewegungen u¨bertragen wird, so daß die [durch Gl. (1.68) ausgedru¨ckte]
Gleichverteilung der kinetischen Energie verletzt wird, wenn die Energie wa¨hrend der Si-
mulation nicht schnell genug in die hochfrequenten Bewegungen zuru¨cktransportiert wird.
Insbesondere wandert dabei kinetische Energie von der ungeordneten thermischen Bewe-
gung der einzelnen Teilchen in die koordinierte Bewegung aller Teilchen mit der Frequenz
Null, also in die Translation des gesamten Systems (und bei freien Randbedingungen in
die Rotation, aber hier werden nur Systeme mit zyklischen Randbedingungen betrach-
tet). Da diese Translation wa¨hrend der Simulation nicht mit den inneren Bewegungen
des Systems koppelt, nimmt der Gesamtimpuls zuna¨chst allma¨hlich und dann plo¨tzlich
zu, wa¨hrend gleichzeitig die inneren Freiheitsgrade abgeku¨hlt und im Extremfall sogar
eingefroren werden, so daß die Temperatur der inneren Bewegungen weit unterhalb der
aus der gesamten kinetischen Energie ermittelten (scheinbaren) Temperatur liegen kann.
So wird aus dem urspru¨nglich ruhenden simulierten System, z. B. einem Fluid, ggf. ein





flying block of ice“ bezeichnet wird. Durch die analytische Behandlung eines ein-
fachen Systems mit nur zwei Freiheitsgraden, na¨mlich eines Systems aus zwei durch eine
harmonische (Hookesche) Feder verbundenen Punktmassen im eindimensionalen Raum,
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haben Harvey, Tan und Cheatham [43] zeigen ko¨nnen, daß dieses Problem nicht durch
numerische Fehler (wie z. B. Rundungsfehler), sondern durch die Geschwindigkeitsskalie-
rung verursacht wird. Da der Skalierungsfaktor auf Basis der aktuellen kinetischen Energie
(also der momentanen Temperatur T ) zum Zeitpunkt der Skalierung und nicht auf Basis
einer mittleren kinetischen Energie (also der Temperatur T ) berechnet wird, wird nach
ihren Erkenntnissen die Schwingungsenergie im Mittel erniedrigt, wa¨hrend die Transla-
tionsenergie durch den Thermostaten erho¨ht wird, so daß allma¨hlich Energie von der
Schwingung zur Translation u¨berfu¨hrt wird, bis die Schwingung praktisch vollsta¨ndig ein-
gefroren ist. Das hier beschriebene Artefakt wird in MD-Simulationen einfach dadurch
vermieden oder zumindest abgeschwa¨cht, daß der Gesamtimpuls des Systems zu geeigne-
ten Zeitpunkten auf Null gesetzt wird, indem die aktuelle Schwerpunktsgeschwindigkeit
von allen Teilchengeschwindigkeiten subtrahiert wird. Diese gezielte Geschwindigkeitssub-
traktion ist gegenu¨ber der alternativen Methode, allen Teilchen gelegentlich neue zufa¨llige
Geschwindigkeiten zuzuordnen, zu bevorzugen, weil bei der Geschwindigkeitsneudefinition
die dynamische Information (Geschwindigkeitskorrelation) der MD-Simulation verloren-
geht [44].
Sollen nicht die Bewegungsgleichungen (1.83) und (1.84) fu¨r eine NV E-Simulation, son-
dern die Bewegungsgleichungen (1.83) und (1.87) fu¨r eine NV T -Simulation mit dem
Berendsen-Thermostaten mit ζ nach Gl. (1.88) mit Hilfe des Geschwindigkeits-Verlet-
Algorithmus integriert werden, so ist in den Gleichungen (1.47) und (1.49) zur schritt-
weisen Aktualisierung der Positionen und Geschwindigkeiten die Beschleunigung ~ai des
Teilchens i grundsa¨tzlich durch den Term ~Fi/mi − ζ~vi zu ersetzen. Somit lautet die neue
Gleichung zum Vorru¨cken der Positionen:







− ζ(t) · ~vi(t)
]
+O(∆t3) . (1.90)
Da das simulierte System durch den Berendsen-Thermostaten nur schwach an das virtuelle
Wa¨rmebad gekoppelt werden soll, muß der Betrag des
”
Reibungskoeffizienten“ ζ stets sehr
klein sein, so daß ζ-behaftete Terme der Ordnung O(∆t2) vernachla¨ssigt werden ko¨nnen.
Damit wird wieder die urspru¨ngliche Gl. (1.47) zum Vorru¨cken der Positionen erhalten
(mit ~ai = ~Fi/mi), aber diese ist hier nur noch exakt bis zur ersten (statt zweiten) Ordnung
in ∆t. Die Gleichung zur Geschwindigkeitsaktualisierung nimmt zuna¨chst folgende Form
an:







− ζ(t) · ~vi(t) +
~Fi(t+ ∆t)
mi
− ζ(t+ ∆t) · ~vi(t+ ∆t)
]
+ O(∆t3) . (1.91)
Diese Gleichung kann vereinfacht werden, indem ζ~vi gema¨ß
ζ(t+ ∆t) · ~vi(t+ ∆t) = [ζ(t) +O(∆t)] · [~vi(t) + ∆t · ~˙vi(t) +O(∆t2)]
= ζ(t) · ~vi(t) +O(∆t) (1.92)
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entwickelt wird. Falls ζ nicht exakt, sondern wie in Gl. (1.88) nur bis zur nullten Ord-
nung in ∆t gegeben ist, stellt die Entwicklung von ζ keine zusa¨tzliche Na¨herung dar.
Der lineare Term und alle weiteren Terme ho¨herer Ordnung in der Entwicklung von ~vi
ko¨nnen vernachla¨ssigt werden, weil ~vi mit einem betraglich sehr kleinen ζ (s. o.) mul-
tipliziert wird. Einsetzen von ζ~vi nach Gl. (1.92) in Gl. (1.91) liefert die folgende For-
mel zur schrittweisen Geschwindigkeitsaktualisierung in einer NV T -Simulation mit dem
Berendsen-Thermostaten nach dem Geschwindigkeits-Verlet-Algorithmus:











(siehe auch Lit. [45]).
Sowohl im Molekulardynamik-Modul sander des Programmpakets AMBER 4.1 [10, 11] als
auch im Programm MD MC.f wird die Temperatur mittels des Berendsen-Thermostaten
geregelt, wobei die Soll-Temperatur T0 und die Temperaturrelaxationszeit τT , die die
Kopplungssta¨rke bestimmt, vom Benutzer vorgegeben werden. In sander werden die Teil-
chengeschwindigkeiten beim Einsatz des Thermostaten in jedem MD-Schritt mit dem
durch Gl. (1.85) gegebenen Skalierungsfaktor multipliziert. Der Gesamtimpuls des Sy-
stems wird beim Start von sander auf Null gesetzt, so daß dies beim mehrfachen Auf-
ruf des Programms in regelma¨ßigen zeitlichen Absta¨nden erfolgen kann. Im Programm
MD MC.f wird der Thermostat in den Bewegungsgleichungen so beru¨cksichtigt, daß bei
NV T -Simulationen die Gleichungen (1.47) und (1.93) zur Positions- bzw. Geschwindig-
keitsaktualisierung dienen und ζ in jedem MD-Schritt nach Gl. (1.88) berechnet wird.
Der Gesamtimpuls des Systems wird jeweils auf Null gesetzt, wenn der Anteil der aus
der Translation des Gesamtsystems resultierenden kinetischen Energie an der gesamten
kinetischen Energie einen vom Benutzer definierten (sehr kleinen!) Wert u¨berschreitet.
1.4.5.2 Druckregelung nach Berendsen
Im thermodynamischen Gleichgewicht nimmt der Druck einer homogenen Phase mit wach-
sender (sinkender) Dichte zu (ab), wenn alle anderen intensiven Gro¨ßen konstant gehalten
werden. Deshalb liegt es nahe, den Druck in einer MD-Simulation zu regeln, indem das
Volumen des simulierten Systems vergro¨ßert wird, wenn der momentane Ist-Druck pi den
Soll-Druck p0 u¨bertrifft, und indem das Volumen im umgekehrten Fall pi < p0 vermindert
wird. Bei einem isotropen System ko¨nnen dazu in jedem MD-Schritt die La¨ngen der Simu-
lationsschachtel und die Teilchenkoordinaten mit einem einzigen von pi und p0 abha¨ngigen
Skalierungsfaktor µ multipliziert werden. Dieser Faktor wird beim Berendsen-Barostaten
so gewa¨hlt, daß fu¨r die relative zeitliche A¨nderung des Volumens V die folgende Bezie-
hung gilt: V˙ /V ∼ pi − p0 [5, 38]. Analog zum Berendsen-Thermostaten wird ein System
durch den Berendsen-Barostaten global schwach an ein externes
”
Volumenbad“ konstan-
ten Drucks gekoppelt, wobei das System lokal mo¨glichst wenig gesto¨rt wird [38]. Wie die
Regelung der Temperatur kann auch die Druckregelung in die Bewegungsgleichungen in-
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tegriert werden. Dabei wird Gl. (1.83) fu¨r die zeitliche Entwicklung der Teilchenpositionen
wie folgt modifiziert:





In einer NpT -Simulation mit dem Berendsen-Thermostaten und -Barostaten wird die
unmittelbare Zeitabha¨ngigkeit der Geschwindigkeiten wie in einer NV T -Simulation mit
dem Berendsen-Thermostaten durch Gl. (1.87) beschrieben. Die La¨nge L einer kubischen
Simulationsschachtel a¨ndert sich gema¨ß
L˙ = ηL (1.96)
(und somit das Simulationsvolumen gema¨ß V˙ = 3ηV ). Die in den Gleichungen (1.94)
und (1.96) auftretende Gro¨ße η wird beim Berendsen-Barostaten nach
η = − κT
3τp
· (p0 − pi) (1.97)
mit der isothermen Kompressibilita¨t κT und der Druckrelaxationszeit τp bestimmt, so daß
mit Gl. (1.95) fu¨r den Skalierungsfaktor µ die folgenden Formeln erhalten werden:
µ = 1− κT ·∆t
3τp





· (p0 − pi)
]1/3
+O(∆t2) . (1.99)
Prinzipiell wird zur Berechnung von η und µ die isotherme Kompressibilita¨t κT des Sy-
stems gebraucht. Da jedoch nur das Verha¨ltnis κT/τp relevant ist und da τp in einem
gro¨ßeren sinnvollen Bereich variiert werden kann (s. u.), wird kein besonders genauer Wert








a¨ndert und sich folglich im Idealfall dem Soll-Druck p0 exponentiell mit der Druckrelaxa-
tionszeit τp na¨hert. Dieser Zeitverlauf kann jedoch von erheblichen statistischen Schwan-
kungen des momentanen Drucks u¨berlagert werden.
Da der Berendsen-Barostat analog zum Berendsen-Thermostaten konstruiert worden ist,
ist auch er numerisch stabil, zuverla¨ssig und einfach umzusetzen [38]. Die Kopplungssta¨rke
des Barostaten kann durch die Wahl der Druckrelaxationszeit τp (genauer: des Verha¨ltnis-
ses τp/κT ) variiert werden. Die statischen Mittelwerte des simulierten Systems und die dy-
namischen Eigenschaften der einzelnen Teilchen werden nicht signifikant durch die Kopp-
lungssta¨rke des Berendsen-Barostaten beeinflußt [38], sofern die Kopplung in einem sinn-
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vollen Bereich liegt. Allerdings wird die Energie beim Einsatz des Berendsen-Barostaten
nicht allzugut erhalten [43], was z. B. dazu fu¨hren kann, daß die mittlere Temperatur einer
NpT -Simulation trotz des Thermostaten von ihrem Soll-Wert abweicht, wenn eine zu star-
ke Kopplung durch den Barostaten (zu kleine Druckrelaxationszeit τp) oder eine zu schwa-
che Kopplung durch den Thermostaten (zu große Temperaturrelaxationszeit τT ) gewa¨hlt
wird. Die Gro¨ße der Schwankungen der Systemeigenschaften wird im allg. deutlich durch
die Kopplung vera¨ndert, und in NpT -Simulationen mit dem Berendsen-Thermostaten
und -Barostaten wird keines der u¨blichen Ensembles der statistischen Mechanik erzeugt,
so daß bei solchen Simulationen die Schwankungsformeln der statistischen Mechanik nicht
angewendet werden ko¨nnen [38]. Trotzdem liefern derartige NpT -Simulationen sinnvol-
le Mittelwerte fu¨r statische und dynamische Eigenschaften, wenn die Kopplungssta¨rken
ada¨quat gewa¨hlt werden.
Zur Integration des Berendsen-Barostaten in den Geschwindigkeits-Verlet-Algorithmus,
d. h. zur Lo¨sung der Bewegungsgleichungen (1.94) und (1.87) in einer NpT -Simulation
anstelle der Bewegungsgleichungen (1.83) und (1.87) in einer NV T -Simulation [mit ζ und
η nach Gl. (1.88) bzw. (1.97)], muß die Gleichung (1.47) zum schrittweise Vorru¨cken der
Positionen modifiziert werden, indem ~vi durch ~˙ri und ~ai durch ~¨ri ersetzt wird. Durch
Differenzieren der Gl. (1.94) und Einsetzen von ~˙vi und ~˙ri nach Gl. (1.87) bzw. Gl. (1.94)
wird der folgende Ausdruck fu¨r ~¨ri erhalten:
~¨ri = ~˙vi + η˙~ri + η~˙ri =
1
mi
~Fi + (η − ζ)~vi + (η˙ + η2)~ri . (1.101)
Damit liefert die o. a. Modifikation der Gl. (1.47) die folgende Beziehung:








+ [η(t)− ζ(t)] · ~vi(t) + [η˙(t) + η(t)2] · ~ri(t)
]
+O(∆t3) . (1.102)
Da das simulierte System sowohl durch den Berendsen-Thermostaten als auch durch den
Berendsen-Barostaten nur schwach an das Wa¨rme- bzw.
”
Volumenbad“ gekoppelt wird,
besitzen die Gro¨ßen ζ und η jeweils einen kleinen Betrag, so daß ζ- und η-behaftete Terme
der Ordnung O(∆t2) vernachla¨ssigt werden ko¨nnen. Somit ergibt sich die Gleichung







als Vorschrift zum schrittweisen Vorru¨cken der Positionen in einer NpT -Simulation nach
dem Geschwindigkeits-Verlet-Algorithmus. Die in NV T -Simulationen zur Geschwindig-
keitsaktualisierung eingesetzte Gl. (1.93) wird auch in NpT -Simulationen verwendet, denn
die unmittelbare Zeitabha¨ngigkeit der Geschwindigkeiten nach Gl. (1.87) wird durch den
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Berendsen-Barostaten nicht beeinflußt. Die La¨nge L des Simulationswu¨rfels wird bei je-
dem MD-Schritt gema¨ß
L(t+ ∆t) = L(t) · [1 + η(t) ·∆t] (1.104)
skaliert.
Wird kein atomares System aus strukturlosen Teilchen, sondern ein molekulares System
simuliert und wird der Berendsen-Barostat nicht direkt in die Bewegungsgleichungen inte-
griert, sondern durch Skalierung der Teilchenpositionen mit dem Faktor µ nach Gl. (1.98)
bzw. (1.99) umgesetzt, so ko¨nnen die Positionen auf zwei Arten skaliert werden: Zum
einen ko¨nnen die einzelnen Positionen aller Atome wie bei einem atomaren System mit
µ multipliziert werden, ohne daß die Moleku¨lstruktur beru¨cksichtigt wird; zum anderen
kann der Schwerpunkt eines jeden Moleku¨ls mit µ multipliziert und das Moleku¨l als Gan-
zes verschoben werden, so daß die Bindungsla¨ngen konstant gehalten werden. Wa¨hrend
es bei großen flexiblen Moleku¨len (insbesondere bei Netzwerken) sinnvoll ist, die einzel-
nen Atompositionen zu skalieren, ist die Skalierung der Moleku¨lschwerpunkte bei kleinen
Moleku¨len mit inneren Zwangsbedingungen zu bevorzugen. Allerdings ko¨nnen auch bei
kleinen starren Moleku¨len die einzelnen Atompositionen skaliert werden, wenn die dar-
aus resultierende Verletzung der Zwangsbedingungen in jedem MD-Schritt durch SHAKE
aufgehoben und folglich nicht fortgepflanzt wird [38].
Wa¨hrend der momentane Druck pi und die isotherme Kompressibilita¨t κT bei den bisher
betrachteten isotropen Systemen Skalare sind, handelt es sich bei diesen Gro¨ßen im Falle
anisotroper Systeme um Tensoren zweiter Stufe, so daß bei anisotropen Systemen z. B.
ein tensorieller Positions- und La¨ngenskalierungsfaktor µ aus einer zu Gl. (1.98) analogen
Tensorgleichung bestimmt wird. Bei orthorhombischen Systemen (mit quaderfo¨rmigen
Elementarzellen) gilt, daß alle Tensoren diagonal sind (oder als diagonal angenommen
werden ko¨nnen) [38], so daß jede Tensorgleichung drei skalaren Gleichungen entspricht (je
eine Gleichung fu¨r die x-, y- und z-Richtung des kartesischen Koordinatensystems). Zum





· (p0 − piα)
]1/3
, α = x, y, z (1.105)
[anstelle der Gl. (1.99)] aus den in die jeweilige Raumrichtung wirkenden momentanen
Dru¨cken pix, piy und piz ermittelt werden. Dabei kann die isotherme Kompressibilita¨t als
isotrop angenommen werden, weil sie nur die Geschwindigkeit der Soll-Druck-Einstellung
und die Gro¨ße der Druckschwankungen beeinflußt.
Sowohl im Molekulardynamik-Modul sander des Programmpakets AMBER 4.1 [10, 11] als
auch im Programm MD MC.f wird der Druck mittels des Berendsen-Barostaten geregelt,
und bei beiden Programmen werden neben dem Soll-Druck p0 die Druckrelaxationszeit τp
und die isotherme Kompressibilita¨t κT vom Benutzer definiert. Im MD-Modul sander
bewirkt der Barostat, daß die Kantenla¨ngen der Simulationsschachtel und die Teilchen-
positionen in jedem MD-Schritt isotrop oder anisotrop skaliert werden, indem entweder
die drei Kantenla¨ngen und alle Positionskomponenten mit dem durch Gl. (1.99) gegebe-
nen Faktor µ multipliziert werden oder indem fu¨r alle drei Raumrichtungen α = x, y, z die
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Kantenla¨nge in α-Richtung und die α-Komponente aller Teilchenpositionen mit µα nach
Gl. (1.105) multipliziert werden. Das Programm sander ermo¨glicht es, die Positionen der
einzelnen Atome oder die Moleku¨lschwerpunkte zu skalieren (bei den in dieser Arbeit mit
sander simulierten Systemen beide Varianten gleichwertig, da stets SHAKE eingesetzt).
Im Programm MD MC.f wird bei NpT -Simulationen neben dem Berendsen-Thermostaten
auch der Barostat in die Bewegungsgleichungen integriert, so daß die Positionen gema¨ß
Gl. (1.103) und die Geschwindigkeiten nach Gl. (1.93) aktualisiert sowie die Kantenla¨ngen
des Simulationswu¨rfels in jedem MD-Schritt entsprechend Gl. (1.104) skaliert werden. Die
Gro¨ßen ζ und η werden in jedem Zeitschritt mittels Gl. (1.88) bzw. Gl. (1.97) berechnet.
Das schrittweise Vorru¨cken der Teilchenpositionen nach Gl. (1.103) entspricht der isotro-
pen Skalierung der einzelnen Atompositionen.
1.4.6 Beschleunigung der Molekulardynamik
Sollen die potentielle Energie eines Systems aus N Teilchen, deren Wechselwirkungen
ausschließlich durch Paarpotentiale beschrieben werden, und die zwischen diesen Teil-
chen wirkenden Kra¨fte berechnet werden, so sind jeweils N(N − 1)/2 Beitra¨ge diskre-
ter Paare (i, j) von Teilchen i und j zu beru¨cksichtigen [Faktor 1/2, da Paar (i, j) =
Paar (j, i)]. Selbst wenn das Potential so begrenzt wird, daß nur Teilchen, deren Abstand
eine vorgegebene Wechselwirkungsgrenze nicht u¨berschreitet, miteinander wechselwirken,
mu¨ssen doch in jedem MD-Zeitschritt im Prinzip alle N(N − 1)/2 Teilchenabsta¨nde be-
rechnet und mit der Wechselwirkungsgrenze verglichen werden. Wa¨hrend der Aufwand
der Kraftberechnung in dieser einfachen Form also in etwa proportional zum Quadrat
der Teilchenzahl N wa¨chst, nimmt der Prozessorzeitbedarf aller anderen Teile eines Mo-
lekulardynamikprogramms (z. B. des Integrators) nur proportional zu N zu, so daß bei
großen zu simulierenden Systemen (ha¨ufig schon bei Systemen aus etwa hundert Teilchen)
die weitaus meiste Rechenzeit zur Ermittlung der Kra¨fte (und der potentiellen Energie)
beno¨tigt wird. Da Teilchenpaare mit Absta¨nden oberhalb der Wechselwirkungsgrenze kei-
nen Beitrag liefern, sind verschiedene Verfahren, mit denen ein Großteil der u¨berflu¨ssigen
Berechnungen vermieden werden kann, wie z. B. die Verlet-Nachbarschaftsliste, entwickelt
worden [4].
Die Verlet-Nachbarschaftsliste basiert auf der Tatsache, daß sich die Teilchenpositionen
und somit auch die Teilchenabsta¨nde im Verlauf einer MD-Simulation mit stetigen Po-
tentialen nur allma¨hlich a¨ndern. Dem urspru¨nglichen Vorschlag von Verlet [12] folgend,
wird alle Nlist MD-Zeitschritte (z. B. Nlist = 20) eine Nachbarschaftsliste erstellt, indem
alle N(N − 1)/2 Absta¨nde berechnet werden und fu¨r jedes Teilchen i ermittelt wird,
welche anderen Teilchen j dem Teilchen i
”
benachbart“ sind. Zwei Teilchen i und j
gelten dabei als
”
Nachbarn“, wenn ihr Abstand rij nicht gro¨ßer als ein Listenkugelra-
dius rlist ist, wobei rlist etwas gro¨ßer als die gro¨ßte Wechselwirkungsgrenze rcut im System
zu wa¨hlen ist. Zur Kraftberechnung werden in den na¨chsten Nlist − 1 MD-Schritten fu¨r
jedes einzelne Teilchen nur die aufgelisteten
”
Nachbarteilchen“ beru¨cksichtigt, d. h. nur
die Absta¨nde der in der Nachbarschaftsliste enthaltenen Teilchenpaare werden u¨berhaupt
mit der Wechselwirkungsgrenze verglichen. Die Kraftberechnung bleibt exakt, wenn die
Differenz rlist−rcut so groß ist, daß vor der na¨chsten Aufstellung der Liste (also in Nlist−1
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MD-Schritten) kein ungelistetes Teilchen j in die Wechselwirkungskugel eines Teilchens i
eindringt, d. h. wenn alle Teilchenabsta¨nde rij, die zur Zeit der Listenerstellung gro¨ßer
als rlist sind, bis zur na¨chsten Listenaktualisierung gro¨ßer als rcut bleiben. Da der Listen-
kugelradius rlist (und somit rlist − rcut) zur Rechenzeitersparnis nicht allzugroß gewa¨hlt
werden kann, muß die Verlet-Nachbarschaftsliste recht ha¨ufig aktualisiert werden, damit
die Kraftberechnung nicht verfa¨lscht wird. Allerdings kann die zeitintensive Erneuerung
der Liste nicht allzuoft (oder gar in jedem MD-Schritt) erfolgen. In der Praxis wird die
Verlet-Nachbarschaftsliste im allg. nicht in einem zweidimensionalen Feld, dessen i-te Zeile
(oder Spalte) die
”
Nachbarn“ j des Teilchens i entha¨lt, gespeichert, sondern zur Speicher-
ersparnis in zwei eindimensionalen Feldern abgelegt. Im ersten Feld werden zuna¨chst die
”
Nachbarn“ des ersten Teilchens, dann diejenigen des zweiten Teilchens, anschließend die-
jenigen des dritten Teilchens usw. abgespeichert. Im zweiten Feld wird kodiert, an welcher
Stelle des ersten Feldes sich die
”
Nachbarn“ eines bestimmten Teilchens i befinden, in-
dem fu¨r jedes Teilchen i z. B. die Anzahl der
”
Nachbarn“ oder die Position des ersten
”
Nachbarn“ im ersten Feld gespeichert wird.
Eine vereinfachte Version der Verlet-Nachbarschaftsliste, bei der die Wechselwirkungs-
grenze rcut als Listenkugelradius rlist dient (rcut− rlist = 0) und bei der die Absta¨nde der
aufgelisteten Teilchenpaare im Verlauf der Kraftberechnung nicht erneut mit der Wech-
selwirkungsgrenze verglichen werden, wird im Molekulardynamik-Modul sander des Pro-
grammpakets AMBER 4.1 [10, 11] verwendet. Dies bedeutet, daß die Wechselwirkung
zweier Teilchen in allen Nlist Zeitschritten bis zur na¨chsten Listenaktualisierung genau
dann beru¨cksichtigt wird, wenn der Teilchenabstand zur Zeit der letzten Listenerstellung
nicht gro¨ßer als die Wechselwirkungsgrenze rcut gewesen ist – unabha¨ngig vom aktuel-
len Teilchenabstand rij! Folglich werden Wechselwirkungen einiger Teilchenpaare (i, j)
mit rij > rcut in Betracht gezogen und umgekehrt Wechselwirkungen anderer Teilchen-
paare mit rij < rcut vernachla¨ssigt, so daß die potentielle Energie und die Kra¨fte nur
na¨herungsweise oder gar falsch berechnet werden. Je gro¨ßer die Anzahl Nlist bis zur er-
neuten Listenaktualisierung ist, desto gro¨ßer ist dieser Fehler, der nur im Falle der zeitver-
schwenderischen Neuerstellung der Nachbarschaftsliste in jedem MD-Schritt (Nlist = 1)
verschwindet. So ist hier zwischen der Simulationsgenauigkeit bei ha¨ufiger Listenerstel-
lung (kleinem Nlist) und der Rechengeschwindigkeit bei seltener Listenerneuerung (großem
Nlist) abzuwa¨gen. Am Beispiel der Simulation von SPC-Wasser mit AMBER 4.1 wird in
Lit. [46] dargelegt, daß eben diese grobe Behandlung der anziehenden Dispersionswechsel-
wirkungen (bei Nlist > 1) zu einem stetigen Energieverlust fu¨hrt, so daß die Temperatur
in vermeintlichen NV E-Simulationen kontinuierlich sinkt und der Thermostat in NV T -
Simulationen das System sta¨ndig nachheizt. Bei Simulationen reiner Lennard-Jones-Fluide
ist eine noch schlechtere Energieerhaltung als beim SPC-Wasser zu beobachten [46].
Die hier beschriebenen Probleme ko¨nnen vermieden werden, indem – wie bei der urspru¨ng-
lichen Verlet-Nachbarschaftsliste (s. o.) – ein Listenkugelradius rlist oberhalb der Wech-
selwirkungsgrenze rcut (also rlist − rcut > 0) gewa¨hlt und die Liste erneuert wird, sobald
auch nur ein Teilchenabstand, der zum Zeitpunkt der Listenerstellung rlist u¨bertroffen hat,
rcut unterschreitet. Eine wesentliche Verbesserung der Verlet-Nachbarschaftsliste besteht
darin, daß nicht eine (sicherheitshalber ziemlich kleine) Anzahl Nlist von MD-Schritten
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zwischen zwei aufeinanderfolgenden Listenaktualisierungen festgelegt, sondern im Verlaufe
der Simulation automatisch bestimmt wird, wann die Liste zu erneuern ist [4]. Bei einer
MD-Simulation mit konstantem Volumen wird dazu in jedem Schritt die Verschiebung
(Positionsa¨nderung) aller Teilchen seit der letzten Listenaufstellung ermittelt. Sobald die
Summe der beiden gro¨ßten Betra¨ge dieser Teilchenverschiebungen die Differenz rlist− rcut
u¨berschreitet, wird die Nachbarschaftsliste erneuert. (Dieses Kriterium ist hinreichend
streng, denn selbst im ungu¨nstigsten Fall zweier Teilchen, die sich mit entgegengesetzt
gerichteten Geschwindigkeiten anna¨hern, kann sich der Abstand ho¨chstens um rlist − rcut
a¨ndern, bevor die Liste erneuert wird.) Bei dieser Variante der Verlet-Nachbarschaftsliste
braucht nur ein Listenkugelradius rlist (aber kein Nlist) gewa¨hlt zu werden. Je gro¨ßer rlist
ist, desto seltener muß die Liste aktualisiert werden, aber desto mehr
”
Nachbarn“ mu¨ssen
beim aufwendigen Vergleich der Teilchenabsta¨nde mit der Wechselwirkungsgrenze in je-
dem MD-Schritt beru¨cksichtigt werden, so daß es einen optimalen mittleren Wert von rlist
gibt.
Die verbesserte Verlet-Nachbarschaftsliste mit automatischer Listenaktualisierung wird
im Programm MD MC.f nicht nur bei Simulationen mit konstantem Volumen eingesetzt,
sondern auch bei Variation des Volumens, z. B. in NpT -Simulationen. Sowohl bei der
Ermittlung aller Teilchenverschiebungen seit der letzten Listenaufstellung als auch beim
Vergleich der beiden gro¨ßten Betra¨ge mit der Differenz aus Listenkugelradius rlist und
Wechselwirkungsgrenze rcut ist zu beachten, daß alle Teilchenpositionen zur Zeit der letz-
ten Listenerneuerung und der benutzte Listenkugelradius auf die aktuelle La¨nge der Si-
mulationsschachtel skaliert werden mu¨ssen. Also wird der Betrag ∆ri der Verschiebung
des Teilchens i gema¨ß
∆ri(t) =
∣∣∣∣~ri(t)− L(t)L(tlist) · ~ri(tlist)
∣∣∣∣ (1.106)
aus der Position ~ri und Simulationsschachtella¨nge L zum aktuellen Zeitpunkt t sowie
den entsprechenden Gro¨ßen zur Zeit tlist der letzten Listenaktualisierung berechnet; und
die Liste wird erneut aufgestellt, sobald die beiden gro¨ßten Verschiebungsbetra¨ge ∆ra
und ∆rb die Bedingung
∆ra + ∆rb ≥ L(t)
L(tlist)
· rlist − rcut (1.107)
erfu¨llen. Da der optimale Listenkugelradius mit zunehmender Schachtella¨nge wa¨chst, ist
es z. B. bei NpT -Simulationen sinnvoll, rlist automatisch der jeweiligen Schachtelgro¨ße
anzupassen. Im Programm MD MC.f dient einfach das gewichtete Mittel der (konstanten)
Wechselwirkungsgrenze und der halben Kantenla¨nge des Simulationswu¨rfels (z. Z. der
Listenerstellung) als Listenkugelradius:
rlist = (1− γ) · rcut + γ · L
2
(1.108)
mit einem benutzerdefinierten Gewichtungsfaktor γ (0 < γ ≤ 1). Das optimale γ ha¨ngt
weniger stark als das optimale rlist von der Schachtelgro¨ße ab, und die Rechenzeit wird in
der Na¨he des Optimums nur geringfu¨gig von γ beeinflußt. Bei den in Kap. 3 beschriebenen
Simulationen ist im allg. γ = 0,15 verwendet worden.
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1.5 Monte-Carlo-Verfahren
Im Gegensatz zur deterministischen Molekulardynamik handelt es sich bei Monte-Carlo-
Verfahren um stochastische Methoden, die auf Zufallszahlen beruhen. Zur Berechnung
insbesondere mehrdimensionaler Integrale, wie sie in der statistischen Mechanik bei der
Integration u¨ber den gesamten Phasenraum oder u¨ber einen Teil desselben auftreten,
werden ha¨ufig Monte-Carlo(MC)-Methoden eingesetzt. Bei der MC-Integration wird der
Integrand nicht an regelma¨ßig angeordneten Stu¨tzstellen, sondern an zufa¨llig ausgewa¨hl-
ten Punkten bestimmt. Hier sollen nur die Widom-Methode [47, 48] zur Berechnung
chemischer Exzeßpotentiale und das Metropolis-Schema der Monte-Carlo-Simulation be-
schrieben werden. Der 1953 von Metropolis et al. [49] eingefu¨hrte MC-Algorithmus zur
Integration u¨ber den Konfigurationsraum wird der Molekulardynamik als Alternativme-
thode gegenu¨bergestellt. Die hier dargestellten sowie weitere MC-Methoden werden z. B.
in Lit. [4, 5, 35] sowie in [9, 27, 40] ausfu¨hrlich behandelt.
1.5.1 Monte-Carlo-Simulationen nach dem Metropolis-Schema
Bestimmt werden soll eine makroskopische Gro¨ße A, die nur von den Teilchenpositio-
nen {~r} (also nicht von den Impulsen {~p}) abha¨ngt. Dazu soll der Ensemblemittelwert




A({~r})fEns({~r}, {~p}) d{~r} d{~p} (1.109)
mit der Wahrscheinlichkeitsdichtefunktion fEns des entsprechenden Ensembles. Zum Bei-
spiel wird das einem geschlossenen System entsprechende kanonische Ensemble, die
Gesamtheit aller Mikrozusta¨nde eines Systems mit konstanten Werten der Teilchen-
zahl(en) N , des Volumens V und der Temperatur T , durch die folgende Dichtefunktion
charakterisiert:














mit der Hamilton-Funktion H und der Boltzmann-Konstanten kB. Bei den in der
vorliegenden Arbeit ausschließlich betrachteten konservativen Systemen ergibt sich die
Hamilton-Funktion als Summe der impulsabha¨ngigen kinetischen Energie K und der po-
sitionsabha¨ngigen potentiellen Energie U [also H({~r}, {~p}) = K({~p}) + U({~r})], so daß
die kanonische Wahrscheinlichkeitsdichtefunktion in einen positions- und einen impulsab-
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ha¨ngigen Faktor separiert werden kann:
fNV T ({~r}, {~p}) = f (r)NV T ({~r}) · f (p)NV T ({~p}) (1.111)
mit f
(r)






























Wird zuna¨chst fNV T nach Gl. (1.111) in Gl. (1.109) und dann in die so gewonnene Bezie-
hung f
(r)
NV T nach Gl. (1.112) eingesetzt, so ergibt sich fu¨r den kanonischen Ensemblemit-
telwert der Gro¨ße A:
〈A〉NV T =
∫








A({~r}) f (r)NV T ({~r}) d{~r} (1.114)















Zur Berechnung des Ensemblemittels braucht also nicht u¨ber den gesamten Phasenraum,
sondern nur u¨ber den Konfigurationsraum der Teilchenpositionen integriert zu werden.
Die in Gl. (1.115) auftretenden Integrale ko¨nnen im allg. nicht analytisch, sondern nur
numerisch gelo¨st werden. Dabei erweist es sich als problematisch, daß u¨ber den hochdimen-
sionalen Konfigurationsraum (mit 3N Dimensionen bei N Teilchen) integriert werden muß
und daß die Integranden fu¨r die allermeisten Konfigurationen (mit einzelnen sehr kleinen
Teilchenabsta¨nden und folglich a¨ußerst hoher potentieller Energie) einen vernachla¨ssigbar
kleinen Betrag besitzen, so daß nur wenige Konfigurationen signifikant zum Wert des In-
tegrals beitragen. Deshalb ko¨nnen die zur numerischen Integration von Funktionen einer
Variablen gebra¨uchlichen Verfahren, wie z. B. die Trapez- oder die Simpsonsche Regel, in
diesem Fall nicht angewendet werden. Sinnvollerweise bilden die Stu¨tzstellen, an denen
der Integrand berechnet wird, kein geordnetes Gitter, sondern diese Stu¨tzstellen werden
zufa¨llig, aber geschickt gewa¨hlt, d. h. zur Integration wird ein Monte-Carlo-Verfahren ein-
gesetzt.
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Der Wert eines bestimmten Integrals kann als einfacher oder gewichteter Mittelwert einer




u¨ber den Konfigurationsraum mit einer beliebigen im gesamten Integrationsbereich inte-
grierbaren Funktion g zu bestimmen. Und sei f eine beliebige positive Wahrscheinlich-
keitsdichtefunktion im Integrationsbereich von G, also f({~r}) > 0 fu¨r alle Punkte {~r} und∫
f({~r}) d{~r} = 1 (Normierung), so la¨ßt sich das Integral als Mittelwert der Funktion g/f











Werden M Konfigurationen {~r}i (i = 1, 2, 3, . . . ,M) gema¨ß der Verteilung f erzeugt, so








Dabei gelten limM→∞GM = G und G ≈ GM fu¨r ”hinreichend große“ M . Bei einer
Monte-Carlo-Integration werden die Konfigurationen zufa¨llig (aber entsprechend der Ver-
teilung f) ausgewa¨hlt (
”
sample mean integration“). Im Sonderfall einer konstanten Ver-
teilungsfunktion f werden die Punkte {~r}i im Konfigurationsraum gleichverteilt gewa¨hlt
(
”
random sampling“), und das Integral wird als einfacher (ungewichteter) Mittelwert er-
halten (
”
uniform sample mean integration“). Jedoch ko¨nnen die Integrale der Gl. (1.115)
so nicht ermittelt werden, weil der Term exp[−U({~r})/kBT ] fu¨r die allermeisten Kon-
figurationen vernachla¨ssigbar klein ist (s. o.). Somit sind zwei Probleme zu lo¨sen: Zum
einen muß eine geeignete (normierte!) Wahrscheinlichkeitsdichtefunktion fMC fu¨r die MC-
Integration gefunden und zum anderen ein Verfahren zur Erzeugung von Konfigurationen
gema¨ß dieser Verteilung konstruiert werden.
Auf den ersten Blick erscheint es sinnvoll, bei der Bestimmung des Ensemblemit-
tels 〈A〉NV T von Gl. (1.115) auszugehen sowie Za¨hler und Nenner einzeln zu berechnen.
Eine scheinbar geeignete Wahrscheinlichkeitsdichtefunktion fMC der zu erzeugenden Kon-







Allerdings kann der unbekannte Normierungsfaktor, das Reziproke des dem Konfigura-
tionsintegral entsprechenden Nenners in Gl. (1.115), praktisch nicht bestimmt werden.
Deshalb ist es sinnvoll, von Gl. (1.114) auszugehen und f
(r)
NV T nach Gl. (1.112) als Vertei-
lungsfunktion fMC zu wa¨hlen, denn signifikant ist der Integrand im Falle einer mechani-




Schließlich erfu¨llt die Wahl fMC = f
(r)
NV T auch die Proportionalita¨tsbeziehung (1.119),
und f
(r)
NV T ist definitionsgema¨ß normiert, wenn auch mit unbekanntem Normierungsfak-
tor. Die durch die ungleichfo¨rmige Verteilungsfunktion fMC bewirkte Bevorzugung wich-
tiger Bereiche großen Integrandens (hier also der Bereiche des Konfigurationsraumes, die
besonders stark zum Ensemblemittelwert beitragen) gegenu¨ber anderen Bereichen bei
der MC-Integration wird als
”
importance sampling“ bezeichnet. Gebraucht wird also ein
Verfahren, mit dem eine Folge von Konfigurationen, deren Verteilung der Proportiona-
lita¨t (1.119) gehorcht, gebildet werden kann, obwohl nur die relative Wahrscheinlichkeits-
dichte bekannt ist. Ein solches Verfahren haben Metropolis et al. [49] entwickelt (s. u.),
so daß eine mittels Monte-Carlo-Simulation zu bestimmende makroskopische Gro¨ße AMC












Beim Metropolis-Schema der Monte-Carlo-Integration wird somit nicht u¨ber den Kon-
figurationsraum integriert, indem jede Konfiguration bei der Zufallswahl mit der
gleichen Wahrscheinlichkeit erhalten und bei der Mittelwertbildung mit dem Faktor
exp[−U({~r})/kBT ] gewichtet wird, sondern nach Metropolis et al. [49] wird integriert,
indem jede Konfiguration mit einer zu exp[−U({~r})/kBT ] proportionalen Wahrscheinlich-
keit ausgewa¨hlt wird und indem alle so erhaltenen Konfigurationen gleich gewichtet wer-
den. Gleichung (1.120) entspricht der Mittelungsgleichung (1.60) der Molekulardynamik
(MD), aber im Gegensatz zu den zeitlich geordneten Phasenraumpunkten der MD wei-
sen die Konfigurationen einer Monte-Carlo-Simulation keine systematische Ordnung auf,
wenngleich unmittelbar aufeinanderfolgende Konfigurationen aus praktischen Gru¨nden
sehr a¨hnlich sein ko¨nnen.
Da eine Folge von Konfigurationen, die gema¨ß der relativen Wahrscheinlichkeitsdich-
te (1.119) verteilt sind, auf viele verschiedene Weisen gebildet werden kann, wird ein
mo¨glichst einfacher und allgemein anwendbarer Algorithmus benutzt. Dazu wird eine Mar-
kowsche Kette (engl.
”
Markov chain“) von Konfigurationen erzeugt, so daß die gewu¨nschte
Verteilung fMC irgendwann als Grenzverteilung f erreicht wird. Unter einer Markowschen
Kette (genauer: einer homogenen Markowschen Kette erster Ordnung) versteht man ei-
ne Zufallsfolge von Ereignissen bzw. Zusta¨nden (hier: Konfigurationen) mit den beiden
folgenden Eigenschaften:
• Es gibt nur endlich viele mo¨gliche Zusta¨nde imit der jeweiligen Wahrscheinlichkeit fi
[hier: Konfigurationen {~r}i mit der Wahrscheinlichkeit f({~r}i)].
• Die Wahrscheinlichkeit fu¨r das Auftreten eines bestimmten Zustandes als k-tes Glied
der Folge ha¨ngt nur vom unmittelbar vorhergehenden Zustand (dem Folgenglied
Nr. k − 1), nicht aber von weiter zuru¨ckliegenden Zusta¨nden (Geda¨chtnislosigkeit)
oder der Position des aktuellen Zustandes in der Folge ab. Sei pimn die U¨bergangs-
wahrscheinlichkeit vom Zustand m zum Zustand n, d. h. die Wahrscheinlichkeit
dafu¨r, daß der Zustand m direkt in den Zustand n u¨bergeht. Dann ergibt sich die
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Wahrscheinlichkeit fu¨r das Auftreten eines jeden Zustandes n (einer jeden Konfigu-
ration {~r}n) an der Stelle k der Folge gema¨ß der folgenden Gleichung:












mit der Summation u¨ber alle Zusta¨nde i mit ihren Wahrscheinlichkeiten an der
unmittelbar vorhergehenden Folgenstelle k − 1.
Die einzelnen Wahrscheinlichkeiten f
(k)




i = 1 an jeder Fol-
genstelle k, und fu¨r die Elemente pimn der U¨bergangsmatrix gilt:∑
i
pimi = 1 fu¨r alle m. (1.122)
Die Tatsache, daß es prinzipiell unendlich viele Konfigurationen {~r}i gibt, stellt kein
Problem dar, denn die wesentlichen Ergebnisse ko¨nnen auf den kontinuierlichen Kon-
figurationsraum u¨bertragen werden, wobei die Wahrscheinlichkeiten in Wahrscheinlich-
keitsdichten u¨bergehen. Ferner kann bei der MC-Simulation eines Systems mit zyklischen
Randbedingungen im kanonischen Ensemble (NV T -Simulation) nur eine endliche (wenn
auch sehr große) Anzahl von Konfigurationen generiert werden, wenn die Teilchenpositio-
nen wie u¨blich durch endliche Dezimalbru¨che dargestellt werden. Die Markowsche Kette
der Konfigurationen muß ergodisch sein, d. h. jeder Zustand muß von jedem anderen Zu-
stand aus (ggf. u¨ber endlich viele Schritte) erreicht werden ko¨nnen. Irgendwann muß die
Konfigurationsfolge die zu erzeugende Grenzverteilung erreichen, so daß die Wahrschein-
lichkeiten fi der einzelnen Konfigurationen i sich nicht mehr a¨ndern. Deshalb mu¨ssen die




fipiin fu¨r alle n (1.123)
mit den bekannten relativen Grenzwahrscheinlichkeiten fi erfu¨llen [analog zu Gl. (1.121),
aber hier dieselben Wahrscheinlichkeiten auf der linken und rechten Seite]. Da die Ele-
mente pimn der U¨bergangsmatrix so nicht eindeutig bestimmt sind, kann das Problem
vereinfacht werden, indem zusa¨tzlich verlangt wird, daß ein Zustand m genauso oft direkt
in einen anderen Zustand n u¨bergeht wie umgekehrt Zustand n in Zustand m:
fm · pimn = fn · pinm fu¨r alle m, n (1.124)
mit den Grenzwahrscheinlichkeiten fm und fn der beiden Zusta¨nde m und n. Auch durch
diese unno¨tig strenge Bedingung der mikroskopischen Reversibilita¨t, die im Zusammen-
hang mit MC-Simulationen als Detailed-balance-Bedingung bezeichnet wird, werden die
U¨bergangswahrscheinlichkeiten pimn noch nicht eindeutig festgelegt.
Bei Monte-Carlo-Simulationen nach dem Metropolis-Schema werden, ausgehend von einer
beliebigen (sinnvollen) Startkonfiguration, weitere Konfigurationen erzeugt, indem jedes
einzelne Glied der Markowschen Konfigurationskette mittels der beiden folgenden Teil-
schritte ins jeweilige Folgeglied u¨berfu¨hrt wird:
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1. Aus der aktuellen (alten) Konfiguration {~r}m wird mittels eines Zufallsprozesses
versuchsweise eine weitere (neue) Konfiguration {~r}n generiert, wobei die neue Kon-
figuration der alten sehr a¨hnlich (im Konfigurationsraum
”
benachbart“) ist. Der Zu-
fallsprozeß muß so konstruiert werden, daß eine bestimmte Konfiguration {~r}i mit
derselben Wahrscheinlichkeit αij in eine andere Konfiguration {~r}j u¨bergeht wie
umgekehrt {~r}j in {~r}i (αij = αji), daß also die der Markowschen Kette zugrunde-
liegende (unterliegende, engl.
”
underlying“) Matrix der Elemente αij symmetrisch
ist.









mit der (relativen) Wahrscheinlichkeit fm der alten Konfiguration, der (relativen)
Wahrscheinlichkeit fn der neuen Konfiguration und der Minimumsfunktion min
[d. h. min(x, y) = x fu¨r x ≤ y und min(x, y) = y fu¨r x > y]. Ist die neue Konfigurati-
on mindestens so wahrscheinlich wie die alte (fn ≥ fm), wird sie also stets akzeptiert
(Pmn = 1). Andernfalls wird sie nur mit der Wahrscheinlichkeit Pmn = fn/fm < 1
angenommen, indem eine zwischen null und eins gleichverteilte Zufallszahl Z erzeugt
und die neue Konfiguration nur im Falle Z < Pmn akzeptiert wird (Akzeptanzkriteri-
um). Wird die Versuchskonfiguration verworfen, wird die alte Konfiguration auch als
neues Glied der Markowschen Kette betrachtet, also (mindestens) doppelt geza¨hlt.
Bei Anwendung dieses Metropolis-Schemas ergibt sich die U¨bergangswahrscheinlich-
keit pimn von einer Konfiguration {~r}m in eine andere Konfiguration {~r}n gema¨ß
pimn = αmn · Pmn fu¨r alle m, n, (1.126)
so daß die Detailed-balance-Bedingung nach Gl. (1.124) wegen der Symmetrie der zugrun-
deliegenden Matrix und der Akzeptanzwahrscheinlichkeit gema¨ß Gl. (1.125) stets erfu¨llt
wird. Da die Akzeptanzwahrscheinlichkeit nach Gl. (1.125) aus dem Verha¨ltnis fn/fm
der Wahrscheinlichkeit der neuen und der alten Konfiguration ermittelt wird, braucht
nur die relative Wahrscheinlichkeit aller mo¨glichen Konfigurationen bekannt zu sein. Im
ersten Teilschritt des Metropolis-Schemas ist eine Versuchskonfiguration so zu erzeugen,
daß die erhaltene Markowsche Konfigurationskette ergodisch ist. Wie bei allen Monte-
Carlo-Methoden wird auch bei diesen Simulationen ein guter Zufallszahlengenerator –
hier zur Erzeugung gleichverteilter Zufallszahlen zwischen null und eins – beno¨tigt: Zum
einen sollen die Zufallszahlen eine gute Statistik aufweisen, d. h. die Zufallszahlen sollen
mo¨glichst gleichverteilt und unkorreliert sein; zum anderen soll die Zufallszahlenfolge eine
mo¨glichst hohe Wiederkehrperiode besitzen.
Bei einer Metropolis–Monte-Carlo–Simulation im kanonischen Ensemble, einer NV T -
Simulation, dienen die beiden folgenden Teilschritte zur Erzeugung einer neuen Konfi-
guration:
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1. Eine Versuchskonfiguration wird durch zufa¨llige Bewegung eines einzelnen oder meh-
rerer Teilchen erzeugt. Zum Beispiel wird ein zufa¨llig ausgewa¨hltes isotropes Teil-
chen i, das in der alten Konfiguration die Position ~r
(alt)
i einnimmt, zufa¨llig verscho-
ben, so daß seine neue Position ~r
(neu)






i + ∆~r mit ∆~r = ∆rmax ·
 2Z1 − 12Z2 − 1
2Z3 − 1
 (1.127)
mit der vor dem MC-Schritt festzulegenden maximalen Verschiebung ∆rmax in eine
Richtung sowie drei zwischen null und eins gleichverteilten Zufallszahlen Z1, Z2 und
Z3. Auf diese Weise kann jedes Teilchen sehr viele, aber nur endlich viele Positionen
einnehmen, wenn es sich in einem System mit zyklischen Randbedingungen befindet
und wenn seine Position durch einen endlichen Dezimalbruch repra¨sentiert wird.









mit ∆U = U (neu) − U (alt) = U({~r}(neu))− U({~r}(alt))
akzeptiert, wobei U (alt) und U (neu) die jeweilige potentielle Energie der alten bzw.
neuen Konfiguration {~r}(alt) bzw. {~r}(neu) bezeichnen. Eine Teilchenbewegung, die
zur Verminderung der potentiellen Energie fu¨hrt, wird also stets angenommen,
wa¨hrend eine Versuchskonfiguration, deren potentielle Energie diejenige der alten
Konfiguration u¨bertrifft, nur mit der Wahrscheinlichkeit exp[−∆U/kBT ] akzeptiert
wird (alte Konfiguration bei Ablehnung der neuen erneut zu za¨hlen).
Mit dem ersten Teilschritt ko¨nnen prinzipiell alle Konfigurationen isotroper Teilchen im
kanonischen Ensemble als Versuchskonfiguration erzeugt werden, so daß eine ergodische
Konfigurationsfolge erhalten wird. Da eine Teilchenverschiebung ∆~r mit derselben Wahr-
scheinlichkeit wie die Umkehrung −∆~r auftritt, ist die der Markowschen Kette zugrunde-
liegende Matrix symmetrisch. Die Ha¨ufigkeit, mit der die Konfigurationen in der Grenzver-
teilung auftreten, entspricht tatsa¨chlich der Wahrscheinlichkeitsdichtefunktion f
(r)
NV T des
kanonischen Ensembles nach Gl. (1.112), obwohl nur die relative Wahrscheinlichkeitsdichte
f
(r)
NV T ({~r}) ∼ exp[−U({~r})/kBT ] bekannt ist. Nach wievielen Gliedern der Markowschen
Kette die Grenzverteilung erreicht wird, so daß mit der Mittelung u¨ber Konfigurationen
nach Gl. (1.120) zur Bestimmung einer makroskopischen Gro¨ße begonnen werden kann,
und wieviele Monte-Carlo-Schritte dann fu¨r eine bestimmte Genauigkeit gebraucht wer-
den, ha¨ngt davon ab, wie weit ein Teilchen maximal in eine Richtung verschoben werden
kann. Wird diese maximale Verschiebung ∆rmax zu groß gewa¨hlt, so werden nur sehr we-
nige Teilchenbewegungsversuche akzeptiert, aber bei zu kleinem ∆rmax a¨hneln sich auf-
einanderfolgende Konfigurationen sehr stark. Die maximale Teilchenverschiebung sollte
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deshalb so gewa¨hlt werden, daß der Konfigurationsraum mo¨glichst effizient durchmustert
wird, d. h. daß mo¨glichst viele statistisch unabha¨ngige Konfigurationen mit mo¨glichst ge-
ringem Rechenaufwand erzeugt werden.
Dieses von Metropolis et al. [49] fu¨r Monte-Carlo-Simulationen im kanonischen Ensemble
entwickelte Schema kann auch auf andere Ensembles u¨bertragen werden. Bei Simulationen
im isotherm-isobaren Ensemble, das sich durch fixierte Werte der Teilchenzahl(en) N , des
Drucks p und der Temperatur T auszeichnet, wird das Volumen der hier als kubisch an-
genommenen Simulationsschachtel variiert. Deshalb ist es bei solchen NpT -Simulationen






zu ersetzen. Die Wahrscheinlichkeitsdichtefunktion fNpT des isotherm-isobaren Ensembles
ha¨ngt wie die potentielle Energie U von den skalierten Positionen {~s} = ~s1, ~s2, ~s3, . . . , ~sN
der N hier als isotrop betrachteten Teilchen und vom Volumen V ab, und sie gehorcht
der folgenden Beziehung:
fNpT ({~s}, V ) ∼ V N · exp
[




(Faktor V N aus Substitution der Positionen {~r} durch die skalierten Positionen {~s}). Das
Volumen stellt also eine weitere Variable (neben den skalierten Teilchenkoordinaten) dar.
Eine Mo¨glichkeit, solche NpT–Monte-Carlo–Simulationen durchzufu¨hren, besteht darin,
daß in einem MC-Schritt entweder eine Teilchenbewegung wie bei einer NV T -Simulation
[mit einer Akzeptanzwahrscheinlichkeit nach Gl. (1.128)] oder eine Volumena¨nderung pro-
biert wird. Analog zum Metropolis-Schema besteht auch ein Volumena¨nderungsversuch
aus zwei Teilschritten, die z. B. folgendermaßen lauten ko¨nnen:
1. Probeweise wird das Volumen V (alt) der aktuellen (alten) Konfiguration zufa¨llig
gea¨ndert, so daß das Volumen V (neu) der (neuen) Versuchskonfiguration wie folgt
erhalten wird:
V (neu) = V (alt) + ∆V mit ∆V = ∆Vmax · (2Z − 1) (1.131)
mit einer vor dem MC-Schritt ada¨quat gewa¨hlten maximalen Volumena¨nde-
rung ∆Vmax und einer zwischen null und eins gleichverteilten Zufallszahl Z. ∆Vmax
sollte wie ∆rmax so festgelegt werden, daß der Konfigurationsraum mo¨glichst effizi-
ent durchmustert wird (s. o.). Da die skalierten Koordinaten {~s} konstant gehalten
werden, werden die Positionen {~r} den neuen Simulationsschachtella¨ngen angepaßt.
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mit ∆U = U (neu) − U (alt) = U({~s}, V (neu))− U({~s}, V (alt))
und ∆V = V (neu) − V (alt) (s. o.).
Bei der Bestimmung der Potentialenergiedifferenz ∆U muß ggf. beachtet werden,
daß die potentielle Energie U (alt) beim alten Volumen V (alt) mit einer anderen Lang-
reichweitekorrektur als die potentielle Energie U (neu) beim neuen Volumen V (neu) zu
berechnen ist.
U¨blicherweise wird jeweils nach einer bestimmten im voraus festgelegten Anzahl von Teil-
chenbewegungsversuchen eine Volumena¨nderung probiert, obwohl bei einem solchen Vor-
gehen die Detailed-balance-Bedingung verletzt wird. Bei einem exakteren Verfahren wird
vor jedem MC-Schritt zufa¨llig ausgewa¨hlt, ob eine Teilchenbewegung oder eine Volu-
mena¨nderung versucht wird, so daß nur die Wahrscheinlichkeiten der beiden Mo¨glichkeiten
vorgegeben werden.
Beim großkanonischen Ensemble besitzen neben dem Volumen V und der Temperatur T
die chemischen Potentiale aller Teilchensorten konstante Werte, aber die Teilchenzahlen
ko¨nnen variieren. Im Falle eines Reinstoffes isotroper Teilchen mit dem chemischen Poten-
tial µ ha¨ngt die Wahrscheinlichkeitsdichtefunktion fµV T von der Teilchenzahl N (und der
aus den skalierten Positionen {~s} zu erhaltenden potentiellen Energie U) ab und erfu¨llt
die folgende Proportionalita¨t:

















mit dem Planckschen Wirkungsquantum h und der Teilchenmasse m (beim Einsatz von
Lennard-Jones-Einheiten oft Λ∗ = 1 angenommen). Bei einer Monte-Carlo-Simulation im
großkanonischen Ensemble muß die Teilchenzahl variiert werden, d. h. einzelne Teilchen
mu¨ssen dem simulierten System hinzugefu¨gt bzw. aus diesem entfernt werden ko¨nnen.
Eine solche µV T -Simulation kann z. B. so organisiert werden, daß neben den Teilchen-
bewegungsversuchen, die genauso wie bei NV T -Simulationen erfolgen und mit der durch
Gl. (1.128) gegebenen Wahrscheinlichkeit akzeptiert werden, zwei weitere aus jeweils zwei




Zuna¨chst wird in die alte Konfiguration mit N Teilchen probeweise ein weiteres Teil-
chen an einer gleichverteilt zufa¨llig ausgewa¨hlten Position eingesetzt. Angenommen
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Im ersten Teilschritt wird eines der N Teilchen der alten Konfiguration zufa¨llig
gewa¨hlt und versuchsweise aus dem simulierten System herausgenommen. Im zwei-
ten Teilschritt wird die neue Konfiguration mit N − 1 Teilchen akzeptiert oder

















U(N − 1)“ −
”
U(N)“
= U(~s1, ~s2, ~s3, . . . , ~sN−1)− U(~s1, ~s2, ~s3, . . . , ~sN−1, ~sN)
(hier so ausgedru¨ckt, als ob nach zufa¨lliger Umnumerierung der Teilchen beim Ent-
fernungsversuch Teilchen N ausgewa¨hlt wird).
Bei der Berechnung der potentiellen Energie der alten und der neuen Konfiguration
muß ggf. die Langreichweitekorrektur beru¨cksichtigt werden. Damit die Detailed-balance-
Bedingung erfu¨llt wird, mu¨ssen Teilcheneinsetzungen und -entfernungen mit gleicher
Ha¨ufigkeit versucht werden, und vor jedem MC-Schritt muß zufa¨llig bestimmt werden,
ob ein Teilchen bewegt, hinzugefu¨gt oder entnommen werden soll. Da nur ganze Teilchen
eingesetzt oder entfernt werden ko¨nnen, die Teilchenzahl N also keine stetige Variable
darstellt, kann eine µV T -Simulation nicht durch geschickte Wahl einer maximalen Teil-
chenzahla¨nderung (vergleichbar mit der Wahl optimaler Werte von ∆rmax und ∆Vmax bei
NpT -Simulationen, s. o.) beschleunigt werden. Insbesondere bei sehr dichten Systemen
nimmt die Akzeptanzwahrscheinlichkeit eines Teilchenzahla¨nderungsschrittes ha¨ufig sehr
kleine Werte an, denn ein neu ins System eingefu¨hrtes Teilchen u¨berlappt in den allermei-
sten Fa¨llen mit anderen Teilchen [
”
U(N + 1)“ und somit ∆U in Gl. (1.135) extrem groß],
und bei der Entnahme eines Teilchens mu¨ssen im allg. sehr starke attraktive Wechsel-
wirkungen u¨berwunden werden [
”
U(N − 1)“ 
”
U(N)“ und folglich a¨ußerst großes ∆U
in Gl. (1.136)]. Deshalb sind solche µV T -Simulationen bei dichten Systemen besonders
aufwendig oder gar unmo¨glich.
Werden verschiedene (hier behandelte oder weitere) statistisch-mechanische Ensembles
eingesetzt, so werden im thermodynamischen Grenzwert (d. h. bei Behandlung unendlich
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großer Systeme) stets dieselben Mittelwerte erhalten [4, 40]. Wird z. B. der Mittelwert ei-
ner Gro¨ße sowohl im kanonischen Ensemble mit der Teilchenzahl N , dem Volumen V und
der Temperatur T als auch im mikrokanonischen Ensemble mit derselben Teilchenzahl N ,
demselben Volumen V und der mittleren Energie 〈E〉NV T des kanonischen Ensembles als
konstante Energie E berechnet, so wird in beiden Fa¨llen dasselbe Ergebnis erhalten. Diese
Tatsache wird als A¨quivalenz der Ensembles bezeichnet. Jedoch ko¨nnen sich die Schwan-
kungen einzelner Gro¨ßen sehr stark voneinander unterscheiden, so daß in der statistischen
Mechanik unterschiedliche Schwankungsformeln fu¨r die verschiedenen Ensembles gelten.
Ferner weisen Mittelwerte, die durch Behandlung von Systemen mit endlicher Teilchen-
zahl N in verschiedenen Ensembles gewonnen werden, Unterschiede der Ordnung O(1/N)
auf. Falls nur Mittelwerte bestimmt werden sollen, kann also jedes geeignete Ensemble der
statistischen Mechanik als Simulationsgrundlage dienen, wenn das System
”
hinreichend
groß“ ist und folglich etwaige Finite-size-Effekte
”
hinreichend klein“ sind oder wenn aus
den Simulationsergebnissen endlicher Systeme der thermodynamische Grenzwert der zu
bestimmenden Gro¨ße extrapoliert wird.
1.5.2 Molekulardynamik- oder Monte-Carlo-Simulation?
Wa¨hrend bei einer deterministischen Molekulardynamik(MD)-Simulation eine System-
trajektorie im Phasenraum erzeugt wird, liefert eine stochastische Monte-Carlo(MC)-
Simulation Punkte im Konfigurationsraum. Aus den Konfigurationen einer MC-
Simulation ko¨nnen im allg. nur statische Eigenschaften berechnet werden, aber mittels
MD sind auch dynamische Eigenschaften des simulierten Systems zuga¨nglich.
Monte-Carlo-Methoden ko¨nnen in einfacher Weise an viele verschiedene Ensembles ange-
paßt werden, so daß die Verteilung der mittels MC-Simulation erhaltenen Konfigurationen
dem jeweiligen Ensemble entspricht. Dagegen werden bei der Molekulardynamik beson-
dere Techniken beno¨tigt, wenn in einem anderen als dem mikrokanonischen Ensemble
simuliert werden soll. Bei vielen MD-Verfahren entspricht die Verteilung der generierten
Phasenraumpunkte keinem der u¨blichen Ensembles der statistischen Mechanik. So wird
z. B. in MD-Simulationen mit dem Berendsen-Thermostaten kein kanonisches Ensemble
erzeugt, und beim zusa¨tzlichen Einsatz des Berendsen-Barostaten wird nicht das isotherm-
isobare Ensemble erhalten. Trotzdem liefern solche MD-Simulationen bei sinnvoller Wahl
bestimmter Simulationsparameter dieselben Mittelwerte, wie sie aus Simulationen in ei-
nem exakten Ensemble der statistischen Mechanik gewonnen werden, was der A¨quivalenz
der Ensembles entspricht.
Ein wesentlicher Vorteil von Monte-Carlo-Simulationen besteht darin, daß mittels MC-
Verfahren auch Prozesse, die in einem Konfigurationsraum aus diskreten Punkten (auf
einem Gitter) ablaufen, simuliert werden ko¨nnen. Dagegen erfordert die Molekulardyna-
mik einen stetigen Konfigurationsraum, so daß Kra¨fte als Ortsableitung berechnet werden
ko¨nnen. In MC-Simulationen ko¨nnen auch physikalisch unrealistische Schritte eingesetzt
werden, z. B. ko¨nnen in einem MC-Schritt Teilchen in einem verdu¨nnten Gas sehr weit
verschoben oder zwei unterschiedliche Teilchen trotz großer Entfernung voneinander ver-
tauscht werden. Durch solche MC-Schritte ko¨nnen langsame Prozesse beschleunigt wer-
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den, und ein MC-Schritt entspricht vielen MD-Zeitschritten. Mit Hilfe von Monte-Carlo-
Techniken kann insbesondere auch die Anzahl der Teilchen in der Simulationsschachtel
auf sehr einfache Weise variiert werden.
Neben der dynamischen Information bietet die Molekulardynamik eine Reihe weiterer
Vorzu¨ge gegenu¨ber Monte-Carlo-Simulationen. Der einfache MD-Algorithmus kann im
stetigen Konfigurationsraum, vor allem (aber nicht nur) bei stetigen Potentialen, all-
gemein angewendet werden. Besonders eignet sich die Molekulardynamik zur Simulation
kondensierter Phasen hoher Dichte, wa¨hrend MC-Simulationen solcher Systeme durch all-
zugeringe Akzeptanzwahrscheinlichkeiten behindert werden. Komplexe Systeme, in denen
sich viele Teilchen koordiniert bewegen, ko¨nnen mittels MD ohne Schwierigkeiten simu-
liert werden, aber MC-Simulationen z. B. von Polymeren oder gar von Netzwerken ko¨nnen
nur mit speziellen dem jeweiligen Modell angepaßten Schritten durchgefu¨hrt werden, weil
einfache MC-Schritte im allg. eine verschwindend kleine Akzeptanzwahrscheinlichkeit auf-
weisen.
1.5.3 Bestimmung chemischer Potentiale
In einer Simulation werden mechanische Gro¨ßen (z. B. die Energie und der Druck) einfach
durch Mittelung einer geeigneten Funktion der Teilchenpositionen {~r} und Impulse {~p}
(wie z. B. der Hamilton-Funktion H oder eines momentanen Druckes) erhalten, was im
Falle der Molekulardynamik durch Gl. (1.60) und bei Monte-Carlo-Simulationen mittels
Gl. (1.120) beschrieben wird. Auf diese Weise ko¨nnen aber die Entropie sowie mit ihr zu-
sammenha¨ngende Gro¨ßen (wie die Freie Energie, die Freie Enthalpie und das chemische
Potential) nicht bestimmt werden, denn diese Gro¨ßen ko¨nnen nicht sinnvoll als Mittel-
wert einer Funktion der Phasenraumkoordinaten dargestellt werden, sondern sie ha¨ngen
unmittelbar vom zuga¨nglichen Phasenraumvolumen, also von der Zustandssumme des
Systems ab. Der Zusammenhang zwischen der Entropie S eines abgeschlossenen Systems
und der mikrokanonischen Zustandssumme QNV E wird z. B. durch Gl. (1.64) beschrieben.
Die Freie Energie F eines geschlossenen Systems wird aus der kanonischen Zustandssum-
me QNV T gema¨ß der Beziehung
F = −kBT lnQNV T (1.137)
mit der Boltzmann-Konstanten kB und der Temperatur T erhalten. Die kanonische Zu-
standssumme lautet z. B. fu¨r ein System aus N identischen (quantenmechanisch ununter-













mit dem Planckschen Wirkungsquantum h. Fu¨r reale Systeme kann die Zustandssumme
(genauer: ihr Exzeßanteil) im allg. nicht berechnet werden, so daß praktisch weder die
Entropie mittels Gl. (1.64) noch die Freie Energie nach Gl. (1.137) ermittelt werden
kann. Allerdings kann der Exzeßanteil des chemischen Potentials, die Differenz zwischen
dem chemischen Potential einer Teilchensorte und demjenigen eines idealen Gases unter
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identischen Bedingungen, mit Hilfe eines Tricks durch Mittelung einer geeigneten Gro¨ße
u¨ber die Konfigurationen einer Simulation bestimmt werden, obwohl die zu mittelnde
Gro¨ße nicht in einfacher Weise von den Positionen oder Geschwindigkeiten der simulierten
Teilchen abha¨ngt. Dieses Verfahren, das sowohl auf Widom [47] als auch auf Jackson und
Klein [48] zuru¨ckgeht und bei dem virtuelle Testteilchen in die simulierten Konfigurationen
eingesetzt werden, wird hier zuna¨chst am Beispiel des kanonischen Ensembles fu¨r einen
Reinstoff aus isotropen (kugelsymmetrischen) Teilchen dargestellt.
Werden zwei geschlossene Systeme, deren sehr große Teilchenzahlen sich nur um eins, also
kaum unterscheiden (N bzw. N + 1 Teilchen) und die jeweils das Volumen V und die







≈ F (N + 1, V, T )− F (N, V, T )
= −kBT · ln QNV T (N + 1, V, T )
QNV T (N, V, T )
(1.139)
mit der Freien Energie F nach Gl. (1.137) und der kanonischen Zustandssumme QNV T
des jeweiligen Systems. Da die Hamilton-Funktion H aller Systeme der vorliegenden Ar-
beit gleich der Summe der impulsabha¨ngigen kinetischen Energie und der ortsabha¨ngigen
potentiellen Energie U ist, kann die durch Gl. (1.138) gegebene kanonische Zustands-
summe des N -Teilchen-Systems als Produkt eines impulsabha¨ngigen (einem idealen Gas
entsprechenden) Anteils und eines von den Teilchenpositionen abha¨ngigen Exzeßanteils
dargestellt werden. Wa¨hrend der ideale Anteil analytisch berechnet werden kann, trifft
dies beim Exzeßanteil im allg. nicht zu, so daß fu¨r die Zustandssumme des N -Teilchen-
Systems die folgende Beziehung erhalten wird:
QNV T (N, V, T ) =
V N













mit den Positionen {~r} = ~r1, ~r2, ~r3, . . . , ~rN der N Teilchen und der thermischen Wel-
lenla¨nge Λ nach Gl. (1.134). Wird die potentielle Energie eines Systems aus N+1 Teilchen
in einen Beitrag U des N -Teilchen-Systems, das bei Entfernung des Teilchens Nr. N+1
entsteht, und in die Potentiala¨nderung φ bei Wiedereinfu¨hrung des (N+1)ten Teilchens
(also bei Paarpotentialen die Wechselwirkung φ des Teilchens Nr. N+1 mit den anderen
N Teilchen) aufgespalten, so lautet die Zustandssumme des N+1-Teilchen-Systems:












(also auch hier {~r} ohne ~rN+1). Werden die Zustandssummen nach Gl. (1.140) und (1.141)
in Gl. (1.139) eingesetzt und wird das Ergebnis fu¨r große Teilchenzahlen N umgeformt,
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so wird die folgende Beziehung fu¨r das chemische Potential µ eines Reinstoffs im kano-
nischen Ensemble als Summe des idealen chemischen Potentials µid und des chemischen
Exzeßpotentials µex erhalten:
µ = µid + µex (1.142)



















Der ideale Anteil des chemischen Potentials kann analytisch berechnet werden. Beim
Einsatz von Lennard-Jones-Einheiten wird die thermische Wellenla¨nge Λ im allg. gleich
eins gesetzt, d. h. fu¨r das chemische Potential wird ein anderer als der u¨bliche Nullpunkt
gewa¨hlt. In der Formel fu¨r das chemische Exzeßpotential bezeichnet 〈· · · 〉NV T das kanoni-
sche Ensemblemittel einer ausschließlich von den Positionen {~r} der N Teilchen abha¨ngi-
gen (also impulsunabha¨ngigen) Gro¨ße nach Gl. (1.114) bzw. (1.115), und bei dieser Gro¨ße
handelt es sich hier um ein Integral u¨ber die Position ~rN+1 eines zusa¨tzlichen Teilchens. Die
Konfigurationen, u¨ber die das Integral zu mitteln ist, ko¨nnen mittels einer NV T -Monte-
Carlo- oder einer entsprechenden Molekulardynamik-Simulation erzeugt werden. Das In-
tegral u¨ber ~rN+1 wird numerisch als ungewichteter Mittelwert einer geeigneten Gro¨ße, also
nach Gl. (1.117) mit der konstanten Wahrscheinlichkeitsdichtefunktion f = 1/V berechnet
(
”
random sampling“ zur Monte-Carlo-Integration), so daß das chemische Exzeßpotential
wie folgt erhalten wird:











Bei dieser auf Widom, Jackson und Klein [47, 48] zuru¨ckgehenden Methode zur Berech-
nung des chemischen Exzeßpotentials werden in einer NV T -Simulation zahlreiche Konfi-
gurationen aus N realen Teilchen mit den Positionen {~r} erzeugt, in diese Konfigurationen
werden virtuelle Testteilchen an gleichverteilt zufa¨llig ausgewa¨hlten Positionen ~rN+1 ein-
gesetzt, in allen Fa¨llen wird die Wechselwirkungsenergie φ des Geisterteilchens (also die
A¨nderung der potentiellen Energie durch die Testteilcheneinsetzung) bestimmt, und der
Boltzmann-Faktor in Gl. (1.145) wird sowohl fu¨r jede Konfiguration u¨ber die Testteilchen-
einsetzungen als auch u¨ber die Konfigurationen realer Teilchen gemittelt. Die N realen
Teilchen werden durch die Testteilchen nicht beeinflußt. Diese Test- bzw. Geisterteilchen-
Methode zur Bestimmung chemischer Exzeßpotentiale wird im allg. als Widom-Methode
bezeichnet, d. h. der unabha¨ngige Beitrag von Jackson und Klein wird vernachla¨ssigt.
Dabei ist zu beachten, daß nicht u¨ber das chemische Potential selbst, sondern u¨ber den
Boltzmann-Faktor gemittelt werden muß, so daß erhebliche Fehler entstehen ko¨nnen, wenn
viele mit zu wenigen Konfigurationen oder Geisterteilcheneinsetzungen erhaltene Werte
des chemischen Exzeßpotentials nachtra¨glich gemittelt werden.
Die urspru¨nglich im kanonischen Ensemble abgeleitete Widom-Methode kann auch auf
andere Ensembles u¨bertragen werden (siehe [4, 5, 35] und dort zitierte Arbeiten). So wird
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z. B. im mikrokanonischen Ensemble die folgende Gleichung fu¨r das chemische Exzeßpo-
tential erhalten:











mit der momentanen Temperatur T der einzelnen in einer NV E-Simulation erzeugten
Konfigurationen sowie der Mittelung 〈· · · 〉 u¨ber viele Konfigurationen realer Teilchen
und u¨ber zahlreiche Geisterteilcheneinsetzungen. Im isotherm-isobaren Ensemble gilt die
Beziehung











mit dem Volumen V der einzelnen mittels einer NpT -Simulation erhaltenen Konfiguratio-
nen sowie der Mittelung 〈· · · 〉 u¨ber Konfigurationen und Testteilcheneinsetzungen. (Als
ideales chemisches Potential wird hier im isotherm-isobaren Fall das chemische Potential
eines idealen Gases gleicher durchschnittlicher Dichte und nicht wie in Lit. [35] dasjenige
eines idealen Gases gleichen Drucks angenommen.)
Die hier angegebenen Gleichungen (1.145), (1.146) und (1.147) zur Bestimmung des che-
mischen Exzeßpotentials µex nach Widom lassen sich wie folgt zusammenfassen:
µex = −kB〈T 〉 · ln
(
1
〈V 〉 · 〈T 〉3/2 ·
〈








momentane Temperatur T bei NV E-Simulationen




vorgegebenes Volumen bei NV E- und NV T -Simulationen
Volumen einer einzelnen Konfiguration bei NpT -Simulationen
(1.150)
sowie mit der Boltzmann-Konstanten kB und der Wechselwirkungsenergie φ der Testteil-
chen. Die Mittelungen 〈· · · 〉 erfolgen u¨ber die simulierten Konfigurationen der N Teilchen
mit den Positionen {~r} und u¨ber die Geisterteilcheneinsetzungen an gleichverteilt zufa¨llig
ausgewa¨hlten Orten ~rN+1 (also z. T. Scheinmittelung konstanter Werte fu¨r T und V ). Das
ideale chemische Potential lautet zusammengefaßt fu¨r das mikrokanonische, kanonische
und isotherm-isobare Ensemble:
µid = kB〈T 〉 · ln NΛ
3
〈V 〉 (1.151)
mit der Teilchenzahl N , der Temperatur T nach Gl. (1.149), dem Volumen V nach
Gl. (1.150) und der thermischen Wellenla¨nge Λ, die durch Gl. (1.134) definiert wird (in
Lennard-Jones-Einheiten oft Λ∗ = 1 angenommen). Wird kein Reinstoff, sondern eine
Mischung simuliert und soll das chemische Potential µi einer Mischungskomponente i be-
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stimmt werden, so muß zur Bestimmung des idealen Anteils die Gesamtteilchenzahl N
in Gl. (1.151) [wie auch in Gl. (1.143)] durch die Anzahl Ni der Teilchen der betreffen-
den Komponente ersetzt werden, und bei der Ermittlung des chemischen Exzeßpotentials
nach Gl. (1.148) (bzw. den o. a. Spezialfa¨llen) werden ausschließlich Geisterteilchen der
Komponente i ins System eingesetzt. Wenn die Teilchen u¨ber ein unbegrenztes Potenti-
al wechselwirken, muß die Wechselwirkungsenergie φ der Widom-Testteilchen einschließ-
lich der in Abschnitt 1.8.1 angegebenen Langreichweitekorrektur berechnet werden. Bei
NV T -Simulationen (na¨herungsweise auch bei NV E- und NpT -Simulationen ohne allzu-
große Schwankungen der momentanen Temperatur bzw. des Volumens) ergibt sich das
chemische Exzeßpotential als Summe eines direkt berechneten Anteils und der Langreich-
weitekorrektur nach Gl. (1.205) [siehe Abschnitt 1.8.1]. Im Programm MD MC.f, mit
dem die in Kap. 3 beschriebenen Simulationen durchgefu¨hrt worden sind, ko¨nnen die che-
mischen Potentiale bei NV E-, NV T - und NpT -Simulationen in der hier beschriebenen
Weise, also die idealen Anteile gema¨ß Gl. (1.151) und die Exzeßanteile mit der Widom-
Methode nach Gl. (1.148) einschließlich der Langreichweitekorrektur gema¨ß Gl. (1.205)
berechnet werden. Dabei werden jeweils kumulierte Mittelwerte ausgegeben, d. h. es wird
u¨ber verschieden lange Zeitspannen mit identischem Anfangszeitpunkt gemittelt und das
Ergebnis als Funktion der Mittelungszeitspanne bzw. des Endzeitpunktes abgespeichert,
so daß aus der graphischen Auftragung die Genauigkeit der berechneten chemischen Po-
tentiale abgescha¨tzt werden kann.
Soll das chemische Exzeßpotential einer Spezies in einer verdu¨nnten Phase (z. B. einem
Gas) oder dasjenige einer Substanz aus kleinen Teilchen (Atomen oder einfachen Mo-
leku¨len) in einer nicht allzudichten Flu¨ssigkeit ermittelt werden, so ist die hier beschrie-
bene Widom-Methode gut geeignet. Jedoch versagt diese Testteilchen-Methode ha¨ufig bei
dichten Flu¨ssigkeiten (und bei Festko¨rpern) sowie im Falle großer komplexer Moleku¨le,
denn die allermeisten Geisterteilchen u¨berlappen mit realen Teilchen, so daß die Poten-
tiala¨nderung φ bei der Teilcheneinsetzung extrem groß und der Boltzmann-Faktor [z. B.
in Gl. (1.148)] vernachla¨ssigbar klein wird. Einen signifikanten Beitrag zum chemischen
Exzeßpotential liefern somit nur die wenigen Testteilchen, die an Positionen, an denen sie
keine allzustarke Abstoßung durch reale Teilchen erfahren, also in sogenannte
”
Lo¨cher“
eingesetzt werden. Dies entspricht der extrem niedrigen Akzeptanzwahrscheinlichkeit der
Teilcheneinsetzungsversuche bei µV T -Simulationen dichter Systeme. In solchen Fa¨llen
ist es ha¨ufig sinnvoll, die wenigen
”
Lo¨cher“ anstelle der viel zahlreicheren Teilchen zu
betrachten. Die Vorstellung, daß Flu¨ssigkeiten
”
Lo¨cher“ molekularer Gro¨ßenordnung (ne-
ben kleineren und gro¨ßeren
”
Lo¨chern“) enthalten, ist bereits in der ersten Ha¨lfte des 20.
Jahrhunderts gepra¨gt worden; und im Falle des Gas-Flu¨ssigkeits-Gleichgewichtes kann aus
einfachen statistisch-mechanischen U¨berlegungen abgescha¨tzt werden, daß die Konzentra-
tion der
”
Lo¨cher“ molekularer Gro¨ßenordnung in der Flu¨ssigkeit ungefa¨hr der Konzen-
tration der Teilchen im Dampf entspricht [50]. Da in dichten Systemen (z. B. in Flu¨ssig-
keiten mit niedrigem Dampfdruck) nur sehr wenige derartige
”
Lo¨cher“ auftreten und bei
kleinen Systemen viele Konfigurationen u¨berhaupt keine
”
Lo¨cher“ enthalten, mu¨ssen in
solche Systeme extrem viele Geisterteilchen eingesetzt werden, so daß es besonders auf-
wendig (oder gar unmo¨glich) ist, das chemische Exzeßpotential einer Spezies mit Hilfe
der Widom-Methode (zumindest in der hier vorgestellten einfachen Form) zu berechnen.
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Problematisch ist dies insbesondere bei Simulationen, wa¨hrend der chemische Potentiale
quasikontinuierlich berechnet werden mu¨ssen (siehe Abschnitt 1.6.3.2).
Soll das chemische Potential einer linearen Kette aus mehreren Wechselwirkungszentren in
einer dichten Phase bestimmt werden, so eignet sich die Widom-Methode nicht, denn da-
bei werden sowohl die Konformationen als auch die Einsetzungspositionen der Testketten
gleichverteilt zufa¨llig ausgewa¨hlt, so daß die allermeisten Geisterketten mit sich selber bzw.
mit realen Teilchen u¨berlappen. Zur Berechnung des chemischen Exzeßpotentials dient in
solchen Fa¨llen die Rosenbluth-Methode, bei der die Geisterketten bevorzugt in passende
”





random sampling“). Dabei gelten
die Gleichungen des Widom-Verfahrens [z. B. Gl. (1.148)] jedoch nicht. Im Gegensatz zu
einem Widom-Testteilchen wird eine Geisterkette beim Rosenbluth-Verfahren nicht in ei-
nem Schritt eingesetzt, sondern diese Kette wird gliedweise aufgebaut, so daß an einer
zufa¨llig ausgewa¨hlten Stelle eine Testkette mit einer zufa¨lligen Konformation entsteht.
Hier wird nur kurz die prinzipielle Vorgehensweise dargestellt; Details und insbesondere
die Rechtfertigung der Rosenbluth-Methode zur Berechnung chemischer Exzeßpotentiale
ko¨nnen in Lit. [35] (Abschnitt 14.2) nachgelesen werden. Die wesentlichen Punkte des
Verfahrens werden am Beispiel des Kettenwachstumsschrittes deutlich. Gegeben sei ei-
ne Testkette aus i − 1 Gliedern (Monomeren), dann dienen die folgenden Schritte zum
Anha¨ngen des i-ten Glieds:
1. Versuchsweise werden k Probeglieder an sinnvoll (ggf. zufa¨llig) gewa¨hlten Positionen
erzeugt, z. B. in einem vorgegebenen Abstand zum letzten Glied i − 1. Fu¨r jedes
Probeglied j (j = 1, 2, 3, . . . , k) werden die Wechselwirkungsenergie Φ(i)(j) und der
zugeho¨rige Boltzmann-Faktor exp[−Φ(i)(j)/kBT ] berechnet, wobei das Probeglied
sowohl mit dem schon vorhandenen Teil der Geisterkette (den Gliedern 1 bis i− 1)
als auch mit allen realen Teilchen im System wechselwirkt.





















, j = 1, 2, 3, . . . , k (1.153)
fu¨r die Wahl der einzelnen Probeglieder j ermittelt.
3. Ein Probeglied wird zufa¨llig ausgewa¨hlt und als i-tes Glied an die Testkette angefu¨gt.
Je gro¨ßer der Boltzmann-Faktor eines Probegliedes ist, desto wahrscheinlicher wird es also
gewa¨hlt, so daß die Kette bevorzugt in ein
”
Loch“ hinein wa¨chst. Die drei o. a. Schritte
werden solange wiederholt, bis die Geisterkette vollsta¨ndig aufgebaut ist. Der Anfang
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der Kette muß gesondert behandelt werden. Zum Beispiel wird das erste Glied an einer
zufa¨llig gewa¨hlten Stelle eingesetzt, und aus seiner Wechselwirkungsenergie Φ(1)(1) (nur
Wechselwirkung mit realen Teilchen) wird sein Rosenbluth-Gewicht














bestimmt. Die gesamte Prozedur wird mit zahlreichen Geisterketten, die in viele verschie-
dene Konfigurationen realer Teilchen eingesetzt werden, wiederholt; und aus dem mitt-
leren Rosenbluth-Faktor wird das chemische Exzeßpotential (im kanonischen Ensemble)
erhalten:
µex = −kBT · ln〈W 〉 . (1.156)
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1.6 Einsatz zweier Simulationsschachteln
Sollen zwei im Gleichgewicht stehende Phasen, z. B. eine Flu¨ssigkeit und ihr Dampf, simu-
liert werden, so kann die Simulationsschachtel beide Phasen, also ein heterogenes System
enthalten. Dieses konzeptionell einfache Verfahren entspricht zwar der experimentellen
Vorgehensweise, weist jedoch einige schwerwiegende Nachteile auf. Wird wie u¨blich ein
kleines System simuliert, so befindet sich in diesem heterogenen System ein signifikan-
ter Anteil der Teilchen in der Na¨he der Grenzfla¨che, so daß die zu bestimmenden Ei-
genschaften der Bulk-Phasen durch Grenzfla¨cheneffekte verfa¨lscht werden ko¨nnen (siehe
Abschnitt 1.2). Deshalb werden fu¨r derartige Simulationen sehr große Systeme aus sehr
vielen Teilchen beno¨tigt. Da das chemische Gleichgewicht zwischen beiden Phasen (ins-
besondere bei dichten Phasen) nur extrem langsam eingestellt wird, indem die Teilchen
durch die Grenzfla¨che diffundieren, werden lange A¨quilibrierungszeiten beobachtet. Große
Systeme u¨ber lange Zeitspannen zu simulieren, erfordert außerordentlich viel Rechenzeit.
Die Kontinuumskorrekturen, die zur Simulation vieler Systeme mit unbegrenzten Poten-
tialen dienen (siehe Abschnitt 1.8.1), ko¨nnen in inhomogenen Systemen nicht in einfacher
Weise abgescha¨tzt werden.
Soll ein Phasendiagramm aus Simulationsdaten gewonnen werden, ist es wegen all die-
ser Schwierigkeiten sinnvoll, ausschließlich homogene Systeme, also einzelne Phasen zu
simulieren. Prinzipiell ist es z. B. mo¨glich, aus NV T - bzw. NpT -Simulationen mit Be-
stimmung der chemischen Potentiale (z. B. durch Einsetzen von Widom-Testteilchen fu¨r
den Exzeßanteil) oder aus µV T -Monte-Carlo-Simulationen die Abha¨ngigkeit der chemi-
schen Potentiale von den thermodynamischen Bedingungen zu ermitteln, anschließend die
so erhaltenen chemischen Potentiale beider Phasen zu extrapolieren und letztendlich das
Phasengleichgewicht als Punkt gleicher chemischer Potentiale zu lokalisieren. Allerdings
werden mehrere Simulationen beno¨tigt, um ein Phasengleichgewicht (z. B. einen Punkt
auf der Dampfdruckkurve eines Reinstoffs) genau zu bestimmen; und mit zunehmender
Komponentenzahl wa¨chst die Anzahl erforderlicher Simulationen sehr stark an, so daß
dieses Vorgehen bei Mehrkomponentensystemen sehr aufwendig ist.
Zur Behandlung von Phasengleichgewichten sind spezielle Simulationsmethoden mit zwei
Schachteln entwickelt worden. Bei einer solchen Zwei-Schachtel-Simulation werden gleich-
zeitig zwei homogene Phasen in jeweils einer Schachtel simuliert, und zwar derart, daß
diese Phasen miteinander im Gleichgewicht stehen, obwohl sie keinen physikalischen Kon-
takt besitzen, also die Teilsysteme in den beiden Schachteln nur durch unphysikalische
Prozesse gekoppelt werden. Als Beispiele fu¨r solche Methoden werden im folgenden u. a.
das Gibbs-Ensemble–Monte-Carlo–Verfahren als die zuerst entwickelte Zwei-Schachtel-
Simulationsmethode und ein Molekulardynamik–Monte-Carlo–Hybridverfahren, das fu¨r
die in Kap. 3 dieser Arbeit beschriebenen Mehrphasensimulationen verwendet worden
ist, vorgestellt. Mittels dieser Verfahren ko¨nnen Phasengleichgewichte direkt, aber oh-
ne explizite Grenzfla¨che simuliert werden. (Wenn Eigenschaften einer Grenzfla¨chenregion
bestimmt werden sollen, so mu¨ssen selbstversta¨ndlich beide Phasen in einer Schachtel
enthalten sein, wie es in Kap. 2 beschrieben wird.)
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Volumenaustausch         =>  pg = pl
Teilchenüberführungen  =>  µg = µl
Tg = T0
Vg = Vtot − V
l
Ng = Ntot − N
l
Tl = T0
Vl = Vtot − V
g





Abbildung 1.2: Simulation mit zwei Schachteln am Beispiel des Gas-Flu¨ssigkeits-
Gleichgewichts eines Reinstoffs: links: experimentelle Situation mit beiden Phasen in ei-
nem Gefa¨ß; rechts: zwei Simulationsschachteln, die jeweils einen Ausschnitt aus der Gas-
bzw. Flu¨ssigphase repra¨sentieren und deren Volumina und Teilchenzahlen miteinander
gekoppelt sind; Details im Text.
1.6.1 Gibbs-Ensemble–Monte-Carlo–Simulationen
Das Prinzip der auf Panagiotopoulos [18] zuru¨ckgehenden Gibbs-Ensemble–Monte-Carlo–
Simulation als Zwei-Schachtel-Simulation soll hier zuna¨chst anhand des in Abb. 1.2 darge-
stellten Gleichgewichtes zwischen einem flu¨ssigen Reinstoff und seinem Dampf erla¨utert
werden. Die experimentelle Situation wird auf der linken Seite der Abbildung gezeigt:
Beide Phasen aus durch Kreise repra¨sentierten Teilchen, das Gas (oben) und die Flu¨ssig-
keit (unten), befinden sich gemeinsam in einem verschlossenen Gefa¨ß (großen Rechteck),
das aus wa¨rmeleitendem Material besteht und von einem Wa¨rmebad mit der vorgegebe-
nen Soll-Temperatur T0 umgeben ist. Die Teilchenzahlen und Volumina der beiden Phasen
ko¨nnen zwar geringfu¨gig schwanken, aber Gas- und Flu¨ssigphase stellen zusammen ein ge-
schlossenes System mit konstantem Gesamtvolumen und konstanter Gesamtteilchenzahl
bei der Temperatur T0 dar. Werden ein Ausschnitt des Gasvolumens und ein Ausschnitt
des Flu¨ssigkeitsvolumens (als Quadrate dargestellt) betrachtet, wobei beide Ausschnitte
denselben Bruchteil ihrer jeweiligen Phase umfassen, so werden auch das Gesamtvolu-
men Vtot und (im Mittel) die Gesamtteilchenzahl Ntot beider Phasenausschnitte erhalten.
Die rechte Seite der Abb. 1.2 zeigt das Prinzip einer Zwei-Schachtel-Simulation: Die (ver-
gro¨ßert dargestellten) Ausschnitte aus dem Inneren der beiden Phasen werden in jeweils
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einer Schachtel simuliert. (Jede Schachtel stellt wegen der zyklischen Randbedingungen
eine Elementarzelle jeweils eines unendlich ausgedehnten Kristalls dar.) Sowohl die Tem-
peratur T g der Gasphasenschachtel als auch die Flu¨ssigkeitstemperatur T l werden gleich
dem Soll-Wert T0 gewa¨hlt. Zur Einstellung des mechanischen und chemischen Gleichge-
wichts zwischen beiden Schachteln werden diese ku¨nstlich (ohne reale Grenzfla¨che!) ge-
koppelt. Dabei werden das Volumen V g der Gasschachtel und das Flu¨ssigkeitsvolumen V l
so variiert, daß der Gasdruck pg und der Druck pl in der Flu¨ssigkeitsschachtel (im Mittel)
gleich werden, ohne daß das Gesamtvolumen Vtot = V
g +V l vera¨ndert wird (Volumenaus-
tausch). Die Gleichheit der (mittleren) chemischen Potentiale µg und µl in der Gas- bzw.
Flu¨ssigkeitsschachtel wird erreicht, indem Teilchen von einer Simulationsschachtel in die
andere u¨berfu¨hrt werden, d. h. die Anzahl N g der Gasteilchen sowie die Teilchenzahl N l
der Flu¨ssigphase werden so variiert, daß die Gesamtteilchenzahl Ntot = N
g + N l stets
erhalten bleibt.
Ausgehend von den Monte-Carlo(MC)-Schritten und Akzeptanzwahrscheinlichkeiten bei
NV T -, NpT - und µV T -Simulationen, entwickelte Panagiotopoulos [18] mittels Fluktuati-
onstheorie und Argumenten der makroskopischen Thermodynamik den Formalismus der
Gibbs-Ensemble–Monte-Carlo(GEMC)–Simulation, insbesondere gab er die Akzeptanz-
wahrscheinlichkeiten der einzelnen MC-Schritte an. Panagiotopoulos et al. [19] leiteten
spa¨ter den Formalismus der GEMC-Methode mit ausschließlich statistisch-mechanischen
Argumenten aus Elementen der NV T -, der NpT - und der µV T -Simulation her, verallge-
meinerten das Verfahren auf Mischungen und behandelten auch den Fall, daß nicht das
Gesamtvolumen der beiden Simulationsschachteln fixiert, sondern in beiden Schachteln
ein Soll-Druck vorgegeben wird. Eine exakte statistisch-mechanische Betrachtung [51] lie-
ferte die Ausdru¨cke fu¨r die Wahrscheinlichkeitsdichtefunktion des Gibbs-Ensembles im
Falle konstanten Gesamtvolumens und bei vorgegebenem Druck (bis auf eine Proportio-
nalita¨tskonstante).
Im folgenden wird ein beliebiges Phasengleichgewicht eines Reinstoffs aus isotropen Teil-
chen betrachtet. Die Simulationsschachtel 0 (null), die einen kleinen Ausschnitt des Inne-
ren der Phase 0 darstellt, entha¨lt N (0) Teilchen im Volumen V (0), und in der Schachtel 1
(eins) als einem kleinen Ausschnitt des Inneren der Phase 1 befinden sich N (1) Teilchen
im Volumen V (1). Wa¨hrend die Teilchenzahlen N (0) und N (1) sowie die Volumina V (0)
und V (1) der einzelnen Schachteln im Verlaufe der Simulation schwanken, werden die
Gesamtteilchenzahl Ntot = N
(0) +N (1) und das Gesamtvolumen Vtot = V
(0) + V (1) erhal-
ten; die Temperatur T wird ebenfalls vorgegeben. Die Wahrscheinlichkeitsdichtefunkti-
on fGibbs−NV T eines solchen Gibbs-Ensembles mit konstantem Gesamtvolumen erfu¨llt die
folgende Beziehung [51, 52, 5]:














mit den Positionen {~r}(0) und {~r}(1) aller Teilchen in Schachtel 0 bzw. 1, der potenti-
ellen Energie U (0) bzw. U (1) des Systems in Schachtel 0 bzw. 1 sowie der Boltzmann-
Konstanten kB. Hier gelten die Beziehungen N
(1) = Ntot − N (0) und V (1) = Vtot − V (0)
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(s. o.). Mittels einer Monte-Carlo-Simulation kann eine ergodische Kette von Konfigura-
tionen, die gema¨ß der durch Gl. (1.157) gegebenen Wahrscheinlichkeitsdichtefunktion ver-
teilt sind, erzeugt werden, indem versuchsweise Teilchen innerhalb der jeweiligen Schach-
tel verschoben sowie die Volumina und Teilchenzahlen der einzelnen Schachteln (unter
den Bedingungen Vtot = const. und Ntot = const.) variiert werden. Dabei ist es hinrei-
chend (aber nicht notwendig), daß die Detailed-balance-Bedingung nach Gl. (1.124) erfu¨llt
wird. Eine Gibbs-Ensemble–Monte-Carlo–Simulation folgt (im einfachsten Fall) dem in
Abschnitt 1.5.1 behandelten Metropolis-Schema, d. h. eine neue Konfiguration wird pro-
beweise durch einen Zufallsprozeß aus einer alten erzeugt, so daß die der Markowschen
Konfigurationskette zugrundeliegende Matrix symmetrisch ist, und die neue Konfigurati-
on wird mit der durch Gl. (1.125) gegebenen Akzeptanzwahrscheinlichkeit angenommen;
wird die neue Konfiguration abgelehnt, wird die alte in der Markowschen Kette erneut
geza¨hlt. Eine Gibbs-Ensemble–Monte-Carlo–Simulation mit konstantem Gesamtvolumen
umfaßt (im einfachsten Fall isotroper Teilchen) die folgenden drei Arten von Monte-Carlo-
Schritten:
• Teilchenverschiebungsschritt:
Ein zufa¨llig ausgewa¨hltes Teilchen (in einer zufa¨llig ausgewa¨hlten Schachtel i mit
i = 0, 1) wird versuchsweise [z. B. gema¨ß Gl. (1.127)] zufa¨llig verschoben. Die neue










angenommen, wobei ∆U (i) die A¨nderung der potentiellen Energie in der Schach-
tel i durch die Teilchenverschiebung bezeichnet. [Gl. (1.158) entspricht der Akzep-
tanzwahrscheinlichkeit einer Teilchenverschiebung in einer konventionellen NV T -
Simulation nach Gl. (1.128).]
• Volumena¨nderungsschritt:
Probeweise wird das Volumen der Simulationsschachtel 0 um ∆V vergro¨ßert und
dasjenige der Schachtel 1 um ∆V verkleinert, wobei ∆V gleichverteilt zufa¨llig
zwischen einem vor dem Simulationsschritt festzulegenden positiven Maximal-
wert ∆Vmax und −∆Vmax als Minimalwert gewa¨hlt wird. Die neuen Volumi-
na V (i)(neu) (i = 0, 1) der Schachteln 0 und 1 werden also aus den alten Volumi-
na V (i)(alt) gema¨ß V (0)(neu) = V (0)(alt) + ∆V und V (1)(neu) = V (1)(alt) −∆V erhalten.
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Bei der Berechnung der Potentialenergiea¨nderung ∆U (i) in Schachtel i (i = 0, 1)
ist zu beachten, daß die Teilchenpositionen entsprechend der Schachtella¨nge skaliert
werden und daß eine etwaige Langreichweitekorrektur zur potentiellen Energie mit
der Dichte des Systems variiert.
• Teilchenu¨berfu¨hrungsschritt:
Aus einer zufa¨llig gewa¨hlten Simulationsschachtel wird versuchsweise ein zufa¨llig
ausgewa¨hltes Teilchen in die andere Schachtel u¨berfu¨hrt und dort an einer gleich-
verteilt zufa¨llig gewa¨hlten Stelle eingesetzt. Im Falle eines Teilchentransfers aus






N (1) · V (0)
(N (0) + 1) · V (1) · exp
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Wird die neue Konfiguration abgelehnt, so wird die alte als neue betrachtet. Bei der
Berechnung der Potentialenergiedifferenzen ∆U (0) und ∆U (1) muß ggf. die Lang-
reichweitekorrektur zur Wechselwirkungsenergie des einzusetzenden bzw. des zu ent-
fernenden Teilchens beru¨cksichtigt werden. Damit die Detailed-balance-Bedingung
erfu¨llt wird, muß genauso oft versucht werden, ein Teilchen aus Schachtel 1 in
Schachtel 0 zu u¨berfu¨hren, wie umgekehrt probiert wird, ein Teilchen aus Schach-
tel 0 in Schachtel 1 zu u¨berfu¨hren. Die Akzeptanzwahrscheinlichkeit des Transfers
aus Schachtel 0 in Schachtel 1 ergibt sich aus Gl. (1.160) durch Vertauschung von
N (0) mit N (1) sowie von V (0) mit V (1). [Wird ein beim Abstand Null divergieren-
des Potential (z. B. das Lennard-Jones-Potential) verwendet, so wird, wenn sich
sehr nahe an der gewa¨hlten Einsetzungsposition ein schon vorhandenes Teilchen
befindet, die Wechselwirkungsenergie extrem groß und folglich die Akzeptanzwahr-
scheinlichkeit Ptrans vernachla¨ssigbar klein, so daß der Teilchenu¨berfu¨hrungsversuch
in einem solchen Fall verworfen werden kann, ohne daß die Wechselwirkungsenergien
vollsta¨ndig berechnet werden mu¨ssen.]
Bei solchen Gibbs-Ensemble–Monte-Carlo–Simulationen ha¨ngt es ha¨ufig von der Start-
konfiguration ab, ob das Gleichgewicht in der Praxis eingestellt wird, d. h. ob innerhalb
der fu¨r die Simulation zur Verfu¨gung stehenden Zeit in den beiden Schachteln zwei ver-
schiedene Phasen ausgebildet werden. Soll z. B. das Gas-Flu¨ssigkeits-Gleichgewicht eines
Reinstoffs simuliert werden und wird bei der Startkonfiguration dieselbe Dichte in beiden
Schachteln gewa¨hlt, so ist es notwendig, dabei eine Dichte im instabilen Bereich des Pha-
sendiagramms [mit (∂p/∂V )T > 0] zu wa¨hlen [18]. Dient dagegen ein metastabiles System
[mit (∂p/∂V )T < 0] als Startkonfiguration, so kann das Gleichgewicht in den kleinen der
Simulation zuga¨nglichen Systemen praktisch nicht eingestellt werden.
Soll kein Reinstoff, sondern eine Mischung mittels einer Gibbs-Ensemble–Monte-
Carlo(GEMC)–Simulation behandelt werden, so werden der Teilchenverschiebungs-
4Hier wird nicht die urspru¨nglich vero¨ffentlichte [18] Akzeptanzwahrscheinlichkeit, sondern eine spa¨ter
hergeleitete [19] genauere Formel angegeben.
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und der Volumena¨nderungsschritt wie oben beschrieben ausgefu¨hrt, aber der Teil-
chenu¨berfu¨hrungsschritt ist fu¨r jede einzelne Komponente i separat durchzufu¨hren. Die
jeweilige Akzeptanzwahrscheinlichkeit wird erhalten, indem in Gl. (1.160) die Gesamtteil-





der Teilchen der Komponente i in den beiden Schachteln ersetzt werden. Dabei muß die
Detailed-balance-Bedingung einzeln auf jede Komponente angewendet werden, so daß ein
Teilchen fu¨r einen U¨berfu¨hrungsversuch nicht vo¨llig zufa¨llig ausgewa¨hlt werden kann, oh-
ne seine Sorte zu beru¨cksichtigen. Stattdessen muß nicht nur (mit jeweils 50%iger Wahr-
scheinlichkeit) gewa¨hlt werden, aus welcher Schachtel ein Teilchen entfernt werden soll,
sondern auch die Sorte des zu u¨berfu¨hrenden Teilchens muß mit einer frei wa¨hlbaren, aber
vor dem Monte-Carlo-Schritt festzulegenden Wahrscheinlichkeit ausgewa¨hlt werden. Bei
einer GEMC-Simulation mit konstantem Gesamtvolumen wird nach der Gleichgewichts-
einstellung erreicht, daß die Mittelwerte des Drucks und des chemischen Potentials einer
jeden Komponente in beiden Schachteln gleich werden, obwohl weder der Druck noch die
chemischen Potentiale vorgegeben oder bestimmt zu werden brauchen. Bei Mischungssi-
mulationen ko¨nnen auch Konfigurationen, bei denen sich alle Teilchen einer (niedrigkon-
zentrierten) Komponente in einer Schachtel befinden, auftreten. Dies stellt kein Problem
dar, denn der untaugliche Versuch, ein Teilchen der betreffenden Komponente aus der an-
deren Schachtel, die diese Komponente ja nicht entha¨lt, zu entfernen, wird nach Gl. (1.160)
niemals akzeptiert.
Sollen sich zwei Phasen im Gleichgewicht befinden, so folgt aus der Gibbsschen Pha-
senregel, daß im Falle eines Reinstoffes (eines Systems aus einer Komponente) nur eine
intensive Variable (z. B. die Temperatur) frei gewa¨hlt werden kann, daß aber bei Mischun-
gen (Systemen zweier oder mehrerer Komponenten) mindestens zwei intensive Variablen
(z. B. die Temperatur und der Druck) frei gewa¨hlt werden ko¨nnen. Fu¨r die Simulation ei-
nes Phasengleichgewichtes mittels der GEMC-Methode bei einer bestimmten Temperatur
folgt daraus, daß im Falle eines Reinstoffes ein konstantes Gesamtvolumen vorgegeben
werden muß, wa¨hrend bei einer Mischung auch der Druck in beiden Schachteln gewa¨hlt
werden kann. Die Wahrscheinlichkeitsdichtefunktion fGibbs−NpT des Gibbs-Ensembles mit
vorgegebenem Druck p erfu¨llt die folgende Proportionalita¨t [51, 52, 5]:
fGibbs−NpT ({N}(0), V (0), V (1), {~r}(0), {~r}(1)) ∼
fGibbs−NV T ({N}(0), V (0), {~r}(0), {~r}(1)) · exp
[
−pV




mit der Wahrscheinlichkeitsdichteverteilung fGibbs−NV T des Gibbs-Ensembles mit konstan-
tem Gesamtvolumen, den Teilchenzahlen {N}(0) = N (0)1 , N (0)2 , N (0)3 , . . . , N (0)k der k Mi-
schungskomponenten in Schachtel 0, den Volumina V (0) und V (1) der beiden Schachteln,
den Positionen {~r}(0) und {~r}(1) aller Teilchen in Schachtel 0 bzw. 1, der Temperatur T





i in beiden Schachteln konstant, wa¨hrend die beiden Schach-
telvolumina V (0) und V (1) hier voneinander unabha¨ngig sind. Bei einer Gibbs-Ensemble–
Monte-Carlo–Simulation mit vorgegebenem Druck werden der Teilchenverschiebungs- und
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-u¨berfu¨hrungsschritt genauso wie bei einer GEMC-Simulation mit konstantem Gesamt-
volumen ausgefu¨hrt, aber der Volumena¨nderungsschritt muß auf andere Weise erfolgen.
Beim Versuch, das Volumen V (i)(alt) einer Schachtel i (i = 0, 1) unabha¨ngig vom Vo-
lumen der anderen Schachtel zu vera¨ndern, wird zuna¨chst die Volumena¨nderung ∆V (i)
gleichverteilt zufa¨llig zwischen −∆Vmax und +∆Vmax gewa¨hlt, wobei ∆Vmax die vor dem
Monte-Carlo-Schritt festzulegende maximale Volumena¨nderung bezeichnet. Fu¨r das Vo-
lumen der Schachtel i in der Versuchskonfiguration gilt dann: V (i)(neu) = V (i)(alt) + ∆V (i).















mit der Gesamtteilchenzahl N (i) aller Komponenten in der Schachtel i sowie der A¨nde-
rung ∆U (i) der potentiellen Energie in Schachtel i infolge der Volumena¨nderung (ggf. mit
Langreichweitekorrekturen). [Gl. (1.162) entspricht der durch Gl. (1.132) gegebenen Ak-
zeptanzwahrscheinlichkeit eines Volumena¨nderungsschrittes einer konventionellen NpT -
Simulation.]
Wie wichtig es sein kann, daß bei einer GEMC-Simulation die Detailed-balance-Bedingung
in jedem Schritt erfu¨llt wird, soll hier gezeigt werden, indem mo¨gliche Ursachen fu¨r die
Verletzung dieser Bedingung und daraus in einem Beispiel resultierende Artefakte an-
gegeben werden [53]. Damit die Detailed-balance-Bedingung im Verlaufe einer GEMC-
Simulation stets eingehalten wird, mu¨ssen die verschiedenen Monte-Carlo(MC)-Schritte
in einer zufa¨lligen Reihenfolge ausgefu¨hrt werden. Dazu muß jeweils zufa¨llig gewa¨hlt wer-
den, zu welcher Art der na¨chste durchzufu¨hrende MC-Schritt geho¨ren soll, also ob eine
zufa¨llige Teilchenverschiebung, eine zufa¨llige Volumena¨nderung oder eine zufa¨llige Teil-
chenu¨berfu¨hrung versucht werden soll. Beim Teilchenverschiebungsschritt ist ein zufa¨llig
ausgewa¨hltes Teilchen in einer zufa¨llig gewa¨hlten Schachtel in zufa¨lliger Weise zu bewegen.
Jedoch ist es allgemein u¨blich, die verschiedenen Arten von MC-Schritten innerhalb eines
MC-Zyklus in einer festgelegten Reihenfolge auszufu¨hren: Zuna¨chst wird versucht, alle
Teilchen der Reihe nach in zufa¨lliger Weise zu verschieben, danach wird bei einer GEMC-
Simulation mit konstantem Gesamtvolumen ein Volumena¨nderungsversuch unternommen,
und zuletzt folgen die Teilchentransferversuche, bevor ein neuer MC-Zyklus beginnt. Ob-
wohl bei einem derartigen Vorgehen die Detailed-balance-Bedingung verletzt wird, er-
scheint die Annahme, daß die Konfigurationen auch so in der gewu¨nschten Wahrschein-
lichkeitsverteilung erzeugt werden, als gerechtfertigt. Trotzdem werden bei einer GEMC-
Simulation des Gas-Flu¨ssigkeits-Gleichgewichtes des Lennard-Jones-Reinstoffes fehlerhaf-
te Ergebnisse erhalten, wenn innerhalb eines MC-Zyklus zu viele Teilchen u¨berfu¨hrt wer-
den [18]. Deshalb muß die Anzahl der Teilchentransferversuche je MC-Zyklus so klein
gewa¨hlt werden, daß bei der jeweiligen Akzeptanzwahrscheinlichkeit nicht allzuviele Teil-
chen u¨berfu¨hrt werden, bevor die einzelnen Phasen durch die anderen MC-Schritte in
gewisser Weise a¨quilibriert werden.
Ein Phasengleichgewicht eines Mehrkomponentensystems kann mittels einer einzigen
GEMC-Simulation behandelt werden, wobei die Dichte und Zusammensetzung der beiden
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koexistierenden Phasen unmittelbar aus der Simulation erhalten werden. Dabei werden
weder die Eigenschaften der beiden Bulk-Phasen durch Grenzfla¨cheneffekte verfa¨lscht,
noch mu¨ssen die relevanten chemischen Potentiale bei verschiedenen Dru¨cken und Zusam-
mensetzungen aufwendig bestimmt werden, damit aus diesen Daten die Gleichgewichts-
kurve konstruiert werden kann. Die GEMC-Methode basiert darauf, daß jede Schachtel
nur eine Phase entha¨lt, weil die Freie Energie bzw. Enthalpie eines sehr kleinen Zweipha-
sensystems diejenige eines entsprechenden homogenen Systems wegen der Grenzfla¨chen-
spannung signifikant u¨bertrifft [52]. In der Na¨he des kritischen Punktes z. B. des Gas-
Flu¨ssigkeits-Gleichgewichtes besitzt die Grenzfla¨chenspannung jedoch nur einen kleinen
Wert, so daß die Dichten der beiden Phasen stark schwanken und GEMC-Simulationen
nahe am kritischen Punkt nicht (lange) stabil sind [18]. Das GEMC-Verfahren eignet
sich besonders gut zur Simulation isotroper Teilchen, die sich in Phasen nicht allzuhoher
Dichte (Gasen und Flu¨ssigkeiten) befinden. Allerdings kann die Akzeptanzwahrschein-
lichkeit des Teilchenu¨berfu¨hrungsschrittes extrem kleine Werte annehmen, wenn dichte
Systeme (einige Flu¨ssigkeiten und Festko¨rper) oder stark anisotrope Teilchen (aus meh-
reren Wechselwirkungszentren) mit dem GEMC-Verfahren in der hier dargestellten Form
(ohne spezielle Tricks) simuliert werden [52]. Wie bei konventionellen µV T -Simulationen
u¨berlappen na¨mlich viele der einzusetzenden Teilchen mit schon vorhandenen, und die
Entfernung von Teilchen wird durch starke anziehende Wechselwirkungen erschwert. In
solchen Fa¨llen muß besonders ha¨ufig versucht werden, ein Teilchen von einer Schachtel
in die andere zu u¨berfu¨hren. Bei GEMC- und anderen Zwei-Schachtel-Simulationen ist
es nicht notwendig, daß jede Komponente des Systems in beiden Schachteln enthalten
ist und zwischen diesen u¨berfu¨hrt werden kann. So kann z. B. die Quellung eines Mo-
dellnetzwerkes durch ein Fluid behandelt werden, indem in einer Schachtel das Netzwerk
mit absorbiertem Lo¨sungsmittel und in der anderen das Lo¨sungsmittel ohne Netzwerkteil-
chen simuliert wird, wobei nur die Fluidteilchen zwischen beiden Simulationsschachteln
ausgetauscht werden.
1.6.2 Die Molekulardynamik–Monte-Carlo–Hybridmethode
Sollen dichte Phasen oder komplexe Systeme, deren Teilchen sich koordiniert bewegen,
also z. B. Polymere oder Netzwerke, simuliert werden, so ist im allg. die Molekulardyna-
mik gegenu¨ber Monte-Carlo-Verfahren zu bevorzugen. Dagegen ko¨nnen mit Monte-Carlo-
Methoden z. B. die Teilchenzahlen einfach variiert werden. Wenn die verschiedenen fu¨r
das jeweilige System relevanten Vorteile der Molekulardynamik (MD) und der Monte-
Carlo(MC)-Simulation, wie sie in Abschnitt 1.5.2 diskutiert werden, gleichzeitig ausge-
nutzt werden sollen, ist es ha¨ufig sinnvoll, Elemente beider Verfahren miteinander zu kom-
binieren, d. h. eine Molekulardynamik–Monte-Carlo–Hybridmethode einzusetzen. Ein sol-
ches Hybridverfahren ist z. B. die großkanonische Molekulardynamik [54, 55], bei der inner-
halb einer NV T -MD-Simulation zusa¨tzlich Teilcheneinsetzungs- und -entfernungsschritte
der großkanonischen MC-Simulation [z. B. mit den Akzeptanzwahrscheinlichkeiten nach
Gl. (1.135) und (1.136)] ausgefu¨hrt werden, so daß das chemische Potential µ anstel-
le der Teilchenzahl N konstant gehalten, also eine µV T -Molekulardynamik-Simulation
durchgefu¨hrt wird. Dabei wird die deterministische Molekulardynamik durch stochasti-
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sche MC-Schritte, die das plo¨tzliche Auftauchen und Verschwinden einzelner Teilchen
bewirken, gesto¨rt; und die Ergodizita¨t des MD-Teils kann im allg. nicht bewiesen werden,
muß also angenommen werden. Deshalb kann ein solches MD-MC-Hybridverfahren in den
allermeisten Fa¨llen nicht exakt begru¨ndet werden, sondern es muß anhand geeigneter
Beispiele getestet werden, indem die Resultate des Hybridverfahrens mit den Ergebnis-
sen anderer (etablierter) Methoden verglichen werden. Wie stark der MC-Teil innerhalb
einer großkanonischen MD-Simulation an den MD-Teil gekoppelt wird, wird dadurch be-
stimmt, wie oft versucht wird, ein Teilchen einzusetzen oder zu entfernen. Intuitiv kann
vermutet werden, daß eine großkanonische MD-Simulation scheitern kann, weil ein in die
Simulationsschachtel eingesetztes Teilchen mit einem schon vorhandenen u¨berlappt, so
daß außerordentlich große Kra¨fte auftreten und einzelne Teilchen allzustark beschleunigt
werden. Diese Befu¨rchtung ist jedoch nicht gerechtfertigt, denn die Akzeptanzwahrschein-
lichkeit einer solchen Teilcheneinsetzung ist wegen der starken Erho¨hung der potentiellen
Energie vernachla¨ssigbar klein, und vor allem tritt eine solche gefa¨hrliche Konfiguration
bei einer NV E- bzw. NV T -MD-Simulation mit derselben Wahrscheinlichkeit auf [55].
Mittels großkanonischer MD-Simulationen wurden z. B. Adsorptionsisothermen erhalten
[27, 56]. Weitere MD-MC-Hybridmethoden dienten z. B. dazu, die elektrochemische Ab-
scheidung eines gelo¨sten Metalls an einer Elektrodenoberfla¨che [57] und eine Lipiddop-
pelschicht aus zwei unterschiedlichen Lipiden [58] zu simulieren. In beiden Fa¨llen wurde
die Teilchendynamik mittels MD behandelt, und in jedem MC-Schritt wurde eine Teil-
chenumwandlung versucht, also eine Elektronentransferreaktion (Metallatom-Metallion-
Umwandlung) bzw. der Austausch eines Lipidmoleku¨ls gegen eines der jeweils anderen
Sorte. Die Verteilung der Konfigurationen, die durch ein MD-MC-Hybridverfahren er-
zeugt werden, entspricht im allg. keinem Ensemble der statistischen Mechanik (wie bei
MD-Simulationen mit dem Berendsen-Thermostaten bzw. -Barostaten). Nur in Ausnah-
mefa¨llen, wie z. B. bei einer Hybridmethode aus einer NV T -MD-Simulation im kanoni-
schen Ensemble und einer NV T -MC-Simulation nach dem Metropolis-Schema [59], kann
exakt bewiesen werden, daß das MD-MC-Hybridverfahren eine sinnvolle Verteilung der
Konfigurationen oder gar eines der u¨blichen Ensembles generiert. In allen anderen Fa¨llen
muß eine MD-MC-Hybridmethode an geeigneten Beispielen getestet werden (s. o.). Neben
den bisher behandelten Verfahren mit einer Simulationsschachtel wird in der Literatur [60]
auch beschrieben, wie MD- und MC-Verfahren in einer Zwei-Schachtel-Simulation mitein-
ander verbunden werden ko¨nnen. Bei solchen MD-MC-Hybridsimulationen werden mittels
deterministischer MD-Techniken die beiden Phasen innerhalb ihrer jeweiligen Schachtel
a¨quilibriert, die Temperatur geregelt und gleiche Dru¨cke in beiden Schachteln eingestellt,
wa¨hrend das chemische Gleichgewicht zwischen beiden Schachteln durch stochastische
Teilchenu¨berfu¨hrungsschritte der Gibbs-Ensemble–Monte-Carlo–Methode erreicht wird.
Ein prinzipiell a¨hnliches Verfahren, das bei den in Kap. 3 dieser Arbeit behandelten Simu-
lationen von Phasengleichgewichten und Netzwerkquellungen eingesetzt worden ist, wird
im folgenden detailliert beschrieben und hier als die Molekulardynamik(MD)–Monte-
Carlo(MC)–Hybridmethode bezeichnet. Die MD-MC-Hybridmethode ist im Programm
MD MC.f implementiert.
Zuna¨chst wird dargelegt, wie die Quellung eines Netzwerkes durch ein bina¨res Lo¨sungsmit-
tel mit dem MD-MC-Hybridverfahren simuliert wird. Auf der linken Seite der Abb. 1.3
















Abbildung 1.3: Zwei-Schachtel-Simulation am Beispiel der Quellung eines Netzwerkes
durch eine bina¨re Mischung: links: Gel- und Lo¨sungsmittelphase im direkten Kontakt
(wie im Experiment); rechts: zwei Simulationsschachteln, die jeweils einen Ausschnitt des
Lo¨sungsmittels bzw. des Gels repra¨sentieren und deren Lo¨sungsmittelteilchenzahlen mit-
einander gekoppelt sind; Details im Text.
wird ein Gelquellungsexperiment skizziert: Das als oval begrenztes Gitter dargestellte
Netzwerk (mit absorbierten Lo¨sungsmittelteilchen) befindet sich in dem Fluid aus zwei
Komponenten, deren Teilchen als Kreise bzw. Kreuze repra¨sentiert werden; und das ge-
samte System, das von wa¨rmeleitenden und mechanisch verformbaren, aber nicht stoff-
durchla¨ssigen Wa¨nden (dem großen Rechteck) umgeben wird, befindet sich im thermi-
schen und mechanischen Gleichgewicht mit seiner Umgebung, die als Wa¨rme- und Vo-
lumenbad dient, so daß das System stets die gewu¨nschte Soll-Temperatur T0 und den
Soll-Druck p0 besitzt. Die Teilchenzahlen in der Gel- und Lo¨sungsmittelphase ko¨nnen
zwar etwas schwanken, aber die Teilchenzahl jeder einzelnen Komponente in dem ge-
samten System ist konstant. Bei einer Zwei-Schachtel-Simulation wird sowohl beim Gel
als auch beim Lo¨sungsmittel nur ein kleiner Ausschnitt aus dem Inneren der jeweili-
gen Phase (als Quadrat dargestellt) betrachtet und in je einer Schachtel (mit zyklischen
Randbedingungen) simuliert, was auf der rechten Seite der Abb. 1.3 skizziert ist. Im Falle
der Molekulardynamik–Monte-Carlo–Hybridmethode (bei vorgegebenem Druck) dienen
MD-Verfahren dazu, sowohl jede einzelne Phase innerhalb ihrer Schachtel zu a¨quilibrie-
ren als auch die Soll-Temperatur T0 und den Soll-Druck p0 in beiden Phasen unabha¨ngig
voneinander einzustellen. Im Programm MD MC.f werden der Geschwindigkeits-Verlet-
Algorithmus als Integrator sowie der Berendsen-Thermostat und Berendsen-Barostat so
umgesetzt, daß in jedem MD-Zeitschritt die Teilchenpositionen nach Gl. (1.103), die
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La¨ngen der beiden Simulationsschachteln gema¨ß Gl. (1.104) und die Geschwindigkeiten
nach Gl. (1.93) aktualisiert werden, wobei fu¨r jede einzelne Schachtel der
”
Reibungsko-
effizient“ ζ des Thermostaten und der entsprechende Parameter η des Barostaten auf
Basis der momentanen Temperatur T bzw. des momentanen Drucks pi in der jeweili-
gen Schachtel mittels Gl. (1.88) bzw. Gl. (1.97) ermittelt werden. Der MD-Teil der MD-
MC-Hybridmethode bewirkt also, daß in jeder Schachtel eine NpT -MD-Simulation aus-
gefu¨hrt wird, so daß sowohl die Temperatur T net und der Druck pnet in der Netzwerk-
bzw. Gelschachtel als auch die Temperatur T solv und der Druck psolv in der Lo¨sungsmit-
telschachtel (im Mittel) mit dem jeweiligen Soll-Wert und somit miteinander u¨berein-
stimmen, ohne daß die Systeme in beiden Schachteln unmittelbar aneinander gekoppelt
sind. Die beiden Schachteln mu¨ssen jedoch direkt gekoppelt werden, damit zwischen ih-
nen das chemische Gleichgewicht eingestellt werden kann, so daß auch die chemischen
Potentiale µnet1 und µ
net
2 beider Fluidkomponenten im Gel (im Mittel) mit den entspre-
chenden Werten µsolv1 und µ
solv
2 im Lo¨sungsmittel u¨bereinstimmen. Dazu wird bei der
MD-MC-Hybridmethode der Teilchenu¨berfu¨hrungsschritt des im vorigen Abschnitt 1.6.1
behandelten Gibbs-Ensemble–Monte-Carlo–Verfahrens nach Panagiotopoulos et al. [19]
(keine reale Grenzfla¨che!) eingesetzt, so daß die Teilchenzahlen Nneti und N
solv
i jeder
Fluidkomponente i (i = 1, 2) in der Netzwerk- bzw. Lo¨sungsmittelschachtel variiert wer-
den, aber die Gesamtteilchenzahl jeder Komponente in beiden Schachteln konstant bleibt:
Nneti +N
solv
i = const. (i = 1, 2). Im Programm MD MC.f umfaßt jeder einzelne Teilchen-
transferversuch die folgenden fu¨nf Schritte:
1. Die Schachtel Brm, aus der ein Teilchen entfernt (engl.
”
remove“) werden soll, wird
zufa¨llig ausgewa¨hlt, so daß die Netzwerkschachtel Bnet mit gleicher Wahrscheinlich-
keit wie die Lo¨sungsmittelschachtel Bsolv gleich Brm ist. [Die andere Schachtel Bad
dient ggf. zur Hinzufu¨gung (engl.
”
addition“) eines Teilchens.]
2. Die Fluidkomponente i (Lo¨sungsmittel 1 oder 2, also i = 1, 2) wird zufa¨llig zur
U¨berfu¨hrung ausgewa¨hlt, wobei jede der beiden Komponenten mit einer beliebigen,
aber vor der Simulation festzulegenden Wahrscheinlichkeit gewa¨hlt wird. (Zum Bei-
spiel ko¨nnen die Wahrscheinlichkeiten so gewa¨hlt werden, daß bei der Komponente 1
in etwa genauso viele Teilchenu¨berfu¨hrungsversuche akzeptiert werden wie bei der
Komponente 2.)
3. In der Schachtel Bad wird eine Position zur Teilcheneinsetzung gleichverteilt zufa¨llig
gewa¨hlt; und die A¨nderung ∆Uad der potentiellen Energie infolge des Versuchs, ein
Teilchen der Komponente i an der betreffenden Stelle einzusetzen, wird (ggf. mit
Langreichweitekorrektur) berechnet.
4. Eines der Teilchen der zu u¨berfu¨hrenden Komponente i, die sich in der Schach-
tel Brm befinden, wird zufa¨llig zur Entfernung ausgewa¨hlt; und die A¨nderung ∆U rm
der potentiellen Energie beim Teilchenentfernungsversuch wird (ggf. mit Langreich-
weitekorrektur) ermittelt.
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mit den Volumina V ad und V rm der Schachteln Bad und Brm, den Teilchenzahlen Nadi
und N rmi der zu u¨berfu¨hrenden Komponente i in den entsprechenden Schachteln vor
dem Transferversuch, der Boltzmann-Konstanten kB sowie der Temperatur T .
Bei der hier beschriebenen und im Programm MD MC.f implementierten MD-MC-
Hybridmethode werden kurze MD-Teilla¨ufe und MC-Teilchentransferblo¨cke im stetigen
Wechsel ausgefu¨hrt. Dabei umfaßt jeder einzelne MD-Teillauf eine vorgegebene Zahl von
MD-Zeitschritten (und somit eine bestimmte Simulationszeit), und innerhalb eines jeden
MC-Blocks wird eine vordefinierte Anzahl von Teilchenu¨berfu¨hrungsversuchen unternom-
men.
Damit die Detailed-balance-Bedingung innerhalb eines jeden MC-Teilchenu¨berfu¨hrungs-
blockes der MD-MC-Hybridmethode erfu¨llt wird, mu¨ssen sowohl die Schachtel Brm zur
Teilchenentfernung als auch die zu u¨berfu¨hrende Teilchensorte i zufa¨llig gewa¨hlt werden.
Wie bei den in Abschnitt 1.6.1 beschriebenen Gibbs-Ensemble–Monte-Carlo–Simulationen
ist auch beim MC-Teil des MD-MC-Hybridverfahrens die Detailed-balance-Bedingung
separat auf jede einzelne Komponente anzuwenden, so daß bei jeder einzelnen Kom-
ponente genauso oft versucht wird, ein Teilchen von der Netzwerkschachtel Bnet in
die Lo¨sungsmittelschachtel Bsolv zu u¨berfu¨hren wie umgekehrt von Bsolv in Bnet. Beim
o. a. Verfahren zur (versuchsweisen) U¨berfu¨hrung eines Teilchens wird dies dadurch er-
reicht, daß jede Schachtel mit derselben Wahrscheinlichkeit zur Einsetzung bzw. Ent-
fernung eines Teilchens ausgewa¨hlt wird (1. Schritt), daß ein zu u¨berfu¨hrendes Teil-
chen nicht vo¨llig zufa¨llig, sondern zuerst die Teilchensorte und dann ein Teilchen der
betreffenden Komponente gewa¨hlt wird (2. und 4. Schritt) und daß die U¨berfu¨hrungs-
wahrscheinlichkeit einer jeden Komponente wa¨hrend der Simulation konstant gehalten
wird (2. Schritt). Wird eine versuchsweise A¨nderung des Systems bei einer Monte-Carlo-
Simulation abgelehnt, so wird die alte Konfiguration auch als neue geza¨hlt. Beim MD-
MC-Hybridverfahren bedeutet dies, daß die wechselnde Abfolge von MD-Teilla¨ufen und
MC-Blo¨cken auch dann nicht unterbrochen wird, wenn innerhalb eines MC-Blockes kei-
ne einzige Teilchenu¨berfu¨hrung akzeptiert wird. In einem solchen Falle bilden also zwei
(oder mehr) MD-Teilla¨ufe einen kontinuierlichen MD-Teil ohne Teilchentransfers. Beim
MD-MC-Hybridverfahren werden die deterministische Molekulardynamik, die eine (prin-
zipiell) stetige Folge von Zusta¨nden im Phasenraum erzeugt, und ein stochastisches Monte-
Carlo-Verfahren, das die Konfigurationen des Systems sprunghaft a¨ndert, miteinander
gekoppelt. Wird die MD-MC-Hybridmethode als durch MC-Schritte unterbrochene MD-
Simulation betrachtet, so fu¨hren die MC-Teilchenu¨berfu¨hrungen Spru¨nge in die ansonsten
stetige Phasenraumtrajektorie ein, verfa¨lschen also die durch MD gelo¨sten Bewegungsglei-
chungen. Die Teilchen werden praktisch nur an sinnvollen Positionen entfernt bzw. ein-
gesetzt, weil die Akzeptanzwahrscheinlichkeit nach Gl. (1.163) berechnet wird; aber die
Geschwindigkeiten u¨berfu¨hrter Teilchen werden nicht angepaßt, so daß das System ggf.
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lokal signifikant gesto¨rt werden kann. (Eine globale langfristige Sto¨rung kann dadurch
nicht verursacht werden, denn in beiden Schachteln wird dieselbe Soll-Temperatur und
somit dieselbe mittlere Geschwindigkeit jeder Teilchensorte vorgegeben, und der Ther-
mostat verhindert, daß die Ist-Temperatur in einer Schachtel allzulange allzustark vom
Soll-Wert abweicht.) Bei MD-MC-Hybridsimulationen muß also stets damit gerechnet wer-
den, daß eine allzuha¨ufige Sto¨rung der MD durch akzeptierte MC-Teilchenu¨berfu¨hrun-
gen die Simulationsergebnisse verfa¨lschen kann; und in jedem Einzelfall ist zu pru¨fen,
wieviele Teilchenu¨berfu¨hrungsversuche ohne Probleme durchgefu¨hrt werden ko¨nnen. Wie
die großkanonische MD sollte auch das MD-MC-Hybridverfahren getestet werden, indem
einige Ergebnisse – wo mo¨glich – mit den Resultaten anderer Methoden verglichen wer-
den. Das MD-MC-Hybridverfahren kann auch als Gibbs-Ensemble–Monte-Carlo(GEMC)–
Simulation, bei der der Teilchenverschiebungs- und der Volumena¨nderungsschritt durch
MD-Methoden ersetzt werden, angesehen werden, so daß sich die Frage stellt, ob oder
inwiefern die Detailed-balance-Bedingung erfu¨llt wird und ob das Verfahren ergodisch
ist. Die Ergodizita¨t muß bei den MD-Teilen angenommen werden, d. h. durch gezielte
Tests (z. B. mit unterschiedlichen Startkonfigurationen) ist auszuschließen, daß metasta-
bile Zusta¨nde simuliert werden. Die Detailed-balance-Bedingung kann fu¨r die mittels MD
simulierte Phasenraumtrajektorie grundsa¨tzlich nicht gelten, weil die Richtung der Trajek-
torie durch den Zeitablauf vorherbestimmt wird. Allerdings erfu¨llt auch die Molekulardy-
namik – zumindest prinzipiell bei NV E-Simulationen, weniger bei Simulationen mit dem
Berendsen-Thermostaten bzw. -Barostaten – die Detailed-balance-Bedingung im Konfi-
gurationsraum, denn zwei Zusta¨nde mit identischen Positionen und entgegengesetzt glei-
chen Geschwindigkeiten sind gleich wahrscheinlich (entsprechend der Umkehrung des Zeit-
pfeils). In den MD-Teilen des MD-MC-Hybridverfahrens werden das innere, das thermi-
sche und das mechanische Gleichgewicht jeder einzelnen Schachtel gleichzeitig eingestellt,
so daß die Detailed-balance-Bedingung – anders als bei GEMC-Simulationen – nicht durch
eine vorgegebene Reihenfolge der Teilchenverschiebungs- und Volumena¨nderungsschritte
verletzt werden kann. Jedoch bedeutet der stetige Wechsel zwischen MD-Teilla¨ufen und
MC-Blo¨cken, daß die Detailed-balance-Bedingung um so weniger erfu¨llt wird, je mehr Teil-
chenu¨berfu¨hrungsversuche innerhalb eines einzelnen MC-Blocks unternommen werden.
Auch deshalb ko¨nnen allzuviele Transferversuche die Simulationsergebnisse verfa¨lschen.
Wenn ein beim Abstand Null divergierendes Potential eingesetzt wird, so kann der MC-
Teil des MD-MC-Hybridverfahrens (genauso wie eine GEMC-Simulation) beschleunigt
werden, indem jeder Teilchenu¨berfu¨hrungsversuch nach dem o. a. Schema verworfen wird,
sobald registriert wird, daß sich die im dritten Schritt des Schemas gewa¨hlte Einsetz-
position allzunahe an einem schon vorhandenen Teilchen befindet. (Die entsprechenden
Absta¨nde werden ja zur Berechnung von ∆Uad in diesem Schritt gebraucht.) Das o. a.
Schema eines Teilchentransferversuchs, das fu¨r die Quellung eines Gels durch eine bina¨re
Lo¨sungsmittelmischung gilt, kann (durch gezielte Vereinfachung) direkt auf Gelquellungs-
simulationen mit einem Reinstoff als Quellungsmittel und auf Phasengleichgewichte ohne
Beteiligung eines Netzwerkes u¨bertragen werden.
Wie bei GEMC-Simulationen ist es auch beim MD-MC-Hybridverfahren mo¨glich, das
gesamte Volumen beider Simulationsschachteln anstelle des Drucks vorzugeben. Simula-
tionen mit vordefiniertem Gesamtvolumen eignen sich zwar nicht fu¨r Gelquellungsexpe-
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rimente, wohl aber z. B. zur Behandlung von Gas-Flu¨ssigkeits-Gleichgewichten. Ein sol-
ches Gleichgewicht eines Reinstoffes muß sogar bei konstantem Gesamtvolumen simuliert
werden. Die Molekulardynamik–Monte-Carlo–Hybridmethode bei konstantem Gesamt-
volumen unterscheidet sich von dem oben beschriebenen MD-MC-Hybridverfahren bei
vorgegebenem Druck nur darin, wie der Parameter η des Berendsen-Barostaten berechnet
wird. Schließlich gibt es im Falle eines konstanten Gesamtvolumens keinen vorgegebenen
Soll-Druck, der in Gl. (1.97) eingesetzt werden kann. Im Programm MD MC.f wird der
Barostatenparameter η(i) einer jeden Schachtel i (i = 0, 1) zuerst analog zu Gl. (1.97)
angena¨hert, also ein vorla¨ufiger Wert η
(i)
prelim berechnet, wobei der momentane Druck der







· [pi(1−i) − pi(i)] , i = 0, 1 (1.164)
mit der isothermen Kompressibilita¨t κT
(i) des Systems in Schachtel i, der fu¨r Schachtel i
gewa¨hlten Druckrelaxationszeit τp
(i) und dem momentanen Druck pi in beiden Schachteln.
Anschließend mu¨ssen η(0) und η(1) so korrigiert werden, daß das Gesamtvolumen Vtot =
V (0) + V (1) beider Schachteln erhalten bleibt. Dazu wird im Programm MD MC.f die
vorla¨ufige Volumena¨nderung ∆V
(i)
prelim jeder Schachtel i im aktuellen MD-Zeitschritt, wie















, i = 0, 1 (1.165)
mit dem MD-Zeitschritt ∆t und dem Volumen V (i) der Schachtel i zu Beginn des ak-
tuellen Zeitschrittes. Die Volumena¨nderung ∆V
(i)
prelim mit dem kleineren Absolutbetrag
(i = 0 oder 1) wird endgu¨ltig umgesetzt, d. h. ∆V (i) = ∆V
(i)
prelim; und bei der anderen
Schachtel 1− i wird die entgegengesetzt gleiche Volumena¨nderung ∆V (1−i) = −∆V (i)prelim
angewendet. Aus diesen Volumena¨nderungen werden die Barostatenparameter beider












, i = 0, 1 . (1.166)
Die Na¨herung η(i) = ∆V (i)/(3 ∆t V (i)) + O(∆t), also die Umkehrung der Gl. (1.165),
kann hier nicht verwendet werden, weil das Gesamtvolumen beider Schachteln nicht nur
na¨herungsweise, sondern exakt zu erhalten ist.
Die hier beschriebene Molekulardynamik–Monte-Carlo–Hybridmethode ist u. a. am Bei-
spiel des Gas-Flu¨ssigkeits-Gleichgewichtes einer Mischung zweier Lennard-Jones-Fluide
getestet worden: Wie in Abb. 3.16 zu erkennen ist, stimmen die in dieser Arbeit
mittels des MD-MC-Hybridverfahrens erhaltenen Ergebnisse mit den von Panagio-
topoulos et al. vero¨ffentlichten Daten, die aus Monte-Carlo-Simulationen (z. T. im
Gibbs-Ensemble) stammen, sehr gut u¨berein (Details in Abschnitt 3.5.1 zu finden).
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Wie die Gibbs-Ensemble–Monte-Carlo(GEMC)–Simulation ermo¨glicht auch die MD-MC-
Hybridmethode, ein Phasengleichgewicht eines Mehrkomponentensystems mittels einer
einzigen Simulation abzuhandeln, ohne daß chemische Potentiale bei mehreren Dru¨cken
und Zusammensetzungen bestimmt werden mu¨ssen oder die Eigenschaften der Bulk-
Phasen durch Grenzfla¨cheneffekte verfa¨lscht werden. Dabei werden die Dichte und Zusam-
mensetzung der beiden koexistierenden Phasen automatisch erhalten. Auch Simulationen
mit dem MD-MC-Hybridverfahren sind in der Na¨he eines kritischen Punktes nicht lange
stabil. Wird ein dichtes System simuliert, so werden auch bei der MD-MC-Hybridmethode
sehr viele Teilchenu¨berfu¨hrungsversuche beno¨tigt, weil die Akzeptanzwahrscheinlichkeit
des MC-Schrittes sehr kleine Werte annimmt. Jedoch ko¨nnen die Teilchenbewegung und
die Volumenanpassung sowohl bei dichten Phasen als auch bei komplexen Systemen im
MD-Teil der MD-MC-Hybridmethode einfacher als in einer MC-Simulation behandelt
werden. Die Verteilung der erzeugten Zusta¨nde entspricht beim MD-MC-Hybridverfahren
– anders als bei GEMC-Simulationen – keinem Ensemble der statistischen Mechanik.
1.6.3 Weitere Zwei-Schachtel-Simulationsverfahren
Werden dichte Systeme (z. B. durch explizite Lo¨sungsmittel gequollene Netzwerke) bzw.
komplexe Teilchen (Moleku¨le) mittels reiner Monte-Carlo(MC)-Verfahren behandelt, so
werden – wie schon gesagt – viele MC-Schritte nur mit geringer Wahrscheinlichkeit ak-
zeptiert. Insbesondere sind Versuche, Teilchen in eine Simulationsschachtel einzusetzen,
aus einer solchen zu entfernen oder von einer Schachtel in die andere zu u¨berfu¨hren, wie
sie z. B. bei µV T -MC-Simulationen und bei Gibbs-Ensemble–Monte-Carlo–Simulationen
unternommen werden, nur selten erfolgreich, wenn keine speziell an das zu simulierende
System angepaßten, schwierig zu konstruierenden MC-Schritte verwendet werden. Auch
bei allen auf Molekulardynamik (MD) basierenden Methoden, bei denen Teilchen mit-
tels MC-Schritten eingesetzt, entfernt oder u¨berfu¨hrt werden, also z. B. bei µV T -MD-
Simulationen und bei der in Abschnitt 1.6.2 beschriebenen MD-MC-Hybridmethode, wird
dasselbe Problem beobachtet. Eine mo¨gliche Lo¨sung besteht darin, ein Teilchen oder meh-
rere Teilchen nicht plo¨tzlich als Ganzes, sondern allma¨hlich einzusetzen, zu entfernen oder
zu u¨berfu¨hren. Werden derartige MD-Simulationen in einer Schachtel ausgefu¨hrt, so gibt
es also mindestens ein
”
Partialteilchen“, dessen Wechselwirkung mit den anderen Teil-
chen mit einem zwischen null und eins (einschließlich) liegenden Faktor skaliert wird
(siehe Abschnitt 8.2.5 in [9]). Im Falle von Zwei-Schachtel-Simulationen kann mindestens
ein Teilchen zwischen den beiden Schachteln aufgeteilt werden, so daß es zeitweise weder
in der einen noch in der anderen Schachtel vollsta¨ndig zu finden ist (siehe Abschnitt 9.3
in [9]). Da die Teilchen in der jeweiligen Schachtel nicht plo¨tzlich auftauchen bzw. ver-
schwinden, kann das entsprechende System wa¨hrend der Hinzufu¨gung bzw. Entnahme
von Teilchen allma¨hlich a¨quilibrieren, was die A¨nderung der Teilchenzahl vereinfacht. Be-
sonders weitgehend umgesetzt wird diese Idee bei der von Kotelyanskii und Hentschke
[61, 62] vorgeschlagenen Gibbs-Ensemble-Molekulardynamik (GEMD), bei der alle Teil-
chen gleichzeitig zwischen beiden Simulationsschachteln aufgeteilt werden ko¨nnen. Da ein
paar Resultate der vorliegenden Arbeit mit Literaturwerten, die mittels der vereinfachten
GEMD-Variante nach Aydt (und Hentschke) [13, 63] erhalten worden sind, verglichen
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werden, wird diese Variante im folgenden Abschnitt 1.6.3.1 vorgestellt. Die konzeptio-
nell anspruchsvolle GEMD wird z. B. in den Originalarbeiten [61, 62] ausfu¨hrlich behan-
delt und gerechtfertigt. Ein wesentlicher Nachteil des Verfahrens besteht darin, daß diese
GEMD nur unter erheblichen Schwierigkeiten praktisch umgesetzt werden kann, denn die
Simulationen werden stark von technischen Details und deren sehr komplexen Zusam-
menspiel beeinflußt, und es treten unphysikalische Pha¨nomene auf [64]. Eine andere – im
Gegensatz zur GEMD konzeptionell einfache – Zwei-Schachtel-Simulationsmethode be-
ruht ausschließlich auf der Gleichheit des(r) chemischen Potentials(e) als Bedingung fu¨r
das chemische Gleichgewicht: die in Abschnitt 1.6.3.2 beschriebene Molekulardynamik mit
Regelung der chemischen Potentialdifferenz, bei der jedes Teilchen genau einer Schachtel
zugeordnet wird. Bei einer solchen MD-Simulation wird das chemische Potential einer
jeden zu u¨berfu¨hrenden Teilchensorte in beiden Schachteln quasikontinuierlich berechnet,
und einzelne Teilchen werden aus der Schachtel ho¨heren chemischen Potentials in die
Schachtel niedrigeren Potentials u¨berfu¨hrt. Auch mit dieser Methode sind Literaturwerte,
mit denen einige Ergebnisse dieser Arbeit verglichen werden, gewonnen worden.
1.6.3.1 Vereinfachte Gibbs-Ensemble-Molekulardynamik
In diesem Abschnitt wird die vereinfachte Gibbs-Ensemble-Molekulardynamik (GEMD)
nach Aydt (und Hentschke) [13, 63] vorgestellt, ohne das Verfahren im Detail zu be-
gru¨nden oder mit der urspru¨nglichen GEMD zu vergleichen. Bei dieser Zwei-Schachtel-
Simulationsmethode braucht sich kein einziges Teilchen ausschließlich in einer Schachtel
zu befinden, sondern alle Teilchen ko¨nnen gleichzeitig zwischen den beiden Schachteln
aufgeteilt werden. Dazu wird jedem Teilchen i neben den kartesischen Koordinaten ~ri
ein vierter Freiheitsgrad zugeordnet: die Transfervariable ξi, die praktisch den Anteil des
Teilchens, der sich in Schachtel 1 befindet, angibt. Die Transfervariable kann alle reellen
Werte zwischen null und eins (einschließlich), aber keinen anderen Wert annehmen. Die
Grenzfa¨lle ξi = 0 und ξi = 1 besagen, daß sich Teilchen i vollsta¨ndig in Schachtel 0 bzw. 1
befindet. Ein Teilchen i mit 0 < ξi < 1 liegt in einem unphysikalischen U¨bergangszustand
vor und wechselwirkt in beiden Schachteln, in denen es dieselbe Position ~ri und dieselbe
Geschwindigkeit ~vi besitzt. Bei einem komplexen Teilchen nehmen die Transfervariablen
aller Wechselwirkungszentren denselben Wert an, so daß ein Moleku¨l nicht atomweise,
sondern als Ganzes von einer Schachtel in die andere u¨berfu¨hrt wird und die intramole-
kularen Wechselwirkungen nicht durch Transfervariablen beeinflußt werden.
Die (intermolekularen) nichtbindenden Wechselwirkungen liefern bei der GEMD den fol-
genden Gesamtbeitrag Unb zur potentiellen Energie U des Systems:






























mit den Positionen {~r} = ~r1, ~r2, ~r3, . . . , ~rNtot der insgesamt Ntot Teilchen in den beiden
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Schachteln und deren Transfervariablen {ξ} = ξ1, ξ2, ξ3, . . . , ξNtot , den Schachtelvolumi-
na V (0) und V (1), den unter Beru¨cksichtigung der Konvention des na¨chsten Bildes fu¨r jede
einzelne Schachtel k (k = 0, 1) separat berechneten Teilchenabsta¨nden r
(k)
ij = |~ri − ~rj|,
den nichtbindenden (effektiven) Paarwechselwirkungen unbij zwischen Teilchen i und j so-
wie dem Transferpotential g. Die beiden Doppelsummen erstrecken sich u¨ber alle diskreten
Teilchenpaare (i, j) mit i < j. Die erste Doppelsumme beschreibt den Beitrag der Schach-
tel 1 zur potentiellen Energie des Systems und die zweite den Beitrag der Schachtel 0. Mit
Hilfe des letzten Terms in Gl. (1.167), der Summe u¨ber alle Teilchen, kann die Teilchen-
zahl im U¨bergangszustand zusa¨tzlich beeinflußt werden. Der Abstand r
(k)
ij zweier Teilchen i
und j in Schachtel k ha¨ngt nicht nur von den (in beiden Schachteln identischen) Teilchen-
positionen ~ri und ~rj ab, sondern wegen der Konvention des na¨chsten Bildes auch von den
Schachtella¨ngen bzw. den Volumina der Simulationswu¨rfel. Also ko¨nnen zwei Teilchen,
die sich im U¨bergangszustand befinden und folglich in beiden Schachteln miteinander
wechselwirken, zwei unterschiedliche Absta¨nde besitzen (r
(0)
ij 6= r(1)ij ). Deshalb ha¨ngt die
potentielle Energie Unb auch von den Volumina V (0) und V (1) ab. Das Transferpotential g
kann ziemlich frei gewa¨hlt werden, sofern es die folgenden Bedingungen erfu¨llt:
• Keine Schachtel wird bevorzugt, d. h. g(0) = g(1).
• Allein die Tatsache, daß sich ein Teilchen i im U¨bergangszustand befindet, erho¨ht
die potentielle Energie: g(ξi) > g(0) fu¨r 0 < ξi < 1.
• Das Transferpotential muß bewirken, daß sich nach der A¨quilibrierung des Systems
nur wenige, aber nicht vernachla¨ssigbar wenige Teilchen im U¨bergangszustand be-
finden. Einerseits sto¨ren die Teilchen im unphysikalischen U¨bergangszustand das
System, so daß die richtigen Ensemblemittelwerte nur mit wenigen Transferteil-
chen angena¨hert werden ko¨nnen. Andererseits darf das Transferpotential die Teil-
chenu¨berfu¨hrung zwischen den Schachteln nicht vo¨llig unterbinden, damit u¨ber-
haupt ein Gleichgewicht eingestellt werden kann.
Aydt (et al.) [13, 63] verwenden das folgende Transferpotential:
g(ξi) =
{
ω [tanh(νξi) + tanh (ν(1− ξi))− 1] fu¨r 0 ≤ ξi ≤ 1
∞ sonst (1.168)
mit den Konstanten ω und ν. Wa¨hrend der Parameter ω im wesentlichen die Ho¨he der
Potentialbarriere definiert, bestimmt der Parameter ν die Steilheit des Potentials g in der
Na¨he von ξi = 0 und ξi = 1 und somit die Breite des Potentialwalls. Durch die Wahl der bei-
den Parameter des Transferpotentials kann die Anzahl der Teilchen im U¨bergangszustand
gesteuert werden. Wenn sich mindestens ein Teilchen im unphysikalischen U¨bergangs-
zustand aufha¨lt, sind die Teilchenzahlen in den einzelnen Schachteln und einige andere
Gro¨ßen wie die Dichten nicht eindeutig festgelegt. Deshalb werden die Teilchenzahl in
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(entsprechende Definitionen fu¨r andere Gro¨ßen). Die notwendige Bedingung, daß die Ge-
samtteilchenzahl erhalten bleibt, wird hier gema¨ß Ntot = N
(0) +N (1) = const. erfu¨llt.
Zahlreiche nichtbindende Paarwechselwirkungen, wie z. B. das Lennard-Jones-
Potential uLJij nach Gl. (1.7), divergieren bei kleinen Absta¨nden: u
LJ
ij (rij) → ∞ fu¨r
rij → 0. Dies kann zu numerischen Problemen fu¨hren, wenn sich zwei Teilchen i
und j, die sich fast vollsta¨ndig in verschiedenen Schachteln befinden (z. B. ξi ≈ 0 und
ξj ≈ 1) und folglich praktisch nicht miteinander wechselwirken sollten, in einer Schachtel
sehr nahe kommen (z. B. r
(1)
ij ≈ 0), so daß der entsprechende Beitrag zur potentiellen
Energie nach Gl. (1.167) [z. B. uLJij (r
(1)
ij ) · ξiξj] u¨berma¨ßig groß wird. Zur Erho¨hung der
numerischen Stabilita¨t des Algorithmus werden solche Geisterkollisionen entscha¨rft,
indem jede divergente Paarwechselwirkung bei kleinen Absta¨nden durch die parabolische
Funktion ucapij ersetzt wird:
ucapij (rij) = −χij · (rij + b)2 + ζij (1.170)
mit zu definierenden Konstanten χij > 0, ζij und b. (Mit einer Wahl b 6= 0 wird der
Scheitelpunkt der Parabel so verschoben, daß die ucapij entsprechende Kraft beim Abstand
Null nicht verschwindet.) Bei Aydt (et al.) [13, 63] wird das begrenzte Lennard-Jones-




ucapij (rij) fu¨r rij < dij
uLJij (rij) fu¨r dij ≤ rij < rcut
0 fu¨r rij ≥ rcut
(1.171)
mit der Parabelfunktion ucapij nach Gl. (1.170), dem Lennard-Jones-Potential u
LJ
ij z. B.
nach Gl. (1.7), einer sogenannten inneren Wechselwirkungsgrenze dij und der Wechsel-
wirkungsgrenze rcut. Die Parameter χij und ζij der Parabelfunktion werden (bei vorge-
gebenem b) so bestimmt, daß das Potential unbij und die erste Ableitung an der inneren
Wechselwirkungsgrenze stetig sind. Die innere Wechselwirkungsgrenze dij ist so zu wa¨hlen,
daß die beiden folgenden Anforderungen erfu¨llt werden: Zum einen muß der Einfluß un-
physikalischer Geisterkollisionen ausgeschaltet oder zumindest auf ein akzeptables Maß
reduziert werden, was eine untere Grenze fu¨r dij definiert; zum anderen darf die Para-
belfunktion ucapij die Wechselwirkung zwischen Teilchen, die sich praktisch in derselben
Schachtel befinden, nicht oder zumindest kaum beeinflussen, so daß der kleinste bei einer
Ein-Schachtel-Simulation beobachtete Teilchenabstand eine obere Grenze fu¨r dij darstellt.
Zum Beispiel kann bei Lennard-Jones-Systemen ha¨ufig dij = 0,7 σij mit dem Abstands-
parameter σij gewa¨hlt werden.
Zur Beschreibung der Teilchenbewegung im dreidimensionalen Raum, also der zeitli-
chen Entwicklung der Teilchenpositionen und -geschwindigkeiten, wird auch bei GEMD-
Simulationen die Kraft ~Fi auf jedes einzelne Teilchen i gebraucht; und diese Kraft ha¨ngt
im allg. von den Positionen {~r} und Transfervariablen {ξ} aller Teilchen ab:
~Fi({~r}, {ξ}, V (0), V (1)) = −~∇~riU({~r}, {ξ}, V (0), V (1)) , i = 1, 2, 3, . . . , Ntot (1.172)
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mit der gesamten potentiellen Energie U , die neben dem Beitrag Unb der nichtbindenden
Wechselwirkungen nach Gl. (1.167) auch die Beitra¨ge der intramolekularen Wechselwir-
kungen entha¨lt. Die zeitliche A¨nderung der Transfervariablen {ξ} wird bei der GEMD
mittels der folgenden Bewegungsgleichungen, die den Newtonschen Bewegungsgleichun-
gen (1.35) fu¨r die Teilchenpositionen {~r} entsprechen, behandelt:
m
(ξ)
i · ξ¨i = −
∂
∂ξi
Unb({~r}, {ξ}, V (0), V (1)) , i = 1, 2, 3, . . . , Ntot (1.173)
mit der zur Teilchenmasse mi proportionalen Transfermasse m
(ξ)
i eines jeden Teilchens i.
Die Temperatur des Systems wird mit Hilfe des Berendsen-Thermostaten geregelt, indem
die Teilchengeschwindigkeiten {~v} gleichma¨ßig skaliert werden, ohne daß die Zeitablei-
tungen der Transfervariablen beeinflußt werden. Zur Druckregelung dient der Berendsen-
Barostat, wobei in beiden Schachteln ein gemeinsamer Soll-Druck vorgegeben wird. Die
La¨ngen der Simulationsschachteln, nicht jedoch die Teilchenpositionen werden skaliert.
Die hier dargestellte deterministische GEMD umfaßt ausschließlich Verfahren der
Molekulardynamik (also keine Monte-Carlo-Schritte) und ermo¨glicht die gleichzeitige
U¨berfu¨hrung aller Teilchen. Aydt et al. [63] kommen zum Ergebnis, daß der GEMD-
Algorithmus dazu geeignet ist, ziemlich große Moleku¨le zwischen dichten Phasen zu
u¨berfu¨hren. Allerdings treten bei der praktischen Umsetzung der GEMD große Probleme
auf [64] (siehe Seite 95).
1.6.3.2 Molekulardynamik mit Regelung der chemischen Potentialdifferenz
Ein System befindet sich genau dann im chemischen Gleichgewicht, wenn das chemi-
sche Potential jeder Komponente u¨berall, also bei Systemen aus mehreren Phasen in
allen Phasen gleich ist. Befindet sich ein System nicht im chemischen Gleichgewicht,
so fließt jede Komponente aus den Gebieten (Phasen), in denen sie ein ho¨heres che-
misches Potential als in anderen besitzt, in die Gebiete (Phasen) niedrigeren chemischen
Potentials, bis dadurch das Gleichgewicht erreicht wird. Ausgehend von diesen Tatsa-
chen, ist ein konzeptionell sehr einfaches Zwei-Schachtel-Simulationsverfahren entwickelt
worden. Bei dieser Methode werden beide Systeme eine Zeitlang mittels Molekulardy-
namik (MD) ohne jegliche Teilchenu¨berfu¨hrung simuliert, also z. B. zwei unabha¨ngige
NpT -MD-Simulationen bei derselben Soll-Temperatur und demselben Soll-Druck aus-
gefu¨hrt, wobei in beiden Schachteln das chemische Potential einer jeden zu u¨berfu¨hren-
den Teilchensorte berechnet wird. Bei jeder Komponente wird nach einer vorgegebenen
Zeit (mindestens) ein Teilchen aus der Schachtel, in der diese Komponente das ho¨here
chemische Potential besitzt, in die andere Schachtel (mit niedrigerem chemischen Po-
tential) u¨berfu¨hrt. Die MD-Simulation mit Bestimmung der chemischen Potentiale und
der Teilchentransfer werden im fortlaufenden Wechsel wiederholt, so daß die chemischen
Potentiale quasikontinuierlich berechnet und die Teilchenzahlen in den beiden Schach-
teln auf Basis der chemischen Potentialdifferenz(en) angepaßt werden, wobei die Ge-
samtteilchenzahl einer jeden Komponente in beiden Schachteln erhalten bleibt. Die Teil-
chenu¨berfu¨hrung, die (prinzipiell) den Betrag der chemischen Potentialdifferenz aller
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Komponenten vermindert, wechselt sich also stetig mit der Berechnung der jeweiligen
chemischen Potentialdifferenz ab, d. h. dieses Verfahren regelt die (quasikontinuierlich
berechnete) chemische Potentialdifferenz mit dem Soll-Wert Null, so daß die Methode in
der vorliegenden Arbeit als
”
Molekulardynamik mit Regelung der chemischen Potential-
differenz“ bezeichnet wird. Hier werden die Teilchen – anders als bei der Gibbs-Ensemble-
Molekulardynamik (GEMD) – plo¨tzlich u¨berfu¨hrt, und jedes Teilchen wird zu jedem Zeit-
punkt eindeutig einer bestimmten Schachtel zugeordnet, so daß die potentielle Energie
und andere Gro¨ßen – wie bei Gibbs-Ensemble–Monte-Carlo(GEMC)–Simulationen und
bei der Molekulardynamik(MD)–Monte-Carlo(MC)–Hybridmethode – fu¨r beide Schach-
teln getrennt voneinander berechnet werden ko¨nnen. Jedoch kann z. B. der Beitrag der
nichtbindenden Wechselwirkungen zur potentiellen Energie des Gesamtsystems aus beiden
Schachteln auch analog zu der bei der GEMD gu¨ltigen Gl. (1.167) berechnet werden, wobei
die Transfervariablen ξi (i = 1, 2, 3, . . . , Ntot) aller Ntot Teilchen ausschließlich die ganz-
zahligen Werte Null und Eins annehmen ko¨nnen. Die Molekulardynamik mit Regelung
der chemischen Potentialdifferenz kann wie MD-MC-Hybrid- und GEMC-Simulationen
nicht nur bei vorgegebenem Druck, sondern auch bei konstantem Gesamtvolumen beider
Schachteln durchgefu¨hrt werden. Bei Gelquellungsexperimenten wird aber der Druck, bei
dem die Netzwerk- und die Lo¨sungsmittelschachtel simuliert werden, vorgegeben; und aus-
schließlich die Lo¨sungsmittelteilchen werden zwischen den Schachteln u¨berfu¨hrt, so daß
nur das chemische Potential einer jeden Lo¨sungsmittelkomponente bestimmt zu werden
braucht.
An dieser Stelle werden Details einer bestimmten Variante der Molekulardynamik mit
Regelung der chemischen Potentialdifferenz, na¨mlich der Version nach Lu und Hentsch-
ke [28, 65, 66], angegeben, denn nur diese Variante ist fu¨r die vorliegende Arbeit rele-
vant. Bei den MD-Teilla¨ufen werden die Temperatur und der Druck in beiden Schachteln
mit dem Berendsen-Thermostaten bzw. -Barostaten geregelt. Das chemische Potential
wird nach Gl. (1.142) als Summe eines idealen und eines Exzeßanteils berechnet, wobei
die einzelnen Anteile mittels fu¨r NpT -Simulationen geeigneter Formeln bestimmt wer-
den: Der ideale Anteil wird gema¨ß Gl. (1.151), der Exzeßanteil isotroper Teilchen mit-
tels der Widom-Methode nach Gl. (1.147) und der Exzeßanteil linearer Ketten mittels
der Rosenbluth-Methode nach einer fu¨r NpT -Simulationen geeigneten Version [65] der
Gl. (1.156) erhalten. Bei der Version nach Lu et al. wird genau dann, wenn der Betrag der
chemischen Potentialdifferenz einen vorgegebenen Mindestwert erreicht, ein und nur ein
zufa¨llig gewa¨hltes Teilchen u¨berfu¨hrt, was zu folgenden wichtigen Konsequenzen fu¨hrt:
• Zum einen findet bei fast gleichen chemischen Potentialen in beiden Schachteln kein
Teilchentransfer statt, so daß – zumindest im Prinzip – u¨berflu¨ssige Oszillationen
der Teilchenzahlen nahe am bzw. im Gleichgewicht vermieden werden. Falls kein
Teilchen u¨berfu¨hrt wird, so wird ein weiterer MD-Teillauf mit unvera¨nderten Teil-
chenzahlen ausgefu¨hrt, und auf Basis der dabei ermittelten chemischen Potentiale
wird erneut entschieden, ob und ggf. von welcher Schachtel in welche Schachtel ein
Teilchen u¨berfu¨hrt wird. Somit ko¨nnen in der Na¨he des Gleichgewichts viele MD-
Teilla¨ufe ohne Teilchentransfer unmittelbar aufeinanderfolgen.
• Zum anderen wird auch dann, wenn sich die chemischen Potentiale in den beiden Si-
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mulationsschachteln sehr stark voneinander unterscheiden, nur ein einziges Teilchen
zwischen zwei MD-Teilla¨ufen u¨berfu¨hrt, so daß das Gleichgewicht insbesondere bei
großen Systemen im allg. nur sehr langsam eingestellt wird.
Bei der von Lu et al. benutzten Variante der Molekulardynamik mit Regelung der che-
mischen Potentialdifferenz werden die Teilchenpositionen bei der U¨berfu¨hrung von ei-
ner Schachtel in die andere nicht vera¨ndert, d. h. jedes u¨berfu¨hrte Teilchen erha¨lt in der
Schachtel, in die es eingesetzt wird, die Position, die es in der Schachtel, aus der es
entfernt wird, innegehabt hat. Da die Teilchenpositionen in beiden Schachteln nicht mit-
einander korreliert sind, wird das Teilchen also an einer zufa¨lligen (willku¨rlichen) Stelle
eingesetzt (
”
random sampling“ der Einsetzpositionen). Dies gilt auch fu¨r die Positionen
einzelner Glieder kettenartiger Teilchen, so daß auch die Konformationen der Ketten beim
Transfer unvera¨ndert bleiben. Obwohl schon wegen der Temperatur- und Druckregelung
nach Berendsen keine Verteilung, die einem der u¨blichen Ensembles der statistischen Me-
chanik entspricht, erzeugt wird, muß eine derartige Teilcheneinsetzung als bedenklich
betrachtet werden, denn so werden unverha¨ltnisma¨ßig viele hochenergetische Konfigu-
rationen mit kleinen Teilchenabsta¨nden generiert. Dies widerspricht auch der Idee des
”
importance sampling“, wie es z. B. bei Monte-Carlo-Simulationen nach dem Metropolis-
Schema angewendet wird. Ein solches Problem kann bei MD-MC-Hybrid- und GEMC-
Simulationen grundsa¨tzlich nicht auftreten, weil die Akzeptanzwahrscheinlichkeit des Teil-
chenu¨berfu¨hrungsschrittes u. a. von der Einsetzposition abha¨ngt. Bei der hier betrachteten
MD mit Regelung der chemischen Potentialdifferenz muß vorausgesetzt werden, daß das
durch eine Teilcheneinsetzung gesto¨rte System schnell a¨quilibriert, so daß der Einfluß,
den die wenigen durch Teilcheneinsetzung erzeugten hochenergetischen Konfigurationen
auf die simulierten Mittelwerte ausu¨ben, vernachla¨ssigt werden kann. Die Tatsache, daß
durch die praktisch gleichverteilt zufa¨llige Teilcheneinsetzung vermieden wird, niederener-
getische Konfigurationen willku¨rlich zu bevorzugen, kann als einziger Vorteil angefu¨hrt
werden. Jedoch handelt es sich dabei nur scheinbar um ein sinnvolles Argument, denn die
Entscheidung, ob und ggf. in welcher Weise ein Teilchen u¨berfu¨hrt wird, (Berechnung che-
mischer Potentiale) einerseits sowie die eigentliche U¨berfu¨hrung andererseits erfolgen bei
der MD mit Regelung der chemischen Potentialdifferenz unabha¨ngig voneinander (anders
als bei MD-MC-Hybrid- und GEMC-Simulationen).
Obwohl die Molekulardynamik mit Regelung der chemischen Potentialdifferenz prinzipiell
ein sehr einfaches Verfahren ist, treten bei der praktischen Umsetzung ha¨ufig erhebliche
Probleme auf, weil chemische Potentiale explizit – und zwar quasikontinuierlich! – berech-
net werden mu¨ssen und weil die Teilchen – wie gerade beschrieben – willku¨rlich eingesetzt
werden. Die Berechnung chemischer Exzeßpotentiale ist insbesondere in dichten Phasen
mit sehr wenigen
”
Lo¨chern“ oft sehr aufwendig (siehe S. 77 in Abschnitt 1.5.3), so daß die
chemischen Potentiale in den kurzen Zeitspannen der MD-Teilla¨ufe nicht beliebig genau
bestimmt werden ko¨nnen. Die chemischen Potentiale mu¨ssen jedoch mindestens so genau
berechnet werden, daß die Richtung der Teilchenu¨berfu¨hrung zuverla¨ssig ermittelt wer-
den kann, d. h. aus welcher Schachtel ein Teilchen in welche Schachtel zu u¨berfu¨hren ist.
Da die dazu ggf. notwendigen vielen Testteilcheneinsetzungen und langen MD-Teilla¨ufe
sehr viel Rechenzeit beanspruchen, muß stets zwischen der erforderlichen Genauigkeit
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und der Dauer der Simulation abgewogen werden. Deshalb wird hier detailliert darge-
legt, wie genau die chemischen Potentiale mindestens berechnet werden mu¨ssen und was
geschieht, wenn sie zu ungenau berechnet werden. Damit richtige Simulationsergebnisse
erhalten werden, muß die chemische Potentialdifferenz, die aus einem MD-Teillauf ge-
wonnen wird, im Gleichgewicht mo¨glichst genauso oft kleiner als null (bzw. die negative
Mindestdifferenz fu¨r einen Teilchentransfer) wie gro¨ßer als null (bzw. die Mindestdifferenz
fu¨r eine Teilchenu¨berfu¨hrung) sein, weil dann genauso viele Teilchen von einer Schach-
tel in die andere u¨berfu¨hrt werden wie umgekehrt. Anders formuliert bedeutet dies: Der
Median der chemischen Potentialdifferenz muß
”
hinreichend nahe“ bei null liegen. Wird
eine Stichprobe aus endlich vielen Werten betrachtet, so versteht man unter dem Median
eine Zahl, die die Ha¨lfte der Stichprobe mit den gro¨ßeren Werten von der anderen Ha¨lfte
mit den kleineren Werten trennt. Genauer wird der Median einer Verteilung von Werten
so definiert, daß mindestens die Ha¨lfte der Werte kleiner als der Median oder genauso
groß wie dieser ist und daß mindestens die Ha¨lfte der Werte gro¨ßer als der Median oder
genauso groß wie dieser ist. Falls bei einer Molekulardynamiksimulation mit Regelung
der chemischen Potentialdifferenz das chemische Potential einer Phase (z. B. eines Ga-
ses) ziemlich genau und dasjenige einer anderen Phase (z. B. einer Flu¨ssigkeit) ungenau
berechnet wird, muß der Median des ungenauen chemischen Potentials
”
hinreichend ge-
nau“, also so genau ermittelt werden, wie das chemische Potential der anderen Phase zu
bestimmen ist. Jedoch sind die Werte, die bei der ungenauen Berechnung eines chemischen
Exzeßpotentials in einer dichten Phase erhalten werden, nicht symmetrisch um den exak-
ten Wert verteilt, sondern (viel) zu große Werte treten viel o¨fter als (etwas) zu kleine auf,
weil Geisterteilchen, die in
”
Lo¨cher“ eingesetzt werden, die entscheidenden Beitra¨ge zum
Exzeßpotential liefern, aber viele Konfigurationen kleiner dichter Systeme kein passendes
”
Loch“ besitzen und die seltenen
”
Lo¨cher“ bei zu wenigen Testteilcheneinsetzungen kaum
(wenn u¨berhaupt) registriert werden. Deshalb ist es nicht nur sinnlos, ungenau ermittelte
chemische Exzeßpotentiale nachtra¨glich zu mitteln (siehe Abschnitt 1.5.3, speziell S. 75:
Boltzmann-Faktor zu mitteln!), sondern auch der Median zahlreicher ungenauer Werte
ist im allg. (viel) zu groß, also sehr ungenau oder gar falsch. So ist z. B. im Rahmen der
vorliegenden Arbeit das Gas-Flu¨ssigkeits-Gleichgewicht eines Lennard-Jones-Reinstoffes
mittels Molekulardynamik mit Regelung der chemischen Potentialdifferenz simuliert wor-
den. Bei solchen Simulationen ist insbesondere bei niedrigen Temperaturen (nahe am
Tripelpunkt) beobachtet worden, wie sich eine zu geringe Zahl von Testteilcheneinset-
zungen in die Flu¨ssigphase auf das Ergebnis auswirkt. Wa¨hrend der Median der (grob)
ermittelten Werte fu¨r das chemische Potential der Flu¨ssigkeit signifikant gro¨ßer als das ex-
akte chemische Potential der Flu¨ssigphase ist, wird das chemische Potential der Gasphase
mit wenig Aufwand ziemlich genau bestimmt. Die Gasphase wird im Verlaufe der Simula-
tion so eingestellt, daß das chemische Potential der Gasphase im Mittel dem Median der
chemischen Potentiale der Flu¨ssigkeit gleicht, weil dann genauso viele Teilchen von der
Gasphasenschachtel in die Flu¨ssigphasenschachtel wie umgekehrt von der Flu¨ssigkeit in
die Gasphase u¨berfu¨hrt werden (s. o.). Deshalb werden das chemische Potential und folg-
lich die Dichte und der Druck der Gasphase, also auch der Dampfdruck zu groß berechnet
(z. T. nicht in linearer, sondern nur in logarithmischer Auftragung zu sehen). Auch die
(teilweise falschen) nachtra¨glich gemittelten chemischen Potentiale beider Phasen unter-
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scheiden sich voneinander. Wenn dieser Fehler vermieden werden soll, werden vor allem
bei tiefen Temperaturen viele Geisterteilcheneinsetzungen in die Flu¨ssigphase (und ggf.
viele statistisch unabha¨ngige Konfigurationen, also lange MD-Teilla¨ufe) gebraucht. Der
zentrale Punkt dieses Absatzes la¨ßt sich wie folgt zusammenfassen: Bei MD-Simulationen
mit Regelung der chemischen Potentialdifferenz mu¨ssen die chemischen Exzeßpotentiale
in den einzelnen MD-Teilla¨ufen (mindestens) so genau berechnet werden, daß der Me-
dian eines jeden chemischen Potentials in einer Phase so genau ermittelt wird, wie das
chemische Potential derselben Komponente in der anderen Phase zu bestimmen ist. Dar-
um werden in manchen Fa¨llen unbedingt extrem lange MD-Teilla¨ufe mit a¨ußerst vielen
Testteilcheneinsetzungen gebraucht.
Auch die Tatsache, daß bei der von Lu et al. [28, 65, 66] benutzten Version der MD mit
Regelung der chemischen Potentialdifferenz die u¨berfu¨hrten Teilchen an zufa¨lligen Stel-
len eingesetzt werden (s. o.), kann zu großen Problemen fu¨hren. Schließlich werden einige
Teilchen sehr nahe an schon vorhandenen eingefu¨gt, so daß das zusa¨tzliche Teilchen je-
weils eine starke Abstoßung erfa¨hrt und die entsprechende Konfiguration nicht nur eine
u¨berma¨ßig große potentielle Energie (s. o.), sondern auch einen extrem hohen momentanen
(Exzeß-)Druck besitzt. Dieser Effekt, der vor allem bei Teilcheneinsetzungen in dichten
Phasen (z. B. Flu¨ssigkeiten) auftritt, bewirkt das Artefakt, daß das Volumen der Simula-
tionsschachtel durch den Barostaten plo¨tzlich sehr stark vergro¨ßert (und danach wieder
verkleinert) wird, so daß die Schachtel im Mittel ein zu großes Volumen besitzt. Da das von
Lu et al. zur Beschreibung der nichtbindenden Wechselwirkungen verwendete Lennard-
Jones-Potential beim Abstand Null divergiert, muß es bei kleinen Absta¨nden durch ein
nichtdivergentes Potential ersetzt werden, damit numerisch stabile Simulationen durch-
gefu¨hrt werden ko¨nnen. Dazu wird die nichtbindende Wechselwirkung zweier Teilchen,
deren Abstand eine vorgegebene innere Wechselwirkungsgrenze unterschreitet, wie bei der
in Abschnitt 1.6.3.1 beschriebenen Gibbs-Ensemble-Molekulardynamik durch eine umge-
kehrte Parabel nach Gl. (1.170) modelliert, d. h. Lu et al. beschreiben alle nichtbindenden
Wechselwirkungen mit dem modifizierten begrenzten LJ-Potential nach Gl. (1.171). Durch
die Verwendung der parabolischen Funktion wird auch der momentane Druck von Konfi-
gurationen mit allzukleinen Teilchenabsta¨nden verringert, so daß die plo¨tzlichen starken
Volumenvergro¨ßerungen abgeschwa¨cht werden. Jedoch werden die Simulationsergebnisse
in diesem Fall von der gewa¨hlten inneren Wechselwirkungsgrenze d beeinflußt; und bei
der Wahl eines geeigneten Wertes sind die beiden folgenden Punkte abzuwa¨gen: Einer-
seits muß d mindestens so groß gewa¨hlt werden, daß auch bei einzelnen kleinen Teilchen-
absta¨nden keine allzuhohen momentanen Dru¨cke auftreten, also das oben beschriebene
Artefakt
”
hinreichend klein“ bleibt; andererseits darf d ho¨chstens so groß gewa¨hlt wer-
den, daß die Wechselwirkungen zwischen Teilchen, die sich schon
”
sehr lange“ in derselben
Schachtel befinden, nicht signifikant beeinflußt werden. Im Rahmen der vorliegenden Ar-
beit ist am Beispiel des Gas-Flu¨ssigkeits-Gleichgewichts des Lennard-Jones-Reinstoffes
bei einer Temperatur von 1,15 LJ-Einheiten untersucht worden, wie sich die Gro¨ße der in-
neren Wechselwirkungsgrenze d auf die Ergebnisse solcher MD-Simulationen auswirkt. Je
kleiner d gewa¨hlt wird, desto geringer wird die mittlere Flu¨ssigkeitsdichte und desto gro¨ßer
die mittlere potentielle Energie je Teilchen in der Flu¨ssigkeit. Wa¨hrend die simulierten
Mittelwerte z. B. bei d ≈ 0,7 σ (σ = Abstandsparameter des LJ-Potentials) kaum von d
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beeinflußt werden, ha¨ngen sie z. B. bei d ≈ 0,5 σ signifikant von d ab. Die momentanen
Werte schwanken bei d = 0,5 σ viel sta¨rker als bei d = 0,7 σ. Wa¨hrend bei d = 0,7 σ kaum
signifikante plo¨tzliche Volumenvergro¨ßerungen beobachtet werden, treten diese Artefakte
bei d = 0,5 σ deutlich auf. Simulationen bei d = 0,4 σ und bei d = 1,0 σ liefern keine
sinnvollen Resultate. Bei derartigen Simulationen des LJ-Fluids kann das Problem also
gelo¨st werden, indem ein geeigneter Wert fu¨r die innere Wechselwirkungsgrenze gewa¨hlt
wird (z. B. 0,6 σ . d . 0,9 σ sinnvoll bei T = 1,15 LJ-Einheiten). Allerdings kann nicht
vorausgesetzt werden, daß dies auch bei anderen (komplexeren) Systemen funktioniert.
Insbesondere bei Systemen, die nur langsam relaxieren und sich folglich nur allma¨hlich
von Sto¨rungen durch Teilcheneinsetzungen an ungu¨nstigen Positionen erholen, ko¨nnen
die Ergebnisse ggf. verfa¨lscht werden, wenn die MD-Teilla¨ufe zwischen den einzelnen Teil-
chenu¨berfu¨hrungen nicht allzulang sind. Deshalb ist bei derartigen Simulationen stets
zu u¨berpru¨fen, ob die Ergebnisse von der La¨nge der MD-Teilla¨ufe abha¨ngen. Die hier be-
schriebenen Probleme, die aus der Einfu¨gung von Teilchen in der Na¨he schon vorhandener
Teilchen resultieren, ko¨nnen selbstversta¨ndlich einfach dadurch vermieden werden, daß die
zu u¨berfu¨hrenden Teilchen nicht an willku¨rlich (zufa¨llig) gewa¨hlten Orten, sondern gezielt
in
”
Lo¨cher“ oder zumindest an
”
hinreichend geeigneten“ Positionen eingesetzt werden, so
daß das System schnell relaxieren kann. So kann z. B. auf die Anpassung der Position
des zu u¨berfu¨hrenden Teilchens verzichtet werden, wenn das aus der Schachtel mit dem
ho¨heren chemischen Potential zu entfernende Teilchen nicht zufa¨llig gewa¨hlt, sondern ge-
zielt so ausgesucht wird, daß es (unmittelbar nach dem Transfer) in der Schachtel mit
dem niedrigeren chemischen Potential eine mo¨glichst geringe potentielle Energie besitzt
[64]. Jedoch werden die Teilchen beim von Lu et al. benutzten Verfahren an willku¨rlichen
Orten eingesetzt (s. o.).
Dr. Zhong-Yuan Lu hat die in diesem Abschnitt behandelte Variante der MD mit Re-
gelung der chemischen Potentialdifferenz nach Lu und Hentschke [28, 65, 66] in einer
von Dr. Ewald Mirko Aydt modifizierten Version [13] des kommerziellen Programmpa-
kets AMBER 3.0 [67] implementiert. Ein fu¨r Simulationen mit dem LJ-Reinstoff (auch
als Quellungsmittel) geeignetes Programm von Z.-Y. Lu liegt dem Verfasser dieser Ar-
beit vor und ist fu¨r die o. a. Simulationen des Gas-Flu¨ssigkeits-Gleichgewichts des LJ-
Fluids benutzt worden. Urspru¨nglich war geplant, die Methode nach Lu et al. fu¨r die
Phasengleichgewichts- und Netzwerkquellungssimulationen der vorliegenden Arbeit (sie-
he Kap. 3) einzusetzen, also Z.-Y. Lus Programm einfach auf LJ-Mischungen zu erweitern.
Dieser Plan wurde u. a. wegen der mit dem Verfahren verbundenen Probleme (s. o.) auf-
gegeben, zumal sich Z.-Y. Lus AMBER-Version als a¨ußerst ineffizientes MD-Programm
erwies. Ferner hat sich gezeigt, daß die Molekulardynamik–Monte-Carlo–Hybridmethode
im allg. (insbesondere bei der Simulation von Gas-Flu¨ssigkeits-Gleichgewichten von LJ-
Fluiden fernab jeglicher kritischer Punkte) signifikant effizienter als die MD mit Regelung
der chemischen Potentialdifferenz ist.
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1.7 Simulation polarisierbarer Modelle
In den vorhergehenden Abschnitten dieser Arbeit werden nur Modelle, die ausschließlich
auf den in Abschnitt 1.3 beschriebenen effektiven Paarpotentialen basieren, behandelt. Bei
solchen Modellen wird die potentielle Energie des Systems als Summe effektiver Paarwech-
selwirkungen gema¨ß Gl. (1.2) angena¨hert, d. h. die in Gl. (1.1) enthaltenen Dreiko¨rper- und
weiteren Wechselwirkungen werden nicht explizit beru¨cksichtigt. Wenn sich ein Teilchen
(z. B. ein neutrales Moleku¨l) einem anderen (womo¨glich geladenen) Teilchen anna¨hert und
mit jenem wechselwirkt, so wird die Elektronenverteilung (nicht nur) des ersten Teilchens
deformiert, wobei Ladungsdichte verschoben wird, d. h. das Teilchen wird polarisiert. Die-
se Polarisation bewirkt jedoch, daß molekulare Wechselwirkungen nicht paarweise additiv
sind, denn ein Moleku¨l, das durch ein zweites polarisiert wird, wechselwirkt mit einem
dritten Moleku¨l anders, als es in Abwesenheit des zweiten Moleku¨ls (d. h. im unpolari-
sierten Zustand) mit dem dritten wechselwirken wu¨rde [68]. (Der Begriff
”
Polarisation“
bezeichnet hier und im folgenden ausschließlich die Elektronen-Verschiebungspolarisation,
also weder die Atom- bzw. Ionen-Verschiebungspolarisation, die aus der Verschiebung von
Atomkernen innerhalb eines Moleku¨ls oder von Ionen innerhalb eines Kristalls resultiert,
noch die Orientierungspolarisation, die auf die Ausrichtung permanenter Dipolmomen-
te im elektrischen Feld der Nachbarteilchen durch Drehung der Moleku¨le zuru¨ckzufu¨hren
ist.) Bei der gegenseitigen Polarisation verschiedener Teilchen handelt es sich also um eine
Mehrko¨rperwechselwirkung, die beim Einsatz von Paarpotentialen nicht explizit beru¨ck-
sichtigt wird. Dennoch werden Wasser und andere polare Flu¨ssigkeiten, deren Moleku¨le
sich in der Flu¨ssigphase gegenseitig stark polarisieren, ha¨ufig mittels effektiver Paarpoten-
tiale gut beschrieben, wenn die fixierten Ladungen so groß gewa¨hlt werden, daß Flu¨ssig-
keitseigenschaften hinreichend genau reproduziert werden (siehe Diskussion zu Beginn des
Abschnitts 1.3.3). So entspricht z. B. das Dipolmoment eines Wassermoleku¨ls des in Ab-
schnitt 1.3.3 beschriebenen SPC/E-Modells dem mittleren Dipolmoment der Moleku¨le in
der Flu¨ssigkeit und ist signifikant gro¨ßer als das Dipolmoment eines Wassermoleku¨ls in der
Gasphase, d. h. das induzierte Dipolmoment wird effektiv wie ein Teil des permanenten
Dipolmomentes behandelt. Solch eine Strategie wird in vielen Molekulardynamiksimula-
tionen verfolgt, weil solche unpolarisierbaren Modelle, die auf effektiven Paarpotentialen
basieren, einfacher zu programmieren sind und weniger Rechenzeit erfordern als komple-
xere Modelle. Jedoch ha¨ngt der induzierte Teil des Dipolmoments von den thermodyna-
mischen Bedingungen und der genauen Zusammensetzung der Flu¨ssigkeit ab, so daß ein
unpolarisierbares Modell eigentlich nur fu¨r einen Aggregatzustand des Reinstoffs unter den
thermodynamischen Bedingungen, unter denen das Modell parametrisiert worden ist, gilt.
Soll ein Modell auf verschiedene Phasen u¨bertragen oder fu¨r Mischungen unterschiedlicher
Zusammensetzung eingesetzt werden, so muß die Polarisation explizit beachtet, d. h. ein
polarisierbares Modell simuliert werden. Insbesondere in heterogenen Systemen (z. B. an
Grenzfla¨chen) muß die Variation der Elektronenverteilung explizit beru¨cksichtigt werden
[69].
Polarisierbare Modelle sind bereits sehr oft auf sogenannte Biomoleku¨le wie Proteine und
auf niedermolekulare Substanzen, insbesondere Wasser, angewendet worden [68, 69, 70].
In den letzten Jahren ist ein zunehmendes Interesse an einfachen, effizienten und trotz-
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dem allgemein anwendbaren polarisierbaren Kraftfeldern fu¨r Biomoleku¨le zu beobachten,
weil Polarisationseffekte in solchen Modellen explizit beru¨cksichtigt werden mu¨ssen, wenn
korrekte Simulationsergebnisse erhalten werden sollen [70]. Da die elektronischen Frei-
heitsgrade nur dann quantenmechanisch behandelt werden ko¨nnen, wenn kleine Systeme
mit Na¨herungen simuliert werden, wird die Polarisation im allg. in klassische Modelle ein-
gefu¨gt. In den U¨bersichtsartikeln von Rick und Stuart [68] sowie von Yu und van Gunste-
ren [70] werden verschiedene polarisierbare Modelle ausfu¨hrlich dargestellt und ihre Vor-
und Nachteile ero¨rtert. Bei vielen polarisierbaren Modellen wird die Polarisation mittels
induzierter Dipolmomente eingefu¨hrt [68, 69, 70]. Beim Drude-Oszillatormodell wird die
ra¨umliche Anordnung fixierter Partialladungen im Moleku¨l variiert, wobei jeder einzelne
Dipol durch ein Paar entgegengesetzt gleich großer Ladungen, die mittels einer harmoni-
schen Feder miteinander verbunden sind, repra¨sentiert wird. Wa¨hrend eine Ladung eines
solchen Paares eine feste Position im Moleku¨l einnimmt, ist die andere Ladung masselos
und beweglich, so daß der Abstandsvektor zwischen den beiden Ladungen und somit das
induzierte Dipolmoment stets parallel zum lokalen elektrischen Feld orientiert ist und die
Betra¨ge dieser Vektoren proportional zueinander sind, d. h. der Dipol besitzt eine isotro-
pe Polarisierbarkeit. Eine Alternative sind Modelle mit Punktdipolen, die ebenfalls eine
isotrope Polarisierbarkeit aufweisen und die sich jeweils an einer festen Position im Mo-
leku¨l befinden. Unter einem Punktdipol versteht man einen idealisierten Dipol der La¨nge
Null mit einem bestimmten (nicht verschwindenden) Dipolmoment; er repra¨sentiert den
Grenzwert einer Folge von Dipolen, bei denen die Ladungen zunehmen und der Abstand
abnimmt, so daß das Dipolmoment konstant bleibt. Die induzierten Dipolmomente der
Punktdipole mu¨ssen selbstkonsistent berechnet werden, denn jedes Dipolmoment ha¨ngt
vom lokalen elektrischen Feld ab, und das elektrische Feld wird durch alle anderen Dipole
beeinflußt. Ein Nachteil dieser Methode besteht darin, daß die Behandlung von Dipolen
mehr Rechenzeit erfordert als diejenige von Ladungen. Jedoch wird der Vorteil der feh-
lenden Dipol-Dipol-Wechselwirkungen beim oben beschriebenen Drude-Oszillatormodell
fast exakt durch die vierfache Anzahl der Ladungs-Ladungs-Wechselwirkungen aufgewo-
gen. Das Molekulardynamik-Modul sander des Programmpakets AMBER 4.1 [10, 11]
ermo¨glicht es, Moleku¨le, die induzierte Punktdipole neben fixierten Punktladungen auf-
weisen, zu simulieren, wobei die induzierten Dipolmomente iterativ bestimmt werden, d. h.
in jedem Iterationsschritt wird zuna¨chst das elektrische Feld an jeder Punktdipolpositi-
on aus allen gegebenen Dipolmomenten (und Punktladungen) ermittelt und anschließend
jedes Dipolmoment aus dem lokalen Feld errechnet. Dieses Verfahren ist jedoch rechen-
aufwendig [27].
Eine Alternative zu den oben beschriebenen Modellen, bei denen die Polarisation unmit-
telbar auf induzierten Dipolmomenten beruht, stellt das von Rappe´ und Goddard [26]
eingefu¨hrte Modell des Ladungsgleichgewichts dar [68, 69, 70]. Bei diesem Modell wird
die Gro¨ße der Partialladungen variiert, also der Umgebung (dem elektrischen Feld der
Nachbarmoleku¨le) angepaßt, ohne die Ladungspositionen im Moleku¨l oder die Gesamt-
ladung zu vera¨ndern. Dabei werden weder neue Wechselwirkungen (wie Punktdipole)
eingefu¨hrt, noch wird die Anzahl der Ladungs-Ladungs-Wechselwirkungen erho¨ht, so daß
das Ladungsgleichgewichtsmodell betra¨chtlich effizienter als die Modelle mit expliziten
induzierten Dipolmomenten simuliert werden kann und die explizite Beru¨cksichtigung
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der Polarisation keinen allzugroßen zusa¨tzlichen Rechenaufwand erfordert. Neben die-
sem praktischen Vorteil besitzt das Modell des Ladungsgleichgewichts auch konzeptionelle
Vorteile: Nicht nur die Dipolmomente, sondern auch weitere Multipolmomente der simu-
lierten Moleku¨le ko¨nnen variiert werden; und innerhalb eines Moleku¨ls ko¨nnen Ladungen
zwischen den einzelnen Atomen verschoben werden. Jedoch wird die Polarisation beim
Ladungsgleichgewichtsmodell durch die geometrische Anordnung der Ladungszentren ein-
geschra¨nkt, was sich vor allem bei symmetrischen Moleku¨len nachteilig auswirken kann.
Soll das Modell des Ladungsgleichgewichts in Molekulardynamiksimulationen eingesetzt
werden, so werden zum einen ein konkretes Modell, das jeder durch die Teilchenpositionen
definierten Konfiguration eindeutig die Gro¨ße aller Partialladungen zuordnet, und zum
anderen eine effiziente Methode zur Behandlung des Modells gebraucht. Das Ladungs-
gleichgewichtsmodell wird im folgenden Unterabschnitt 1.7.1 detailliert beschrieben, und
die Methode, mit der das Modell im Rahmen der vorliegenden Arbeit simuliert worden
ist, wird im darauffolgenden Unterabschnitt 1.7.2 dargestellt. Das polarisierbare Wasser-
modell, das bei den meisten der in Kapitel 2 behandelten Simulationen eingesetzt worden
ist, basiert auf dem Ladungsgleichgewichtsmodell und wird in Abschnitt 1.7.3 vorgestellt.
1.7.1 Das Modell des Ladungsgleichgewichts
Das hier behandelte Modell des Ladungsgleichgewichts, das auf Rappe´ und Goddard
[26] zuru¨ckgeht, kann auch als Modell des Elektronegativita¨tsausgleichs oder als Modell
der fluktuierenden Partialladungen bezeichnet werden. Fu¨r das Ladungsgleichgewichts-






fluctuating charge“ auch die
Begriffe QEq-Modell, EE-Modell und FQ-Modell verwendet.
Das Ladungsgleichgewichtsmodell basiert auf der Idee, daß der elektrostatische Anteil der
potentiellen Energie in einem System geladener Teilchen nicht ausschließlich durch die
Coulomb-Wechselwirkung zwischen den verschiedenen Ladungen bestimmt wird, sondern
daß auch die Energie, die zur Erzeugung der Ladungsverteilung aufgewendet werden muß,
also die Polarisationsenergie, zu beru¨cksichtigen ist. Die Polarisationsenergie, die nicht nur
von der Gro¨ße der (Partial-)Ladungen, sondern u. a. auch von der Elektronegativita¨t der
Atome abha¨ngt, wird hier als Summe von Beitra¨gen einzelner Atome betrachtet. Zuna¨chst
wird die elektrostatische potentielle Energie uchargei eines isolierten Atoms i nach der als
stetige Variable betrachteten Ladung qi des Atoms in eine Taylor-Reihe entwickelt, wobei
das ungeladene Atom als Entwicklungspunkt dient:
uchargei (q˜i) = u
charge


















[Der Ausdruck uchargei (qi) − uchargei (0) kann als eine Art Aufladungsenergie des Atoms i
mit der Ladung qi angesehen werden.] Wird die Taylor-Reihe zweiter Ordnung als exakt
angenommen, so ergeben sich daraus die (erste) Ionisierungsenergie IPi des Atoms i, also
die Energie, die zur Entfernung eines Elektrons der Ladung −e aufgebracht werden muß,
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sowie die (erste) Elektronenaffinita¨t EAi desselben Atoms, d. h. die Energie, die bei der
Aufnahme eines Elektrons freigesetzt wird, wie folgt:
IPi = u
charge

















und EAi = −
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· (IPi − EAi) = 1
4piε0
· J0ii . (1.178)
Die erste Ableitung entspricht der Elektronegativita¨t des isolierten neutralen Atoms i
nach Mulliken und wird hier als Elektronegativita¨tsparameter χ0i bezeichnet. Geho¨rt das
Atom i zum Element mit dem Symbol A, so sind die zweite Ableitung und die Gro¨ße J0ii
proportional zur Energiea¨nderung IPi − EAi der Reaktion
2A −→ A+ + A− (1.179)
zweier unendlich weit voneinander entfernter Atome, also proportional zur Coulomb-
Abstoßungsenergie der beiden Ionenladungsverteilungen. Die Reaktionsenergie la¨ßt sich
im Sonderfall, daß das Atom i ein einfach besetztes Valenzorbital besitzt, besonders an-
schaulich deuten, denn in diesem Fall gleicht sie ungefa¨hr der Coulomb-Abstoßungsenergie
der beiden Valenzelektronen im Anion A−. Die Gro¨ße J0ii wird hier Selbstwechselwirkung
genannt. [Der in Gl. (1.178) auftretende Faktor 1/(4piε0) mit der Dielektrizita¨tskonstan-
ten ε0 des Vakuums dient nur zur Vereinheitlichung der Notation in nachfolgenden Glei-
chungen (s. u.).] Werden die Ableitungen nach Gl. (1.177) und (1.178) in Gl. (1.174)
eingesetzt, so wird die Beziehung
uchargei (qi) = u
charge







fu¨r die elektrostatische potentielle Energie des isolierten Atoms i als Funktion der Atom-
ladung qi erhalten.
108 KAPITEL 1. GRUNDLAGEN DER SIMULATION MOLEKULARER SYSTEME
Die gesamte elektrostatische Wechselwirkungsenergie umfaßt neben den Beitra¨gen uchargei
isolierter Atome nach Gl. (1.180) auch die Coulomb-Wechselwirkung der auf verschiede-
nen Atomen lokalisierten (Partial-)Ladungen. Die Coulomb-Wechselwirkung uCij zwischen
zwei Teilchen i und j mit den Ladungen qi und qj wird durch Gl. (1.15) beschrieben,
wobei die Gro¨ße J im Falle von Punktladungen durch Gl. (1.16) gegeben wird und bei
kugelsymmetrischen Ladungsverteilungen durch das Coulomb-Integral Jij nach Gl. (1.20)
zu ersetzen ist. Hier werden nur Ladungsverteilungen mit ihren zugeho¨rigen Coulomb-
Integralen betrachtet. Die gesamte elektrostatische potentielle Energie U es eines Systems
aus N geladenen Teilchen, die sich an den Positionen ~r1, ~r2, ~r3, . . . , ~rN = {~r} befinden und
die die Ladungen q1, q2, q3, . . . , qN = {q} tragen, ergibt sich zu
































mit dem Abstand rij = |~ri−~rj| der Teilchen i und j [hier zur Vereinfachung nur ein endli-
ches System mit unbegrenztem Potential betrachtet, also z. B. Doppelsumme in Gl. (1.181)
beim Einsatz zyklischer Randbedingungen entsprechend Gl. (1.3) zu modifizieren]. Fu¨r die
Gro¨ßen uchargei (0) (i = 1, 2, 3, . . . , N), die den Nullpunkt der elektrostatischen potentiellen
Energie definieren, ko¨nnen beliebige Werte angenommen werden, z. B. alle uchargei (0) = 0.
Die Selbstwechselwirkung J0ii jedes Teilchens i wird hier so gewa¨hlt, daß sie dem Wert
des Coulomb-Integrals Jij der Ladungsverteilung des Teilchens i und der gleichen La-
dungsverteilung eines anderen identischen Teilchens j mit Abstand rij = 0 bzw. dem
entsprechenden Grenzwert nach Gl. (1.22) gleicht: J0ii = Jij(0). Somit kann Gl. (1.181)
vereinfacht werden:



















Rappe´ und Goddard [26] beschreiben die Ladungsverteilung eines jeden Atoms i durch
ein einziges nis-Slater-Orbital, das durch die (vorgegebene) Hauptquantenzahl ni der Va-
lenzelektronen und den Valenzorbitalexponenten ζi vollsta¨ndig charakterisiert wird (siehe
Abschnitt 1.3.1.2). Deshalb ha¨ngt das Coulomb-Integral Jij lediglich vom Abstand rij der
Atome i und j, von den gegebenen Hauptquantenzahlen ni und nj der Valenzelektro-
nen sowie von den Valenzorbitalexponenten ζi und ζj der beiden Atome ab, so daß zur
Auswertung der Gleichung (1.182) nur zwei anzupassende Parameter fu¨r jedes Atom i
(genauer: fu¨r jede Atomsorte) gebraucht werden: der Elektronegativita¨tsparameter χ0i
und der Valenzorbitalexponent ζi, wobei einer der Elektronegativita¨tsparameter belie-
big gewa¨hlt werden kann. Die Elektronegativita¨tsparameter und Valenzorbitalexponen-
ten mu¨ssen nicht unbedingt aus atomaren Daten, die experimentell ermittelt oder mittels
quantenmechanischer Methoden berechnet werden, gewonnen werden, sondern sie ko¨nnen
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auch so angepaßt werden, daß verschiedene (z. B. makroskopische) Eigenschaften moleku-
larer Systeme in Simulationen reproduziert werden.
Ausgehend von der Idee, daß sich die Elektronenverteilung genau dann im Gleichgewicht
befindet, wenn alle Elektronen innerhalb desselben Moleku¨ls dasselbe chemische Potential
besitzen, und daß dieses Gleichgewicht den elektronischen Grundzustand kennzeichnet,
kann fu¨r jede (positive) Partialladung qi eine Art chemisches Potential χi definiert und
mit der Elektronegativita¨t des geladenen Atoms nach Mulliken identifiziert werden [26]:
χi({~r}, {q}) = ∂
∂qi









i = 1, 2, 3, . . . , N (1.183)
(zur Rechtfertigung: siehe auch [71] und dort zitierte Literatur). Dadurch, daß das chemi-
sche Potential einer Partialladung nicht nur vom Elektronegativita¨tsparameter χ0i und von
der Partialladung qi des betreffenden Atoms, sondern auch von den Partialladungen aller
anderen Atome abha¨ngt, wird der polarisierende Einfluß der Umgebungsladungen beru¨ck-
sichtigt. Im folgenden wird ein System aus M Moleku¨len (bzw. Moleku¨lionen) betrachtet,
und jedes Moleku¨l j (j = 1, 2, 3, . . . ,M) bestehe aus N (j) Atomen. Die Bedingung, daß
alle Partialladungen eines bestimmten Moleku¨ls dasselbe chemische Potential aufweisen,







3 = . . . = χ
(j)
N (j)
, j = 1, 2, 3, . . . ,M (1.184)
mit dem chemischen Potential χ
(j)
i der i-ten Partialladung innerhalb des j-ten Moleku¨ls.
Zusa¨tzlich stellt die Gesamtladung q
(j)
tot eines jeden Moleku¨ls j eine Erhaltungsgro¨ße dar:





i = 0 , j = 1, 2, 3, . . . ,M (1.185)
mit der Partialladung q
(j)
i des i-ten Atoms im j-ten Moleku¨l (q
(j)
tot = 0 bei neutralen Mo-
leku¨len, q
(j)




(j) = N lineare Gleichungen, die die N zu bestimmenden Partialladun-
gen erfu¨llen mu¨ssen.
In der Originalarbeit von Rappe´ und Goddard [26] wird nicht die Erhaltung aller Mo-
leku¨lladungen gema¨ß Gl. (1.185), sondern nur die Neutralita¨t des gesamten Systems ge-
fordert, so daß Ladung von einem Moleku¨l zum anderen – unabha¨ngig von der Entfernung
der Moleku¨le! – u¨berfu¨hrt werden kann. Jedoch fu¨hrt solch eine Ladungsu¨berfu¨hrung zwi-
schen verschiedenen Moleku¨len genauso wie die Ladungsverschiebung innerhalb großer
Moleku¨le in Simulationen des Ladungsgleichgewichtsmodells ha¨ufig zu zu starker Polari-
sation [68]. Da das Tunneln von Elektronen und somit der Ladungsaustausch bei realen
Moleku¨len – vor allem bei großen Absta¨nden – im allg. vernachla¨ssigt werden kann, wird
das Modell durch die Bedingung konstanter Moleku¨lladungen an die Realita¨t angepaßt.
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Wird ein stationa¨rer Punkt der durch Gl. (1.182) gegebenen elektrostatischen potentiellen
Energie U es bei festen Atompositionen {~r} gesucht und werden die Partialladungen {q}
unter Erhaltung der Moleku¨lladungen variiert, so werden ebenfalls die Gleichungen (1.184)
und (1.185) fu¨r die Partialladungen des Ladungsgleichgewichtsmodells erhalten. Physika-
lisch sinnvoll ist nur ein Minimum von U es, das einem stabilen Gleichgewicht entspricht.
Somit ist die U¨bereinstimmung der chemischen Potentiale aller Partialladungen (d. h.
der Mulliken-Elektronegativita¨ten aller geladenen Atome) innerhalb eines Moleku¨ls a¨qui-
valent zur Minimierung der elektrostatischen Wechselwirkungsenergie U es, wobei jeweils
die Zwangsbedingungen konstanter Moleku¨lladungen gema¨ß Gl. (1.185) einzuhalten sind
[68, 71].
Die Partialladungen des Modells des Ladungsgleichgewichts mu¨ssen selbstkonsistent be-
stimmt werden, denn das chemische Potential jeder Partialladung und somit die Parti-
alladung selbst wird vom lokalen elektrischen Potential beeinflußt, und dieses Potential
ha¨ngt von allen anderen Partialladungen ab. (Dasselbe gilt fu¨r die Freiheitsgrade, mit
denen die Polarisation in anderen Modellen beschrieben wird, wie z. B. die induzierten
Dipolmomente von Punktdipolen.) Als selbstkonsistente Verfahren stehen die Matrixin-
version, die Iteration und die Methode der erweiterten Lagrange-Funktion zur Verfu¨gung
[68]. Sollen im Verlauf einer Molekulardynamiksimulation von N Atomen die linearen
Gleichungen (1.184) und (1.185) exakt gelo¨st werden, so muß in jedem MD-Zeitschritt
eine (N×N)-Matrix invertiert werden. Da der erforderliche Rechenaufwand mit der Ord-
nung O(N3) skaliert, kann dieses Verfahren (außer bei sehr kleinen Systemen) nicht an-
gewendet werden. Sowohl bei der Iteration, bei der abwechselnd aus den Partialladungen
das elektrische Potential und aus dem Potential neue Werte der Partialladungen bestimmt
werden, als auch bei der Methode der erweiterten Lagrange-Funktion, die im folgenden
Unterabschnitt 1.7.2 dieser Arbeit im Detail behandelt wird, wa¨chst der Rechenaufwand
mit steigender Atomzahl genauso wie der Aufwand der Potentialberechnung. Die Methode
der erweiterten Lagrange-Funktion ist effizienter als die Iteration [68].
1.7.2 Die Methode der fluktuierenden Partialladungen
Wenn das Modell des Ladungsgleichgewichts mittels Molekulardynamik simuliert wird,
muß die Verteilung der Partialladungen {q} in jedem MD-Zeitschritt so bestimmt werden,
daß die [durch Gl. (1.182) gegebene] elektrostatische potentielle Energie U es der jeweili-
gen Konfiguration {~r} minimiert wird, wobei die Bedingung konstanter Moleku¨lladungen
einzuhalten ist (s. o.). Die Partialladungsverteilung, bei der sich das Minimum von U es
befindet, braucht jedoch nicht exakt bestimmt zu werden, sondern es genu¨gt, eine
”
sehr
a¨hnliche“ Partialladungsverteilung, bei der U es
”
fast minimal“ wird, zu ermitteln. (Die
berechnete Partialladungsverteilung darf selbstversta¨ndlich nur so stark von der exakten
abweichen, daß die Simulationsergebnisse nicht signifikant verfa¨lscht werden.) Die von
Rick, Stuart und Berne [71] eingefu¨hrte Methode der fluktuierenden Partialladungen, die
(abgeleitet vom engl. Begriff
”
fluctuating charge“) auch als FQ-Methode bezeichnet wird,
basiert auf den folgenden beiden Ideen:
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• Die Partialladungen werden wie die Positionen der Teilchen als dynamische Varia-
blen behandelt.
• Es ist mo¨glich, die Bewegungsgleichungen, die die zeitliche Entwicklung der Parti-
alladungen beschreiben, so zu konstruieren, daß die damit (unter bestimmten Be-
dingungen) simulierten Partialladungen die elektrostatische Wechselwirkungsener-
gie U es wa¨hrend der gesamten Simulation
”
fast minimieren“, obwohl sich die Posi-
tionen sta¨ndig vera¨ndern.
Rick et al. [71] stellen die Bewegungsgleichungen mit der Methode der erweiterten
Lagrange-Funktion auf. Die Lagrange-Funktion L stellt die Differenz aus der kinetischen
EnergieK und der potentiellen Energie U als Funktion der in beliebigen Koordinaten gege-
benen Teilchenpositionen, der Zeitableitungen dieser Positionen (Geschwindigkeiten) und
der Zeit dar. Im Falle eines konservativen Systems, bei dem das Potential ausschließlich
von den Teilchenpositionen (also weder von den Geschwindigkeiten noch direkt von der









Positionen {~r}. Rick et al. geben fu¨r ein System aus M Moleku¨len j (j = 1, 2, 3, . . . ,M),


































− U({~r}, {q}) (1.186)
mit der (realen) Masse m
(j)
i und Position ~r
(j)
i des i-ten Atoms im j-ten Moleku¨l, der fu¨r
alle Ladungszentren gleichen (fiktiven) Ladungsmasse mq sowie der Partialladung q
(j)
i des
i-ten Ladungszentrums im j-ten Moleku¨l. In den Doppelsummen der Gl. (1.186) wird u¨ber
Moleku¨le j und Atome bzw. Ladungszentren i summiert. Wa¨hrend die erste Doppelsum-
me die (reale) kinetische Energie der Atome beschreibt, dru¨ckt die zweite Doppelsumme
die fiktive kinetische Energie der Ladungen aus. Die potentielle Energie U ergibt sich als
Summe der elektrostatischen Wechselwirkungsenergie U es nach Gl. (1.182) und aller zu
Unon−es zusammengefaßten nichtelektrostatischen Anteile, mit denen z. B. die Dispersi-
onswechselwirkungen und die Pauli-Abstoßung modelliert werden:
U({~r}, {q}) = U es({~r}, {q}) + Unon−es({~r}) . (1.187)
(Die angestrebte Minimierung der elektrostatischen potentiellen Energie U es durch Va-
riation der Partialladungen {q} bei fixierten Positionen {~r} kann also durch die analoge
Minimierung der gesamten potentiellen Energie U erreicht werden.)
Aus der erweiterten Lagrange-Funktion nach Gl. (1.186) werden die gesuchten Bewegungs-








, {q˙(t)}) dt = 0 (1.188)
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mit zwei durch eine endliche, nicht verschwindende Zeitspanne getrennten Zeitpunkten t1
und t2 angewendet wird, wobei die Erhaltung der M Moleku¨lladungen gema¨ß Gl. (1.185)
M stets einzuhaltende Zwangsbedingungen liefert (siehe z. B. [72, 73]). Mit dem Sym-
bol δ wird hier eine Variation infolge einer beliebigen infinitesimal kleinen Variation der
Systemtrajektorie zwischen den festen Endpunkten zu den Zeiten t1 und t2 bezeichnet.





















j = 1, 2, 3, . . . ,M, i = 1, 2, 3, . . . , N (j), α = x, y, z (1.189)
mit der Zeit t, der α-Komponente r
(j)
i,α der Position ~r
(j)
i des i-ten Atoms innerhalb des
j-ten Moleku¨ls, den M Lagrangeschen Multiplikatoren λk und den M (nicht von den Ko-
ordinaten abha¨ngigen) Zwangsbedingungen fk (k = 1, 2, 3, . . . ,M) nach Gl. (1.185). Nach
Einsetzen der erweiterten Lagrange-Funktion aus Gl. (1.186) werden fu¨r die Positionen





i = −~∇~r (j)i U({~r}, {q}) , j = 1, 2, 3, . . . ,M, i = 1, 2, 3, . . . , N
(j) (1.190)
gewonnen. Diese Gleichungen stimmen vo¨llig mit den Bewegungsgleichungen, denen die
Teilchenpositionen im Falle fixierter Ladungen gehorchen, u¨berein. Also werden die Po-
sitionen und Geschwindigkeiten der Teilchen in einer Molekulardynamik-Simulation mit
fluktuierenden, ausgedehnten Ladungsverteilungen (in einer MD-Simulation des Ladungs-
gleichgewichtsmodells) genauso wie bei einer MD-Simulation mit fixierten Punktladungen
aktualisiert. Bei der Kraftberechnung mu¨ssen lediglich die aktuellen Werte der Partial-
ladungen und die genaue Form des Potentials U (Punkt- oder verteilte Ladungen, d. h.
1/r-Form der Coulomb-Wechselwirkung oder Coulomb-Integral) beru¨cksichtigt werden.





















j = 1, 2, 3, . . . ,M, i = 1, 2, 3, . . . , N (j) (1.191)
mit der Partialladung q
(j)
i des i-ten Ladungszentrums im j-ten Moleku¨l und dem
Kronecker-Delta δjk [t, λk und fk wie in Gl. (1.189)]. Einsetzen der erweiterten Lagrange-
Funktion nach Gl. (1.186) liefert:
mq · q¨(j)i = −χ(j)i − λj , j = 1, 2, 3, . . . ,M, i = 1, 2, 3, . . . , N (j) (1.192)
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i . Der Lagrangesche Multiplikator λj wird mit Hilfe der zweiten Zeitablei-
tung der Gl. (1.185) (der Zwangsbedingung konstanter Moleku¨lladungen) als negativer
Mittelwert des chemischen Potentials aller Partialladungen des Moleku¨ls j identifiziert,
so daß fu¨r die Partialladungen die Bewegungsgleichungen








k , j = 1, 2, 3, . . . ,M, i = 1, 2, 3, . . . , N
(j) (1.193)
erhalten werden. Soll ein bestehendes Molekulardynamik-Programm, mit dem Systeme
mit fixierten Ladungen simuliert werden ko¨nnen, so erweitert werden, daß auch die hier be-
schriebene Methode der fluktuierenden Partialladungen angewendet werden kann, mu¨ssen
lediglich
• die Berechnung der chemischen Potentiale der (Partial-)Ladungen nach Gl. (1.183)
• und die Integration der Ladungsbewegungsgleichungen (1.193) (z. B. mit einem
Verlet-Algorithmus)
neu eingefu¨gt werden. Beide Punkte mu¨ssen in jedem MD-Schritt ausgefu¨hrt werden,
erfordern aber nur wenig zusa¨tzlichen Rechenaufwand.
In einer Simulation, bei der die Methode der fluktuierenden Partialladungen eingesetzt
wird, oszillieren die Partialladungen um den jeweiligen exakten Wert des Ladungsgleich-
gewichtsmodells. Damit die Partialladungen wa¨hrend der Simulation mo¨glichst wenig von
ihrem exakten Wert abweichen, mu¨ssen sie bei einer sehr niedrigen Temperatur (von we-
nigen Kelvin) simuliert werden. Die fiktive Ladungsmasse mq darf weder zu klein noch zu
groß gewa¨hlt werden: Einerseits muß mq einen mo¨glichst kleinen Wert annehmen, damit
die Partialladungen sehr schnell (praktisch sofort) a¨quilibrieren und damit die Positions-
und Ladungsfreiheitsgrade kaum (praktisch nicht) miteinander gekoppelt sind, also (prak-
tisch) keine kinetische Energie von den bei hoher Temperatur simulierten Positionsfrei-
heitsgraden zu den bei sehr tiefer Temperatur zu haltenden Ladungsfreiheitsgraden fließt
und somit die beiden getrennten Thermostaten nicht u¨berfordert werden. Andererseits
fu¨hrt ein allzukleiner Wert der Ladungsmasse zu hochfrequenten Schwingungen der Parti-
alladungen, so daß in einem solchen Fall ein sehr kleiner MD-Zeitschritt verwendet werden
muß.
Bei Simulationen mit der Methode der fluktuierenden Partialladungen kann in ungu¨nsti-
gen Fa¨llen eine sogenannte Polarisationskatastrophe auftreten [27]: Wenn die Polarisati-
onsenergie, die zur Ladungstrennung aufzuwenden ist, auch bei einigen beliebig großen
(Partial-)Ladungsbetra¨gen kleiner als die gewonnene elektrostatische Wechselwirkungs-
energie ist, liefert die Minimierung der potentiellen Energie nicht nur endliche Ladungen
(eines lokalen Potentialenergieminimums), sondern (auch) Ladungen unendlich großen
Betrages, so daß das System unendlich stark polarisiert wird. Das Differentialgleichungs-
system (1.193) besitzt dann keine gegen alle mo¨glichen kleinen Abweichungen stabile
Lo¨sung, die die Oszillation jeder Partialladung um den [aus den Gleichungen (1.184)
114 KAPITEL 1. GRUNDLAGEN DER SIMULATION MOLEKULARER SYSTEME
und (1.185) zu erhaltenden] exakten Wert des Ladungsgleichgewichtsmodells beschreibt.
In diesem Fall stellt die Partialladungsverteilung des Ladungsgleichgewichtsmodells kein
Minimum, sondern einen Sattelpunkt (oder gar ein Maximum) der elektrostatischen
Wechselwirkungsenergie nach Gl. (1.182) dar. Wie Sto¨ckelmann [27] darlegt, ha¨ngt die
Stabilita¨t des Systems von den Coulomb-Wechselwirkungen, d. h. von den Coulomb-
Integralen Jij einschließlich der Selbstwechselwirkungen J
0
ii, aber nicht von den Elektro-
negativita¨tsparametern χ0i ab. Die Polarisationskatastrophe, die ausschließlich bei kleinen
Ladungsabsta¨nden vorkommt, kann verhindert werden, indem entweder eine allzustarke
Anna¨herung von Ladungen durch Abstoßung der Ladungszentren vermieden wird oder die
Coulomb-Wechselwirkung zwischen verschiedenen Ladungen auch bei kleinen Absta¨nden
hinreichend klein gehalten wird, also z. B. ausgedehnte Ladungsverteilungen statt Punkt-
ladungen (mit endlichen Selbstwechselwirkungen statt Potentialdivergenz beim Abstand
Null) simuliert werden. Auch bei Simulation polarisierbarer Modelle mit expliziten indu-
zierten Dipolmomenten kann eine Polarisationskatastrophe eintreten, denn bei einem zu
kleinen Abstand zwischen zwei polarisierbaren Dipolen ko¨nnen sich die induzierten Dipol-
momente gegenseitig aufschaukeln und divergieren [70]. Das Problem kann u. a. dadurch
gelo¨st werden, daß die Absta¨nde zwischen den Dipolen durch Abstoßungskra¨fte sta¨ndig
hinreichend groß gehalten werden oder daß die Dipol-Dipol-Wechselwirkung bei kleinen
Absta¨nden ku¨nstlich verkleinert (geda¨mpft) wird.
Dr. Elmar Sto¨ckelmann hat die in diesem Abschnitt beschriebene Methode der fluktu-
ierenden Partialladungen von Rick, Stuart und Berne [71] im Molekulardynamik-Modul
sander des kommerziellen Programmpakets AMBER 4.1 [10, 11] implementiert und das
urspru¨ngliche Programm zusa¨tzlich so modifiziert, daß ausgedehnte Ladungsverteilungen
statt Punktladungen simuliert werden ko¨nnen [27]. In der Sto¨ckelmannschen Programm-
version wird die Ladungsverteilung zu Beginn einer Simulation erzeugt, indem die poten-
tielle Energie bei fixierten Teilchenpositionen durch ein Iterationsverfahren, das praktisch
wie Molekulardynamik der Ladungsfreiheitsgrade bei 0 K funktioniert, minimiert wird.
Anschließend werden die Partialladungen wa¨hrend der gesamten Simulation mittels der
effizienten Methode der fluktuierenden Partialladungen dynamisch an die jeweilige Kon-
figuration angepaßt. Dabei werden die Gesamtladungen der Moleku¨le nach jedem MD-
Schritt ihrem Soll-Wert angeglichen, damit die Abweichung der Moleku¨lladungen vom
jeweiligen Soll-Wert nicht durch Akkumulation numerischer Fehler besta¨ndig zunimmt.
Die von E. Sto¨ckelmann modifizierte Version des AMBER 4.1 liegt dem Verfasser die-
ser Arbeit vor; und die in Kap. 2 beschriebenen Grenzfla¨chen- u. a. Simulationen sind
mit dem MD-Modul sander dieser in Lit. [27] ausfu¨hrlich dargestellten Programmversion
durchgefu¨hrt worden.
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1.7.3 Das SPC/E-P-Modell als polarisierbares Wassermodell
In den letzten Jahrzehnten sind a¨ußerst viele polarisierbare Modelle zur Beschreibung
flu¨ssigen Wassers entwickelt worden (siehe [68] und dort zitierte Literaturstellen). Jedoch
ist es bisher noch nicht gelungen, ein vollsta¨ndig u¨bertragbares Wassermodell zu konstru-
ieren [68]; d. h. es gibt noch kein Wassermodell, das neben der Gasphase alle konden-
sierten Phasen (wie z. B. die Flu¨ssigkeit unter Umgebungsbedingungen, das Eis und das
u¨berkritische Fluid) abdeckt und das auch fu¨r heterogene Systeme geeignet ist, also die
Wasserpolarisation an Grenzfla¨chen, nahe hochgeladenen gelo¨sten Ionen und in stark hy-
drophober Umgebung hinreichend gut beschreibt (Stand: 2002). Fu¨r jedes zu simulierende
wasserhaltige System muß also ein ada¨quates der bekannten Wassermodelle ausgewa¨hlt
oder ein neues Modell konstruiert werden. So fu¨hrten beispielsweise Rick, Stuart und
Berne [71] polarisierbare Versionen zweier ha¨ufig eingesetzter unpolarisierbarer Wasser-
modelle, na¨mlich des SPC- und des TIP4P-Modells, ein. Diese polarisierbaren Modelle,
die auf dem Modell des Ladungsgleichgewichts (siehe Abschnitt 1.7.1) beruhen, werden
mittels der Methode der fluktuierenden Partialladungen (siehe Abschnitt 1.7.2) behandelt
und als SPC-FQ-Modell (
”
Fluctuating Charge version of the Simple Point Charge mod-
el“) bzw. als TIP4P-FQ-Modell (
”
Fluctuating Charge version of the 4-Point Transferable
Intermolecular Potential“) bezeichnet. Das SPC-FQ-Modell besitzt die Geometrie des
SPC-Modells und das TIP4P-FQ-Modell diejenige des TIP4P-Modells, d. h. das TIP4P-
FQ-Modell entha¨lt im Gegensatz zum SPC-FQ-Modell ein fu¨r Molekulardynamiksimula-
tionen ungu¨nstiges masseloses Wechselwirkungszentrum (siehe Abschnitt 1.3.3). Wie die
unpolarisierbaren Vorga¨ngermodelle umfassen auch das SPC-FQ- und das TIP4P-FQ-
Modell sowohl Lennard-Jones-Wechselwirkungen, die ausschließlich zwischen den Sauer-
stoffatomen wirken, als auch nicht abgeschirmte Coulomb-Wechselwirkungen zwischen
Ladungen, die auf verschiedenen Moleku¨len lokalisiert sind, d. h. die intermolekularen
Coulomb-Wechselwirkungen werden auf Basis von Punktladungen berechnet. Die bei den
polarisierbaren Modellen zusa¨tzlich zu beru¨cksichtigenden intramolekularen Coulomb-
Wechselwirkungen werden allerdings durch Coulomb-Integrale zwischen Ladungsvertei-
lungen, die auf Slater-Orbitalen beruhen, beschrieben. Da es sich beim SPC-FQ- und
TIP4P-FQ-Modell um starre Modelle handelt, also alle intramolekularen Absta¨nde im
Verlaufe der Simulation konstant gehalten werden, brauchen die Coulomb-Integrale nur
einmal zu Beginn der Simulation berechnet zu werden. Die Modellierung der intermo-
lekularen Wechselwirkungen mit dem Coulomb-Potential fu¨r Punktladungen anstelle des
Coulomb-Integrals bewirkt nicht nur, daß Rechenzeit gespart wird, sondern auch, daß eine
Polarisationskatastrophe bei Simulationen reinen Wassers nur vermieden werden kann, in-
dem eine allzustarke Anna¨herung von Atomen verschiedener Wassermoleku¨le durch eine
ausreichend starke Lennard-Jones-Abstoßung der Sauerstoffatome verhindert wird [27].
Sto¨ckelmann [27, 74] berichtet, daß einige wa¨ßrige Elektrolytlo¨sungen nur dann stabil mit
dem SPC-FQ-Modell simuliert werden ko¨nnen, wenn alle Coulomb-Wechselwirkungen,
also auch diejenigen zwischen Wassermoleku¨len und Ionen sowie diejenigen zwischen ver-
schiedenen Wassermoleku¨len, mit dem Coulomb-Integral modelliert werden. Deshalb hat
er das SPC-FQ-Modell so vera¨ndert, daß auch die intermolekularen Wechselwirkungen
mit dem Coulomb-Integral beschrieben werden, und das so erhaltene Modell neu parame-
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trisiert. Diese neue Version des SPC-FQ-Modells, die er SPC/E-P-Modell (
”
Polarizable
Extended Simple Point Charge model“) [27, 74] nennt, wird im folgenden ausfu¨hrlich
dargestellt.
Beim SPC/E-P-Modell handelt es sich um ein chemisch realistisches, starres Wassermo-
dell, das die Geometrie des SPC- bzw. des SPC/E-Modells (siehe Abschnitt 1.3.3) mit
drei die Atome repra¨sentierenden Wechselwirkungszentren besitzt. Das SPC/E-P-Modell
umfaßt die folgenden drei Beitra¨ge zur potentiellen Energie:
• Lennard-Jones-Wechselwirkungen zwischen den Sauerstoffatomen (wie beim
SPC/E-Modell ohne Beteiligung der Wasserstoffatome),
• Coulomb-Wechselwirkungen zwischen den ausgedehnten Partialladungen der
Wasserstoff- und Sauerstoffatome, wobei jede (kugelsymmetrische) Ladungsvertei-
lung durch ein 1s- bzw. 2s-Slater-Orbital charakterisiert wird, (inter- und intramo-
lekulare Coulomb-Wechselwirkungen vo¨llig gleichartig mittels Coulomb-Integralen
beschrieben) und
• eine Polarisationsenergie, die gema¨ß dem Modell des Ladungsgleichgewichts (siehe
Abschnitt 1.7.1) als Summe von Beitra¨gen einzelner Atome formuliert wird und die
u. a. von den Elektronegativita¨ten der Atome abha¨ngt.
Wegen des Polarisationsbeitrags stellt das Potential des SPC/E-P-Modells kein Paarpo-
tential dar, d. h. es kann grundsa¨tzlich weder in einer Gl. (1.2) bzw. (1.3) entsprechenden
Form noch als Summe von Wechselwirkungen einzelner Moleku¨lpaare analog zur Gl. (1.34)
des SPC/E-Potentials ausgedru¨ckt werden. Wie bereits gesagt, unterscheidet sich die Po-
tentialfunktion des SPC/E-P-Modells von derjenigen des SPC-FQ-Modells [71] nur durch
den Einsatz von Coulomb-Integralen auch fu¨r intermolekulare Wechselwirkungen und
durch die Werte der angepaßten Modellparameter [27]. Die potentielle Energie USPC/E−P
eines Systems aus M durch das SPC/E-P-Modell repra¨sentierten Wassermoleku¨len, de-
ren N = 3M Atome sich an den Positionen ~r1, ~r2, ~r3, . . . , ~rN = {~r} befinden und die
Partialladungen q1, q2, q3, . . . , qN = {q} tragen, wird also durch den folgenden Ausdruck
gegeben:











































· Jkl(|~r (i)k − ~r (j)l |)
]
−M · uiso (1.194)
mit dem Energieparameter OO und Abstandsparameter σOO des Lennard-Jones-
Potentials, der Position ~r
(i)
k und Partialladung q
(i)
k des Atoms k (k = O, H1, H2) innerhalb
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des i-ten Wassermoleku¨ls, dem Elektronegativita¨tsparameter χ0k des Atoms k, der Dielek-
trizita¨tskonstanten ε0 des Vakuums, dem abstandsabha¨ngigen Coulomb-Integral Jkl der
Atome k und l sowie der (unten behandelten) unkorrigierten potentiellen Energie uiso ei-
nes einzelnen isolierten SPC/E-P-Wassermoleku¨ls. Die Lennard-Jones-Wechselwirkungen
zwischen den Sauerstoffatomen werden in Gl. (1.194) durch den ersten Term, die Doppel-
summe u¨ber alle diskreten Moleku¨lpaare (i, j) mit i < j, repra¨sentiert. Der zweite Term,
in dem u¨ber alle Atome des Systems (alle Atome k aller Moleku¨le i) summiert wird, und
der dritte Term, in dem u¨ber alle Paare verschiedener oder identischer Atome summiert
wird, beschreiben die durch Gl. (1.182) gegebene elektrostatische Wechselwirkungsener-
gie, die die Coulomb-Wechselwirkungen und die Polarisationsenergie umfaßt [mit der in
Gl. (1.182) enthaltenen Wahl der Selbstwechselwirkung als Coulomb-Integral beim Ab-
stand Null: J0kk = Jkl(0)]. Da die Elektronegativita¨tsparameter aller Wasserstoffatome
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vereinfacht werden, d. h. das Potential USPC/E−P wird nicht von den einzelnen Elektro-
negativita¨tsparametern, sondern nur von ihrer Differenz beeinflußt. Im dritten Term der
Gl. (1.194) ha¨ngt das Coulomb-Integral Jkl des Atoms k im i-ten Wassermoleku¨l und
des Atoms l im j-ten Moleku¨l neben dem Atomabstand nur von den Hauptquanten-
zahlen nk und nl der Valenzorbitale sowie den Valenzorbitalexponenten ζk und ζl der
beiden Atome ab (siehe Abschnitt 1.3.1.2), so daß die Zugeho¨rigkeit der Atome k und l
zu den Moleku¨len i und j nur bei der Abstandsberechnung beachtet zu werden braucht
und die Notation Jkl gerechtfertigt ist. Die Tatsache, daß im ersten und dritten Term
der Gl. (1.194) u¨ber alle diskreten Paare verschiedener Atome bzw. u¨ber alle Atompaare
summiert wird, bedeutet, daß eine etwaige Begrenzung des Potentials an dieser Stelle
nicht beru¨cksichtigt wird. Ferner mu¨ssen der erste und der dritte Term, die hier fu¨r ein
endliches System (aus M Moleku¨len) formuliert werden, beim Einsatz zyklischer Randbe-
dingungen angepaßt werden. Wird ein einzelnes isoliertes SPC/E-P-Wassermoleku¨l oder
ein System aus M isolierten (unendlich weit voneinander entfernten) SPC/E-P-Moleku¨len
betrachtet, verschwinden der zweite und dritte Term der Gl. (1.194) wegen der Polarisa-
tionsenergie und der intramolekularen Coulomb-Wechselwirkungen im allg. nicht. Diese
unkorrigierte potentielle Energie M isolierter Moleku¨le wird im vierten Term der Glei-
chung subtrahiert, damit der Nullpunkt des Potentials den isolierten Moleku¨len entspricht.
Die unkorrigierte potentielle Energie uiso eines isolierten Moleku¨ls kann aus dem Modell
des Ladungsgleichgewichts analytisch bestimmt werden, indem die Partialladungen qisoH
und qisoO des isolierten Moleku¨ls aus den Gleichungen (1.184) und (1.185) unter Beru¨ck-
sichtigung der Symmetrie des Wassermoleku¨ls ermittelt und in den zweiten und dritten
Term der Gl. (1.194) eingesetzt werden. Fu¨r die Partialladungen werden die folgenden
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Ausdru¨cke erhalten:
qisoH =
4piε0 · (χ0O − χ0H)
2J0OO + J
0
HH − 4JOH(rOH,0) + JHH(rHH,0)
(1.196)
und qisoO = −2qisoH (1.197)
mit den Selbstwechselwirkungen J0OO und J
0
HH eines Sauerstoff- bzw. Wasserstoffatoms,
den Coulomb-Integralen JOH und JHH zwischen einem Sauerstoff- und einem Wasserstoff-
atom bzw. zwischen zwei Wasserstoffatomen, der O-H-Bindungsla¨nge rOH,0 sowie dem
H-H-Abstand rHH,0; und die unkorrigierte potentielle Energie erfu¨llt die Beziehung
uiso =
−4piε0 · (χ0O − χ0H)2
2J0OO + J
0
HH − 4JOH(rOH,0) + JHH(rHH,0)
(1.198)
(siehe auch Lit. [71]). Die Wechselwirkung zwischen einem SPC/E-P-Wassermoleku¨l
und einem unpolarisierbaren Atomion wird in Kap. 2 mittels einer Lennard-Jones-
Wechselwirkung zwischen dem Sauerstoffatom des Wassermoleku¨ls und dem Ion sowie
mittels der Coulomb-Wechselwirkungen der (verteilten) Wasserpartialladungen mit der
ausgedehnten Ionenladung (also mit den entsprechenden Coulomb-Integralen) modelliert.
Da jedes Wassermoleku¨l auch durch die Ionen in seiner Umgebung polarisiert wird, be-
einflussen die Ionen die Coulomb-Wechselwirkungen auch indirekt u¨ber die Polarisation.
Bei der Parametrisierung des SPC/E-P-Modells sind insgesamt fu¨nf Parameter un-
abha¨ngig voneinander zu variieren: der Energieparameter OO und der Abstandsparame-
ter σOO des Lennard-Jones-Potentials, die Differenz χ
0
O−χ0H der Elektronegativita¨tspara-
meter sowie die Valenzorbitalexponenten ζO und ζH. Sto¨ckelmann [27, 74] hat das SPC/E-
P-Modell, ausgehend von den Parametern des recht a¨hnlichen SPC-FQ-Modells, so pa-
rametrisiert, daß neben dem Gasphasendipolmoment die Dichte und der Selbstdiffusions-
koeffizient flu¨ssigen Wassers bei 298 K und 1 bar mo¨glichst gut sowie das angenommene
mittlere Dipolmoment von 2,4 D bis 3,0 D in der Flu¨ssigkeit ungefa¨hr reproduziert wer-
den. Dazu wurden NpT -Molekulardynamik-Simulationen von 343 Wassermoleku¨len bei
einer Soll-Temperatur von 298 K und einem Soll-Druck von 1 bar mit dem MD-Modul
sander der von E. Sto¨ckelmann modifizierten Version [27] des kommerziellen Programm-
pakets AMBER 4.1 [10, 11] ausgefu¨hrt. Wa¨hrend die Lennard-Jones-Wechselwirkungen
auf Basis der Sauerstoffatome im Abstand von 9 A˚ begrenzt wurden, wurden die Coulomb-
Wechselwirkungen mittels der Ewald-Summation (siehe Abschnitt 1.8.2) behandelt. Die
Ladungen wurden mit der in Abschnitt 1.7.2 dargestellten Methode der fluktuieren-
den Partialladungen variiert. Die so angepaßten Parameter und einige weitere Gro¨ßen
des SPC/E-P-Modells werden in Tab. 1.3 aufgelistet. Das Dipolmoment eines isolier-
ten SPC/E-P-Moleku¨ls betra¨gt 1,86 D und stimmt gut mit dem experimentellen Was-
serdampfdipolmoment von 1,84 D [29] bzw. 1,855 D [27] u¨berein. Fu¨r die Flu¨ssigphase
liefert das SPC/E-P-Modell ein mittleres Dipolmoment von 2,69 D, das im experimen-
tell ermittelten Bereich von (2,9 ± 0,6) D [30] liegt (siehe auch Abschnitt 1.3.3). Die
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Tabelle 1.3: Modellparameter des polarisierbaren SPC/E-P-Wassers nach [27, 74] und
damit erhaltene Werte verschiedener Gro¨ßen [27, 74] (Bindungsla¨nge rOH,0 und -win-
kel θHOH,0 wie beim SPC/E-Modell sowie neben Atommassen mH und mO in Tab. 1.2 zu
finden; e = Elementarladung).
Gro¨ße Symbol Wert
Parameter der Lennard-Jones(LJ)-Wechselwirkung:
LJ-Energieparameter OO 0,377 kJ/mol (=ˆ 6,26·10−22 J)
LJ-Abstandsparameter σOO 3,245 A˚ (= 324,5 pm)
Wechselwirkungsgrenze rcut 9 A˚ (= 900 pm)
Parameter der elektrostatischen Wechselwirkung:
Elektronegativita¨tspara- χ0H 0 kJ/(mol e) (=ˆ 0 J/C)
meter χ0O 340,34 kJ/(mol e) (=ˆ 3,5274 J/C)
Hauptquantenzahlen der nH 1
Valenzelektronen nO 2
Valenzorbitalexponenten ζH 1,89 A˚
−1 (= 18,9 nm−1)
ζO 3,19 A˚
−1 (= 31,9 nm−1)
Ladungsmasse mq 28,9·10−5 (ps/e)2 kJ/mol (=ˆ 1,87 ·10−11 Js2/C2)
resultierender Wert fu¨r ein isoliertes Moleku¨l:
Dipolmoment µiso 1,86 D (= 6,20·10−30 Cm)
resultierende Flu¨ssigkeitswerte bei T = 298 K und p = 1 bar:
Dichte ρ 1,00 g/cm3
Selbstdiffusionskoeffizient D 0,25 A˚2/ps (=2,5·10−5 cm2/s)
mittleres Dipolmoment 〈µ〉 2,69 D (= 8,97·10−30 Cm)
Polarisation der Moleku¨le im flu¨ssigen Wasser wird also explizit simuliert, so daß die
entsprechende Polarisationsenergie – anders als beim unpolarisierbaren SPC/E-Modell –
nicht nachtra¨glich beru¨cksichtigt zu werden braucht. Sto¨ckelmann [27, 74] gibt weitere
Daten des SPC/E-P-Modells an und beschreibt seine Untersuchung des Modells ausfu¨hr-
lich. Bei einem SPC/E-P-Wassermoleku¨l ha¨ngt nicht nur das Dipolmoment, sondern auch
jedes ho¨here Multipolmoment von der Umgebung ab, weil die Ladungen variiert werden.
Jedoch wird die Polarisation durch die Geometrie des Modellmoleku¨ls eingeschra¨nkt, z. B.
kann ein SPC/E-P-Moleku¨l nicht senkrecht zur Moleku¨lebene polarisiert werden.
Die in Kapitel 2 der vorliegenden Arbeit beschriebenen Grenzfla¨chen- u. a. Simulatio-
nen sind mit demselben Programm wie die o. a. Simulationen zur Parametrisierung
des SPC/E-P-Modells durchgefu¨hrt worden. Dabei ist das SPC/E-P-Wassermodell ex-
akt wie bei seiner Parametrisierung simuliert worden; z. B. sind die Lennard-Jones-
Wechselwirkungen in derselben Weise begrenzt und die Coulomb-Wechselwirkungen
auf dieselbe Art behandelt worden (siehe auch Diskussion im letzten Absatz des Ab-
schnitts 1.3.3).
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1.8 Behandlung unbegrenzter Potentiale
Bei allen im Rahmen der vorliegenden Arbeit simulierten Systemen sind zyklische Rand-
bedingungen eingesetzt worden, d. h. die Simulationsschachtel, die endlich viele explizit
beru¨cksichtigte Teilchen entha¨lt, stellt kein isoliertes System, sondern eine Elementarzelle
eines unendlich ausgedehnten Kristalls dar, was in Abschnitt 1.2 ausfu¨hrlich dargelegt
wird. Somit wechselwirkt ein explizit simuliertes Teilchen nicht nur mit den anderen Teil-
chen in derselben Elementarzelle, sondern mit allen Teilchen des gesamten Kristalls. So
wird z. B., wenn ausschließlich (effektive) Paarpotentiale betrachtet werden, die potenti-
elle Energie der explizit simulierten Teilchen nach Gl. (1.3) berechnet, wobei nicht nur
u¨ber Teilchenpaare in der Simulationsschachtel, sondern auch u¨ber alle (unendlich vielen!)
Gittervektoren des Kristalls summiert wird. Da in Simulationen nur wenige (endlich viele)
dieser Summanden beru¨cksichtigt werden ko¨nnen, werden die nichtbindenden Wechselwir-
kungen nur fu¨r Teilchenpaare, deren Abstand eine vorgegebene Wechselwirkungsgrenze
nicht u¨bertrifft, direkt (d. h. durch einfache Summation) berechnet. Beispielsweise wird
der Beitrag eines Teilchenpaars zur potentiellen Energie gema¨ß Gl. (1.5) ermittelt. Der
Beitrag, den die Wechselwirkung von Teilchenpaaren mit Absta¨nden oberhalb der Wech-
selwirkungsgrenze zu einer Gro¨ße liefert, wird dabei vernachla¨ssigt und muß als Langreich-
weitekorrektur nachtra¨glich beru¨cksichtigt werden, wenn ein System mit unbegrenztem
Potential simuliert werden soll. Im einfachsten Fall wird diese Langreichweitekorrektur ab-
gescha¨tzt, indem die diskrete Verteilung der Teilchenabsta¨nde fu¨r Absta¨nde oberhalb der
Wechselwirkungsgrenze durch eine kontinuierliche Verteilung angena¨hert wird, so daß der
entsprechende Teil der Summe u¨ber Teilchenpaare durch ein Integral u¨ber den Teilchen-
abstand ersetzt werden kann. Obwohl der Integrationsbereich bis ins Unendliche reicht,
kann solch eine Kontinuumskorrektur einen endlichen Wert besitzen, weil jede nichtbin-
dende Paarwechselwirkung unb bei unendlichem Abstand verschwindet [unb(r) → 0 fu¨r
r →∞]. Allerdings wa¨chst bei einem vo¨llig ungeordneten System (einem idealen Gas) im
dreidimensionalen Raum die Anzahl der Teilchenpaare, die einen Abstand zwischen r und
r+ ∆r (mit sehr kleinem fixierten ∆r) besitzen, mit dem Quadrat des Abstands r, so daß
eine derart ermittelte Kontinuumskorrektur auch unendlich große Terme enthalten kann.
Wie im folgenden Unterabschnitt 1.8.1 gezeigt wird, kann (in einem dreidimensionalen













mit der Wechselwirkungsgrenze rcut fu¨r die jeweilige nichtbindende Paarwechselwir-
kung unb konvergiert. Solch eine Wechselwirkung wird als kurzreichweitig bezeichnet, was
z. B. auf das Lennard-Jones- und das Born-Mayer-Potential zutrifft. Andererseits heißt
eine Paarwechselwirkung, fu¨r die die Integrale (1.199) divergieren, z. B. die Coulomb-
Wechselwirkung, langreichweitig. Langreichweitige Wechselwirkungen mu¨ssen mit alter-
nativen Verfahren, wie z. B. der in Unterabschnitt 1.8.2 beschriebenen Ewald-Summation,
behandelt werden.
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1.8.1 Langreichweitekorrekturen fu¨r kurzreichweitige Wechsel-
wirkungen
Da die bindenden Wechselwirkungen stets direkt berechnet werden, sind Langreichweite-
korrekturen nur bei nichtbindenden Wechselwirkungen, die in dieser Arbeit ausschließlich
durch effektive Paarpotentiale modelliert werden, zu betrachten. Bei einem System mit
zyklischen Randbedingungen wird der Beitrag, den ein Teilchen i in der zentralen Simula-
tionsschachtel zur potentiellen Energie des gesamten Systems liefert, also die Energie φi,
die zur Entfernung des Teilchens i aus der Konfiguration {~r} aufzuwenden ist, analog zur
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j 6=i fu¨r ~a=~0
uik(|~rij + ~a|) (1.200)
mit der Paarwechselwirkung uij und dem Abstandsvektor ~rij der Teilchen i und j in
der zentralen Simulationsschachtel, den Gittervektoren ~a, der Gesamtzahl N der explizit
simulierten Teilchen, der Anzahl Ncomp verschiedener Teilchensorten bzw. Mischungskom-
ponenten sowie der Anzahl Nk der explizit simulierten Teilchen der Komponente k. Die
Notation
∑Nk
j∈k bezeichnet hier die Summation u¨ber alle Nk Teilchen j der Komponen-
te k. Die Paarwechselwirkung aller Teilchen j einer Komponente k mit dem Teilchen i
wird durch dieselbe Funktion uik des Teilchenabstands ausgedru¨ckt. Der Beitrag derje-
nigen Terme, bei denen der Abstandsbetrag |~rij + ~a| eine vorgegebene Wechselwirkungs-
grenze rcut u¨berschreitet, zur Summe der Gl. (1.200) soll (zumindest na¨herungsweise)
als Langreichweitekorrektur zur potentiellen Energie des Teilchens i bestimmt werden.
Langreichweitekorrekturen wie diese ko¨nnen unter bestimmten Annahmen hergeleitet wer-
den [4, 5]. Betrachtet werde ein homogenes System ohne jegliche Fernordnung (z. B. eine
Flu¨ssigkeit oder ein Gas). Beim direkt berechneten Teil der Summe in Gl. (1.200) werde
die Wechselwirkung spha¨risch begrenzt, d. h. nur die Terme mit |~rij + ~a| ≤ rcut werden
aufsummiert. Bei der Berechnung der Langreichweitekorrekturen werden keine speziellen
Werte fu¨r die einzelnen Konfigurationen {~r} des Systems, sondern Mittelwerte u¨ber zahl-
reiche simulierte Konfigurationen angestrebt. Der gesamte Wechselwirkungsbeitrag, der
aus Teilchenpaaren mit Absta¨nden oberhalb der (
”
hinreichend groß“ gewa¨hlten) Wech-
selwirkungsgrenze resultiert, ko¨nne zwar nicht vernachla¨ssigt, aber berechnet werden, oh-
ne die Struktur (die Nahordnung) des Systems zu beru¨cksichtigen. Die mittlere Dichte
der Teilchen einer jeden Komponente k sei also in allen Volumenelementen, die weiter
als die Wechselwirkungsgrenze vom Teilchen i entfernt liegen, (fast) gleich der mittle-
ren Dichte der entsprechenden Komponente k im Gesamtsystem. [Die (in Abschnitt 1.9.1
behandelte) radiale Verteilungsfunktion besitze somit bei allen Absta¨nden oberhalb der
Wechselwirkungsgrenze (in etwa) den Wert Eins.] Diese Annahmen bedeuten, daß sich
das Teilchen i im Mittelpunkt einer (gedachten) Wechselwirkungskugel, deren Radius der
Wechselwirkungsgrenze gleicht, befindet und daß es sowohl mit den explizit simulierten
Teilchen innerhalb der Wechselwirkungskugel als auch mit einem Kontinuum
”
verschmier-
ter“ Teilchen außerhalb der Kugel wechselwirkt. Die Kontinuumsna¨herung ermo¨glicht es,
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die Langreichweitekorrektur zur Summe in Gl. (1.200) durch ein Integral u¨ber das Volu-
men außerhalb der Wechselwirkungskugel auszudru¨cken. So wird fu¨r die Langreichweite-
korrektur φi,LRC (LRC von engl. ”
long-range correction“) der potentiellen Energie φi des


















mit der Summation u¨ber die Ncomp Mischungskomponenten k, dem Simulationsvolu-
men V , der Teilchenzahl Nk und Dichte ρk = Nk/V der Komponente k sowie der nicht-
bindenden Paarwechselwirkung unbik des Teilchens i mit einem Teilchen der Komponente k.
Diese Langreichweitekorrektur ist eine Kontinuumskorrektur und gleicht exakt dem En-
semblemittelwert des Beitrags aller Terme mit |~rij + ~a| > rcut zur Summe in Gl. (1.200)
[5]. Die Anwendung einer derartigen Kontinuumskorrektur auf eine einzelne Konfigurati-
on stellt jedoch eine Na¨herung dar. Bei der Berechnung chemischer Exzeßpotentiale nach
der Widom-Methode [z. B. gema¨ß Gl. (1.148)] ist die Langreichweitekorrektur φi,LRC der
potentiellen Energie des Teilchens i ggf. zum direkt berechneten Teil der Wechselwirkungs-
energie φ des Geisterteilchens zu addieren; und bei Monte-Carlo-Schritten, bei denen ein
einzelnes Teilchen eingesetzt oder entfernt wird, (z. B. in µV T - und in Gibbs-Ensemble–
Monte-Carlo–Simulationen) dient φi,LRC als Langreichweitekorrektur zur Differenz ∆U
der potentiellen Energie der Versuchs- und der aktuellen Konfiguration [also auch zu
∆Uad und ∆U rm in Gl. (1.163) des Molekulardynamik–Monte-Carlo–Hybridverfahrens].
Werden die durch Gl. (1.200) gegebenen Beitra¨ge φi der einzelnen Teilchen i zur potenti-
ellen Energie aufsummiert, wird die (doppelte) gesamte potentielle Energie nach Gl. (1.3)
erhalten. Entsprechendes gilt fu¨r die Kontinuumskorrekturen, so daß die Langreichweite-



















mit der Langreichweitekorrektur φi,LRC zu φi, wobei die Summation u¨ber alle N Teilchen i
durch die Summation u¨ber die Ncomp Komponenten l und die Nl Teilchen i einer jeden
Komponente l ersetzt werden kann. Fu¨r alle Teilchen i einer Komponente l besitzt φi,LRC
denselben Wert φl,LRC . Einsetzen von φl,LRC nach Gl. (1.201) liefert fu¨r die Kontinuums-
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mit der Summation u¨ber die Komponenten k und l, den Teilchenzahlen Nk und Nl der
einzelnen Komponenten, dem Simulationsvolumen V , der Wechselwirkungsgrenze rcut so-
wie der nichtbindenden Paarwechselwirkung unblk zwischen einem Teilchen der Sorte k und
einem (anderen) Teilchen der (ggf. identischen) Sorte l. Wird das Volumen der Simulati-
onsschachtel im Verlaufe einer Monte-Carlo-Simulation variiert, wie es z. B. bei NpT - und
bei Gibbs-Ensemble-Simulationen geschieht, so muß ULRC bei den Volumena¨nderungs-
schritten beru¨cksichtigt werden. Wie in Lit. [5] gezeigt wird, wird fu¨r die Langreichwei-
tekorrektur pLRC des Drucks der folgende Ausdruck erhalten, wenn dieselben Annahmen






























r3 dr . (1.204)
Diese Kontinuumskorrektur pLRC ist bei der Bestimmung des momentanen Drucks nach
Gl. (1.79) zum direkt berechneten Anteil hinzuzufu¨gen. Wird in den Gleichungen (1.144)
und (1.145), mit denen chemische Exzeßpotentiale im kanonischen Ensemble bzw. in
NV T -Simulationen nach der Widom-Methode berechnet werden, die Energie der einge-
setzten Testteilchen in den direkt berechneten Anteil und die Kontinuumskorrektur φl,LRC
nach Gl. (1.201) aufgeteilt, so erfu¨llt die Langreichweitekorrektur µl,LRC des chemischen
Potentials der Komponente l die einfache Beziehung
µl,LRC = φl,LRC . (1.205)
Diese Formel gilt zwar nur bei NV T -Simulationen exakt, stellt jedoch bei NV E- und
NpT -Simulationen eine gute Na¨herung dar, wenn die momentane Temperatur bzw. das
Volumen nicht allzustark schwanken. Da das Kontinuum
”
verschmierter“ Teilchen außer-
halb der Wechselwirkungskugel kugelsymmetrisch um das Teilchen im Kugelmittelpunkt
verteilt ist, ist die Kontinuumskorrektur zur Kraft stets gleich null.
Auf zahlreiche simulierte Systeme ko¨nnen die Kontinuumskorrekturen in der hier behan-
delten Form wegen der ihnen zugrundeliegenden Annahmen nicht angewendet werden.
Beispielsweise besitzen die Komponenten in einem heterogenen System keine einheitliche
Teilchenzahldichte im gesamten System, sondern ihre Dichten schwanken von Phase zu
Phase. Ferner weisen kristalline Festko¨rper eine Fernordnung auf, so daß die Dichtevertei-
lung um ein gegebenes Teilchen auch bei großen Absta¨nden nicht als Konstante angesehen
werden kann, selbst wenn u¨ber sehr viele Konfigurationen gemittelt wird. Deshalb ist die
Kontinuumsna¨herung im allg. weder bei heterogenen Systemen noch bei Kristallen sinn-
voll. (Hier ist nicht der ku¨nstliche Kristall, den das simulierte System wegen der zyklischen
Randbedingungen bildet, gemeint.) Da die Trennung zwischen dem direkt berechneten
Anteil einer Wechselwirkung und dem Kontinuumsbeitrag darauf beruht, daß jedes ein-
zelne explizit simulierte Teilchen von einer (imagina¨ren) Wechselwirkungskugel umgeben
ist, stellt jede nicht-spha¨rische Begrenzung der direkt berechneten Wechselwirkungen ein
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Problem dar. Dieses Problem tritt z. B. auf, wenn die Wechselwirkungen nicht auf Ba-
sis einzelner Teilchen (Atome), sondern auf Basis von Teilchengruppen (Moleku¨len bzw.





ter dient zur Beschleunigung der Molekulardynamik im Modul sander des Programmpa-
kets AMBER 4.1 [10, 11] eine Nachbarschaftsliste, die in der Praxis ebenfalls bewirkt, daß
die Wechselwirkungen nicht kugelfo¨rmig begrenzt werden (siehe Abschnitt 1.4.6). Somit
ist es auch in diesen Fa¨llen nicht sinnvoll, die hier beschriebenen Langreichweitekorrek-
turen anzuwenden. Selbstversta¨ndlich ko¨nnen die Kontinuumskorrekturen nur berechnet
werden, wenn die in den Gleichungen (1.201), (1.203) und (1.204) [sowie in Gl. (1.199)]
enthaltenen Integrale konvergieren, also das Wechselwirkungspotential kurzreichweitig ist.
Im folgenden wird ein System, dessen nichtbindende Wechselwirkungen ausschließlich
durch das Lennard-Jones(LJ)-Potential nach Gl. (1.7) beschrieben werden, betrachtet.
Das System bestehe aus Ncomp Komponenten (Teilchensorten). Im Volumen V der Simula-
tionsschachtel befinden sich jeweilsNi Teilchen der Komponente i. Die LJ-Wechselwirkung
zweier identischer Teilchen der Komponente i werde durch den Energieparameter i und
den Abstandsparameter σi charakterisiert, die Wechselwirkung zweier unterschiedlicher
Teilchen der Komponenten i und j durch die Parameter ij und σij. In allen Fa¨llen sei die
Wechselwirkungsgrenze fu¨r den direkt berechneten Anteil der Wechselwirkungen gleich
rcut. Dann ergibt sich die Langreichweitekorrektur U
LJ
LRC der gesamten potentiellen Ener-









































mit der Summation u¨ber die einzelnen Komponenten i bzw. u¨ber Paare verschiedener
Komponenten i und j. Aus Gl. (1.204) resultiert fu¨r die Kontinuumskorrektur pLJLRC des











































mit der Summation wie oben. Die Langreichweitekorrektur φLJi,LRC des Beitrags, den ein
Teilchen der Komponente i zur potentiellen Energie einer einzelnen Konfiguration des
Lennard-Jones-Systems liefert, folgt aus Gl. (1.201) und gleicht bei NV T -Simulationen
gema¨ß Gl. (1.205) der Kontinuumskorrektur µLJi,LRC des chemischen (Exzeß-)Potentials der
1.8. BEHANDLUNG UNBEGRENZTER POTENTIALE 125






















mit der Summation u¨ber Komponenten j sowie ij = i und σij = σi fu¨r i = j. Zur Berech-
nung von φLJi,LRC ist das (momentane) Volumen der jeweiligen Konfiguration einzusetzen.
Wird µLJi,LRC in einer NpT -Simulation durch Gl. (1.208) angena¨hert, so ist das aus der
Simulation erhaltene mittlere Volumen zu verwenden.
Im Programm MD MC.f werden die hier beschriebenen Langreichweitekorrekturen bei der
Behandlung der Lennard-Jones(LJ)-Wechselwirkungen beru¨cksichtigt, so daß die nicht-
bindenden Wechselwirkungen durch das unbegrenzte LJ-Potential modelliert werden.
Dabei werden die potentielle Energie und der momentane Druck einer jeden Konfigu-
ration (auch bei NV E- und NV T -Simulationen) einschließlich der [durch Gl. (1.206)
bzw. Gl. (1.207) gegebenen] Kontinuumskorrektur bestimmt. Die Langreichweitekor-
rektur des chemischen (Exzeß-)Potentials wird nicht nur bei NV T -Simulationen nach
Gl. (1.208) ermittelt, sondern auch bei NV E- und NpT -Simulationen durch diese Bezie-
hung approximiert. Bei jedem Versuch, innerhalb einer Molekulardynamik–Monte-Carlo–
Hybridsimulation ein Teilchen von einer Schachtel in die andere zu u¨berfu¨hren, wird der
Beitrag, den das zu entfernende bzw. einzusetzende Teilchen zur potentiellen Energie des
Systems in der jeweiligen Schachtel liefert, einschließlich der Kontinuumskorrektur nach
Gl. (1.208) berechnet. Auf derartige Weise sind die meisten der in Kap. 3 beschriebenen
Simulationen von Phasengleichgewichten, Netzwerken und Gelen ausgefu¨hrt worden. Wer-
den diese Langreichweitekorrekturen (durch gezielte A¨nderung des Programms MD MC.f)
fortgelassen, so wird dies stets explizit angegeben. Dagegen werden im MD-Modul sander
des Programmpakets AMBER 4.1 [10, 11] keine Kontinuumskorrekturen eingesetzt (auch
nicht in der von E. Sto¨ckelmann modifizierten Version [27]), so daß das Lennard-Jones-
und das Born-Mayer-Potential der in Kap. 2 behandelten Elektrolyt- und Grenzfla¨chen-
systeme begrenzt werden.
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1.8.2 Ewald-Summation fu¨r Coulomb-Wechselwirkungen
Die Coulomb-Wechselwirkungsenergie uCij zweier Punktladungen qi und qj wird durch
Gl. (1.14) gegeben. Bei einem (unendlich ausgedehnten) System mit zyklischen Randbe-
dingungen wird der Beitrag UC der Coulomb-Wechselwirkungen zur potentiellen Energie





















4piε0 · |~rij + ~a| (1.209)
mit den Positionen {~r} = ~r1, ~r2, ~r3, . . . , ~rN der N Punktladungen in der zentralen Si-
mulationsschachtel, den (unendlich vielen) Gittervektoren ~a des periodischen Gitters der
Schachteln, dem Ladungsabstandsvektor ~rij = ~ri − ~rj und der Dielektrizita¨tskonstan-
ten ε0 des Vakuums. Hier werden (zuna¨chst) ausschließlich unabha¨ngige fixierte Punkt-
ladungen betrachtet, d. h. bei Moleku¨len wird nicht zwischen intra- und intermolekularen
Coulomb-Wechselwirkungen unterschieden, und Ladungen variabler Gro¨ße sowie kontinu-
ierliche Ladungsverteilungen werden erst in Abschnitt 1.8.2.3 beru¨cksichtigt. Auf direk-
tem Weg kann die unendliche Gittersumme (Summe u¨ber Gittervektoren ~a) in Gl. (1.209)
nicht vollsta¨ndig berechnet werden. Da das Coulomb-Potential langreichweitig ist, d. h.
die Integrale in Gl. (1.199) divergieren, kann ein System mit unbegrenzten Coulomb-
Wechselwirkungen nicht simuliert werden, indem verschiedene Gro¨ßen zuna¨chst auf Basis
eines begrenzten Coulomb-Potentials ermittelt werden und anschließend die jeweilige Kon-
tinuumskorrektur addiert wird. Die unvera¨nderten Coulomb-Wechselwirkungen einfach zu
begrenzen, ist nicht sinnvoll, denn eine derartige Berechnung der elektrostatischen Wech-
selwirkungen fu¨hrt (zumindest bei praktisch sinnvoller kleiner Wechselwirkungsgrenze) in
dynamischen Simulationen zu Artefakten [75].
Bei geladenen Systemen divergiert die Gittersumme der Gl. (1.209), so daß bei ihrer
Berechnung Ladungsneutralita¨t vorausgesetzt werden muß. Nur in dem Fall, daß die zen-
trale Simulationsschachtel kein (elektrisches) Dipolmoment besitzt, ist die Gittersumme
absolut konvergent, d. h. die Reihe der Absolutbetra¨ge der Reihenglieder konvergiert, und
der Wert der Gittersumme ha¨ngt nicht von der Summationsreihenfolge ab [76]. Da das
Dipolmoment der Schachtel im allg. nicht verschwindet, ist die Gittersumme gewo¨hn-
lich nur bedingt konvergent, d. h. der Reihenwert wird von der Summationsreihenfolge
beeinflußt, so daß die Coulomb-Wechselwirkungsenergie durch Gl. (1.209) erst dann ein-
deutig bestimmt wird, wenn zusa¨tzlich angegeben wird, wie u¨ber die Gittervektoren ~a zu
summieren ist. Ungu¨nstig ist auch, daß die Gittersumme nur langsam konvergiert. Diese
Gittersumme ist jedoch zu ermitteln, wenn thermodynamische und strukturelle Eigen-
schaften einer ionischen Flu¨ssigkeit mit unvera¨nderten Coulomb-Wechselwirkungen genau
berechnet werden sollen [4]. Die langreichweitigen elektrostatischen Kra¨fte mu¨ssen auch
bei Simulation biomolekularer Systeme genau [46], bei Simulation polarisierbarer Modelle
(siehe Abschnitt 1.7) sogar so genau wie mo¨glich [68] behandelt werden. Am vollsta¨ndig-
sten werden solche Wechselwirkungen bei der Ewald-Summation berechnet [68]. Dieses
von P. P. Ewald [77] eingefu¨hrte Verfahren zur Bestimmung von Gittersummen wird z. B.
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in Lit. [7] in seiner traditionellen Form und in [4, 78] kurz bzw. ausfu¨hrlich in etwas
erweiterter Form (mit Dipolterm, s. u.) dargestellt, wobei ausschließlich bzw. zuna¨chst
Coulomb-Wechselwirkungen betrachtet werden. Die Ewald-Summation kann auf Poten-
tiale der Form u(r) ∼ 1/rp mit p ≥ 1 verallgemeinert werden, so daß die Coulomb-
Wechselwirkung den Spezialfall mit p = 1 darstellt [5, 79]. Ein kurzer U¨berblick u. a.
u¨ber die Ewald-Summation ist in [46] zu finden. In zwei neueren U¨bersichtsartikeln wird
beschrieben, wie Coulomb- und andere langreichweitige Wechselwirkungen [80] bzw. wie
elektrostatische Wechselwirkungen bei biomolekularen Simulationen [81] heute behandelt
werden ko¨nnen.
Da die Ewald-Summation bei großen Systemen einen erheblichen Rechenaufwand erfor-
dert, wird nach effizienten Alternativen zur Ewald-Methode gesucht. Ausgehend von der
Feststellung, daß die Coulomb-Wechselwirkungen in kondensierten ionischen Phasen – im
Gegensatz zum Fall eines isolierten Teilchenpaares – effektiv kurzreichweitig sind, werden
z. B. die elektrostatischen Wechselwirkungen bei der sogenannten Wolf-Methode [82, 83]
durch modifizierte Coulomb-Wechselwirkungen modelliert, und diese spha¨risch begrenzten
Paarwechselwirkungen werden direkt aufsummiert. Solch ein schnelles Verfahren mit be-
grenztem Paarpotential muß jedoch unter den jeweiligen Simulationsbedingungen mit der
Ewald-Summation als dem exakten Standard verglichen werden. Obwohl das Coulomb-
sche Gesetz eine einfache Form besitzt, wird die mathematische Modellierung elektrosta-
tischer Wechselwirkungen also noch heute in der Physik und im wissenschaftlichen Rech-
nen bearbeitet, denn wegen des mit der Systemgro¨ße wachsenden Rechenaufwandes sollen
schnellere und genauere Methoden entwickelt werden [81]. Anstatt die Ewald-Summation
vollsta¨ndig zu ersetzen, kann sie auch durch Particle-mesh-Verfahren angena¨hert und be-
schleunigt werden [75]. Dabei wird der Rechenaufwand der Ewald-Methode (zumindest
bei großen Systemen) durch relativ schnelle, auf Gittern basierende Algorithmen redu-
ziert. Lit. [75] entha¨lt eine aktuelle U¨bersicht u¨ber verschiedene Ewald-mesh-Methoden,
die mittels einer neu eingefu¨hrten einheitlichen Systematik beschrieben und verglichen
werden. Drei dieser prinzipiell a¨hnlichen Verfahren, na¨mlich die Particle-particle–particle-
mesh(PPPM)–Methode [84] als erstes derartiges Verfahren, die urspru¨ngliche Particle-
mesh-Ewald(PME)-Methode [85] sowie die im Rahmen der vorliegenden Arbeit einge-
setzte Smooth–particle-mesh–Ewald(SPME)-Methode [79], werden in Lit. [86] gru¨ndlich
und systematisch verglichen, wobei die verschiedenen Bestandteile der Algorithmen und
die zugrundeliegenden Verfahren in einheitlicher Weise dargestellt werden. Im U¨bersichts-
artikel [46] wird u. a. ein kurzer U¨berblick u¨ber verschiedene Particle-mesh-Verfahren, wie
z. B. die drei o. a. Methoden, gegeben. Sollen elektrostatische Wechselwirkungen in mole-
kularen Simulationen mit explizitem Lo¨sungsmittel berechnet werden, so werden heute am
ha¨ufigsten Ewald-mesh-Verfahren eingesetzt und dabei schnelle Fourier-Transformationen
benutzt [75, 81].
Die traditionelle Ewald-Summation fu¨r Coulomb-Wechselwirkungen wird im na¨chsten Ab-
schnitt 1.8.2.1 dieser Arbeit im Detail vorgestellt. Im darauffolgenden Abschnitt 1.8.2.2
werden die PPPM-, die PME- und insbesondere die SPME-Methode als Particle-mesh-
Verfahren behandelt. Werden polarisierbare Moleku¨le mit dem Modell des Ladungsgleich-
gewichts (siehe Abschnitt 1.7.1) simuliert, so sind bei der Ewald-Summation einige Be-
sonderheiten, die in Abschnitt 1.8.2.3 beschrieben werden, zu beachten.
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1.8.2.1 Die traditionelle Ewald-Summation
Die Ewald-Summation fu¨r Coulomb-Wechselwirkungen beruht auf dem Ansatz, das Rezi-
proke des Abstands r zwischen zwei Punktladungen als ein Integral darzustellen und das





















mit frei wa¨hlbarem κ > 0 (sinnvolle κ-Wahl: s. u.). Mit Hilfe dieses Tricks wird das durch
Gl. (1.14) gegebene Coulomb-Potential uCij zwischen zwei Punktladungen qi und qj mit
dem Abstand r in einen kurzreichweitigen, als direkt bezeichneten Anteil udirij und einen
langreichweitigen, reziprok (engl.
”
reciprocal“) genannten Anteil urecij zerlegt:
uCij(r) = u
dir
ij (r) + u
rec
ij (r) (1.211)


























mit der Dielektrizita¨tskonstanten ε0 des Vakuums sowie der Fehlerfunktion erf und kom-
plementa¨ren Fehlerfunktion erfc, die als Funktionen der reellen Zahlen die Definitionsglei-





exp[−t2] dt und erfc(x) = 1−erf(x) = (2/√pi) ∫∞
x
exp[−t2] dt




reziprok“ sowie deren Bedeutung in die-
sem Zusammenhang werden weiter unten erla¨utert.) Der direkte Anteil udirij des Coulomb-
Potentials ist so kurzreichweitig, daß er begrenzt werden kann, ohne daß Kontinuums-
korrekturen beno¨tigt werden, falls die Wechselwirkungsgrenze hinreichend groß gewa¨hlt
wird. Der reziproke Anteil urecij gleicht bei großem Ladungsabstand r (fast) dem gesamten
Coulomb-Potential uCij, aber, wenn der Abstand r gegen Null geht, divergiert er nicht,
sondern verla¨uft relativ glatt (Bedeutung: s. u.).
Im folgenden wird dargelegt, wie die Aufspaltung der Coulomb-Wechselwirkungen in einen
direkten und einen reziproken Anteil physikalisch zu verstehen ist, d. h. es wird eine an-
schauliche Interpretation der Ewald-Summation angegeben. Gegeben seien zwei Punktla-
dungen qi und qj: Die erste Ladung qi befinde sich im Ursprung des Koordinatensystems,
und die andere Ladung qj nehme die Position ~r im Abstand r vom Ursprung ein. Somit
befindet sich die zweite Punktladung qj im elektrischen Potential φ(~r) = qi/(4piε0 · r) der
ersten Punktladung qi. Wird das elektrische Potential analog zur Wechselwirkungsenergie








1.8. BEHANDLUNG UNBEGRENZTER POTENTIALE 129
erhalten. Aus welcher Ladungsverteilung ρrec solch ein reziprokes Potential φrec resultiert,
kann ermittelt werden, indem φrec nach Gl. (1.214) in die Poisson-Gleichung
~∇2φ(~r) = − 1
ε0
ρ(~r) , (1.215)
die den Zusammenhang zwischen einer beliebigen Ladungsverteilung ρ und dem von ihr
im Vakuum (mit der relativen Dielektrizita¨tskonstanten εr = 1) erzeugten elektrischen
Potential φ beschreibt, eingesetzt und beru¨cksichtigt wird, daß der Laplace-Operator bei









stellt eine Gaußsche Glockenkurve dar und erfu¨llt die Beziehung
∫
Vtot
ρrec(~r)d~r = qi. Also
beschreibt der reziproke Anteil urecij des Coulomb-Potentials die Wechselwirkung zwischen
der kontinuierlichen Ladungsverteilung ρrec, die sich durch
”
Ausschmierung“ der ersten
Punktladung qi ergibt, und der zweiten Punktladung qj. Daß dieser reziproke Anteil lang-
reichweitig ist und auch bei r → 0 nicht divergiert, entspricht dem durch das Coulomb-
Integral beschriebenen Verhalten zweier kontinuierlicher Ladungsverteilungen (siehe Ab-
schnitt 1.3.1.2). Da das elektrische Potential φ gema¨ß der Poisson-Gleichung (1.215) li-
near von der erzeugenden Ladungsverteilung ρ abha¨ngt, muß der direkte Anteil udirij des
Coulomb-Potentials die Wechselwirkung der zweiten Punktladung qj mit der durch die
Gegenladungsverteilung −ρrec abgeschirmten ersten Punktladung qi charakterisieren, was
sowohl die Kurzreichweitigkeit des direkten Anteils als auch die Divergenz bei r → 0 er-
kla¨rt. Selbstversta¨ndlich ko¨nnen die Rollen der beiden Punktladungen qi und qj vertauscht
werden. Bei der Ewald-Summation wird die Wechselwirkung zwischen zwei Punktladun-
gen also durch die Summe der Wechselwirkungen der einen Punktladung mit den beiden
folgenden Gebilden ersetzt:
• mit einer ausgedehnten (kontinuierlichen) Ladungsverteilung, deren Gesamtladung
der zweiten Punktladung gleicht, und
• mit der insgesamt neutralen Anordnung aus der zweiten Punktladung und der aus-
gedehnten Ladungsverteilung mit umgekehrtem Vorzeichen.
Die anschauliche Bedeutung des Ewald-Parameters κ besteht darin, daß er die Breite der
durch Gl. (1.216) gegebenen Ladungsverteilung definiert.
Wird der Ausdruck uCij fu¨r eine einzelne Coulomb-Paarwechselwirkung nach Gl. (1.211)
in die Gleichung (1.209) fu¨r die gesamte Coulomb-Wechselwirkungsenergie UC in einem
System mit zyklischen Randbedingungen eingesetzt, so ergibt sich UC nach weiteren Um-
formungen im Rahmen der traditionellen Ewald-Summation wie folgt:
UC({~r}) = Udir({~r}, κ) + U rec({~r}, κ) + U self (κ) (1.217)
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mit der direkten Summe Udir, der reziproken Summe U rec und dem Selbstwechselwir-
kungsterm U self . (Der in der Literatur zu findende Dipolterm Udipole({~r}) tritt bei der
traditionellen Ewald-Summation nicht auf [77, 7].) Die einzelnen Terme werden in den
folgenden Absa¨tzen ausfu¨hrlich behandelt, wobei auch ihre Namen erkla¨rt werden.
Die direkte Summe Udir, der direkte Anteil der gesamten Coulomb-
Wechselwirkungsenergie, entha¨lt die direkten Beitra¨ge udirij zu den einzelnen Paar-
wechselwirkungen nach Gl. (1.212) und lautet:









qiqj · erfc(κ · |~rij + ~a|)
4piε0 · |~rij + ~a| (1.218)
mit den (unendlich vielen) Gittervektoren ~a des Simulationsschachtelgitters, der Anzahl N
explizit simulierter Punktladungen und dem Abstandsvektor ~rij = ~ri−~rj zwischen den La-
dungen qi und qj. Diese direkte Summe, die nur kurzreichweitige Wechselwirkungen jeweils
zwischen einer Punktladung und einer abgeschirmten Punktladung umfaßt, konvergiert
nicht nur absolut, sondern sogar exponentiell schnell. Da die Summation unmittelbar im
Ortsraum, dem
”
direkten Raum“, ausgefu¨hrt werden kann, wird diese Summe als
”
direkt“
bezeichnet. Je gro¨ßer der Ewald-Parameter κ gewa¨hlt wird, d. h. je enger die Ladungs-
verteilung nach Gl. (1.216) ist und je besser eine entsprechende Gegenladungsverteilung
eine Punktladung abschirmt, desto schneller konvergiert die direkte Summe, d. h. desto
weniger Gittervektoren ~a mu¨ssen explizit beru¨cksichtigt werden. Bei hinreichend großem
Ewald-Parameter ist es mo¨glich, die Konvention des na¨chsten Bildes, also nur einen Git-
tervektor fu¨r jedes Ladungspaar (qi, qj) zu verwenden und zusa¨tzlich den direkten Anteil
der Coulomb-Wechselwirkung spha¨risch zu begrenzen, so daß die direkte Summe durch








4piε0 · rij (1.219)
mit der Summation u¨ber diskrete Ladungspaare (qi, qj) mit i < j, dem mittels der Kon-
vention des na¨chsten Bildes berechneten Ladungsabstand rij und der Wechselwirkungs-
grenze rcut. Wird bei einer Molekulardynamik-Simulation mit dem MD-Modul sander des
Programmpakets AMBER 4.1 [10, 11] die Ewald-Summation benutzt, so wird die direkte
Summe nach Gl. (1.219) berechnet, wobei dieselbe Wechselwirkungsgrenze wie bei der
Berechnung der Lennard-Jones-Wechselwirkungen eingesetzt wird.
Die reziproke Summe U rec in Gl. (1.217), der reziproke Anteil der gesamten Coulomb-
Wechselwirkungsenergie, umfaßt die reziproken Beitra¨ge urecij zu den einzelnen Paarwech-
selwirkungen nach Gl. (1.213) und wird zuna¨chst folgendermaßen formuliert:















[−|~rij + ~a|2 · s2] ds . (1.220)
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Damit die reziproke Summe als Funktion der Positionen {~r} bzw. Absta¨nde ~rij der La-
dungen die Periodizita¨t des Simulationsschachtelgitters mit den Gittervektoren ~a besitzt
und die unten angegebene Fourier-Reihenentwicklung ausgefu¨hrt werden kann, werden die
Summanden mit i = j und ~a = ~0 hier – anders als in den Gleichungen (1.209) und (1.218)
– mitgeza¨hlt, was nachtra¨glich zu korrigieren ist (s. u.). Die folgenden vereinfachten Um-
formungen der reziproken Summe, die sich z. T. an Lit. [7] anlehnen, stellen keinen exakten
Beweis, sondern nur eine Skizze dar. (Hier wird z. B. vernachla¨ssigt, daß die Summati-
onsreihenfolge den Wert einer bedingt konvergenten Reihe beeinflußt. Eine mathematisch
strenge Behandlung der Ewald-Summation ist z. B. in [87, 76] zu finden.) Die reziproke
Summe der Gl. (1.220) kann auch wie folgt ausgedru¨ckt werden:








· Jrec(~rij, κ) (1.221)








[−|~rij + ~a|2 · s2] ds . (1.222)
Obwohl die Gro¨ße Jrec in Gl. (1.221) in gewisser Weise dem in Abschnitt 1.3.1.2 eingefu¨hr-
ten Coulomb-Integral und der im na¨chsten Abschnitt 1.8.2.2 definierten Einflußfunktion
entspricht, dient Jrec hier nur als Abku¨rzung fu¨r den durch Gl. (1.222) gegebenen Aus-
druck. Da Jrec als Funktion des Ladungsabstands ~rij periodisch hinsichtlich der Gitter-




Jrec~g (κ) · exp[i~g · ~rij] (1.223)
mit der (nicht mit dem Ladungsindex i zu verwechselnden) imagina¨ren Einheit i, der
Summe
∑
~g u¨ber alle Vektoren ~g des reziproken Gitters und den (vom Ewald-Parameter κ














mit beliebigen ganzen Zahlen mx, my und mz sowie den folgendermaßen definierten Ba-
sisvektoren ~L∗α (α = x, y, z) des reziproken Gitters:
~Lα · ~L∗β = 2piδαβ =
{
0 fu¨r α 6= β
2pi fu¨r α = β
mit α, β = x, y, z (1.225)
mit den Basisvektoren ~Lα (α = x, y, z) des Simulationsschachtelgitters im Ortsraum und
dem Kronecker-Delta δαβ. Bei einem orthorhombischen System, dessen quaderfo¨rmige
Elementarzellen durch die Vektoren ~Lx, ~Ly und ~Lz aufgespannt werden, werden die re-
ziproken Basisvektoren gema¨ß ~L∗α = 2pi~Lα/Lα
2 (α = x, y, z) berechnet. [Einige Autoren
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definieren die reziproken Basisvektoren nicht nach Gl. (1.225), sondern gema¨ß ~Lα·~L∗β = δαβ
(α, β = x, y, z), so daß jeder reziproke Gittervektor ~g bzw. sein Betrag g in den Formeln
durch 2pi~g bzw. 2pig zu ersetzen ist.] Jede Summe u¨ber alle reziproken Gittervektoren, wie
z. B. diejenige in Gl. (1.223), stellt eine Dreifachsumme u¨ber alle ganzen Zahlen mx, my
und mz der Gl. (1.224) dar. Die in Gl. (1.223) beno¨tigten Fourier-Reihenkoeffizienten J
rec
~g






























[−r2s2]ds · exp[−i~g · ~r] d~r (1.228)
mit dem Volumen V der (endlichen) Simulationsschachtel und dem gesamten (unendli-
chen) Raum Vtot. Zuna¨chst wird J
rec nach Gl. (1.222) in Gl. (1.226) eingesetzt und der
Integrand mit dem Term exp[−i~g ·~a], der fu¨r alle Ortsraum-Gittervektoren ~a und alle re-
ziproken Gittervektoren ~g gleich eins ist, multipliziert, was zu Gl. (1.227) fu¨hrt. In dieser
Gleichung wird u¨ber das Volumen V jeweils einer Schachtel integriert und anschließend
u¨ber alle (unendlich vielen) Schachteln mit den Gittervektoren ~a summiert, was einer In-
tegration u¨ber den gesamten Raum Vtot entspricht, so daß Gl. (1.228) erhalten wird. Die






































Die so ermittelten Fourier-Reihenkoeffizienten Jrec~g werden in die durch Gl. (1.223) gege-
bene Fourier-Reihe fu¨r Jrec eingesetzt, wobei der divergente Term mit ~g = ~0 fortgelassen


























· cos(~g · ~rij) . (1.233)
Da zu jedem reziproken Gittervektor ~g bei der Summation auch das Inverse −~g auftritt
und da g−2 exp[−g2/(4κ2)] eine gerade Funktion von ~g ist, verschwinden die Imagina¨rteile
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bei der Summation in Gl. (1.232), so daß Gl. (1.233) erhalten wird. Einsetzen von Jrec in
Gl. (1.221) liefert fu¨r die reziproke Summe der Coulomb-Wechselwirkungsenergie




























· S(~g) · S(−~g) (1.235)




qj exp[i~g · ~rj] . (1.236)
Anstelle der Doppelsumme u¨ber Teilchenpaare (i, j) bzw. Ladungspaare (qi, qj) der
Gl. (1.234) kann also die Einfachsumme u¨ber Teilchen j bzw. Ladungen qj der Gl. (1.236)
ausgewertet werden. Die Bezeichnung
”
reziproke Summe“ ru¨hrt daher, daß in den Glei-
chungen (1.234) und (1.235) u¨ber die reziproken Gittervektoren ~g summiert, der An-
teil U rec der Coulomb-Wechselwirkungsenergie also im reziproken Raum berechnet wird.
Die reziproke Summe konvergiert nicht nur absolut, sondern auch exponentiell schnell
mit g = |~g|. Diese gute Konvergenz der Fourier-Reihe beruht letztlich darauf, daß der in
den reziproken Paarwechselwirkungen nach Gl. (1.213) auftretende Term erf(κr)/r (ins-
besondere bei kleinem Ewald-Parameter κ) eine glatte Funktion des Abstands r ist, d. h.
daß diese Funktion auch bei kleinem Abstand langsam schwankt und auch bei r → 0
nicht divergiert. Die reziproke Summe beschreibt langreichweitige Wechselwirkungen je-
weils zwischen einer Punktladung und einer ausgedehnten Ladungsverteilung. Je kleiner
der Ewald-Parameter κ gewa¨hlt wird, je breiter bzw. glatter also die durch Gl. (1.216)
charakterisierte Ladungsverteilung ist, desto schneller konvergiert die reziproke Summe,
d. h. desto weniger reziproke Gittervektoren ~g brauchen bei der Summation in Gl. (1.234)
bzw. (1.235) explizit beru¨cksichtigt zu werden.
Die oben skizzierte Herleitung der Gleichungen (1.234) und (1.235) fu¨r die reziproke Sum-
me entha¨lt zwei bereits erwa¨hnte Na¨herungen: Zum einen werden die Summanden mit
~a = ~0 und i = j in Gl. (1.220) nicht ausgeschlossen; zum anderen wird der divergente
Term mit dem reziproken Gittervektor ~g = ~0 in der Fourier-Reihe fu¨r den in Gl. (1.222)
definierten Ausdruck Jrec [also in den Gl.en (1.232) und (1.233)] und folglich auch in
der reziproken Summe vernachla¨ssigt. Die erste Na¨herung ist einfach zu korrigieren, denn
die u¨berza¨hligen Summanden in Gl. (1.220), die durch ~a = ~0 und i = j bzw. durch
|~rij + ~a| = 0 charakterisiert werden und die die Wechselwirkung der Punktladungen mit
der jeweiligen sie selbst abschirmenden Ladungsverteilung beschreiben, ko¨nnen unmittel-
bar berechnet werden. Die nachtra¨gliche Subtraktion dieser Selbstwechselwirkungen fu¨hrt
zum Selbstwechselwirkungsterm
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in der durch Gl. (1.217) gegebenen Ewald-Summe fu¨r die Coulomb-Wechselwirkungsener-
gie.
Im Gegensatz zur ersten kann die zweite der o. a. Na¨herungen, na¨mlich die Vernachla¨ssi-
gung des Fourier-Reihengliedes mit dem reziproken Gittervektor ~g = ~0 in der rezipro-
ken Summe, nicht in einfacher Weise aufgehoben werden. Ewald [77] rechtfertigt diese
Na¨herung mit der Ladungsneutralita¨t der Elementarzelle, denn fu¨r ~g = ~0 besitzt der
elektrostatische Strukturfaktor S(~g) eines neutralen Systems nach Gl. (1.236) den Wert
Null, so daß der Term mit ~g = ~0 in Gl. (1.235) verschwindet. Jedoch gelangen Hentsch-
ke et al. [5], die untersuchen, wie sich der gesamte in Gl. (1.234) enthaltene Ausdruck
g−2 exp[−g2/(4κ2)]·cos(~g·~rij) beim Grenzu¨bergang g = |~g| → 0 verha¨lt, zum Ergebnis, daß
die Neutralita¨t der Simulationsschachtel (
∑N
i=1 qi = 0) notwendig, aber nicht hinreichend
fu¨r das Verschwinden des Terms mit ~g = ~0 in der reziproken Summe ist. Sie finden, daß der
Term mit ~g = ~0 einen Beitrag, der proportional zum Quadrat des Dipolmoments
∑N
i=1 qi~ri
der Simulationsschachtel ist, liefert, daß also der Term mit ~g = ~0 in der reziproken Summe
nur vernachla¨ssigt werden kann, wenn das Schachteldipolmoment verschwindet. Erst die
mathematisch strenge Behandlung der Gittersumme der Gl. (1.209) fu¨hrt zu eindeuti-
gen Ergebnissen. De Leeuw et al. [87] sowie Smith [76] leiten exakte Ausdru¨cke fu¨r die
gesamte Coulomb-Wechselwirkungsenergie einer einzelnen Elementarzelle in einem un-
endlichen Kristall, also fu¨r die Coulomb-Energie der zentralen Simulationsschachtel des
wegen der zyklischen Randbedingungen unendlich ausgedehnten Systems, her, wobei sie
verschiedene klar definierte Bedingungen voraussetzen. Sie berechnen zuna¨chst die gesam-
te Coulomb-Energie einer Elementarzelle in der Mitte eines endlichen Kristalls, der aus
sehr vielen identischen Elementarzellen besteht und von einem dielektrischen Kontinuum
umgeben wird, und gehen dann zum Grenzwert unendlicher Kristallgro¨ße u¨ber. So wird
die Coulomb-Wechselwirkungsenergie als Summe aus der traditionellen Ewald-Summe
nach Gl. (1.217) und aus einem Dipolterm Udipole, der proportional zum Quadrat des
Dipolmoments der Elementarzelle ist, erhalten. Trotz des Grenzu¨bergangs zu unendlicher
Kristallgro¨ße ha¨ngt der Dipolterm sowohl von der Form des endlichen Kristalls als auch
von der Dielektrizita¨tskonstanten des umgebenden Kontinuums ab. (Die Kristallform de-
finiert die Reihenfolge, in der die einzelnen Elementarzellen beru¨cksichtigt werden, also
die Summationsreihenfolge der bedingt konvergenten Reihe.) Im Falle eines (in etwa) ku-
gelfo¨rmigen Kristalls aus kubischen Elementarzellen wird der Dipolterm z. B. wie folgt
berechnet [78, 86, 80]:
Udipole({~r}) = |~µbox|
2
2ε0V · (2ε′r + 1)
(1.238)
mit dem Dipolmoment ~µbox =
∑N
i=1 qi~ri der zentralen Simulationsschachtel, der Dielek-
trizita¨tskonstanten ε0 des Vakuums, dem Schachtelvolumen V und der relativen Dielek-
trizita¨tskonstanten ε′r des umgebenden dielektrischen Kontinuums. In allen Fa¨llen wird
der Dipolterm Udipole gleich null, wenn das Schachteldipolmoment verschwindet oder als
umgebendes dielektrisches Kontinuum ein metallischer Leiter mit ε′r = ∞ gewa¨hlt wird,







metallic boundary conditions“) eingesetzt werden. Der Fall Udipole = 0
entspricht der traditionellen Ewald-Summation.
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Sollen die elektrostatischen Wechselwirkungen bei der Simulation eines bestimmten Sy-
stems mittels Ewald-Summation berechnet werden, so stellt sich die Frage, ob und ggf. in
welcher Form der Dipolterm zu beru¨cksichtigen ist. Damit diese Frage auf Basis physikali-
scher Argumente diskutiert werden kann, wird hier in Anlehnung an Smith [76] (siehe auch
[88]) anschaulich dargelegt, aus welchen physikalischen Effekten der Dipolterm resultiert.
Besitzt die gewa¨hlte Elementarzelle eines Kristalls ein nicht verschwindendes Dipolmo-
ment, das im allg. vom gewa¨hlten Ursprung abha¨ngt, also bei Parallelverschiebung der
Elementarzelle variiert, so weist ein aus einer solchen Elementarzelle konstruierter ma-
kroskopischer (endlicher) Kristall ein makroskopisches Gesamtdipolmoment auf, und das
Gesamtdipolmoment eines solchen ferroelektrischen Kristalls divergiert beim Grenzu¨ber-
gang zu unendlich vielen Elementarzellen. Das makroskopische Gesamtdipolmoment, das
auch durch nicht neutralisierte Oberfla¨chenladungen der einzelnen Elementarzellen bzw.
des makroskopischen Kristalls hervorgerufen werden kann, bewirkt, daß sich jede Ele-
mentarzelle mit ihrem Dipol in einem elektrischen Feld befindet. Bei einem endlichen
Kristall beeinflussen folglich das Dipolmoment der Elementarzelle und ggf. – falls Ober-
fla¨chenladungen ein Dipolmoment bewirken – die Oberfla¨chenstruktur den Bulk-Wert
der Coulomb-Wechselwirkungsenergie. Selbst bei einem unendlich ausgedehnten Kristall
ha¨ngt die Coulomb-Energie von der gewa¨hlten Elementarzelle (mit nicht verschwindendem
Dipolmoment) und von der Form der endlichen (auf unendliche Gro¨ße zu extrapolieren-
den) Kristalle, also von der Art der Kristallbeschreibung ab. Somit ist der Dipolterm eine
(evtl. artifizielle) Eigenschaft u. a. der gewa¨hlten Modellelementarzelle und nicht des zu
beschreibenden Systems. Smith [76] a¨ußert die Vermutung (siehe auch [88]), daß beim ex-
perimentellen Kristallwachstum die Oberfla¨chen so strukturiert werden, daß ein etwaiges
Dipolmoment des gesamten Kristalls verschwinde, denn eine starke Ladungstrennung sei
bei realen Kristallen im allg. nicht stabil. Deshalb seien die meisten Ionenkristalle nicht
ferroelektrisch. Und deshalb, so nimmt Smith an, mu¨sse der Dipolterm bei der Ewald-
Summation vernachla¨ssigt werden, wenn die erhaltenen Ergebnisse mit dem Experiment
verglichen werden sollen, was den Erfolg der traditionellen Ewald-Summation erkla¨re. Die
Frage, ob und ggf. wie der Dipolterm beim Einsatz der Ewald-Summation in Simulationen
zu beru¨cksichtigen ist, wird in der Literatur auch an anderen Stellen diskutiert. Roberts et
al. [89] sagen einerseits, daß der Dipolterm bei Simulationen ferroelektrischer Kristalle mit-
einbezogen werden solle, weil bei derartigen Kristallen eine Polarisation zu erwarten sei,
was dem Auftreten von Oberfla¨chenladungen entspreche. Andererseits pla¨dieren sie dafu¨r,
bei Simulationen ungeordneter Systeme (z. B. Flu¨ssigkeiten) im allg. Leiterrandbedingun-
gen zu bevorzugen, denn eine etwaige Polarisation der Simulationsschachtel resultiere aus
der geringen Systemgro¨ße und sei somit ein Finite-size-Effekt, ein Artefakt, das durch
Leiterrandbedingungen elegant korrigiert werde (siehe auch [90, 88]). Dennoch ko¨nne es,
so behaupten Boresch et al. [91], in manchen Fa¨llen sinnvoll sein, auch bei Simulationen
ungeordneter homogener Systeme den Dipolterm zu verwenden und dabei als relative Di-
elektrizita¨tskonstante ε′r der Umgebung diejenige des simulierten Systems zu wa¨hlen. Bei
der Behandlung des Dipolterms gilt wie auch bei der Wahl anderer Randbedingungen,
daß bei der Parametrisierung einer Potentialfunktion dieselben Randbedingungen wie bei
der eigentlichen Simulation einzusetzen sind [90, 89].
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Bei der traditionellen Ewald-Summation wird der Gesamtbeitrag UC der Coulomb-Wech-
selwirkungen zur potentiellen Energie also mittels Gl. (1.217) berechnet, wobei die di-
rekte Summe Udir nach Gl. (1.218) bzw. (1.219), die reziproke Summe U rec gema¨ß
Gl. (1.234) bzw. (1.235) und der Selbstwechselwirkungsterm U self mittels Gl. (1.237)
bestimmt werden. Bei ferroelektrischen Systemen ist auch ein Dipolterm Udipole zu ad-
dieren. Im Molekulardynamik-Modul sander des Programmpakets AMBER 4.1 [10, 11]
wird bei der Ewald-Summation jedoch kein Dipolterm beru¨cksichtigt. Die Bedeutung
der Ewald-Summation besteht darin, daß die bedingt und langsam konvergente Rei-
he der Gl. (1.209) fu¨r die Coulomb-Wechselwirkungsenergie beim Einsatz zyklischer
Randbedingungen durch eine Summe zweier absolut und schnell konvergenter Reihen,
na¨mlich der direkten und der reziproken Summe, sowie zweier Korrekturterme, na¨mlich
des Selbstwechselwirkungs- und ggf. des Dipolterms, ersetzt wird. Die Tatsache, daß der
Reihenwert der bedingt konvergenten Reihe nicht eindeutig bestimmt ist, sondern von
der Summationsreihenfolge abha¨ngt, spiegelt sich in einer gewissen Beliebigkeit des Di-
polterms wider. Im folgenden wird nur noch die traditionelle Ewald-Summe (ohne Di-
polterm) betrachtet. Entha¨lt das zu simulierende System Moleku¨le und werden einige in-
tramolekulare Coulomb-Wechselwirkungen im Modell ausgeschlossen, so mu¨ssen bei der
Ewald-Summation die Terme der ausgeschlossenen Wechselwirkungen fortgelassen oder
nachtra¨glich subtrahiert werden, was nicht nur fu¨r die potentielle Energie, sondern auch
fu¨r die Kra¨fte und den Druck (s. u.) gilt und in Lit. [79] sowie dort zitierten Arbeiten
detailliert behandelt wird.
Bei Molekulardynamik-Simulationen werden Kra¨fte und Exzeßdru¨cke (d. h. Virialterme)
beno¨tigt. Die Coulomb-Kraft ~FCi , die auf eine einzelne Ladung qi wirkt, wird als nega-
tive Ableitung (Gradient) der Coulomb-Wechselwirkungsenergie UC nach der Ladungs-
position ~ri erhalten. Bei der traditionellen Ewald-Summation gema¨ß Gl. (1.217) setzt
sich die Coulomb-Kraft aus einem direkten (im Ortsraum berechneten, von der direkten
Summe Udir der Coulomb-Energie abgeleiteten) Anteil ~F diri und einem reziproken (im
reziproken Raum berechneten, von der reziproken Summe U rec der Coulomb-Energie ab-
geleiteten) Anteil ~F reci zusammen, denn der Selbstwechselwirkungsterm der potentiellen
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Energie ha¨ngt nicht von den Ladungspositionen ab und liefert somit keinen Beitrag zur
Kraft:
~FCi ({~r}) = −~∇~riUC({~r}) = ~F diri ({~r}, κ) + ~F reci ({~r}, κ) (1.239)





































· sin(~g · ~rij) (1.241)
mit den Positionen {~r} aller N Ladungen, dem Ewald-Parameter κ, dem Ladungsab-
stand ~rij = ~ri−~rj bzw. rij = |~rij|, der Wechselwirkungsgrenze rcut, der Dielektrizita¨tskon-
stanten ε0 des Vakuums, dem Volumen V der Simulationsschachtel sowie den Vektoren ~g
des reziproken Gitters und deren Betra¨gen g [Ewald-Parameter wegen Gl. (1.240) hinrei-
chend groß zu wa¨hlen, s. u.]. Der Coulomb-Beitrag piC zum Tensor pi des momentanen
Exzeßdrucks eines anisotropen Systems umfaßt bei der traditionellen Ewald-Summation
einen direkten Anteil pidir und einen reziproken Anteil pirec (siehe Lit. [79]):
piC({~r}) = pidir({~r}, κ) + pirec({~r}, κ) (1.242)


















































mit der Summation u¨ber diskrete Ladungspaare (qi, qj) in Gl. (1.243), dem elektrostati-
schen Strukturfaktor S(~g) nach Gl. (1.236) und der Einheitsmatrix E [Ewald-Parameter κ
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wegen Gl. (1.243) hinreichend groß zu wa¨hlen, s. u.]. Der Term ~rij~r
T
ij in Gl. (1.243) so-
wie der Ausdruck ~g~g T in Gl. (1.244) bezeichnen jeweils die Matrizenmultiplikation des
Spaltenvektors ~rij bzw. ~g mit dem entsprechenden Transponierten als Zeilenvektor. Die
Berechnung des direkten Anteils sowohl der Kraft mittels Gl. (1.240) als auch des Ex-
zeßdrucks mittels Gl. (1.243) ist nur dann mo¨glich, wenn der Ewald-Parameter κ so groß
gewa¨hlt wird, daß bei der Summation im Ortsraum (also auch bei der Berechnung der
Ladungsabsta¨nde ~rij) die Konvention des na¨chsten Bildes benutzt werden kann und die
kurzreichweitigen Wechselwirkungen fu¨r Absta¨nde oberhalb der Wechselwirkungsgren-
ze rcut vo¨llig vernachla¨ssigt werden ko¨nnen. Dies entspricht der Berechnung der direkten
Summe der Coulomb-Wechselwirkungsenergie mittels Gl. (1.219). [Die Formel, mit der
der direkte Anteil der Coulomb-Kraft bei jedem beliebigen Ewald-Parameter berechnet
werden kann und in der – wie in Gl. (1.218) zur Ermittlung der direkten Summe der
Coulomb-Energie – u¨ber die Gittervektoren ~a summiert wird, ist z. B. in Lit. [80] zu fin-
den. Eine entsprechende, also fu¨r beliebige Ewald-Parameter geeignete Gleichung fu¨r den
direkten Anteil des Exzeßdrucktensors wird in Lit. [79] angegeben.]
Bei der Ewald-Summation werden alle Gro¨ßen durch zwei unendliche, aber schnell kon-
vergente Reihen, die direkte und die reziproke Summe, (ggf. zuzu¨glich weiterer schnell
zu berechnender Korrekturterme) dargestellt. Dazu wird das urspru¨ngliche (langreich-
weitige) Potential in einen kurzreichweitigen und einen langreichweitigen (glatten) Anteil
aufgespalten. Der kurzreichweitige Anteil liefert die Terme der direkten Summe, die un-
mittelbar im Ortsraum ausgefu¨hrt wird. Der langreichweitige Anteil fu¨hrt zur reziproken
Summe, die als eine Art Langreichweitekorrektur zur direkten Summe aufgefaßt wer-
den kann. Bei der Ewald-Summation fu¨r langreichweitige Potentiale wird also – anders
als bei den in Abschnitt 1.8.1 behandelten Kontinuumskorrekturen fu¨r kurzreichweitige
Potentiale – nicht das urspru¨ngliche Potential, sondern nur ein kurzreichweitiger Anteil
desselben direkt im Ortsraum ausgewertet, und die reziproke Summe tritt an die Stel-
le der Kontinuumskorrektur. Die Ewald-Summe entha¨lt keine Kontinuums- oder andere
Na¨herung, ist also prinzipiell exakt, wenn von Abbruchfehlern, die wegen der Approxima-
tion der direkten und der reziproken Summe durch endliche Reihen auftreten, abgesehen
wird. Die Wahl des Ewald-Parameters beeinflußt die direkte und die reziproke Summe
einer physikalischen Gro¨ße (sowie etwaige Korrekturterme) so, daß die gesamte Ewald-
Summe nicht von diesem Parameter abha¨ngt. Wenn ein sehr kleiner Ewald-Parameter
eingesetzt wird, werden eine große direkte und eine kleine reziproke Summe erhalten, so
daß die direkte Summe mit einer großen Wechselwirkungsgrenze (und ggf. ohne Konven-
tion des na¨chsten Bildes) aufwendig bestimmt werden muß, aber die reziproke Summe
mit wenigen Summanden, also mit wenigen reziproken Gittervektoren genau berechnet
werden kann. Anschaulich entspricht dieser Fall des kleinen Ewald-Parameters einer wei-
ten Ladungsverteilung nach Gl. (1.216), so daß eine Punktladung durch die zugeho¨rige
Gegenladungsverteilung schlecht abgeschirmt wird und die direkte Summe nur langsam
konvergiert, jedoch die reziproke Summe als Fourier-Reihe einer relativ glatten Funktion
schnell konvergiert. Umgekehrt fu¨hrt ein sehr großer Ewald-Parameter zu einer kleinen
direkten und einer großen reziproken Summe, so daß die direkte Summe mit einer kleinen
Wechselwirkungsgrenze genau ermittelt werden kann, bei der Berechnung der reziproken
Summe allerdings viele reziproke Gittervektoren explizit beru¨cksichtigt werden mu¨ssen.
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Ein großer Ewald-Parameter bedeutet anschaulich, daß Gl. (1.216) eine enge Ladungs-
verteilung beschreibt, so daß eine Punktladung durch die Gegenladungsverteilung gut
abgeschirmt wird und die direkte Summe schnell konvergiert, aber die reziproke Sum-
me als Fourier-Reihe einer schnell variierenden Funktion nur langsam konvergiert. In
der Praxis ist ein mittlerer Ewald-Parameter zu wa¨hlen, so daß sowohl die direkte als
auch die reziproke Summe mit vertretbarem Aufwand mit der erforderlichen Genauig-
keit bestimmt werden ko¨nnen. Zum Beispiel kann dieser Parameter so festgelegt werden,
daß die Abbruchfehler der beiden Summen bei jeweils vorgegebener Summandenanzahl
(in etwa) gleich werden. Im Molekulardynamik-Modul sander des Programmpakets AM-
BER 4.1 [10, 11] wird ein anderer Ansatz verfolgt, indem der Ewald-Parameter κ so groß
(aber nicht zu groß!) gewa¨hlt wird, daß die direkte Summe innerhalb der Wechselwir-
kungsgrenze der kurzreichweitigen Lennard-Jones-Wechselwirkungen konvergiert. Wegen
des so erhaltenen recht großen Ewald-Parameters mu¨ssen in der reziproken Summe viele
Terme berechnet werden, was mit Hilfe der im na¨chsten Abschnitt 1.8.2.2 behandelten
Smooth–particle-mesh–Ewald-Methode schnell geschieht. Damit die direkte Summe in-
nerhalb der Wechselwirkungsgrenze konvergiert, also der Fehler durch die Begrenzung der
direkten Summe beschra¨nkt wird, darf der in Gl. (1.212) enthaltene Ausdruck erfc(κr)/r
fu¨r Absta¨nde r oberhalb der Wechselwirkungsgrenze rcut eine kleine vorgegebene Tole-
ranz nicht u¨berschreiten [79]. Diese Toleranz wird beim Einsatz des MD-Moduls sander
des Programmpakets AMBER 4.1 vom Benutzer als sogenannte
”
direct sum tolerance“
(in A˚−1) definiert; und in sander wird der Ewald-Parameter κ in einem Iterationsverfah-
ren so bestimmt, daß der Term erfc(κrcut)/rcut praktisch der benutzerdefinierten Toleranz
gleicht (κ-Abweichung < 10−15 A˚−1). Bei den in Kap. 2 beschriebenen Elektrolyt- und
Grenzfla¨chensimulationen sind stets eine Wechselwirkungsgrenze von 9 A˚, eine Toleranz
von 10−6 A˚−1 und somit ein Ewald-Parameter von ca. 0,35 A˚−1 (genau: κ = 0,34883 A˚−1)
verwendet worden.
1.8.2.2 Particle-mesh-Verfahren: die Smooth–particle-mesh–Ewald-Methode
In den vorhergehenden Abschnitten der vorliegenden Arbeit werden alle Wechselwirkun-
gen zwischen Teilchenpaaren explizit betrachtet, so daß sich die potentielle Energie, also
z. B. auch ihr Coulomb-Anteil nach Gl. (1.209), als (ggf. unendliche) Summe von Paar-
wechselwirkungen ergibt. In dieser Betrachtungsweise resultiert die Kraft auf ein einzelnes
Teilchen (engl.
”
particle“) aus der Fernwechselwirkung dieses Teilchens mit jedem anderen
Teilchen (engl.
”
particle“) im System. Mittels einer solchen Particle-particle(PP)-Methode
kann ein System mit ausschließlich kurzreichweitigen Wechselwirkungen effizient behan-
delt werden, indem das entsprechende System mit spha¨risch begrenzten Wechselwirkungen
simuliert wird und ggf. die in Abschnitt 1.8.1 beschriebenen Kontinuumskorrekturen an-
gewendet werden, so daß die physikalischen Gro¨ßen des urspru¨nglichen Systems mit unbe-
grenzten Wechselwirkungen erhalten werden. Soll ein System mit langreichweitigen Wech-
selwirkungen simuliert werden, so erweist sich die PP-Methode jedoch ha¨ufig als zu auf-
wendig, weil allzuviele Teilchenpaare explizit beru¨cksichtigt werden mu¨ssen. Eine andere,
aber a¨quivalente Betrachtung des zu simulierenden Systems (siehe Lit. [84]), die im folgen-
den dargelegt wird, fu¨hrt zur Particle-mesh(PM)-Methode, mit der die langreichweitigen
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Wechselwirkungen effizienter als mit der PP-Methode behandelt werden ko¨nnen. Gegeben
sei eine Ansammlung von Punktladungen in einem durch zyklische Randbedingungen un-
endlich ausgedehnten System; und innerhalb der zentralen Simulationsschachtel befinden
sich N Ladungen {q} = q1, q2, q3, . . . , qN an den Positionen {~r} = ~r1, ~r2, ~r3, . . . , ~rN . Das
elektrische Potential φ(~ri) am Ort ~ri der Ladung qi, das durch die u¨brigen N−1 Ladungen
innerhalb der Zentralschachtel und durch die Bilder aller N Ladungen in den unendlich






j 6=i fu¨r ~a=~0
qj
4piε0 · |~rij + ~a| (1.245)
mit der Summation u¨ber die (unendlich vielen) Gittervektoren ~a des Kristallgitters der
Simulationsschachteln, der Dielektrizita¨tskonstanten ε0 des Vakuums und dem Ladungs-






berechnet. Das Potential φ existiert nicht nur an den Ladungspositionen, sondern durch-
dringt als Feld den gesamten Raum. Dieses Potentialfeld kann na¨herungsweise durch sei-
ne Werte an ausreichend vielen, regelma¨ßig im Raum angeordneten Punkten, also auf
einem hinreichend engmaschigen Gitter dargestellt werden. (Das fiktive Gitter zur Poten-
tialna¨herung, das aus endlich vielen Punkten innerhalb der Simulationsschachtel besteht,
darf nicht mit dem Gitter der unendlich vielen Bilder der Simulationsschachtel verwechselt
werden.) Die hier fu¨r das elektrische Potential und die Coulomb-Wechselwirkungsenergie
angestellten U¨berlegungen lassen sich auf das elektrische Feld und die Coulomb-Kra¨fte
u¨bertragen, d. h. die Coulomb-Kra¨fte werden nicht auf Fernwechselwirkungen zwischen
Ladungspaaren zuru¨ckgefu¨hrt, sondern als Resultat der Wechselwirkung einzelner La-
dungen mit dem lokalen elektrischen Feld angesehen, und dieses Feld kann ebenfalls auf
einem Gitter diskretisiert werden. Auch die Ladungsverteilung kann auf dem Gitter an-
gena¨hert werden, selbst wenn es sich nicht um eine kontinuierliche Ladungsverteilung,
sondern um eine Ansammlung von Punktladungen handelt. Diese Betrachtungen legen
nahe, die Coulomb-Wechselwirkungsenergie (und die Coulomb-Kra¨fte) in drei Schritten
zu berechnen:
1. Ladungsverteilung auf das Gitter: Aus den Gro¨ßen und Positionen der Punkt-
ladungen werden die Ladungen der Gitterpunkte ermittelt.
2. Lo¨sung der Poisson-Gleichung auf dem Gitter: Aus den Ladungen der Gitter-
punkte wird das elektrische Potential an den Gitterpunkten berechnet (und daraus
das elektrische Feld an den Gitterpunkten).
3. Interpolation des Potentials: Aus dem elektrischen Potential (Feld) an den Git-
terpunkten wird das Potential (Feld) an den Punktladungspositionen interpoliert
(Feld zur Kraftberechnung).
1.8. BEHANDLUNG UNBEGRENZTER POTENTIALE 141
Da hier jeweils die Wechselwirkung zwischen einem geladenen Teilchen (engl.
”
particle“)
und einem auf einem Gitter (engl.
”
mesh“) diskretisierten Potential- bzw. Kraftfeld be-
trachtet wird, wird dieses Verfahren als Particle-mesh(PM)-Methode bezeichnet.
Im folgenden werden die drei Schritte der Particle-mesh-Methode im Detail beschrieben:
1. Ladungsverteilung auf das Gitter: Die Ladungsdichte, die von den N Punkt-
ladungen {q} = q1, q2, q3, . . . , qN , die sich an den Positionen {~r} = ~r1, ~r2, ~r3, . . . , ~rN





des Gitters verteilt, d. h. durch die Gitterladungen Q(~R) angena¨hert. Seien Lα die
La¨nge der zentralen Simulationsschachtel in α-Richtung (α = x, y, z), Kα die Anzahl
der a¨quidistanten Gitterpunkte in α-Richtung und somit Lα/Kα die Maschenweite in
diese Richtung, so erfu¨llen die Komponenten Rα der Gitterpunkte ~R die Beziehung
Rα = kα · Lα
Kα
, kα = 0, 1, 2, . . . , Kα − 1, α = x, y, z . (1.248)
Die Ladung Q(~R) an einem Gitterpunkt ~R wird aus den Punktladungen qi und




qi ·W (~ri − ~R) (1.249)
mit einer geraden Wichtungsfunktion W , die angibt, wie eine einzelne Punktladung
auf die Gitterpunkte (in ra¨umlicher Na¨he) zu verteilen ist: Der Bruchteil W (~ri− ~R)
einer Punktladung am Ort ~ri wird dem Gitterpunkt ~R zugeordnet. Damit die Nota-
tion u¨bersichtlich bleibt, werden die zyklischen Randbedingungen in Gl. (1.249) und
weiteren Formeln nicht explizit erwa¨hnt, sondern es wird stillschweigend vorausge-
setzt, daß z. B. der Abstandsvektor ~ri− ~R zwischen der Punktladungsposition ~ri und
dem Gitterpunkt ~R stets gema¨ß der Konvention des na¨chsten Bildes bestimmt wird,
daß also kein Komponentenbetrag des Abstandsvektors die halbe Schachtella¨nge in
der jeweiligen Richtung u¨bertrifft (|ri,α − Rα| ≤ 12Lα). Fu¨r die Wichtungsfunkti-
on W wird eine Produktform, bei der die einzelnen Faktoren jeweils nur von einer
einzigen Komponente des Abstandsvektors ~ri − ~R abha¨ngen, angenommen [84, 86].
Bei den Faktoren als komponentenweisen Wichtungsfunktionen handelt es sich je-
weils um eine Interpolationsfunktion W (P ) P -ter Ordnung, d. h. eine Punktladung
wird in jede Raumrichtung auf P Gitterpunkte, also insgesamt auf P 3 Gitterpunkte
verteilt:
W (~ri − ~R) = W (P )(ux) ·W (P )(uy) ·W (P )(uz) =
∏
α=x,y,z
W (P )(uα) (1.250)
142 KAPITEL 1. GRUNDLAGEN DER SIMULATION MOLEKULARER SYSTEME
mit der in Vielfachen der Maschenweite Lα/Kα (α = x, y, z) gegebenen α-Kom-
ponente uα des Abstandsvektors ~ri − ~R zwischen Punktladungsort ~ri und Gitter-
punkt ~R:
uα = (ri,α −Rα) · Kα
Lα
= ri,α · Kα
Lα
− kα , α = x, y, z (1.251)
[auch hier Konvention des na¨chsten Bildes vorausgesetzt, d. h. |ri,α − Rα| ≤ 12Lα
(s. o.) und folglich |uα| ≤ 12Kα, so daß die Annahme W (P )(uα) = 0 fu¨r |uα| > 12Kα
notwendig ist]. Die Interpolationsordnung P der komponentenweisen Wichtungs-
funktion W (P ) wird klein (im allg. kleiner als wegen der Konvention des na¨chsten
Bildes notwendig) gewa¨hlt, so daß eine einzelne Punktladung nur auf wenige Gitter-
punkte verteilt wird (Rechenzeitersparnis). Dies bedeutet, daß W (P ) und somit die
Gesamtwichtungsfunktion W einen kleinen Tra¨ger besitzen. Unter dem Tra¨ger einer
Funktion, deren Wertebereich ausschließlich aus reellen Zahlen besteht, versteht man
diejenige Teilmenge des Definitionsbereiches, deren Elemente durch die Funktion auf
eine andere Zahl als die Null abgebildet werden. Bei der Particle-mesh-Methode (und
auch bei der Particle-particle–particle-mesh–Methode, s. u.) nach Hockney und East-
wood [84] wird als komponentenweise Wichtungsfunktion W (P ) ein (gerader) Spline
P -ter Ordnung, der in folgender Weise rekursiv definiert wird [84, 86], verwendet:
W (1)(u) =
{
1 fu¨r |u| ≤ 1
2
0 fu¨r |u| > 1
2
(1.252)
und W (P+1)(u) =
[
W (P ) ∗W (1)] (u) = ∫ ∞
−∞
W (P )(u− v) ·W (1)(v) dv (1.253)
mit dem Symbol ∗ fu¨r die Faltung. Unter einem Spline versteht man eine abschnitts-
weise definierte Funktion, die innerhalb eines jeden Abschnitts einem Polynom
gleicht und die an den Abschnittsgrenzen, den sog. Knoten,
”
glatt“ (d. h. mehr-
fach stetig differenzierbar) ist. Die Ordnung P eines mit den Gleichungen (1.252)
und (1.253) definierten Splines W (P ) gleicht der Anzahl der Abschnitte im Tra¨ger,
also der Anzahl der Teilpolynome. Ein solcher Spline mindestens dritter Ordnung
(P > 2) ist (P−2)-mal stetig differenzierbar [86]. Beim Grenzu¨bergang zu unendli-
cher Ordnung (P →∞) geht der Spline W (P ) in eine Gaußsche Glockenkurve u¨ber
[86]. Zum Beispiel lautet die Gleichung fu¨r den kubischen Spline, den Spline vierter





|u|3 − |u|2 + 2
3
fu¨r |u| ≤ 1
1
6
(2− |u|)3 fu¨r 1 < |u| ≤ 2
0 fu¨r |u| > 2
. (1.254)
5Gl. (1.254) kann aus Literaturangaben einfacher als aus der in den Gl.en (1.252) und (1.253) gege-
benen Definition hergeleitet werden: Ausgehend vom in Lit. [79] zu findenden sog. ”cardinal B-spline“
zweiter Ordnung und von der dortigen Rekursionsformel (4.1), wird der ”cardinal B-spline“ vierter Ord-
nung ermittelt und diese Funktion so modifiziert, daß sein Graph parallel zur Abszisse verschoben wird.
Ein alternativer Weg basiert auf den Angaben im Anhang E der Lit. [86].
1.8. BEHANDLUNG UNBEGRENZTER POTENTIALE 143
Die Wichtungsfunktion W muß nicht nur gerade sein und einen kleinen Tra¨ger be-
sitzen (s. o.), sondern sie hat noch weitere Anforderungen, von denen im folgenden
einige erwa¨hnt werden, zu erfu¨llen [86]. Bei der Verteilung einer jeden Punktladung
auf die Gitterpunkte muß die Ladung insgesamt erhalten bleiben, d. h. fu¨r jede be-
liebige Position ~r in der Simulationsschachtel muß die Beziehung
∑
~RW (~r− ~R) = 1
mit der Summation u¨ber alle Gitterpositionen ~R gelten. Die Diskretisierungsfehler,
d. h. die numerischen Fehler, die daraus resultieren, daß die urspru¨ngliche Punkt-
ladungsverteilung durch die Gitterladungen angena¨hert wird, sind insbesondere bei
großen Absta¨nden der urspru¨nglichen Punktladungen so klein wie mo¨glich zu halten
(Lokalisierung der Diskretisierungsfehler). Die Wichtungsfunktion W soll so
”
glatt“
sein, daß sich jede Gitterladung Q an ihrer festen Position ~R stetig vera¨ndert, wenn
die Positionen {~r} der fixierten Ladungen {q} infolge der Teilchenbewegung stetig
variieren.
2. Lo¨sung der Poisson-Gleichung auf dem Gitter: Aus den Gitterladungen Q(~R)
wird das elektrische Potential φ(~R) an jedem Gitterpunkt ~R mittels eines schnel-
len Algorithmus ermittelt, d. h. die Poisson-Gleichung (1.215) wird auf dem Gitter
gelo¨st. Die allgemeine Lo¨sung dieses Problems ist durch die Faltung der Gitterla-
dungen Q mit einer Einflußfunktion J , welche die Wechselwirkung je zweier Gitter-






· J(~R− ~R′) = 1
4piε0
· [Q ∗ J ](~R) (1.255)
mit der Summation u¨ber alle Gitterpunkte ~R′ und dem Faltungssymbol ∗, das hier
eine diskrete Faltung (Summation statt Integration) bezeichnet. Die Einflußfunkti-
on J erfu¨llt im Falle zweier Punktladungen die Beziehung
J(~R− ~R′) = 1|~R− ~R′| (1.256)
und entspricht bei zwei ausgedehnten Ladungsverteilungen dem in Abschnitt 1.3.1.2
behandelten Coulomb-Integral. Die Punktladungseinflußfunktion der Gl. (1.256)
wird bei der Particle-mesh-Methode (und bei der Particle-particle–particle-mesh–
Methode) so modifiziert, daß verschiedene numerische Fehler so weit wie mo¨glich
aufgehoben werden [84, 86]. Zur schnellen diskreten Faltung der Gitterladungen Q
mit der Einflußfunktion J kann z. B. der Faltungssatz, gema¨ß dem die Fourier-
Transformierte der Faltung gleich dem Produkt der Fourier-Transformierten ist,
ausgenutzt werden:
[Q ∗ J ](~R) = [F−1(FQ · FJ)](~R) (1.257)
mit dem Fourier-Transformationsoperator F und dem Operator F−1 der Ru¨cktrans-
formation [84, 86]. Dieser Weg ist sehr effizient, weil die (dreidimensionale diskrete)
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schnelle Fourier-Transformation (FFT, von engl.
”
fast Fourier transformation“) ein-
gesetzt wird. (In der Literatur wird ha¨ufig die Fourier-Transformierte FJ statt J
selbst als Einflußfunktion bezeichnet.) Es gibt auch zahlreiche weitere Methoden, mit
denen die Poisson-Gleichung im reziproken Raum (mittels Fourier-Transformation)
oder im Ortsraum (mit diskretisiertem Laplace-Operator) schnell gelo¨st werden kann
und die bei verschiedenen Particle-mesh-Verfahren eingesetzt werden [84, 75]. Das
elektrische Feld an einem Gitterpunkt wird durch numerische Differentiation aus
dem elektrischen Potential an benachbarten Gitterpunkten erhalten.
Die Lo¨sung der Poisson-Gleichung auf dem Gitter wird hier nur skizziert, so daß die
Formeln eher grob als mathematisch exakt sind. Zum Beispiel stellt die Summation
u¨ber die Gitterpunkte ~R′ in Gl. (1.255) eine Dreifachsumme u¨ber die Zahlen kx, ky
und kz zur Bestimmung der Gitterpunktkomponenten mit Gl. (1.248) dar.
3. Interpolation des Potentials: Aus den Werten φ(~R) des elektrischen Potentials





W (~ri − ~R) · φ(~R) (1.258)
mit einer Wichtungsfunktion W . Das elektrische Feld wird in analoger Weise inter-
poliert, so daß aus dem Feld an der Position ~ri die Kraft auf die Ladung qi erhalten
wird. Hier wird im allg. dieselbe Wichtungsfunktion wie bei der Verteilung der La-
dungen auf das Gitter im ersten Schritt verwendet, was nicht nur die Rechnung
vereinfachen kann, sondern auch prinzipiell sinnvoll ist (Bedeutung fu¨r die Impuls-
erhaltung im simulierten System in Lit. [84, 86] behandelt).
Obwohl die Lo¨sung der Poisson-Gleichung auf dem Gitter einen Umweg erfordert, ist
die hier beschriebene Particle-mesh-Methode schnell. Das liegt zum einen daran, daß
die Rechenzeit, die zur Ladungsverteilung auf das Gitter (1. Schritt) und zur Potential-
interpolation (3. Schritt) beno¨tigt wird, durch die Wahl einer Wichtungsfunktion mit
kleinem Tra¨ger begrenzt werden kann und daß diese Rechenzeit bei großen Systemen
nur proportional zur Anzahl N der urspru¨nglichen Punktladungen (und nicht propor-
tional zu N2) wa¨chst. Zum anderen kann die Poisson-Gleichung auf einem Gitter viel
effizienter als im Kontinuum gelo¨st werden (2. Schritt), indem z. B. die schnelle Fourier-
Transformation eingesetzt wird. Fu¨r die gesamte Coulomb-Wechselwirkungsenergie UC
nach Gl. (1.246) ergibt sich bei der PM-Methode unter Beru¨cksichtigung der Gl.en (1.258),













Q(~R) · [Q ∗ J ](~R) (1.260)
1.8. BEHANDLUNG UNBEGRENZTER POTENTIALE 145
mit der Summation u¨ber alle Gitterpunkte ~R bzw. ~R′, der GitterladungQ(~R) am Punkt ~R,
der Einflußfunktion J und dem Symbol ∗ fu¨r die diskrete Faltung.
Besonders gut eignet sich die Particle-mesh-Methode zur Simulation von Systemen mit
ausschließlich langsam variierenden Potentialen, also zur Behandlung von Paarwechselwir-
kungen, die sich als Funktion des Abstandes nur allma¨hlich a¨ndern. Treten jedoch auch
schnell variierende Potentiale auf, so ko¨nnen die Schwankungen der Paarwechselwirkungen
nur auf einem Gitter mit kleiner Maschenweite aufgelo¨st werden, so daß viele Gitterpunk-
te und folglich ein hoher Rechenaufwand beno¨tigt werden, damit keine allzuungenauen
Ergebnisse erhalten werden. Die Coulomb-Paarwechselwirkung uC(r) ∼ 1/r zwischen zwei
Punktladungen variiert bei kleinen Absta¨nden r schnell (und divergiert sogar bei r → 0),
so daß Systeme von Punktladungen nicht mit der PM-Methode simuliert werden ko¨nnen,
ohne die Wechselwirkungen zwischen Ladungen geringen Abstands zu verfa¨lschen. Das
Coulomb-Potential ist aber auch langreichweitig, so daß Wechselwirkungen zwischen weit
entfernten Ladungen nicht mit der Particle-particle-Methode berechnet werden ko¨nnen.
Da Punktladungssysteme also weder mit der PP-Methode allein noch ausschließlich mit
der PM-Methode simuliert werden ko¨nnen, dient dazu ein Hybrid aus beiden Verfahren:
die von Hockney und Eastwood (siehe Lit. [84] und dort zitierte Arbeiten) entwickelte
Particle-particle–particle-mesh(PPPM)–Methode. Der Ansatz besteht darin, die Einfluß-











mit einer Trennfunktion f , die die beiden folgenden Bedingungen erfu¨llen muß:
• Die durch den ersten Term f(r)/r charakterisierte Paarwechselwirkung ist kurzreich-
weitig (und kann jenseits eines bestimmten Abstandes sogar vo¨llig vernachla¨ssigt
werden), so daß dieser Potentialbeitrag mittels der PP-Methode (ohne Kontinu-
umskorrekturen) berechnet werden kann (und schnell variierend sein darf).
• Die durch den zweiten Term [1 − f(r)]/r beschriebene Wechselwirkung ist fu¨r alle
Absta¨nde r langsam variierend, so daß dieser Potentialbeitrag mit der PM-Methode
ermittelt werden kann (und langreichweitig sein darf).
Bei der Particle-particle–particle-mesh(PPPM)–Methode wird ein Teil der Paarwechsel-
wirkungen [entsprechend dem Term f(r)/r] mit der PP-Methode und ein anderer Teil
(entsprechend dem Term [1− f(r)]/r) mit der PM-Methode berechnet. Die Trennfunkti-
on f wird durch die beiden o. a. Bedingungen nicht eindeutig festgelegt, sondern kann –
innerhalb dieses Rahmens! – frei gewa¨hlt werden.
Wird bei der Particle-particle–particle-mesh–Methode eine Trennfunktion f gema¨ß f(r) =
erfc(κr) mit einem κ > 0 angenommen, so entspricht die der PPPM-Methode zugrun-
deliegende Gl. (1.261) dem Ansatz zur Ewald-Summation nach Gl. (1.211) [mit den
Gl.en (1.212) und (1.213)] mit dem Ewald-Parameter κ. Wa¨hrend der kurzreichweiti-
ge Potentialbeitrag, der bei der PPPM-Methode mittels des PP-Teils behandelt wird,
bei der Ewald-Summation zur direkten Summe fu¨hrt, resultiert die reziproke Summe
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der Ewald-Summation aus dem langreichweitigen, glatten (d. h. langsam variierenden)
Potentialbeitrag, der innerhalb der PPPM-Methode mit dem PM-Teil berechnet wird.
Darden et al. [85] haben die im vorhergehenden Abschnitt 1.8.2.1 dargestellte traditio-
nelle Ewald-Summation so modifiziert, daß die reziproke Summe auf einem regelma¨ßigen
Gitter im Ortsraum interpoliert, also analog zur PM-Methode berechnet wird. Bei diesem
als Particle-mesh-Ewald(PME)-Methode bezeichneten Verfahren und allen seinen Vari-
anten wird die direkte Summe wie bei der traditionellen Ewald-Summation mittels der
PP-Methode berechnet (A¨nderungen weder beim Selbstwechselwirkungs- noch beim Di-
polterm no¨tig), so daß im Rest dieses Abschnitts 1.8.2.2 nur die auf dem Gitter berechnete
reziproke Summe im Detail betrachtet werden muß. Beim Einsatz der PME-Methode in
einer Simulation wird der Ewald-Parameter ziemlich groß gewa¨hlt, so daß die direkte
Summe (mittels der Konvention des na¨chsten Bildes und einer kleinen Wechselwirkungs-
grenze) schnell berechnet wird. Bei der Ermittlung der reziproken Summe mu¨ssen dann
zwar sehr viele reziproke Gittervektoren explizit beru¨cksichtigt werden, aber die reziproke
Summe wird wegen der Interpolation auf dem Gitter effizient berechnet.
Bei der Einfu¨hrung der urspru¨nglichen Particle-mesh-Ewald-Methode gehen Darden et al.
[85] von der reziproken Summe U rec der Coulomb-Wechselwirkungsenergie in der Form der
Gl. (1.234) aus. Diese reziproke Summe wird auch durch Gl. (1.221) gegeben, wobei der
Term Jrec als eine Art Einflußfunktion des reziproken Anteils nach Gl. (1.233) bestimmt
wird. Dieser Term Jrec, der vom Abstand ~rij zwischen den Ladungen qi und qj abha¨ngt,
wird bei der PME-Methode nicht direkt, sondern analog zur Particle-mesh-Methode ermit-
telt, indem Jrec zuna¨chst auf einem fiktiven Ortsraumgitter innerhalb der zentralen Simu-
lationsschachtel berechnet und anschließend der Wert von Jrec beim Ladungsabstand ~rij
interpoliert wird. Bei der Berechnung von Jrec auf dem Gitter, dessen Punkte ~R auch hier
durch die Gl.en (1.247) und (1.248) definiert werden, wird der Ausdruck Jrec(~R − ~R′, κ)
fu¨r alle Absta¨nde ~R − ~R′, die zwischen Paaren (~R, ~R′) fiktiver Gitterpunkte auftreten
ko¨nnen, mit dem gewa¨hlten Ewald-Parameter κ bestimmt. Wenn das Simulationsvolu-
men konstant gehalten wird, so daß sich die fiktiven Gitterpunkte ~R innerhalb der zen-
tralen Simulationsschachtel und die reziproken Gittervektoren ~g des realen Gitters der
Schachteln nicht vera¨ndern, brauchen die Terme Jrec(~R− ~R′, κ) nur einmal zu Beginn der
Simulation berechnet und abgespeichert zu werden. Falls das Volumen sich im Verlaufe
der Simulation allma¨hlich a¨ndert, genu¨gt es, die Terme Jrec(~R− ~R′, κ) in großen zeitlichen
Absta¨nden zu aktualisieren. Deshalb ko¨nnen bei der Berechnung von Jrec auf dem Gitter
sehr viele reziproke Gittervektoren beru¨cksichtigt werden, ohne die Simulation signifikant
zu verzo¨gern. Bei der PME-Methode wird die Anzahl der ~g-Vektoren, u¨ber die sinnvoller-
weise summiert wird, jedoch dadurch begrenzt, daß auf einem endlichen Ortsraumgitter
keine beliebig großen reziproken Gittervektoren dargestellt werden ko¨nnen [86]. Der zu





W (~ri − ~R)
∑
~R′
W (~rj − ~R′) · Jrec(~R− ~R′, κ) (1.262)
mit einer Wichtungsfunktion W , der Position ~ri (~rj) der Ladung qi (qj), dem Ladungs-
abstand ~rij = ~ri − ~rj und der Summation u¨ber die Gitterpunkte ~R und ~R′. Da eine
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Wichtungsfunktion mit einem kleinen Tra¨ger gewa¨hlt wird, kann die Interpolation schnell
durchgefu¨hrt werden. Wird Jrec nach Gl. (1.262) in Gl. (1.221) eingesetzt, so wird klar,
daß die reziproke Summe der Coulomb-Wechselwirkungsenergie bei der PME-Methode
folgendermaßen angena¨hert wird:


























Q(~R) · [Q ∗ Jrec](~R, κ) (1.264)
mit Ladungen Q, die – wie die bei der Particle-mesh-Methode beno¨tigten Gitterladungen
an den Punkten ~R – mit Gl. (1.249) berechnet werden. Bei der mittels ∗ symbolisier-
ten Faltung wird der Faltungssatz [siehe Gl. (1.257)] ausgenutzt, und die (dreidimen-
sionale diskrete) schnelle Fourier-Transformation (s. o.) wird eingesetzt [85]. Die fu¨r die
Particle-mesh-Ewald-Methode gu¨ltige Gl. (1.264) entspricht der Gl. (1.260) der Particle-
mesh-Methode, d. h. die Interpolation von Jrec gema¨ß Gl. (1.262) bei der PME-Methode
fu¨hrt prinzipiell zum selben Ergebnis fu¨r die Coulomb-Energie wie die drei Schritte der
PM-Methode (abgesehen vom Austausch der bei der PM-Methode eingesetzten Einfluß-
funktion J fu¨r die gesamte Coulomb-Wechselwirkung durch den entsprechenden Term Jrec
fu¨r den reziproken Anteil bei der Ewald-Summation). Wa¨hrend die Punktladungseinfluß-
funktion bei der PM-Methode zur Aufhebung numerischer Fehler modifiziert wird (und
ebenso die entsprechende Einflußfunktion des PM-Teils bei der PPPM-Methode), wird
der entsprechende Term Jrec bei der PME-Methode in seiner urspru¨nglichen Form auf
dem Gitter ermittelt, d. h. die Ausdru¨cke Jrec(~R − ~R′, κ) werden fu¨r alle mo¨glichen Git-
terpunktabsta¨nde ~R− ~R′ mit der unvera¨nderten Gl. (1.233) berechnet. Deshalb muß die
Wichtungsfunktion W bei der PME-Methode so gewa¨hlt werden, daß die numerischen
Fehler bei einem nicht allzugroßen fiktiven Ortsraumgitter (bei sinnvollen Anzahlen Kx,
Ky und Kz der Gitterpunkte in den drei Raumrichtungen) mo¨glichst klein gehalten wer-
den. Wie in Lit. [86] dargelegt wird, wird die Lokalisierung der Diskretisierungsfehler
nur mittels der Lagrange-Interpolation erreicht. Dabei werden abschnittsweise definierte
Lagrange-Polynome (siehe Lit. [85, 86] und dort zitierte Arbeiten sowie Lit. [79]) an-
stelle der bei der PM-Methode (und bei der PPPM-Methode) eingesetzten Splines als
Interpolationsfunktionen W (P ) P -ter Ordnung verwendet, und die Wichtungsfunktion W
wird nach den Gl.en (1.250) und (1.251) als Produkt der komponentenweisen Wichtungs-
funktionen W (P ) berechnet. Somit beschreibt die Gl. (1.262) eine mehrdimensionale ab-
schnittsweise Interpolation mit Lagrange-Polynomen [85]. Im Gegensatz zu den (P−2)-mal
stetig differenzierbaren Splines P -ter Ordnung (s. o.) sind die abschnittsweise definierten
Lagrange-Polynome grundsa¨tzlich nur abschnittsweise differenzierbar. Bei gerader Ord-
nung sind sie zwar stetig, aber an den Abschnittsgrenzen nicht stetig differenzierbar, und
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bei ungerader Ordnung sind sie nicht einmal stetig [86]. Zumindest bei gerader Ord-
nung der Lagrange-Polynome a¨ndert sich die gema¨ß Gl. (1.264) angena¨herte reziproke
Summe der Coulomb-Wechselwirkungsenergie stetig mit den Teilchenpositionen [85, 79].
Da die abschnittsweise definierten Lagrange-Polynome nicht u¨berall differenzierbar sind,
kann der reziproke Anteil der Kraft auf eine Ladung bei der PME-Methode nicht direkt
angena¨hert werden, indem die reziproke Summe der Coulomb-Energie nach der Ladungs-
position abgeleitet wird. Deshalb wird bei der PME-Methode zur Kraftberechnung ein
weiterer Interpolationsschritt beno¨tigt. Die Verwendung des unvera¨nderten Terms Jrec
als einer Art reziproker Einflußfunktion anstelle einer zur Minimierung numerischer Feh-
ler modifizierten Form fu¨hrt bei der urspru¨nglichen Particle-mesh-Ewald-Methode also zu
einem erho¨hten Aufwand bei der Kraftberechnung.
Bevor die Smooth–particle-mesh–Ewald(SPME)-Methode als Weiterentwicklung der ur-
spru¨nglichen Particle-mesh-Ewald-Methode vorgestellt wird, wird hier zuna¨chst die PME-
Methode in einer Form, die dem Vorgehen bei der SPME-Methode entspricht, be-
handelt. Als Ausgangspunkt dient dabei die reziproke Summe U rec der Coulomb-
Wechselwirkungsenergie nach Gl. (1.235) mit dem durch Gl. (1.236) gegebenen elektro-
statischen Strukturfaktor S. Der Strukturfaktor wird approximiert, indem die in ihm
enthaltenen komplexen Exponentialausdru¨cke exp[i~g · ~rj] mit der imagina¨ren Einheit i,
dem reziproken Gittervektor ~g und der Position ~rj der Ladung qj durch die entsprechenden
Werte exp[i~g · ~R] an Punkten ~R eines fiktiven Gitters im Ortsraum interpoliert werden,
wobei die Gitterpunkte ~R und ihre Komponenten Rα durch die Gl.en (1.247) und (1.248)
gegeben sind [79]. Sei gα die α-Komponente (α = x, y, z) des Vektors ~g und rj,α diejenige
von ~rj, so lautet die Interpolationsgleichung im eindimensionalen Fall fu¨r die α-Richtung:
























mit der Simulationsschachtella¨nge Lα und Anzahl Kα fiktiver Gitterpunkte in α-Richtung,
einer Interpolationsfunktion W (P ) P -ter Ordnung als komponentenweiser Wichtungsfunk-
tion sowie einem Korrekturfaktor bα. Auch hier wird vorausgesetzt, daß alle Absta¨nde (al-
so z. B. der Term rj,α − Rα) entsprechend der Konvention des na¨chsten Bildes berechnet
werden. Da die komponentenweise Wichtungsfunktion W (P ) einen kleinen Tra¨ger besitzt,
umfaßt die Summation u¨ber die Gitterpunkte Rα des eindimensionalen Systems bzw. u¨ber
die ganzen Zahlen kα = 0, 1, 2, . . . , Kα− 1, die diese Gitterpunkte gema¨ß Gl. (1.248) cha-
rakterisieren, nur wenige Terme. Somit wird jeder Exponentialausdruck exp[igαrj,α] als
eine Linearkombination der entsprechenden Werte exp[igαRα] an wenigen nahe gelege-
nen Gitterpunkten angena¨hert [88]. Bei der urspru¨nglichen Particle-mesh-Ewald-Methode
werden als Interpolationsfunktion W (P ) abschnittsweise definierte Lagrange-Polynome ge-
rader Ordnung P (s. o.) verwendet [79], und bei dieser PME-Methode nehmen die Korrek-
turfaktoren bα(gα) fu¨r alle reziproken Gittervektoren ~g und alle Richtungen α stets den
Wert Eins an. (Aber bei der unten behandelten Smooth–particle-mesh–Ewald-Methode
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werden andere Interpolationsfunktionen eingesetzt, so daß von Eins verschiedene Korrek-
turfaktoren beno¨tigt werden.) Fu¨r ein dreidimensionales System ergibt sich aus dem ersten
Teil der Gl. (1.265) die folgende Beziehung zur Interpolation der Exponentialausdru¨cke:







W (~rj − ~R) · exp[i~g · ~R] (1.266)
mit der Wichtungsfunktion W , deren Zusammenhang mit der komponentenweisen Wich-
tungsfunktion W (P ) durch die Gl.en (1.250) und (1.251) angegeben wird. Einsetzen des
interpolierten Exponentialausdrucks nach Gl. (1.266) in Gl. (1.236) liefert fu¨r den Struk-
turfaktor die folgende Na¨herung:






qj ·W (~rj − ~R)
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Q(~R) exp[i~g · ~R] (1.267)
= bx(gx)by(gy)bz(gz)︸ ︷︷ ︸
=1 bei Original-PME
·[FQ](~g) (1.268)
mit den N Punktladungen qj, den Ladungen Q, die fu¨r die einzelnen Gitterpunk-
te ~R analog zu den Gitterladungen der Particle-mesh-Methode mit Gl. (1.249) be-
rechnet werden, und der (diskreten) Fourier-Transformierten FQ der Ladung Q als
Funktion der Gitterpunkte. Wenn der gema¨ß Gl. (1.267) gena¨herte Strukturfaktor (an-
stelle des exakten Strukturfaktors) in die Gl. (1.235) fu¨r die reziproke Summe der
Coulomb-Wechselwirkungsenergie eingesetzt, die bei der PME-Methode gu¨ltige Bezie-
hung bx(gx)by(gy)bz(gz) = 1 ausgenutzt und die Definition des Terms J
rec in Gl. (1.232)
beru¨cksichtigt wird, so wird die Gl. (1.263) der PME-Methode erhalten. Also ist die
durch Gl. (1.266) beschriebene Interpolation der Exponentialterme des elektrostatischen
Strukturfaktors a¨quivalent zu der bei der urspru¨nglichen Formulierung der PME-Methode
benutzten, durch Gl. (1.262) definierten Interpolation des Ausdrucks Jrec als einer Art
reziproken Einflußfunktion, wenn jeweils dieselbe Wichtungsfunktion W verwendet wird.
Wird bei der im letzten Absatz behandelten Interpolation der komplexen Exponential-
ausdru¨cke exp[i~g · ~rj] nach Gl. (1.266) eine u¨berall stetig differenzierbare Wichtungsfunk-
tion W eingesetzt, so ko¨nnen der mit Gl. (1.267) angena¨herte Strukturfaktor und die da-
mit gema¨ß Gl. (1.235) berechnete reziproke Summe der Coulomb-Wechselwirkungsenergie
analytisch nach der Position ~rj einer jeden Ladung qj abgeleitet werden, d. h. der rezipro-
ke Anteil der Coulomb-Kra¨fte kann einfach durch analytische Differentiation bestimmt
werden. Die Wichtungsfunktion W nach Gl. (1.250) [mit Gl. (1.251)] ist u¨berall stetig
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differenzierbar, wenn als Interpolationsfunktion W (P ) P -ter Ordnung eine u¨berall ste-
tig differenzierbare Funktion verwendet wird, also z. B. kein abschnittsweise definiertes
Lagrange-Polynom der urspru¨nglichen Particle-mesh-Ewald-Methode als Interpolations-
funktion dient. Deshalb werden bei der von Essmann et al. [79] eingefu¨hrten Smooth–
particle-mesh–Ewald(SPME)-Methode sogenannte
”
cardinal B-splines“ mindestens drit-
ter Ordnung als komponentenweise Wichtungsfunktionen W (P ) mit vorzugsweise (aber
nicht unbedingt) gerader Ordnung P benutzt. Diese
”
cardinal B-splines“ ko¨nnen z. B.
definiert werden, indem der Spline erster Ordnung mittels der Beziehung
W (1)(u) =
{
1 fu¨r 0 ≤ u ≤ 1
0 sonst
(1.269)
festgelegt wird und alle Splines ho¨herer Ordnung (W (P ) mit P > 1) rekursiv mittels
Gl. (1.253) bestimmt werden [88, 86], d. h. die
”
cardinal B-splines“ unterscheiden sich
von den durch die Gl.en (1.252) und (1.253) definierten geraden Splines der Particle-
mesh(PM)- bzw. der Particle-particle–particle-mesh(PPPM)–Methode nur darin, daß
W (1) nach Gl. (1.269) statt Gl. (1.252) definiert wird und folglich der Graph einer je-
den Funktion parallel zur Abszisse verschoben ist. Beispielsweise wird der kubische
”
car-
dinal B-spline“ (d. h. derjenige vierter Ordnung) aus Gl. (1.254) erhalten, indem der
Tra¨ger [−2, 2] durch [0, 4] sowie die Variable u auf der rechten Seite und in den Abschnitts-
definitionen durch u−2 ersetzt wird. Trotz der Graphenverschiebung werden mit
”
cardinal
B-splines“ dieselben Ergebnisse wie mit den Splines der PM- bzw. der PPPM-Methode
erhalten, weil der Fehler, den die Splineverschiebung bei der Ladungsverteilung auf das
Gitter (beim ersten Schritt der PM-Methode) verursacht, bei der Interpolation des Poten-
tials (beim dritten Schritt der PM-Methode mit derselben Wichtungsfunktion wie beim
ersten Schritt) genau aufgehoben wird [86]. In Lit. [79] und dort zitierten Arbeiten werden
die
”
cardinal B-splines“ mit Hilfe einer anderen Rekursionsformel, die sich besonders gut
fu¨r praktische Rechnungen eignet, definiert und weitere Eigenschaften dieser Funktionen
angegeben: Zum Beispiel besitzt ein
”
cardinal B-spline“ W (P ) P -ter Ordnung a¨quidistante
Knoten bei den ganzzahligen Abszissenwerten des Intervalls [0, P ], das den Tra¨ger bildet;
und ein derartiger Spline mindestens dritter Ordnung (P ≥ 3) ist (P−2)-mal stetig diffe-
renzierbar. Anschaulich beschreibt ein
”
cardinal B-spline“ P -ter Ordnung die Wahrschein-
lichkeitsdichte der Summe von P unabha¨ngigen, gleichma¨ßig im Intervall [0, 1] verteilten
Zufallszahlen (siehe [79] und dort zitierte Literatur). Wird bei der durch Gl. (1.265) be-
schriebenen Interpolation der komplexen Exponentialausdru¨cke exp[igαrj,α] ein derartiger
Spline eingesetzt, so werden sogenannte Euler-Exponential-Splines (siehe [79] und dort zi-
tierte Arbeiten) erhalten: Im Falle gerader Ordnung P gilt Gl. (1.265) mit einem
”
cardinal
B-spline“ als Interpolationsfunktion W (P ) und einem im allg. von eins verschiedenen Kor-
rekturfaktor bα(gα) (α = x, y, z; Bedeutung aller anderen Gro¨ßen: s. o.). Der Korrekturfak-
tor bα ha¨ngt nicht nur von der α-Komponente gα des reziproken Gittervektors ~g, sondern
auch von der Ordnung P des verwendeten Splines sowie von der La¨nge Lα der Simula-
tionsschachtel und der Anzahl Kα fiktiver Gitterpunkte (also der Maschenweite Lα/Kα)
in α-Richtung ab, ist aber unabha¨ngig von der α-Komponente rj,α der Position ~rj der
Ladung qj [79, 88, 86]. Numerische Fehler, die bei der urspru¨nglichen PME-Methode
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durch die Lagrange-Interpolation klein gehalten werden, werden durch den Korrekturfak-
tor bα minimiert, d. h. ohne einen solchen Korrekturfaktor ko¨nnen derartige Fehler bei der
Spline-Interpolation der SPME-Methode signifikante Werte annehmen, wenn keine allzu-
große Gitterpunktzahl Kα (bzw. allzukleine Maschenweite Lα/Kα) gewa¨hlt wird. Wie bei
der PME-Methode werden auch bei der Smooth–particle-mesh–Ewald-Methode die Inter-
polationsgleichung (1.266) fu¨r den Exponentialausdruck exp[i~g ·~rj] des dreidimensionalen
Systems sowie die Gl.en (1.267) und (1.268) fu¨r den Strukturfaktor S erhalten (aber bei
der SPME-Methode im allg. bα(gα) 6= 1!). Einsetzen des Strukturfaktors nach Gl. (1.267)
in Gl. (1.235) ergibt fu¨r die reziproke Summe U rec der Coulomb-Wechselwirkungsenergie
die folgende Na¨herung der Smooth–particle-mesh–Ewald-Methode:




































Q(~R) · [Q ∗ JrecSPME](~R, κ) (1.271)
mit B(~g) = bx(gx)by(gy)bz(gz) · bx(−gx)by(−gy)bz(−gz) (1.272)














exp[i~g · (~R− ~R′)] (1.273)
mit den Positionen {~r} der urspru¨nglichen Punktladungen {q}, dem Ewald-Parameter κ,
der Dielektrizita¨tskonstanten ε0 des Vakuums, dem Volumen V der zentralen Simulati-
onsschachtel, den reziproken Gittervektoren ~g und ihren Betra¨gen g, den oben behandel-
ten Korrekturfaktoren bα(gα) (α = x, y, z), den Punkten ~R bzw. ~R
′ des fiktiven Orts-
raumgitters, den mittels Gl. (1.249) berechneten Ladungen Q, der imagina¨ren Einheit i
sowie dem Symbol ∗ fu¨r die Faltung. Die mit der SPME-Methode gema¨ß Gl. (1.271)
angena¨herte reziproke Summe der Coulomb-Energie unterscheidet sich von der entspre-
chenden Na¨herung der urspru¨nglichen PME-Methode nach Gl. (1.264) nur dadurch, daß
der in der PME-Gleichung auftretende, nach Gl. (1.232) zu berechnende Term Jrec als eine
Art Einflußfunktion des reziproken Anteils beim U¨bergang zur SPME-Gleichung durch
den in Gl. (1.273) definierten Term JrecSPME als eine Art modifizierte Einflußfunktion
des reziproken Anteils ersetzt wird. Wie ein Vergleich der Gl.en (1.232) und (1.273) fu¨r
Jrec bzw. JrecSPME zeigt, wird jeder Summand der ”
reziproken Einflußfunktion“ bei der
SPME-Methode durch den Ausdruck B(~g), in dem alle Korrekturfaktoren bα(gα) gema¨ß
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Gl. (1.272) zusammengefaßt werden, korrigiert. Bei der SPME-Methode werden durch
diese Korrektur bestimmte numerische Fehler minimiert (Lokalisierung der Diskretisie-
rungsfehler, s. o.), was bei der PME-Methode durch die Lagrange-Interpolation erreicht
wird. Da die Terme JrecSPME(
~R− ~R′, κ) nicht von den schnell variierenden Positionen {~r} der
Ladungen {q}, sondern nur von fixierten bzw. sich allma¨hlich a¨ndernden Gro¨ßen (wie z. B.
den fiktiven Gitterpunkten ~R und den reziproken Gittervektoren ~g) abha¨ngen, braucht
die Berechnung von JrecSPME auf dem Gitter bei der SPME-Methode – wie diejenige von J
rec
bei der PME-Methode – nicht in jedem Zeitschritt einer Molekulardynamik-Simulation
durchgefu¨hrt zu werden. Auch bei der SPME-Methode werden die Faltungen auf Basis
des Faltungssatzes [siehe Gl. (1.257)] mit Hilfe der (dreidimensionalen diskreten) schnellen
Fourier-Transformation berechnet.
Der entscheidende Vorteil der Spline-Interpolation, wie sie bei der Smooth–particle-
mesh–Ewald-Methode verwendet wird, gegenu¨ber der Lagrange-Interpolation bei der
urspru¨nglichen PME-Methode besteht darin, daß die
”
cardinal B-splines“ mindestens
dritter Ordnung im Gegensatz zu den abschnittsweise definierten Lagrange-Polynomen
u¨berall stetig differenzierbar sind, so daß der reziproke Anteil der Coulomb-Kra¨fte bei
der SPME-Methode ermittelt werden kann, indem die reziproke Summe der Coulomb-
Wechselwirkungsenergie analytisch nach den Ladungspositionen abgeleitet wird. Deshalb
eru¨brigt sich der zusa¨tzliche Interpolationsschritt, der bei der PME-Methode zur Kraft-
berechnung beno¨tigt wird. In Lit. [86] wird eine Gleichung zur (na¨herungsweisen) Berech-
nung des reziproken Anteils ~F reci der Coulomb-Kraft auf die Ladung qi bei der Smooth–
particle-mesh–Ewald-Methode hergeleitet, indem der reziproke Anteil U rec der Coulomb-
Energie in der Form der Gl. (1.270) nach der Position ~ri der Ladung qi abgeleitet und
beachtet wird, daß der in Gl. (1.273) definierte Term JrecSPME(
~R − ~R′, κ) nicht von den
Positionen {~r} der Ladungen {q}, sondern nur von den Gitterpunkten ~R abha¨ngt und
daß JrecSPME eine gerade Funktion bezu¨glich der ersten Variablen
~R− ~R′ ist. Das Ergebnis
lautet wie folgt (siehe auch [79]):





[~∇~riQ](~R) · [JrecSPME ∗Q](~R, κ) (1.274)
mit dem Ewald-Parameter κ, der Dielektrizita¨tskonstanten ε0 des Vakuums, den nach
Gl. (1.249) berechneten Ladungen Q und dem Symbol ∗ der Faltung. (Der Ausdruck
[~∇~riQ](~R) existiert wegen der Differenzierbarkeit der Wichtungsfunktion.) Beim Einsatz
der SPME-Methode ha¨ngen die Kra¨fte auf die Ladungen {q} stetig von den Ladungspo-
sitionen {~r} ab, was nicht bei jedem schnellen Algorithmus zur Behandlung langreichwei-
tiger Wechselwirkungen der Fall ist [79]. Im Gegensatz zur Energie wird der Impuls in
Simulationen mit dem SPME-Algorithmus nicht erhalten, so daß der in Abschnitt 1.4.5.1
beschriebene Energietransport von hoch- zu niederfrequenten Bewegungen versta¨rkt wird,
was bei Simulationen mit dem Berendsen- oder einem a¨hnlichen Thermostaten bewirken
kann, daß die Abku¨hlung der inneren Freiheitsgrade und das gleichzeitige Wachstum des
Gesamtimpulses beschleunigt werden. Dieses Problem kann einfach gelo¨st werden, indem
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z. B. in jedem Zeitschritt der Molekulardynamik die mittlere auf jedes Atom wirkende Net-
tokraft subtrahiert wird [79]. Zur Berechnung des reziproken Anteils pirec des momenta-
nen Drucktensors mittels Gl. (1.244) wird bei der Smooth–particle-mesh–Ewald-Methode
der nach Gl. (1.267) angena¨herte Strukturfaktor S (mit im allg. von eins verschiedenen
Korrekturfaktoren bx, by und bz) eingesetzt. Wird die Druckberechnung nachtra¨glich in
ein Simulationsprogramm (mit Kraft- und Potentialberechnung) eingefu¨gt, so kann der
zusa¨tzliche Rechenaufwand im Falle der SPME-Methode vernachla¨ssigt werden [79]. Da
das Prozedere bei der SPME-Methode hier nur skizziert wird, wird fu¨r numerische De-
tails und Hinweise zur praktischen Umsetzung des Verfahrens auf die Originalarbeit [79]
verwiesen.
Das Molekulardynamik-Modul sander des Programmpakets AMBER 4.1 [10, 11] bietet
die Mo¨glichkeit, die Coulomb-Wechselwirkungen mit der Ewald-Summation zu berechnen,
wobei die reziproke Summe der jeweiligen Gro¨ße mit der Smooth–particle-mesh–Ewald-
Methode ermittelt wird [79].6 In Lit. [79] wird die Implementierung der SPME-Methode
in AMBER 4.1 im Detail beschrieben. Bei den in Kap. 2 behandelten Grenzfla¨chen- u. a.
Simulationen mit AMBER 4.1 ist die SPME-Methode benutzt worden. In allen Fa¨llen
wurde die AnzahlKα der Punkte des fiktiven Gitters in jeder Raumrichtung α (α = x, y, z)
in etwa gleich dem Zahlenwert der in A˚ngstro¨m gemessenen Simulationsschachtella¨nge Lα
in derselben Raumrichtung oder etwas gro¨ßer gewa¨hlt, so daß die Maschenweite Lα/Kα
ungefa¨hr 1 A˚ oder etwas weniger betrug. Die Interpolationsordnung P wurde stets gleich
vier gesetzt, d. h. als Interpolationsfunktion W (P ) diente stets ein kubischer
”
cardinal B-
spline“, der (bis auf die Graphenverschiebung parallel zur Abszisse) dem geraden Spline
der Gl. (1.254) entspricht.
1.8.2.3 Ewald-Summation beim Modell des Ladungsgleichgewichts
Beim Einsatz des polarisierbaren SPC/E-P-Wassermodells, das auf dem Modell des La-
dungsgleichgewichts basiert, (siehe Abschnitt 1.7) werden die Ladungen u. a. der Was-
sermoleku¨le als kugelsymmetrische Ladungsverteilungen, also nicht als Punktladungen
modelliert. Der gesamte Beitrag, den die Coulomb-Wechselwirkungen zwischen solchen
ausgedehnten Ladungsverteilungen zur potentiellen Energie des Systems liefern, ist bei
einem endlich großen System durch die Doppelsumme in Gl. (1.181), durch diejenige in
Gl. (1.182) ohne die Selbstwechselwirkung mit i = j oder – bei reinem SPC/E-P-Wasser
– durch den dritten Term der Gl. (1.194) ohne die Selbstwechselwirkung mit i = j und
k = l gegeben. Bei einem durch zyklische Randbedingungen unendlich ausgedehnten Sy-
stem ist diese Coulomb-Wechselwirkungsenergie jedoch gleich dem folgenden Ausdruck,
6In der Literatur [5, 27] ist auch die falsche Behauptung, daß im Programmpaket AMBER ab der
Version 3.0 bzw. im Programmpaket AMBER 4.1 die (urspru¨ngliche) PME-Methode nach [85] implemen-
tiert worden sei, zu finden. In das MD-Modul von AMBER 3.0a wurde die PME-Methode tatsa¨chlich
eingefu¨hrt [85].
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Jij(|~rij + ~a|)− 1|~rij + ~a|
)]
(1.275)
mit den (unendlich vielen) Gittervektoren ~a des Simulationsschachtelgitters, den N (aus-
gedehnten) Ladungen q1, q2, q3, . . . , qN = {q} innerhalb der zentralen Simulationsschach-
tel, der Dielektrizita¨tskonstanten ε0 des Vakuums, dem Coulomb-Integral Jij(r) der La-
dungen qi und qj mit dem Abstand r zwischen den Symmetriezentren sowie dem Ab-
standsvektor ~rij = ~ri − ~rj zwischen den Ladungsschwerpunkten ~ri von qi und ~rj von
qj innerhalb der Zentralschachtel. Die erste Mehrfachsumme auf der rechten Seite der
Gl. (1.275) charakterisiert langreichweitige Coulomb-Wechselwirkungen zwischen Punkt-
ladungen im unendlichen System und entspricht Gl. (1.209), kann also mittels der in
den vorhergehenden Abschnitten behandelten Ewald-Summation fu¨r Punktladungen be-
rechnet werden. Da das Coulomb-Integral Jij(r) fu¨r große Ladungsabsta¨nde r gema¨ß
Gl. (1.21) durch 1/r angena¨hert werden kann, beschreiben die Summanden der zweiten
Mehrfachsumme auf der rechten Seite der Gl. (1.275) kurzreichweitige Wechselwirkun-
gen, so daß diese Summe direkt ermittelt werden kann. Dabei genu¨gt es z. B. bei den
in dieser Arbeit simulierten Systemen, ausschließlich Summanden mit |~rij + ~a| ≤ 5 A˚
zu beru¨cksichtigen, d. h. in allen Fa¨llen kann die Konvention des na¨chsten Bildes ange-
wendet und auf Kontinuumskorrekturen verzichtet werden. Soll ein Programm, in dem die
Ewald-Summation fu¨r Punktladungen bereits implementiert ist, so vera¨ndert werden, daß
die mit dem Coulomb-Integral beschriebenen Wechselwirkungen zwischen Ladungsvertei-
lungen behandelt werden ko¨nnen, so muß lediglich die Berechnung der kurzreichweitigen
Wechselwirkungen, nicht aber die Ewald-Summation angepaßt werden. Auf diese Wei-
se hat Dr. Elmar Sto¨ckelmann das Molekulardynamik-Modul sander des kommerziellen
Programmpakets AMBER 4.1 [10, 11] modifiziert [74] (vgl. auch [27]).
Wegen der Aufspaltung der Coulomb-Wechselwirkungsenergie der ausgedehnten Ladungs-
verteilungen nach Gl. (1.275) brauchen zur Behandlung verschiedener Gro¨ßen zuna¨chst
nur Punktladungen anstelle der Ladungsverteilungen betrachtet zu werden, so daß das
Coulomb-Integral jeweils durch den reziproken Abstand ersetzt werden kann. Der kurz-
reichweitige Anteil wird dann nachtra¨glich zur entsprechenden Gro¨ße addiert. Wird ein
System mit dem Modell des Ladungsgleichgewichts simuliert, so wird in allen Schrit-
ten das chemische Potential χi = ∂U/∂qi = ∂U
es/∂qi einer jeden variablen Partialla-
dung qi mit der gesamten potentiellen Energie U und deren elektrostatischen Anteil U
es
gebraucht. Im Falle eines endlichen Systems wird der elektrostatische Anteil U es der po-
tentiellen Energie nach Gl. (1.181) bzw. (1.182) und das chemische Potential χi nach
Gl. (1.183) berechnet. Bei einem wegen zyklischer Randbedingungen unendlich ausge-
dehnten System, das mittels der Ewald-Summation behandelt wird, wird die elektro-
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statische Energie U es etwas anders als in Gl. (1.181) berechnet: Wa¨hrend die Einfach-
summe u¨ber die Beitra¨ge isolierter Atome, der erste Term in Gl. (1.181), beim unendli-
chen System genauso berechnet wird wie beim endlichen, ist die Doppelsumme u¨ber die
Coulomb-Paarwechselwirkungen, der zweite Term in Gl. (1.181), beim unendlichen Sy-
stem durch die Coulomb-Wechselwirkungsenergie UC nach Gl. (1.209) zu ersetzen. Somit
ist die Coulomb-Energie UC , die auch mittels Gl. (1.246) mit dem durch Gl. (1.245) gege-
benen elektrischen Potential φ ermittelt werden kann, partiell nach jeder Partialladung qi
abzuleiten, also ∂UC/∂qi zu bestimmen. Damit die berechneten chemischen Potentiale
der Ladungen durch die (ku¨nstliche) Periodizita¨t des simulierten Systems nicht allzustark
verfa¨lscht werden, wird bei der Ermittlung des Ausdrucks ∂UC/∂qi nur die Partialla-
dung qi in der zentralen Simulationsschachtel (mit ~a = ~0) variiert, d. h. die Bilder von
qi in allen anderen Schachteln (mit ~a 6= ~0) werden konstant gehalten. Nach Sto¨ckelmann
(Abschnitt 2.7.5 in [27]) wird aus den Gl.en (1.246) und (1.245) mittels Produktregel und




























Sto¨ckelmann nimmt an, daß der zweite Term in Gl. (1.277) (die Summe u¨ber j) ge-
genu¨ber dem ersten Term [1/2 · φ(~ri)] vernachla¨ssigt werden kann. Analog zur Coulomb-
Wechselwirkungsenergie UC [siehe Gl. (1.217)] wird auch das elektrische Potential φ am
7Wenn neben der Partialladung qi in der Zentralschachtel auch alle ihre Bildladungen auf dieselbe
Weise variiert wu¨rden, so wu¨rde die auch fu¨r ein endliches System gu¨ltige Beziehung ∂UC/∂qi = φ(~ri)
erhalten.
Da bei der Ermittlung von ∂UC/∂qi nur die Partialladung qi in der zentralen Simulationsschach-
tel variiert und somit die Periodizita¨t des unendlich ausgedehnten Systems bei der Ableitung durch-
brochen wird, kann auch ein anderer als der u¨bliche Bezugspunkt fu¨r die Berechnung der Coulomb-
Wechselwirkungsenergie gewa¨hlt werden: Anstelle eines Systems mit unendlich weit voneinander ent-
fernten Ladungen (bzw. eines Systems ohne Ladungen) wird als Bezugspunkt ein System, bei dem sich
innerhalb der Zentralschachtel keine Ladungen, aber alle Ladungen in den Bildschachteln an ihren Pla¨tzen
befinden, gewa¨hlt. Die zur Einfu¨gung der Ladungen in die Zentralschachtel aufzuwendende Energie wird


















4piε0 · rij (1.276)
mit den Ladungen {q˜} = q˜1, q˜2, q˜3, . . . , q˜N an den Positionen {~r} in der Zentralschachtel und den zu-
geho¨rigen Bildladungen {q}. Dieser Ansatz fu¨hrt zur Beziehung ∂UC/∂q˜i = φ(~ri) mit dem elektrischen
Potential φ nach Gl. (1.245), also auch zur Gleichung eines endlichen Systems.
Die Sto¨ckelmannsche Gl. (1.277) mit dem Faktor 1/2 stellt also nicht die einzig mo¨gliche Wahl dar.
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Ort ~ri der Partialladung qi bei der Ewald-Summation als Summe eines direkten An-
teils φdir, eines reziproken Anteils φrec und eines Selbstwechselwirkungsterms φself darge-
















· Jrec(~rij, κ) (1.280)





mit dem Ewald-Parameter κ und dem durch Gl. (1.233) gegebenen Term Jrec. Hier werden
Leiterrandbedingungen angenommen, so daß in Gl. (1.278) kein Dipolterm auftritt. Bei
der Berechnung des direkten Anteils mit Gl. (1.279) wird vorausgesetzt, daß der Ewald-
Parameter so groß gewa¨hlt wird, daß die Konvention des na¨chsten Bildes angewendet
werden kann und nur Summanden, bei denen der Ladungsabstand rij eine vorgegebene
Wechselwirkungsgrenze rcut nicht u¨berschreitet, explizit beru¨cksichtigt werden mu¨ssen.
Der reziproke Anteil φrec(~ri) des elektrischen Potentials an der Ladungsposition ~ri kann
bei der im letzten Abschnitt 1.8.2.2 behandelten Smooth–particle-mesh–Ewald-Methode
angena¨hert werden, indem zuna¨chst der reziproke Anteil φrec(~R) des elektrischen Poten-
tials an jedem Punkt ~R des fiktiven Ortsraumgitters analog zu Gl. (1.255) berechnet
wird und anschließend der Ladungspositionswert φrec(~ri) entsprechend Gl. (1.258) aus













W (~ri − ~R) · 1
4piε0
· [Q ∗ JrecSPME](~R, κ) (1.283)
mit der Wichtungsfunktion W nach Gl. (1.250) [mit Gl. (1.251) und einem
”
cardi-
nal B-spline“ als Interpolationsfunktion W (P )], den gema¨ß Gl. (1.249) ermittelten La-
dungen Q, dem in Gl. (1.273) definierten Term JrecSPME als einer Art reziproken Ein-
flußfunktion der SPME-Methode sowie dem Symbol ∗ der (diskreten) Faltung. Da ei-
ne Wichtungsfunktion W mit einem kleinen Tra¨ger verwendet wird und da das Fal-
tungsprodukt Q ∗ JrecSPME sowieso zur Berechnung sowohl der reziproken Summe U rec der
8Dies entspricht dem Vorgehen bei der in Lit. [27] angenommenen (urspru¨nglichen) Particle-mesh-
Ewald-Methode.
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Coulomb-Wechselwirkungsenergie nach Gl. (1.271) als auch des reziproken Anteils ~F reci der
Coulomb-Kraft nach Gl. (1.274) gebraucht wird, kann bei der Behandlung der elektrostati-
schen Wechselwirkungen mit der SPME-Methode der reziproke Anteil φrec des elektrischen
Potentials gema¨ß Gl. (1.283) und folglich auch das chemische Potential χi = ∂U/∂qi der
Partialladung qi ziemlich schnell berechnet werden. Deshalb ist ein polarisierbares Modell
kaum aufwendiger zu simulieren als das entsprechende unpolarisierbare Modell, wenn das
Modell des Ladungsgleichgewichts zur Einfu¨hrung der Polarisation dient und mit Hilfe der
Methode der fluktuierenden Partialladungen simuliert wird. Bei der Implementierung der
Methode der fluktuierenden Partialladungen in das Programmpaket AMBER 4.1 [10, 11]
hat Dr. Elmar Sto¨ckelmann auch die Berechnung des chemischen Potentials der Ladungen
auf Basis der hier dargestellten Ideen in das Molekulardynamik-Modul sander eingefu¨gt
[27].
1.9 Auswertung der Simulationsdaten
Bei einer Molekulardynamik(MD)-Simulation wird eine Trajektorie im Phasenraum er-
zeugt; und mittels einer Monte-Carlo(MC)-Simulation wird eine Folge von Konfiguratio-
nen erhalten. In beiden Fa¨llen ko¨nnen verschiedene Gro¨ßen als Mittelwerte berechnet
werden, indem u¨ber die einzelnen Punkte im Phasen- bzw. Konfigurationsraum gemittelt
wird (siehe Abschnitte 1.4.3 und 1.5.1). Diese Durchschnitte, mit denen die Ensemble-
mittelwerte der entsprechenden Gro¨ßen angena¨hert werden, ko¨nnen mit experimentellen
Meßgro¨ßen verglichen werden. Bei der Mittelung wird vorausgesetzt, daß die einzelnen
simulierten Zusta¨nde jeweils mit einer bestimmten Wahrscheinlichkeit auftreten, daß also
die Phasenraumpunkte bzw. Konfigurationen die vorgegebene Gleichgewichtsverteilung
erfu¨llen. Da eine Simulation im allg. an einem willku¨rlichen (oft sogar physikalisch unrea-
listischen) Punkt im Phasen- bzw. Konfigurationsraum begonnen wird, muß das simulierte
System a¨quilibriert werden, bevor mit der Mittelung begonnen werden kann. Der Teil einer
MD- bzw. MC-Simulation, in dem die Gleichgewichtsverteilung noch nicht erreicht ist und
in dem sich verschiedene Mittelwerte noch signifikant vera¨ndern, wird als A¨quilibrierungs-
phase bezeichnet. Nachdem die Gleichgewichtsverteilung erreicht worden ist, bleiben alle
Mittelwerte u¨ber viele Simulationsschritte konstant, auch wenn dies wegen allma¨hlicher
statistischer Schwankungen ha¨ufig nur schwer zu erkennen ist. In dieser Produktionsphase
werden die Mittelwerte berechnet. Bei MD-Simulationen ko¨nnen unterschiedliche Artefak-
te, wie z. B. eine schlechte Energieerhaltung wegen eines zu langen MD-Zeitschritts oder
der in Abschnitt 1.4.5.1 beschriebene Energietransport von hoch- zu niederfrequenten Be-
wegungen beim Einsatz des Berendsen-Thermostaten, dazu fu¨hren, daß die simulierten
Phasenraumpunkte wieder von der Gleichgewichtsverteilung abweichen und folglich einige
berechnete Mittelwerte erneut eine Drift zeigen, also die Produktionsphase nicht beliebig
lange andauert. In der Produktionsphase einer MD-Simulation ko¨nnen z. B. die innere
Energie, die Temperatur und der Druck jeweils als Mittelwert einer geeigneten Funktion
der Teilchenpositionen und -impulse berechnet werden (siehe Abschnitt 1.4.4). Eine ma-
kroskopische Gro¨ße, die nicht als Durchschnitt einer geeigneten Funktion der Phasenraum-
koordinaten dargestellt werden kann, kann nur mit einem alternativen Verfahren bestimmt
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werden, wie z. B. das chemische Potential mit Hilfe der Testteilchen-Methode (siehe Ab-
schnitt 1.5.3). Im folgenden Abschnitt 1.9.1 der vorliegenden Arbeit wird beschrieben,
wie einige Verteilungsfunktionen einzelner Strukturelemente (z. B. der Teilchenabsta¨nde)
durch Mittelung u¨ber einzelne Konfigurationen berechnet werden. Wie aus solchen Vertei-
lungsfunktionen die entsprechenden effektiven Wechselwirkungen zwischen den Teilchen
ermittelt werden, wird in Abschnitt 1.9.2 dargelegt. In Abschnitt 1.9.3 wird behandelt, wie
Diffusionskoeffizienten aus den zeitlich geordneten Konfigurationen einer MD-Simulation
bestimmt werden. Weitere in der vorliegenden Arbeit beno¨tigte Gro¨ßen (z. B. die Hydra-
tationszahl gelo¨ster Ionen und der Quellungsgrad eines Polymernetzwerkes) werden in
den Kapiteln 2 und 3 an den entsprechenden Stellen definiert, und dort wird auch ihre
Berechnung im Detail behandelt.
1.9.1 Verteilungsfunktionen zur Beschreibung der Struktur
Betrachtet wird eine bestimmte Teilchenanordnung, z. B. ein Abstand oder ein Winkel zwi-
schen vorgegebenen Teilchen, als Strukturelement in einem beliebigen (homogenen oder
heterogenen) System. Die Verteilungsfunktion des Strukturelements gibt das Verha¨ltnis
der Wahrscheinlichkeitsdichte, mit der die betreffende Teilchenanordnung im System auf-
tritt, zur Wahrscheinlichkeitsdichte derselben Anordnung bei vo¨llig zufa¨lliger Verteilung
der Teilchen an. Wird beispielsweise die Wahrscheinlichkeitsdichte, irgendein Teilchen ei-
ner bestimmten Sorte in der Na¨he einer Position ~r1 und gleichzeitig irgendein anderes
Teilchen derselben bzw. einer anderen festgelegten Sorte nahe einer Position ~r2 zu fin-
den, zur entsprechenden Wahrscheinlichkeitsdichte in einem idealen Gas ins Verha¨ltnis
gesetzt, so wird die Paarverteilungsfunktion g(~r1, ~r2) der Teilchensorte(n), die auch als
Paarkorrelationsfunktion bezeichnet wird, erhalten. Bei einem System, das aus N iden-
tischen Teilchen besteht und das die durchschnittliche Teilchenzahldichte ρ besitzt, wird








NV T ({~r}) d~r3 d~r4 d~r5 . . . d~rN (1.284)
mit dem positionsabha¨ngigen Faktor f
(r)
NV T der kanonischen Wahrscheinlichkeitsdichte-
funktion nach Gl. (1.112), also der kanonischen Wahrscheinlichkeitsdichte f
(r)
NV T ({~r}) am
Punkt {~r} im Konfigurationsraum, und der Integration u¨ber die Positionen aller Teil-
chen außer denjenigen der Teilchen 1 und 2. Das Integral in Gl. (1.284) beschreibt die
Wahrscheinlichkeitsdichte, Teilchen 1 nahe ~r1 und gleichzeitig Teilchen 2 nahe ~r2 (sowie
alle anderen Teilchen irgendwo) zu finden. Das Produkt aus dem Integral und dem Fak-
tor N(N−1) gibt die Wahrscheinlichkeitsdichte, irgendein Teilchen nahe ~r1 und irgendein
anderes Teilchen nahe ~r2 zu finden, an. Diese Wahrscheinlichkeitsdichte ist bei einem
idealen Gas fu¨r alle Positionen ~r1 und ~r2 gleich ρ
2.
Bei einem homogenen und isotropen Fluid ha¨ngt die Paarverteilungsfunktion g wegen der
Translationsinvarianz des Systems nicht von den beiden einzelnen Positionen ~r1 und ~r2,
sondern nur vom Teilchenabstandsvektor ~r = ~r1−~r2 ab, und wegen der Rotationsinvarianz
ist g sogar nur vom Abstandsbetrag r = |~r1 − ~r2| abha¨ngig, so daß gilt: g(~r1, ~r2) = g(r).
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In diesem Fall wird die Paarverteilungsfunktion im allg. als radiale Verteilungsfunktion
bezeichnet und in Anlehnung an den englischen Begriff
”
radial distribution function“
als RDF abgeku¨rzt. (Manche Autoren verwenden die Begriffe RDF, Paarverteilungs-
funktion und Paarkorrelationsfunktion synonym, obwohl die RDF einen Sonderfall der
Paarverteilungs- bzw. -korrelationsfunktion darstellt.) Der Wert g(r) der RDF an der
Stelle r gleicht der relativen Wahrscheinlichkeitsdichte dafu¨r, daß zwei Teilchen in etwa
den Abstand r besitzen bzw. daß sich ungefa¨hr im Abstand r von einem Teilchen ir-
gendein anderes befindet, wobei das ideale Gas gleicher Dichte als Bezugspunkt dient,
d. h. g ist so normiert, daß beim idealen Gas g(r) = 1 fu¨r alle Absta¨nde r gilt. Da ein
homogenes und isotropes Fluid keine Fernordnung aufweist, geht die RDF fu¨r unendlich
große Teilchenabsta¨nde gegen eins [limr→∞ g(r) = 1]. Bei der praktischen Berechnung der
radialen Verteilungsfunktion wird die durchschnittliche Anzahl der Teilchen, die sich in
einer du¨nnen Kugelschale um ein Bezugsteilchen im Mittelpunkt befinden, durch die Zahl









)3 − (r − ∆r
2
)3] ≈ 〈∆N〉ρ · 4pir2∆r (1.285)
mit dem mittleren Radius r und der Dicke ∆r der Kugelschale (also dem inneren Radius
r −∆r/2 und dem a¨ußeren Radius r + ∆r/2) sowie der in der Kugelschale zu findenden
Teilchenzahl ∆N , die u¨ber Bezugsteilchen und verschiedene Konfigurationen gemittelt
wird. Falls die Kugelschale unendlich du¨nn wird (d. h. ∆r → 0 und folglich ∆N → 0), so
wird Gl. (1.285) im thermodynamischen Grenzwert (also fu¨r N →∞) exakt.
Bei einem ebenen System kann die im dreidimensionalen Raum definierte radiale Vertei-
lungsfunktion (RDF) auf den zweidimensionalen Fall u¨bertragen werden, wobei jeweils ein
Kreisring anstelle einer Kugelschale um ein Bezugsteilchen betrachtet und die Abstands-











mittels der Beziehung r = [(x1−x2)2 +(y1−y2)2]1/2 anstelle







gen Formel r = [(x1−x2)2 + (y1−y2)2 + (z1−z2)2]1/2 ermittelt wird. Eine zweidimensionale
radiale Verteilungsfunktion, die hier als 2D-RDF abgeku¨rzt wird, kann auch im dreidimen-
sionalen Raum sinnvoll definiert werden, wenn ein heterogenes System mit einer ebenen
Grenzfla¨che betrachtet wird, so daß z. B. in einem System aus einem Festko¨rper und einem
Fluid die Verteilung der Fluidteilchen innerhalb der zur Grenzfla¨che parallelen Schichten
charakterisiert werden kann. Im folgenden wird angenommen, daß die ebene Grenzfla¨che
zwischen fester und fluider Phase senkrecht zur z-Achse des kartesischen Koordinaten-
systems liegt. Also werden grenzfla¨chenparallele Fluidschichten der Dicke ∆z betrachtet,
die Positionen der Teilchen in einer solchen Schicht auf die xy-Ebene projiziert und die
Verteilungsfunktionen der Projektionsabsta¨nde berechnet. Bei der praktischen Berech-
nung einer solchen zweidimensionalen radialen Verteilungsfunktion g2 wird die mittlere
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Zahl der Teilchen, die sich in einem du¨nnen Hohlzylinder um das Bezugsteilchen auf der
Zylinderachse befinden, durch die entsprechende Teilchenzahl eines idealen Gases mit der







)2 − (r − ∆r
2
)2] ·∆z = 〈∆N〉ρ · 2pir∆r ·∆z (1.286)
mit dem mittleren Radius r, der Dicke ∆r und der Ho¨he ∆z des Hohlzylinders sowie
der Zahl ∆N der Teilchen, die der Hohlzylinder entha¨lt, die sich also in der Schicht der
Dicke ∆z befinden und deren auf die xy-Ebene projizierter Abstand vom Referenzteilchen
zwischen r−∆r/2 und r+ ∆r/2 liegt. Die Teilchenzahl ∆N wird u¨ber Bezugsteilchen in
der Schicht und unterschiedliche Konfigurationen gemittelt. Neben der Verteilung einer
Teilchensorte innerhalb einer grenzfla¨chenparallelen Schicht kann mit der hier beschrie-
benen 2D-RDF auch die Verteilung zweier verschiedener Teilchensorten in der Schicht
charakterisiert werden, indem die Absta¨nde zwischen unterschiedlichen Teilchen auf die
xy-Ebene projiziert werden. Ferner kann die 2D-RDF auf zwei verschiedene grenzfla¨chen-
parallele Schichten verallgemeinert werden, indem die Positionen bestimmter Teilchen,
die sich in den beiden Schichten befinden, auf die xy-Ebene projiziert werden und indem
dann die Verteilungsfunktion der Projektionsabsta¨nde fu¨r Teilchen aus unterschiedlichen
Schichten ermittelt wird. Sinnvollerweise wird eine solche verallgemeinerte 2D-RDF nicht
auf zwei Fluidschichten, sondern auf eine Fluidschicht und eine Schicht des (kristallinen)
Festko¨rpers angewendet (s. u.). Jede 2D-RDF wird so normiert, daß bei vo¨llig zufa¨lliger
Verteilung der Teilchen innerhalb ihrer jeweiligen Schicht g2(r) = 1 fu¨r alle Projektions-
absta¨nde r gilt. Die Genauigkeit, mit der eine radiale Verteilungsfunktion (also auch eine
2D-RDF) berechnet wird, ha¨ngt nicht unmittelbar von der Teilchenzahl, sondern von der
Anzahl beru¨cksichtigter Teilchenpaare [1
2
N(N − 1) bei N identischen Teilchen, N1N2 bei
N1 Teilchen der einen und N2 Teilchen der anderen Sorte] ab, so daß die Genauigkeit einer
2D-RDF besonders stark mit wachsender Schichtdicke zunimmt und keine allzudu¨nnen
Schichten benutzt werden ko¨nnen, wenn verla¨ßliche Ergebnisse erhalten werden sollen.
Bei der Berechnung der zweidimensionalen radialen Verteilungsfunktion (2D-RDF) zwi-
schen Fluidteilchen im hier betrachteten heterogenen System wird implizit angenommen,
daß die Verteilung der Fluidteilchen innerhalb einer grenzfla¨chenparallelen Schicht allein
(oder zumindest prima¨r) vom Projektionsabstand r abha¨ngt, daß also die Position der
Fluidteilchen in bezug auf den Festko¨rper (fast) irrelevant ist. Somit wird das System
bei fixiertem Festko¨rper als invariant bezu¨glich jeder Translation des Fluids parallel zur
Grenzfla¨che und bezu¨glich der Rotation des Fluids um eine zur Grenzfla¨che senkrechte
Achse angesehen, d. h. die Korrugation der Festko¨rpergrenzfla¨che, die auch bei einem de-
fektfreien Kristall als Festko¨rper auftritt, wird vernachla¨ssigt. Unter Korrugation versteht
man bei der Wechselwirkung eines kugelsymmetrischen Teilchens mit einer ebenen Ober-
fla¨che eines defektfreien Kristalls die Welligkeit (die in etwa periodische Unebenheit) der
A¨quipotentialfla¨chen. Diese Korrugation, die aus der atomistischen Struktur des Kristalls
resultiert, darf nicht mit der Rauhigkeit der Oberfla¨che infolge verschiedener Kristallde-
fekte (z. B. Adatome und Stufen) verwechselt werden. Wird beim simulierten Modell die
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Korrugation der Grenzfla¨che beru¨cksichtigt, so ist der Wert g2(r) der zweidimensionalen
radialen Verteilungsfunktion zwischen Fluidteilchen beim Projektionsabstand r also ein
Durchschnitt von im allg. unterschiedlichen Werten g2(~r1, ~r2) einer Art zweidimensiona-
len Paarverteilungsfunktion, wobei u¨ber Paare (~r1, ~r2) von Positionsprojektionen, die die
Bedingung |~r1−~r2| = r erfu¨llen, gemittelt wird. Aber mit Hilfe der verallgemeinerten 2D-
RDF zwischen einer grenzfla¨chenparallelen Fluidschicht und einer solchen Kristallschicht
kann untersucht werden, wie die Fluidstruktur von der Korrugation des Festko¨rpers be-
einflußt wird.
Weiterhin wird das heterogene System aus Festko¨rper und Fluid mit der ebenen Grenz-
fla¨che, die senkrecht auf der z-Achse des kartesischen Koordinatensystems steht, betrach-
tet. Nun beschreibe der dreikomponentige Vektor ~rS die Lage des Kristalls bzw. der Grenz-
fla¨che; bei ~rS kann es sich etwa um die Position des Schwerpunktes der a¨ußeren Kristall-
schicht handeln. Und der ebenfalls dreikomponentige Vektor ~ri bezeichne eine Position
in der Fluidphase, also z. B. den Ort des Fluidteilchens i. Da sich die potentielle Ener-
gie einer Konfiguration bei der Translation des gesamten Systems nicht a¨ndert, ha¨ngt der
Wert g(~rS, ~ri) der Paarverteilungsfunktion nur von der relativen Lage ~r = ~ri−~rS des Fluid-
teilchens zum Kristall bzw. zur Grenzfla¨che ab, so daß die mittlere Verteilung der Fluid-
teilchen bei vorgegebener Kristallstruktur durch die Verteilungsfunktion g(~r) = g(x, y, z)
vollsta¨ndig charakterisiert wird. Diese Funktion g(x, y, z) wird in der vorliegenden Arbeit
Positionsverteilungsfunktion genannt; und ihr Wert g(~r) gibt die Wahrscheinlichkeitsdich-
te, ein beliebiges Fluidteilchen (einer bestimmten Sorte) im System nahe der Relativpo-
sition ~r zu finden, im Verha¨ltnis zur entsprechenden Wahrscheinlichkeitsdichte bei vo¨llig
zufa¨lliger Verteilung der Teilchen innerhalb der Fluidphase an. Bei einem makroskopi-
schen System mit vernachla¨ssigbarem Anteil der Grenzfla¨che an der Gesamtteilchenzahl
ist g(x, y, z) gleich dem Verha¨ltnis der Teilchenzahldichte an der Position (x, y, z) zur Teil-
chenzahldichte in der Bulk-Phase, so daß fu¨r alle Bulk-Positionen g(x, y, z) = 1 gilt. Die
Positionsverteilungsfunktion ha¨ngt wegen der Korrugation der Kristallgrenzfla¨che nicht
nur vom Grenzfla¨chenabstand z der Fluidphasenposition, sondern auch von der Projek-
tion (x, y) der Position auf die Grenzfla¨che ab. Fu¨r einzelne Teilchensorten innerhalb des
Fluids wird in Kap. 2 der vorliegenden Arbeit anstelle der vollsta¨ndigen Positionsvertei-






A∆z · ρbulk (1.287)
mit der mittleren (d. h. u¨ber eine grenzfla¨chenparallele Schicht und u¨ber viele Konfigura-
tionen gemittelten) Teilchenzahldichte ρ(z) der betreffenden Teilchensorte im Abstand z
von der Grenzfla¨che, der Teilchenzahldichte ρbulk derselben Teilchensorte in der Bulk-
Phase, der entsprechenden Teilchenzahl ∆N in der grenzfla¨chenparallelen Schicht mit
dem mittleren Abstand z von der Grenzfla¨che, dem Fla¨cheninhalt A der Grenzfla¨che und
der Dicke ∆z der Schicht. Auch die Anzahl ∆N der Teilchen, die sich in der Schicht
befinden und deren Abstand von der Grenzfla¨che also zwischen z −∆z/2 und z + ∆z/2
liegt, wird u¨ber viele Konfigurationen gemittelt. Selbstversta¨ndlich kann das normierte
Dichteprofil nicht nur aus der in Gl. (1.287) benutzten Teilchenzahldichte ρ, sondern auch
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mittels anderer Konzentrationsmaße bestimmt werden. Wird z. B. die Molarita¨t (Stoff-
mengenkonzentration) c verwendet, so ist in Gl. (1.287) die Teilchenzahl ∆N durch die
Stoffmenge ∆n in der Schicht zu ersetzen. Da jedes Dichteprofil bezu¨glich der Bulk-Phase
normiert wird, gilt: limz→∞ g(z) = 1. Solch ein normiertes Dichteprofil stellt, wie in An-
hang A (insbesondere in Abschnitt A.1) gezeigt wird, den Mittelwert der Positionsvertei-








g(x, y, z) dxdy . (1.288)
1.9.2 Das Potential der mittleren Kraft9
Wird die Verteilung der Teilchen in einem homogenen und isotropen Fluid durch die
radiale Verteilungsfunktion g beschrieben, so wird die effektive Wechselwirkung zwischen
den Teilchen nach Chandler [92] durch das folgendermaßen definierte Potential w der
mittleren Kraft charakterisiert:
w(r) = −kBT · ln g(r) (1.289)
mit dem Teilchenabstand r, der Boltzmann-Konstanten kB und der Temperatur T . Das
Potential der mittleren Kraft, dessen Name weiter unten klar wird, wird nach dem eng-
lischen Ausdruck
”
potential of mean force“ ha¨ufig als PMF abgeku¨rzt. Werden die Teil-
chen 1 und 2 innerhalb des Fluids an der Position ~r1 bzw. ~r2 festgehalten, ohne daß
die Beweglichkeit der anderen Teilchen eingeschra¨nkt wird, so wird die mittlere Kraft auf
Teilchen 1, also die effektive Kraft zwischen den beiden fixierten Teilchen, folgendermaßen






= kBT · ~∇~r1 ln g(r) (1.290)
mit der von den Teilchenpositionen {~r} abha¨ngigen potentiellen Energie U und dem Ab-
stand r = |~r1 − ~r2| zwischen den beiden festgehaltenen Teilchen. Zur Herleitung dieser
Gleichung wird u¨ber die Positionen aller beweglichen Teilchen gemittelt und nach weiteren
(nicht offensichtlichen) Umformungen die Gleichung (1.284) fu¨r die Paarverteilungsfunk-
tion ausgenutzt. Mit der Definition des Potentials der mittleren Kraft nach Gl. (1.289)
folgt, daß die rechte Seite der Gl. (1.290) gleich dem negativen Gradienten −~∇~r1w(r)
des PMFs w ist. Der (negative) Gradient des PMFs zwischen zwei strukturlosen (kugel-
symmetrischen) Teilchen in der homogenen Lo¨sung aller u¨brigen Teilchen gleicht also der
mittleren Kraft zwischen den Teilchen, falls die beiden Teilchen festgehalten werden und
u¨ber die Konfigurationen aller u¨brigen Teilchen gemittelt wird (vgl. [92]). Deshalb wird
w als Potential der mittleren Kraft bezeichnet. Und fu¨r den reversiblen Vorgang, bei dem
der Abstand zweier zuna¨chst unendlich weit voneinander entfernter Teilchen innerhalb
9Herr Prof. Dr. Reinhard Hentschke hat mich darauf aufmerksam gemacht, daß in Lit. [92] das Po-
tential der mittleren Kraft in einem homogenen, isotropen Fluid behandelt wird, und vorgeschlagen, die
entsprechenden U¨berlegungen auf heterogene Systeme zu u¨bertragen.
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des Fluids so auf den Wert r vermindert wird, daß die Verteilung aller anderen Teil-
chen stets im (dynamischen) Gleichgewicht ist, muß die Arbeit w(r) aufgewendet werden.
Da die Teilchenzahl, das Volumen und die Temperatur bei diesem Vorgang konstant ge-
halten werden, stellt w(r) die A¨nderung der Freien Energie dar. Beispielsweise behandeln
Degre`ve et al. [93] ein Modell fu¨r eine wa¨ßrige Kochsalzlo¨sung mittels NV T -Monte-Carlo-
Simulationen, ermitteln die radiale Verteilungsfunktion fu¨r verschiedene Ionensorten und
berechnen daraus mit Gl. (1.289) das jeweilige Potential der mittleren Kraft. Diese Glei-
chung (1.289) gilt nicht nur im kanonischen, sondern z. B. auch im großkanonischen En-
semble [41].
Im folgenden wird das bereits im unmittelbar vorhergehenden Abschnitt 1.9.1 beschrie-
bene heterogene System, das aus einem (kristallinen) Festko¨rper und einer fluiden Phase
besteht und dessen ebene Grenzfla¨che senkrecht zur z-Achse des kartesischen Koordina-
tensystems liegt, behandelt. Dabei wird ein strukturloses Teilchen innerhalb des Fluids
nahe der Kristallgrenzfla¨che mit Korrugation betrachtet; und dieses Fluidteilchen i am
Ort ~ri besitze die relative Position ~r = ~ri−~rS in bezug auf einen Fixpunkt ~rS im Kristall
bzw. an der Grenzfla¨che (z. B. den Schwerpunkt der a¨ußeren Kristallschicht). Die mittle-
re auf ein solches grenzfla¨chennahes Fluidteilchen wirkende Kraft kann nur dann analog
zur beim homogenen, isotropen Fluid gu¨ltigen Gleichung (1.290) berechnet werden, wenn
die Verteilungsfunktion g der betreffenden Teilchensorte eine Funktion der vollsta¨ndigen
Relativposition ~r ist, also gilt: g(~r) = g(x, y, z). Die Tatsache, daß die Teilchenvertei-
lung wegen der Korrugation nicht nur vom Grenzfla¨chenabstand z, sondern auch von
der Position (x, y) innerhalb der grenzfla¨chenparallelen Ebenen abha¨ngt, ist also explizit
zu beru¨cksichtigen, so daß z. B. das Dichteprofil g(z) hier nicht ausreicht. In Anhang A
(speziell in Abschnitt A.2) wird Chandlers Behandlung des Potentials der mittleren Kraft
(PMFs) in einem homogenen, isotropen Fluid auf das heterogene System u¨bertragen, und
dabei wird die folgende Beziehung zwischen der Positionsverteilungsfunktion g und dem
Potential w der mittleren Kraft im heterogenen System erhalten:
w(~r) = w(x, y, z) = −kBT · ln g(x, y, z) . (1.291)
Der negative Gradient −~∇~riw(~r) des PMFs w gleicht der Kraft, die im Mittel auf das
Fluidteilchen i wirkt, wenn sowohl das Teilchen i am Ort ~ri als auch der Kristall- bzw.
Grenzfla¨chenfixpunkt am Ort ~rS festgehalten werden und u¨ber die Konfigurationen aller
anderen Teilchen bzw. Freiheitsgrade gemittelt wird, so daß die Bezeichnung
”
Potential
der mittleren Kraft“ auch hier gerechtfertigt ist. Wird ein urspru¨nglich unendlich weit
von der Grenzfla¨che entferntes Fluidteilchen so an die Fluidphasenposition mit dem Ab-
stand ~r vom Kristall- bzw. Grenzfla¨chenfixpunkt gebracht, daß die Verteilung aller ande-
ren Teilchen bzw. Freiheitsgrade sich stets im Gleichgewicht befindet, dann ist fu¨r diesen
reversiblen Vorgang die Arbeit w(~r) aufzubringen.
Wa¨hrend das Potential der mittleren Kraft (PMF) w(r) beim homogenen, isotropen
Fluid nach Gl. (1.289) aus der radialen Verteilungsfunktion g(r) berechnet wird, wird das
PMF w(~r) = w(x, y, z) beim hier betrachteten heterogenen System gema¨ß Gl. (1.291) aus
der Positionsverteilungsfunktion g(x, y, z) ermittelt. Analog zu diesen PMF-Berechnungen
kann im heterogenen System auf Basis des normierten Dichteprofils g(z) nach Gl. (1.287)
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ein durchschnittliches Potential der mittleren Kraft w(z) (Herkunft des Namens: s. u.)
definiert werden:
w(z) = −kBT · ln g(z) . (1.292)
Aus dieser Definition des durchschnittlichen PMFs w(z) folgt mit der Gleichung (1.291) fu¨r
das PMF w(x, y, z) und der Darstellung des normierten Dichteprofils g(z) als Mittelwert
der Positionsverteilungsfunktion g(x, y, z) in Gl. (1.288) die Beziehung














mit der Integration u¨ber die grenzfla¨chenparallele Ebene, die sich in der Fluidphase im Ab-
stand z von der Grenzfla¨che befindet und die den Fla¨cheninhalt A der Grenzfla¨che besitzt.
Somit repra¨sentiert der Ausdruck w(z) eine Art Mittelwert des PMFs w(x, y, z) in einer
grenzfla¨chenparallelen Ebenen, also ein durchschnittliches Potential der mittleren Kraft.
In Kapitel 2 dieser Arbeit werden die durchschnittlichen PMFs als molare Gro¨ßen ange-
geben, d. h. die Boltzmann-Konstante in Gl. (1.292) wird durch die ideale Gaskonstante
ersetzt. Fu¨r die hier definierten Gro¨ßen werden in der Literatur auch andere Bezeich-
nungen verwendet, wie z. B. der Ausdruck
”





free-energy profile“). So untersuchen z. B. Rose et al. [94] mit
Hilfe von NV E-Molekulardynamik(MD)-Simulationen die Adsorption eines einzelnen in
Wasser gelo¨sten Natrium- bzw. Chloridions an einer Platingrenzfla¨che mit Korrugation
und bestimmen das durchschnittliche PMF, welches sie Profil der Freien Energie nennen.
Dagegen benutzen Shinto et al. [95] die Begriffe
”
Profil der Freien Energie“ und
”
Potential
der mittleren Kraft“ synonym fu¨r das (ungemittelte) PMF, das sie auf einer Senkrechten
zur Grenzfla¨che [also an einem festen Punkt (x, y) auf jeder grenzfla¨chenparallelen Ebene
als Funktion des Grenzfla¨chenabstandes z] wie folgt bestimmen: Beispielsweise fixieren
sie in einer MD-Simulation ein einzelnes Natrium- bzw. Chloridion in einer wa¨ßrigen
Phase nahe einer NaCl(100)-Grenzfla¨che auf der Senkrechten, die ein Gegenion auf der
Grenzfla¨che schneidet, aber schra¨nken die Beweglichkeit der Wassermoleku¨le nicht ein; sie
bestimmen in der Simulation die mittlere Kraft auf das festgehaltene Ion und integrieren
diese (stets senkrecht zur Grenzfla¨che wirkende) Kraft u¨ber den Grenzfla¨chenabstand, so
daß das PMF auf der Senkrechten erhalten wird.
1.9.3 Diffusionskoeffizienten zur Beschreibung der Dynamik
Aus einer Trajektorie im Phasenraum, die mittels Molekulardynamik erzeugt wird, ko¨nnen
neben statischen auch dynamische Gro¨ßen des simulierten Systems ermittelt werden.
So kann z. B. der Diffusionskoeffizient D einer Mischungskomponente (ebenso wie der
Selbstdiffusionskoeffizient eines Reinstoffes) mit Hilfe der folgenden Einstein-Beziehung
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mit der Raumdimension d, der Zeitdauer t und der Teilchenposition ~r. Wird eine ho-
mogene Lo¨sung im dreidimensionalen Raum (d = 3) behandelt, so bezeichnet ~r(0) den
Ort eines Teilchens zur Zeit t = 0 (also im Zeitursprung) und ~r(t) den Ort desselben
Teilchens zur Zeit t (also eine Zeitdauer t nach dem Zeitursprung). In diesem Falle wird
das Abstandsquadrat in Gl. (1.294) sowohl u¨ber alle Teilchen eines Reinstoffes bzw. einer
Mischungskomponente als auch u¨ber verschiedene Zeiturspru¨nge (genauer: u¨ber unkor-
relierte Zeitabschnitte entlang der Trajektorie) gemittelt. Der Fall d = 2 charakterisiert
nicht nur ein homogenes System auf einer Ebenen, sondern auch ein heterogenes System
im Raum, wenn die Grenzfla¨che eben ist und nur die zweidimensionale Bewegung der
Teilchen parallel zur Grenzfla¨che betrachtet wird. Liegt die Grenzfla¨chenebene in einem
solchen heterogenen System senkrecht zur z-Achse des kartesischen Koordinatensystems,
so beschreibt der Diffusionskoeffizient D = Dxy die Teilchenbewegung parallel zur xy-
Ebene. In einem solchen Falle repra¨sentiert ~r(0) die auf die xy-Ebene projizierte Position
eines Teilchens zur Zeit t = 0 (im Zeitursprung) und ~r(t) die ebenfalls auf die xy-Ebene
projizierte Position desselben Teilchens zur Zeit t. Und die Mittelung in Gl. (1.294) er-
streckt sich sowohl u¨ber verschiedene Zeiturspru¨nge als auch u¨ber alle Teilchen (einer
bestimmten Sorte), die sich in einer du¨nnen grenzfla¨chenparallelen Schicht (d. h. in einem
kleinen Grenzfla¨chenabstandsintervall) befinden.
Wird bei der praktischen Berechnung eines Diffusionskoeffizienten die numerische Diffe-
rentiation nach Gl. (1.294) ausgefu¨hrt, so ko¨nnen wegen der statistischen Fluktuationen,
die aus der geringen Teilchenzahl und der endlichen Simulationsdauer resultieren, selbst
dann irritierende Ergebnisse erhalten werden, wenn nicht der Diffusionskoeffizient einer
gelo¨sten Substanz niedriger Konzentration, sondern der Selbstdiffusionskoeffizient eines
Reinstoffes bestimmt werden soll. Deshalb ist es sinnvoll, das mittlere (projizierte) Ab-
standsquadrat
〈
[~r(t)− ~r(0)]2〉 gegen die Zeit aufzutragen und aus der Steigung im linea-
ren Bereich den Diffusionskoeffizienten zu bestimmen. So sind die in Abschnitt 2.3.1.2
angegebenen Diffusionskoeffizienten ermittelt worden.
Bei der Berechnung von Diffusionskoeffizienten mit Hilfe der Einstein-Beziehung mu¨ssen
alle verwendeten Teilchentrajektorien stetig sein, d. h. kein Teilchen, das die Simulations-
schachtel verla¨ßt, darf durch sein Bild, das sich an der gegenu¨berliegenden Seite in die
Schachtel hineinbewegt, ersetzt werden. Deshalb ko¨nnen sich nicht sta¨ndig alle Teilchen
in der zentralen Simulationsschachtel aufhalten. Falls die im Verlaufe einer Simulation
abgespeicherten Konfigurationen nur (
”
zuru¨ckgefaltete“) Positionen innerhalb der Zen-
tralschachtel umfassen, mu¨ssen die (
”
entfalteten“) Positionen der stetigen Trajektorien
nachtra¨glich berechnet werden, indem zu jeder Ortskomponente ein (ggf. negatives) ganz-
zahliges Vielfaches der entsprechenden Schachtella¨nge addiert wird. Dabei muß voraus-
gesetzt werden, daß sich bei der Simulation kein Teilchen innerhalb der Zeitspanne, die
zwischen zwei unmittelbar aufeinanderfolgenden Abspeicherungen der Teilchenpositionen






Modelle fu¨r die elektrische Doppelschicht an der Grenzfla¨che zwischen einem Metall
und einem wa¨ßrigen Elektrolyten wurden und werden in der Forschung intensiv bear-
beitet (siehe z. B. den U¨bersichtsartikel [98]). Wasser bzw. wa¨ßrige Lo¨sungen im Kon-
takt mit mineralischen Oberfla¨chen sind seltener untersucht worden, aber einige Beispiele
fu¨r Molekulardynamik(MD)-Simulationen mit pha¨nomenologischen Potentialen umfassen
wa¨ßrige Phasen an Magnesiumoxid [99], am Alumosilicat Kaolinit [100, 101] und an Natri-
umchlorid. Im letzteren Falle reichen die mittels klassischer MD-Simulationen behandel-
ten Systeme mit Salz-Wasser-Grenzfla¨che von der Wasseradsorption auf NaCl-Kristallen
[102, 56, 74] bis zu kondensierten wa¨ßrigen Phasen im Kontakt mit NaCl-Kristallen
[74, 103, 104, 95]. Die quantenmechanischen Verfahren zur Behandlung von NaCl(001)-
Grenzfla¨chen mit Wasser umfassen sowohl semiempirische, Hartree-Fock- und Dichtefunk-
tionalrechnungen (letztere mit dem Embedded-cluster-Ansatz) zur Untersuchung der Was-
seradsorption auf sauberen Oberfla¨chen [105, 106, 107] als auch einen Embedded-cluster–
Dichtefunktional–Ansatz fu¨r die Bulk-Wasser–Salz–Grenzfla¨che, an der Wassermoleku¨le
und Natrium- und Chloridionen adsorbiert werden [108].
Wa¨ßrige Natriumchloridlo¨sungen an NaCl-Kristalloberfla¨chen dienen nicht nur als Bei-
spiel fu¨r wa¨ßrige Elektrolyte im Kontakt mit ionischen Grenzfla¨chen, sondern sie sind
auch selber von Bedeutung. Die aus selektiver Ionenadsorption resultierende Oberfla¨chen-
ladung von Alkalihalogenidpartikeln in ihrer gesa¨ttigten Lo¨sung (insbesondere das La-
dungsvorzeichen) besitzt erhebliche Bedeutung bei solchen Vorga¨ngen und Verfahren wie
der Korrosion, der tertia¨ren Erdo¨lfo¨rderung, der Kristallisation und der Flotation [109].
1Dieses Kapitel folgt im wesentlichen der Darstellung in Lit. [96] (mit freundlicher Genehmigung
u¨berarbeitet, c©2002 American Chemical Society). Die wichtigsten Ergebnisse sind auch in der vorla¨ufigen
(z. T. u¨berholten) Abhandlung [97] zu finden.
2Dieses Kapitel gibt den Forschungsstand im Jahre 2001 wieder, und neuere Arbeiten anderer Autoren
werden hier nicht beru¨cksichtigt.
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Die Flotation wird im industriellen Maßstab u. a. zur Trennung lo¨slicher Salze wie NaCl
und KCl eingesetzt: Die Suspension hydrophiler Salzpartikel in ihrer gesa¨ttigen Lo¨sung
entha¨lt zusa¨tzlich einen Sammler, ein Tensid, das selektiv an die Partikel eines einzigen
Salzes gebunden wird und so deren Oberfla¨che hydrophobiert. Luftblasen, die in der Sus-
pension verteilt werden, transportieren die an ihnen haftenden hydrophoben Partikel an
die Oberfla¨che, wo diese
”
flotierenden“ Teilchen abgescho¨pft werden ko¨nnen. Miller et al.
[109] haben gezeigt, daß die entscheidende Adsorption der geladenen Sammler durch die
Coulomb-Wechselwirkungen zwischen den Sammlerladungen und den Oberfla¨chenladun-
gen der Alkalihalogenidpartikel erkla¨rt werden kann. Mehr als 80 % aller Kaliumminerale
werden weltweit auf diese Weise gewonnen (Stand: fru¨he 1990er Jahre) [110]. Die Grenz-
fla¨che zwischen Natriumchlorid und Wasser bzw. wa¨ßrigen Lo¨sungen spielt auch in der
Umweltchemie eine wichtige Rolle, weil atmospha¨rische Meersalzpartikel mit NaCl als
Hauptbestandteil manchmal wasserbedeckte Kristalle statt konzentrierte wa¨ßrige Lo¨sun-
gen oder wasserfreie Minerale bilden [111]. Durch die Wasserschicht ko¨nnen Reaktionen
der NaCl-Oberfla¨che mit Schadstoffen wie nitrosen Gasen und Salpetersa¨ure modifiziert
werden [112]. In der Atmospha¨re sind Meersalzpartikel wahrscheinlich die Hauptquelle
fu¨r reaktive Chlorverbindungen, die das empfindliche Ozongleichgewicht beeinflussen und
organische Substanzen oxidieren [113].
In der Literatur finden sich zahlreiche Artikel, in denen die Modellierung homogener
Natriumchloridlo¨sungen behandelt wird. Die verwendeten Methoden umfassen Monte-
Carlo-Simulationen [93, 114], die Molekulardynamik [115, 116, 117, 118, 119, 120, 121]
und auf Integralgleichungstheorie beruhende Rechnungen [122, 123, 124]. In den mei-
sten dieser Arbeiten werden starre, unpolarisierbare Wassermodelle wie das TIP4P-, das
SPC- und das SPC/E-Modell (siehe Abschnitt 1.3.3) eingesetzt. Nur ein paar Autoren
benutzen flexible oder polarisierbare Modelle. Obwohl homogene Systeme einfacher zu
simulieren sind als inhomogene Lo¨sungen an Grenzfla¨chen, gibt es seit langem bekannte
und dennoch ungelo¨ste Probleme, wie z. B. die radialen Verteilungsfunktionen (RDFs) der
Ionen in wa¨ßrigen NaCl-Lo¨sungen. Experimentell sind diese RDFs nicht zuga¨nglich, weil
die aus Neutronenstreuexperimenten gewonnenen Daten nicht genau genug sind [124]. Zu-
dem beschra¨nkt sich die experimentelle Charakterisierung der Struktur in Wasser gelo¨ster
Natriumionen auf die erste Hydrathu¨lle [125]. Also ko¨nnen die RDFs der Ionen in Elektro-
lytlo¨sungen mittlerer Konzentration nur durch molekulare Simulation bestimmt werden.
Dabei treten allerdings sowohl praktische als auch prinzipielle Probleme auf: Zum einen
werden zur Gewinnung der RDFs der Ionen aus Molekulardynamik-Simulationen wa¨ßriger
NaCl-Lo¨sungen ziemlich lange Simulationszeiten von mehreren Nanosekunden gebraucht,
weil die wenigen Ionen nur langsam diffundieren [118, 119]. Zum anderen – und das ist
noch schlimmer – werden fu¨r die Ionen der NaCl-Lo¨sungen unterschiedliche RDFs erhal-
ten, wenn die Wechselwirkungen der Wassermoleku¨le und der Ionen mit verschiedenen
Potentialen beschrieben werden [119, 124].
Ein Beispiel fu¨r die Untersuchung eines inhomogenen Systems mittels Molekulardyna-
mik liefern Kohlmeyer et al. [126], die eine Wasser-Metall-Grenzfla¨che sowohl mit einem
polarisierbaren als auch mit einem unpolarisierbaren Wassermodell simuliert und dabei
folgendes beobachtet haben: Das Dichteprofil der Sauerstoff- und Wasserstoffatome ha¨ngt
bei ihren Modellen kaum von der Polarisation ab, und das Dipolmoment der polarisier-
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baren Wassermoleku¨le wird an der Wand nur leicht gegenu¨ber der Bulk-Phase erniedrigt,
obwohl die Hydratationsschichten eine viel ho¨here Dichte als das Wasser in der Bulk-
Phase aufweisen. Die Autoren sind zu dem Ergebnis gelangt, daß die Polarisation der
Wassermoleku¨le in Modellen fu¨r Metall-Wasser-Grenzfla¨chen vernachla¨ssigt werden kann.
Besta¨tigt wird diese Schlußfolgerung durch den Vergleich von Ergebnissen, die bei MD-
Simulationen von Wasser nahe an NaCl(001)-Grenzfla¨chen mit dem unpolarisierbaren
SPC/E-Wassermodell [104] bzw. mit dem polarisierbaren SPC/E-P-Modell [74] erhalten
worden sind: In beiden Fa¨llen werden mehrere Hydratationsschichten aus immobilisierten
Wassermoleku¨len und a¨hnliche Dichteprofile der Sauerstoff- und Wasserstoffatome beob-
achtet; und das Dipolmoment der polarisierbaren Wassermoleku¨le ist an der Grenzfla¨che
nur ein bißchen kleiner als in der Bulk-Phase.
Trotzdem hat sich bei Simulationen nichtpolarisierbarer Wassermoleku¨le an einer
NaCl(001)-Oberfla¨che mittels MD herausgestellt, daß die Wasseradsorption stark vom
genauen Wert des Dipolmoments abha¨ngt [56]. Deshalb argumentieren Sto¨ckelmann et
al. dafu¨r, bei der Simulation von Wasser im stark inhomogenen elektrischen Feld na-
he an einer ionischen Grenzfla¨che die Polarisation explizit zu beru¨cksichtigen. Außerdem
haben Stuart et al. [127] beobachtet, daß sich die Polarisation der Wassermoleku¨le deut-
lich, aber die Polarisation der Chloridionen nicht auf die Solvatation von Chloridionen
in Wassercluster-Modellen auswirkt. Die Wasserstruktur an einer Wand kann auch die
Verteilung von Ionen beeinflussen oder gar bestimmen [128, 129]. Selbst die Unterschiede
zwischen den Dichteprofilen von Natrium- und Chloridionen, die bei Simulation wa¨ßriger
Elektrolyte an einer Metallelektrode mit identischen Metall-Ion-Potentialen fu¨r Kationen
und Anionen auftraten, konnten allein auf die unterschiedliche Hydratation der Ionen
zuru¨ckgefu¨hrt werden [130]. Durch einen Vergleich der Ergebnisse, die mit zwei einfa-
chen, auf harten Kugeln basierenden Elektrolytmodellen, na¨mlich dem sogenannten
”
re-
stricted primitive model“ und dem
”
molecular solvent model“, an einer Wand erhalten
werden, haben Patra et al. [131, 132, 133] gezeigt, daß versta¨rkte Schichtbildung auftritt
und die Dichteprofile der Ionen betra¨chtlich oszillieren, wenn die Lo¨sungsmittelteilchen
explizit behandelt werden, anstatt ein dielektrisches Kontinuum als implizites Lo¨sungs-
mittel zu verwenden, was auch die Bedeutung von Lo¨sungsmitteleffekten unterstreicht.
Also kann man derzeit sowohl dafu¨r als auch dagegen argumentieren, daß die Polarisa-
tion des Lo¨sungsmittels explizit beru¨cksichtigt wird. Daher ist bei den im Rahmen der
vorliegenden Arbeit durchgefu¨hrten MD-Simulationen wa¨ßriger Kochsalzlo¨sungen an der
NaCl(001)-Kristalloberfla¨che ein effizientes polarisierbares Wassermodell eingesetzt wor-
den, und die Simulationsergebnisse werden unmittelbar mit denjenigen, die mit einem
a¨hnlichen unpolarisierbaren Modell erhalten werden, verglichen.
Hydratationsschichten sind bereits in Sauerstoffatom-Dichteprofilen, die aus Ro¨ntgen-
streuexperimenten an einem wa¨ßrigen Elektrolyten im Kontakt mit geladenen Ag(111)-
Oberfla¨chen stammen, beobachtet worden [134]. Im Gegensatz dazu gibt es bisher kaum
experimentelle Daten zu Ionenverteilungen in Elektrolytlo¨sungen an festen Grenzfla¨chen.
Fenter et al. [135], die oberfla¨chenspezifische Ro¨ntgenbeugung und Ro¨ntgenabsorptions-
spektroskopie an der Rutil(110)-Elektrolyt-Grenzfla¨che mit adsorbierten Rubidium- und
Strontiumionen durchfu¨hrten, konnten zwar Ionenpositionen innerhalb des starren Teils
der elektrischen Doppelschicht sowie die Verteilung der Ionen zwischen der starren und der
170 KAPITEL 2. WA¨SSRIGE NACL-LO¨SUNG AN NACL(001)-GRENZFLA¨CHE
diffusen Schicht, aber kein Dichteprofil von Ionen bestimmen. Ionendichteprofile ko¨nnen
somit nur aus Simulationen oder mittels anderer theoretischer Verfahren erhalten wer-
den. Schon 1989 haben Ohtaki et al. [103] mittels Molekulardynamik simuliert, wie ein
Natriumchloridkristall sich in Wasser auflo¨st, und dabei beobachtet, daß ein positiv ge-
ladener Kristall entsteht, weil sich innerhalb ihrer a¨ußerst kurzen Simulationsdauer von
7 ps mehrere Chlorid-, aber keine Natriumionen vom Kristall ablo¨sen. Die Autoren ana-
lysierten diesen kinetischen Effekt und konnten so die Verdra¨ngung der Chloridionen aus
dem Kristall auf die Abstoßung des Chlorids durch die von den Natriumionen des Kri-
stalls angezogenen Wassermoleku¨le zuru¨ckfu¨hren. Dem Verfasser der vorliegenden Arbeit
sind nur zwei Vero¨ffentlichungen, in denen wa¨ßrige Elektrolyte an der (meta)stabilen
NaCl(001)-Grenzfla¨che behandelt werden, bekannt (abgesehen von Lit. [96]): rein klas-
sische MD-Simulationen von Shinto et al. [95] und ein teilweise quantenmechanischer
Embedded-cluster-Ansatz von Stefanovich et al. [108]. In diesen Arbeiten wird kein Elek-
trolyt endlicher Konzentration, sondern ein einzelnes Natrium- bzw. Chloridion in wa¨ßri-
ger Phase an der NaCl(001)-Grenzfla¨che simuliert, und das Wasser wird entweder als
Ansammlung unpolarisierbarer Moleku¨le mit innerer Struktur [95] oder als dielektrisches
Kontinuum [108] behandelt. Darum besteht Grund zu der folgenden Annahme: Indem
ma¨ßig bis hochkonzentrierte wa¨ßrige NaCl-Lo¨sungen an der NaCl(001)-Grenzfla¨che so si-
muliert werden, daß die Wassermoleku¨le auf das lokale elektrische Feld reagieren ko¨nnen,
ko¨nnen neue Erkenntnisse u¨ber Struktur und Dynamik von Elektrolyten an ungeladenen
ionischen Grenzfla¨chen gewonnen werden.
Sowohl die Struktur als auch die Dynamik wa¨ßriger Kochsalzlo¨sungen end-
licher Konzentration im Kontakt mit der NaCl(001)-Oberfla¨che sind also im
Verlaufe der Arbeiten, die in diesem Kapitel behandelt werden, zu unter-
suchen. Die atomistische Struktur und im allg. auch die Polarisierbarkeit der Wasser-
moleku¨le mu¨ssen explizit beru¨cksichtigt werden, denn ein Ziel der Arbeiten besteht
darin, die Bedeutung der Lo¨sungsmittelpolarisation zu kla¨ren. Damit hinrei-
chend große Systeme u¨ber eine ausreichend lange Zeitspanne simuliert werden ko¨nnen,
wird ausschließlich klassische Molekulardynamik eingesetzt, und auch das polarisierba-
re Wassermodell muß effizient zu behandeln sein. Die in dieser Untersuchung simulier-
ten Modelle und verwendeten Methoden werden im unmittelbar folgenden Abschnitt 2.2
angegeben. Danach werden in Abschnitt 2.3 die Ergebnisse ausfu¨hrlich dargestellt, wo-
bei hauptsa¨chlich Natrium- und Chloridionen in SPC/E-P-Wasser an der Salzgrenzfla¨che
bezu¨glich Struktur und Dynamik charakterisiert werden. Dieser Abschnitt entha¨lt auch
einen kurzen Vergleich mit einem System mit SPC/E-Wasser sowie Dipolmomentprofile
von SPC/E-P-Wasser. Anschließend werden in Abschnitt 2.4 die Ergebnisse diskutiert
und einige Schlußfolgerungen gezogen. Eine Zusammenfassung findet sich am Ende dieses
Kapitels in Abschnitt 2.5. In der kommentierten Literaturliste auf der beiliegenden CD
(siehe Anhang D) sind auch zahlreiche fu¨r dieses Kapitel relevante Literaturstellen zu
finden.
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2.2 Modelle und Methoden
Die hier betrachteten heterogenen Systeme bestehen aus kristallinem Natriumchlorid, das
mit einer wa¨ßrigen Natriumchloridlo¨sung (unterschiedliche Konzentrationen bei verschie-
denen Systemen) oder mit reinem Wasser in Kontakt steht. Die ebene, senkrecht zur
z-Achse des kartesischen Koordinatensystems liegende Grenzfla¨che wird in allen Fa¨llen
durch eine NaCl(001)-Kristallschicht gebildet. Eine Momentaufnahme der zentralen Si-
mulationsschachtel wird in Abb. 2.1 gezeigt. In dieser Darstellung besitzen die Sauerstoff-
(rot) und Wasserstoffatome (weiß) insbesondere im Verha¨ltnis zu den Natrium- (blau)
und Chloridionen (gru¨n) zu kleine Durchmesser, so daß die wenigen gelo¨sten Ionen zwi-
schen den vielen Wassermoleku¨len deutlich zu erkennen sind. Die wa¨ßrige Phase ist also
in Wirklichkeit dichter, als sie in Abb. 2.1 erscheint. Da zyklische Randbedingungen in
allen drei Raumrichtungen des kartesischen Koordinatensystems verwendet werden, wird
die in zwei Richtungen unendlich weit ausgedehnte Kristallplatte von wa¨ßrigen Schichten
umgeben, und die Flu¨ssigkeitsschicht befindet sich zwischen zwei Kristalloberfla¨chen. Jede
der beiden Grenzfla¨chen wird in der vorliegenden Arbeit durch die Positionen der Ionen
der a¨ußersten Kristallschicht definiert, so daß z = 0 der mittleren z-Komponente dieser
Ionenpositionen entspricht. (Solch eine analog zu Lit. [27, 74] definierte Grenzfla¨che liegt
nicht auf der realen, nicht exakt zu lokalisierenden Phasengrenze, sondern eindeutig in
der Kristallphase.)
2.2.1 Atomistische Modelle
In dieser Arbeit ist hauptsa¨chlich das polarisierbare SPC/E-P-Wassermodell, das von
Sto¨ckelmann et al. [27, 74] stammt und das in Abschnitt 1.7.3 ausfu¨hrlich beschrieben
wird, eingesetzt worden, aber auch das in Absschnitt 1.3.3 behandelte unpolarisierba-
re SPC/E-Modell von Berendsen et al. [32] ist benutzt worden. Die Partialladungen
des SPC/E-P-Wassers werden im Verlaufe der Simulationen an das lokale elektrische
Feld angepaßt, was mit Hilfe der auf dem Ladungsgleichgewichtsmodell von Rappe´ et
al. (siehe Abschnitt 1.7.1) basierenden Methode der fluktuierenden Partialladungen von
Rick, Stuart und Berne (siehe Abschnitt 1.7.2) geschieht. Anders als die Punktladungen
des SPC/E-Wassers werden die ra¨umlich ausgedehnten Ladungen des SPC/E-P-Modells
durch Slater-Orbitale mit dem jeweiligen Atom im Symmetriezentrum charakterisiert
(siehe Abschnitt 1.3.1.2). Die unpolarisierbaren Natrium- und Chloridionen besitzen je-
weils eine positive bzw. negative Elementarladung. Die Verteilung der Ionenladungen
wird wie diejenige der Partialladungen des SPC/E-P-Wassers mittels Slater-Orbitalen be-
schrieben. Die Wechselwirkung zweier Ionen wird als Summe des Born-Mayer-Potentials
nach Gl. (1.27) und der Coulomb-Wechselwirkung modelliert. Die Wechselwirkung eines
Ions mit einem Wassermoleku¨l setzt sich additiv aus der durch Gl. (1.7) beschriebenen
Lennard-Jones-Wechselwirkung des Ions mit dem Sauerstoffatom des Wassers und der
Coulomb-Wechselwirkung der Ionenladung mit den drei Partialladungen des Wassermo-
leku¨ls zusammen. Die Modellparameter, mit denen die Wechselwirkungen zwischen den
Ionen und diejenigen der Ionen mit dem Wasser beschrieben werden, sind in Tab. 2.1 zu fin-
den. Im Gegensatz zur unbegrenzten Coulomb-Wechselwirkung werden die Born-Mayer-




Abbildung 2.1: Eine Momentaufnahme des zentralen Simulationsquaders eines heteroge-
nen Systems aus NaCl-Kristall und wa¨ßriger NaCl-Lo¨sung mit NaCl(001) als Grenzfla¨che
(Schnappschuß aus MD-Lauf X, siehe Tab. 2.2 in Abschnitt 2.2.3). Blau: Natriumionen,
gru¨n: Chloridionen, rot: Sauerstoffatome, weiß: Wasserstoffatome (Radien der Atomkugeln
nicht maßsta¨blich, siehe Text). In allen drei Raumrichtungen werden zyklische Randbe-
dingungen eingesetzt, so daß der Kristall zwischen zwei Lo¨sungsphasen und umgekehrt
die Lo¨sung zwischen zwei Kristallen liegt.
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Tabelle 2.1: Modellparameter der Wechselwirkungen zwischen den Ionen und der Wechsel-
wirkungen zwischen Ionen und Wassermoleku¨len nach [27, 74]. Die elektrostatischen Para-
meter beschreiben die Coulomb-Wechselwirkungen der ausgedehnten, durch die Gleichun-
gen (1.23) und (1.24) charakterisierten Ladungsverteilungen der Ionen. Die Born-Mayer-
und die Lennard-Jones-Parameter beziehen sich auf die Gl.en (1.27) und (1.7) fu¨r die
Wechselwirkungen der Ionen untereinander bzw. der Ionen mit den Sauerstoffatomen der
Wassermoleku¨le. (Die Parameter der Wassermodelle werden in den Tabellen 1.2 und 1.3
angegeben.)
Gro¨ße Symbol Wert
Elektrostatische Parameter der Natrium- und Chloridionen:
Hauptquantenzahlen der nNa 2
Valenzelektronen nCl 3
Valenzorbitalexponenten ζNa 2,45 A˚
−1 (= 24,5 nm−1)
ζCl 1,90 A˚
−1 (= 19,0 nm−1)
Born-Mayer-Parameter der Ion-Ion-Wechselwirkungen:
Anpassungskonstanten a aNaNa 3,1357 A˚
−1 (= 31,357 nm−1)
aNaCl 4,2335 A˚
−1 (= 42,335 nm−1)
aClCl 2,7193 A˚
−1 (= 27,193 nm−1)
Anpassungskonstanten b bNaNa 49310 kJ/mol (=ˆ 8,188·10−17 J)
bNaCl
3 575400 kJ/mol (=ˆ 9,555·10−16 J)
bClCl 149200 kJ/mol (=ˆ 2,478·10−16 J)
Lennard-Jones-Parameter der Ion-Wasser-Wechselwirkungen:
LJ-Energieparameter ONa 0,418 kJ/mol (=ˆ 6,94·10−22 J)
OCl 0,167 kJ/mol (=ˆ 2,77·10−22 J)
LJ-Abstandsparameter4 σONa 2,65 A˚ (= 265 pm)
σOCl 3,60 A˚ (= 360 pm)
3In Lit. [27] (Tab. A.3) und Lit. [74] (Tab. II) wird ein falscher Wert fu¨r die (dort mit A bezeichnete)
Anpassungskonstante b des Born-Mayer-Potentials fu¨r die Kreuzwechselwirkung zwischen Natrium- und
Chloridionen angegeben, obwohl alle in Lit. [27, 74] beschriebenen Berechnungen mit dem richtigen (hier
aufgefu¨hrten) Wert fu¨r bNaCl durchgefu¨hrt worden sind (soweit dem Verfasser der vorliegenden Arbeit
bekannt).
4Einige der in Lit. [27, 74] beschriebenen Ergebnisse sind mit den veralteten LJ-Abstandsparametern
σONa = 2,70 A˚ und σOCl = 3,65 A˚ erhalten worden, obwohl in Tab. A.2 der Lit. [27] und Tab. II der
Lit. [74] nur die nachgebesserten, in dieser Arbeit ausschließlich verwendeten Werte angegeben werden.
Die geringen Ergebnisunterschiede, die aus dieser kleinen Variation der LJ-Abstandsparameter resultieren,
ko¨nnen nur mit langen MD-Simulationen eindeutig nachgewiesen werden. So kann z. B. aus einer 3 ns
dauernden Simulation eines (vorher 400 ps lang a¨quilibrierten) Systems aus kristallinem Natriumchlorid
und reinem Wasser geschlossen werden, daß das Dipolmoment des reinen Wassers unmittelbar an der
NaCl(001)-Grenzfla¨che ca. 2,63 D betra¨gt (siehe Abb. 2.16(a) dieser Arbeit bzw. Abb. 11(a) in Lit. [96]),
wenn die nachgebesserten Parameter benutzt werden, aber bei Einsatz der veralteten Parameter im
Bereich zwischen 2,60 D und 2,62 D liegt (siehe Abb. 5.5(b) in Lit. [27] bzw. Abb. 6(b) in Lit. [74]).
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und die Lennard-Jones-Wechselwirkung im Abstand von 9 A˚ begrenzt. Fu¨r die Kristall-
ionen und die gelo¨sten Ionen werden dieselben Wechselwirkungsparameter benutzt.
Die in Tab. 2.1 angegebenen Wechselwirkungsparameter stammen aus Arbeiten von
Sto¨ckelmann (et al.) [27, 74]. Die Valenzorbitalexponenten und die Born-Mayer-Parameter
der Ionen sind aus Kristalleigenschaften (Energie, Struktur, Kompressibilita¨t) erhal-
ten worden. Die Lennard-Jones-Parameter der Ion-Wassersauerstoff-Wechselwirkungen
sind mittels Molekulardynamik-Simulationen einer 0,33molaren Kochsalzlo¨sung aus 1000
SPC/E-P-Wassermoleku¨len und sechs NaCl-Ionenpaaren bei einer Soll-Temperatur von
298 K und einem Soll-Druck von 1 bar so optimiert worden, daß sowohl die erste Ban-
de der experimentell bekannten radialen Verteilungsfunktion zwischen Chloridionen und
Wassersauerstoffatomen als auch die experimentelle Dichte der Lo¨sung reproduziert wer-
den. (Auch die Hydratationszahl der Natriumionen, die Diffusionskoeffizienten der Ionen
und die Hydratationsenthalpie von NaCl werden hinreichend genau reproduziert.) Das von
Sto¨ckelmann (et al.) [27, 74] bei den Simulationen zur Parametrisierung der Ion-Wasser-
Wechselwirkungen eingesetzte Programm ist in derselben Weise auch fu¨r die Simulationen
der vorliegenden Arbeit benutzt worden (siehe den folgenden Abschnitt 2.2.2). Da die an
das SPC/E-P-Wassermodell angepaßten LJ-Parameter der Ion-Wasser-Wechselwirkungen
in allen Simulationen dieser Arbeit verwendet worden sind, kann mittels der Simulation
mit SPC/E-Wasser nur aufgekla¨rt werden, wie das Wassermodell die Simulationsergeb-
nisse beeinflußt.
2.2.2 Details der Simulationen
Alle hier beschriebenen MD-Simulationen sind mit der von Dr. E. Sto¨ckelmann [27] mo-
difizierten Version des kommerziellen Programmpakets AMBER 4.1 [10, 11] durchgefu¨hrt
worden. Im MD-Modul sander von AMBER 4.1 werden die langreichweitigen elektrostati-
schen Wechselwirkungen mit der Smooth–particle-mesh–Ewald(SPME)-Methode von Ess-
mann et al. [79] behandelt (siehe Abschnitt 1.8.2, insbesondere Abschnitt 1.8.2.2). Sto¨ckel-
mann hat die Methode der fluktuierenden Partialladungen (siehe Abschnitt 1.7.2) in das
Modul sander eingefu¨hrt und das Programm so modifiziert, daß ausgedehnte Ladungsver-
teilungen anstelle der Punktladungen simuliert werden ko¨nnen5 (siehe Abschnitt 1.8.2.3)
und daß das Born-Mayer- neben dem Lennard-Jones-Potential eingesetzt werden kann.
Die Temperatur wird mit dem Berendsen-Thermostaten (siehe Abschnitt 1.4.5.1) geregelt
und betra¨gt hier im allg. 298 K, aber auch ein paar Simulationen bei 323 K bzw. 348 K
werden beschrieben (Temperaturrelaxationszeit τT = 0,2 ps). Der Druck (Soll-Wert von
1 bar) wird mit dem Berendsen-Barostaten (siehe Abschnitt 1.4.5.2) angepaßt (Druckre-
laxationszeit τp = 0,2 ps, isotherme Kompressibilita¨t κT = 4,46 · 10−5 bar−1), indem die
La¨ngen der Simulationsschachtel und die Teilchenpositionen anisotrop skaliert werden.
5Das Sto¨ckelmannsche sander ermo¨glicht es, entweder jede Ladung im simulierten System als Punkt-
ladung oder aber jede Ladung als durch ein Slater-Orbital beschriebene Ladungsverteilung zu behandeln.
Entha¨lt ein System sowohl Punkt- als auch ausgedehnte Ladungen, so muß jede Punktladung durch ei-
ne ziemlich schmale Ladungsverteilung (mit ausreichend großem Valenzorbitalexponenten) angena¨hert
werden.
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Bindungsla¨ngen und -winkel der Wassermoleku¨le werden mit dem SHAKE-Algorithmus
festgehalten (siehe Abschnitt 1.4.2). Der verwendete MD-Zeitschritt betra¨gt in allen Fa¨llen
1 fs. Der bei der Ewald-Summation direkt berechnete Anteil verschiedener Gro¨ßen (die
direkte Summe) wird (wie die Lennard-Jones- und Born-Mayer-Paarwechselwirkungen)
nur fu¨r Teilchenabsta¨nde bis zur Wechselwirkungsgrenze von 9 A˚ bestimmt. Einige Ein-
gabevariablen fu¨r die Ewald-Summation und speziell fu¨r die SPME-Methode werden am
Ende der Abschnitte 1.8.2.1 und 1.8.2.2 (auf den Seiten 139 und 153) aufgefu¨hrt. Zahlrei-
che weitere Details nicht nur zur Ewald-Summation sind an den entsprechenden Stellen
in Kap. 1 zu finden.
Die Positionen der Kristallionen werden nicht festgehalten, so daß diese Ionen schwingen
und sich (im Prinzip) vom Kristall ablo¨sen ko¨nnen. Wenn sich alle gelo¨sten Ionen zu
Beginn einer Simulation in der Na¨he einer der beiden Grenzfla¨chen befinden, kann die
A¨quilibrierung verfolgt werden, indem die Ionendichteprofile nahe bei den Grenzfla¨chen
miteinander verglichen werden. (Eine alternative Gro¨ße zur Beobachtung der Gleichge-
wichtseinstellung wird in Abschnitt 2.3.1.1 exemplarisch behandelt.) Bei den hier behan-
delten Simulationen wa¨ßriger Kochsalzlo¨sungen am Kochsalzkristall werden die Zeitmit-
telwerte gewo¨hnlich im Verlaufe einer Produktionsphase von 8 ns bis 9 ns im Anschluß an
eine 3 ns bis 4 ns dauernde A¨quilibrierungsphase berechnet. Eine solche MD-Simulation
u¨ber insgesamt 12 ns erfordert auf einem mit 500 MHz getakteten EV6-Prozessor einer
Compaq-Workstation XP1000 ungefa¨hr vierzig Tage Prozessorzeit. Die hier beno¨tigten
Simulationszeiten u¨bertreffen die entsprechenden zur Simulation reinen Wassers am Salz-
kristall bzw. einer homogenen Salzlo¨sung gebrauchten Zeiten, die von mehreren hundert
Pikosekunden bis wenige Nanosekunden reichen (Begru¨ndung des Unterschieds: siehe Ab-
schnitt 2.3.1.2), d. h. mit einer naiven Betrachtung der Salzlo¨sung am Salzkristall als eine
Art Zusammenfassung der beiden anderen Systeme kann der Simulationsaufwand nicht
realistisch abgescha¨tzt werden.
2.2.3 Simulierte Modellsysteme
Die im Rahmen der vorliegenden Arbeit durchgefu¨hrten MD-Simulationen wa¨ßriger Pha-
sen an der NaCl(001)-Grenzfla¨che werden in Tab. 2.2 aufgelistet. In den meisten Fa¨llen
ist eine Lo¨sung von NaCl in SPC/E-P-Wasser, die mit einem Salzkristall aus sechs Schich-
ten in Kontakt steht, bei 298 K simuliert worden. Aber es gibt auch ein System (I) mit
reinem Wasser als Flu¨ssigkeit, ein System (XIV), das SPC/E-Wasser entha¨lt, ein Sy-
stem (VIII) mit einem Salzkristall aus neun Schichten und zwei Simulationen (IXb, IXc)
bei erho¨hter Temperatur. Die anderen Systeme unterscheiden sich voneinander durch die
Anzahl gelo¨ster Ionenpaare und somit durch die Salzkonzentration oder durch die Anzahl
der Ionen in jeder grenzfla¨chenparallelen Kristallschicht, wobei diese Ionenzahl Werte von
64, 100 bzw. 144 annimmmt. Wird die Anzahl der Ionen pro Kristallschicht erho¨ht, so
wird die Querschnittsfla¨che parallel zur Grenzfla¨che vergro¨ßert und folglich die Statistik
der Ionendichteprofile etc. verbessert, aber die Dicke der Lo¨sungsschicht wird verkleinert,
weil die Anzahl der Wassermoleku¨le konstant gehalten wird. In ungu¨nstigen Fa¨llen kann
die Flu¨ssigkeitsschicht so du¨nn werden, daß kein Bereich, in dem die Kationen- und die
Anionenkonzentration konstant und gleich sind, also keine Bulk-Phase auftritt (Systeme II
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Tabelle 2.2: Liste der MD-Simulationen wa¨ßriger Phasen an der NaCl(001)-Grenzfla¨che.
Die Lo¨sungsphase entha¨lt in allen Fa¨llen 1000 Wassermoleku¨le. Die Kristallschichten, die
senkrecht zur z-Achse liegen, stellen quadratische Anordnungen aus 64, 100 bzw. 144 Ionen
dar. Ungefa¨hre Bulk-Konzentrationen in Klammern kennzeichnen Systeme, die wegen zu
geringer Dicke der Lo¨sungsschicht keine Bulk-Lo¨sungsphase aufweisen.
MD- Wasser- Tempe- Anzahl Anzahl Anzahl NaCl-Konzen-
Lauf modell ratur der der gelo¨ster tration in der
[K] Kristall- Kristall- Ionen- Bulk-Phase
ionen schichten paare [mol/l]
I SPC/E-P 298 864 6 0 0
II SPC/E-P 298 600 6 5 (0,2 bis 0,3)
III SPC/E-P 298 384 6 5 0,25
IV SPC/E-P 298 600 6 10 0,55
V SPC/E-P 298 384 6 10 0,55
VI SPC/E-P 298 864 6 20 (ca. 1)
VII SPC/E-P 298 600 6 20 1,02
VIII SPC/E-P 298 900 9 20 1,11
IXa SPC/E-P 298 384 6 20 1,07
IXb SPC/E-P 323 384 6 20 1,09
IXc SPC/E-P 348 384 6 20 1,05
X SPC/E-P 298 600 6 40 2,16
XI SPC/E-P 298 600 6 80 4,17
XII SPC/E-P 298 600 6 160 7,72
XIII SPC/E-P 298 600 6 320 12,8
XIV SPC/E 298 600 6 40 2,34
und VI). Werden z. B. die Systeme der MD-La¨ufe IXa, VII und VI, deren NaCl-Kristall
sechs grenzfla¨chenparallele Schichten besitzt und deren wa¨ßrige Phase aus 1000 SPC/E-P-
Wassermoleku¨len und 20 gelo¨sten Ionenpaaren besteht, also eine Bulk-Konzentration von
etwa 1 mol/l aufweist, bei 298 K betrachtet, so zeigt sich bei der Erho¨hung der Ionenzahl
pro Kristallschicht von 64 (IXa) u¨ber 100 (VII) auf 144 (VI), daß die mittlere La¨nge der
Simulationsschachtel in x- und y-Richtung (parallel zur Grenzfla¨che) von 22,8 A˚ (IXa)
u¨ber 28,4 A˚ (VII) auf 34,1 A˚ (VI) zunimmt, daß die durchschnittliche Schachtella¨nge in
z-Richtung von 76 A˚ (IXa) u¨ber 55 A˚ (VII) auf 43 A˚ (VI) abnimmt und daß die mittlere
Dicke der Lo¨sungsschicht, also der durchschnittliche Abstand beider Grenzfla¨chen, von
etwa 60 A˚ (IXa) u¨ber ca. 40 A˚ (VII) auf knapp unter 30 A˚ (VI) schrumpft.
Die NaCl(001)-Grenzfla¨che hat sich bei allen in Tab. 2.2 aufgefu¨hrten Systemen fu¨r die
Dauer der Simulation als metastabil erwiesen: Von einem Kristall, der in Kontakt mit
reinem Wasser oder einer verdu¨nnten Lo¨sung steht, werden keine Ionen abgelo¨st, und Kri-
stallisation erfolgt nicht einmal aus der am ho¨chsten konzentrierten Lo¨sung. (Allerdings
kann der NaCl-Kristall in anderen Fa¨llen teilweise aufgelo¨st werden, z. B. beim Einsatz des
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Abbildung 2.2: Charakterisierung der Verteilung der Kristallionen senkrecht zur Grenz-
fla¨che: u¨ber (0,05 A˚ dicke) grenzfla¨chenparallele Schichten gemittelte Dichte der
Kristallnatrium- bzw. -chloridionen als Funktion des Abstandes z von der Grenzfla¨che
(z < 0 auf Kristallseite). Die Ionendichteprofile sind hier so normiert, daß bei Gleichver-
teilung aller Ionen einer Schicht u¨ber ein z-Intervall, das dem Abstand zweier benachbar-
ter Kristallschichten gleicht, innerhalb dieses z-Intervalls ein Wert von Eins erhalten wird
(u¨ber beide Grenzfla¨chen gemittelte Daten aus MD-Simulation VI).
SPC/E-Wassermodells fu¨r die angrenzende NaCl-Lo¨sung in einer Simulation bei 348 K.)
Die metastabilen Kristalle der in Tab. 2.2 zu findenden Systeme werden kaum von der
Lo¨sungsphase beeinflußt: Die in Abb. 2.2 fu¨r eine Simulation gezeigten Dichteprofile der
Natrium- und Chloridionen des Kristalls in z-Richtung sind bei allen Elektrolytkonzentra-
tionen praktisch identisch und nur an der Grenzfla¨che ein bißchen verbreitert. Wie bei der
guten U¨bereinstimmung der Natrium- und Chloridionenverteilung im Kristall zu erwarten
ist, besitzen die einzelnen Kristallschichten kein permanentes Dipolmoment, und bei den
a¨ußersten Kristallschichten gleicht die mittlere z-Komponente der Ionenpositionen (hier
z = 0) der z-Komponente des Schwerpunktes.
Da die experimentelle Lo¨slichkeit von NaCl in Wasser bei 298 K etwa 5,4 mol/l betra¨gt
[136], was 111 Ionenpaaren in 1000 Wassermoleku¨len entspricht, mu¨ssen die Lo¨sungen
der MD-Simulationen XII und XIII als u¨bersa¨ttigt betrachtet werden, so daß diese Sy-
steme nur in besonderen Fa¨llen beru¨cksichtigt werden. Hier soll noch erwa¨hnt werden,
daß die bei 298 K erhaltene Dichte ρbulk der Bulk-Lo¨sungen sehr gut mit der experimen-
tell bei den entsprechenden Bulk-NaCl-Konzentrationen cbulk bestimmten Dichte [137]
u¨bereinstimmt (vgl. die Abbildung 2.3, die auch Daten homogener Systeme aus 1000
SPC/E-P-Wassermoleku¨len und 20 bzw. 80 NaCl-Ionenpaaren entha¨lt). Jedoch wird in
den Simulationen bei erho¨hter Temperatur die Dichte ρbulk der Bulk-Phase unterscha¨tzt
(wie im Falle des reinen SPC/E-P-Wassers [27]).
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Abbildung 2.3: Abha¨ngigkeit der Dichte ρbulk wa¨ßriger NaCl-Lo¨sungen von der Salzkon-
zentration cbulk bei 298 K und 1 bar. Durchgezogene Linie: experimentelle Daten [137];
Pluszeichen: Bulk-Lo¨sung an einem NaCl-Kristall mit dem SPC/E-P-Wassermodell; Rau-
ten: homogene Lo¨sung mit dem SPC/E-P-Modell; Dreieck: Bulk-Lo¨sung an einem NaCl-
Kristall mit dem SPC/E-Modell.
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2.3 Ergebnisse
2.3.1 Struktur und Dynamik der in SPC/E-P-Wasser gelo¨sten
Ionen
2.3.1.1 Dichteprofile der Ionen und durchschnittliche Potentiale der mittle-
ren Kraft
Zur Beschreibung der Teilchenverteilung senkrecht zur Grenzfla¨che, also in z-Richtung
dienen auf die Bulk-Phase normierte Dichteprofile der einzelnen Atomsorten [siehe Ab-
schnitt 1.9.1, insbesondere Gl. (1.287)] sowie nicht normierte Konzentrationsprofile. Hier
wird die Grenzfla¨che mit z = 0 durch die mittlere Positionskomponente der Ionen der
a¨ußersten Kristallschicht in z-Richtung definiert (siehe Abschnitt 2.2). Konzentrationspro-
file von Natrium- und Chloridionen, die aus MD-Simulationen mit NaCl-Konzentrationen
von ca. 1 mol/l in der Bulk-Phase stammen, werden in Abb. 2.4(a) gezeigt. Sowohl die
Konzentrationsprofile der Natriumionen als auch diejenigen der Chloridionen sind jeweils
untereinander fast identisch, was selbst dann gilt, wenn keine Bulk-Phase mit konstanter
und gleicher Konzentration der Natrium- und Chloridionen beobachtet wird (Lauf VI).
Dies bedeutet einerseits, daß die Anzahl der Ionen an der Kristalloberfla¨che, also die Aus-
dehnung der Grenzfla¨che bzw. die Dicke der Lo¨sungsschicht, im hier betrachteten Bereich
(La¨ufe VI, VII und IXa) die Konzentrationsprofile nicht signifikant beeinflußt. Der Ver-
gleich der Systeme VII und VIII, die sich nur in der Anzahl der Kristallschichten (sechs
bzw. neun Schichten) unterscheiden, zeigt andererseits, daß Finite-size-Effekte schon bei
einem Sechs-Schichten-Kristall ausgeschlossen werden ko¨nnen. Die markantesten Merk-
male der Konzentrationsprofile in Abb. 2.4(a) sind die starke selektive Adsorption der
Natriumionen und das Fehlen der Chloridionen an der Grenzfla¨che. Zum Vergleich wer-
den die normierten Dichteprofile der Sauerstoff- und Wasserstoffatome des Wassers in
Abb. 2.4(b) gezeigt. Diese Profile werden – außer in den (hier nicht dargestellten) Fa¨llen
mit u¨bersa¨ttigter Bulk-Lo¨sung – nur geringfu¨gig von den gelo¨sten Ionen beeinflußt; und sie
zeigen die schon von Sto¨ckelmann (et al.) [27, 74] beobachteten drei Hydratationsschichten
als Maxima. Die Hydratationsschichten mit besonders hoher Wasserdichte werden durch
die Minima im Sauerstoffatomdichteprofil bei Grenzfla¨chenabsta¨nden von 2,8 A˚, 5,0 A˚ und
ca. 7 A˚ [Sto¨ckelmann (et al.): 2,9 A˚, 4,8 A˚ und 6,8 A˚] begrenzt. Die adsorbierten Natrium-
ionen im Abstandsbereich von 1,5 A˚ bis 3,5 A˚ mit einer maximalen Natriumkonzentration
in 2,5 A˚ Entfernung von der Grenzfla¨che befinden sich in der ersten Hydratationsschicht
bzw. zwischen der ersten und zweiten Hydratationsschicht, so daß keine Wassermoleku¨le
zwischen die adsorbierten und die Kristallionen passen. Befinden sich zu Beginn einer
Simulation keine bzw. zu viele adsorbierte Ionen an einer Grenzfla¨che, so wird jeweils
dieselbe Ionenverteilung erhalten, d. h. die reversibel adsorbierten Ionen stehen mit der
Bulk-Phase im Gleichgewicht. Da die Kristallschichten kein permanentes elektrisches Di-
polmoment in z-Richtung aufweisen, ko¨nnen die Natriumadsorption und das Fehlen des
Chlorids an der Grenzfla¨che nicht durch elektrostatische Wechselwirkungen mit einem
polarisierten Kristall verursacht werden.





















































Abbildung 2.4: (a) Konzentrationsprofile cNa(z) und cCl(z) der Natrium- und Chlorid-
ionen in z-Richtung senkrecht zur Grenzfla¨che, wie sie aus MD-Simulationen mit NaCl-
Konzentrationen von ca. 1 mol/l in der Bulk-Phase gewonnen werden. (b) Auf die Bulk-
Phase normierte Sauerstoff- und Wasserstoffatomdichte gO bzw. gH (gObulk = gHbulk = 1
wegen Normierung) als Funktion des Abstandes z von der Grenzfla¨che (MD-Lauf IXa).
(c) Normierte Ionendichteprofile gNa und gCl in z-Richtung fu¨r MD-Lauf X. Die Fehlerbal-
ken beruhen auf sechs unabha¨ngigen Trajektorien, die durch Aufteilung der 9 ns dauern-
den Produktionsphase in drei je 3 ns lange Abschnitte und durch getrennte Betrachtung
der beiden Grenzfla¨chen erhalten werden. [Die Profile in Teil (a) sind u¨ber 0,5 A˚ dicke,
diejenigen in Teil (b) und (c) u¨ber 0,2 A˚ dicke grenzfla¨chenparallele Schichten gemittelt.]
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Bevor der untere Teil (c) der Abb. 2.4 betrachtet wird, wird hier zuna¨chst die A¨quili-
brierung zweier simulierter Systeme am Beispiel der in Abb. 2.5 dargestellten zeitlichen
Entwicklung der Natriumionenadsorption an den beiden einzelnen Grenzfla¨chen behan-
delt. Bei beiden Simulationen befinden sich in der Startkonfiguration alle Ionen auf einer
Seite der wa¨ßrigen Phase, und zwar in der Na¨he der oberen Grenzfla¨che, so daß am An-
fang viele Natriumionen an der oberen, aber keine an der unteren Grenzfla¨che adsorbiert
werden. Da die Adsorption reversibel ist, gleichen sich die Anzahlen der an beiden Grenz-
fla¨chen adsorbierten Ionen im Verlaufe der Simulation an. In beiden Simulationen wird das
thermodynamische Gleichgewicht im Verlaufe einer 3 ns bis 4 ns dauernden A¨quilibrie-
rungsphase eingestellt. In der nachfolgenden Produktionsphase stimmen auch die (u¨ber
hinreichend lange Zeit gemittelten) Ionendichteprofile an beiden Grenzfla¨chen miteinander
u¨berein. Man beachte aber, daß die Schwankungen der Anzahl adsorbierter Natriumionen
selbst bei einer etwa halbmolaren Bulk-Lo¨sung dieselbe Gro¨ßenordnung wie die mittleren
Ionenzahlen besitzen [siehe Teil (a) der Abb. 2.5], denn wa¨hrend der Produktionsphase
werden an jeder Grenzfla¨che nur sehr wenige Natriumionen (im zeitlichen Mittel etwa
anderthalb Ionen) adsorbiert. Wird ein System ohne starke Grenzfla¨chenadsorption einer
Ionensorte simuliert (siehe Abschnitt 2.3.2), so kann die A¨quilibrierung z. B. verfolgt wer-
den, indem die Anzahl aller Ionen, die sich na¨her an einer bestimmten Grenzfla¨che als an
der anderen befinden, anstelle der Anzahl adsorbierter Ionen gegen die Zeit aufgetragen
wird.
In Abb. 2.4(c), also bei einem System mit etwa zweimolarer Bulk-Lo¨sung ist die Fein-
struktur, die die Ionenverteilungen senkrecht zur Grenfla¨che aufweisen, deutlicher als in
Abb. 2.4(a), also bei den Systemen mit ungefa¨hr einmolarer Bulk-Lo¨sung zu erkennen:
Das normierte Natriumionendichteprofil in Abb. 2.4(c) besitzt nicht nur eine ausgepra¨gte
Bande mit einem Maximum bei 2,6 A˚, sondern auch eine a¨ußerst niedrige Dichte bei
3,5 A˚ bis 4,5 A˚, ein kleines Maximum bei 5,2 A˚ bis 5,4 A˚ sowie ein weiteres Minimum bei
6,2 A˚; im Chloridionendichteprofil gibt es zwei kleine, aber signifikante Maxima bei 4,6 A˚
bis 5,0 A˚ und bei 6,2 A˚ bis 6,6 A˚, also im Bereich zwischen 4 A˚ und 7 A˚ mit ho¨herer
Chloridkonzentration als in der Bulk-Phase. Die drei jeweils 3 ns langen Produktionspha-
senabschnitte, auf denen die Berechnung der in Abb. 2.4(c) gezeigten Fehlerbalken beruht,
sind statistisch unabha¨ngig, weil die la¨ngsten Aufenthaltszeiten von Ionen geringer Beweg-
lichkeit in den 4 A˚ dicken Lo¨sungsschichten unmittelbar an den Grenzfla¨chen weniger als
1,5 ns betragen (siehe Abschnitt 2.3.1.2). Obwohl das System X vierzig gelo¨ste Ionenpaare
entha¨lt, werden in der 9 ns langen Produktionsphase durchschnittlich nur vier bis fu¨nf Na-
triumionen an jeder Grenzfla¨che adsorbiert [siehe Abb. 2.5(b)], was erkla¨rt, warum zum
Nachweis der Feinstruktur der Ionendichteprofile mindestens eine ca. zweimolare Bulk-
NaCl-Lo¨sung beno¨tigt wird. Diese Feinstruktur kann nicht auf direkte Wechselwirkungen
zwischen gelo¨sten und Kristallionen zuru¨ckgefu¨hrt werden, so daß die Ionenverteilungen
zumindest im Grenzfla¨chenabstandsbereich zwischen 4 A˚ und 7 A˚ stark von der Wasser-
struktur an der Grenzfla¨che (in den Hydratationsschichten) beeinflußt werden mu¨ssen.
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MD−Lauf IV  (cbulk = 0,55 mol/l)
MD−Lauf X  (cbulk = 2,16 mol/l)
Abbildung 2.5: Zeitlicher Verlauf der Anzahl der adsorbierten Natriumionen mit einem
geringeren Abstand als 4 A˚ von der jeweiligen Grenzfla¨che in zwei MD-Simulationen.
Symbole: Durchschnitte u¨ber jeweils 300 ps (Streckenzu¨ge nur zur Orientierung); NaCl-
Konzentration cbulk in der Bulk-Phase u¨ber Produktionsphase gemittelt.
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Fu¨r Systeme, deren unterschiedliche NaCl-Konzentration in der Bulk-Phase von etwa
0,5 mol/l bis ca. 4 mol/l reicht, werden die normierten Natrium- und Chloridionendichte-
profile in den Teilen (a) und (b) der Abb. 2.6 dargestellt. Alle Natriumionendichteprofile
weisen bei z ≈ 2,5 A˚ ein Adsorptionsmaximum mit fu¨nf- bis achtfacher Bulk-Dichte auf,
und diese Profile stimmen selbst in ihrer Feinstruktur gut miteinander u¨berein. Dage-
gen ha¨ngt das Chloridionendichteprofil von der NaCl-Konzentration in der Bulk-Phase
ab (Wechselspiel zwischen Einfluß der Hydratationsschichten und Coulomb-Kra¨ften wei-
ter unten als wahrscheinlicher Mechanismus fu¨r das verschiedene Verhalten der Natrium-
und Chloridionen diskutiert). Die breite erste Bande im Chloridionendichteprofil wird
mit abnehmender Bulk-Konzentration wegen der zunehmenden effektiven Reichweite der
elektrostatischen Wechselwirkungen noch verbreitert. Ferner ist die Feinstruktur, die bei
einer Bulk-Konzentration von etwa 2 mol/l deutlich zu erkennen ist, in den Fa¨llen mit
ungefa¨hr ein- oder viermolarer Bulk-Lo¨sung nicht so offensichtlich, und bei einer Bulk-
Konzentration von ca. 0,5 mol/l existiert keine solche Feinstruktur. Die niedrige nor-
mierte Dichte der Chloridionen bei einem Abstand von etwa 3 A˚, also unmittelbar an
der Grenzfla¨che nimmt mit steigender Bulk-Konzentration zu. Allerdings erreicht diese
Dichte nur im Falle der ungefa¨hr 13molaren (u¨bersa¨ttigten) Bulk-Lo¨sung so große Werte,
daß die Beweglichkeit der Ionen bestimmt werden kann (siehe Abschnitt 2.3.1.2). Das
Dichteprofil der Natriumionen ha¨ngt bei Absta¨nden von mehr als etwa 4 A˚ kaum von
der NaCl-Konzentration in der Bulk-Phase ab, d. h. dieses Profil wird von den elektro-
statischen Kra¨ften zwischen den Ionen nicht signifikant beeinflußt, sondern allein von der
Hydratationsschichtstruktur bestimmt. Im Gegensatz dazu wird das Chloridionendichte-
profil in diesem Abstandsbereich auch von den Coulomb-Wechselwirkungen beeinflußt,
was zur beobachteten Konzentrationsabha¨ngigkeit (Verbreiterung der ersten Bande bei
abnehmender Konzentration) fu¨hrt. Hier kann der Einfluß der Hydratationsschichten auf
die Chloridionenverteilung nicht von demjenigen der elektrostatischen Wechselwirkungen
unterschieden werden, aber es soll erwa¨hnt werden, daß die charakteristischen La¨ngen
beider Effekte bei den hier behandelten Simulationen dieselbe Gro¨ßenordnung besitzen:
Die Hydratationsschichten sind insgesamt etwa 5 A˚ dick, und die Debye-La¨nge betra¨gt in
4molarer bis 0,5molarer (homogener) NaCl-Lo¨sung bei 298 K ungefa¨hr 1,5 A˚ bis 4 A˚. Die
Debye-La¨nge rD eines (1,1)-Elektrolyten, also eines Elektrolyten aus einfach positiv bzw.






mit der Dielektrizita¨tskonstanten ε des Wassers, der idealen Gaskonstanten R, der Tem-
peratur T , der Faraday-Konstanten F und der Konzentration (Molarita¨t) cbulk berech-
net [138]. (Selbstversta¨ndlich stellen diese Debye-La¨ngen nur grobe Abscha¨tzungen dar,
denn die Debye-Hu¨ckel-Theorie der Elektrolyte gilt ja nur bei Konzentrationen unter-
halb von 0,001 mol/l bis 0,01 mol/l.) Fu¨r die Natrium- und Chloridionen wird das (in
Abschnitt 1.9.2 behandelte) durchschnittliche Potential der mittleren Kraft (PMF), das
mittels Gl. (1.292) aus dem Dichteprofil in Teil (a) bzw. (b) der Abb. 2.6 erhalten wird, in
Teil (c) bzw. (d) der Abb. 2.6 gezeigt. Die kleinen Absolutbetra¨ge, die das durchschnitt-
liche PMF in beiden Fa¨llen aufweist, sind bemerkenswert. Beispielsweise korrespondiert




cbulk = 0,55 mol/l  (MD−Lauf IV)
cbulk = 1,02 mol/l  (MD−Lauf VII)
cbulk = 2,16 mol/l  (MD−Lauf X)








































Abbildung 2.6: (a) Bezu¨glich der Bulk-Phase normiertes Natriumionendichteprofil gNa(z)
in z-Richtung fu¨r unterschiedlich konzentrierte Lo¨sungen. (b) Normierte Chloridionen-
dichte gCl(z) als Funktion des Abstandes z von der Grenzfla¨che. (c) Durchschnittliches
Potential der mittleren Kraft (PMF) wNa(z) der Natriumionen. (d) Durchschnittliches
PMF wCl(z) der Chloridionen. In der fu¨r alle vier Abbildungsteile gu¨ltigen Legende wird
die NaCl-Konzentration cbulk in der jeweiligen Bulk-Phase (neben der ro¨mischen Num-
mer) fu¨r die vier betrachteten MD-Simulationen angegeben. (Alle Gro¨ßen sind bei den
La¨ufen IV und VII u¨ber 0,5 A˚ dicke, aber bei den La¨ufen X und XI u¨ber 0,2 A˚ dicke
grenzfla¨chenparallele Schichten gemittelt.)
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cbulk ≈ 1/4 mol/l    (MD−Lauf II)
cbulk = 0,55 mol/l  (MD−Lauf IV)
cbulk = 1,02 mol/l  (MD−Lauf VII)
cbulk = 2,16 mol/l  (MD−Lauf X)
cbulk = 4,17 mol/l  (MD−Lauf XI)
0 
Åz
Abbildung 2.7: U¨ber den Grenzfla¨chenabstandsbereich von 0 A˚ bis z integrierte Diffe-
renz der Natrium- und Chloridionenkonzentration, also der Term (2.2), als Funktion des
Abstandes z.
die starke Natriumionenadsorption mit einem Tiefstwert des durchschnittlichen PMFs
von nur -5 kJ/mol bis -4 kJ/mol bei einem Grenzfla¨chenabstand von ca. 2,5 A˚. Allerdings
wird bei dieser Darstellung vernachla¨ssigt, daß das Potential der mittleren Kraft auch von
der x- und y-Komponente der Teilchenposition, also von der Lage parallel zur Grenzfla¨che
abha¨ngt (siehe Abschnitt 1.9.2). Außerdem kann die Adsorption und Desorption der Io-
nen schwerlich beschrieben werden, ohne die aktuelle Wasserstruktur (um das jeweilige
Ion herum) explizit zu beru¨cksichtigen.
Wird die Differenz zwischen der Natrium- und Chloridionenkonzentration u¨ber den Be-
reich von der Grenzfla¨che bis zu einem bestimmten Grenzfla¨chenabstand z integriert und
der so erhaltene Term ∫ z
0
[cNa(ζ)− cCl(ζ)] dζ , (2.2)
der proportional zur Nettoladung der Ionen zwischen der Grenzfla¨che und einer grenz-
fla¨chenparallelen Ebenen im Abstand z ist, gegen den Abstand z aufgetragen, so wird
die Darstellung der Abb. 2.7 erhalten. Der bei ca. 2 A˚ beginnende Bereich, in dem der
Term (2.2) wegen der Natriumionenadsorption und wegen der unvollsta¨ndigen Abschir-
mung durch Chloridionen positive Werte annimmt, wird mit wachsender Konzentration
schmaler. Wa¨hrend der Term (2.2) bei einer NaCl-Konzentration von bis zu 1 mol/l in der
Bulk-Phase (Simulationen II, IV und VII) bei gro¨ßeren Absta¨nden als etwa 3 A˚, also dem
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Abstand der ho¨chsten Nettoionenladung, stetig abnimmt, zeigt die Kurve fu¨r eine ungefa¨hr
viermolare Bulk-Lo¨sung (Simulation XI) in diesem Abstandsbereich ein oszillierendes Ver-
halten, und die Schwingungen nehmen sogar noch zu, wenn die Bulk-Konzentration u¨ber
die experimentelle Lo¨slichkeit von NaCl in Wasser angehoben wird (hier nicht dargestellt).
In den hier betrachteten Fa¨llen geht die von der Grenzfla¨che beeinflußte Lo¨sungsschicht
bei Grenzfla¨chenabsta¨nden zwischen 10 A˚ und 20 A˚ in die Bulk-Phase u¨ber, wobei der
Abstand von der Bulk-Konzentration abha¨ngt.
2.3.1.2 Die Beweglichkeit der Ionen
Die Beweglichkeit der Ionen in z-Richtung, also senkrecht zur Grenzfla¨che wird durch
Aufenthaltszeiten τ der Ionen in grenzfla¨chenparallelen Schichten charakterisiert. Hier
wird τ ermittelt, indem die durchschnittliche (u¨ber verschiedene Zeiturspru¨nge gemittel-
te) Anzahl N(t) der Ionen, die sich nach einer Zeitdauer t immer noch in der Schicht
befinden, ohne diese zwischenzeitlich zu verlassen (also Exkursionszeit = null), gegen die
Zeit aufgetragen und das Ergebnis an die folgende Beziehung angepaßt wird:
N(t) = N(0) · exp −t
τ
(2.3)
mit der (urspru¨nglichen) mittleren Ionenzahl N(0) in der Schicht. (Verla¨ßt ein Ion die
Schicht fu¨r eine sehr kurze Zeit, in der keine Konfiguration abgespeichert wird, so wird
diese Exkursion des Ions bei der praktischen Auswertung nicht erfaßt.) Die Aufenthalts-
zeit wird aus dem linearen Bereich der logarithmischen Auftragung von N(t) gegen die
Zeit erhalten, was in Abb. 2.8 exemplarisch fu¨r die Natriumionen in einigen Schichten
gezeigt wird. Da die Aufenthaltszeit im allg. stark von der Schichtdicke abha¨ngt, werden
in allen Fa¨llen dieser Arbeit 4 A˚ dicke Schichten benutzt. In Abb. 2.8 ist zu erkennen,
daß die Ionenzahlen N(t) die Gl. (2.3) nur eine bestimmte Zeitlang (na¨herungsweise)
erfu¨llen, weil die geringe Anzahl der nach langer Zeitdauer noch in einer Schicht zu fin-
denden Ionen starken statistischen Schwankungen unterliegt. Wie die so bestimmte Auf-
enthaltszeit der Natrium- und Chloridionen vom mittleren Abstand der Schicht von der
na¨chsten Grenzfla¨che abha¨ngt, wird in den Teilen (a) und (b) der Abb. 2.9 dargestellt.
Die Aufenthaltszeiten der adsorbierten Natriumionen reichen von 500 ps bis 1100 ps,
wa¨hrend die anderen Natriumionen nur Aufenthaltszeiten von 30 ps bis 70 ps aufweisen,
d. h. die Beweglichkeit der Natriumionen wird durch die Grenzfla¨chenadsorption etwa
um einen Faktor Zwanzig reduziert. Im Gegensatz dazu variieren die Aufenthaltszeiten
der Chloridionen nur um einen Faktor Drei (20 ps bis 60 ps). Diese Ergebnisse werden
kaum von der NaCl-Konzentration beeinflußt, was nicht nur bei einer ungefa¨hren Bulk-
Konzentration im Bereich von 1/4 mol/l bis 1 mol/l (vgl. Abb. 2.9), sondern auch bei einer
Bulk-Konzentration von bis zu etwa 4 mol/l (nicht gezeigt) gilt. Die geringe Beweglichkeit
der adsorbierten Natriumionen fu¨hrt dazu, daß sowohl zur A¨quilibrierung einer wa¨ßrigen
Kochsalzlo¨sung an der NaCl(001)-Kristalloberfla¨che als auch zur Berechnung zuverla¨ssi-
ger Mittelwerte dieses Systems u¨ber la¨ngere Zeit simuliert werden muß als im Falle reinen
Wassers an der NaCl(001)-Grenzfla¨che bzw. im Falle einer homogenen Salzlo¨sung (siehe
Abschnitt 2.2.2).
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nur Schicht nahe an unterer Grenzfläche
nur Schicht nahe an oberer Grenzfläche
Gesamtionenzahl in beiden Schichten





















nur Schicht nahe an unterer Grenzfläche
nur Schicht nahe an oberer Grenzfläche
Gesamtionenzahl in beiden Schichten
Grenzflächenabstandsbereich:
1,0 Å ≤ z ≤ 5,0 Å
Grenzflächenabstandsbereich:
10,0 Å ≤ z ≤ 14,0 Å
(a)
(b)
Abbildung 2.8: Logarithmische Auftragung der durchschnittlichen Anzahl N(t) der Na-
triumionen, die sich mindestens fu¨r die Zeitdauer t ununterbrochen in einer 4 A˚ dicken
grenzfla¨chenparallelen Schicht aufhalten, gegen die Zeit t zur Ermittlung der Aufenthalts-
zeit. Die Symbole markieren jeweils alle 10 ps ermittelte Ionenzahlen fu¨r zwei Schichten
mit kleinem (Teil a) bzw. großem (Teil b) Abstand von der na¨chsten Grenzfla¨che bei
MD-Lauf VII. Die Strecken zeigen Anpassungen an den jeweiligen linearen Bereich [also
gema¨ß Gl. (2.3)]. Beide Legenden gelten fu¨r beide Abbildungsteile [obwohl Symbole in (a)
viel kleiner als in (b)].






MD−Lauf II   (cbulk ≈ 1/4 mol/l)
MD−Lauf IV  (cbulk = 0,55 mol/l)

































Abbildung 2.9: (a) Durchschnittliche Aufenthaltszeit τNa der Natriumionen in einer 4 A˚
dicken grenzfla¨chenparallelen Schicht als Funktion des mittleren Abstandes z der Schicht
von der na¨chsten Grenzfla¨che. Die Bulk-Konzentrationen cbulk reichen von etwa 1/4 mol/l
bis ca. 1 mol/l. (b) Durchschnittliche Aufenthaltszeit τCl der Chloridionen in einer 4 A˚
dicken grenzfla¨chenparallelen Schicht als Funktion des mittleren Abstandes z der Schicht
von der na¨chsten Grenzfla¨che. Die betrachteten Systeme, Bulk-Konzentrationen cbulk und
zugeho¨rigen Symbole sind mit denjenigen in Teil (a) identisch. (c) Mittlerer Diffusions-
koeffizient Dxy fu¨r die Diffusion der Natrium- bzw. Chloridionen parallel zur Grenzfla¨che
in einer 4 A˚ dicken grenzfla¨chenparallelen Schicht als Funktion des mittleren Abstandes z
der Schicht von der na¨chsten Grenzfla¨che. Ausschließlich Daten des MD-Laufs VI.
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Der Diffusionskoeffizient Dxy der (zweidimensionalen) Bewegung der Ionen parallel zur
Grenzfla¨che wird mittels der als Einstein-Beziehung bekannten Gl. (1.294) bestimmt (sie-
he Abschnitt 1.9.3). Das Symbol ~r in Gl. (1.294) bezeichnet hier also die Projektion einer
Ionenposition auf die xy-Ebene. Gemittelt wird jeweils u¨ber alle in einer 4 A˚ dicken grenz-
fla¨chenparallelen Schicht enthaltenen Natrium- bzw. Chloridionen. Wie in Abschnitt 1.9.3
angegeben, wird Dxy aus der Steigung des linearen Bereiches in der Auftragung des mitt-
leren Projektionsabstandsquadrats gegen die Zeit erhalten. So gewonnene Diffusionsko-
effizienten der Natrium- und Chloridionen werden in Abb. 2.9(c) gegen den mittleren
Abstand der Schicht von der na¨chsten Grenzfla¨che aufgetragen. Hier wird nur das System
der MD-Simulation VI mit besonders kleiner Ausdehnung der Lo¨sungsphase in z-Richtung
(siehe S. 176) betrachtet, denn insbesondere bei Systemen mit dicker Lo¨sungsphase zwi-
schen den beiden Kristalloberfla¨chen wird beobachtet, daß sich die Schwerpunkte der
Lo¨sungsphase und des Kristalls in unregelma¨ßiger Weise relativ zueinander bewegen, weil
ja nur der Schwerpunkt des Gesamtsystems wa¨hrend der Simulation festgehalten wird.
Dieses Artefakt bewirkt, daß die auf einen ruhenden Kristall bezogenen Diffusionskoeffi-
zienten Dxy der grenzfla¨chenparallelen Bewegung bei großen Grenzfla¨chenabsta¨nden z zu
große Werte annehmen und von der Dicke der Lo¨sungsschicht abha¨ngen. Aber diese Dif-
fusionskoeffizienten ha¨ngen bei kleineren Grenzfla¨chenabsta¨nden z als 8 A˚ bis 10 A˚ (im
Bereich der am Kristall haftenden Flu¨ssigkeitsschichten) nicht von der Lo¨sungsschicht-
dicke ab und ko¨nnen beim System VI auch fu¨r gro¨ßere Absta¨nde z relativ zuverla¨ssig
bestimmt werden. Wie in Abb. 2.9(c) zu erkennen ist, wird der Diffusionskoeffizient der
Natriumionen durch die Adsorption an der Grenzfla¨che um einen Faktor Fu¨nf bis Zehn
reduziert, wa¨hrend die Diffusionskoeffizienten der Chloridionen sich nur um einen Faktor
Zwei bis Drei unterscheiden, d. h. die Adsorption vermindert auch die Natriumionenbe-
weglichkeit parallel zur Grenzfla¨che, aber nicht so stark wie die Beweglichkeit senkrecht
zur Grenzfla¨che.
Die Chloridionendichte unmittelbar an der Grenzfla¨che (bis zu einem Abstand von 3,5 A˚)
ist nur beim System mit ca. 13molarer Bulk-Lo¨sung (MD-Lauf XIII) groß genug fu¨r ei-
ne genaue Untersuchung. Obwohl die Beweglichkeit der Teilchen in einer u¨bersa¨ttigten
Bulk-Lo¨sung geringer als in einer ungesa¨ttigten Lo¨sung ist, ko¨nnen somit die adsorbierten
Natriumionen mit Chloridionen im selben Abstandsbereich (z ≤ 4 A˚) verglichen werden:
Wa¨hrend sich die Chloridionen senkrecht zur Grenzfla¨che schneller bewegen als die Natri-
umionen (Aufenthaltszeit τ : 200 ps bis 300 ps bei Cl−, etwa 800 ps bei Na+), diffundieren
die Chloridionen viel langsamer parallel zur Grenzfla¨che als die Natriumionen (Diffusions-
koeffizient Dxy: 0,0004 A˚
2/ps bei Cl−, 0,01 A˚2/ps bei Na+). Der mittlere Abstand d, den
ein Ion direkt an der Grenzfla¨che durch Diffusion zuru¨cklegt und der mit der Einstein-




berechnet wird, betra¨gt somit etwa 0,6 A˚ im Falle des Chlorids und ca. 6 A˚ beim Natrium,
d. h. die adsorbierten Natriumionen diffundieren parallel zur Kristalloberfla¨che, wa¨hrend
die Chloridionen in der Na¨he der Oberfla¨che lediglich schwingen. (Zum Vergleich: In einer
NaCl(001)-Schicht betra¨gt der mittlere Abstand zwischen benachbarten Ionen gleicher La-
dung 4,0 A˚.) Das unterschiedliche Verhalten der Natrium- und Chloridionen kann mit der
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Hydratationsstruktur erkla¨rt werden: Die Sauerstoffatome der Wassermoleku¨le in der er-
sten Hydratationsschicht befinden sich nahe an den Natriumionen des Kristalls und bilden
so ein zweidimensionales Gitter (siehe Abschnitt 5.1.2, insbesondere Abb. 5.6 in Lit. [27]).
Wa¨hrend die adsorbierten Natriumionen Zwischengitterpla¨tze der Sauerstoffatomanord-
nung in der Na¨he der Chloridionen des Kristalls besetzen (siehe Abschnitt 2.3.1.4) und
folglich diffundieren ko¨nnen, ohne das Gitter zu zersto¨ren, erfordert die Diffusion der Chlo-
ridionen parallel zur Grenzfla¨che, daß Sauerstoffatome an den Natriumionen des Kristalls
ersetzt werden.
2.3.1.3 Hydratationszahlen
Die Hydratationszahl eines Natriumions wird hier als die Anzahl der Sauerstoffatome
innerhalb der ersten Hydrathu¨lle des Ions definiert, wobei die erste Hydrathu¨lle durch
das erste Minimum der radialen Verteilungsfunktion (RDF) zwischen Natriumionen und
Sauerstoffatomen begrenzt wird. Solch eine RDF wird in Abb. 2.10(a) fu¨r unterschied-
lich weit von der na¨chsten Grenzfla¨che entfernte Lo¨sungsionen gezeigt. Diese RDF, die
praktisch nicht vom Grenzfla¨chenabstand der Ionen abha¨ngt (abgesehen von den grenz-
fla¨chenna¨chsten Ionen mit zNa = 2 A˚), besitzt eine spitze intensive Bande mit einem
Maximum bei einem Na-O-Abstand von 2,2 A˚ sowie ein Minimum bei 2,8 A˚ bis 3,2 A˚. Da
die RDF ein deutliches erstes Minimum aufweist, ist die erste Hydrathu¨lle der Natrium-
ionen klar definiert. Die Auftragung der mittleren Hydratationszahl der Natriumionen in
einer grenzfla¨chenparallelen Schicht von 1 A˚ Dicke gegen den durchschnittlichen Abstand
der Schicht von der na¨chsten Grenzfla¨che wird in Abb. 2.11 gezeigt. Die an der Grenzfla¨che
adsorbierten Natriumionen besitzen Hydratationszahlen im Bereich von 4,2 bis 4,4, aber
bei allen anderen Natriumionen liegt diese Zahl zwischen 5,0 und 5,2. Die Hydrathu¨lle
eines Natriumions verliert also bei der Adsorption im Durchschnitt fast ein Wassermo-
leku¨l, was die Vorstellung, daß sich zwischen den adsorbierten und den Kristallionen keine
Wassermoleku¨le befinden, unterstu¨tzt.
Wie in Abb. 2.10(b) zu erkennen ist, ist auch die radiale Verteilungsfunktion (RDF)
zwischen gelo¨sten Chloridionen und Sauerstoffatomen praktisch unabha¨ngig vom Grenz-
fla¨chenabstand der Ionen (abgesehen von den grenzfla¨chennahen Ionen mit zCl = 4 A˚),
und die RDF zeigt ein Maximum bei einem Cl-O-Abstand von 3,1 A˚ bis 3,2 A˚ sowie ein
Minimum bei 3,8 A˚ bis 4,1 A˚. Das erste Minimum dieser RDF ist nur schwach ausgepra¨gt,
d. h. die erste Hydrathu¨lle der Chloridionen ist nicht klar definiert. Die Hydratationszah-
len, die nicht so genau wie bei den Natriumionen ermittelt werden ko¨nnen, liegen bei den
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Abbildung 2.10: Radiale Verteilungsfunktionen (RDFs) zwischen gelo¨sten Natrium- (a)
bzw. Chloridionen (b) und Sauerstoffatomen der Wassermoleku¨le fu¨r verschiedene mitt-
lere Grenzfla¨chenabsta¨nde z (zNa bzw. zCl) der Ionen in einer jeweils 1 A˚ dicken grenz-
fla¨chenparallelen Schicht (Daten aus MD-Lauf VII). Bei der Normierung der RDFs wird
beru¨cksichtigt, daß die Sauerstoffatome nicht in die Kristallphase eindringen ko¨nnen, d. h.
im Nenner der Gl. (1.285) wird das Volumen der du¨nnen Kugelschale bei Bedarf durch
dasjenige der durch die Grenzfla¨che abgeschnittenen Kugelschale ersetzt. (Hier wird nicht
die formale Grenzfla¨che mit z = 0 verwendet, sondern die reale Phasengrenze angena¨hert,
indem der Kristall an beiden Seiten um einen halben Schichtabstand erweitert wird.)
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MD−Lauf II   (cbulk ≈ 1/4 mol/l)
MD−Lauf IV  (cbulk = 0,55 mol/l)
MD−Lauf VII (cbulk = 1,02 mol/l)
Abbildung 2.11: Durchschnittliche Hydratationszahl Nhydr der Natriumionen in einer
grenzfla¨chenparallelen Schicht von 1 A˚ Dicke als Funktion des mittleren Abstandes z der
Schicht von der na¨chsten Grenzfla¨che bei drei verschiedenen NaCl-Konzentrationen cbulk
in der Bulk-Phase.
2.3.1.4 Zweidimensionale radiale Verteilungsfunktionen
Die Verteilung gelo¨ster Ionen innerhalb einer (du¨nnen) Schicht parallel zu den Grenz-
fla¨chen wird charakterisiert, indem die Positionen der in der Schicht enthaltenen Ionen
auf die grenzfla¨chenparallele xy-Ebene projiziert und Verteilungsfunktionen der Projekti-
onsabsta¨nde berechnet werden. Bei solchen Verteilungsfunktionen, die analog zu radialen
Verteilungsfunktionen in homogener Lo¨sung (bzw. in der Bulk-Phase) berechnet werden,
handelt es sich um die in Abschnitt 1.9.1 eingefu¨hrten zweidimensionalen radialen Vertei-
lungsfunktionen (2D-RDFs). Da die Genauigkeit der 2D-RDFs stark von der Anzahl der
Ionen abha¨ngt, sind alle in dieser Arbeit gezeigten 2D-RDFs fu¨r ein Sytem mit ungefa¨hr
viermolarer NaCl-Lo¨sung als Bulk-Phase (MD-Simulation XI) berechnet worden. Selbst
in diesem Falle (mit insgesamt 80 Ionenpaaren in der Lo¨sungsphase) betra¨gt die durch-
schnittliche Anzahl der an jeder Grenzfla¨che adsorbierten Natriumionen (zNa ≤ 4 A˚) nur
etwa acht. Die entsprechende Anzahl der Chloridionen (mit zCl ≤ 3,5 A˚) ist noch kleiner,
na¨mlich ungefa¨hr gleich 0,3. In diesem Fall besteht eine Kristallschicht aus 100 Ionen, also
aus 50 Ionenpaaren.
Im oberen Teil der Abb. 2.12 wird nicht nur die zweidimensionale radiale Verteilungs-
funktion (2D-RDF) der an der Grenzfla¨che adsorbierten Natriumionen gezeigt, sondern
der Abbildungsteil entha¨lt auch die 2D-RDF der Natriumionen in der Bulk-Phase und die
2D-RDF der Natriumionen in der a¨ußersten Kristallschicht. Die 2D-RDF der adsorbier-
ten Ionen zeigt weder die breite Bande, die die 2D-RDF der Bulk-Phase im Bereich um
3,5 A˚ aufweist, noch die schmale Bande der 2D-RDF des Kristalls bei 4 A˚. Bei gro¨ßeren
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Abbildung 2.12: Verteilung der grenzfla¨chennahen Lo¨sungsionen: 2D-RDF g2 als Funktion
des auf die xy-Ebene projizierten Abstandes rNaNa (oberer Teil) bzw. rNaCl (unterer Teil)
zwischen den Ionen (System XI). In beiden Teilen der Abbildung bezieht sich die dicke
durchgezogene Kurve (mit Quadraten) auf die Ionen nahe an der Grenzfla¨che, also mit
zNa ≤ 4 A˚ und zCl ≤ 3,5 A˚. [Werden die 2D-RDFs fu¨r die beiden Grenzfla¨chen einzeln
betrachtet, so zeigen die 2D-RDFs der Natriumionen Unterschiede in der Gro¨ßenordnung
der (quadratischen) Symbole in Teil (a), d. h. die Maxima bei 6 A˚, 8 A˚ und 12 A˚ sowie
die Schulter bei 4 A˚ sind statistisch signifikant; und beide 2D-RDFs zwischen Natrium-
und Chloridionen besitzen die Bande bei 2,5 A˚ bis 3 A˚ sowie das Maximum bei 4,5 A˚ des
in Teil (b) gezeigten Durchschnitts.] Zum Vergleich zeigen die dicke gestrichelte Kurve
(mit Rauten) die entsprechende (u¨ber sechs Schichten von jeweils 2 A˚ Dicke gemittelte)
Ionenverteilung in der Bulk-Lo¨sung und die du¨nne durchgezogene Linie (mit Kreisen)
solch eine Ionenverteilung innerhalb der a¨ußersten Kristallschicht.
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umionen wie diejenige der Bulk-Phase – abgesehen von den kleinen Maxima bei 8 A˚ und
12 A˚ (und bei 6 A˚), die den Banden der 2D-RDF des Kristalls in diesem Abstandsbe-
reich entsprechen. Die 2D-RDF zwischen adsorbierten Natriumionen und Chloridionen
mit Grenzfla¨chenabsta¨nden zCl ≤ 3,5 A˚ ist im unteren Teil der Abb. 2.12 zu finden, wo
auch die 2D-RDFs zwischen Natrium- und Chloridionen in der Bulk-Phase und in der
a¨ußersten Kristallschicht dargestellt werden. Im großen und ganzen a¨hnelt die 2D-RDF
der gelo¨sten Ionen an der Grenzfla¨che der entsprechenden 2D-RDF der Bulk-Phase.
Die zweidimensionalen radialen Verteilungsfunktionen (2D-RDFs) zwischen Lo¨sungsio-
nen, die sich unmittelbar an der Grenzfla¨che befinden, und ihren jeweiligen Gegenionen in
der a¨ußersten Kristallschicht werden im oberen Teil der Abb. 2.13 gezeigt. Zum Vergleich
wird auch die 2D-RDF der Natrium- und Chloridionen in zwei benachbarten Kristall-
schichten aufgetragen. All diese Funktionen besitzen bei kleinen Projektionsabsta¨nden
unterhalb von 1 A˚ besonders große Werte, d. h. die gelo¨sten Ionen werden bevorzugt an
ihren jeweiligen Gegenionen auf der Kristalloberfla¨che adsorbiert. Die Projektionsposi-
tionen der gelo¨sten Ionen sind breiter verteilt als diejenigen der Kristallionen, und die
adsorbierten Natriumionen unterscheiden sich deutlich von den grenzfla¨chennahen Chlo-
ridionen: Die 2D-RDF zwischen adsorbierten Natriumionen und Chloridionen der a¨ußer-
sten Kristallschicht zeigt an, daß eine signifikante Anzahl derartiger Ionenpaare einen
Projektionsabstand im Bereich um 2 A˚ besitzt (auch ein Hinweis auf die Diffusion der ad-
sorbierten Natriumionen parallel zur Grenzfla¨che), wa¨hrend die anderen beiden 2D-RDFs
in diesem breiten Bereich (fast) gleich null sind (also keine Diffusion grenzfla¨chennaher
gelo¨ster Chloridionen parallel zur Grenzfla¨che). Die 2D-RDF der Ionen aus benachbarten
Kristallschichten a¨hnelt selbst bei gro¨ßeren Projektionsabsta¨nden als 2 A˚ bis 3 A˚ eher
der 2D-RDF zwischen grenzfla¨chennahen Chloridionen und Natriumionen der a¨ußersten
Kristallschicht als der 2D-RDF zwischen adsorbierten Natriumionen und Chloridionen der
a¨ußersten Kristallschicht. Im unteren Teil der Abb. 2.13 werden die 2D-RDFs zwischen
gelo¨sten Natrium- bzw. Chloridionen, die sich unmittelbar an der Grenzfla¨che befinden,
und den jeweils gleichen Ionen in der a¨ußersten Kristallschicht sowie die 2D-RDF zwi-
schen gleichen Ionen in zwei benachbarten Kristallschichten gezeigt. Insbesondere die
ausgepra¨gten, bei Projektionsabsta¨nden von 3 A˚ bzw. 6,5 A˚ zu findenden Maxima in der
2D-RDF gleicher Ionen in benachbarten Kristallschichten sind in der 2D-RDF zwischen
Chloridionen in der Lo¨sung und im Kristall, aber nicht in der 2D-RDF zwischen adsor-
bierten Natriumionen und denjenigen im Kristall deutlich als Banden zu erkennen. Diese
Ergebnisse bedeuten, daß die wenigen gelo¨sten Chloridionen mit Grenzfla¨chenabsta¨nden
zCl ≤ 3,5 A˚ besser als die vielen adsorbierten Natriumionen zur Kristallstruktur von
NaCl passen, daß also die Natriumionenadsorption nicht einfach als partielle Kristallisa-
tion allein infolge der Wechselwirkung zwischen adsorbierten und Kristallionen angese-
hen werden kann. Die (hier nicht angegebenen) Ergebnisse, die in MD-Simulationen mit
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Abbildung 2.13: Verteilung der grenzfla¨chennahen Lo¨sungsionen bezu¨glich der Oberfla¨-
chenionen des Kristalls: 2D-RDF g2 als Funktion des auf die xy-Ebene projizierten Ab-
standes rNaCl (oberer Teil a), rNaNa bzw. rClCl (unterer Teil b) zwischen den Ionen (Sy-
stem XI). Dicke durchgezogene Linie (mit Quadraten): 2D-RDF zwischen adsorbierten
Natriumionen (zNa ≤ 4 A˚) und Chloridionen (a) bzw. Natriumionen (b) des Kristalls;
dicke gestrichelte Linie (mit Rauten): 2D-RDF zwischen grenzfla¨chennahen Chloridionen
(zCl ≤ 3,5 A˚) und Natriumionen (a) bzw. Chloridionen (b) des Kristalls; du¨nne durchgezo-
gene Linie (mit Kreisen): die entsprechende fu¨r benachbarte Kristallschichten berechnete
Funktion (zum Vergleich).
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2.3.1.5 Temperaturabha¨ngigkeit der Dichteprofile und der durchschnittli-
chen Potentiale der mittleren Kraft
Dichteprofile einzelner Atomsorten und dazugeho¨rige durchschnittliche Potentiale der
mittleren Kraft (PMFs), die mittels Simulation desselben Systems bei drei verschiede-
nen Temperaturen im Bereich von 298 K bis 348 K erhalten worden sind, werden in
Abb. 2.14 gezeigt. Die Natriumionen werden in allen Fa¨llen selektiv an der Grenzfla¨che
adsorbiert, aber das Ausmaß der Adsorption nimmt mit steigender Temperatur ab und
erreicht bei 348 K ungefa¨hr die Ha¨lfte des Raumtemperaturwertes. Mit wachsender Tem-
peratur werden die in den Teilen (a) und (b) der Abb. 2.14 gezeigten normierten Dich-
teprofile der Natrium- und Chloridionen insgesamt glatter, d. h. die Gleichverteilung der
Ionen wird zunehmend begu¨nstigt. Vor allem nimmt das erste Maximum beider Ionen-
dichteprofile mit steigender Temperatur signifikant ab, wa¨hrend das erste Maximum in
den Dichteprofilen der Sauerstoff- und Wasserstoffatome [Teile (c) und (d) der Abb. 2.14]
kaum von der Temperatur abha¨ngt. Deshalb kann der Temperatureinfluß auf die Natri-
umionenadsorption an der Grenzfla¨che nicht auf eine drastische A¨nderung der Struktur
der Hydratationsschichten zuru¨ckgefu¨hrt werden, sondern die Adsorption muß exotherm
sein. Soll die Adsorptionsenthalpie abgescha¨tzt werden, indem ein angenommenes Gleich-
gewicht zwischen adsorbierten und in der Bulk-Phase gelo¨sten Natriumionen in a¨hnlicher
Weise wie die im na¨chsten Kapitel betrachtete Netzwerkquellung durch ungeladene Fluid-
teilchen bei der Abscha¨tzung der Absorptionsenthalpie (siehe S. 279) behandelt wird, so
werden sehr grobe Na¨herungen beno¨tigt: Insbesondere muß der Einfluß der Chloridio-
nenverteilung vernachla¨ssigt werden, und, weil kein individueller Aktivita¨tskoeffizient der
Natriumionen, sondern nur ein mittlerer Aktivita¨tskoeffizient der Natrium- und Chlo-
ridionen bestimmt werden kann, muß der Aktivita¨tskoeffizient (also das chemische Ex-
zeßpotential) der Natriumionen (in hochkonzentrierter Elektrolytlo¨sung!) als unabha¨ngig
von der (lokalen) Konzentration angesehen werden, so daß die Aktivita¨ten in der Rech-
nung durch Konzentrationen ersetzt werden ko¨nnen. Wegen der aus diesen Na¨herungen
resultierenden, unbekannten systematischen Fehler kann die Adsorptionsenthalpie der Na-
triumionen hier nicht zuverla¨ssig abgescha¨tzt werden. Die durchschnittlichen PMFs der
Natrium- und Chloridionen, die mit Gl. (1.292) aus den Dichteprofilen in den Teilen (a)
und (b) der Abb. 2.14 berechnet worden sind und die in den Teilen (e) und (f) derselben
Abbildung gezeigt werden, ha¨ngen nur geringfu¨gig von der Temperatur ab. So wird z. B.
der kleinste Wert des durchschnittlichen PMFs der Natriumionen (beim Grenzfla¨chen-
abstand von 2,5 A˚) lediglich um 1,4 kJ/mol (von -4,9 kJ/mol auf -3,5 kJ/mol) erho¨ht,
wenn die Temperatur um 50 K zunimmt. Der Versuch, die Freie Adsorptionsenthalpie
der Natriumionen aus den durchschnittlichen PMFs und daraus die Adsorptionsenthalpie
zu ermitteln, erfordert dieselben groben Na¨herungen wie die oben erwa¨hnte Behandlung
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Abbildung 2.14: Normiertes Dichteprofil g(z) fu¨r jede einzelne Atomsorte (Teile a bis d)
bzw. durchschnittliches Potential w(z) der mittleren Kraft fu¨r beide Ionensorten (Teile e
und f) als Funktion des Abstandes z von der na¨chsten Grenzfla¨che bei drei verschiedenen
Temperaturen. (Alle Gro¨ßen der Ionen sind u¨ber 0,5 A˚ dicke, aber gO und gH u¨ber 0,2 A˚
dicke grenzfla¨chenparallele Schichten gemittelt.)
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2.3.2 Vergleich unterschiedlicher Wassermodelle
Zur Untersuchung der Frage, ob bzw. wie das Wassermodell die Ergebnisse beeinflußt,
sind zwei MD-Simulationen mit verschiedenen Wassermodellen, na¨mlich dem polarisier-
baren SPC/E-P-Modell (MD-Lauf X) und dem unpolarisierbaren SPC/E-Wasser (MD-
Lauf XIV), durchgefu¨hrt worden, aber in beiden Fa¨llen sind dieselben Ion-Ion- und Ion-
Wasser-Wechselwirkungen sowie dieselbe Kristallgro¨ße, Anzahl gelo¨ster Ionen und Was-
sermoleku¨lzahl eingesetzt worden. Die so erhaltenen Resultate werden in Abb. 2.15 darge-
stellt. Das wichtigste Ergebnis besteht darin, daß die beim SPC/E-P-Wasser beobachtete
starke, selektive Natriumionenadsorption beim SPC/E-Wasser nicht auftritt. Das Dich-
teprofil der Natriumionen in SPC/E-Wasser zeigt eine Feinstruktur, zu der zwei nicht
allzuhohe Maxima beim Grenzfla¨chenabstand von 4,0 A˚ bzw. 5,2 A˚ und eine Schulter
bei 2 A˚ bis 3 A˚ geho¨ren. Die mit den beiden Wassermodellen erhaltenen Dichteprofile
der Chloridionen unterscheiden sich voneinander zwar signifikant, aber weniger deutlich
als diejenigen der Natriumionen. Wird die Nettoladung der Ionen, die sich zwischen der
Grenzfla¨che und einer grenzfla¨chenparallelen Ebenen im Abstand z von weniger als 6 A˚
bis 8 A˚ befinden, berechnet, indem die Differenz zwischen der Natrium- und Chloridio-
nendichte im Bereich von 0 A˚ bis z u¨ber den Grenzfla¨chenabstand integriert wird, so
erweist sich diese Nettoladung selbst beim SPC/E-Wasser als positiv, aber als viel kleiner
als beim polarisierbaren Modell, d. h. die Natriumionen werden in beiden Fa¨llen bevor-
zugt adsorbiert, und dieser Effekt wird noch deutlich versta¨rkt, wenn die Polarisation der
Wassermoleku¨le explizit beru¨cksichtigt wird. Das Dichteprofil der Sauerstoff- und Was-
serstoffatome des SPC/E-P- bzw. SPC/E-Wassers ha¨ngt in weiten Bereichen nicht oder
kaum vom verwendeten Wassermodell ab: Insbesondere die erste Bande des Sauerstoff-
atomdichteprofils mit einem Maximum bei 2,0 A˚ bis 2,2 A˚ sowie die erste Bande des
Wasserstoffatomdichteprofils mit einem Maximum bei 2,6 A˚ bis 2,8 A˚ und einer Schulter
bei etwa 2 A˚ sind bei beiden Wassermodellen fast identisch. Allerdings unterscheiden sich
die Sauerstoffatomdichteprofile im Bereich der schwach ausgepra¨gten zweiten und dritten
Bande (zwischen 3 A˚ und 6 A˚) merklich voneinander. Die durchschnittlichen PMFs, die
aus den Dichteprofilen im oberen Teil der Abb. 2.15 nach Gl. (1.292) erhalten werden, wer-
den im unteren Teil derselben Abbildung gezeigt. Wa¨hrend die durchschnittlichen PMFs
im Falle der Sauerstoff- bzw. Wasserstoffatome (abgesehen von den Sauerstoff-PMFs bei
3 A˚ bis 6 A˚) nahezu identisch sind, unterscheiden sich die durchschnittlichen PMFs bei
den Natrium- bzw. Chloridionen signifikant, wenn auch nur wenig voneinander. Selbst das
Potential der Natriumionen beim Grenzfla¨chenabstand von 2,6 A˚ wird lediglich um ca.
8 kJ/mol verringert, wenn die Polarisation explizit in das Wassermodell eingefu¨hrt wird.
Beim Vergleich der mit den beiden Wassermodellen erhaltenen Ionenverteilungen wird
deutlich, daß die Wassermoleku¨le die Verteilung insbesondere der Natriumionen nicht nur
beeinflussen, sondern sogar bestimmen. Die an der Grenzfla¨che beobachtete starke Natri-
umionenadsorption, die beim SPC/E-P-, aber nicht beim SPC/E-Wasser auftritt, kann
nicht auf unmittelbare Wechselwirkungen zwischen gelo¨sten und Kristallionen zuru¨ck-
gefu¨hrt werden, sondern wird durch die Hydratationsschichten verursacht, so daß kleine,
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Abbildung 2.15: Normiertes Dichteprofil g(z) (oberer Teil) und durchschnittliches Poten-
tial der mittleren Kraft w(z) (unterer Teil) als Funktion des Abstands z fu¨r jede einzelne
Atomsorte beim Einsatz zweier unterschiedlicher Wassermodelle (alle Gro¨ßen u¨ber 0,2 A˚
dicke Schichten gemittelt). Die PMFs sind in der Einheit kJ/mol gegeben.
200 KAPITEL 2. WA¨SSRIGE NACL-LO¨SUNG AN NACL(001)-GRENZFLA¨CHE
de in der Wasserstruktur zu sehr großen Unterschieden in den Ionenverteilungen fu¨hren
ko¨nnen. Also beeinflußt die NaCl(001)-Oberfla¨che die Verteilung der gelo¨sten Ionen durch
die an der Grenzfla¨che ausgebildeten Hydratationsschichten.
2.3.3 Dipolmomentprofile des SPC/E-P-Wassers
Fu¨r reines SPC/E-P-Wasser und drei NaCl-Lo¨sungen verschiedener Bulk-Konzentration
im Kontakt mit der NaCl(001)-Grenzfla¨che zeigt die Abbildung 2.16(a) das Dipolmo-
mentprofil, also die Auftragung des mittleren Dipolmomentbetrags derjenigen polarisier-
baren Wassermoleku¨le, deren Schwerpunkt jeweils in einer du¨nnen grenzfla¨chenparallelen
Schicht liegt, gegen den mittleren Grenzfla¨chenabstand der Schicht. Das durchschnittliche
Dipolmoment des reinen Wassers betra¨gt in der Bulk-Phase ungefa¨hr 2,70 D, fa¨llt aber
unmittelbar an der Grenzfla¨che auf 2,63 D ab, was mit den Ergebnissen von Sto¨ckelmann
(et al.) [27, 74] u¨bereinstimmt (vgl. aber Fußnote 4 auf S. 173). Bei den Wassermoleku¨len
mit einem gro¨ßeren Grenzfla¨chenabstand z als ca. 5 A˚, also bei den Moleku¨len im Bereich
von der dritten Hydratationsschicht bis in die Bulk-Phase nimmt das Dipolmoment mit
wachsender NaCl-Konzentration leicht ab, und es erreicht einen Wert von 2,67 D in etwa
viermolarer Bulk-Lo¨sung. Im Gegensatz dazu nimmt das durchschnittliche Dipolmoment
der Wassermoleku¨le bei z ≤ 2,4 A˚, also direkt an der Grenzfla¨che zu, wenn die NaCl-
Konzentration in der Bulk-Phase erho¨ht wird (gu¨ltig bei ungesa¨ttigter Bulk-Lo¨sung). Im
Falle der ungefa¨hr viermolaren Bulk-Phase ist das durchschnittliche Dipolmoment bei
z ≤ 2,0 A˚ (mit 2,68 D) sogar etwas gro¨ßer als der Wert (von 2,67 D) in der Bulk-Phase.
Alle Dipolmomentprofile weisen eine gewisse Feinstruktur auf: ein deutliches Maximum
von 2,70 D bis 2,71 D bei Absta¨nden von 3,2 A˚ bis 3,6 A˚ in der zweiten Hydratations-
schicht (2,8 A˚ bis 5,0 A˚), zumindest ein schwach ausgepra¨gtes Maximum bei 5,6 A˚ bis
6,0 A˚ in der dritten Hydratationsschicht (5,0 A˚ bis ca. 7 A˚) und zwei (z. T. schwach aus-
gepra¨gte) Minima, die sich ungefa¨hr an der Grenze zwischen der ersten und zweiten bzw.
zwischen der zweiten und dritten Hydratationsschicht befinden.
Die Abnahme des Dipolmoments in der Bulk-Phase bei zunehmender Salzkonzentration
kann damit erkla¨rt werden, daß die Ionen die Wasserstruktur sto¨ren. Allerdings wird das
durchschnittliche Dipolmoment des Wassers in der ungefa¨hr viermolaren Bulk-Lo¨sung im
Vergleich zum reinen Wasser nur um 0,03 D erniedrigt, wa¨hrend das Dipolmoment des
SPC/E-P-Wasserdampfes (1,86 D, siehe Tab. 1.3) den Flu¨ssigphasenwert um etwa 0,8 D
unterschreitet. Diese Interpretation wird dadurch besta¨tigt, daß das Dipolmoment mit
steigender Temperatur generell abnimmt, wie anhand der in Abb. 2.16(b) gezeigten Di-
polmomentprofile zu erkennen ist. Wenn die Temperatur von 298 K auf 348 K erho¨ht
wird, bleibt die Struktur der Dipolmomentprofile im großen und ganzen erhalten, aber
die Details der Struktur werden unscha¨rfer. Die Abnahme des mittleren Dipolmoments
der Wassermoleku¨le in der etwa einmolaren Bulk-Lo¨sung mit steigender Temperatur ent-
spricht der von Sto¨ckelmann [27] beim reinen SPC/E-P-Wasser in homogener Phase be-













reines Wasser      (MD−Lauf I)
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cbulk = 2,16 mol/l  (MD−Lauf X)
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T = 298 K  (MD−Lauf IXa)
T = 323 K  (MD−Lauf IXb)
T = 348 K  (MD−Lauf IXc)
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(b)
Abbildung 2.16: Durchschnittliches Dipolmoment µ des SPC/E-P-Wassers jeweils in einer
0,2 A˚ dicken grenzfla¨chenparallelen Schicht als Funktion des mittleren Abstandes z der
Schicht von der na¨chsten Grenzfla¨che. Abha¨ngigkeit des Dipolmomentprofils: (a) von der
Bulk-Konzentration cbulk bei einer Temperatur von 298 K, (b) von der Temperatur T bei
etwa einmolaren Bulk-Lo¨sungen.
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2.4 Diskussion und Schlußfolgerungen
Die in diesem Kapitel vorgestellten Molekulardynamik-Simulationen haben ergeben, daß
bei allen verwendeten Modellen fu¨r wa¨ßrige Kochsalzlo¨sungen im Kontakt mit der
NaCl(001)-Grenzfla¨che zumindest eine schwache selektive Natriumionenadsorption auf-
tritt. Beim SPC/E-P-Wassermodell ist diese Adsorption stark und exotherm. Diese Be-
obachtung steht im Einklang damit, daß NaCl-Partikel in gesa¨ttigter Salzlo¨sung eine
Oberfla¨chenladung mit positivem Vorzeichen besitzen, was Miller et al. [109] experimen-
tell nachgewiesen haben, indem sie die elektrophoretische Beweglichkeit der Partikel im
Ungleichgewicht (d. h. bei Auflo¨sung) mittels Laser-Doppler-Elektrophorese (zur Bestim-
mung kleinster Partikelgeschwindigkeiten) gemessen haben. Die Schlußfolgerungen, die
Ohtaki et al. [103] aus der simulierten Auflo¨sung eines NaCl-Kristalls in Wasser gezogen
haben (vgl. Abschnitt 2.1, S. 170), weisen darauf hin, daß die Wassermoleku¨le selbst dann
die Adsorption der Natriumionen verursachen ko¨nnen, wenn die Natriumionen sta¨rker als
die Chloridionen hydratisiert werden.
Bei der Simulation der Adsorption von Ionen und SPC/E-Wassermoleku¨len an der sau-
beren NaCl(001)-Oberfla¨che (im Vakuum) erhielten Shinto et al. [95] fu¨r die Adsorption
sowohl der Natrium- als auch der Chloridionen an ihren jeweiligen Gegenionen eine Ad-
sorptionsenergie von ungefa¨hr -20 kJ/mol. Die von ihnen angegebene Adsorptionsenergie
fu¨r Wasser ha¨ngt stark von der Adsorptionsstelle auf der Oberfla¨che ab und betra¨gt ca.
-10 kJ/mol an einem Chloridion bzw. -43 kJ/mol an einem Natriumion [104]. Auch das
SPC/E-P-Wasser von Sto¨ckelmann (et al.) [27, 74] wird bevorzugt an den Natriumionen
einer solchen NaCl(001)-Oberfla¨che adsorbiert, und die Autoren bestimmten an dieser
Stelle eine Adsorptionsenergie von -36 kJ/mol. Diese Zahlen weisen darauf hin, daß an
den Chloridionen der NaCl(001)-Oberfla¨che die Adsorption der Natriumionen gegenu¨ber
der Wasseradsorption begu¨nstigt wird und daß an den Oberfla¨chennatriumionen die Was-
seradsorption gegenu¨ber derjenigen der Chloridionen bevorzugt wird. Die Zahlen passen
auch zu der Hydratationsstruktur, die bei Simulation kondensierter Wasserphasen an der
NaCl(001)-Grenzfla¨che mit dem SPC/E- [104] bzw. SPC/E-P-Modell [27] beobachtet wor-
den ist: Die Sauerstoffatome der ersten Hydratationsschicht befinden sich in beiden Fa¨llen
nahe an den Natriumionen des Kristalls.
Bei kondensierten wa¨ßrigen Phasen im Kontakt mit der NaCl(001)-Grenzfla¨che verha¨lt
sich die Ionenadsorption jedoch nicht analog zur Adsorption an der sauberen Oberfla¨che.
Beispielsweise ist das von Shinto et al. fu¨r Natrium- und Chloridionen in SPC/E-Wasser an
der NaCl(001)-Grenzfla¨che erhaltene (ungemittelte) Potential der mittleren Kraft (PMF)
im allg. viel gro¨ßer als die potentielle Energie der Ionen beim entsprechenden Abstand
von der sauberen Oberfla¨che [95]. Das PMF der adsorbierten Natriumionen ist sogar po-
sitiv, und das PMF der Natriumionen besitzt Energiebarrieren von etwa 10 kJ/mol, die
in der Potentialkurve der Natriumionen an der sauberen Oberfla¨che nicht vorkommen,
was den Einfluß der Hydratationsschichten unterstreicht. Hier ist zu bemerken, daß die
im Rahmen der vorliegenden Arbeit berechneten durchschnittlichen PMFs der Ionen im
allg. unterhalb der von Shinto et al. bestimmten (und von ihnen auch als
”
Profile der
Freien Energie“ bezeichneten) PMFs liegen. Shinto et al. [95] haben ihre PMFs jeweils
durch Integration der auf ein gelo¨stes Ion wirkenden Kraft entlang einer Senkrechten zur
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Grenzfla¨che durch ein Gegenion auf der Kristalloberfla¨che ermittelt, wa¨hrend die durch-
schnittlichen PMFs dieser Arbeit aus u¨ber grenzfla¨chenparallele Schichten gemittelten
Ionendichteprofilen berechnet worden sind (siehe Abschnitt 1.9.2). Stefanovich et al. [108]
haben die Adsorption von Natrium- und Chloridionen sowie von Wassermoleku¨len so-
wohl an der NaCl(001)-Grenzfla¨che im Kontakt mit einem dielektrischen Kontinuum als
Wassermodell als auch an der sauberen NaCl(001)-Oberfla¨che untersucht, und sie haben
im Falle der kondensierten Wasserphase viel kleinere Absolutbetra¨ge fu¨r die Adsorpti-
onsenergie als im anderen Falle erhalten. Die Verfasser sind zu dem Schluß gekommen,
daß an der NaCl(001)-Wasser-Grenzfla¨che adsorbierte Wassermoleku¨le eher hydratisier-
ten Moleku¨len, die durch die Grenzfla¨che gesto¨rt werden, als an der sauberen Oberfla¨che
adsorbierten Wassermoleku¨len, die durch die wa¨ßrige Phase gesto¨rt werden, entsprechen.
Dennoch ermo¨glichen die Unterschiede zwischen dem SPC/E-Wassermodell und seiner
polarisierbaren Version, dem SPC/E-P-Modell, die folgende Interpretation fu¨r die be-
vorzugte Adsorption der Natriumionen nahe an der Kristalloberfla¨che. Das Wasser wird
ziemlich stark an die Natriumionen des Kristalls gebunden, und die Wasserstruktur wird
unter dieser Randbedingung optimiert, was mit der niedrigen Chloridionenkonzentration
bei Grenzfla¨chenabsta¨nden unterhalb von 4 A˚ im Einklang steht. Wahrscheinlich deformie-
ren die gelo¨sten Natriumionen beim Bestreben, die gu¨nstigen Pla¨tze an den Chloridionen
der Kristalloberfla¨che zu besetzen, die Wasserstruktur nahe der Grenzfla¨che. Die resultie-
rende Spannung wird leichter abgebaut, wenn das Wassermodell zusa¨tzliche Freiheitsgrade
durch Ladungsumverteilung besitzt. Diese Argumentation untermauert auch die Ansicht,
daß ein polarisierbares Modell in stark heterogener Umgebung besser geeignet ist als ein
unpolarisierbares Modell. Jedoch gibt es keine quantitativen experimentellen Daten, mit
denen entschieden werden kann, welches der beiden Wassermodelle die Realita¨t besser
beschreibt. Also sind zur Kla¨rung dieser Frage weitere Experimente und Simulationen
experimentell stabiler Grenzfla¨chen erforderlich.
2.5 Zusammenfassung
Im ersten Teil der vorliegenden Arbeit, der in diesem Kapitel beschrieben wird, sind
chemisch realistische Modelle fu¨r wa¨ßrige Kochsalzlo¨sungen im Kontakt mit kristallinem
Natriumchlorid mittels Molekulardynamik simuliert worden. Insbesondere die strukturel-
len und dynamischen Eigenschaften der gelo¨sten Ionen werden charakterisiert. Hier stellt
sich auch die Frage nach der Bedeutung der Wasserpolarisation.
Die Grenzfla¨cheneigenschaften von Alkalihalogenidpartikeln in ihrer gesa¨ttigten Lo¨sung
besitzen erhebliche technische Bedeutung, z. B. bei der industriellen Trennung von
Natrium- und Kaliumchlorid durch Flotation. Da atmospha¨rische Meersalzpartikel zum
großen Teil aus Natriumchlorid bestehen und in einigen Fa¨llen wasserbedeckte Kristal-
le bilden, spielt die Grenzfla¨che zwischen NaCl-Kristall und wa¨ßriger Phase auch in der
Umweltchemie eine Rolle.
Die im Rahmen dieser Arbeit simulierten heterogenen Systeme bestehen jeweils aus ei-
nem Kochsalzkristall mit beweglichen Ionen sowie einer wa¨ßrigen Phase, und jede Grenz-
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fla¨che wird durch eine NaCl(001)-Schicht gebildet. In den meisten Fa¨llen handelt es sich
bei der wa¨ßrigen Phase um eine Kochsalzlo¨sung unterschiedlicher Konzentration, wird
das Wasser durch das polarisierbare SPC/E-P-Modell mit variablen Partialladungen be-
schrieben und betra¨gt die Simulationstemperatur 298 K. Aber in zwei Fa¨llen wird bei
erho¨hter Temperatur simuliert, und in jeweils einem Fall besteht die wa¨ßrige Phase aus
reinem SPC/E-P-Wasser bzw. aus einer Kochsalzlo¨sung, die mit dem unpolarisierbaren
SPC/E-Wassermodell behandelt wird. Unabha¨ngig vom eingesetzten Wassermodell wer-
den stets dieselben Ion-Ion-Wechselwirkungen sowie dieselben an das SPC/E-P-Modell
angepaßten Ion-Wasser-Wechselwirkungen benutzt. Hier werden nur Fa¨lle, in denen sich
die NaCl(001)-Grenzfla¨che im Kontakt mit der wa¨ßrigen Phase als metastabil erweist,
betrachtet. Die in den Simulationen der vorliegenden Arbeit erhaltene Dichte wa¨ßriger
NaCl-Lo¨sungen (in der Bulk-Phase) stimmt bei 298 K und 1 bar sehr gut mit dem jewei-
ligen experimentellen Wert u¨berein.
Die Verteilung der gelo¨sten Natrium- und Chloridionen senkrecht zur NaCl(001)-
Grenzfla¨che wird durch Dichteprofile und daraus berechnete durchschnittliche Potentiale
der mittleren Kraft (PMFs) charakterisiert. Mit dem SPC/E-P-Wassermodell wird un-
tersucht, wie die Dichteprofile und durchschnittlichen PMFs der Ionen bei 298 K von der
Salzkonzentration in der Bulk-Phase und wie sie im Falle etwa einmolarer Bulk-Lo¨sungen
von der Temperatur abha¨ngen. Mit dem SPC/E-Wassermodell werden die Ionendichte-
profile und zugeho¨rigen durchschnittlichen PMFs fu¨r ein System bei 298 K ermittelt.
Zum Vergleich werden auch die Dichteprofile der Sauerstoff- und Wasserstoffatome der
Wassermoleku¨le sowie in einigen Fa¨llen auch deren durchschnittliche PMFs bestimmt. Di-
polmomentprofile der SPC/E-P-Wassermoleku¨le werden in Abha¨ngigkeit von der Salzkon-
zentration in der Bulk-Lo¨sung und von der Temperatur ermittelt. Alle folgenden Gro¨ßen
der Ionen in der Na¨he der Grenzfla¨che und in der Bulk-Phase werden mit dem SPC/E-P-
Modell bei 298 K berechnet. Zweidimensionale radiale Verteilungsfunktionen dienen zur
Charakterisierung der Ionenverteilung parallel zur NaCl(001)-Grenzfla¨che. Die Hydratati-
onszahlen der Ionen (insbesondere der Natriumionen) werden unter Beru¨cksichtigung der
radialen Verteilungsfunktion zwischen den jeweiligen Ionen und den Sauerstoffatomen der
Wassermoleku¨le gewonnen. Die Beweglichkeit der Ionen senkrecht zur Grenzfla¨che wird
durch die Ionenaufenthaltszeit in du¨nnen grenzfla¨chenparallelen Schichten, diejenige par-
allel zur Grenzfla¨che durch den Diffusionskoeffizienten der zweidimensionalen Bewegung
beschrieben.
Bei allen im Rahmen der vorliegenden Arbeit simulierten heterogenen Systemen ist
beobachtet worden, daß die Natriumionen der Salzlo¨sung selektiv an der NaCl(001)-
Grenzfla¨che adsorbiert werden. Beim Einsatz des SPC/E-P-Wassermodells ist diese Na-
triumionenadsorption stark und exotherm. Dieser Natriumionenadsorption entspricht die
experimentelle Beobachtung, daß Natriumchloridpartikel in ihrer gesa¨ttigen Lo¨sung eine
positive Oberfla¨chenladung besitzen [109]. Wie in dieser Arbeit gezeigt worden ist, resul-
tiert die Natriumionenadsorption nicht aus direkten Wechselwirkungen der adsorbierten
Ionen mit dem NaCl-Kristall, sondern aus der Struktur der Hydratationsschichten an der
NaCl(001)-Grenzfla¨che. Die Hydratationsstruktur verursacht auch die Feinstruktur, die
in den Ionendichteprofilen und in den Dipolmomentprofilen des SPC/E-P-Wassers zu er-
kennen ist. Werden die mit dem SPC/E- und dem SPC/E-P-Wassermodell erhaltenen
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Dichteprofile miteinander verglichen, so wird klar, daß kleine Unterschiede in der Wasser-
struktur zu großen Unterschieden in den Ionenverteilungen fu¨hren ko¨nnen. Insbesondere
das Natriumionendichteprofil wird stark durch die Wasserpolarisation beeinflußt, obwohl
solch ein großer Effekt in den Dichteprofilen der Sauerstoff- und Wasserstoffatome nicht
auftritt. Die bei 298 K mit dem SPC/E-P-Wassermodell erhaltenen, auf die Konzentra-
tion der Bulk-Phase normierten Dichteprofile der Natriumionen ha¨ngen kaum von der
Bulk-Konzentration ab, d. h. allein die Hydratationsstruktur bestimmt die Natriumionen-
dichteprofile. Dagegen werden die entsprechenden Dichteprofile der Chloridionen signifi-
kant von der Bulk-Konzentration beeinflußt, was auf die Bedeutung der elektrostatischen
Wechselwirkungen hinweist, auch wenn die Feinstruktur der Chloridionendichteprofile aus
der Hydratationsstruktur resultiert. Die durchschnittlichen Potentiale der mittleren Kraft
besitzen in allen Fa¨llen ziemlich kleine Absolutbetra¨ge. Durch die starke Grenzfla¨chen-
adsorption im Falle des SPC/E-P-Wassers wird die Beweglichkeit der Natriumionen ins-
besondere senkrecht zur Grenzfla¨che sehr stark verringert, wa¨hrend die Chloridionenbe-
weglichkeit in geringerem Maße mit dem Grenzfla¨chenabstand variiert. Die adsorbier-
ten Natriumionen diffundieren parallel zur Grenzfla¨che, aber nicht die grenzfla¨chennahen
Chloridionen. Dies ist wohl darauf zuru¨ckzufu¨hren, daß die erste Hydratationsschicht,
deren Wasser-Sauerstoffatome sich an den Natriumionen der Kristalloberfla¨che befinden,
durch die Diffusion der gelo¨sten Natriumionen, die sich an den
”
Zwischengitterpla¨tzen“ der
Hydratationsstruktur nahe den Chloridionen der Kristalloberfla¨che aufhalten, nicht all-
zustark gesto¨rt wird, wa¨hrend diffundierende Chloridionen mit Wasser-Sauerstoffatomen
um die Positionen an den Kristallnatriumionen konkurrieren.
Da sich beim Einsatz des SPC/E-P-Wassermodells die an der NaCl(001)-Grenzfla¨che
adsorbierten Natriumionen in der ersten bzw. zwischen der ersten und zweiten Hydra-
tationsschicht aufhalten, ko¨nnen sich keine Wassermoleku¨le zwischen den adsorbierten
Natriumionen und den Kristallionen befinden. Ferner wird die durchschnittliche Hydra-
tationszahl der Natriumionen durch die Adsorption fast um eins erniedrigt. Trotzdem
kann die Adsorption der Natriumionen nicht als partielle Kristallisation infolge direkter
Wechselwirkungen zwischen den adsorbierten und den Kristallionen angesehen werden,
denn die Anordnung der wenigen grenzfla¨chennahen Chloridionen paßt besser als dieje-
nige der vielen adsorbierten Natriumionen zur Kristallstruktur von NaCl, was in zwei-
dimensionalen radialen Verteilungsfunktionen zu erkennen ist. Wird die Wechselwirkung
von Natrium- und Chloridionen sowie von SPC/E- und SPC/E-P-Wassermoleku¨len mit
einer sauberen NaCl(001)-Oberfla¨che im Vakuum betrachtet, so kann aus Literaturda-
ten [95, 104, 27, 74] geschlossen werden, daß an den Natriumionen der Kristalloberfla¨che
bevorzugt Wassermoleku¨le statt Chloridionen und an den Kristallchloridionen selektiv
Natriumionen statt Wassermoleku¨le gebunden werden. Dennoch kann die Natriumionen-
adsorption an der NaCl(001)-Grenzfla¨che im Kontakt mit einer wa¨ßrigen Lo¨sung nicht
erkla¨rt werden, ohne die Hydratationsschichten zu beru¨cksichtigen. Schließlich kann die
Ionenadsorption an der NaCl(001)-Grenzfla¨che zu einer kondensierten wa¨ßrigen Phase
nicht unmittelbar mit der Ionenadsorption an der NaCl(001)-Oberfla¨che im Vakuum ver-
glichen werden; z. B. kann das (durchschnittliche) Potential der mittleren Kraft der Ionen
in der wa¨ßrigen Lo¨sung an der NaCl(001)-Grenzfla¨che nicht mit der potentiellen Energie
der Ionen im Vakuum an der NaCl(001)-Oberfla¨che identifiziert werden.
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Man kann sich fragen, wie die Hydratationsschichten aus SPC/E- bzw. SPC/E-P-
Wassermoleku¨len an der NaCl(001)-Grenzfla¨che die unterschiedliche Natriumionenvertei-
lung im Detail bewirken. Die Struktur und Dynamik des Wassers in den Hydratations-
schichten, in der Hydrathu¨lle der Natriumionen und in der Bulk-Phase ko¨nnen hinsicht-
lich dieser Frage analysiert werden. Allerdings ist es nur sinnvoll, stark vom verwendeten
Wassermodell abha¨ngige Eigenschaften detailliert zu untersuchen, wenn die betreffenden





3.1.1 Membranverfahren zur Stofftrennung
Nicht nur in der pra¨parativen Chemie, d. h. bei der Darstellung reiner Substanzen im
Labormaßstab, spielt die Auftrennung von Stoffgemischen eine wesentliche Rolle, sondern
auch in der chemischen Technologie und in der analytischen Chemie werden Stofftrennun-
gen im sehr großen bzw. kleinen Maßstab durchgefu¨hrt. In der belebten Natur bewirken
biologische Membranen (z. B. Zellwa¨nde), die verschiedene Stoffe selektiv von einer Phase
auf der einen Membranseite in die Phase auf der anderen Membranseite transportieren,
daß Stoffe getrennt werden bzw. bleiben. Wa¨hrend biologische Stoffwechselvorga¨nge von
Membranen dominiert werden, beru¨hren sich die verschiedenen Phasen bei den allermei-
sten technischen Trennvorga¨ngen direkt [139]. So stehen z. B. das Gas und die Flu¨ssigkeit
bei der Destillation unmittelbar miteinander in Kontakt. Dasselbe gilt fu¨r die beiden
Phasen bei Extraktionen sowie fu¨r die flu¨ssige und feste Phase bei der Kristallisation.
Die Tatsache, daß Destillationen und andere konventionelle Trennverfahren mit energiein-
tensiven Phasenumwandlungen verbunden sind, bedeutet, daß insbesondere viele Trenn-
operationen in der petrochemischen Grundstoffindustrie sehr energieaufwendig sind. Im-
merhin fallen bei der Trennung gasfo¨rmiger und flu¨ssiger Mischungen mehr als die Ha¨lf-
te der Energiekosten in der chemischen Industrie an [140]. Gemische aus Flu¨ssigkeiten
mit geringen Siedepunktsdifferenzen (z. B. die isomeren Xylole und Benzol-Cyclohexan-
Mischungen) ko¨nnen nur mit extrem großem Aufwand durch Destillation getrennt wer-
den, und dies ist bei Azeotropen mit gleicher Zusammensetzung von Gas- und Flu¨ssig-
phase u¨berhaupt nicht mo¨glich, so daß energieaufwendige und teure Alternativwege be-
schritten werden [141]. So werden z. B. die Xylolisomere durch fraktionierte Tieftem-
peraturkristallisation getrennt [140], wobei hohe Ku¨hlkosten entstehen. Die industrielle
Aromaten-Aliphaten-Trennung erfolgt durch Extraktivdestillation mit einer großen Men-
ge eines Tetraethylenglycol-Wasser-Gemisches als Schleppmittel [140]. Extraktiv- und
1In diesem Kapitel wird der Stand der Forschung im Jahre 2005 dargestellt, ohne daß neuere Arbeiten
anderer Autoren beru¨cksichtigt werden.
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Azeotropdestillationen zeichnen sich nicht nur durch einen relativ großen Aufwand aus,
sondern mit ihnen sind auch besondere Risiken verbunden, denn die verwendeten Hilfs-
stoffe, die Schleppmittel, ko¨nnen die Produkte verunreinigen und die Umwelt belasten
[142, 141]. Auch die Reindarstellung von Gasen (wie z. B. der Grundchemikalien Sauer-
stoff, Stickstoff, Ammoniak, Ethen und Propen) durch Tieftemperaturdestillation oder
durch Adsorptions- und Waschverfahren ist sehr aufwendig [143], vor allem im Falle der
Trennung von Gemischen aus Alkanen und Alkenen mit geringen Siedepunktsdifferenzen
[140].
Viele Stoffgemische ko¨nnen mittels Membranen einfacher als mit den konventionellen Ver-
fahren getrennt werden. Unter Membranen versteht man in diesem Zusammenhang teil-
durchla¨ssige Trennmedien, die den Transport einzelner Mischungskomponenten zwischen
zwei Phasen selektiv behindern [139, 144]. Bei Membrantrennverfahren wird ein fluides
(flu¨ssiges oder gasfo¨rmiges) Ausgangsgemisch in eine durch die Membran hindurchtreten-
de Fraktion, das Permeat, und eine zuru¨ckgehaltene Fraktion, das Retentat, aufgetrennt.
Die Differenz zwischen den chemischen Potentialen einzelner oder aller Komponenten
in den beiden Phasen, die den Stofftransport durch die Membran antreibt, kann u. a.
aus Unterschieden in den Konzentrationen oder (Partial-)Dru¨cken in den beiden Phasen
resultieren. Die Trennwirkung einer Membran beruht darauf, daß die Transportgeschwin-
digkeit einer jeden Komponente nicht nur von der a¨ußeren Triebkraft, sondern auch von
der Konzentration und Teilchenbeweglichkeit der jeweiligen Komponente in der Mem-
bran abha¨ngen. Neben anorganischen Materialien (z. B. keramischem Aluminiumoxid)
und modifizierten natu¨rlichen Polymeren (wie Cellulose) dienen hauptsa¨chlich ku¨nstlich
hergestellte Polymere wie Silikone, Polyvinylalkohol, Polyethersulfone und Polyimide als
Festko¨rpermembranen [139, 144, 145, 146, 147, 140]. Membrantrennverfahren erfordern
im allg. keine energieintensiven Phasenumwandlungen. Deshalb sind sie unabha¨ngig von
Phasengleichgewichten wie dem Gas-Flu¨ssigkeits-Gleichgewicht, das jeder Destillation zu-
grunde liegt, so daß Membranverfahren insbesondere bei der Trennung von Azeotropen
und von Komponenten mit geringen Siedepunktsdifferenzen vorteilhaft sind [141, 142].
Auch zur Trennung thermisch empfindlicher Verbindungen eignen sich Membranverfah-
ren besonders.
Der Stoffdurchtritt durch eine Membran, die Permeation, kann in Abha¨ngigkeit von der
Mikrostruktur der Membran durch zwei Mechanismen als Grenzfa¨lle beschrieben wer-
den: das Porenflußmodell fu¨r poro¨se Membranen und das Lo¨sungs-Diffusions-Modell fu¨r
(nicht-poro¨se bzw. dichte) Lo¨slichkeitsmembranen [139, 144, 148]. Durch poro¨se Mem-
branen ko¨nnen nur Teilchen, die kleiner als die (statischen) Poren sind, hindurchtreten,
wa¨hrend gro¨ßere Teilchen zuru¨ckgehalten werden; d. h. das Porenflußmodell beschreibt
eine Trennung nach Teilchengro¨ße durch einen Siebeffekt. Dies stellt eine Erweiterung
der klassischen Filtration von Suspensionen auf Bereiche kleinerer Partikelgro¨ßen dar
(z. B. Mikro-, Ultra- und Nanofiltration). Im Gegensatz dazu lo¨sen sich die zu trennen-
den Komponenten in einer Lo¨slichkeitsmembran (z. B. einer homogenen Polymerschicht)
wie in einer Flu¨ssigkeit und bewegen sich durch Diffusion fort. Die Membranhohlra¨ume,
in denen sich die gelo¨sten Teilchen befinden, besitzen molekulare Gro¨ßenordnung und
vera¨ndern sich durch die Schwingungen der Membranteilchen (z. B. der Polymersegmen-
te) sta¨ndig. Der Lo¨sungs-Diffusions-Mechanismus umfaßt also drei Schritte: erstens den
3.1. EINLEITUNG 209
Stoffu¨bergang von der Ausgangsmischung in die Membran (Absorption), zweitens die
Diffusion der gelo¨sten Teilchen durch die Membran und drittens den Stoffu¨bergang von
der Membran ins Permeat (Desorption ggf. unter Verdampfung flu¨ssiger Komponenten).
Die Trennwirkung einer dichten Membran beruht somit auf unterschiedlichen Lo¨slichkei-
ten und Diffusionsgeschwindigkeiten der einzelnen Komponenten in der Membran, so daß
auch Teilchen a¨hnlicher Gro¨ße getrennt werden ko¨nnen. Da große Permeationsraten nur
bei hoher Lo¨slichkeit der durchtretenden Komponente(n) in der Membran erhalten wer-
den ko¨nnen, eignen sich polare (hydrophile) Membranen (z. B. aus Polyvinylalkohol) gut
zur Wasserabtrennung aus Lo¨sungsmittelgemischen und hydrophobe Membranen (z. B.
aus Silikonen) gut zur Entfernung organischer Bestandteile aus wa¨ßrigen Phasen. Der
Einsatz von Lo¨slichkeitsmembranen zur Stofftrennung konkurriert mit konventionellen
thermischen Trennverfahren wie Destillation, Verdampfung, Kondensation, Extraktion
und Kristallisation.
Die gebra¨uchlichen Membrantrennverfahren werden u. a. in Lit. [139, 144, 148] behan-
delt. Hier sollen nur vier auf Lo¨slichkeitsmembranen basierende Verfahren vorgestellt
werden: na¨mlich die Umkehrosmose, die Dialyse, die Pervaporation und die Gaspermeati-
on. Der Einsatz der Umkehrosmose bei der Meerwasserentsalzung und der Dialyse bei der
Blutwa¨sche nierenkranker Menschen ist bereits voll etabliert. Mit der Umkehrosmose kann
das reine Lo¨sungsmittel aus Lo¨sungen niedermolekularer Substanzen gewonnen werden.
Dabei werden die Lo¨sung und das reine Lo¨sungsmittel durch eine semipermeable (fu¨r das
Lo¨sungsmittel viel besser als fu¨r die gelo¨sten Stoffe durchla¨ssige) Membran voneinander
getrennt. Da auf die Lo¨sung ein ho¨herer als der osmotische Druck ausgeu¨bt wird, stro¨mt
das Lo¨sungsmittel entgegen der Osmose aus der Lo¨sung ins reine Lo¨sungsmittel. Die Dia-
lyse dient zur Abtrennung niedermolekularer Stoffe aus makromolekularen Lo¨sungen und
Suspensionen, die durch eine Membran von einer flu¨ssigen Aufnehmerphase getrennt wer-
den. Dabei diffundieren niedermolekulare Substanzen schneller als hochmolekulare durch
die Membran. Als Triebkraft der Permeation dienen Konzentrationsdifferenzen zwischen
beiden Flu¨ssigkeiten. Bei der Blutwa¨sche werden Giftstoffe aus dem Blut der Patien-
ten (z. B. Harnstoff) in eine physiologische Salzlo¨sung transportiert, aber hochmolekulare
Stoffe wie Zucker und Proteine werden zuru¨ckgehalten. Ende der 1990er Jahre entfiel u. a.
wegen der Blutwa¨sche etwa die Ha¨lfte des mit Membrantrennungen erzielten Umsatzes
auf den medizinischen Bereich [145].
Bei der Pervaporation, die zur Trennung von Flu¨ssigkeiten dient, wird das Permeat bei der
Desorption aus der Membran ins Vakuum oder in einen Tra¨gergasstrom verdampft. Sie
ist also im Gegensatz zu den anderen Membranverfahren mit einem Phasenu¨bergang ver-
bunden: Die Membran absorbiert die durchtretende(n) Komponente(n) aus einer Flu¨ssig-
phase und gibt sie an eine Gasphase ab. Die Entwa¨sserung organischer Flu¨ssigkeiten (vor
allem Ethanol und 2-Propanol) mittels hydrophiler Membranen (hauptsa¨chlich aus ver-
netztem Polyvinylalkohol), die seit Mitte der 1980er Jahre kommerziell betrieben wird,
stellt die erste großindustrielle Anwendung der Pervaporation dar und ist (zumindest bis
2003) die wichtigste Anwendung geblieben [142]. Im industriellen Maßstab werden nur
zwei flu¨ssige organische Mischungen durch Pervaporation mittels kommerziell erha¨ltlicher
Polymermembranen getrennt (Stand: 2003), na¨mlich Cyclohexan-Benzol-Gemische sowie
Mischungen aus Methanol und Methyl-tert.-butylether (MTBE) [142]. Die in Lit. [141]
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ausfu¨hrlich behandelte Methanol-MTBE-Trennung besitzt erhebliche wirtschaftliche Be-
deutung, denn MTBE, das dem Benzin als Antiklopfmittel zugesetzt wird, wird technisch
aus Isobuten und Methanol im U¨berschuß hergestellt, und Methanol und MTBE bilden ein
Azeotrop. Die konventionelle Methanol-MTBE-Trennung durch aufwendige Destillation,
Brechen des Azeotrops durch Wa¨sche mit Wasser und eine weitere Destillation zur Me-
thanolru¨ckgewinnung stellt einen der schwierigsten Prozesse in der chemischen Industrie
dar.
Bei der Gaspermeation wird ein Gemisch verschiedener Gase mittels einer Druckdifferenz
teilweise durch eine Membran gepreßt, d. h. die Partialdruckdifferenz der membranga¨ngi-
gen Komponente(n) bildet die Triebkraft fu¨r die Permeation. Die Entfernung von Kohlen-
dioxid, Wasserdampf, Schwefeldioxid, Schwefelwasserstoff und anderen Verunreinigungen
aus Erdgas durch Gaspermeation (u. a. mittels Membranen aus unvernetztem Polyimid)
ist in der Praxis bereits gut etabliert [140]. Dadurch kann auch das Kohlendioxid, das bei
der tertia¨ren Erdo¨lfo¨rderung im u¨berkritischen Zustand in die Quellen eingeleitet wird,
aus dem Erdgas, das bei der Entspannung des Erdo¨ls freigesetzt wird, zuru¨ckgewonnen
werden, so daß dieses Erdgas in eine Pipeline eingespeist werden kann und nicht am Ort
der O¨lfo¨rderung verbrannt zu werden braucht [146, 140]. Auch Wasserstoff wird indu-
striell mittels Gaspermeation mit Polymermembranen aus verschiedenen Gasmischungen
abgetrennt. Schließlich begann die kommerzielle Nutzung der Membrantechnologie 1979
mit der Wasserstoffru¨ckgewinnung aus den Produktgasstro¨men der Ammoniak- und der
Oxosynthese [143]. Die Luftzerlegung mittels Gaspermeation wird zur Darstellung sauer-
stoffangereicherter Luft (fu¨r medizinische Zwecke) und reinen Stickstoffs (als Schutzgas
gebraucht) im großen Maßstab durchgefu¨hrt [140]. Weiterhin werden Benzinda¨mpfe in
Tanklagern und Umfu¨llstationen aus der Luft, die den Tanks bei der Wiederbefu¨llung
entweicht, mittels Gaspermeation zuru¨ckgewonnen [139, 145].
Jedes Membrantrennverfahren nach dem Lo¨sungs-Diffusions-Mechanismus erfordert eine
geeignete (Polymer-)Membran, so daß Membrantrennungen in vielen Fa¨llen erst durch
Entwicklung von (speziellen) Polymermembranen mit der jeweiligen Trennaufgabe ange-
paßten Eigenschaften ermo¨glicht werden [144]. Die wichtigsten Gro¨ßen zur Charakteri-
sierung einer Trennmembran sind ihre Permeabilita¨t und Selektivita¨t. Unter Permeabi-
lita¨t versteht man die Durchla¨ssigkeit der Membran, d. h. das Verha¨ltnis aus dem Per-
meatfluß durch die Membran (durchtretende Substanzmenge je Membranfla¨che und Zeit)
zur Triebkraft der Permeation (z. B. Druck- oder Konzentrationsdifferenz zwischen Aus-
gangsgemisch und Permeat im Verha¨ltnis zur Membrandicke). Mit Selektivita¨t wird die
Trenngu¨te der Membran, also das Verha¨ltnis der Permeabilita¨t der leicht membranga¨ngi-
gen Substanz(en) zu derjenigen der im wesentlichen zuru¨ckgehaltenen Komponente(n),
bezeichnet. Je gro¨ßer die Permeabilita¨t und die Selektivita¨t sind, desto besser ist die
Membran fu¨r die jeweilige Stofftrennung geeignet. Wird jedoch ein Membranmaterial fu¨r
eine bestimmte Trennaufgabe variiert, so zeigt sich in der Praxis, daß eine große Selek-
tivita¨t nur bei kleiner bis mittlerer Permeabilita¨t und eine große Permeabilita¨t nur bei
kleiner bis mittlerer Selektivita¨t erreicht werden kann [143]. Da in vielen Fa¨llen nicht genau
bekannt ist, wie die chemische Struktur eines Polymers die Stofftrenneigenschaften einer
aus dem Polymer hergestellten Membran beeinflußt, mu¨ssen Membranmaterialien ha¨ufig
mit aufwendigen Experimenten optimiert werden [143]. So wird z. B. in Lit. [149] beschrie-
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ben, wie der Zusammenhang zwischen der chemischen Struktur bestimmter Polymere und
den Gastrenneigenschaften aus ihnen hergestellter Membranen untersucht wird, indem ei-
nige Poly(etherketon)e mit bestimmten Strukturmerkmalen dargestellt werden und die
Permeabilita¨t aus ihnen hergestellter Membranen fu¨r Sauerstoff, Stickstoff, Kohlendioxid
und Methan gemessen wird. Sowohl die Absorption niedermolekularer Teilchen durch eine
Polymermembran als auch die Diffusion der Teilchen in der Membran werden nicht nur
durch die Wechselwirkungen zwischen dem Gelo¨sten und dem Polymer bestimmt, son-
dern auch durch das sich stetig vera¨ndernde Volumen, das wegen der Konformationsein-
schra¨nkungen nicht durch Polymerketten ausgefu¨llt wird [141, 140]. Fu¨r dieses sogenannte
”
freie Volumen“ existiert zwar keine allgemein anerkannte genaue Definition, aber dieser
semiquantitative Begriff erweist sich bei der Interpretation der Kettenbeweglichkeit und
Permeabilita¨t von Polymeren als nu¨tzlich [150]. Experimentell kann die Verteilung des
”
freien Volumens“ im Polymer (also die Gro¨ßenverteilung der
”
Lo¨cher“ von molekularer
Gro¨ßenordnung) durch Positronen-Lebensdauer-Spektroskopie und durch Tieftempera-
tursorption von Stickstoff ermittelt werden. Bei Permeationsversuchen besitzen Edelgase
mehrere Vorteile, denn diese chemisch inerten Gase wechselwirken nur schwach mit den
Membranpolymeren, und sie besitzen sehr verschiedene Atomgro¨ßen. Solche Experimente
haben z. B. ergeben, daß die Permeabilita¨t du¨nner Membranen aus Polyethylenterephtha-
lat oder gestrecktem Polypropylen fu¨r Helium und Neon nicht vom Gasdruck abha¨ngt, daß
aber die Permeabilita¨t im Falle des gestreckten Polypropylens fu¨r Argon und vor allem
fu¨r Krypton und Xenon mit wachsendem Druck zunimmt [151]. Diese Druckabha¨ngigkeit
wird mit einer Art Kapillarkondensation der schwereren Edelgase im
”
freien Volumen“
des Polymers und der daraus resultierenden ho¨heren Lo¨slichkeit erkla¨rt.
Ein weiteres Problem der Membrantrennverfahren besteht darin, daß viele Polymermem-
branen von den zu trennenden (insbesondere flu¨ssigen organischen) Mischungen angegrif-
fen, d. h. gequollen oder gar aufgelo¨st werden. Durch Membranquellung wird zwar die
Permeabilita¨t erho¨ht, aber die Selektivita¨t drastisch verringert [142, 141, 140]. Deshalb
mu¨ssen solche Membranen stabilisiert werden. Dazu werden die Polymerstra¨nge durch
Einfu¨hrung zusa¨tzlicher (vor allem kovalenter) Bindungen miteinander verknu¨pft, so daß
ein dreidimensionales Netzwerk entsteht [142]. Solch eine chemische Vernetzung wird z. B.
bei Polyvinylalkohol und Polydimethylsiloxan eingesetzt [145]. Dadurch werden jedoch das
”
freie Volumen“ im Polymer sowie die Lo¨slichkeit und Diffusionsgeschwindigkeit kleiner
Moleku¨le in der Membran verringert, so daß die Permeabilita¨t sinkt [141]. Aus diesem
Grund wird auch mit Polymergemischen und mit der Polymerfixierung auf anorganischen
Tra¨gern (siehe z. B. [147]) experimentiert. Bei Trennungen von Gasen (wie z. B. Sauer-
stoff, Stickstoff, Kohlendioxid und Methan) zeichnen sich bestimmte unvernetzte Polyimi-
de als Membranmaterial durch ihre mechanische und thermische Stabilita¨t sowie durch
relativ große Permeabilita¨t und Selektivita¨t aus [147]. Jedoch quellen und plastifizieren
Polyimide, sobald sie
”
ho¨heren“ Kohlenwasserstoffen wie Propan und Propen oder unter
hohem Druck stehendem Kohlendioxid ausgesetzt werden; durch Aromaten werden sie
z. T. sogar aufgelo¨st. Wie Staudt-Bickel [140] weiter darlegt, sind kovalent vernetzte Po-
lyimidmembranen quellungsresistent, so daß mit ihnen auch Mischungen aus Propan und
Propen, Kohlendioxid-Methan-Gemische unter hohem Druck und aromatenhaltige Mi-
schungen (z. B. Benzol/Cyclohexan) im kommerziellen Maßstab getrennt werden ko¨nnen.
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Kovalente Polymernetzwerke stellen also ein vielversprechendes, wenn auch im Detail bis-
her unverstandenes Material fu¨r Trennmembranen dar. Die Simulation mathematischer
Modelle solcher Netzwerke stellt einen Ansatz zum Versta¨ndnis dieser Substanzen dar.
In der analytischen Chemie werden Membranen hauptsa¨chlich zur Substanztrennung
bei der Probenvorbereitung eingesetzt; du¨nne Polymerschichten ko¨nnen aber auch als
Meßfu¨hler (chemische Sensoren) dienen (s. u.) [152]. Die in der Spurenanalytik (z. B. Um-
weltanalytik) erforderliche Probenvorbereitung umfaßt die Isolierung bzw. Anreicherung
der zu bestimmenden Substanzen, der Analyte, vor ihrem instrumentellen Nachweis. Ver-
schiedene Membrantrennverfahren, die mit den u¨blichen Trenn- und Detektionsmethoden
der analytischen Chemie (wie der Gas- und Flu¨ssigkeitschromatographie sowie der Mas-
senspektrometrie) gekoppelt werden, werden im U¨bersichtsartikel [152] sehr ausfu¨hrlich
behandelt. Beispielsweise permeieren die Analyte bei der Gasdiffusionstrennung eine in-
erte (und folglich inselektive) Membran im gasfo¨rmigen Zustand. Dabei werden sowohl
poro¨se als auch nicht-poro¨se, sowohl hydrophobe als auch hydrophile Membranen (z. B.
nicht-poro¨se hydrophobe Membranen aus Silikongummi) eingesetzt. Die zu extrahierende
Phase und das Extraktionsmittel ko¨nnen flu¨ssig oder gasfo¨rmig sein, und die Gasdiffu-
sionstrennung wird u. a. zur Bestimmung von Spurengasen (Schwefeldioxid, Stickoxide,
Ammoniak etc.) in der Luft und zur Messung von Chlor und Ammoniak in wa¨ßrigen
Phasen verwendet. Bei der Dialyse (s. o.), die prima¨r zur Analyse von (Ab-)Wasser und
biologischem Material dient, diffundieren die nachzuweisenden gelo¨sten kleinen Moleku¨le
und Ionen durch eine hydrophile, in Wasser quellbare Membran. Wegen der Inselektivita¨t
der Membran ko¨nnen mehrere Komponenten gleichzeitig bestimmt werden, und der ge-
zielte Nachweis einzelner Komponenten erfordert selektive Detektionsmethoden. Mit Hilfe
der Membranfiltration mit poro¨sen Membranen werden z. B. Aerosole in Luft bestimmt
und wa¨ßrige Lo¨sungen filtriert. In Lit. [153] wird beschrieben, wie organische Verbindun-
gen aus wa¨ßrigen Proben mittels Membranextraktion in ein flu¨ssiges bzw. gasfo¨rmiges
Extraktionsmittel u¨berfu¨hrt werden, so daß sie aus diesem angereichert und dann nach-
gewiesen werden ko¨nnen. Bei der Membranextraktion handelt es sich nach [153] um eine
Extraktion, bei der die beiden Phasen durch eine Polymermembran voneinander getrennt
werden und die Analyte die Membran passieren. Flu¨chtige bis mittelflu¨chtige Verbindun-
gen (z. B. Benzol, Xylole und Phenole) werden aus der wa¨ßrigen Phase in einen Strom aus
gereinigter Luft bzw. in einen Stickstoffstrom u¨berfu¨hrt, wobei sich (unvernetztes) dichtes
Silikongummi sehr gut als Membranpolymer eignet. Dagegen erweist sich solches Silikon
bei der U¨berfu¨hrung mittel- bis schwerflu¨chtiger Analyte (z. B. Tri- bis Hexachlorbenzol)
aus der wa¨ßrigen Phase in Heptan als unbrauchbar, weil (unvernetztes) Silikon durch das
flu¨ssige organische Lo¨sungsmittel angegriffen (gequollen) wird, so daß nicht-poro¨ses Hoch-
druckpolyethylen als Membranmaterial zu bevorzugen ist. Da die Membranextraktion zu-
verla¨ssig (wenige Fehlerquellen) und kostengu¨nstig ist, wird sie als eine vielversprechende
Probenvorbereitungstechnik fu¨r die Analytik wa¨ßriger Proben betrachtet [153].
Vernetzte und unvernetzte Polymerschichten werden in der analytischen Chemie auch
als chemische Sensoren verwendet [154]. Die auf einer inerten Tra¨geroberfla¨che fixier-
te sensitive Schicht wechselwirkt dabei selektiv mit der nachzuweisenden Substanz bzw.
Substanzklasse und a¨ndert ihre physikalischen Eigenschaften in Abha¨ngigkeit von der
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Analytkonzentration in der Probe; z. B. nimmt die Dicke einer Polymerschicht infolge
Quellung bei der Absorption von Fremdmoleku¨len zu. Diese A¨nderung muß in ein elek-
tronisches Signal umgewandelt werden. Dazu wird die Polymerschichtdicke in Lit. [154]
optisch (mittels reflektometrischer Interferenzspektroskopie) gemessen. In anderen Fa¨llen
werden die Lichtabsorption oder die Masse der sensitiven Schicht vermessen. Mit Hilfe ge-
eigneter Sensorsysteme ko¨nnen die Analyte in unvorbehandelten Proben schnell bestimmt
werden. Gegenu¨ber thermischen und chemischen Einflu¨ssen sind Polymerschichten stabi-
ler als hochselektive Biosensoren (wie immobilisierte Enzyme), und die Stabilita¨t wird
durch Vernetzung erho¨ht. Beschrieben wird in Lit. [154] u. a. die Bestimmung von Benzin
in Tankstellenabwa¨ssern mit sensitiven gummiartigen Polysiloxanschichten, die gelo¨ste
Moleku¨le schnell und reversibel sorbieren und desorbieren ko¨nnen. Dabei erfolgt eine ge-
wisse Stofftrennung durch selektive Absorption der Analyte in der Polymerschicht, jedoch
keine Desorption in eine zweite Fluidphase. Die bei vielen Membrantrennverfahren un-
erwu¨nschte Quellung des Polymers bzw. Netzwerks stellt hier den entscheidenden Vorgang
dar.
3.1.2 Experimente zur Netzwerkquellung
In den letzten Jahren ist nicht nur die Quellung von Polymernetzwerken durch Reinstoffe,
sondern auch diejenige durch Mischungen untersucht worden. Bei diesen Experimenten
stellt die relative Volumen- bzw. Massenzunahme des Netzwerks beim Kontakt mit Sub-
stanzen, die zumindest teilweise absorbiert werden, die wichtigste Meßgro¨ße dar. Das
Verha¨ltnis des Volumens bzw. der Masse des gequollenen Netzwerkes, des Gels, zur ent-
sprechenden Gro¨ße desselben Netzwerkes in einem bestimmten Bezugszustand wird als
Quellungsgrad bezeichnet. Als Bezugszustand kann z. B. das (mo¨glichst) lo¨sungsmittel-
freie Netzwerk oder das frisch dargestellte Netzwerk, das noch Synthesereagenzien oder
Lo¨sungsmittel entha¨lt, gewa¨hlt werden.
Bei der Quellung von Polyethylenoxid-Netzwerken mit flu¨ssigem Wasser und Wasserdampf
wird beobachtet, daß der Quellungsgrad mit wachsender Temperatur abnimmt; und das
Phasenverhalten des Lo¨sungsmittels zeigt sich darin, daß die Ableitung des Quellungsgra-
des nach der Temperatur am Siedepunkt des Wassers eine Unstetigkeitsstelle besitzt [155].
Ebenfalls untersucht worden ist, wie das Quellungsverhalten neutraler Polymernetzwerke
auf der Basis von Acrylamid und verschiedenen N-alkylsubstituierten Acrylamiden [156]
sowie entsprechender Polyelektrolytnetzwerke mit Sulfonsa¨uregruppen [157] in Wasser als
Quellungsmittel von der Temperatur abha¨ngt. Polyelektrolytnetzwerke entstehen durch
Einfu¨hrung geladener Gruppen (und der zugeho¨rigen Gegenionen) ins Netzwerk. Wa¨hrend
einige dieser Netzwerke bei tiefen Temperaturen sta¨rker als bei hohen gequollen werden,
wird der Quellungsgrad in anderen Fa¨llen nicht allzusehr von der Temperatur beeinflußt.
Auch durch Zugabe von Salzen und Neutralmoleku¨len zum wa¨ßrigen Quellungsmittel kann
der Quellungsgrad der Hydrogele (der mit Wasser bzw. wa¨ßrigen Lo¨sungen gequollenen
Gele) beeinflußt werden. So werden z. B. bestimmte ungeladene hydrophile Polyacrylamide
in wa¨ßrigen Natriumcitrat- und Natriumacetatlo¨sungen schwa¨cher gequollen als in reinem
Wasser, wa¨hrend dieselben Netzwerke in wa¨ßrigen Kochsalzlo¨sungen und Lo¨sungen ver-
schiedener Zucker (Fructose, Glucose, Saccharose) sta¨rker als in reinem Wasser gequollen
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werden [158]. Dieser bisher nicht verstandene Einfluß gelo¨ster Substanzen auf das Quel-
lungsverhalten von Modellgelen spielt auch bei der Behandlung fester hoch wasserhaltiger
Nahrungsmittel eine Rolle.
Neben Wasser werden auch andere Quellungsmittel verwendet. So ist z. B. das Quel-
lungsverhalten eines vernetzten Copolymerisats aus 80 % Acrylamid und 20 % N-tert.-
Butyl-acrylamid in unterschiedlichen Flu¨ssigkeiten bei Raumtemperatur untersucht wor-
den [156]. Wasser, Ethylenglycol und Dimethylsulfoxid (DMSO) quellen das Copolymeri-
sat mehr als zehnmal so stark wie Methanol, Ethanol, 2-Propanol, Isobutanol, Tetrahydro-
furan und Aceton. Dagegen erweisen sich Wasser, Ethylenglycol und DMSO im Falle von
Poly(N-tert.-butyl-acrylamid)-Netzwerken als schlechtere Quellungsmittel als die anderen
genannten Lo¨sungsmittel [156]. Handelt es sich beim Quellungsmittel um ein Gemisch, so
kann dessen Zusammensetzung die Quellung von Netzwerken in einfacher oder komple-
xer Weise beeinflussen. So wa¨chst z. B. der Quellungsgrad eines Polyelektrolytnetzwerkes
auf der Basis von Polyacrylamid mit Sulfonsa¨uregruppen in Wasser-DMSO-Mischungen
mit steigendem Wasseranteil stetig [157]. Dagegen ha¨ngt der Quellungsgrad vernetzter
Copolymerisate aus 60 % N-tert.-Butyl-acrylamid und ca. 40 % Acrylamid mit oder ohne
einem Sulfonsa¨uremonomer im Kontakt mit Mischungen aus Wasser und DMSO bzw. aus
Wasser und Ethanol in komplexer Weise von der Lo¨sungsmittelzusammensetzung ab, und
Mischungen bestimmter Zusammensetzung quellen die Gele viel weniger als die jeweiligen
Reinstoffe [157]. Die Quellung verschiedener (sich gegenseitig durchdringender) neutraler
und Polyelektrolyt-Netzwerke auf der Basis von Acrylamid und 1-Vinyl-2-pyrrolidon in
Wasser-Aceton-Mischungen wird in Lit. [159] behandelt. Dabei wa¨chst der Quellungsgrad
mit zunehmendem Wasseranteil insbesondere bei den Polyelektrolytnetzwerken stark an.
Ferner ist das Quellungsverhalten von Poly(acryloyl-L-prolinmethylester)-Gelen im Kon-
takt mit Wasser-Alkohol-Gemischen studiert und dabei eine recht komplexe Abha¨ngigkeit
des Quellungsgrades von der Zusammensetzung des Quellungsmittels gefunden worden
[160].
Im Kontakt mit reinem Wasser zeigen viele neutrale Hydrogele ziemlich hohe Quellungs-
grade (oberhalb von zehn bezogen auf das lo¨sungsmittelfreie Netzwerk) [159]. Diese Quel-
lungsgrade ko¨nnen durch den Einbau ionischer Gruppen ins Polymernetzwerk noch stark
vergro¨ßert werden; und je gro¨ßer der Anteil dissoziierbarer Gruppen im entstehenden Po-
lyelektrolytnetzwerk ist, desto gro¨ßer ist der Quellungsgrad bei vergleichbaren Gelen in
Wasser [157]. Im Extremfall werden sogenannte Superabsorber, die sehr viel Flu¨ssigkeit
aufnehmen ko¨nnen und die z. B. fu¨r Windeln verwendet werden, erhalten. Ein schwerwie-
gendes Problem bei vielen Gelquellungsexperimenten besteht darin, daß sich das Quel-
lungsgleichgewicht nur langsam einstellt, so daß die Gele mindestens eine Woche lang und
z. T. sogar bis zu einem Monat im Lo¨sungsmittel gequollen werden mu¨ssen [159, 156, 157].
Deshalb stellt sich die Frage, ob aus der Simulation mathematischer Modelle chemisch
realistischer Netzwerke und Lo¨sungsmittel wichtige Informationen fu¨r die Planung der
Quellungsexperimente gewonnen werden ko¨nnen.
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3.1.3 Simulation von Polymeren und Netzwerken
Ein U¨berblick u¨ber die Modellierung neutraler und ionischer Hydrogele einschließlich ex-
perimenteller Beobachtungen wird in Lit. [161] gegeben. Bei den mathematischen Mo-
dellen wird zwischen makroskopischen Modellen, bei denen die atomistische Struktur der
Materie nicht beru¨cksichtigt wird, und mikroskopischen (atomistischen bzw. molekularen)
Modellen unterschieden. Mechanistisches Versta¨ndnis kann nur mittels molekularer Mo-
delle, die mit rechenzeitintensiven Methoden wie Monte-Carlo- und Molekulardynamik-
Verfahren simuliert werden mu¨ssen, gewonnen werden.
Molekulare Modelle fu¨r die Absorption von Gasen (wie Stickstoff und Sauerstoff) in (un-
vernetzten) glasartigen Polymeren, na¨mlich in bestimmten Polyimiden [162] und Poly-
etheretherketonen [163], sind simuliert worden, weil diese Polymere vielversprechende
Materialien fu¨r nicht-poro¨se Gastrennmembranen darstellen. Dabei sind insbesondere die
Lo¨slichkeiten und Diffusionskoeffizienten der Gase im Polymer bestimmt worden. Die si-
mulierten amorphen Polymere bestehen aus recht starren Ketten und besitzen ziemlich
offene Strukturen mit großem
”
freien Volumen“. Bei den chemisch realistischen Polymer-
modellen (wenn auch nicht bei den Gasmodellen) werden alle Atome explizit beru¨ck-
sichtigt, d. h. das Wechselwirkungspotential ha¨ngt von den Koordinaten jedes einzelnen
Atoms ab, was der Situation bei den Grenzfla¨chensimulationen in Kapitel 2 der vorliegen-
den Arbeit entspricht. Basierend auf der Annahme, daß die Polymerstruktur durch die
Gasabsorption nicht beeinflußt wird, wird jeweils ein unendlich verdu¨nntes Gas (entspre-
chend einem einzigen absorbierten Teilchen) simuliert. Da Gase in glasartigen Polymeren
sehr langsam diffundieren, wird das normale Diffusionsverhalten nicht in der Zeitspan-
ne, die durch Molekulardynamik(MD)-Simulationen abgedeckt werden kann, beobachtet,
so daß Diffusionskoeffizienten nicht unmittelbar aus MD-Simulationen ermittelt werden
ko¨nnen. Deshalb wa¨hlten sowohl Heuchel et al. [162] bei den Polyimiden als auch Tocci et
al. [163] bei den Polyetheretherketonen noch zu Beginn des 21. Jahrhunderts eine andere
Strategie, die hier nur kurz skizziert werden soll:
1. Zuna¨chst wird mit einem sehr aufwendigen Verfahren ein
”
Moleku¨lpackungsmodell“,
eine einzelne vollsta¨ndig a¨quilibrierte Konfiguration, der ungeordneten Polymerkette
erzeugt. Diese Prozedur, bei der auch (tempora¨re) Hilfsmoleku¨le eingesetzt werden,
umfaßt sowohl Koordinatenvariationen zur Verminderung der potentiellen Energie
des Modells (sogenannte
”
Energieminimierung“) als auch Molekulardynamikteile.
2. Danach wird jeweils ein Gasteilchen an vielen verschiedenen Stellen des
”
Mo-
leku¨lpackungsmodells“ eingesetzt, und die Wechselwirkungen des Testteilchens mit
allen Polymerteilchen werden berechnet, was der Geisterteilchen-Methode zur Be-
rechnung des chemischen Exzeßpotentials nach Widom entspricht. Aus den so ge-
wonnenen Daten einer einzigen Konfiguration des amorphen Polymers wird die
Gaslo¨slichkeit bestimmt. Zusa¨tzlich werden die Bereiche des
”
Moleku¨lpackungs-
modells“, in denen das Testteilchen eine niedrige potentielle Energie besitzt, als
”
Lo¨cher“, die zusammen das
”
freie Volumen“ bilden, identifiziert. Zwischen den
”
Lo¨chern“ werden U¨bergangspfade nicht allzuhoher potentieller Energie des Test-
teilchens und zugeho¨rige Sprungwahrscheinlichkeiten identifiziert.
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3. Abschließend wird die Diffusion eines einzelnen Gasteilchens mit einer Monte-Carlo-
Methode simuliert, wobei ausschließlich die
”
Lo¨cher“ und die Sprungwahrscheinlich-
keiten zwischen ihnen beru¨cksichtigt werden. Die Diffusion erfolgt also nach einem
Sprungmechanismus, d. h. die Gasteilchen schwingen jeweils eine Zeitlang um ei-
ne bestimmte Position (in einem
”




Bei den letzten beiden Schritten handelt es sich um die Methode des U¨bergangszustandes
von Gusev und Suter (siehe Lit. [162, 163] und dort zitierte Arbeiten). Den Simulationen
liegen also sehr grobe Modellannahmen zugrunde. Da Lo¨slichkeiten und Diffusionskoeffi-
zienten von Gasen in Polymeren auch experimentell nur sehr ungenau bestimmt werden
ko¨nnen, wird heute ein Faktor von drei bis fu¨nf zwischen experimentellen und simulierten
Werten allgemein als sinnvolle U¨bereinstimmung betrachtet [162, 163]. Bei Kohlendioxid
und gro¨ßeren Gasmoleku¨len, deren Absorption die Polymerstruktur signifikant vera¨ndert,
ist die Methode des U¨bergangszustandes nicht anwendbar, und es werden noch gro¨ßere
Abweichungen zwischen experimentellen und simulierten Werten gefunden [162].
Die oben beschriebene Simulationsstrategie basiert auf der Annahme, daß Gro¨ße und Ver-
teilung des
”
freien Volumens“ sich im Verlauf einer Simulation nicht allzu stark a¨ndern,
so daß eine einzige Konfiguration zur Ermittlung der Daten ausreicht, was bei ziemlich
offenen Strukturen (mit großem
”
freien Volumen“) realistisch erscheint. Werden jedoch
Systeme mit sehr kleinem
”
freien Volumen“ – seien es z. B. dicht gepackte Kristalle oder
dichte amorphe Strukturen aus relativ flexiblen Moleku¨len – betrachtet, so ko¨nnen Anzahl
und Gro¨ßenverteilung der
”
Lo¨cher“ zwischen den einzelnen Konfigurationen stark variie-
ren. Dies gilt z. B. fu¨r Epoxidharze, wie sie bei der Ausha¨rtung mancher Zweikomponen-
tenkleber entstehen. Deshalb beschritten Do¨mo¨to¨r und Hentschke [164] bei der Simulation
idealisierter (regelma¨ßig verknu¨pfter) Netzwerke auf der Basis eines realistischen Epoxid-
harzes einen anderen Weg, um die Gleichgewichtsquellung durch Wasser zu ermitteln.
Bei ihrer Methode werden mehrere a¨quilibrierte Modelle des Harzes mit verschiedenen
Wassergehalten mittels Molekulardynamik bei konstanten vorgegebenen Werten fu¨r die
Temperatur, den Druck und die Teilchenzahl simuliert, wobei das chemische Potential
des Wassers durch Mittelung u¨ber hinreichend viele Konfigurationen erhalten wird. Die
aufwendige Berechnung des chemischen Exzeßpotentials muß wegen der hohen Dichte
des Netzwerkes mit einer speziellen Variante der Widom-Geisterteilchen-Methode durch-
gefu¨hrt werden. Durch Vergleich des chemischen Potentials des Wassers im Harz mit
demjenigen des reinen Wassers wird der Wassergehalt des Harzes im Gleichgewicht be-
stimmt. Auch bei diesen Simulationen wird jedes Atom des Netzwerkes (und des Wassers)
im Modell durch ein Wechselwirkungszentrum repra¨sentiert.
Werden zwecks Rechenzeitersparnis mehrere Atome zu einem Wechselwirkungszentrum
zusammengefaßt, so wird das sogenannte United-atom-Modell erhalten. So ko¨nnen z. B.
bei Kohlenwasserstoffen die Kohlenstoffatome mit den direkt an sie gebundenen Was-
serstoffatomen
”
verschmolzen“ werden, so daß ein Methanmoleku¨l sowie eine Methyl-,
Methylen- und Methingruppe jeweils durch ein Wechselwirkungszentrum dargestellt wer-
den. Fukuda [165] schildert, wie mit Hilfe des United-atom-Modells die Absorption klei-
ner Moleku¨le (wie z. B. Methan, Ethan und Propan) in amorphem Polyethylen modelliert
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wird. In der Arbeit werden die (unvernetzten) Polymermoleku¨le als lineare Ketten ver-
knu¨pfter Wechselwirkungszentren mittels isotherm-isobarer Molekulardynamik simuliert.
Das chemische Exzeßpotential der kleinen Moleku¨le wird durch eine spezielle Variante der
Widom-Testteilchen-Methode berechnet, d. h. die Teilchen werden nur virtuell ins Polymer
eingesetzt. Zur Ermittlung der Lo¨slichkeitskoeffizienten wird also wie bei der Simulation
von Netzwerkquellungen nach Do¨mo¨to¨r et al. [164] (s. o.) u¨ber mehrere Konfigurationen
gemittelt. Jedoch wird bei Fukuda angenommen, daß die Polymermodelle durch Absorp-
tion nicht vera¨ndert (z. B. gequollen) werden. Ohne diese Annahme, aber auch mit dem
United-atom-Modell beschreiben Banaszak et al. [166] die Absorption von Ethylen und 1-
Hexen in Polyethylen sowie in Copolymerisaten aus Ethylen und wenig 1-Hexen. Simuliert
wird ihr Modell mit einem isotherm-isobaren Monte-Carlo-Verfahren, bei dem die Anzahl
der Polymerteilchen und das chemische Potential (nicht aber die Zahl) der absorbierten
Moleku¨le konstant gehalten werden. Dabei werden insbesondere fu¨r die Verschiebung der
Polymerwechselwirkungszentren sowie fu¨r die Einsetzung und Entfernung der gelo¨sten
Teilchen speziell an das Modell angepaßte Monte-Carlo-Schritte beno¨tigt.
Zur Simulation von Netzwerken und Gelen dienen anstelle des United-atom-Modells oft
noch gro¨bere Modelle, bei denen nicht nur wenige Atome, sondern mehrere Monomerein-
heiten eines Polymers zu jeweils einem Wechselwirkungszentrum bzw. Teilchen zusammen-
gefaßt werden. So ein grobes Modell kann nicht mit einer bestimmten Substanz identifiziert
werden, sondern es repra¨sentiert eine ganze Klasse chemisch verschiedener Netzwerke oder
Gele. Mit Hilfe solcher groben Modelle simulierten Escobedo und de Pablo zum ersten
Mal die Quellung von Netzwerken durch explizit beru¨cksichtigte Lo¨sungsmittelteilchen
(d. h. durch explizite Lo¨sungsmittel), was 1997 vero¨ffentlicht wurde [167, 168]. In diesen
Arbeiten und in einem weiteren Artikel [169] derselben Autoren wird beschrieben, wie ko-
valente flexible Modellnetzwerke mit vierfach koordinierten Verzweigungsstellen und mit
konstanten Bindungsla¨ngen durch explizite Lo¨sungsmittel gequollen werden. Ein kovalent
gebundenes Netzwerk besitzt die Eigenschaft, daß die stabilen (kovalenten) Netzwerk-
bindungen im Laufe der Simulation nicht gebrochen und auch keine neuen Bindungen
gebildet werden. Bei flexiblen Netzwerken ha¨ngt die potentielle Energie nicht von Bin-
dungswinkeln ab, sondern nur die Bindungsla¨ngen ko¨nnen fixiert sein. Die von Escobedo
und de Pablo simulierten Netzwerke sind regelma¨ßig verknu¨pft, d. h. wird das Netzwerk so
weit expandiert, wie es wegen der konstanten Bindungsla¨ngen mo¨glich ist, so entsteht ein
regelma¨ßiger Kristall, ohne daß sich dabei verschiedene Teilchen oder Bindungen gegensei-
tig durchdringen oder einzelne Bindungen zwischenzeitlich gebrochen werden mu¨ssen. Bei
diesen
”
diamantartigen“ Netzwerken besetzen nach einer solchen Ausdehnung die Verzwei-
gungsstellen die Gitterpunkte eines Diamantgitters, wa¨hrend sich die linearen Ketten ein-
heitlicher La¨nge zwischen jeweils benachbarten Gitterpunkten erstrecken. Escobedos und
de Pablos Netzwerke sind also vo¨llig defektfrei, denn alle Kettenenden sind an Verzwei-
gungsstellen gebunden, alle Verzweigungsstellen sind abgesa¨ttigt (vierfach koordiniert),
und es gibt keine Verschlaufungen (Schleifen bzw. Knoten) im Netzwerk. Bei den in den
ersten beiden Artikeln [167, 168] beschriebenen Gelen werden alle Teilchen als harte Ku-
geln modelliert, d. h. die nichtbindende Wechselwirkungsenergie zwischen zwei beliebigen
Teilchen ist bei kleinerem Teilchenabstand als der Summe der beiden Kugelradien unend-
lich groß und andernfalls gleich null. Sowohl einzelne harte Kugeln unterschiedlicher Gro¨ße
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als auch lineare Ketten aus mehreren harten Kugeln dienen als Lo¨sungsmittelteilchen;
auch bina¨re Mischungen werden als Quellungsmittel eingesetzt [168]. Etwas realistischer
als durch das Potential der harten Kugeln werden die nichtbindenden Wechselwirkun-
gen in der dritten hier betrachteten Arbeit von Escobedo und de Pablo [169] modelliert,
na¨mlich durch ein Rechteckpotential und ein modifiziertes Lennard-Jones(LJ)-Potential.
Ein Rechteckpotential besitzt unterhalb eines bestimmten Teilchenabstandes den Wert
Unendlich, oberhalb eines zweiten gro¨ßeren Abstandes den Wert Null und zwischen diesen
beiden Absta¨nden einen endlichen negativen Wert. Beim modifizierten LJ-Potential der
Lit. [169] handelt es sich um ein verschobenes LJ-Potential mit sehr kleiner Wechselwir-
kungsgrenze (von 1,57 σ; keine Langreichweitekorrekturen), das bei kleinen Absta¨nden
(unterhalb von 0,96 σ) wie bei harten Kugeln als unendlich groß angesehen wird. Die
Modellparameter sind so gewa¨hlt, daß die Modelle mo¨glichst effizient simuliert werden
ko¨nnen.
Die oben beschriebenen Modelle wurden von Escobedo und de Pablo [167, 168, 169] mittels
eines Monte-Carlo(MC)-Verfahrens simuliert. Die verwendete (
”
gitterfreie“) MC-Methode
ermo¨glicht es, die Teilchenpositionen kontinuierlich zu variieren. Bei den Gelsimulationen
besitzen nicht nur die Temperatur, der Druck und die Netzwerkteilchenzahl, sondern auch
das chemische Potential des Quellungsmittels bzw. die chemischen Potentiale der bei-
den Quellungsmittelkomponenten einen konstanten vorgegebenen Wert, so daß die che-
mischen Potentiale vorher aus isotherm-isobaren MC-Simulationen des Lo¨sungsmittels
bestimmt werden mu¨ssen. Fu¨r die Simulation solcher Netzwerke mittels MC-Verfahren
werden sowohl zur Verschiebung der Netzwerkteilchen als auch zur Volumenanpassung
sehr komplexe Simulationsmethoden gebraucht, weil auch bei diesen MC-Schritten die
Bindungsla¨ngen nicht vera¨ndert werden du¨rfen. Escobedo und de Pablo untersuchten u. a.
die Abha¨ngigkeit des Quellungsverhaltens vom Druck [167] und der Temperatur [169] so-
wie die unterschiedliche Absorption einzelner Komponenten aus Lo¨sungsmittelgemischen
[168]. In Lit. [170] geben dieselben Autoren u. a. einen U¨berblick daru¨ber, wie kovalent
gebundene Netzwerke und durch Quellung aus ihnen entstehende Gele anhand grober
Modelle theoretisch behandelt werden ko¨nnen.
Die Quellung kovalent gebundener flexibler Netzwerke durch explizite Reinstoﬄo¨sungs-
mittel wurde auch von Aydt, Lu und Hentschke [63, 13, 28, 65, 66] mittels grober Modelle
simuliert. Die regelma¨ßige Verknu¨pfung ihrer defektfreien Netzwerke entspricht jedoch
nicht dem Diamantgitter, sondern einem kubisch-primitiven Kristallgitter, an dessen Git-
terpunkten sich die sechsfach koordinierten Verzweigungsstellen befinden. Benachbarte
Verzweigungsstellen werden durch lineare Ketten gleicher La¨nge miteinander verbunden.
Alle nichtbindenden Wechselwirkungen werden mittels eines begrenzten Lennard-Jones-
Potentials [siehe Gl. (1.10), ohne Langreichweitekorrekturen] modelliert; dieses Potential
wird jedoch aus technischen Gru¨nden (siehe Abschnitte 1.6.3.1 und 1.6.3.2) bei kleinen
Teilchenabsta¨nden durch eine umgekehrte Parabel ersetzt. Die Netzwerkbindungen wer-
den durch ein harmonisches Federpotential [siehe Gl. (1.28)], also ebenfalls realistischer als
bei Escobedo und de Pablo (s. o.), dargestellt. Bei den von Aydt, Lu und Hentschke ver-
wendeten, auf Molekulardynamik beruhenden Verfahren werden das gequollene Gel und
das Lo¨sungsmittel gleichzeitig in jeweils einer Schachtel simuliert, wobei die Temperatur
und der Druck in beiden Schachteln mittels Berendsen-Thermostat und -Barostat [38]
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(siehe Abschnitt 1.4.5) eingestellt werden. Zur Einstellung des chemischen Gleichgewichts
zwischen der Netzwerk- und der Lo¨sungsmittelschachtel werden die Teilchen des Quel-
lungsmittels zwischen den beiden Schachteln auf zwei verschiedene Weisen u¨berfu¨hrt:
Wa¨hrend bei der Methode nach Aydt und Hentschke [63, 13] dazu eine vereinfachte Ver-
sion der Gibbs-Ensemble-Molekulardynamik (siehe Abschnitt 1.6.3.1) verwendet wird,
wird nach Lu und Hentschke [28, 65, 66] das chemische Potential des Lo¨sungsmittels
in beiden Simulationsschachteln quasikontinuierlich berechnet und die U¨berfu¨hrung der
Lo¨sungsmittelteilchen so gesteuert, daß der Betrag der chemischen Potentialdifferenz ver-
mindert wird (Molekulardynamik mit Regelung der chemischen Potentialdifferenz in Ab-
schnitt 1.6.3.2 beschrieben). Die simulierten Lo¨sungsmittelteilchen bestehen aus einem
einzigen Lennard-Jones-Teilchen [63, 13, 28, 66] oder aus Ketten mehrerer solcher linear
verknu¨pften Wechselwirkungszentren [63, 13, 65, 66]. Aydt, Lu und Hentschke ermittelten
nicht nur statische Eigenschaften ihrer Modellnetzwerke, wie z. B. Quellungsgrade, unter
verschiedenen thermodynamischen Bedingungen, sondern auch dynamische Gro¨ßen wie
Diffusionskoeffizienten des im Gel absorbierten und des reinen Lo¨sungsmittels.
Als letztes Beispiel fu¨r Quellungssimulationen unter Verwendung expliziter Lo¨sungsmittel
soll hier die Arbeit von Kenkare, Hall und Khan [171] betrachtet werden. Wie im Falle
der vorher beschriebenen Arbeiten handelt es sich bei den von Kenkare et al. simulierten
Systemen um grobe Modelle fu¨r flexible kovalent gebundene Netzwerke und entsprechende
Gele. Jedoch werden die Netzwerke nach Kenkare et al. nur unregelma¨ßig verknu¨pft, so daß
fast defektfreie Netzwerke mit dreifach koordinierten Verzweigungsstellen entstehen. Diese
Systeme weisen einen sehr geringen Anteil an freien Ketten, unverknu¨pften Kettenenden,
ungesa¨ttigten Verzweigungsstellen und Verschlaufungen (Schleifen bzw. Knoten) auf. Alle
Teilchen werden als harte Kugeln simuliert, aber die Netzwerkbindungsla¨ngen werden nur
in etwa konstant gehalten. Kenkare et al. [171] beschreiben, wie ihre Modellgele mittels
einer Molekulardynamik–Monte-Carlo–Hybridmethode bei vorgegebenen Werten fu¨r den
Druck, die Netzwerkteilchenzahl und das chemische Potential des Lo¨sungsmittels im Gel
simuliert werden. Wa¨hrend dabei einzelne Teilchen mittels Molekulardynamiktechniken,
wie sie auch bei MD-Simulationen von Fluiden harter Kugeln eingesetzt werden, verscho-
ben werden, werden mittels verschiedener Monte-Carlo-Schritte das Volumen der Simu-
lationsschachtel eingestellt und einzelne Teilchen eingesetzt bzw. entfernt. Bei Netzwerk-
quellungssimulationen besitzt die Molekulardynamik gegenu¨ber Monte-Carlo-Verfahren
den Vorteil, daß in MD-Simulationen keine komplexen, speziell an das jeweilige System
angepaßten MC-Schritte beno¨tigt werden [171]. Da A¨quilibrierungen bei Gelquellungs-
simulationen (insbesondere bei hohen Dichten) sehr langsam erfolgen [168], mu¨ssen fu¨r
solche Rechnungen effiziente Simulationsmethoden und sehr viel Computerzeit eingesetzt
werden [171]. Deshalb sind in der Literatur nur wenige Beispiele fu¨r die Simulation von
Netzwerkquellungen durch explizite Lo¨sungsmittel zu finden; und im allgemeinen werden
grobe Modelle verwendet.
Ohne den diskontinuierlichen Aufbau der Materie vo¨llig zu vernachla¨ssigen, ko¨nnen selbst
die oben behandelten groben Gelmodelle noch weiter vereinfacht werden, indem die ef-
fektive (u. a. durch die Lo¨sungsmittelteilchen vermittelte) Kraft zwischen zwei nicht un-
mittelbar miteinander verbundenen Netzwerkteilchen als nichtbindende Wechselwirkung
der beiden Netzwerkteilchen betrachtet wird. Dies entspricht ungefa¨hr (aber nicht exakt)
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dem Vorgehen bei der Ermittlung des Potentials der mittleren Kraft (PMF) zwischen zwei
kugelsymmetrischen Teilchen in einer homogenen Lo¨sung (siehe Abschnitt 1.9.2). Somit
werden die aus verknu¨pften Teilchen aufgebauten Netzwerke im Vakuum als impliziten
Lo¨sungsmittel gequollen, und der mittlere Einfluß des Quellungsmittels wird nur durch
das Potential zwischen den Netzwerkteilchen beru¨cksichtigt. So beschreiben z. B. Chen,
Bhawe, Cohen und Escobedo in neueren Arbeiten [172, 173] Monte-Carlo-Simulationen,
bei denen ein gutes implizites Lo¨sungsmittel fu¨r Netzwerke so modelliert wird, daß die
nichtbindenden Wechselwirkungen zwischen den Netzwerkteilchen durch ein rein absto-
ßendes Lennard-Jones-Potential (mit dem Abstand des Potentialminimums als Wechsel-
wirkungsgrenze) repra¨sentiert werden. Bei solchen Simulationen werden die Temperatur,
die (Netzwerk-)Teilchenzahl und der osmotische Druck (anstelle des Gesamtdrucks und
des chemischen Potentials eines expliziten Quellungsmittels) vorgegeben, so daß weder ein
chemisches Potential berechnet zu werden braucht noch einzelne Teilchen eingesetzt bzw.
entfernt werden mu¨ssen. Die Na¨herung des impliziten Lo¨sungsmittels erscheint gerecht-
fertigt, weil einige Ergebnisse mit a¨lteren Resultaten [168] aus Gelquellungssimulationen
mit expliziten Lo¨sungsmitteln u¨bereinstimmen [172]. In den beiden Arbeiten von Chen,
Bhawe et al. wird u. a. gezeigt, wie das Quellungsverhalten ihrer unregelma¨ßig verknu¨pf-
ten kovalenten Modellnetzwerke mit maximal vierfach koordinierten Verzweigungsstellen
durch die Verschlaufung (Knoten- bzw. Schleifendichte) des Netzwerkes beeinflußt wird.
Wa¨hrend Chen, Cohen und Escobedo [172] flexible Netzwerke einsetzten, simulierten Bha-
we, Cohen und Escobedo [173] halbflexible Netzwerke (mit Abha¨ngigkeit der potentiellen
Energie von den Bindungswinkeln). Zwei weitere Beispiele fu¨r die Simulation von Netz-
werkquellungen durch implizite Lo¨sungsmittel mittels Monte-Carlo-Verfahren stellen die
Arbeiten von Schneider und Linse [174] sowie von Sommer und Lay [175] dar. Das defekt-
freie Netzwerk nach Schneider et al. besteht aus regelma¨ßig verknu¨pften harten Kugeln.
Dagegen sind die Netzwerke nach Sommer et al. unregelma¨ßig verknu¨pft; und die Teil-
chenpositionen ko¨nnen – im Gegensatz zu den anderen hier betrachteten Simulationen
– nur bestimmte diskrete Werte (auf einem Gitter) annehmen. Mit Hilfe der Moleku-
lardynamik studierten z. B. Grest et al. [176] das elastische Verhalten und Pu¨tz et al.
[177] das Quellungsverhalten verschlaufter Polymergele mit impliziten Lo¨sungsmitteln.
Auf die zahlreichen (auch a¨lteren) Arbeiten zum Elastizita¨tsverhalten lo¨sungsmittelfreier
Netzwerke wie Lit. [178] soll hier nicht na¨her eingegangen werden; ein kurzer U¨berblick
u¨ber einige Computersimulationen solcher reinen Netzwerke ist z. B. bei Kremer [179] zu
finden.
Das Quellungsverhalten von Polyelektrolytnetzwerken ist schon ha¨ufig mittels Simulation
grober Modelle untersucht worden. Bei solchen Simulationen werden im allg. elektrisch ge-
ladene defektfreie kovalente Netzwerke mit expliziten Gegenionen im dielektrischen Kon-
tinuum, das als implizites Lo¨sungsmittel dient, gequollen. Als Beispiel sollen hier Mole-
kulardynamiksimulationen von Mann, (Everaers,) Holm und Kremer [180, 181] genannt
werden, ebenso Monte-Carlo-Simulationen von Schneider und Linse [174, 182] mit konti-
nuierlichen Koordinaten sowie von Yan und de Pablo [183] mit diskreten Teilchenpositio-
nen. Simulationen ergeben, daß Polyelektrolytgele viel sta¨rker quellen als entsprechende
ungeladene Polymernetzwerke unter gleichen thermodynamischen Bedingungen [174]. Im
Gegensatz zu diesen Arbeiten simulierten Lu und Hentschke [184] die Quellung eines de-
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fektfreien Polyelektrolytnetzwerkes nicht mit einem impliziten Lo¨sungsmittel, sondern mit
expliziten Lo¨sungsmittelteilchen mit einem Dipolmoment.
3.1.4 Motivation und Gliederung dieses Kapitels
Sowohl unvernetzte Polymere als auch Polymernetzwerke werden im industriellen Maß-
stab fu¨r Lo¨slichkeitsmembranen zur Stofftrennung verwendet und in chemischen Sensoren
als sensitive Schichten eingesetzt, wie in Abschnitt 3.1.1 ausfu¨hrlich dargelegt worden ist.
Insbesondere durch kovalente Bindungen verknu¨pfte Netzwerke erweisen sich als stabiler
als unvernetzte Polymere. Deshalb besitzen die Quellung solcher Netzwerke durch Stoffge-
mische und die dabei ggf. zu beobachtende selektive Absorption einzelner Komponenten
durch das jeweilige Netzwerk eine große Bedeutung. Die Trennung einzelner Komponenten
eines Gemisches beruht dabei auf unterschiedlichen Lo¨slichkeiten (und Teilchenbeweglich-
keiten) der Komponenten im Netzwerk. Mit Lo¨slichkeitsmembranen ko¨nnen verschiede-
ne Substanzen mit sehr a¨hnlicher Teilchengro¨ße getrennt werden. Jedoch wird fu¨r jede
Trennaufgabe eine jeweils speziell angepaßte Membran aus einem Material mit passenden
Trenneigenschaften beno¨tigt. Wie diese Trenneigenschaften von der chemischen Struktur
des Membranpolymers und der zu trennenden Stoffe abha¨ngen, wird in vielen Fa¨llen nicht
verstanden. Im allg. ist auch nicht klar, wie das Quellungsverhalten von Hydrogelen von
der Struktur des Lo¨sungsmittels oder im Falle wa¨ßriger Lo¨sungen vom Gelo¨sten beeinflußt
wird (siehe Abschnitt 3.1.2). Deshalb erscheint es sinnvoll, die langwierigen Quellungs-
experimente und aufwendigen Versuchsreihen mit verschiedenen Trennmembranen durch
Modellierung der entscheidenden Vorga¨nge zu erga¨nzen. Dabei ist nicht nur zu unter-
suchen, wie das Quellungs- und Trennungsverhalten der Modellnetzwerke von den ther-
modynamischen Bedingungen (insbesondere der Temperatur) abha¨ngt, sondern auch zu
kla¨ren, wie die Struktur und das Phasenverhalten des Lo¨sungsmittels sowie im Falle von
Mischungen die Lo¨sungsmittelzusammensetzung die Netzwerkquellung und die selektive
Absorption beeinflussen.
Je detaillierter ein Modell die chemische Struktur des Netzwerkes und der Quellungsmittel
beschreibt, desto genauer kann das Quellungsverhalten eines gegebenen speziellen Systems
simuliert werden, aber desto mehr Computerzeit erfordert die Simulation. So ist es z. B.
bis heute im allg. nicht mo¨glich, die Quellung eines kleinen, aber hinreichend großen Netz-
werkmodells, bei dem jedes einzelne Atom durch ein klassisches Teilchen modelliert wird
und bei dem die Wechselwirkungen zwischen den Teilchen durch pha¨nomenologische Po-
tentiale beschrieben werden, ohne weitere Na¨herungen zu simulieren. Deshalb werden in
der Literatur weitere erforderliche Na¨herungen beschrieben (siehe Abschnitt 3.1.3): Bei
groben Modellen werden jeweils mehrere Atome zu einem Wechselwirkungszentrum zu-
sammengefaßt und die Wechselwirkungen zwischen den Modellteilchen durch mo¨glichst
einfache Modellpotentiale beschrieben; bei speziellen Methoden wird z. B. der Einfluß
der Lo¨sungsmittelabsorption (Quellung!) aufs Netzwerk vernachla¨ssigt oder (bei offenen
Systemen mit viel
”
freiem Volumen“) gar nur eine einzige Konfiguration in Betracht ge-
zogen. Grobe Modelle ermo¨glichen es, grundlegende Effekte, die allgemein bei verschiede-
nen Netzwerken beobachtet werden, zu verstehen, ohne daß die ganze Komplexita¨t realer
Netzwerke beru¨cksichtigt werden muß. Dabei werden allerdings die fu¨r jeden Einzelfall
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wichtigen chemischen Details ausgeblendet. So kann z. B. der Einfluß der Teilchengro¨ße
aufs Quellungsverhalten separat vom Einfluß anderer Modellparameter studiert, also die
Auswirkung entropischer und energetischer (enthalpischer) Effekte (zumindest na¨herungs-
weise) getrennt werden. Besonders gut eignen sich dazu chemisch inerte Lo¨sungsmittel,
deren Teilchen aus jeweils einem Wechselwirkungszentrum bestehen und bei denen ein
die Teilchengro¨ße charakterisierender Modellparameter variiert wird. Wird ein kovalentes
(stabiles) Modellnetzwerk regelma¨ßig verknu¨pft, so werden der Einfluß der Unordnung
und derjenige von Fehlstellen aufs Quellungsverhalten ausgeschaltet, so daß diese Ein-
flu¨sse spa¨ter gezielt untersucht werden ko¨nnen. Solche gezielten Strukturvariationen wie
bei diesen Modellen gelingen bei der experimentellen Synthese von Netzwerken nicht.
Ein großer Vorteil grober Modelle besteht darin, daß sie ohne allzugrobe Na¨herungen
der Simulationsmethode behandelt werden ko¨nnen. So ko¨nnen nicht nur starre Netzwer-
ke mit großem
”
freien Volumen“, sondern auch dichte Systeme und flexible Netzwerke
simuliert werden, obwohl das Absorptionsverhalten dichter Systeme nicht mittels einer
einzigen Konfiguration sinnvoll beschrieben werden kann und flexible Netzwerke bei der
Lo¨sungsmittelabsorption signifikant vera¨ndert (z. B. gequollen) werden.
Wa¨hrend die Quellung eines Modellnetzwerkes durch ein Reinstoﬄo¨sungsmittel auch
mit einem impliziten (im Wechselwirkungspotential der Netzwerkteilchen integrierten)
Lo¨sungsmittel modelliert werden kann, werden im Falle eines Gemisches als Quellungs-
mittel explizite Lo¨sungsmittelteilchen gebraucht. Schließlich soll ja u. a. die An- bzw.
Abreicherung einzelner Mischungskomponenten im Netzwerk untersucht werden. Mittels
expliziter Lo¨sungsmittel kann auch studiert werden, wie sich die molekulare Struktur der
Fluide (z. B. die Teilchengro¨ße) auf die Gelquellung auswirkt. In diesem Zusammenhang
ist auch zu bedenken, daß die im vorhergehenden Kapitel 2 beschriebene Adsorption von
Natriumionen einer wa¨ßrigen Kochsalzlo¨sung an der Grenzfla¨che zwischen der Lo¨sung
und einem Natriumchloridkristall aus der molekularen Struktur des Wassers resultiert,
also nicht mit einem impliziten (Kontinuums-)Lo¨sungsmittel simuliert werden kann. Fer-
ner kann mit expliziten Lo¨sungsmitteln untersucht werden, wie das Quellungsverhalten
eines Modellgels vom Aggregatzustand eines Lo¨sungsmittels und von der Zusammenset-
zung einer Lo¨sungsmittelmischung abha¨ngt. Nicht zuletzt erlaubt der Einsatz expliziter
Lo¨sungsmittel, geeignete Methoden zu testen und etwaige auftretende technische Proble-
me zu lo¨sen, so daß auch abgescha¨tzt werden kann, wie aufwendig Quellungssimulationen
mit expliziten Lo¨sungsmitteln sind. Immerhin werden bei chemisch realistischen Modellen
stets explizite Lo¨sungsmittel beno¨tigt.
Das Ziel der in diesem Kapitel beschriebenen Arbeiten besteht darin, das
Quellungsverhalten grober Modelle fu¨r regelma¨ßig verknu¨pfte kovalente Poly-
mernetzwerke im Kontakt zu Lo¨sungsmittelmischungen zu erkunden und eine
etwaige selektive Absorption einzelner Mischungskomponenten durch das Gel
zu charakterisieren. Dabei sollen die Wechselwirkungen zwischen den Teilchen mit
stetigen Potentialen (wie dem Lennard-Jones-Potential) beschrieben werden, denn sol-
che Potentiale sind realistischer als Potentiale mit Sprungstellen (wie z. B. dasjenige der
harten Kugeln). Die regelma¨ßige Verknu¨pfung der Netzwerke soll den von Aydt, Lu und
Hentschke [63, 13, 28, 65, 66, 184] simulierten Netzwerken mit sechsfach koordinierten Ver-
zweigungsstellen entsprechen. Die Simulationsmethode soll so allgemein verwendet oder
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zumindest so erweitert werden ko¨nnen, daß sie auch auf weniger grobe (realistischere) Mo-
delle angewendet werden kann, falls der Rechenzeitbedarf dabei nicht zu hoch wird. Also
sind trotz des Netzwerkes spezielle ans Modell angepaßte Monte-Carlo-Schritte zu vermei-
den, so daß nach Mo¨glichkeit Molekulardynamiktechniken, die auch fu¨r dichte Systeme
geeignet sind, eingesetzt werden sollen. Da die Berechnung chemischer Exzeßpotentiale
bei dichten Systemen sehr viel Computerzeit beanspruchen kann, sollte mo¨glichst auf die
explizite Ermittlung chemischer Potentiale verzichtet werden. Dazu eignen sich z. B. Si-
mulationstechniken, bei denen – wie bei der Gibbs-Ensemble–Monte-Carlo–Methode von
Panagiotopoulos [18] – gleichzeitig zwei Phasen in jeweils einer Schachtel simuliert werden.
Da zur Ermittlung von Quellungsgraden nicht nur Geleigenschaften (z. B. Volumina), son-
dern auch die entsprechenden Eigenschaften lo¨sungsmittelfreier Netzwerke beno¨tigt wer-
den, sind im Rahmen der vorliegenden Arbeit auch solche Netzwerke simuliert worden.
Bei der Simulation solcher trockenen Netzwerke und insbesondere bei Quellungssimula-
tionen mit Reinstoﬄo¨sungsmitteln sind unerwartete Beobachtungen gemacht worden, so
daß diese Fa¨lle vor der eigentlich zu simulierenden Gelquellung durch bina¨re Lo¨sungsmit-
telgemische untersucht worden sind. Dargestellt werden die Ergebnisse in diesem Kapitel,
das wie folgt gegliedert ist. Nach einer zusammenfassenden Beschreibung der simulierten
Modelle und der eingesetzten Simulationsmethoden im na¨chsten Abschnitt (3.2) werden
(in Abschnitt 3.3) die lo¨sungsmittelfreien Netzwerke behandelt. Die Resultate, die bei der
simulierten Gelquellung durch einen Reinstoff erhalten worden sind, werden anschließend
(in Abschnitt 3.4) beschrieben und – soweit mo¨glich – mit in der Literatur zu findenen
Ergebnissen verglichen. Danach wird (in Abschnitt 3.5) das Quellungsverhalten von Ge-
len im Kontakt mit bina¨ren Lo¨sungsmittelmischungen einschließlich der Trennwirkung
behandelt, wobei auch auf das Phasenverhalten eines bina¨ren Lo¨sungsmittelgemisches
(Abschnitt 3.5.1) und auf die Wahl der Modellparameter (Abschnitt 3.5.2) eingegangen
wird. Im letzten Abschnitt (3.6) dieses Kapitels werden die Ergebnisse zusammengefaßt.
Die kommentierte Literaturliste auf der beiliegenden CD (siehe Anhang D) entha¨lt auch
einige fu¨r dieses Kapitel relevante Literaturstellen.
224 KAPITEL 3. QUELLUNG VON POLYMERNETZWERKEN
3.2 Modell und Methode
An dieser Stelle sollen die wichtigsten fu¨r die Netzwerksimulationen relevanten Punkte
zusammengefaßt werden, denn sie unterscheiden sich von den Modellen und Methoden,
die fu¨r die im vorhergehenden Kapitel 2 behandelten Simulationen ionischer Grenzfla¨chen
verwendet worden sind. Eine ausfu¨hrliche Behandlung einzelner Punkte ist in Kap. 1 zu
finden.
Alle nichtbindenden Wechselwirkungen werden durch das Lennard-Jones-Potential nach
Gl. (1.7) beschrieben. Bei verschiedenen Teilchensorten (Netzwerkknoten, Teilchen eines
oder zweier expliziter Lo¨sungsmittel) wird die Lorentz-Mischungsregel fu¨r den Abstands-
parameter σ nach Gl. (1.12) benutzt, wa¨hrend die Energieparameter  und die Massen
aller Teilchen stets gleich sind. Im allg. werden die u¨blichen Langreichweitekorrekturen
nach Abschnitt 1.8.1 verwendet (außer in den Fa¨llen, wo deren Vernachla¨ssigung expli-
zit angegeben wird). Die bindenden Wechselwirkungen werden durch das harmonische
Federpotential nach Gl. (1.28) mit relativ großer Kraftkonstante modelliert, so daß die
Bindungsla¨ngen in etwa (aber nicht vo¨llig) konstant gehalten werden, ohne daß dazu ein
spezieller Algorithmus (wie z. B. das fu¨r die Wassermodelle benutzte SHAKE) eingesetzt
werden muß. Die Bindungswinkel beeinflussen die potentielle Energie des Systems nicht.
Zwei miteinander verbundene Teilchen weisen neben der bindenden keine nichtbinden-
de Wechselwirkung auf. Jedes Netzwerk besteht aus regelma¨ßig verknu¨pften zwei- bzw.
sechsfach koordinierten Wechselwirkungszentren, so daß es bei voller Ausdehnung einen
kubisch-primitiven Kristall bildet und jedes nB-te (nB = 2, 4 bzw. 15) Zentrum einer
jeden in x-, y- oder z-Richtung verlaufenden Polymerkette auch zu zwei weiteren (jeweils
senkrecht stehenden) Polymerketten geho¨rt, wie es in Abb. 3.1 exemplarisch gezeigt wird.
Die sechsfach koordinierten Verzweigungsstellen sind also durch Oligomere aus jeweils
nB − 1 Monomeren (d. h. durch Monomere, Trimere bzw. Tetradekamere) miteinander
verbunden.
Die in diesem Kapitel behandelten Simulationen sind mit dem im Rahmen der vor-
liegenden Arbeit erstellten Programm MD MC.f, das in Anhang C ausfu¨hrlich be-
schrieben wird, durchgefu¨hrt worden (Ausnahme explizit angegeben). Wa¨hrend lo¨sungs-
mittelfreie Netzwerke mittels Molekulardynamik simuliert werden, dient zur Modellie-
rung der Netzwerkquellung eine Molekulardynamik–Monte-Carlo–Hybridmethode (sie-
he Abschnitt 1.6.2). Dabei wird das chemische Gleichgewicht zwischen zwei Simulati-
onsschachteln, die die Gelphase bzw. ein Lo¨sungsmittelbad repra¨sentieren, dadurch er-
reicht und aufrechterhalten, daß die Lo¨sungsmittelteilchen dem Teilchenu¨berfu¨hrungs-
schritt der Gibbs-Ensemble–Monte-Carlo–Methode (siehe Abschnitt 1.6.1) unterworfen
werden. Im Molekulardynamik-Teil des Programms werden die Bewegungsgleichungen mit
dem Geschwindigkeits-Verlet-Algorithmus integriert, und der Berendsen-Thermostat und
Berendsen-Barostat werden eingesetzt (siehe Abschnitt 1.4.5). Zur Druckeinstellung wer-
den die La¨ngen der kubischen Simulationsschachtel(n) isotrop skaliert. Bevor der Monte-
Carlo-Schritt zur Teilchenu¨berfu¨hrung erstmals ausgefu¨hrt wird, werden beide Simulati-
onsschachteln thermisch und mechanisch a¨quilibriert, so daß die Einstellung des chemi-
schen Gleichgewichts nicht durch unphysikalische Startbedingungen verzo¨gert wird.
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Abbildung 3.1: Voll ausgedehntes Netzwerk mit nB = 4 aus 3
3 Elementarzellen. Die roten
und grauen Kugeln stellen sechs- bzw. zweifach koordinierte Wechselwirkungszentren dar,
die Verbindungsstrecken die Netzwerkbindungen. Zur Verdeutlichung der Struktur wer-
den die Kugelradien viel kleiner als die kovalenten Radien der Wechselwirkungszentren
gewa¨hlt, so daß die Netzwerkdichte zu klein erscheint. Die unendliche Fortsetzung des
Gitters wird durch die weißen Kugeln angedeutet: Diese befinden sich jeweils in der Mitte
der Bindungen, die die Begrenzung der zentralen Simulationsschachtel schneiden.
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Tabelle 3.1: Modell- und Simulationsparameter fu¨r lo¨sungsmittelfreie Netzwerke (in
Lennard-Jones-Einheiten)
Gro¨ße Symbol Netzwerk vom Typ 1 Netzwerk vom Typ 2
LJ-Energieparameter net 1 1
LJ-Abstandsparameter σnet 1 1
Teilchenmasse mnet 1 1












nB 2 2 bzw. 4 bzw. 15
MD-Zeitschritt ∆t 0,0016 0,002
Temperaturrelaxationszeit
(fu¨r Thermostat)





τp/κT ≈ 30 20
3.3 Lo¨sungsmittelfreie Netzwerke
Bevor die Quellung von Netzwerken durch Fluide behandelt wird, sollen reine Netzwer-
ke betrachtet werden. Zur Klarheit werden diese Netzwerke in der vorliegenden Arbeit
als lo¨sungsmittelfrei bzw. trocken bezeichnet. Die Modellparameter und einige fu¨r die Si-
mulationen wichtige Gro¨ßen werden in Tab. 3.1 angegeben. Das Netzwerk vom Typ 1,
das dem von Lu und Hentschke [28] fu¨r ihre Quellungssimulationen mit einem Lennard-
Jones(LJ)-Reinstoff verwendeten Netzwerk entspricht, dient hier zum Vergleich mit diesen
Literaturwerten (siehe Abschnitt 3.4). Die Quellexperimente mit bina¨ren LJ-Mischungen
werden mit dem Netzwerk vom Typ 2 durchgefu¨hrt (siehe Abschnitt 3.5). Die Anzah-
len nB der Netzwerkbindungen zwischen zwei benachbarten Verzweigungsstellen sind im
allg. ziemlich klein, d. h. hier werden stark verzweigte (engmaschige) Netzwerke betrach-
tet.
2Definition der Kraftkonstante: siehe Abschnitt 1.3.2, insbesondere die Gleichungen (1.28) bis (1.31)
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Abbildung 3.2: Bindungsla¨ngenverteilung eines trockenen Netzwerkes aus einer NVE-
Simulation: engmaschiges Netzwerk vom Typ 2 (siehe Tab. 3.1) mit jeweils nB = 2 Netz-
werkbindungen zwischen zwei benachbarten Verzweigungsstellen; insgesamt 256 Wechsel-
wirkungszentren bei einer Dichte von ca. 0,875 LJ-Einheiten und einer mittleren Tempe-
ratur von etwa 3,0 LJ-Einheiten (mittlerer Druck von 1 bis 2 LJ-Einheiten); Streckenzug
nur zur Klarheit.
Wa¨hrend die Modellparameter des ersten Netzwerkes (Typ 1) Lit. [28] entnommen wor-
den sind, werden die Werte fu¨r das zweite Netzwerk (Typ 2) im Rahmen dieser Arbeit
definiert. In diesem Abschnitt werden alle Gro¨ßen in Lennard-Jones(LJ)-Einheiten ange-
geben. Insbesondere die Kraftkonstante kf der Netzwerkbindung muß geeignet gewa¨hlt
werden, denn sie soll einerseits so groß sein, daß die Bindungsla¨ngen
”
hinreichend kon-
stant“ gehalten werden. Andererseits treten bei Wahl einer sehr großen Kraftkonstanten
Bindungsschwingungen hoher Frequenzen auf, so daß ein entsprechend kleiner Zeitschritt
fu¨r die Molekulardynamik(MD)-Simulationen benutzt werden muß. In Abb. 3.2, welche
die Bindungsla¨ngenverteilung fu¨r ein sehr engmaschiges Netzwerk zeigt, ist zu erken-
nen, daß praktisch keine Bindungsla¨nge um mehr als 5 % vom Soll-Wert 1,00 abweicht,
wenn die Kraftkonstante kf = 10
4 verwendet wird. (Die Wahrscheinlichkeitsdichte ist
so normiert, daß das Integral u¨ber sie gleich eins ist.) Die Gro¨ßenordnung des maximal
mo¨glichen Zeitschrittes kann aus einer U¨berschlagsrechnung grob abgescha¨tzt werden: Die
Schwingung eines Federpendels mit kf = 10
4 und einer Masse m = 1 besitzt eine Periode
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Abbildung 3.3: Zeitlicher Verlauf und Systemgro¨ßenabha¨ngigkeit der Teilchenzahldichten
trockener Netzwerke bei NpT-Simulationen: Netzwerk vom Typ 1 (siehe Tab. 3.1) mit
rcut = 2,36 bei T = 1,15 und p = 0,219 (alle Angaben in LJ-Einheiten); bei voller
Ausdehnung bestehen die Netzwerke aus 33 (durchgezogene Kurve), 63 (gepunktete Kurve)
bzw. 123 (lang gestrichelte Kurve) Elementarzellen aus jeweils vier Teilchen.
T = 2pi
√
m/kf ≈ 0, 06, so daß der MD-Zeitschritt ho¨chstens etwa ∆t = T/10 ≈ 0, 006 be-
tragen darf, also der gewa¨hlte Zeitschritt ∆t = 0, 002 nicht verkleinert zu werden braucht.3
Die zeitliche Entwicklung der Dichte lo¨sungsmittelfreier Netzwerke, wie sie bei isotherm-
isobaren MD-Simulationen zu beobachten ist, wird in Abb. 3.3 am Beispiel des ersten
Netzwerkes gezeigt. Alle dargestellten Dichteverla¨ufe sind unter gleichen Bedingungen
(Soll-Temperatur T , Soll-Druck p) erhalten worden; nur die Systemgro¨ßen, d. h. die An-
zahlen explizit beru¨cksichtigter Teilchen, unterscheiden sich. In allen Fa¨llen wird die Si-
mulation bei kleineren als den Gleichgewichtsdichten begonnen. Dies ist notwendig, denn
andernfalls wird das Netzwerk bei der A¨quilibrierung sehr stark aufgeheizt (d. h. der Ther-
mostat reagiert bei der eingestellten Temperaturrelaxationszeit τT zu tra¨ge), und es treten
unphysikalische Effekte auf: Die Programmausfu¨hrung wird abgebrochen, falls der Zeit-
schritt nicht stark verringert wird, oder die Gleichgewichtsdichte ha¨ngt von der Dichte
der Startkonfiguration ab. Diese Probleme werden dadurch vermieden, daß stets ein voll
ausgedehntes oder gar u¨berdehntes Netzwerk (Bindungsla¨ngen & Gleichgewichtsabstand
3Hier wird angenommen, daß die ho¨chste Frequenz der Netzwerk-Normalschwingungen dieselbe
Gro¨ßenordnung wie die Frequenz des Federpendels besitzt.
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Abbildung 3.4: Trockenes Netzwerk vom Typ 2 nach A¨quilibrierung bei T = 1,2 und
p = 0,5. Es handelt sich um die in Abb. 3.1 gezeigte Struktur (nB = 4) in etwa im selben
Maßstab; Erkla¨rung der Symbole: siehe Abb. 3.1.
gebundener Teilchen) als Startkonfiguration gewa¨hlt wird. Zusa¨tzlich wird jedes System
bei konstantem Volumen a¨quilibriert (nicht in Abb. 3.3 gezeigt), bevor das Volumen zur
Einstellung des Soll-Druckes variiert wird. Ein Vergleich der aus Abb. 3.3 abzulesenden
Gleichgewichtsdichten im Bereich von 0,68 bis 0,74 mit der Dichte des voll ausgedehnten
Netzwerkes, die in allen Fa¨llen der Abb. 3.3 etwa 0,26 betra¨gt, zeigt, daß es sich bei den
a¨quilibrierten Systemen nicht um voll ausgedehnte Netzwerke (also regelma¨ßige Kristalle)
handeln kann, sondern daß die Netzwerke im Verlaufe der A¨quilibrierung zusammenge-
faltet werden, ohne daß die Bindungsla¨ngen allzustark vera¨ndert werden. Dieser Effekt
a¨ußert sich deutlich in den Bindungswinkeln bzw. ihren Kosinuswerten. Werden nur solche
Bindungswinkel, die beim voll ausgedehnten Netzwerk 180◦ betragen, betrachtet (Unter-
scheidung nur bei sechsfach koordinierten Zentren relevant), so wird im Falle der zweifach
koordinierten Teilchen ein mittlerer Kosinus von -0,3 bis -0,2 (statt -1,0) und bei den
sechsfach koordinierten Zentren ein solcher von etwa -0,45 erhalten, was Bindungswinkeln
von 100◦ bis 110◦ bzw. 115◦ bis 120◦ entspricht (Daten fu¨r Bedingungen der Abb. 3.3).
Diese Faltung des Netzwerkes resultiert daraus, daß eine zusammengekna¨ulte Kette eine
ho¨here Entropie als eine gestreckte Kette besitzt, so daß eine thermodynamische (hier
insbesondere entropische) Kraft das Netzwerk zusammenzieht, was im folgenden Unter-
abschnitt 3.3.1 quantitativ behandelt wird. Durch einen Vergleich des voll ausgedehnten
Netzwerkes in Abb. 3.1 mit dem in Abb. 3.4 gezeigten a¨quilibrierten Netzwerk mit gleicher
Teilchenzahl und Bindungskonnektivita¨t wird diese Zusammenfaltung auch anschaulich
deutlich.
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In Abb. 3.3 ist auch zu erkennen, daß die Gleichgewichtsdichte trockener Netzwerke (bei
gegebenem T und p) mit wachsender Systemgro¨ße signifikant ansteigt. Die Bezeichnung
Systemgro¨ße bezieht sich auf die Gro¨ße der Simulationsschachtel, die wegen der zykli-
schen Randbedingungen eine Elementarzelle eines unendlich ausgedehnten Gitters bildet.
Die beobachteten Dichteunterschiede, die im Prozentbereich liegen, deuten darauf hin, daß
die simulierten Dichten grundsa¨tzlich unterhalb des thermodynamischen Grenzwertes (der
Dichte eines Systems aus unendlich vielen explizit beru¨cksichtigten Netzwerkzentren) lie-
gen. Diese Finite-size-Effekte wa¨ren leicht zu verstehen, wenn die Wechselwirkungsgrenze
mit wachsender Systemgro¨ße zunehmen wu¨rde und wenn die nichtbindenden Wechselwir-
kungen ohne Langreichweitekorrekturen zum Lennard-Jones-Potential berechnet wu¨rden,
weil dann die Anzahl anziehender Wechselwirkungen mit wachsender Systemgro¨ße zuneh-
men wu¨rde. Im vorliegenden Fall wird jedoch die Wechselwirkungsgrenze rcut konstant
gehalten, und stets wird mit Langreichweitekorrekturen gerechnet. Deshalb stellen sich
die Fragen, wie diese Finite-size-Effekte zu erkla¨ren sind und ob ggf. aus den simulier-
ten Dichten der Systeme endlicher Gro¨ße auf den thermodynamischen Limes geschlossen
werden kann. Diese Punkte werden im folgenden Unterabschnitt theoretisch behandelt.
3.3.1 Theoretische Betrachtung der Finite-size-Effekte
trockener Netzwerke4
In diesem Abschnitt soll eine Beziehung zwischen der Dichte ρ eines trockenen Netzwer-
kes unter gegebenen Bedingungen (Temperatur T , Druck p) und der Systemgro¨ße, d. h.
der Anzahl N explizit simulierter Teilchen, hergeleitet werden. Der entscheidende Einfluß
der Netzwerkelastizita¨t wird mit dem Ansatz des selbstkonsistenten Feldes (siehe z. B.
Lit. [186]) beschrieben. Dabei wird angenommen, daß jede der ungefa¨hr in x-, y- bzw. z-
Richtung verlaufenden Polymerketten des (in Abb. 3.5(a) skizzierten) Netzwerkes durch
benachbarte Ketten in einem effektiven Rohr eingeschlossen wird, weil die Nachbarketten
ein Potential u(~r) verursachen und sich die Teilchen der betrachteten Kette in diesem
bewegen. Dieses Rohrmodell wird in Abb. 3.5(b) veranschaulicht. Da der Abstandsvektor
zwischen einem LJ-Wechselwirkungszentrum in der eigentlichen Simulationsschachtel und
dem zugeho¨rigen Bildteilchen in einer Nachbarschachtel durch die Gro¨ße der wu¨rfelfo¨rmi-
gen Schachteln festgelegt wird, bewirken die zyklischen Randbedingungen, daß sich unend-
lich lange Polymerketten wie endliche Ketten mit festgehaltenen Endpunkten verhalten.
Das hier dargestellte Rohrmodell sollte nicht mit einem von Edwards [187] eingefu¨hrten
Modell, das in der Literatur (z. B. [188, 189, 176, 190]) auch als
”
tube model“ bezeich-
net wird, verwechselt werden. In Edwards’ Modell werden die Verzweigungsstellen von
Polymernetzwerken als fixierte Endpunkte von Polymerketten betrachtet.
Wird eine Kette aus n+ 1 auf einem kubischen Gitter angeordneten Gliedern betrachtet
und befinden sich die fixierten Endpunkte an den Positionen ~r1 bzw. ~rn+1, so kann die






Qn(~r1, ~rn) exp[−βu(~rn+1)] (3.1)
4Diese Betrachtung, die ich Herrn Prof. Dr. Reinhard Hentschke verdanke, folgt Lit. [185].
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a)
b)
Abbildung 3.5: (a) Zweidimensionale Darstellung des am sta¨rksten vernetzten (nB = 2)
dreidimensionalen Netzwerkes (Kreise: Lennard-Jones-Zentren); (b) Rohrmodell der Netz-
werkketten (fu¨r dieses Netzwerk mit nB = 2): Gezeigt wird ein Abschnitt des Rohres, das
sich u¨ber die gesamte Simulationsschachtel erstreckt (Abb. aus Lit. [185], c© 2005 Amer-
ican Institute of Physics).
mit β = T−1 (Boltzmann-Konstante ≡ 1 LJ-Einheit) und dem Potential u(~r) am Ort ~r.
Dabei wird u¨ber die sechs na¨chsten Nachbarn ~rn des Gitterpunktes ~rn+1 summiert. Wird
Qn(~r1, ~rn) in eine Taylor-Reihe um Qn(~r1, ~rn+1) entwickelt (vgl. Lit. [186]), so wird, wie








Qn(~r1, ~r) = 0 (3.2)
mit der effektiven Bindungsla¨nge a (kleinster Abstand zweier Gitterpunkte) erhalten. Der
Grenzu¨bergang u(~r) → 0 fu¨hrt auf die Diffusionsgleichung fu¨r ungeordnete Bewegung,
deren Lo¨sung (siehe Anhang B.2) jedoch die beobachteten Finite-size-Effekte nicht er-
kla¨ren kann. Gl. (3.2) besitzt die Form der zeitabha¨ngigen Schro¨dinger-Gleichung der
nichtrelativistischen Quantenmechanik, so daß die aus der Quantenmechanik bekannten
Lo¨sungsstrategien angewendet werden ko¨nnen. Die Lo¨sung wird in die Eigenfunktionen
ψi(~r1, ~r) des Operators −a26 ~∇2~r +βu(~r) mit den Eigenwerten i entwickelt, d. h. der Ansatz
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Qn(~r1, ~r) =
∑
i exp[−ni]ψi(~r1, ~r) wird verwendet. Dies fu¨hrt unter der Annahme nicht-
entarteter Eigenwerte und unter Vernachla¨ssigung des zweiten und aller ho¨her angeregten
Zusta¨nde zu folgender Gleichung fu¨r die Freie Energie (Helmholtz-Energie) Fn einer Kette
aus n Gliedern5 (siehe Anhang B.1):
βFn = − lnQn ≈ n0 − ln (ψ0(~r1, ~r))− ψ1(~r1, ~r)
ψ0(~r1, ~r)
exp[−(1 − 0)n] . (3.3)
Wird die Position ~r1 des einen Kettenendes festgehalten, so ergibt sich die Kraft auf das










exp[−(1 − 0)n] . (3.4)
Die thermodynamische Kraft −~∇~rFn besitzt neben dem entropischen Anteil, der be-
wirkt, daß sich eine ausgestreckte Kette zusammenzieht, wegen des Rohrpotentials u(~r)
auch einen energetischen Anteil, der vom Wechselwirkungspotential der Netzwerkteilchen
(Lennard-Jones- und Parabelpotential) abha¨ngt. Da die Kettenla¨nge n proportional zur
La¨nge L der Simulationsschachtel ist und da die Teilchenzahl N proportional zu L3 ist,
gilt: n ∼ N1/3. Wegen der Proportionalita¨t zwischen der Anzahl der Ketten und L2 ist
der elastische Druck, der aus den Zugkra¨ften entlang der Polymerketten resultiert, pro-
portional zum Kraftbeitrag einer einzelnen Kette nach Gl. (3.4). Deshalb kann die Teil-
chenzahlabha¨ngigkeit des elastischen Druckes pel analog zu Gl. (3.4) wie folgt ausgedru¨ckt
werden:
pel ≈ T (A−B exp[−αN 1/3]) . (3.5)
Grundsa¨tzlich handelt es sich bei den Gro¨ßen A, B und α zwar um Konstanten. Da jedoch
das effektive Rohrpotential u(~r), das auf die Teilchen einwirkt, von den thermodynami-
schen Bedingungen abha¨ngt, sind auch A, B und α Funktionen der Temperatur und des
Druckes.
Eine Zustandsgleichung fu¨r das gesamte Netzwerk wird erhalten, indem der elastische
Druck pel in die Van-der-Waals-Gleichung, die den Zustand eines Fluids aus ungebundenen
Lennard-Jones-Teilchen bei Flu¨ssigkeitsdichte gut beschreibt, eingesetzt wird:
p+ aρ2 + pel =
ρT
1− bρ (3.6)
mit den u¨blichen Van-der-Waals-Konstanten a und b. Der elastische Beitrag zum Druck
besitzt ein positives Vorzeichen, weil er (wie der a-Term) effektiv eine anziehende Wech-
selwirkung beschreibt. Wird diese Gleichung (z. B. mit einem Computeralgebrasystem wie
Mathematicar [191]) nach der Dichte ρ aufgelo¨st und wird der so erhaltene Ausdruck nach
5Der letzte Summand der Gl.en (3.3) und (3.4) besitzt jeweils das entgegengesetzte Vorzeichen wie
die entsprechenden (inkorrekten) Gleichungen in Lit. [185], aber dies ist fu¨r die folgenden U¨berlegungen
nicht relevant.
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Potenzen von exp[−αN 1/3] bis zur ersten Ordnung entwickelt, so wird folgende Gleichung
erhalten:
ρ = ρ∞ + C exp[−αN 1/3] . (3.7)
Der thermodynamische Limes ρ∞ der Dichte und die Gro¨ße C ha¨ngen wie α und die
Gro¨ßen A und B in Gl. (3.5) nur von den thermodynamischen Bedingungen (und dem
Modellpotential) ab. Gl. (3.7) stellt die gesuchte Beziehung zwischen der Dichte eines
lo¨sungsmittelfreien Netzwerkes und der Systemgro¨ße dar.
Da die Form der Finite-size-Korrekturen nach Gl. (3.7) schon in der Freien Energie nach
Gl. (3.3) auftaucht, kann erwartet werden, daß auch andere Gro¨ßen, die von einer Frei-
en Energie mit diesem Finite-size-Beitrag abgeleitet werden, zumindest in erster Na¨he-
rung dieselbe Systemgro¨ßenabha¨ngigkeit zeigen. Dieser Punkt wird spa¨ter im Zusam-
menhang mit Netzwerkquellungssimulationen ausfu¨hrlich behandelt (siehe insbesondere
Abschnitt 3.5.3).
3.3.2 Simulation verschieden großer Systeme und Vergleich mit
theoretischen Ergebnissen
Unterschiedlich große trockene Netzwerke vom Typ 1 sind unter verschiedenen thermody-
namischen Bedingungen mittels Molekulardynamik simuliert worden. Wie in diesen Fa¨llen
die Teilchenzahldichte von der Systemgro¨ße abha¨ngt, wird im oberen Teil der Abb. 3.6
gezeigt. Die entsprechenden Ergebnisse fu¨r Netzwerke vom Typ 2, die sich z. T. auch
im Vernetzungsgrad unterscheiden, sind im oberen Teil der Abb. 3.7 zu finden. Die
thermodynamischen Grenzwerte der Dichten, die bei den gro¨ßten simulierten Systemen
(zumindest fast) erreicht werden, ha¨ngen qualitativ wie die Dichten normaler niedermo-
lekularer Fluide von der Temperatur T und dem Druck p ab: Dichtezunahme bei sinken-
dem T und wachsendem p (bei Netzwerken vom Typ 2 nur mittlerer Vernetzungsgrad mit
nB = 4 betrachtet). Wie in Abb. 3.7 (oben) auch zu erkennen ist, nimmt die Grenzdichte
des Netzwerkes vom Typ 2 bei gegebenem T und p mit wachsendem Vernetzungsgrad
zu, was auf die thermodynamische Kraft −~∇~rFn nach Gl. (3.4), insbesondere auf den
entropischen Hauptbeitrag, der ja das Zusammenziehen einer gestreckten Kette bewirkt,
zuru¨ckzufu¨hren ist.
Die Dichte des voll ausgedehnten Netzwerkes vom Typ 1 (also eines regelma¨ßigen Kri-
stalls, bei dem keine Bindungsla¨nge vom Gleichgewichtsabstand abweicht und bei dem
alle Bindungswinkel gleich 90◦ bzw. 180◦ sind) betra¨gt ca. 0,26. Dieser Wert wird von
allen in Abb. 3.6 (oben) aufgetragenen Netzwerkdichten (0,57 bis 0,86) deutlich u¨ber-
troffen, d. h. alle Netzwerke sind im Gleichgewicht stark zusammengefaltet, was bereits
auf S. 229 exemplarisch gezeigt worden ist. Die Dichten der voll ausgedehnten Netzwerke
vom Typ 2 betragen 0,5 beim ho¨chsten hier betrachteten Vernetzungsgrad (nB = 2), un-
gefa¨hr 0,16 beim mittleren Vernetzungsgrad (nB = 4) und nur etwa 0,013 beim niedrigsten
Vernetzungsgrad (nB = 15). Die hohen Dichten in Abb. 3.7 (oben) (0,69 bis 0,96) zei-
gen, daß auch diese Netzwerke nicht den offenen Strukturen voll ausgedehnter Netzwerke
a¨hneln und daß der Unterschied umso gro¨ßer ist, je kleiner der Vernetzungsgrad ist. Daß




















T = 1,15, p = 0,219, rcut = 2,36
T = 1,15, p = 3,82,   rcut = 2,36
T = 2,70, p = 0,219, rcut = 2,36
T = 2,70, p = 3,82,   rcut = 2,36
T = 1,15, p = 3,82,   rcut = 3,15
T = 1,15, p = 3,82,   rcut = 4,73























Abbildung 3.6: Oben: Teilchenzahldichte ρ = N/V des Netzwerkes vom Typ 1 (siehe
Tab. 3.1) als Funktion der Systemgro¨ße N1/3 (N = Anzahl der Netzwerkteilchen) bei
verschiedenen Temperaturen T , Dru¨cken p und Wechselwirkungsgrenzen rcut. Die Kurven
stellen Anpassungen der jeweils mit rcut = 2,36 erhaltenen Datensa¨tze an die auf Basis
der in Abschnitt 3.3.1 beschriebenen Theorie hergeleiteten Gl. (3.7) dar.
Unten: Logarithmische Auftragung der Dichtedifferenz ρ∞ − ρ gegen N1/3 fu¨r vier der
oben dargestellten Fa¨lle (Symbole wie oben) mit Anpassungsgeraden. Der thermodyna-
mische Limes ρ∞ wird jeweils aus der oben vorgenommenen Kurvenanpassung erhalten
(ρ∞ = 0,737, 0,859, 0,587 bzw. 0,727).
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nB =   2, T = 1,2, p = 0,2, rcut = 3,0
nB =   4, T = 1,2, p = 0,2, rcut = 3,0
nB =   4, T = 1,2, p = 0,5, rcut = 3,0
nB =   4, T = 3,0, p = 0,2, rcut = 3,0
nB =   4, T = 3,0, p = 0,5, rcut = 3,0
nB =   4, T = 1,2, p = 0,5, rcut = 2,5
nB = 15, T = 1,2, p = 0,2, rcut = 3,0
∞
Abbildung 3.7: Oben: Teilchenzahldichte ρ = N/V der Netzwerke vom Typ 2 (siehe
Tab. 3.1) als Funktion der Systemgro¨ße N1/3 (N = Anzahl der Netzwerkteilchen) bei
hohem (nB = 2) bis niedrigem (nB = 15) Vernetzungsgrad sowie (bei mittlerem Ver-
netzungsgrad) bei unterschiedlichen Temperaturen T , Dru¨cken p und Wechselwirkungs-
grenzen rcut; Legende im unteren Abbildungsteil. Die Kurven stellen Anpassungen der
Datensa¨tze an Gl. (3.7) dar.
Unten: Logarithmische Auftragung der Dichtedifferenz ρ∞ − ρ gegen N1/3 mit Anpas-
sungsgeraden. Der thermodynamische Limes ρ∞ wird jeweils aus der oben vorgenomme-
nen Kurvenanpassung erhalten (ρ∞ = 0,959, 0,910, 0,922, 0,707, 0,729, 0,922 bzw. 0,878).
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diese hohen Netzwerkdichten nicht nur durch den anziehenden Teil der Lennard-Jones-
Wechselwirkungen zwischen den Teilchen, sondern auch durch die Netzwerkbindungen
verursacht werden, ist durch einen Vergleich der Netzwerkdichten mit den Dichten von
LJ-Fluiden (ohne zusa¨tzliche Bindungen) unter gleichen Bedingungen zu erkennen. Bei
T = 1,2 und p = 0,5 besitzt ein LJ-Fluid z. B. eine Dichte von 0,68, aber ein Netzwerk
vom Typ 2 (nB = 4) eine Dichte von 0,92. Bei T = 3,0 (und demselben u¨berkritischen
Druck) betra¨gt die Fluiddichte nur noch 0,17, wa¨hrend die Netzwerkdichte lediglich auf
0,73 absinkt. Selbst die Dichte einer LJ-Fu¨ssigkeit in der Na¨he des Tripelpunktes (T = 0,7,
p = Dampfdruck des LJ-Fluids) ist mit ca. 0,84 kleiner, als alle bei T = 1,2 erhaltenen
Grenzdichten der Netzwerke vom Typ 2 es sind.6
Aus dem oberen Teil der Abbildungen 3.6 und 3.7 ist zu erkennen, daß die Dichten der
Netzwerke beider Typen unter allen Bedingungen mit wachsender Systemgro¨ße zunehmen.
Die durch Finite-size-Effekte verursachten relativen Unterschiede zwischen der gro¨ßten
und der kleinsten unter den jeweiligen Bedingungen beobachteten Dichte liegen bei den
Netzwerken vom Typ 1 zwischen 2 % (nach rechts weisende Dreiecke in Abb. 3.6) und 7 %
(Kreise in Abb. 3.6). Bei den Netzwerken vom Typ 2 liegen diese Unterschiede zwischen
1 % (Quadrate in Abb. 3.7, nB = 2) und 6 % (Rauten in Abb. 3.7, nB = 15). Bei geringem
Vernetzungsgrad treten also gro¨ßere Finite-size-Effekte auf als bei hohem Vernetzungsgrad
(bei T = 1,2 und p = 0,2). In keinem Fall beeinflußt die Wechselwirkungsgrenze rcut die
Netzwerkdichte. Obwohl die Dichteunterschiede maximal nur wenige Prozente betragen,
ko¨nnen sie das chemische Potential absorbierter Lo¨sungsmittelteilchen stark vera¨ndern
und somit das Quellungsverhalten eines Netzwerkes signifikant beeinflussen (siehe Ab-
schnitte 3.4 und 3.5.3). Der im vorhergehenden Abschnitt theoretisch abgeleitete Zusam-
menhang zwischen der Netzwerkdichte und der Systemgro¨ße gema¨ß Gl. (3.7) wird u¨ber-
pru¨ft, indem die Datensa¨tze an Gl. (3.7) angepaßt werden. Da die Anpassungskurven im
oberen Teil der Abbildungen 3.6 und 3.7 gut mit den Datenpunkten u¨bereinstimmen, wird
im unteren Teil der Abbildungen jeweils die Differenz zwischen der aus der Anpassung
erhaltenen thermodynamischen Grenzdichte ρ∞ und der Dichte ρ bei endlicher System-
gro¨ße logarithmisch gegen die dritte Wurzel der Teilchenzahl N aufgetragen, was, wenn
Gl. (3.7) erfu¨llt ist, eine Gerade ergibt. Da die Dichtestreuung bei großen Systemen in
einigen Fa¨llen bewirkt, daß der Term ρ∞−ρ als Argument des Logarithmus negativ wird,
werden einige Daten fu¨r Systeme aus etwa 7 000 oder mehr LJ-Zentren in Abb. 3.6 (un-
ten) fortgelassen, ebenso einige Daten fu¨r Systeme mit Teilchenzahlen oberhalb 5 000
bis 20 000 in Abb. 3.7 (unten). Wie deutlich zu erkennen ist, gibt die vorgeschlagene
Auftragung nach Gl. (3.7) die Systemgro¨ßenabha¨ngigkeit der Netzwerkdichte gut wieder,
insbesondere in den Fa¨llen mit den gro¨ßten Finite-size-Effekten (Kreise in Abb. 3.6 und
Rauten in Abb. 3.7). Die zu u¨berpru¨fende Gl. (3.7) ist also u¨ber einen weiten Temperatur-
und Druckbereich gu¨ltig.
6Die extrem hohen Netzwerkdichten erschweren die Simulation von Phasengleichgewichten ungemein:
Zum einen werden bei der Berechnung des chemischen Exzeßpotentials nach der Widom-Methode (sie-
he Abschnitt 1.5.3) a¨ußerst viele Geisterteilcheneinsetzungen beno¨tigt, weil nur wenige Konfigurationen
u¨berhaupt ”Lo¨cher“ besitzen (siehe S. 77). Zum anderen mu¨ssen beim Teilchenu¨berfu¨hrungs-Schritt der
GEMC-Methode (siehe Abschnitt 1.6.1) viele U¨berfu¨hrungsversuche unternommen werden, denn die Ak-
zeptanzrate ist bei hohen Dichten sehr gering (siehe auch Abschnitt 3.5.2).
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ρ = ρ   − a / N1/3                          (=> ρ   = 0,897)
ρ = ρ   − a / N = ρ   − a / (N1/3)3   (=> ρ   = 0,877)








Abbildung 3.8: Die Systemgro¨ßenabha¨ngigkeit der Teilchenzahldichte eines weitmaschigen
Netzwerkes vom Typ 2 (nB = 15) bei T = 1,2 und p = 0,2 (rcut = 3,0, ein Fall aus Abb. 3.7)
wird an die drei verschiedenen angegebenen Beziehungen angepaßt (mit den Konstanten
ρ∞, a und b).
Hier stellt sich die Frage, ob die wegen der endlichen Systemgro¨ße erforderlichen Korrek-
turen der Netzwerkdichte ρ, die sog. Finite-size-Korrekturen ρ∞−ρ(N), nicht auch durch
einen einfacheren Ausdruck als den Exponentialterm exp[−αN 1/3] in Gl. (3.7) hinreichend
genau beschrieben werden ko¨nnen. Schließlich skalieren die Finite-size-Korrekturen bei
Computersimulationen im allg. mit dem Reziproken des Volumens V (bzw. der Teilchen-
zahl N ∼ V ) oder der La¨nge L (∼ N1/3) der Simulationsschachtel. So ist z. B. der fu¨hrende
Term der Finite-size-Korrektur zum chemischen Potential niedermolekularer Flu¨ssigkeiten
proportional zuN−1 [192, 193]. Nicht nur in der Na¨he des kritischen Punktes, wo ra¨umliche
Dichteschwankungen das Verhalten der Systeme beherrschen, werden Finite-size-Effekte
in Abha¨ngigkeit von der La¨nge statt vom Volumen des Systems betrachtet, sondern auch
weit weg vom kritischen Punkt gibt es Eigenschaften, deren Finite-size-Korrekturen ent-
sprechend skalieren. Die Wa¨rmeleitfa¨higkeit kristalliner Systeme, die von der mittleren
freien Wegla¨nge der Phononen abha¨ngt, besitzt z. B. Finite-size-Korrekturen, welche sich
als proportional zu L−1 erweisen [194]. Die o. a. Frage, ob die Finite-size-Korrekturen
zur Dichte lo¨sungsmittelfreier Netzwerke nur durch den Exponentialterm hinreichend ge-
nau beschrieben werden ko¨nnen, wird exemplarisch anhand eines Datensatzes untersucht,
was in Abb. 3.8 gezeigt wird. Zum Vergleich werden die Simulationsergebnisse (Rau-
ten) fu¨r ρ(N) mit drei verschiedenen Beziehungen angepaßt. Unter der (etwas willku¨rli-
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chen) Annahme, daß die Finite-size-Korrekturen ρ∞−ρ(N) proportional zu L−1 ∼ N−1/3
sind, wird die lang gestrichelte Kurve erhalten. Der (ebenfalls etwas willku¨rliche) An-
satz ρ∞ − ρ(N) ∼ V −1 ∼ N−1 ergibt die kurz gestrichelte Kurve. Keine dieser beiden
Kurven na¨hert die Datenpunkte besonders gut an. Im Gegensatz dazu fu¨hrt die Anpas-
sung auf Basis von Gl. (3.7) zur durchgezogenen Kurve, die die Datenpunkte ziemlich
gut approximiert. Der theoretisch begru¨ndete Ansatz liefert also die beste quantitative
U¨bereinstimmung, so daß die beiden anderen Ideen verworfen werden.
Gleichung (3.7) besitzt in zweifacher Hinsicht Bedeutung. Zum einen zeigt die beschriebe-
ne quantitative U¨bereinstimmung mit den Simulationsergebnissen, daß die Annahme, die
der im vorhergehenden Abschnitt 3.3.1 entwickelten Theorie zugrunde liegt, tatsa¨chlich
gerechtfertigt ist: Die Netzwerkelastizita¨t liefert den entscheidenden Beitrag zum Finite-
size-Effekt der Dichte, weil die Einschra¨nkung der Netzwerkkonformation infolge der zy-
klischen Randbedingungen an die La¨nge der Simulationsschachtel gekoppelt ist. Zum an-
deren ermo¨glicht Gl. (3.7) es, den thermodynamischen Limes ρ∞ der Dichte aus wenigen
Simulationen kleiner Systeme durch Extrapolation abzuscha¨tzen, was im Vergleich zur Si-
mulation großer Systeme sehr viel Zeit spart. Besonders wichtig ist dies in den Fa¨llen, in
denen praktisch nur kleine Systeme simuliert werden ko¨nnen, weil z. B. explizite Lo¨sungs-
mittel oder Details der chemischen Struktur beru¨cksichtigt werden sollen. Allerdings wird
in den folgenden Abschnitten auch deutlich, daß die Gl. (3.7) fu¨r die Netzwerkdichte nicht
unkritisch auf solche Eigenschaften, die von der Dichte abha¨ngen, u¨bertragen werden kann,
also ggf. doch große Systeme simuliert werden mu¨ssen.
3.4 Netzwerkquellung durch einen Lennard-Jones-
Reinstoff
Die Simulation von Gelen (d. h. von gequollenen Netzwerken) im Gleichgewicht mit einem
Lennard-Jones(LJ)-Reinstoff sollte urspru¨nglich nur dazu dienen, die im Rahmen der vor-
liegenden Arbeit gewonnenen Ergebnisse mit denjenigen von Lu und Hentschke [28] zu
vergleichen und somit das hier verwendete Programm MD MC.f zu testen. Bei diesen Si-
mulationen sind jedoch unerwartete Resultate, die auch fu¨r die im na¨chsten Abschnitt 3.5
zu behandelnde Netzwerkquellung durch bina¨re LJ-Mischungen relevant sind, erhalten
worden.
Wesentliche Modell- und Simulationsparameter der Netzwerkquellung durch einen LJ-
Reinstoff werden in Tab. 3.1 (Netzwerk vom Typ 1) und in Tab. 3.2 angegeben. Die
Netzwerk- und Lo¨sungsmittelteilchen besitzen den gleichen LJ-Energieparameter  und
die gleiche Masse, aber unterschiedliche LJ-Abstandsparameter σ. Die in diesem Abschnitt
verwendeten LJ-Einheiten beziehen sich stets auf die Netzwerkteilchen. Bei den im steti-
gen Wechsel ausgefu¨hrten kurzen Molekulardynamik(MD)-La¨ufen und Monte-Carlo(MC)-
Teilchenu¨berfu¨hrungen umfaßt jeder MD-Teillauf jeweils 50 Zeitschritte (also 0,08 LJ-
Zeiteinheiten), aber die Anzahl der in einem MC-Teillauf unternommenen Teilchentrans-
ferversuche wird in verschiedenen Simulationen sehr unterschiedlich gewa¨hlt. Wichtig ist
dabei in erster Linie das Verha¨ltnis der Zahl von U¨berfu¨hrungsversuchen je MC-Teil zur
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Tabelle 3.2: Modellparameter fu¨r Netzwerkquellung durch Lennard-Jones-Reinstoff (in
LJ-Einheiten bezu¨glich des Netzwerkes). Weitere Modell- und Simulationsparameter sind
in Tab. 3.1 (Netzwerk vom Typ 1) zu finden.
Gro¨ße Symbol Zahlenwert
LJ-Energieparameter des Fluids 1 1
LJ-Abstandsparameter des Fluids σ1 0,788
Teilchenmasse des Fluids m1 1
Wechselwirkungsgrenze rcut 1,97 bzw. 2,29 bzw. 2,36
Dauer eines MD-Teillaufes, d. h. die Anzahl der MC-Transferversuche je MD-Zeiteinheit
(bzw. die Zahl der je MD-Zeiteinheit u¨berfu¨hrten Fluidteilchen).
Die Quellung der Netzwerke unter verschiedenen thermodynamischen Bedingungen wird
hier durch den Quellungsgrad und durch die Absorptionsfa¨higkeit je Netzwerkteilchen
charakterisiert (wie in Lit. [28]). Sei Vgel das Volumen, das ein Gel im thermodynamischen
Gleichgewicht mit dem Lo¨sungs- bzw. Quellungsmittel besitzt, und sei Vnet das Volumen
des trockenen Netzwerkes unter identischen thermodynamischen Bedingungen, so wird





berechnet. Die Absorptionsfa¨higkeit A je Netzwerkteilchen beschreibt das Verha¨ltnis der






Neben dem hier definierten (volumenbezogenen) Quellungsgrad q wird in der Literatur
[155] auch ein massenbezogener Quellungsgrad qm verwendet: Dieser stellt das Verha¨ltnis
der Gelmasse mgel zur Masse mnet des trockenen Netzwerkes dar. Da Netzwerk- und











= A+ 1 (3.10)
mit der Masse mabs des absorbierten Quellungsmittels.
Wie sich die Zahl der Lo¨sungsmittelteilchen in der Netzwerkschachtel im Verlaufe einer
Simulation mit der MD-MC-Hybridmethode entwickelt, wird in Abb. 3.9 am Beispiel eines
Netzwerkes aus 256 Teilchen gezeigt (Details in der Bildunterschrift). Beide Simulationsvo-
lumina sind vor Beginn der MD-MC-Simulation (bei t= 0) thermisch und mechanisch (mit
240 KAPITEL 3. QUELLUNG VON POLYMERNETZWERKEN





























































Abbildung 3.9: Zeitlicher Verlauf der Lo¨sungsmittelteilchenzahl Nabs in der Netzwerk-
schachtel (und der Absorptionsfa¨higkeit A) bei unterschiedlich vielen Teilchenaustau-
schen: Ntrans ist die Anzahl (akzeptierter) Teilchenu¨berfu¨hrungen je LJ-Zeiteinheit im
a¨quilibrierten System. Ohne Fluid besteht das voll ausgedehnte Netzwerk vom Typ 1
aus 43 Elementarzellen aus jeweils vier Wechselwirkungszentren (also aus insgesamt 256
Teilchen). In allen Fa¨llen wird bei T = 1,15 und p = 3,82 mit insgesamt 1000 Lo¨sungs-
mittelteilchen simuliert (rcut = 1,97). Die gestrichelten Strecken bei Nabs = 450 dienen
nur zur Orientierung.
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800 Lo¨sungsmittelteilchen in der Netzwerkschachtel) a¨quilibriert worden, so daß die Teil-
chenzahlentwicklung in der A¨quilibrierungsphase die Einstellung des chemischen Gleich-
gewichts beschreibt. Alle fu¨nf Simulationen finden unter denselben thermodynamischen
Bedingungen statt, allerdings unterscheiden sich die Anzahlen der Teilchenu¨berfu¨hrungs-
versuche je LJ-Zeiteinheit jeweils um Zehnerpotenzen. Nach der A¨quilibrierung werden
in einer LJ-Zeiteinheit durchschnittlich Ntrans/2 Fluidteilchen von der Netzwerk- in die
Lo¨sungsmittelschachtel und ebenso viele Fluidteilchen von der Lo¨sungsmittel- in die Netz-
werkschachtel u¨berfu¨hrt. Man beachte, daß sich die Zeitskalen in den verschiedenen Teilen
der Abb. 3.9 sehr stark voneinander unterscheiden. Je weniger Teilchen pro Zeiteinheit
zwischen den Simulationsschachteln u¨berfu¨hrt werden, desto la¨nger dauert die A¨quili-
brierungsphase und desto geringer ist die Frequenz der Teilchenzahloszillationen in der
Produktionsphase (d. h. nach der Einstellung des Gleichgewichtes). Folglich werden bei
geringer Teilchentransferha¨ufigkeit besonders lange Simulationen beno¨tigt, damit sinn-
volle Mittelwerte der Anzahl Nabs absorbierter Teilchen (und der Absorptionsfa¨higkeit)
erhalten werden. Die hier gefundenen relativ starken Teilchenzahlschwankungen werden
bei den Netzwerkquellungssimulationen von Aydt (und Hentschke) [13, 63] mittels ver-
einfachter Gibbs-Ensemble–Molekulardynamik nicht beobachtet. Jedoch treten bei Gibbs-
Ensemble–Monte-Carlo–Simulationen von Phasengleichgewichten zwischen flu¨ssigen und
gasfo¨rmigen Lennard-Jones-Reinstoffen bzw. -Mischungen starke Oszillationen der Dich-
ten und Zusammensetzungen der Phasen auf [18, 19].
Wa¨hrend der Gleichgewichtswert von Nabs in den MD-MC-La¨ufen der oberen drei Teile
der Abb. 3.9 etwa 450 betra¨gt, also nicht signifikant von der Ha¨ufigkeit des Teilchenaustau-
sches abha¨ngt, zeigen die unteren beiden Teilabbildungen, daß dieser Wert mit wachsender
Teilchentransferha¨ufigkeit abnimmt, falls die Anzahl erfolgreicher U¨berfu¨hrungsversuche
pro LJ-Zeiteinheit viel gro¨ßer als zehn ist. Allzu ha¨ufiger Teilchentransfer liefert also bei
der MD-MC-Hybridmethode ungenaue Ergebnisse. In diesem Falle liegt der optimale Wert
von Nabs in etwa bei zehn, und eine weitere Simulation mit Nabs ≈ 1 ist zur Absicherung
der Ergebnisse notwendig. Auf den ersten Blick mag es u¨berraschen, daß die Gleich-
gewichtsverteilung offensichtlich durch zu viele Teilchenaustausche binnen zu kurzer Zeit
gesto¨rt wird, obwohl das Akzeptanzkriterium der Gibbs-Ensemble–Monte-Carlo–Methode
[Gl. (1.160)] so gewa¨hlt ist, daß bei der reinen Monte-Carlo-Methode das entsprechende
Ensemble der statistischen Mechanik erhalten wird (siehe Abschnitt 1.6.1). Dabei ist je-
doch zu bedenken, daß die Teilchengeschwindigkeiten beim Teilchentransfer im MD-MC-
Hybridalgorithmus nicht angepaßt werden und daß hier nur Teilchen des Lo¨sungsmittels,
nicht aber des Netzwerkes zwischen den Simulationsschachteln ausgetauscht werden, also
eine gewisse Asymmetrie zwischen den verschiedenen Teilchensorten besteht (vgl. die Dis-
kussion in Abschnitt 1.6.2: MD-MC-Hybridmethode als durch MC-Schritte gesto¨rte MD
bzw. als MC-Verfahren mit starken MD-Anteilen zu betrachten).
Die Abha¨ngigkeit des Quellungsgrades und der Absorptionsfa¨higkeit je Netzwerkteilchen
von der Ha¨ufigkeit des Teilchenaustausches wird in Abb. 3.10 fu¨r verschiedene thermody-
namische Bedingungen dargestellt (fu¨r ein Netzwerk aus 256 Teilchen). Die beiden bei T =
1,15 und p = 3,82 erhaltenen Datensa¨tze zeigen, daß die Gro¨ße der Wechselwirkungsgren-
ze rcut die Ergebnisse nicht allzusehr beeinflußt. Die Temperatur T = 1,15 liegt unterhalb
und T = 2,70 oberhalb der kritischen Temperatur des Quellungsmittels. Wa¨hrend der
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Abbildung 3.10: Abha¨ngigkeit des Quellungsverhaltens eines Netzwerkes vom Typ 1 von
der Ha¨ufigkeit der Teilchenu¨berfu¨hrung unter verschiedenen thermodynamischen Bedin-
gungen: Ntrans wie in Abb. 3.9; dieselben Teilchenzahlen und dasselbe Netzwerk wie in
Abb. 3.9.
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Druck p = 0,219 (= 0,107 1/σ1
3) in bezug auf das Lo¨sungsmittel unterkritisch ist, ist
p = 3,82 (= 1,87 1/σ1
3) u¨berkritisch. Wie in Abb. 3.10 zu erkennen ist, ha¨ngt das Quel-
lungsverhalten des simulierten Netzwerkes bei der hohen Temperatur nicht signifikant
von der Anzahl Ntrans akzeptierter Teilchenaustausche pro LJ-Zeiteinheit ab. Aber bei
der niedrigen Temperatur besitzt die Transferha¨ufigkeit bei Ntrans & 10 einen deutlichen
Einfluß auf die Ergebnisse. Insbesondere bei niedrigen Temperaturen muß die Anzahl
der MC-Teilchenu¨berfu¨hrungsversuche deshalb sorgfa¨ltig gewa¨hlt werden. Wa¨hrend zu
viele Teilchenaustausche wegen systematischer Fehler zu ungenauen oder gar falschen Er-
gebnissen fu¨hren, werden bei zu wenigen Austauschen eine langsame A¨quilibrierung und
niederfrequente Schwingungen in der Produktionsphase beobachtet (s. o.), so daß u¨ber
extrem lange Zeiten simuliert werden muß.
Ergebnisse, die bei Netzwerkquellungsexperimenten unter verschiedenen thermodynami-
schen Bedingungen erhalten worden sind, werden in Abb. 3.11 dargestellt und insbeson-
dere mit den von Lu und Hentschke [28] erhaltenen Resultaten, aber auch mit einigen
von Aydt (und Hentschke) [63, 13] vero¨ffentlichten Daten verglichen. In allen Fa¨llen wird
die Quellung eines Netzwerkes aus 256 Teilchen unter Verwendung von insgesamt 1000
Lo¨sungsmittelteilchen simuliert. Lu und Hentschke setzen Molekulardynamiksimulatio-
nen mit Regelung der chemischen Potentialdifferenz ein, d. h. sie berechnen das chemische
Potential des Lo¨sungsmittels in beiden Simulationsschachteln u¨ber eine kurze Zeitspan-
ne grob und u¨berfu¨hren auf der Basis der chemischen Potentiale jeweils ein Teilchen des
Lo¨sungsmittels von einem Simulationsvolumen ins andere (siehe Abschnitt 1.6.3.2). Aydt
(und Hentschke) benutzen Gibbs-Ensemble-Molekulardynamik mit Vereinfachungen (sie-
he Abschnitt 1.6.3.1). Die in der vorliegenden Arbeit mittels der MD-MC-Hybridmethode
erhaltenen Quellungsgrade q und Absorptionsfa¨higkeiten A je Netzwerkteilchen (gefu¨ll-
te Symbole in Abb. 3.11) zeigen in allen betrachteten Fa¨llen monotone Temperatur- und
Druckabha¨ngigkeit: q und A nehmen mit wachsendem Druck (bei konstanter Temperatur)
zu und mit steigender Temperatur (bei konstantem Druck) ab. Der bei T = 1,15 beobach-
tete besonders starke Anstieg von q und A mit zunehmendem Druck bei kleinen Dru¨cken
ist auf den Gas-Flu¨ssigkeits-Phasenu¨bergang des Lo¨sungsmittels beim Dampfdruck von
ca. 0,06 zuru¨ckzufu¨hren. Die Literaturwerte7 weichen teilweise kaum und teilweise be-
tra¨chtlich von den hier erhaltenen Resultaten ab, und diese Werte zeigen ein komplizier-
teres Bild. Bei T = 2,70 ha¨ngen q und A nach Lu et al. in a¨hnlicher Weise vom Druck
ab, wie es in dieser Arbeit gefunden wird, jedoch nimmt der Unterschied zwischen den
hier erhaltenen Daten und den Literaturwerten mit wachsendem Druck zu. Bei derselben
Temperatur weist die Auftragung des Quellungsgrades gegen den Druck nach Aydt (und
Hentschke) ein breites Maximum auf, unterscheidet sich also prinzipiell von den beiden
anderen Druckabha¨ngigkeiten von q. Die Ergebnisse von Aydt (und Hentschke) [63, 13]
sollten bereits von Lu und Hentschke [28] korrigiert worden sein. Bei T = 1,15 sinken q
und A nach Lu und Hentschke mit zunehmendem Druck bzw. sind in etwa konstant – im
Gegensatz zu den Ergebnissen der vorliegenden Arbeit. Die von Lu et al. bei T = 1,15 ge-
7In Lit. [28, 63] werden die Temperaturen und Dru¨cke in Vielfachen der kritischen Werte angegeben,
wobei eine kritische Temperatur Tcrit = 1,28 1 (= 1,28) und ein kritischer Druck pcrit = 0,123 1/σ31 (=
0,251) angenommen werden. Einige der in Lit. [28] angegebenen Simulationsparameter sind zu korrigieren:
∆t = 3, 79 · 10−4, τT = 3, 79 · 10−2, τp/κT = 1, 84 · 103 (jeweils in den Einheiten der Lit. [28]).
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Abbildung 3.11: Temperatur- und Druckabha¨ngigkeit des Quellungsverhaltens eines Netz-
werkes vom Typ 1 aus 256 Teilchen (nB = 2, voll ausgedehntes Netzwerk aus 4
3 Elementar-
zellen) im Vergleich zu Literaturwerten: Die gefu¨llten Symbole zeigen Mittelwerte aus je-
weils zwei bis fu¨nf Simulationen, die im Rahmen der vorliegenden Arbeit mit rcut = 2,36
und mit Langreichweitekorrekturen zum Druck und zur potentiellen Energie durchgefu¨hrt
worden sind. Die offenen Symbole repra¨sentieren die Ergebnisse von Lu und Hentschke [28]
sowie Aydt (und Hentschke) [63, 13] (nur q gegen p). Die Streckenzu¨ge dienen nur der
U¨bersicht.
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fundene Zunahme von q und A bei abnehmendem Druck kann hier weder bei der besonders
tiefen Temperatur T = 0,75 noch bei einem geringeren als den von Lu et al. betrachteten
Dru¨cken (vgl. obige Anmerkung zum Phasenu¨bergang des Quellungsmittels) reproduziert
werden. Die Auftragung von q gegen die Temperatur zeigt, daß die Ergebnisse von Lu
et al. und die hier erhaltenen Resultate bei p = 0,219 qualitativ u¨bereinstimmen, aber
daß q bei p = 3,82 in unterschiedlicher Weise von der Temperatur abha¨ngt. Besonders
große Abweichungen treten also bei niedriger Temperatur und hohem Druck auf. Hier
stellt sich die Frage, ob diese Abweichungen durch (kleine) Unterschiede der simulierten
Modelle oder durch Artefakte mindestens bei einer der verwendeten Methoden verursacht
werden. Hinsichtlich der Behandlung des Lennard-Jones-Potentials fu¨r Absta¨nde oberhalb
der Wechselwirkungsgrenze unterscheiden sich die eingesetzten Modelle tatsa¨chlich: In der
vorliegenden Arbeit werden die u¨blichen Langreichweitekorrekturen zum Druck (im MD-
Teil) und zur potentiellen Energie (zur Berechnung der U¨berfu¨hrungswahrscheinlichkeit
im MC-Teil) benutzt; dagegen beru¨cksichtigen Lu und Hentschke diese Kontinuumskor-
rekturen nur bei der Berechnung der chemischen Potentiale, nicht aber bei den Druck-
berechnungen; Aydt (und Hentschke) fu¨hren u¨berhaupt keine Langreichweitekorrekturen
durch.
Bevor der Einfluß der Langreichweitekorrekturen auf die Ergebnisse im Detail betrach-
tet wird, sollen zuna¨chst die hier bei T = 1,15 und p = 3,82 (den Bedingungen mit den
gro¨ßten Abweichungen von Lus und Hentschkes Resultaten) erhaltenen Simulationsergeb-
nisse u¨berpru¨ft werden. Dazu wird das chemische Potential des Quellungsmittels in einem
Netzwerk aus 256 Teilchen gegen die Anzahl absorbierter Lo¨sungsmittelteilchen (bzw.
gegen die Absorption je Netzwerkteilchen) in Abb. 3.12 aufgetragen und zusa¨tzlich das
chemische Potential des reinen Lo¨sungsmittels unter denselben thermodynamischen Be-
dingungen eingezeichnet, so daß sich die Gleichgewichtsabsorption aus der Gleichheit der
chemischen Potentiale beider Phasen ergibt. Zur Berechnung des chemischen Exzeßpoten-
tials wird die Geisterteilchen-Methode nach Widom (siehe Abschnitt 1.5.3) benutzt. Zur
Abscha¨tzung statistischer Fehler werden die NpT-Simulationen aus 106 MD-Schritten in
jeweils zehn Teilla¨ufe aus je 105 MD-Schritten unterteilt. Die chemischen Potentiale aus
den Teilla¨ufen ko¨nnen wegen relativ hochfrequenter Volumenfluktuationen als statistisch
unabha¨ngig angenommen werden. Die Fehlerbalken zeigen die mittleren Fehler der Mit-
telwerte der jeweils zehn Teilla¨ufe. Diese Mittelwerte sind stets geringfu¨gig gro¨ßer als die
aus den Gesamtla¨ufen erhaltenen genaueren chemischen Potentiale (Fehlerbalken nicht
vo¨llig symmetrisch um gefu¨llte Kreise in Abb. 3.12), denn die Einteilung in Teilla¨ufe und
Mittelung u¨ber die daraus gewonnenen chemischen Potentiale entspricht in bezug auf das
Exzeßpotential einer Mittelung u¨ber den Logarithmus in Gl. (1.147) anstelle der korrekten
Mittelung u¨ber Za¨hler und Nenner des Argumentes des Logarithmus. Aber der systemati-
sche Fehler bei Mittelung u¨ber die Ergebnisse der Teilla¨ufe ist hier im Vergleich zum stati-
stischen Fehler vernachla¨ssigbar klein. Als eine sehr vorsichtige Fehlerabscha¨tzung werden
auch das kleinste und gro¨ßte aus den Teilla¨ufen erhaltene chemische Potential dargestellt
(sowohl im Falle des gequollenen Netzwerkes als auch fu¨r das reine Lo¨sungsmittel). Beim
reinen Quellungsmittel besitzt der statistische Fehler des chemischen Potentials dieselbe
Gro¨ßenordnung wie im Falle des gequollenen Netzwerkes. Wird die Wechselwirkungsgren-
ze von 1,97 auf 2,29 LJ-Einheiten erho¨ht, so a¨ndert sich weder das chemische Potential
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Absorption A je Netzwerkteilchen
Abbildung 3.12: Abha¨ngigkeit des chemischen Potentials µ1 des LJ-Fluids in einem gequol-
lenen Netzwerk vom Typ 1 von der Anzahl Nabs absorbierter Teilchen bei T = 1,15 und p
= 3,82 (256 Netzwerkteilchen, rcut = 1,97, mit Langreichweitekorrekturen zum Druck und
chemischen Potential): Die gefu¨llten Kreise zeigen die mit jeweils 1010 Einsetzungen vir-
tueller Teilchen (106 MD-Zeitschritte, 104 Einsetzungen je Schritt) erhaltenen Ergebnisse
(punktierte Strecken nur zur Orientierung). Die offenen Kreise markieren jeweils das klein-
ste und gro¨ßte in den zehn Teilla¨ufen (mit je 109 Geisterteilcheneinsetzungen) erhaltene
chemische Potential. Zum Vergleich zeigen die durchgezogenen waagerechten Strecken die
analog erhaltenen chemischen Potentiale des reinen Lo¨sungsmittels aus drei Simulationen
und die gestrichelten waagerechten Strecken das aus den Teilla¨ufen erhaltene kleinste und
gro¨ßte Potential.
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des absorbierten Fluids noch dasjenige des Reinstoffes signifikant, denn hier werden stets
die u¨blichen Langreichweitekorrekturen beru¨cksichtigt. Die Auftragung in Abb. 3.12 zeigt,
daß die Absorptionsfa¨higkeit A je Netzwerkteilchen unter den angegebenen thermodyna-
mischen Bedingungen zwischen 1,5 und 2,0 liegt. Dies stimmt mit dem in dieser Arbeit
mittels MD-MC-Hybridmethode erhaltenen Wert von ca. 1,7 u¨berein (siehe Abb. 3.11),
widerspricht aber dem Ergebnis A ≈ 0,8 von Lu und Hentschke [28]. Die Genauigkeit,
mit der sich A so bestimmen la¨ßt, wird dadurch begrenzt, daß das chemische Potential
der absorbierten Lo¨sungsmittelteilchen in der Umgebung der Gleichgewichtsabsorption
nicht allzustark von A (bzw. Nabs) abha¨ngt. Beschrieben wird ein solcher Effekt auch von
Escobedo und de Pablo [168], bei deren Quellungssimulationen sowohl die Netzwerk- als
auch die Lo¨sungsmittelteilchen als harte Kugeln modelliert werden.
Im folgenden sollen die Netzwerkquellungssimulationen von Lu und Hentschke [28] mit
256 Netzwerkteilchen und insgesamt 1000 Lo¨sungsmittelteilchen so genau wie mo¨glich
mit der hier eingesetzten MD-MC-Hybridmethode reproduziert werden. Da Lu et al. die
u¨blichen Langreichweitekorrekturen zum chemischen Potential benutzen, aber die Dru¨cke
nicht korrigieren, wird nun bei der MD-MC-Hybridmethode auf die Kontinuumskorrektu-
ren zum Druck im MD-Teil verzichtet, aber die potentielle Energie wird zur Ermittlung
der Teilchentransferwahrscheinlichkeit im MC-Teil weiterhin mit den Langreichweitekor-
rekturen berechnet. (Daß dieses Modell nach Lu et al. in sich widerspru¨chlich ist, soll
hier nicht betrachtet werden.) Da die Wechselwirkungsgrenze rcut das begrenzte Lennard-
Jones-Potential signifikant beeinflußt, wird hier der von Lu et al. gewa¨hlte Wert rcut = 2,29
benutzt. Die so erhaltenen Ergebnisse werden in Abb. 3.13 zusammen mit den Literatur-
werten dargestellt. Durch das Fortlassen der Kontinuumskorrekturen zum Druck werden
der Quellungsgrad q und die Absorptionsfa¨higkeit A je Netzwerkteilchen kaum vera¨ndert
bzw. nur etwas erho¨ht, wie im Vergleich mit Abb. 3.11 zu erkennen ist. Insbesondere neh-
men q und A auch hier im allg. mit wachsendem Druck zu und mit steigender Temperatur
ab (mit einer Ausnahme bei T = 1,15 und niedrigem Druck). Besonders bei niedrigem
Druck stimmen bei T = 2,70 die Quellungsgrade recht gut und die Absorptionsfa¨higkeiten
sehr gut mit den Literaturwerten u¨berein. Bei p = 0,219 wird außer bei der niedrigsten
Temperatur eine sehr gute U¨bereinstimmung der mit der MD-MC-Hybridmethode erhal-
tenen Quellungsgrade mit den Daten von Lu et al. beobachtet. Auch wenn genau das von
Lu und Hentschke benutzte Modell simuliert wird, ko¨nnen deren Ergebnisse speziell bei
niedriger Temperatur und hohem Druck nicht reproduziert werden.
Da dem Verfasser dieser Arbeit das von Lu et al. [28] verwendete Programm vorliegt
(schließlich war urspru¨nglich einmal geplant gewesen, dieses Programm etwas zu erwei-
tern und fu¨r die Simulation der Netzwerkquellung durch Mischungen zu verwenden), kann
die von Lu et al. eingesetzte Methode mittels ihres Programmes auf Zuverla¨ssigkeit ge-
testet werden. Diese Methode beruht auf der (groben) Berechnung chemischer Potentiale
u¨ber kurze Zeitspannen und auf der U¨berfu¨hrung einzelner Teilchen von der Simulations-
schachtel mit dem ho¨heren chemischen Potential in die andere, wobei die Koordinaten des
Teilchens nicht angepaßt werden. Dabei wird angenommen, daß die Relaxationszeit der
Systeme in beiden Simulationsschachteln jeweils viel kleiner ist als die Zeit zwischen un-
mittelbar aufeinanderfolgenden Teilchenu¨berfu¨hrungen, obwohl bei der Einsetzung Kon-
figurationen mit extrem kleinen Teilchenabsta¨nden entstehen ko¨nnen. Bei der Methode
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Abbildung 3.13: Temperatur- und Druckabha¨ngigkeit des Quellungsverhaltens eines Netz-
werkes vom Typ 1 aus 256 Teilchen (nB = 2, voll ausgedehntes Netzwerk aus 4
3 Elementar-
zellen) im Vergleich zu Literaturwerten: Die gefu¨llten Symbole zeigen die Ergebnisse ein-
zelner Simulationen aus dieser Arbeit mit rcut = 2,29 (bei jedem Druck-Temperatur-Paar
jeweils mindestens zwei La¨ufe). In der Molekulardynamik werden die Dru¨cke (und poten-
tiellen Energien) ohne Langreichweitekorrekturen berechnet, jedoch werden diese Korrek-
turen bei der Berechnung der potentiellen Energie fu¨r die Teilchenu¨berfu¨hrung mittels
Monte-Carlo-Methode beru¨cksichtigt. Die offenen Symbole stellen die Ergebnisse von Lu
und Hentschke [28] dar. Die Streckenzu¨ge dienen nur der U¨bersicht; Achsenskalierung wie
in Abb. 3.11.
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nach Lu et al. wird immerhin ein fu¨r kleine Absta¨nde r modifiziertes Lennard-Jones-
Potential, das fu¨r r → 0 nicht gegen Unendlich geht, verwendet [siehe Abschnitt 1.6.3.2
bzw. Gl. (1.171) in Abschnitt 1.6.3.1]. Als besonders aufschlußreich erweist sich die Simu-
lation von Netzwerkquellungen bei T = 1,15 und p = 3,82, also unter den Bedingungen
der gro¨ßten Diskrepanz zwischen den von Lu et al. und den hier erhaltenen Resultaten.
Zuna¨chst werden sowohl die Dauer der Teilla¨ufe, d. h. die Zeitspanne zwischen zwei aufein-
anderfolgenden Mo¨glichkeiten der Teilchenu¨berfu¨hrung, als auch die Anzahl der Testteil-
cheneinsetzungen zur Berechnung des chemischen Exzeßpotentials genauso groß gewa¨hlt
wie bei Lu und Hentschke. In einer weiteren Simulation wird die Anzahl der Testteil-
cheneinsetzungen verzehnfacht, die Teillaufla¨nge aber nicht vera¨ndert. In einer dritten
Simulation wird zusa¨tzlich die La¨nge der Teilla¨ufe verfu¨nffacht. Dabei ergibt sich, daß die
Anzahl der Testteilcheneinsetzungen die Ergebnisse kaum beeinflußt, aber die Verfu¨nf-
fachung der Teillaufdauer den Quellungsgrad etwa um 0,4 und die Absorptionsfa¨higkeit
je Netzwerkteilchen um ca. 0,7 erho¨ht. Also ist die (grobe) Berechnung des chemischen
Potentials bei T = 1,15 und p = 3,82 zwar hinreichend genau, aber die Annahme, daß
die Systeme innerhalb der kurzen Teilla¨ufe von Lu et al. a¨quilibriert werden, kann unter
diesen Bedingungen nicht zutreffen. Somit sind die von Lu et al. bei tiefen Tempera-
turen und hohen Dru¨cken erhaltenen Ergebnisse unzuverla¨ssig, weil die Systeme unter
diesen Bedingungen zu hohe Relaxationszeiten besitzen. Wie in Abb. 3.13 zu erkennen
ist, werden durch diesen systematischen Fehler die aus den Kurvenverla¨ufen abzulesen-
den Tendenzen z. T. umgekehrt und zusa¨tzliche Strukturen als Artefakte eingefu¨hrt, weil
dieser Fehler temperatur- und druckabha¨ngig ist. In einer spa¨teren Arbeit [65] behandeln
Lu und Hentschke Netzwerkquellungssimulationen mit Lo¨sungsmittelteilchen aus jeweils
sechs linear angeordneten Wechselwirkungszentren als Modell fu¨r Kettenmoleku¨le mit
einer a¨hnlichen Methode (Rosenbluth- statt Widom-Methode zur Berechnung des chemi-
schen Exzeßpotentials, Verfahren sonst identisch). Darin weisen die Autoren darauf hin,
daß weder die Anzahl der zur Berechnung des chemischen Exzeßpotentials eingesetzten
Geisterteilchen noch die Simulationsdauer zwischen den U¨berfu¨hrungen realer Teilchen die
Ergebnisse beeinflußt. Sie geben jedoch nicht an, ob ihre ausfu¨hrlichen Untersuchungen
alle relevanten thermodynamischen Bedingungen abdecken.
Nachdem gezeigt worden ist, daß Netzwerkquellungen durch einen Reinstoff mit der in
dieser Arbeit eingesetzten MD-MC-Hybridmethode (mit dem Programm MD MC.f) zu-
verla¨ssig simuliert werden ko¨nnen, obwohl die erhaltenen Ergebnisse z. T. der bekannten
Literatur widersprechen, soll nun untersucht werden, ob und ggf. wie sich die System-
gro¨ße auf die Resultate auswirkt. In Abb. 3.14 werden die unter verschiedenen thermo-
dynamischen Bedingungen erhaltenen Quellungsgrade q und Absorptionsfa¨higkeiten A je
Netzwerkteilchen gegen die dritte Wurzel aus der Netzwerkteilchenzahl Nnet als Maß fu¨r
die Systemgro¨ße aufgetragen. Im Gegensatz zur Lo¨sungsmittelteilchenzahl in der Netz-
werkschachtel vera¨ndert sich Nnet wa¨hrend der Quellungssimulationen ja nicht. Hier wer-
den Systeme mit 108 bis 2048 Netzwerkteilchen betrachtet. Zur Berechnung von q nach
Gl. (3.8) werden sowohl das trockene Netzwerk (Vnet) als auch die Netzwerkquellung (Vgel)
in jedem Fall mit derselben Netzwerkteilchenzahl simuliert. Je gro¨ßer die Anzahl Nnet der
explizit simulierten Netzwerkteilchen ist, desto kleiner werden q und A in drei Fa¨llen,
wa¨hrend bei der hohen Temperatur und dem niedrigen Druck (nach links weisende Drei-
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Abbildung 3.14: Abha¨ngigkeit des Quellungsverhaltens eines Netzwerkes vom Typ 1 von
der Systemgro¨ße Nnet
1/3 (Nnet = Anzahl der Netzwerkteilchen) unter verschiedenen ther-
modynamischen Bedingungen. Alle Daten stammen aus Simulationen mit Langreichwei-
tekorrektur des Drucks (und der potentiellen Energie) und mit rcut = 2,36. Die Anpassung
dreier Datensa¨tze an Gl. (3.11) liefert die durchgezogenen Kurven, die erhaltenen ther-
modynamischen Grenzwerte werden durch die gestrichelten Strecken markiert.
3.4. NETZWERKQUELLUNG DURCH EINEN REINSTOFF 251
ecke in Abb. 3.14) keine signifikanten Finite-size-Effekte zu beobachten sind. Besonders
große Finite-size-Effekte treten bei der niedrigen Temperatur und dem hohen Druck (Rau-
ten in Abb. 3.14) auf. Qualitativ entspricht die Abnahme von q und A mit wachsendem
Nnet der in Abschnitt 3.3 beschriebenen Zunahme der Dichte trockener Netzwerke bei
steigendem Nnet. Wie in Abschnitt 3.3.1 (auf S. 233) angedeutet wird, ist z. B. fu¨r q und
A eine a¨hnliche Systemgro¨ßenabha¨ngigkeit wie fu¨r die Dichte trockener Netzwerke zu
erwarten, so daß Gl. (3.7) auf diese Gro¨ßen u¨bertragen werden kann:
X = X∞ + aX exp[−bXNnet1/3] (3.11)
mit X = q bzw. X = A sowie den Konstanten X∞, aX und bX . Die (durchgezoge-
nen) Kurven, die durch Anpassung dreier Datensa¨tze in den beiden Teilen der Abb. 3.14
an diese Gleichung erhalten werden, na¨hern die Datenpunkte gut an. (Eine detaillierte
Untersuchung, wie genau solch eine Anpassung ist, erfolgt im Zusammenhang mit der
Netzwerkquellung durch bina¨re Mischungen im Abschnitt 3.5.3.) Wird der obere Teil der
Abb. 3.6 mit Abb. 3.14 verglichen, so fa¨llt auf, daß bei Netzwerkquellungssimulationen viel
gro¨ßere Finite-size-Effekte als bei lo¨sungsmittelfreien Netzwerken auftreten: Bei T = 1,15
und p = 3,82 liegen z. B. der Quellungsgrad und die Absorptionsfa¨higkeit des kleinsten
simulierten Systems etwa um ein bzw. drei Viertel u¨ber dem abgescha¨tzten thermody-
namischen Grenzwert der jeweiligen Gro¨ße, obwohl die Dichte des trockenen Netzwerkes
unter denselben Bedingungen den thermodynamischen Limes nur um maximal ca. 3 %
unterschreitet. Bei T = 1,15 und p = 0,219 zeigt die Dichte des lo¨sungsmittelfreien Netz-
werkes einen besonders großen Finite-size-Effekt von ca. 7 %, und der Finite-size-Effekt
des Quellungsgrades besitzt in etwa dieselbe (relative) Gro¨ße, aber die gro¨ßte gemessene
Absorptionsfa¨higkeit u¨bertrifft den erwarteten thermodynamischen Limes um mehr als
ein Drittel.
Diese großen Artefakte, die aus der Simulation endlich vieler Teilchen, d. h. aus der endli-
chen Systemgro¨ße, resultieren, ko¨nnen nicht mehr gefahrlos vernachla¨ssigt werden, zumal
sie mit den thermodynamischen Bedingungen variieren. Also sind nicht nur die von Lu
und Hentschke [28, 66] publizierten Simulationen von Netzwerkquellungen durch einfache
Lennard-Jones-Fluide als u¨berpru¨fungs- und ggf. korrekturbedu¨rftig anzusehen, sondern
auch die Netzwerkquellungsergebnisse aus den weiteren Arbeiten dieser Serie [65, 184]
sind wohl zu aktualisieren, denn in allen Fa¨llen wird nur eine einzige (ziemlich kleine) Sy-
stemgro¨ße betrachtet, d. h. die Finite-size-Effekte werden vollsta¨ndig vernachla¨ssigt. Aber
die Reproduktion, Aktualisierung oder gar Korrektur dieser Arbeiten stellt nicht das Ziel
der vorliegenden Arbeit dar, sondern hier soll die Quellung von Modellnetzwerken durch
bina¨re Mischungen untersucht werden. Ein Vergleich der im na¨chsten Abschnitt 3.5 darge-
stellten Ergebnisse mit denjenigen der o. a. Aufsa¨tze eru¨brigt sich allerdings. Abschließend
bleibt festzuhalten, daß bei Netzwerkquellungssimulationen außerordentlich vorsichtig und
sorgfa¨ltig gearbeitet werden muß.
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Tabelle 3.3: Modell- und Simulationsparameter fu¨r die bina¨re Lennard-Jones-Mischung
(in LJ-Einheiten)
Gro¨ße Symbol Zahlenwert
LJ-Energieparameter beider Komponenten 1 = 2 1
LJ-Abstandsparameter der Komponente 1 σ1 1
LJ-Abstandsparameter der Komponente 2 σ2 0,769
Teilchenmasse beider Komponenten m1 = m2 1
Wechselwirkungsgrenze rcut 2,5 (bzw. 3,0 bzw. 3,5)
Temperatur T 1,15
MD-Zeitschritt ∆t 0,005
Temperaturrelaxationszeit (fu¨r Thermostat) τT 0,1
Verha¨ltnis der Druckrelaxationszeit zur isother-
men Kompressibilita¨t (fu¨r Barostat)
τp/κT 20
3.5 Netzwerkquellung durch bina¨re Mischungen von
Lennard-Jones-Fluiden
3.5.1 Gleichgewicht zwischen Gas- und Flu¨ssigphase bei einer
bina¨ren Lennard-Jones-Mischung
Bevor die Netzwerkquellung durch eine bina¨re Lennard-Jones(LJ)-Mischung betrachtet
wird, soll zuna¨chst das Gas-Flu¨ssigkeits-Gleichgewicht einer solchen Mischung behandelt
werden. Bei den Netzwerksimulationen sind na¨mlich diejenigen Bedingungen, bei denen
das Lo¨sungsmittel keine stabile Phase bildet, zu vermeiden. Andernfalls wu¨rde in der
Lo¨sungsmittelschachtel eine metastabile Phase simuliert, oder wa¨hrend der Simulation
wu¨rden ggf. zwei Phasen innerhalb einer Simulationsschachtel ausgebildet.
Die Modell- und einige Simulationsparameter werden in Tab. 3.3 aufgefu¨hrt. Wa¨hrend
beide Mischungskomponenten hinsichtlich des LJ-Energieparameters  und der Teilchen-
masse identisch sind, besitzen sie unterschiedliche LJ-Abstandsparameter σ, so daß fu¨r
das Verha¨ltnis der Ausschlußvolumina gilt: (σ2/σ1)
3 ≈ 0,45. Auch hier werden die Kreuz-
wechselwirkungen zwischen den Teilchen verschiedener Komponenten nach den Lorentz-
Berthelot-Mischungsregeln [Gl. (1.12) fu¨r σ12] berechnet. In diesem Unterabschnitt be-
ziehen sich alle LJ-Einheiten auf die Parameter der Komponente 1. Die u¨blichen Lang-
reichweitekorrekturen werden stets beru¨cksichtigt. Die gewa¨hlte Temperatur liegt weit
oberhalb der Tripelpunktstemperatur (. 0,7) und unterhalb der kritischen Temperatur
(& 1,3) der reinen Komponenten. Alle Simulationen von Gas-Flu¨ssigkeits-Gleichgewichten
werden wie diejenigen der Netzwerkquellungen mit der Molekulardynamik(MD)–Monte-
Carlo(MC)–Hybridmethode (mit dem Programm MD MC.f) durchgefu¨hrt. Bei den ab-
wechselnd ausgefu¨hrten kurzen MD-La¨ufen und MC-Teilchenu¨berfu¨hrungen umfaßt jeder
MD-Teillauf 20 Zeitschritte (also 0,1 LJ-Zeiteinheiten), wa¨hrend die Anzahl der Teil-
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chentransferversuche variiert wird. Bei jedem Teilchenu¨berfu¨hrungsversuch wird mit ei-
ner Wahrscheinlichkeit von 0,8 (0,2) ein großes (kleines) Teilchen der Komponente 1 (2)
ausgewa¨hlt, so daß die Anzahl der pro Zeiteinheit ausgetauschten Teilchen bei beiden
Komponenten in etwa gleich groß ist. Bei allen Mischungssimulationen werden insgesamt
600 Teilchen verwendet (mindestens 100 Teilchen der Komponente 1 bzw. 2), wa¨hrend
die Reinstoffe als Grenzfa¨lle mit insgesamt 300 bzw. 500 Teilchen simuliert werden.
Die Koexistenz von Gas- und Flu¨ssigphase einer bina¨ren Mischung kann unter folgen-
den Bedingungen fu¨r das mechanische Gleichgewicht simuliert werden (vgl. auch Ab-
schnitt 1.6.1):
• Die Volumina V1 und V2 der beiden Simulationsschachteln werden unter der Bedin-
gung eines konstanten (vorgegebenen) Gesamtvolumens Vtot = V1 +V2 so eingestellt,
daß die Dru¨cke in beiden Schachteln denselben Wert annehmen.
• Das Volumen einer jeden Simulationsschachtel wird so eingestellt, daß der Druck in
der Schachtel einen (vorgegebenen) Soll-Druck erreicht.
In beiden Fa¨llen kann nur dann ein Phasengleichgewicht simuliert werden, wenn der Wert
des Gesamtvolumens bzw. des Drucks geeignet gewa¨hlt wird. Bei zu großem Gesamtvo-
lumen bzw. zu kleinem Druck wird nur eine Gasphase erhalten, wohingegen bei zu klei-
nem Gesamtvolumen bzw. zu großem Druck nur eine Flu¨ssigkeit simuliert wird. In dieser
Arbeit werden beide Bedingungen eingesetzt. Das Phasengleichgewicht eines Reinstoffes
kann nur unter der Bedingung eines konstanten Gesamtvolumens Vtot, nicht aber unter der
Bedingung eines (vorgegebenen) Soll-Drucks simuliert werden, denn nach der Gibbsschen
Phasenregel [138] F = C+2−P mit der Anzahl F der Freiheitsgrade, der Komponenten-
zahl C und der Anzahl P der Phasen im System besitzt ein einkomponentiges System (C
= 1) aus zwei Phasen (P = 2) nur einen Freiheitsgrad, d. h. der Dampfdruck nimmt bei
vorgegebener Temperatur einen festen Wert an. Dagegen ist es bei Netzwerkquellungs-
simulationen sinnvoll, nicht ein bestimmtes Gesamtvolumen zu wa¨hlen, sondern einen
Soll-Druck vorzugeben, zumal nur so sichergestellt werden kann, daß das Lo¨sungsmittel
eine stabile Phase bildet (s. o.).
Die zeitliche Entwicklung einiger extensiver und intensiver Gro¨ßen bei zwei Simulationen
des Gas-Flu¨ssigkeits-Gleichgewichtes der bina¨ren LJ-Mischung wird in Abb. 3.15 darge-
stellt. In beiden Fa¨llen wird mit vorgegebenem Gesamtvolumen (ohne explizit vordefi-
nierten Druck) simuliert, und die beiden Simulationsschachteln befinden sich zu Beginn
(zur Zeit t = 0) bereits im thermischen und mechanischen Gleichgewicht, so daß die kur-
ze A¨quilibrierungsphase nur auf die Einstellung des chemischen Gleichgewichts zuru¨ck-
zufu¨hren ist. Hier kann jedoch auch mit willku¨rlichen Startsystemen gearbeitet werden, so
daß das System gleichzeitig thermisch, mechanisch und chemisch a¨quilibriert wird, ohne
daß die Gleichgewichtseinstellung allzusehr verzo¨gert wird, falls ein instabiler Startzu-
stand gewa¨hlt wird. Allerdings kann ein metastabiler Anfangszustand die A¨quilibrierung
praktisch verhindern, was insbesondere bei Reinstoffsimulationen mit gleichen Anfangs-
dichten in beiden Simulationsschachteln zum Problem werden kann [18], so daß dabei
unterschiedliche Startdichten in beiden Schachteln gewa¨hlt werden sollten (oberhalb der
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Abbildung 3.15: Zeitliche Entwicklung der Teilchenzahlen N g1 und N
g
2 beider Komponen-
ten in der Gasphase, der Gasphasendichte ρ g, der Flu¨ssigkeitsdichte ρ l sowie der Mo-
lenbru¨che x g1 und x
l
1 der Komponente 1 in der Gas- und Flu¨ssigphase bei verschieden
ha¨ufigem Teilchenaustausch: Ntrans = 4,4 (links) bzw. Ntrans ≈ 4400 (rechts) mit der
mittleren Zahl Ntrans aller (im a¨quilibrierten System) je LJ-Zeiteinheit u¨berfu¨hrten Teil-
chen; Dichten und Zeit in LJ-Einheiten. Die (schwarzen und weißen) lang gestrichelten
Horizontalen markieren die Mittelwerte (in der Produktionsphase). Beide Simulationen
sind bei konstantem Gesamtvolumen Vtot beider Simulationsschachteln und mit insgesamt
jeweils 300 Teilchen einer jeden Komponente (also im ganzen mit 600 Teilchen) durch-
gefu¨hrt worden.
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erwarteten Flu¨ssigkeitsdichte in einer Schachtel, unterhalb der erwarteten Gasdichte in
der anderen). Die beiden Simulationen, aus denen die in Abb. 3.15 gezeigten Daten erhal-
ten worden sind, unterscheiden sich nur in der Ha¨ufigkeit der Teilchenu¨berfu¨hrung (alle
anderen Bedingungen identisch). Obwohl bei der rechts dargestellten Simulation durch-
schnittlich etwa 4400 Teilchen je LJ-Zeiteinheit, also im Mittel ca. 440 Teilchen (≈ 70 %
aller 600 Teilchen!) in einem MC-Block zwischen zwei unmittelbar aufeinanderfolgen-
den MD-Teilla¨ufen, u¨berfu¨hrt werden, werden sinnvolle Mittelwerte erhalten. Schließlich
zeigen die in beiden Simulationen gewonnenen Mittelwerte (auch der nicht gezeigte Gas-
druck von 0,084 bzw. 0,085 LJ-Einheiten) keine signifikanten Unterschiede, obwohl sich
die Ha¨ufigkeit der Teilchenu¨berfu¨hrung um einen Faktor von tausend unterscheidet und
die gezeigten Gro¨ßen folglich mit verschiedener Frequenz oszillieren. Im Gegensatz zu
den Netzwerkquellungssimulationen (vgl. Abb. 3.9) kann die Transferha¨ufigkeit bei der
Simulation einer bina¨ren LJ-Mischung also sehr groß gewa¨hlt werden. Jedoch muß die
maximale Transferha¨ufigkeit auch bei Simulation einer bina¨ren LJ-Mischung um einen
Faktor von zehn verringert werden, falls nicht das Gesamtvolumen beider Schachteln kon-
stant gehalten, sondern ein bestimmter Soll-Druck vorgegeben wird, denn Simulationen
mit vordefiniertem Soll-Druck sind im allg. weniger stabil (wie auch in Lit. [195] erwa¨hnt)
und zeigen schon bei geringerer Ha¨ufigkeit der Teilchenu¨berfu¨hrung abweichende Mittel-
werte als Simulationen mit fixiertem Gesamtvolumen beider Schachteln.
Im oberen Teil der Abb. 3.16 wird das simulierte Dampfdruckdiagramm der bina¨ren LJ-
Mischung gezeigt, d. h. der mittlere Gasphasendruck (aus Simulationen bei konstantem
Gesamtvolumen Vtot) bzw. der Soll-Druck (bei Simulationen mit vordefiniertem Druck)
wird gegen den Molenbruch x g1 der Komponente 1 im Gas und gegen den Molenbruch x
l
1
derselben Komponente in der Flu¨ssigkeit aufgetragen. [Der Molenbruch der Komponente i
(i = 1, 2) in der Phase η (η = g, l) wird bei bina¨ren Mischungen wie folgt berechnet:






2 ) mit der Teilchenzahl N
η
i der Komponente i in der Phase η. Folglich
gilt fu¨r die Molenbru¨che beider Komponenten: x η1 + x
η
2 = 1.] Die in dieser Arbeit erhal-
tenen Ergebnisse ha¨ngen nicht davon ab, ob unter der Bedingung konstanten Gesamtvo-
lumens Vtot oder mit vorgegebenem Soll-Druck simuliert wird. Im allgemeinen wird eine
Wechselwirkungsgrenze rcut = 2,5 gewa¨hlt, und die Simulationen umfassen jeweils 15 000
bis 30 000 Teilla¨ufe aus je einem MD-Teillauf und einem MC-Teilchenu¨berfu¨hrungsblock
(entsprechend einer Simulationszeit von 1 500 bis 3 000 LJ-Zeiteinheiten). Weder eine
Erho¨hung von rcut auf 3,5 noch die Durchfu¨hrung von bis zu 2,5 Millionen Teilla¨ufen (ent-
sprechend 250 000 LJ-Zeiteinheiten) vera¨ndern die Ergebnisse signifikant. Deshalb wird in
Abb. 3.16 nicht nach den verschiedenen Simulationsbedingungen unterschieden. Dasselbe
gilt fu¨r die gezeigten Literaturwerte, die ebenfalls unter verschiedenen Bedingungen er-
halten worden sind. Da die Gesamtteilchenzahl bei den Mischungssimulationen gro¨ßer als
diejenige bei den Reinstoffsimulationen gewa¨hlt worden ist (s. o.), werden insbesondere die
Dru¨cke bei den Mischungen genauer als bei den Reinstoffen bestimmt. Zur U¨berpru¨fung
der Simulationsergebnisse sind auch die chemischen Potentiale beider Komponenten in
der Gas- und Flu¨ssigphase mit der jeweils gefundenen Zusammensetzung und unter dem
entsprechenden Druck in separaten NpT-MD-Simulationen (ohne Teilchenu¨berfu¨hrung)
berechnet worden (nicht gezeigt): Diese stimmen (im Rahmen der statistischen Fehler)
miteinander und mit den Literaturwerten u¨berein. Zur Berechnung des chemischen Exzeß-
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Abbildung 3.16: Koexistenz von Gas- und Flu¨ssigphase bei einer bina¨ren LJ-Mischung.
Oben: Dampfdruckdiagramm (p-x-Diagramm); Daten von Panagiotopoulos et al. aus
Lit. [18, 19, 196]. Unten: Druckabha¨ngigkeit des Trennfaktors (Symbole wie oben); die
Senkrechten markieren die Dampfdru¨cke der reinen Komponenten; die Waagerechte zeigt
das Verha¨ltnis der Dampfdru¨cke an.
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potentials nach der Widom-Methode werden aber viel mehr Geisterteilcheneinsetzungen
beno¨tigt, als Teilchenu¨berfu¨hrungsversuche bei der MD-MC-Hybridmethode gebraucht
werden, wenn die Genauigkeiten sich in etwa entsprechen sollen; d. h. die U¨berpru¨fung
eines Ergebnisses mittels Berechnung chemischer Potentiale ist viel aufwendiger als eine
Simulation mit der MD-MC-Hybridmethode.
Eine ideale Mischung erfu¨llt das Raoultsche (und Henrysche) Gesetz u¨ber den gesamten
Molenbruchbereich der Flu¨ssigkeit fu¨r alle Komponenten, d. h. fu¨r die Partialdru¨cke pi
beider Komponenten i einer idealen bina¨ren Mischung gilt:
pi = x
l
i · p oi (i = 1, 2) (3.12)
mit dem Molenbruch x li der Komponente i in der Flu¨ssigkeit und dem Dampfdruck p
o
i
der reinen Komponente i. Zusa¨tzlich gilt das Daltonsche Gesetz fu¨r die Gasphase:
pi = x
g
i · p (i = 1, 2) (3.13)
mit dem Molenbruch x gi der Komponente i im Gas und dem (Gesamt-)Druck p (und
folglich p = p1 + p2). Also gilt fu¨r eine ideale bina¨re Mischung:
x gi · p = x li · p oi (i = 1, 2). (3.14)
Daraus folgt [138] fu¨r die Abha¨ngigkeit des Druckes von der Flu¨ssigkeitszusammensetzung
p = p o2 + (p
o
1 − p o2 )x l1 (3.15)





p o1 + (p
o
2 − p o1 )x g1
. (3.16)
Mit den Dampfdru¨cken p o1 = 0,060 und p
o
2 = 0,132 der reinen Komponenten (aus Rein-
stoffsimulationen) werden die gestrichelten Graphen im oberen Teil der Abb. 3.16 erhalten.
Die simulierte LJ-Mischung besitzt also nicht nur ein kleines Zwei-Phasen-Gebiet, sondern
verha¨lt sich auch nahezu ideal. Insbesondere koexistieren die Gas- und Flu¨ssigphase nur
bei Dru¨cken, die zwischen den Dampfdru¨cken der reinen Komponenten liegen.
Die Dampfdruckdiagramme bina¨rer LJ-Mischungen, deren Komponenten identische LJ-
Energieparameter besitzen (1 = 2), sehen bei Verwendung der Lorentz-Berthelot-
Mischungsregeln auch bei anderen unterkritischen Temperaturen dem in Abb. 3.16 ge-
zeigten a¨hnlich. Dies gilt auch bei einem gro¨ßeren als dem hier verwendeten Unterschied
zwischen den LJ-Abstandsparametern der beiden Komponenten, wie es in Lit. [197] fu¨r
σ2 = 0,5 σ1 bei Temperaturen von 0,75 bzw. 1,00 LJ-Einheiten gezeigt wird. Zur Er-
zeugung einer azeotropen bina¨ren LJ-Mischung weichen Panagiotopoulos et al. [196] bei
der Berechnung des LJ-Energieparameters 12 der Kreuzwechselwirkung von den Lorentz-
Berthelot-Mischungsregeln ab (1 = 2 und σ1 = σ2 = σ12, aber 12 = 0,75 1). Bei einer
gegebenen Temperatur kann also eine bina¨re LJ-Mischung mit 1 = 2 und mit Kreuz-
wechselwirkungen gema¨ß den Lorentz-Berthelot-Mischungsregeln bei einem Druck unter-
halb des Dampfdruckes der schwerer flu¨chtigen Komponente nur als Gas und bei einem
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Druck oberhalb des Dampfdruckes der leichter flu¨chtigen Komponente nur als Flu¨ssigkeit
vorliegen, d. h. in diesen Fa¨llen ist die Koexistenz beider Phasen ausgeschlossen.
Bei der Beschreibung insbesondere technischer (industrieller) Stofftrennungen wird die Ef-
fektivita¨t der Auftrennung zweier Substanzen eines Gemisches auf zwei Phasen, die sich
miteinander im thermodynamischen Gleichgewicht befinden, durch einen Trennfaktor aus-
gedru¨ckt. Im Falle eines Gas-Flu¨ssigkeits-Gleichgewichtes (also bei der Beschreibung der

















mit den Molenbru¨chen x g1 und x
l
1 der schwerer flu¨chtigen Komponente in der Gas- bzw.
Flu¨ssigphase und den Molenbru¨chen x g2 und x
l
2 der leichter flu¨chtigen Komponente in
den beiden Phasen. Somit gilt stets: α ≥ 1. Je gro¨ßer α ist, desto einfacher ist die Mi-
schung zu trennen (bei einem Azeotrop mit α = 1 keine Trennung mo¨glich). Bei einer






(Wenn wie in Lit. [200] und [144] nur ideale Mischungen behandelt werden, kann der
Trennfaktor auch mittels Gl. (3.18) definiert und Gl. (3.17) daraus abgeleitet werden.
Gl. (3.17) gilt jedoch auch fu¨r reale (nicht-ideale) Mischungen.) Aus den Molenbru¨chen
x g1 und x
l
1 einer jeden Mischungssimulation, wie sie im oberen Teil der Abb. 3.16 darge-
stellt sind, wird der jeweilige Trennfaktor ermittelt und im unteren Teil derselben Abbil-
dung gegen den zugeho¨rigen Druck aufgetragen. Die Trennfaktoren der realen Mischungen
ha¨ngen in etwa linear vom Druck ab, und sie sind stets etwas kleiner als der durch die
Horizontale markierte Trennfaktor der idealen Mischung.
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3.5.2 Wahl einiger Parameter fu¨r die Netzwerkquellungssimu-
lationen
Untersucht werden soll die Quellung eines Netzwerkes vom Typ 2 (vgl. Tab. 3.1) durch
eine bina¨re Lennard-Jones(LJ)-Mischung. Die LJ-Energieparameter  aller Teilchen (des
Netzwerkes und der beiden Lo¨sungsmittelkomponenten) sollen gleich sein, ebenso alle
Teilchenmassen. Die beiden Komponenten des Quellungsmittels sollen sich also nur hin-
sichtlich des LJ-Abstandsparameters σ unterscheiden, damit der Einfluß der Teilchen-
gro¨ße auf das Absorptionsverhalten des Netzwerkes studiert werden kann. Hier wird der
LJ-Abstandsparameter der Fluidkomponente 1 gleich demjenigen der Netzwerkteilchen
gesetzt, so daß nur noch ein sinnvoller Wert fu¨r den LJ-Abstandsparameter der Kompo-
nente 2 des Lo¨sungsmittels zu finden ist. Dabei ist nicht nur zu beru¨cksichtigen, daß sich
die beiden Abstandsparameter der Fluidkomponenten genu¨gend voneinander unterschei-
den, damit deutliche Effekte beobachtet werden ko¨nnen, sondern es ist auch zu beachten,
daß die Versuche zur Teilchenu¨berfu¨hrung im Monte-Carlo(MC)-Teil des Programms mit
einer ausreichenden Wahrscheinlichkeit akzeptiert werden. Anderenfalls mu¨ßten na¨mlich
zur U¨berfu¨hrung einer bestimmten Zahl von Teilchen sehr viele Transferversuche unter-
nommen werden, was zu einem allzu großen Rechenzeitbedarf fu¨hren wu¨rde. Bei Netzwerk-
quellungssimulationen nehmen die MC-Akzeptanzwahrscheinlichkeiten wegen der hohen
Netzwerkdichten (vgl. Abschnitt 3.3.2) ziemlich kleine Werte an, weil es einerseits inner-
halb der Netzwerke nur wenige Positionen, an denen eingesetzte Teilchen keine allzugroßen
Abstoßungskra¨fte erfahren, (sog.
”
Lo¨cher“) gibt und weil andererseits die Fluidteilchen
innerhalb der Netzwerke durch starke Anziehungskra¨fte festgehalten werden, so daß nur
wenige Teilchenentfernungen akzeptiert werden.
Betrachtet wird hier ein Netzwerk vom Typ 2, bei dem sich jeweils vier Bindungen zwi-
schen benachbarten Verzweigungsstellen befinden (nB = 4) und das im voll ausgedehnten
Zustand aus 43 Elementarzellen besteht, das also 640 Teilchen umfaßt. Alle LJ-Einheiten
beziehen sich auf das Netzwerk. Fu¨r den LJ-Abstandsparameter σ2 der Fluidkomponen-
te 2 werden die Werte 0,8, 1,25 und 1,5 probiert, und stets ist die Wechselwirkungsgrenze
mindestens 21
2
mal so groß wie der gro¨ßte LJ-Abstandsparameter des Systems. Die Testsi-
mulationen erfolgen bei Temperaturen T von 1,2 bzw. 3,0 LJ-Einheiten und bei Dru¨cken p
im Bereich von 0,2 bis 2,0 LJ-Einheiten. In Abb. 3.17 wird gezeigt, wie die Akzeptanz-
wahrscheinlichkeiten der Teilchenu¨berfu¨hrungsversuche im Falle der beiden Komponenten
des Quellungsmittels von σ2, T und p abha¨ngen. (Sie werden kaum durch die Anzahl je
LJ-Zeiteinheit u¨berfu¨hrter Teilchen beeinflußt.) Mit wachsendem Druck p nehmen die Ak-
zeptanzwahrscheinlichkeiten P1 und P2 stark ab, was bei großem Abstandsparameter σ2
und niedriger Temperatur T besonders deutlich zu erkennen ist. Je gro¨ßer der Abstands-
parameter σ2 der Fluidkomponente 2 ist, desto geringer ist die Wahrscheinlichkeit P2
der U¨berfu¨hrung eines Teilchens dieser Komponente: Wird σ2 von 0,8 auf 1,5 erho¨ht,
so sinkt P2 bei T = 1,2 auf weniger als ein Tausendstel ab. Dagegen beeinflußt σ2 die
U¨berfu¨hrungswahrscheinlichkeit P1 der Komponente 1 nur wenig. Bei T = 3,0 sind P1
und P2 stets gro¨ßer als bei T = 1,2 (und sonst gleichen Bedingungen). Deshalb wird fu¨r
die weiteren Untersuchungen dieser Arbeit (ausgenommen Abschnitt 3.5.4.2) der Wert 0,8
fu¨r σ2 gewa¨hlt. Da hohe Dru¨cke insbesondere bei tiefen Temperaturen zu vermeiden sind,
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Abbildung 3.17: Einfluß des Druckes p, der Temperatur T und der Teilchengro¨ße σ2 der
Fluidkomponente 2 auf die Wahrscheinlichkeiten der Teilchenu¨berfu¨hrung (Details im
Text). Die Wahrscheinlichkeiten P1 (links) und P2 (rechts) geben das jeweilige Verha¨ltnis
der Anzahl akzeptierter U¨berfu¨hrungen von Teilchen der Fluidkomponente 1 bzw. 2 zur
Zahl aller MC-U¨berfu¨hrungsversuche von Teilchen derselben Sorte (in der Produktions-
phase) an. Die Streckenzu¨ge dienen nur der U¨bersichtlichkeit.
werden stets T ≥ 1,2 und p ≤ 0,5 verwendet. Die Akzeptanzwahrscheinlichkeiten ko¨nnen
auch durch Wahl einer geringeren Vernetzungsdichte (nicht in Abb. 3.17 gezeigt) erho¨ht
werden. So werden P1 und P2 z. B. mindestens verzehnfacht, wenn bei T = 1,2 und p = 0,2
fu¨r nB der Wert 15 (statt 4) eingesetzt wird. Hier sollen jedoch engmaschige Netzwerke
simuliert werden, zumal bei nB = 15 viel mehr Teilchen absorbiert werden als bei nB =
4, was wegen der zusa¨tzlichen Lo¨sungsmittelteilchen den Rechenzeitbedarf vergro¨ßert.
Die gewa¨hlten Modellparameter werden in Tab. 3.4 zusammengefaßt. Das Lo¨sungsmit-
tel a¨hnelt sehr stark der bina¨ren LJ-Mischung, deren Gas-Flu¨ssigkeits-Gleichgewicht im
vorhergehenden Abschnitt 3.5.1 behandelt wird (hier σ2 = 0,8 statt 0,769, alle anderen
Parameter identisch). Fu¨r das Verha¨ltnis der Ausschlußvolumina gilt hier: (σ2/σ1)
3 ≈
0,5. Im allgemeinen wird mit einer Wechselwirkungsgrenze rcut = 2,5 gerechnet, nur in
wenigen Fa¨llen wird sie zur Kontrolle auf 5,0 angehoben (alle Simulationen mit den u¨bli-
chen Langreichweitekorrekturen). Jeder Molekulardynamik-Teillauf zwischen zwei aufein-
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Tabelle 3.4: Modellparameter fu¨r Netzwerkquellung durch bina¨re Lennard-Jones-
Mischungen (in LJ-Einheiten bezu¨glich des Netzwerkes). Weitere Modell- und Simula-
tionsparameter sind in Tab. 3.1 (Netzwerk vom Typ 2) zu finden.
Gro¨ße Symbol Zahlenwert
LJ-Energieparameter beider Fluidkomponenten 1 = 2 1
LJ-Abstandsparameter der Fluidkomponente 1 σ1 1
LJ-Abstandsparameter der Fluidkomponente 2 σ2 0,8
8
Teilchenmasse beider Fluidkomponenten m1 = m2 1
Wechselwirkungsgrenze rcut 2,5 (5,0)
Anzahl der Netzwerkbindungen zwischen zwei benachbarten
Verzweigungsstellen
nB 4
anderfolgenden Aufrufen der MC-Teilchenu¨berfu¨hrungsroutine besteht aus 50 Zeitschrit-
ten (entsprechend 0,1 LJ-Zeiteinheiten). Die Ha¨ufigkeit der Teilchenu¨berfu¨hrungsversuche
und die Wahrscheinlichkeit, daß jeweils ein Teilchen der Komponente 1 bzw. 2 fu¨r einen
solchen Versuch ausgewa¨hlt wird, werden so festgelegt, daß die Ergebnisse unter den jewei-
ligen Bedingungen nicht merklich von diesen Simulationsparametern abha¨ngen und daß
bei beiden Komponenten in etwa gleich viele Teilchen pro Zeiteinheit u¨berfu¨hrt werden.
3.5.3 Finite-size-Effekte bei den Netzwerkquellungssimulatio-
nen9
Die Quellung von Netzwerken vom Typ 2 (siehe Tab. 3.1) durch bina¨re Mischungen (sie-
he Tab. 3.4) wird untersucht. Neben dem Quellungsgrad q und der Absorptionsfa¨hig-
keit A je Netzwerkteilchen, mit denen auch die Netzwerkquellung durch einen Reinstoff
beschrieben wird (siehe Abschnitt 3.4), wird hier ein Trennfaktor α, mit dem die selek-
tive Absorption charakterisiert wird, berechnet. Der Quellungsgrad nach Gl. (3.8) gibt
das Verha¨ltnis des Gelvolumens zum Volumen des trockenen Netzwerkes unter identi-
schen thermodynamischen Bedingungen an. Wird die Anzahl der Lo¨sungsmittelteilchen
der Komponente i (i = 1, 2), die sich nach der Gleichgewichtseinstellung in der Netz-
werkschachtel befinden, mit N neti bezeichnet, so gilt fu¨r die Zahl Nabs aller absorbierten












8In Abschnitt 3.5.4.2 wird auch σ2 = 1,25 neben σ2 = 0,8 benutzt.
9Diese Darstellung ist ausfu¨hrlicher als diejenige in Lit. [201].
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mit der Netzwerkteilchenzahl Nnet. Der Molenbruch x
net
i einer Komponente i innerhalb






(i = 1, 2) , (3.20)
d. h. die Netzwerkteilchen werden dabei vernachla¨ssigt, so daß es sich bei xneti nicht um den
Molenbruch der Komponente i in der gesamten Gelphase handelt. Mit der Anzahl N solvi
der Teilchen der Komponente i (i = 1, 2) in der Lo¨sungsmittelschachtel ergibt sich der







Analog zur Gl. (3.17) fu¨r das Gas-Flu¨ssigkeits-Gleichgewicht einer bina¨ren Mischung wird
auch die Zusammensetzung des absorbierten Fluids in der Netzwerkschachtel in Relation

















Falls die kleinere Komponente 2 vom Netzwerk bevorzugt absorbiert wird, ist α > 1.
Wenn die Netzwerkteilchenzahl (bei einer alternativen Definition von xneti ) im Nenner
der Gl. (3.20) beru¨cksichtigt wird, a¨ndert sich der Wert des Trennfaktors nach Gl. (3.21)
nicht. Ein solcher Trennfaktor dient auch zur Beschreibung der selektiven Adsorption an
Festko¨rperoberfla¨chen im Falle gasfo¨rmiger [202] und flu¨ssiger [203] Mischungskomponen-
ten.
Wie in Abschnitt 3.3 ausfu¨hrlich dargelegt, ha¨ngt die Dichte trockener Netzwerke si-
gnifikant von der Anzahl explizit simulierter Teilchen ab (siehe insbesondere Abbildun-
gen 3.6 und 3.7 in Abschnitt 3.3.2). Noch deutlichere Finite-size-Effekte werden bei den
in Abschnitt 3.4 beschriebenen Netzwerkquellungssimulationen mit einem Reinstoff als
Quellungsmittel beobachtet (vgl. Abb. 3.14). Da bei Quellungssimulationen mit explizi-
ten Lo¨sungsmitteln keine extrem großen Netzwerke verwendet und somit solche Effekte
nicht a priori ausgeschlossen werden ko¨nnen, sind diese Finite-size-Effekte auch bei den
Simulationen mit Lo¨sungsmittelmischungen zu betrachten. Auch hier dient die Netzwerk-
teilchenzahl Nnet als Maß fu¨r die Systemgro¨ße, die durch Nnet
1/3 definiert wird. Nnet liegt
hier stets zwischen 270 und 5120. Im voll ausgedehnten, trockenen Zustand bestehen alle
Netzwerke aus nEZ
3 Elementarzellen aus jeweils zehn Teilchen mit 3 ≤ nEZ ≤ 8, so daß
Nnet = 10 · nEZ3. (Das kleinste System mit nEZ = 3 wird in Abb. 3.1 in einem solchen
Zustand dargestellt.) Die Gesamtzahl aller Lo¨sungsmittelteilchen in beiden Simulations-
schachteln variiert zwischen 900 und 12 000, die Anzahl aller Teilchenu¨berfu¨hrungsversu-
che in einem Monte-Carlo(MC)-Block zwischen eins und 20 000 (kleinster Wert bei Nnet
= 270 und der ho¨chsten Temperatur, gro¨ßter Wert bei Nnet = 5120 und der niedrig-
sten Temperatur). Jede Simulation besteht aus 105 bis 106 Paaren aus je einem kurzen
Molekulardynamik(MD)-Teillauf und einem MC-Block (besonders viele solche Paare bei
kleinen Systemen, tiefen Temperaturen und wenigen Teilchenu¨berfu¨hrungsversuchen je
MC-Block). Somit umfassen die MD-Teile einer Simulation insgesamt 104 bis 105 LJ-
Zeiteinheiten, was fu¨nf bis fu¨nfzig Millionen Zeitschritten entspricht. Insbesondere bei
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tiefen Temperaturen, bei denen nur wenige Teilchen je Zeiteinheit u¨berfu¨hrt werden
ko¨nnen, werden sehr lange Simulationen beno¨tigt, weil die Anzahlen absorbierter Teil-
chen niederfrequente Oszillationen zeigen (vgl. die Diskussion im Zusammenhang mit den
Abbildungen 3.9 und 3.10 in Abschnitt 3.4).
In Abb. 3.18 wird gezeigt, wie die Systemgro¨ße beim Druck p = 0,5 und bei Temperatu-
ren T zwischen 1,5 und 2,0 den Quellungsgrad q, die Absorptionsfa¨higkeit A je Netzwerk-
teilchen und den Trennfaktor α beeinflußt. Da alle Temperaturen oberhalb der kritischen
Temperatur (Tcrit . 1,35) der beiden Mischungskomponenten liegen, kann es innerhalb
der Lo¨sungsmittelschachtel nicht zur Ausbildung zweier Phasen oder einer metastabilen
Phase kommen. Alle Systeme, mit denen die in Abb. 3.18 dargestellten Resultate erhal-
ten worden sind, weisen eine a¨hnliche Zusammensetzung auf, weil die Gesamtzahl aller
kleinen Fluidteilchen der Komponente 2 in beiden Simulationsschachteln in allen Fa¨llen
doppelt so groß wie die Anzahl aller großen Fluidteilchen der Komponente 1 gewa¨hlt
wird. Deshalb ko¨nnen die bei verschiedenen Systemgro¨ßen und Temperaturen erhaltenen
Ergebnisse miteinander verglichen werden. Die Symbole in Abb. 3.18 beziehen sich auf
einzelne Simulationen, so daß die statistischen Fehler anhand der Streuung der Symbole
abgescha¨tzt werden ko¨nnen, obwohl bei einer Temperatur und Systemgro¨ße jeweils nur
zwei Simulationen durchgefu¨hrt worden sind. Wa¨hrend q und A im Vergleich zu den be-
obachteten Finite-size-Effekten nur geringe statistische Fehler aufweisen, zeigt α vor allem
bei kleinen Systemen eine ziemlich große Streuung. Dabei ist allerdings zu beru¨cksichtigen,
daß α sehr empfindlich auf kleine A¨nderungen der Molenbru¨che reagiert. Bei x solv1 = 0,35





entspricht. Trotzdem ist α sinnvoll definiert, denn der Trennfaktor soll nicht die Zusam-
mensetzung einer Phase, sondern den Unterschied in der Zusammensetzung zweier Phasen
charakterisieren, und in diesem Beispiel besitzt der Unterschied x solv1 − xnet1 die deutlich
verschiedenen Werte 0,07 und 0,11. Insbesondere bei niedrigen Temperaturen weisen die in
Abb. 3.18 betrachteten Gro¨ßen deutlichere relative Finite-size-Effekte als die in Abb. 3.7
aufgetragenen Dichten trockener Netzwerke auf (s. o.). Mit wachsender Temperatur nimmt
der Einfluß der Systemgro¨ße auf q, A und α ab. Bei der ho¨chsten betrachteten Tempera-
tur treten nur beim kleinsten System signifikante Finite-size-Effekte auf, d. h. bei T = 2,0
dominieren im allg. die statistischen Schwankungen. Wie zu erwarten, spielen Finite-size-
Effekte auch bei T = 3,0 (bei p = 0,2 und 0,5 simuliert, hier nicht gezeigt) keine Rolle,
außer beim kleinsten System.
Nicht nur die Abnahme von q und A, sondern auch die Zunahme von α mit wachsendem
Nnet korreliert qualitativ mit der bei lo¨sungsmittelfreien Netzwerken beobachteten Dich-
tezunahme mit wachsendem Nnet. Somit kann die Argumentation, die zu Gl. (3.11) fu¨hrt,
auf den Trennfaktor u¨bertragen werden, d. h. die Hypothese lautet jetzt:
X = X∞ + aX exp[−bXNnet1/3] (3.22)
mit X = q, X = A bzw. X = α sowie den Konstanten X∞, aX und bX . Die durch Anpas-
sung der Daten an Gl. (3.22) erhaltenen Kurven sind ebenfalls in Abb. 3.18 eingezeichnet.
Bei q und A na¨hern die Anpassungskurven die Datenpunkte sehr gut an; insbesondere
gleichen die so erhaltenen thermodynamischen Grenzwerte q∞ und A∞ den jeweiligen




















































Abbildung 3.18: Systemgro¨ßenabha¨ngigkeit des Quellungsverhaltens eines Netzwerkes
vom Typ 2 beim Druck p = 0,5 LJ-Einheiten und bei verschiedenen Temperaturen T
(Legende fu¨r alle drei Teilabbildungen links oben). Nnet bezeichnet die Anzahl der explizit
simulierten Netzwerkteilchen. Im Gesamtsystem aus beiden Simulationsschachteln befin-
den sich stets doppelt soviele kleine Teilchen der Fluidkomponente 2 wie große Teilchen
der Komponente 1. Der mittlere Molenbruch x solv1 der Komponente 1 in der Lo¨sungsmit-
telschachtel liegt in allen Fa¨llen zwischen 0,34 und 0,37. Anpassung der Datensa¨tze an
Gl. (3.22) liefert die durchgezogenen Kurven. Die gestrichelten Strecken markieren die
erhaltenen thermodynamischen Grenzwerte.
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Werten der gro¨ßten Systeme (außer bei der tiefsten Temperatur, bei der q∞ und A∞ nicht
ganz erreicht werden). Wird nur die Abb. 3.18 betrachtet, so ist bei α wegen der relativ
großen statistischen Fehler nicht eindeutig zu erkennen, wie genau Gl. (3.22) erfu¨llt wird.
Immerhin stimmen die Trennfaktoren der gro¨ßten Systeme im Rahmen der Datenstreuung
mit den thermodynamischen Grenzwerten u¨berein.
In Abb. 3.19 werden die bei den Temperaturen T = 1,6 und 1,7 gewonnenen Ergebnis-
se detailliert dargestellt. Die Anzahl der pro Zeiteinheit ausgetauschten Lo¨sungsmittel-
teilchen (d. h. die Zahl der MC-Teilchenu¨berfu¨hrungsversuche je Zeiteinheit) beeinflußt
die Werte von q, A und α nicht signifikant, obwohl der umgekehrte Eindruck entstehen
kann, wenn nur eine der beiden Temperaturen betrachtet wird. Nicht nur die Kurven,
die durch Anpassung aller bei einer Temperatur gewonnenen Daten der sechs verschiede-
nen Systemgro¨ßen an Gl. (3.22) erhalten werden, und die so ermittelten thermodynami-
schen Grenzwerte werden dargestellt, sondern auch die thermodynamischen Limes, die bei
Beru¨cksichtigung ausschließlich der drei, vier bzw. fu¨nf kleinsten Systemgro¨ßen errechnet
werden. (Da Gl. (3.22) drei anzupassende Konstanten entha¨lt, werden mindestens drei
Systemgro¨ßen beno¨tigt.) Wie in Abb. 3.19 zu erkennen ist, ko¨nnen q∞ und A∞ bei beiden
Temperaturen mit vier verschiedenen Systemgro¨ßen (mit maximal 2160 Netzwerkteilchen)
ziemlich genau bestimmt werden. Dasselbe gilt fu¨r α∞ bei T = 1,6, wa¨hrend bei T = 1,7
fu¨r α∞ mindestens fu¨nf verschiedene Systemgro¨ßen (mit bis zu 3430 Netzwerkteilchen)
gebraucht werden. (Bei T = 1,7 wird aus den drei kleinsten Systemgro¨ßen α∞ > 100
erhalten.) In allen Fa¨llen konvergieren die mit zunehmender maximaler Systemgro¨ße er-
haltenen thermodynamischen Grenzwerte, und diese stimmen mit den unmittelbar aus
den Simulationen der gro¨ßten Systeme gewonnenen Daten u¨berein.
Werden die Betra¨ge der Finite-size-Korrekturen X∞ −X(Nnet) mit X = q, X = A bzw.
X = α logarithmisch gegen Nnet
1/3 aufgetragen, so werden bei Gu¨ltigkeit der Gl. (3.22)
Geraden erhalten. Wie in den Abbildungen 3.18 und 3.19 zu erkennen ist, gilt fu¨r die
Anpassungskonstante aX in Gl. (3.22) stets: aq > 0, aA > 0 und aα < 0. Folglich sind die
Terme q − q∞, A − A∞ und α∞ − α aufzutragen. Die so aus den Daten der Abb. 3.19
erhaltenen Ergebnisse sind in Abb. 3.20 zu sehen. Ein paar Punkte (vor allem bei großen
Systemen), bei denen das Argument des Logarithmus wegen der Streuung der Daten einen
negativen Wert annimmt, mu¨ssen jedoch fortgelassen werden. Die in Abb. 3.20 gezeig-
ten Geraden stammen nicht aus einer neuerlichen Anpassung der dargestellten Punkte,
sondern sie zeigen die aus den Anpassungskurven der Abb. 3.19 errechneten Betra¨ge der
Finite-size-Korrekturen. Der erwartete Zusammenhang zwischen den Betra¨gen der Finite-
size-Korrekturen und der Systemgro¨ße ist bei q und A gut erfu¨llt; bei α wird er so weit
besta¨tigt, wie die Streuung der Daten dies zula¨ßt.
Wie sich die Variation der Systemgro¨ße bei der unterkritischen Temperatur T = 1,2 und
bei den Dru¨cken p = 0,2 und 0,5 auf den Quellungsgrad q, die Absorptionsfa¨higkeit A
je Netzwerkteilchen und den Trennfaktor α auswirkt, wird in Abb. 3.21 dargestellt. Bei
T = 1,2 betragen die Dampfdru¨cke der reinen Komponenten 1 und 2 etwa 0,08 bzw.
0,16 LJ-Einheiten, so daß bei den Mischungen nur im Druckbereich zwischen 0,08 und
0,16 LJ-Einheiten Gas- und Flu¨ssigphase koexistieren ko¨nnen (siehe Abschnitt 3.5.1).
















































Abbildung 3.19: Detaillierte Darstellung der Systemgro¨ßenabha¨ngigkeit des Quellungsver-
haltens bei p = 0,5 und T = 1,6 bzw. T = 1,7 (Legende links oben). Die offenen Symbole
beziehen sich auf einzelne Simulationen (Daten aus Abb. 3.18, hier 0,35 . x solv1 . 0,36);
im Falle der großen Symbole werden pro Zeiteinheit in etwa zehnmal soviele Fluidteil-
chen zwischen den Simulationsschachteln u¨berfu¨hrt wie im Falle der kleinen Symbole (je-
weils unter denselben Bedingungen). Die gefu¨llten Symbole zeigen die thermodynamischen
Grenzwerte, die durch Anpassung der Daten aus allen Simulationen mit ho¨chstens Nnet
Netzwerkteilchen bei einer Temperatur an Gl. (3.22) erhalten werden. Wie in Abb. 3.18
stammen die durchgezogenen Kurven aus der Anpassung aller Daten an Gl. (3.22), und
die gestrichelten Strecken markieren die unter Beru¨cksichtigung aller Daten erhaltenen
thermodynamischen Limes.
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Abbildung 3.20: Logarithmische Auftragung der Betra¨ge der Finite-size-Korrekturen zum
Quellungsgrad q, zur Absorptionsfa¨higkeit A je Netzwerkteilchen und zum Trennfaktor α
gegen die Systemgro¨ße Nnet
1/3 fu¨r die Simulationen der Abb. 3.19 (p = 0,5). Die thermo-
dynamischen Grenzwerte q∞, A∞ und α∞ stammen aus den Anpassungen in Abb. 3.18
bzw. 3.19. Die kleinen (großen) Dreiecke zeigen die Ergebnisse aus Simulationen mit
wenigen (vielen) Teilchenu¨berfu¨hrungen je Zeiteinheit. Die Geraden entsprechen den in
Abb. 3.18 und 3.19 gezeigten Anpassungskurven.





















































Abbildung 3.21: Systemgro¨ßenabha¨ngigkeit des Quellungsverhaltens bei der Temperatur
T = 1,2 und bei verschiedenen Dru¨cken p (Legende rechts oben; Nnet = Netzwerkteil-
chenzahl). Die offenen Symbole stellen die Ergebnisse einzelner Simulationen dar; die
Zahlen der je Zeiteinheit zwischen den Simulationsschachteln u¨berfu¨hrten Fluidteilchen
stehen bei den kleinen, mittleren bzw. großen Symbolen ungefa¨hr im Verha¨ltnis 1 : 10 :
100 (jeweils unter denselben Bedingungen). Anpassung der vollsta¨ndigen Datensa¨tze an
Gl. (3.22) liefert die durchgezogenen Kurven, und die so gewonnenen thermodynamischen
Grenzwerte werden durch die gestrichelten Strecken markiert. Die thermodynamischen
Limes, die unter Beru¨cksichtigung aller Simulationen mit maximal Nnet Netzwerkteilchen
erhalten werden, werden durch die gefu¨llten Symbole repra¨sentiert. Der mittlere Molen-
bruch x solv1 der Komponente 1 in der Lo¨sungsmittelschachtel betra¨gt stets etwa 0,37 bis
0,38.
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Folglich liegt das Quellungsmittel in der Lo¨sungsmittelschachtel bei p = 0,2 (0,20) und 0,5
stets als Flu¨ssigkeit, also als eine stabile Phase, vor. Auch hier entha¨lt das Gesamtsystem
aus beiden Schachteln bei allen Simulationen doppelt soviele kleine Teilchen der Fluid-
komponente 2 wie große Teilchen der Komponente 1, so daß die bei unterschiedlichen
Systemgro¨ßen und Dru¨cken erhaltenen Resultate vergleichbar sind. Die in Abb. 3.21 ge-
zeigten offenen Symbole repra¨sentieren einzelne Simulationen. Bei einem Druck und einer
Systemgro¨ße sind in den meisten Fa¨llen zwei, in wenigen Fa¨llen aber auch drei Simulatio-
nen durchgefu¨hrt worden. Die Anzahl der je Zeiteinheit u¨berfu¨hrten Fluidteilchen wird
auch bei T = 1,2 so gewa¨hlt, daß sie die Ergebnisse nicht signifikant beeinflußt, wie die
Auftragungen in Abb. 3.21 besta¨tigen. Auch die Verdopplung der Wechselwirkungsgrenze
auf 5,0 LJ-Einheiten a¨ndert die Resultate nicht signifikant. Bei T = 1,2 werden viel gro¨ße-
re relative Finite-size-Effekte beobachtet als bei den u¨berkritischen Temperaturen, so daß
die Streuung der Daten (insbesondere bei α) im Verha¨ltnis zur Systemgro¨ßenabha¨ngigkeit
der Ergebnisse bei der niedrigen Temperatur geringer als bei den ho¨heren Temperaturen
ist. Bei den Dru¨cken von 0,2 bzw. 0,5 LJ-Einheiten besitzen die Finite-size-Effekte in etwa
dieselbe Gro¨ße. Werden die thermodynamischen Grenzwerte, die durch Anpassung aller
Daten an Gl. (3.22) erhalten werden, und die Grenzwerte, die bei Beru¨cksichtigung aus-
schließlich der drei, vier bzw. fu¨nf kleinsten Systemgro¨ßen gewonnen werden, betrachtet
(gefu¨llte Symbole in Abb. 3.21), so ergibt sich folgendes Bild: Bei q und A stimmen alle
Grenzwerte sehr gut miteinander und gut mit den Simulationsergebnissen der gro¨ßten
Systeme u¨berein, d. h. die Daten der drei kleinsten Systemgro¨ßen genu¨gen zur Berech-
nung guter Grenzwerte durch Extrapolation. Doch bei α sind die Ergebnisse weniger klar.
Wa¨hrend bei p = 0,5 die mit zunehmender maximal beru¨cksichtigter Systemgro¨ße erhalte-
nen Grenzwerte α∞ sehr gut konvergieren und die Daten der vier kleinsten Systemgro¨ßen
zur Ermittlung guter α∞-Werte ausreichen, zeigen die α∞-Werte bei p = 0,2 keine so
deutliche Konvergenz, wie sie aufgrund der geringen Streuung der Simulationsdaten er-
wartet werden kann. (Werden nur die drei kleinsten Systemgro¨ßen beru¨cksichtigt, so wird
bei p = 0,2 sogar α∞ > 1000 ermittelt.) Die Tatsache, daß stets zu große Werte fu¨r α∞
gewonnen werden, wenn nur Simulationsdaten kleiner Systeme in die Extrapolation ein-
bezogen werden, weist auf einen systematischen Fehler, der sich vor allem bei p = 0,2
(und kaum bei p = 0,5) auswirkt, hin. Bei der Ermittlung thermodynamischer Grenzwer-
te durch Anpassung von Simulationsdaten an Gl. (3.22) muß also immer kritisch gepru¨ft
werden, ob bzw. wie gut Gl. (3.22) die Finite-size-Effekte der interessierenden Gro¨ße unter
den jeweiligen thermodynamischen Bedingungen beschreibt.
Die Betra¨ge der Finite-size-Korrekturen, die aus den Daten der Abb. 3.21, also bei T = 1,2
sowie p = 0,2 und 0,5, erhalten werden, sind in Abb. 3.22 logarithmisch gegen die Sy-
stemgro¨ße aufgetragen. Da die Simulationsdaten in Abb. 3.21 relativ (im Vergleich zu den
Finite-size-Effekten) kleine statistische Fehler aufweisen, nehmen alle zu logarithmieren-
den Zahlen einen positiven Wert an, so daß keine Punkte weggelassen werden mu¨ssen. Die
in Abb. 3.22 eingezeichneten Geraden, die die aus den Anpassungskurven in Abb. 3.21
ermittelten Betra¨ge der Finite-size-Korrekturen anzeigen, na¨hern die Datenpunkte stets
sehr gut an. Dies gilt (im Rahmen der Datenstreuung) auch im Falle des Trennfaktors
bei p = 0,2, obwohl dieser Fall kritisch zu betrachten ist (s. o.); d. h. aus der Auftragung
der Betra¨ge der Finite-size-Korrekturen gegen die Systemgro¨ße kann nur die na¨herungs-
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Abbildung 3.22: Logarithmische Auftragung der Betra¨ge der Finite-size-Korrekturen zum
Quellungsgrad q, zur Absorptionsfa¨higkeit A je Netzwerkteilchen und zum Trennfaktor α
gegen die Systemgro¨ße Nnet
1/3 fu¨r die Simulationen der Abb. 3.21 (T = 1,2). Die thermo-
dynamischen Grenzwerte q∞, A∞ und α∞ stammen aus der Anpassung der vollsta¨ndigen
Datensa¨tze in Abb. 3.21. Die kleinen (mittleren, großen) Symbole zeigen die Ergebnisse
aus Simulationen mit wenigen (mehreren, vielen) Teilchenu¨berfu¨hrungen je Zeiteinheit.
Die Geraden entsprechen den Anpassungskurven in Abb. 3.21.
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weise Gu¨ltigkeit der Gl. (3.22) abgelesen, nicht aber die Genauigkeit der extrapolierten
thermodynamischen Limes abgescha¨tzt werden.
Bei T = 1,2 und p = 0,5 ist die Systemgro¨ßenabha¨ngigkeit von q, A und α auch bei un-
terschiedlichen Lo¨sungsmittelzusammensetzungen untersucht worden. Dazu sind sowohl
Systeme, die insgesamt doppelt soviele große Teilchen der Fluidkomponente 1 wie kleine
Teilchen der Komponente 2 in beiden Simulationsschachteln enthalten, (x solv1 ≈ 0,69) als
auch Systeme mit den reinen Komponenten als Quellungsmittel (x solv1 = 0 bzw. 1) simu-
liert worden. Die so erhaltenen Resultate entsprechen im wesentlichen den in den Abbil-
dungen 3.21 und 3.22 fu¨r x solv1 ≈ 0,37 bis 0,38 gezeigten Ergebnissen und werden deshalb
nicht gesondert dargestellt. Die gro¨ßten im Verlaufe dieser Arbeit beobachteten Finite-
size-Effekte treten bei Netzwerkquellungssimulationen mit der reinen Komponente 1 als
Lo¨sungsmittel auf: Der Quellungsgrad q ist bei der kleinsten Systemgro¨ße (Nnet = 270)
anderthalbmal so groß wie der extrapolierte thermodynamische Grenzwert q∞; die Ab-




Die wichtigsten Ergebnisse dieses Abschnitts lassen sich folgendermaßen zusammenfassen:
• Zur Erlangung zuverla¨ssiger Ergebnisse fu¨r q, A und α genu¨gt es bei hohen Tem-
peraturen, wenige hinreichend große Systeme zu simulieren und die Ergebnisse zu
mitteln.
• Bei niedrigen Temperaturen mu¨ssen jedoch unterschiedlich große Systeme simuliert
werden, denn die thermodynamischen Grenzwerte sind durch Extrapolation nach
Gl. (3.22) zu ermitteln bzw. abzuscha¨tzen.
(Bei T = 1,2 und p = 0,5 kommen die unmittelbar aus den Simulationen der gro¨ßten
Systeme gewonnenen Daten den thermodynamischen Grenzwerten allerdings sehr nahe.)
Die Tatsache, daß die Finite-size-Korrekturen zu q, A und α nach Gl. (3.22) dieselbe Form
besitzen wie die entsprechende Korrektur der Dichte trockener Netzwerke nach Gl. (3.7),
ist nicht als zufa¨llig zu betrachten, weil auch die Finite-size-Korrektur der Freien Energie
des Netzwerkes nach Gl. (3.3) dieselbe Form aufweist. Deshalb sollten die Finite-size-
Korrekturen aller von dieser Freien Energie abgeleiteten Gro¨ßen dieselbe Form haben,
wenn die Finite-size-Effekte in erster Linie durch die Netzwerkelastizita¨t hervorgerufen
werden und wenn die Behandlung dieser Artefakte in Abschnitt 3.3.1 fu¨r die betrachteten
Gro¨ßen ausreichend genau ist.
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3.5.4 Ergebnisse der Netzwerkquellungssimulationen
In diesem Abschnitt werden die Ergebnisse, die mit den im unmittelbar vorhergehenden
Abschnitt 3.5.3 beschriebenen Verfahren erhalten worden sind, dargestellt und diskutiert.
Dabei handelt es sich um die thermodynamischen Grenzwerte q∞, A∞ und α∞ des Quel-
lungsgrades q, der Absorptionsfa¨higkeit A je Netzwerkknoten und des Trennfaktors α. Im
folgenden wird der Index∞ fortgelassen, so daß q, A und α die thermodynamischen Limes
bezeichnen. Diese werden bei Temperaturen bis maximal 1,8 LJ-Einheiten durch Extra-
polation der Daten aus Simulationen verschieden großer Systeme erhalten. Bei ho¨heren
Temperaturen (T ≥ 2,0) werden die Simulationsergebnisse hinreichend großer Systeme
gemittelt.
3.5.4.1 Einfluß der Temperatur, des Drucks und der Lo¨sungsmittelzusam-
mensetzung10
Hier werden ausschließlich Netzwerke vom Typ 2, die durch bina¨re Mischungen gequol-
len werden, betrachtet (Modell- und Simulationsparameter in Tabellen 3.1 und 3.4). In
Abb. 3.23 wird gezeigt, wie das Quellungsverhalten des Netzwerkes einschließlich seines
Trennungsverhaltens von den thermodynamischen Bedingungen abha¨ngt. Da stets insge-
samt doppelt soviele kleine wie große Fluidteilchen simuliert werden, variiert die Fluid-
zusammensetzung in der Lo¨sungsmittelschachtel nicht allzusehr, so daß die verschiede-
nen Ergebnisse miteinander verglichen werden ko¨nnen. Die Fehlerbalken geben bei hohen
Temperaturen (T ≥ 2,0) die mittleren Fehler der Mittelwerte von jeweils vier bis zehn
unabha¨ngigen Simulationen ausreichend großer Systeme an. Bei T ≤ 1,8 repra¨sentieren
die Fehlerbalken grobe Scha¨tzungen, die auf den Unterschieden zwischen den Ergebnis-
sen unabha¨ngiger Simulationen derselben Systemgro¨ße beruhen (jeweils zwei oder drei
Simulationen in jedem Fall; Unterschiede u¨ber verschiedene Systemgro¨ßen gemittelt und
zur Fehlerabscha¨tzung etwa mit einhalb bis eins multipliziert, wobei die Entwicklung der
thermodynamischen Grenzwerte mit zunehmender Gro¨ße der miteinbezogenen Systeme
beru¨cksichtigt wird). Im Vergleich zu den beobachteten Tendenzen zeigen der Quellungs-
grad q und die Absorptionsfa¨higkeit A sehr kleine Fehler, wohingegen der Trennfaktor α
signifikante Fehler aufweist.
Im Bereich der thermodynamischen Bedingungen, die durch die Simulationen der
Abb. 3.23 abgedeckt werden, nehmen q und A mit wachsender Temperatur ab und mit
wachsendem Druck etwas zu; d. h. das Netzwerk absorbiert bei niedriger Temperatur
und hohem Druck besonders viele Lo¨sungsmittelteilchen. Auch bei der experimentellen
Quellung von Polyethylenoxidgelen mit flu¨ssigem bzw. gasfo¨rmigem Wasser als Rein-
stoﬄo¨sungsmittel bei (unterkritischem) Atmospha¨rendruck (und unterkritischen Tempe-
raturen) wird gefunden, daß der (massenbezogene) Quellungsgrad mit steigender Tem-
peratur abnimmt [155]. Die Temperaturabha¨ngigkeit des Quellungsverhaltens von Poly-
acrylamidnetzwerken in flu¨ssigem Wasser kann durch Substitution am Amidstickstoffatom
gesteuert werden [156]. Wa¨hrend der Quellungsgrad beim unsubstituierten Polyacrylamid
10Dieser Abschnitt folgt in wesentlichen Punkten Lit. [201].












































Abbildung 3.23: Temperatur- und Druckabha¨ngigkeit des Quellungsverhaltens eines Netz-
werkes vom Typ 2 (mit nB = 4) im thermodynamischen Limes. In allen Fa¨llen befinden
sich in den beiden Simulationsschachteln insgesamt doppelt soviele kleine Fluidteilchen
der Komponente 2 wie große Teilchen der Komponente 1. Der Molenbruch x solv1 der
Komponente 1 in der Lo¨sungsmittelschachtel liegt immer zwischen 0,33 und 0,38. Die
Streckenzu¨ge dienen nur der U¨bersichtlichkeit.
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praktisch nicht von der Temperatur abha¨ngt, werden die Netzwerke aus zahlreichen N-
alkylsubstituierten Acrylamiden (z. B. das vernetzte Poly-N-isopropylacrylamid) bei tiefen
Temperaturen sta¨rker als bei hohen Temperaturen gequollen, und der Temperaturbereich
der gro¨ßten Temperaturempfindlichkeit des Quellungsgrades ha¨ngt vom Substituenten ab.
Bei vernetzten Copolymerisaten aus Acrylamid und N-tert.-Butyl-acrylamid wird durch
den Anteil der beiden Monomere bestimmt, ob der Quellungsgrad der Gele in Wasser mit
steigender Temperatur deutlich abnimmt oder ob er nicht bzw. kaum von der Temperatur
abha¨ngt. Bestimmte Polyelektrolytnetzwerke auf Basis von Acrylamid und N-tert.-Butyl-
acrylamid (mit Sulfonsa¨uregruppen) quellen in Wasser ebenfalls sta¨rker bei tiefen als bei
hohen Temperaturen [157]. Escobedo und de Pablo [169] beschreiben Computersimula-
tionen, bei denen ein flexibles defektfreies Netzwerk mit fixierten Bindungsla¨ngen durch
ein explizites Reinstoﬄo¨sungsmittel gequollen wird. Dabei wird beobachtet, daß die Ab-
sorptionsfa¨higkeit je Netzwerkknoten bei konstantem Druck und steigender Temperatur
entweder deutlich abnimmt oder aber in etwa gleich bleibt. Bei diesen Simulationen wer-
den die nichtbindenden Wechselwirkungen nicht wie in der vorliegenden Arbeit durch das
vollsta¨ndige Lennard-Jones(LJ)-Potential, sondern durch ein Rechteckpotential und ein
modifiziertes LJ-Potential (siehe S. 218) modelliert.
Die Frage, ob die in der vorliegenden Arbeit simulierten Netzwerke bei den gro¨ßten in
Abb. 3.23 gezeigten Quellungsgraden (bei T = 1,2) schon fast voll ausgedehnt oder noch
(wie die lo¨sungsmittelfreien Netzwerke) stark zusammengefaltet sind (vgl. die Abbildun-
gen 3.1 und 3.4), la¨ßt sich wie folgt beantworten: Aus den in Abb. 3.7 angegebenen Dichten
trockener Netzwerke wird errechnet, daß ein voll ausgedehntes Netzwerk bei T = 1,2 einem
Quellungsgrad q im Bereich 5,8 bis 5,9 und bei T = 3,0 in etwa q = 4,5 bis 4,7 entspricht
(jeweils bei p = 0,2 bzw. 0,5). Die Tatsache, daß die Quellungsgrade in Abb. 3.23 bedeu-
tend kleiner als diese Maximalwerte sind, zeigt, daß auch die gequollenen Netzwerke stark
zusammengefaltet sind, so daß sie unter anderen Bedingungen wohl noch sta¨rker quellen
ko¨nnen. In allen Fa¨llen der Abb. 3.23 ist der Trennfaktor α nach Gl. (3.21) gro¨ßer als
eins, d. h. die kleinen Teilchen der Fluidkomponente 2 werden bevorzugt absorbiert. Je
ho¨her die Temperatur ist, desto schwa¨cher ist diese Trennung durch selektive Absorption
ausgepra¨gt, denn auch α sinkt (wie q und A) mit zunehmender Temperatur (außer bei der
niedrigsten Temperatur T = 1,2). Auch α wird durch den Druck schwa¨cher beeinflußt als
durch die Temperatur. Der Trennfaktor der Absorption des Lo¨sungsmittels im Netzwerk
besitzt dieselbe Gro¨ßenordnung wie der Trennfaktor des Gas-Flu¨ssigkeits-Gleichgewichtes
einer a¨hnlichen Mischung [siehe Abb. 3.16 (unten)] unter thermodynamischen Bedingun-
gen, die in etwa den Netzwerkquellungssimulationen bei der niedrigsten Temperatur ent-
sprechen. Die thermodynamischen Bedingungen der Netzwerkquellung sind jedoch nicht
auf einen so engen Bereich beschra¨nkt wie die Koexistenz von Gas- und Flu¨ssigphase.
In den bisherigen Ausfu¨hrungen sind die Konzentrationen der einzelnen Komponenten im
Quellungsmittel in etwa konstant gehalten worden. Wie die Fluidzusammensetzung das
Quellungsverhalten des Netzwerkes beeinflußt, wird in Abb. 3.24 fu¨r die niedrigste und
ho¨chste hier betrachtete Temperatur (T = 1,2 und 3,0) sowie den Druck p = 0,5 gezeigt,
indem q, A und α gegen den Molenbruch der gro¨ßeren Fluidteilchen in der Lo¨sungs-
mittelschachtel aufgetragen werden. Selbst bei der niedrigen Temperatur stellen die Si-





































































Abbildung 3.24: Konzentrationsabha¨ngigkeit des Quellungsverhaltens eines Netzwerkes
vom Typ 2 (mit nB = 4) beim Druck p = 0,5; x
solv
1 ist der Molenbruch der gro¨ßeren
Fluidteilchen (Komponente 1) in der Lo¨sungsmittelschachtel. Gefu¨llte Rauten: extrapo-
lierte thermodynamische Grenzwerte (aus Simulationen mitNnet = 270 bis 5120 Netzwerk-
teilchen); offene Symbole: Ergebnisse einzelner Simulationen (Nnet = 5120 bei T = 1,2;
Nnet = 640 bzw. 2160 bei T = 3,0). Die Streckenzu¨ge dienen nur zur Orientierung. Der
Ordinatenmaßstab gleicht in allen drei Teilabbildungen demjenigen der Abb. 3.23.
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mulationsergebnisse, die mit dem gro¨ßten System (mit 5120 Netzwerkteilchen) erhalten
werden, hinreichend gute Na¨herungen fu¨r die thermodynamischen Grenzwerte dar. Die
Fehler dieser Grenzwerte werden wie die in Abb. 3.23 gezeigten Fehler abgescha¨tzt (s. o.).
In Abb. 3.24 ist zu erkennen, daß bei T = 1,2 sowohl der Quellungsgrad q als auch die
Absorptionsfa¨higkeit A abnehmen, wenn der Anteil der großen Teilchen der Komponen-
te 1 im Fluid zunimmt. Die Abnahme von A zeigt, daß große Teilchen in geringerem
Maße absorbiert werden als kleine. Obwohl das Verha¨ltnis (σ1/σ2)
3 der Ausschlußvolu-
mina beider Fluidteilchensorten ca. 2,0 betra¨gt, gilt fu¨r die Absorptionsfa¨higkeiten A o1




1 ≈ 3,2. Die bevorzugte Absorption der kleinen
Teilchen ist also deutlicher ausgepra¨gt, als es der Fall wa¨re, wenn die verschiedenen Teil-
chen sich ein konstantes Gesamtvolumen teilen mu¨ßten, was durch das Verhalten von q
besta¨tigt wird. Diese bevorzugte Absorption (α > 1) wird bei allen Mischungen (auch bei
T = 3,0) beobachtet. Mit wachsendem Anteil der großen Teilchen nimmt α bei T = 1,2
nur geringfu¨gig ab. Bei der hohen Temperatur ha¨ngen q und α praktisch (d. h. im Rahmen
der statistischen Fehler) nicht von der Zusammensetzung des Lo¨sungsmittels ab, wa¨hrend
A kaum merklich mit zunehmendem Anteil der großen Teilchen abnimmt. Die Absorp-
tionsfa¨higkeit bei beiden Temperaturen wird in den folgenden Absa¨tzen noch genauer
betrachtet. Die monotone bzw. geringfu¨gige Abha¨ngigkeit des Quellungsgrades von der
Lo¨sungsmittelzusammensetzung, wie sie in Abb. 3.24(a) dargestellt ist, wird in realen Sy-
stemen nicht immer beobachtet. So werden z. B. vernetzte Copolymerisate aus Acrylamid
und mindestens 40 % N-tert.-Butyl-acrylamid bei Raumtemperatur durch bestimmte Mi-
schungen aus Wasser und Dimethylsulfoxid weniger stark gequollen als durch die beiden
reinen Lo¨sungsmittel [156]. Wird die Quellung von Poly(acryloyl-L-prolinmethylester)-
Gelen in Mischungen aus Wasser und einem kurzkettigen Alkohol (Methanol, Ethanol,
n-Propanol, tert.-Butanol) bei 278 K betrachtet, so zeigt der Quellungsgrad als Funktion
der Zusammensetzung des Quellungsmittels ein breites Minimum bei ca. 20 Vol.-% bzw.
bei 20–40 Vol.-% Alkohol und ein breites Maximum bei ca. 80 Vol.-% bzw. bei 60–80 Vol.-
% Alkohol [160].
In Abb. 3.25 werden die Absorptionsfa¨higkeiten A sowie die Produkte A · xneti gegen den
Molenbruch x solv1 der großen Teilchen in der Lo¨sungsmittelschachtel aufgetragen. Dabei
bezeichnen xneti (i = 1, 2) die Molenbru¨che der beiden Komponenten in der Netzwerk-
schachtel nach Gl. (3.20), d. h. im absorbierten Lo¨sungsmittel. Dieser Abbildung liegen
dieselben Simulations- und Extrapolationsdaten zugrunde wie der Abb. 3.24. In Anleh-
nung an das Daltonsche Gesetz [Gl. (3.13)], das fu¨r die Partialdru¨cke einer Mischung
idealer Gase gilt, werden die Produkte A · xneti hier als Partialabsorptionsfa¨higkeiten be-
zeichnet. Mit den Gleichungen (3.19) und (3.20) ergibt sich:
A · xneti =
N neti
Nnet
(i = 1, 2), (3.23)
d. h. die Partialabsorptionsfa¨higkeit einer Komponente i gibt das Verha¨ltnis der An-
zahl N neti absorbierter Teilchen dieser Komponente zur Netzwerkteilchenzahl Nnet an.
Wa¨hrend die Molenbru¨che x solv1 und x
net
i im Falle einzelner Simulationen direkt gemit-
telt werden ko¨nnen, werden sie bei den extrapolierten thermodynamischen Grenzwerten
folgendermaßen berechnet: Der Molenbruch x solv1 der Komponente 1 im Quellungsmittel

























































(a) T = 3,0:
(b) T = 1,2:
Abbildung 3.25: Konzentrationsabha¨ngigkeit der Absorptionsfa¨higkeit A und der Partial-
absorptionsfa¨higkeiten A·xneti (i = 1, 2) bei zwei Temperaturen T und beim Druck p = 0,5;
x solv1 ist der Molenbruch der Komponente 1 in der Lo¨sungsmittelschachtel. (a) T = 3,0:
einzelne Simulationen mit 640 bzw. 2160 Netzwerkteilchen. (b) T = 1,2: kleine Kreise, offe-
ne Quadrate und offene Rauten: einzelne Simulationen mit 5120 Netzwerkteilchen; große
Kreise, gefu¨llte Quadrate und gefu¨llte Rauten: extrapolierte thermodynamische Grenz-
werte (Bestimmung von x solv1 und x
net
i wie im Text beschrieben; Fehlerbalken kleiner als
Symbole). Die Strecken zeigen ideales Verhalten (analog zum Raoultschen Gesetz).
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wird durch Mittelung der Simulationsdaten verschieden großer Systeme a¨hnlicher Zu-
sammensetzung (mit x solv1 ≈ 1/3 bzw. x solv1 ≈ 2/3) erhalten; der durch Extrapola-
tion gewonnene (von x solv1 abha¨ngige) Trennfaktor α wird aus Abb. 3.24(c) abgelesen;
Auflo¨sung der Gl. (3.21) nach dem Molenbruch xnet1 der Komponente 1 im absorbierten
Fluid (xnet1 + x
net




2 ) liefert die Bestimmungsgleichung
xnet1 =
x solv1
α + x solv1 · (1− α)
(3.24)
fu¨r xnet1 als Funktion von x
solv
1 und α. Die Beobachtung, daß auch bei T = 1,2 (und p= 0,5)
die unmittelbar aus den Simulationen der gro¨ßten Systeme (mit 5120 Netzwerkteilchen)
gewonnenen Daten die extrapolierten thermodynamischen Limes gut anna¨hern, wird in
Abb. 3.25 besta¨tigt.
Im oberen Teil der Abb. 3.25 liegen die Punkte, welche die Ergebnisse einzelner Simula-
tionen darstellen, auf den eingezeichneten Strecken, d. h. die Partialabsorptionsfa¨higkei-
ten A · xneti beider Fluidkomponenten i erfu¨llen bei der hohen Temperatur T = 3,0 die
Gleichung
A · xneti = A oi · x solvi (i = 1, 2) (3.25)
mit den Absorptionsfa¨higkeiten A oi der reinen Komponenten. Diese Beziehung entspricht
der Gl. (3.14) der idealen bina¨ren Mischung, wobei A dem Druck p, xneti dem Gaspha-
senmolenbruch x gi der Komponente i, A
o
i dem Dampfdruck p
o
i der reinen Komponente i
und x solvi dem Flu¨ssigkeitsmolenbruch x
l
i zugeordnet wird. Gleichung (3.25) beschreibt
also die ideale Absorption analog zum Raoultschen Gesetz des idealen Gas-Flu¨ssigkeits-





[entsprechend Gl. (3.18) der idealen bina¨ren Mischung]. Das Verha¨ltnis A o2 /A
o
1 ≈ 1,4 [A o1
und A o2 aus Abb. 3.25(a)] stimmt folglich gut mit den in Abb. 3.24(c) fu¨r T = 3,0 aufge-
tragenen Trennfaktoren u¨berein. Auch bei der Beschreibung der gleichzeitigen Adsorption
mehrerer gasfo¨rmiger oder flu¨ssiger Komponenten an Festko¨rperoberfla¨chen wird ha¨ufig
die idealisierte Annahme, daß der Trennfaktor nicht von der Zusammensetzung des Gases
bzw. der Flu¨ssigkeit abha¨ngt, verwendet [202, 203]. Im unteren Teil der Abb. 3.25 ist zu
erkennen, daß Gl. (3.25) bei der niedrigen Temperatur nicht erfu¨llt wird, daß sich die Ab-
sorption der Fluidteilchen durch das Netzwerk bei T = 1,2 also nicht ideal verha¨lt. Wird
die reale Absorption bei T = 1,2 [Symbole in Abb. 3.25(b)] mit der idealen Absorption
auf Basis der Absorptionsfa¨higkeiten der reinen Komponenten [Strecken in Abb. 3.25(b)]
verglichen, so zeigt sich, daß im realen Fall mehr große Teilchen der im Netzwerk abge-
reicherten Komponente 1 und weniger kleine Teilchen der im Netzwerk angereicherten
Komponente 2 absorbiert werden als im idealen Fall. Beide Effekte bewirken eine Verrin-
gerung des realen im Vergleich zum idealen Trennfaktor. Der reale Trennfaktor von 1,6 bis
1,75 [siehe Abb. 3.24(c)] liegt deutlich unter dem idealen Wert A o2 /A
o
1 ≈ 3,2. Die Tatsa-
che, daß sich die Fluidabsorption durch das Netzwerk bei T = 3,0 ideal verha¨lt, dies aber
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Tabelle 3.5: Ergebnisse der thermodynamischen Betrachtung der Temperaturabha¨ngig-
keit der Absorption: ∆absH
	 = Standardabsorptionsenthalpie, ε1dim = Potentialtiefe bei
Annahme eines eindimensionalen Oszillators, ε3dim = Potentialtiefe bei Annahme eines
dreidimensionalen Oszillators (Aα = Absorptionsfa¨higkeit bei der Temperatur Tα = 3,0,
Aβ = Absorptionsfa¨higkeit bei der Temperatur Tβ = 1,2; Details im Text).
x solv1 = 1 (nur große Fluidteilchen) x
solv
1 = 0 (nur kleine Fluidteilchen)
Aα ≈ 0,1 und Aβ ≈ 0,4 Aα ≈ 0,13 und Aβ ≈ 1,3
∆absH
	 ≈ -2,8 ∆absH	 ≈ -4,6
ε1dim ≈ 1,9 ε1dim ≈ 3,7
ε3dim ≈ 3,7 ε3dim ≈ 5,5
nicht bei T = 1,2 zutrifft, hat wichtige Folgen fu¨r das Studium der Netzwerkquellungen:
Bei der hohen Temperatur kann der Trennfaktor fu¨r eine beliebige Zusammensetzung des
Lo¨sungsmittels aus Quellungssimulationen mit den reinen Komponenten als Lo¨sungsmit-
tel (aus den Reinstoffabsorptionsfa¨higkeiten A o1 und A
o
2 ) ermittelt werden, wohingegen
bei der niedrigen Temperatur eine Simulation bei der jeweiligen Lo¨sungsmittelzusammen-
setzung beno¨tigt wird.
Abbildung 3.25 zeigt ebenfalls, daß die Absorptionsfa¨higkeit und die Partialabsorpti-
onsfa¨higkeiten mit sinkender Temperatur stark zunehmen [vgl. auch Abb. 3.23(b)], d. h.
die Absorption der Fluidteilchen durch das Netzwerk ist exotherm. Im folgenden soll die
jeweilige Absorptionsenthalpie fu¨r die Netzwerkquellung durch die beiden reinen Kom-
ponenten abgescha¨tzt werden. In diesen Fa¨llen kann die Absorptionsfa¨higkeit A (= A oi
fu¨r i = 1, 2) als Gleichgewichtskonstante der Absorptionsreaktion aufgefaßt werden, so
daß die Freie Standardabsorptionsenthalpie ∆absG
	 mit der Wahl A = 1 als Standard-
zustand und unter der Annahme praktisch konstanter Aktivita¨tskoeffizienten mittels der
van’t Hoffschen Reaktionsisotherme [200] angena¨hert werden kann: ∆absG
	 ≈ −T lnA (in










mit der Standardabsorptionsenthalpie ∆absH
	 die (gena¨herte) van’t Hoffsche Reaktions-









1/Tβ − 1/Tα (3.28)
mit den Absorptionsfa¨higkeiten Aα und Aβ bei den Temperaturen Tα bzw. Tβ. Die so
erhaltenen Standardabsorptionsenthalpien ∆absH
	, die in Tab. 3.5 aufgefu¨hrt werden,
besitzen realistische Werte und sprechen dafu¨r, daß die Absorption der kleinen Fluidteil-
chen gegenu¨ber der Absorption der großen Teilchen enthalpisch begu¨nstigt ist.
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Die starke Abnahme der Absorptionsfa¨higkeit mit steigender Temperatur kann auch mit-
tels der Thermodynamik der Adsorption gasfo¨rmiger Reinstoffe an Festko¨rperoberfla¨chen
interpretiert werden [204]. Dazu dienen hier zwei a¨hnliche mikroskopische Modelle, deren
Einfachheit den groben Na¨herungen bei der Abscha¨tzung der Standardabsorptionsenthal-
pien (s. o.) gleichkommt. Die Absorptionsfa¨higkeit A je Netzwerkteilchen (genauer: A o1
bzw. A o2 ) a¨hnelt dabei der Anzahl adsorbierter Gasteilchen je Oberfla¨chenteilchen des
Festko¨rpers: A ≈ Γ · a mit dem Oberfla¨chenu¨berschuß (bzw. der Oberfla¨chenkonzentra-
tion) Γ und der mittleren zuga¨nglichen Fla¨che a je Oberfla¨chenteilchen. Bei niedrigen
Gasdru¨cken p gehorcht Γ in etwa dem Henryschen Gesetz: Γ = kHp + O(p2) mit der
Henryschen Konstanten kH . Also gilt bei konstantem Druck und variabler Temperatur
die Proportionalita¨t
A ∼ kH . (3.29)
Die isostere Adsorptionswa¨rme qst = hgas−hads, die Differenz zwischen der ”molaren“ (hier
genauer: teilchenzahlbezogenen) Enthalpie des Gases und derjenigen der adsorbierten Teil-
chen, ha¨ngt bei kleinen Bedeckungsgraden, die durch den oberen Index o gekennzeichnet








[analog zur Gl. (3.28)]. In U¨bereinstimmung mit den obigen Na¨herungen wird das Gas
als ideal betrachtet, so daß fu¨r seine
”
molare“ Enthalpie gilt: hgas = ugas + pvgas ≈ 52T
mit der
”
molaren“ inneren Energie ugas (=
1
2
T fu¨r jeden der drei Translationsfreiheitsgra-
de mit Boltzmann-Konstante = eins) und dem
”
Molvolumen“ vgas (= T/p). Die beiden
verwendeten Modelle unterscheiden sich lediglich hinsichtlich des Potentials, das fu¨r die
adsorbierten Teilchen angenommen wird:
• Beim ersten Modell, dem eindimensionalen Oszillator, ha¨ngt das Potential nur vom
Abstand zur Oberfla¨che ab, so daß die adsorbierten Teilchen sich parallel zur Grenz-
fla¨che frei bewegen ko¨nnen. Das Potential wird in der Na¨he seines Minimums der
Energie −ε1dim durch eine Parabel angena¨hert.
• Beim zweiten Modell, dem dreidimensionalen Oszillator, sind die adsorbierten Teil-
chen in etwa an ihren Orten fixiert, d. h. sie ko¨nnen als dreidimensionale harmonische
Oszillatoren mit Minimumsenergie −ε3dim approximiert werden. (Dieses Modell ent-
spricht eher dem Bild eines vom Netzwerk absorbierten Teilchens im na¨herungsweise
isotropen Ka¨fig als der eindimensionale Oszillator.)
Bei der Berechnung der
”
molaren“ Enthalpie hads der adsorbierten Teilchen wird bei
beiden Modellen angenommen, daß das
”
Molvolumen“ dieser Teilchen im Vergleich zur
Gasphase vernachla¨ssigbar klein ist: hads ≈ uads mit der ”molaren“ inneren Energie uads
der adsorbierten Teilchen (= 2
2
T fu¨r die beiden mit jeder Schwingungsrichtung verbun-
denen Freiheitsgrade und = 1
2
T fu¨r jeden Translationsfreiheitsgrad). Somit ergibt sich
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fu¨r den eindimensionalen Oszillator hads ≈ −ε1dim + 2T und fu¨r den dreidimensiona-
len Oszillator hads ≈ −ε3dim + 3T . Die damit ermittelten isosteren Adsorptionswa¨rmen
qst = hgas−hads (s. o.) betragen q ost ≈ ε1dim+ 12T im Falle des eindimensionalen Oszillators
und q ost ≈ ε3dim − 12T beim dreidimensionalen Oszillator. Einsetzen von q ost in Gl. (3.30)
liefert na¨herungsweise ∂(ln kH)/∂(1/T ) = ε1dim +
1
2
T und ∂(ln kH)/∂(1/T ) = ε3dim − 12T
fu¨r den ein- bzw. dreidimensionalen Oszillator. Die Integration dieser Gleichungen ergibt
zusammen mit der Beziehung (3.29) die Proportionalita¨ten A ∼ T−1/2 exp[ε1dim/T ] und
A ∼ T+1/2 exp[ε3dim/T ] fu¨r die Temperaturabha¨ngigkeit von A bei beiden Modellen, so
daß die Potentialtiefen ε1dim und ε3dim aus den Absorptionsfa¨higkeiten Aα und Aβ bei














1/Tα − 1/Tβ fu¨r den dreidimensionalen Oszillator. (3.31)
Die so erhaltenen Zahlenwerte werden in Tab. 3.5 angegeben. Trotz der groben Na¨herun-
gen werden mit beiden mikroskopischen Modellen aus der beobachteten Verminderung der
Absorptionsfa¨higkeit mit steigender Temperatur bei der Netzwerkquellung durch Reinstof-
fe sinnvolle Werte fu¨r ε1dim und ε3dim gewonnen. Obwohl die Potentialtiefen vom Modell
abha¨ngen, wird bei beiden Modellen gefunden, daß das Potentialminimum im Falle der
Absorption kleiner Lo¨sungsmittelteilchen tiefer liegt als im Falle der Absorption großer
Teilchen. Also wird die Absorption der kleinen Teilchen gegenu¨ber derjenigen der großen
energetisch begu¨nstigt, wie es auch die Standardabsorptionsenthalpien zeigen (s. o.).
Die Simulations- und Extrapolationsdaten, die bei den Temperaturen T = 1,2 und 3,0
sowie dem Druck p = 0,5 mit verschiedenen Lo¨sungsmittelzusammensetzungen erhalten
worden sind und die den Abbildungen 3.24 und 3.25 zugrunde liegen, werden in Abb. 3.26
in Form eines Gleichgewichtsdiagrammes dargestellt; d. h. der Molenbruch xnet1 der gro¨ße-
ren Fluidteilchen der Komponente 1 im absorbierten Fluid (in der Netzwerkschachtel)
wird gegen den Molenbruch x solv1 derselben Teilchen im Quellungsmittel (in der Lo¨sungs-
mittelschachtel) aufgetragen, so daß die Trennwirkung des Netzwerkes verdeutlicht wird.
Die Lage aller Symbole unterhalb der (punktierten) Diagonalen zeigt die Abreicherung der
großen Teilchen im Netzwerk, also die bevorzugte Absorption der kleinen Fluidteilchen,
an. Die Tatsache, daß die Selektivita¨t der Absorption, d. h. die Trennwirkung, mit zu-
nehmender Temperatur abnimmt [siehe Abb. 3.23(c)], wird im Gleichgewichtsdiagramm
daran deutlich, daß die Symbole, die die Simulationsergebnisse bei der ho¨heren Tempera-
tur T = 3,0 repra¨sentieren, na¨her an der Diagonalen liegen als diejenigen, die die Daten
der Simulationen bei T = 1,2 darstellen. Im Falle der idealen Absorption mit konstantem
Trennfaktor α kann xnet1 in Abha¨ngigkeit von x
solv
1 , also die Gleichgewichtskurve, mittels
Gl. (3.24) berechnet werden. (Auch im nicht idealen Fall ist Gl. (3.24) gu¨ltig, aber α ist
dann eine Funktion von x solv1 .) Wie in den Abbildungen 3.23(c) und 3.24(c) zu erkennen
ist, betra¨gt α bei T = 3,0 bei allen Molenbru¨chen etwa 1,35. Die ideale mit diesem α-Wert
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Abbildung 3.26: Gleichgewichtsdiagramm der Absorption im Netzwerk bei zwei Tem-
peraturen T und beim Druck p = 0,5; x solv1 ist der Molenbruch der Komponente 1 in
der Lo¨sungsmittelschachtel, xnet1 derjenige in der Netzwerkschachtel. Gefu¨llte Rauten: ex-
trapolierte thermodynamische Grenzwerte (aus Simulationen mit Nnet = 270 bis 5120
Netzwerkteilchen; Bestimmung von x solv1 und x
net
1 wie im Text beschrieben); offene Sym-
bole: Ergebnisse einzelner Simulationen (Nnet = 5120 bei T = 1,2; Nnet = 640 bzw. 2160
bei T = 3,0). Die Kurven zeigen ideales Verhalten gema¨ß Gl. (3.24) mit verschiedenen
konstanten Trennfaktoren α.
erhaltene (kurz gestrichelte) Gleichgewichtskurve in Abb. 3.26 stimmt mit den bei T = 3,0
erhaltenen Simulationsergebnissen sehr gut u¨berein. Bei T = 1,2 nimmt der Trennfaktor
nach Abb. 3.24(c) [und Abb. 3.23(c)] fu¨r die verschiedenen Lo¨sungsmittelzusammenset-
zungen Werte zwischen 1,6 und 1,75 an. Die beiden mit diesen α-Werten errechneten
(lang gestrichelten) idealen Gleichgewichtskurven in Abb. 3.26 markieren den Bereich, in
dem die Simulationsergebnisse fu¨r T = 1,2 liegen. Also erscheint das Absorptionsverhalten
in dieser Darstellung auf den ersten Blick selbst bei der niedrigen Temperatur als na¨he-
rungsweise ideal. Jedoch wird aus den Absorptionsfa¨higkeiten der reinen Komponenten
bei dieser Temperatur [siehe Abbildungen 3.24(b) und 3.25(b)] nach Gl. (3.26) ein viel
gro¨ßerer Trennfaktor von ca. 3,2 errechnet (s. o.). Die mit α = 3,2 berechnete (punktiert-
gestrichelte) ideale Gleichgewichtskurve in Abb. 3.26 approximiert die Simulationsdaten
fu¨r T = 1,2 u¨berhaupt nicht sinnvoll, d. h. die selektive Absorption der Fluidteilchen durch
das Netzwerk verha¨lt sich bei der niedrigen Temperatur nicht analog zum Raoultschen
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Gesetz des Gas-Flu¨ssigkeits-Gleichgewichtes, wie bereits in der Diskussion zu Abb. 3.25
festgestellt worden ist.
In U¨bereinstimmung mit der vorliegenden Arbeit berichten Escobedo und de Pablo [168],
daß bei der simulierten Quellung athermischer Polymernetzwerke durch bina¨re Mischun-
gen die kleineren Teilchen bevorzugt im Gel absorbiert werden. Die Autoren verwenden
absolut regelma¨ßig vernetzte Systeme ohne jegliche Fehler, was dieser Arbeit entspricht,
obwohl deren Verzweigungsstellen vierfach (statt sechsfach) koordiniert sind. Im Gegen-
satz zur vorliegenden Arbeit werden in jener Arbeit allerdings alle Teilchen als harte
Kugeln modelliert, und alle Bindungsla¨ngen gleichen stets dem Durchmesser der Netz-
werkteilchen, so daß nur entropische (und keine enthalpischen) Effekte auftreten ko¨nnen.
Das Gleichgewichtsdiagramm, das in Abb. 15 in Lit. [168] dargestellt wird und die Quel-
lung durch eine bina¨re Mischung verschieden großer harter Kugeln beschreibt, zeigt die
bevorzugte Absorption der kleineren Kugeln und entspricht der Abb. 3.26 dieser Arbeit.
Erkla¨rt wird dieses Ergebnis von Escobedo et al. [168] mittels eines Gedankenexperimen-
tes, in dessen Verlauf alle Lo¨sungsmittelteilchen bei einem beliebigen Quellungsgrad aus
dem Gel entfernt und danach wieder ins trockene Netzwerk eingesetzt werden, wa¨hrend die
Positionen aller Netzwerkteilchen festgehalten werden. Dabei begu¨nstige, so argumentie-
ren die Autoren, die sterische Hinderung durch die Netzwerkstra¨nge die Einsetzung kleiner
Teilchen. Hier la¨ßt sich jedoch einwenden, daß im Verlaufe dieses Prozesses auch die bereits
wieder eingebrachten Fluidteilchen die Einsetzung weiterer Teilchen sterisch behindern.
Wie Oyen und Hentschke [201] bemerken, tritt dieser Effekt auch beim Lo¨sungsmittel
ohne Netzwerk auf. Warum sollte die sterische Hinderung im Gel gro¨ßer als im reinen
Quellungsmittel sein? Escobedo et al. [168] vergleichen die Ergebnisse der Netzwerkquel-
lungssimulationen mit der simulierten Verteilung der Teilchen einer Mischung zwischen
einem Lo¨sungsmittelbad und einem engen Spalt zwischen zwei harten Platten. Da das
Netzwerk im Gleichgewicht aber nicht voll ausgedehnt wie in Abb. 3.1, sondern zusam-
mengefaltet wie in Abb. 3.4 dieser Arbeit und Abb. 1 in Lit. [168] vorliegt, erscheint die
Analogie zwischen dem Netzwerk und dem Spalt zumindest fraglich, zumal das zusam-
mengefaltete Netzwerk nicht starr ist und bei der Fluidabsorption aufquillt, sich also dem
aufgenommenen Lo¨sungsmittel anpaßt.
Hier wird eine andere Erkla¨rung fu¨r die bevorzugte Absorption kleiner Teilchen gege-
ben, wobei von der Gleichheit der chemischen Potentiale eines jeden Fluids i in beiden
Simulationsschachteln als Bedingung fu¨r das chemische Gleichgewicht ausgegangen wird:
µneti = µ
solv
i (i = 1, 2) (3.32)
mit den chemischen Potentialen µneti im Gel und µ
solv
i im Lo¨sungsmittelbad. Die chemi-
schen Potentiale µ ηi in beiden Phasen η werden in einen idealen und einen Exzeßanteil
aufgespalten, und der Exzeßanteil kann z. B. im kanonischen Ensemble nach der Widom-
Methode ermittelt werden [siehe Abschnitt 1.5.3, insbesondere die Gl.en (1.142), (1.143)
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und (1.145)], so daß (in Lennard-Jones-Einheiten) gilt:





= T · ln ρ ηi − T · ln〈exp[−βφ ηi ]〉 (3.33)
(i = 1, 2 und η = net, solv)
mit der Temperatur T , der Teilchenzahldichte ρ ηi = N
η
i /V
η der Fluidkomponente i in
der Phase η, β = 1/T und der Energie φ ηi der Wechselwirkung zwischen einem in die
Phase η eingesetzten Widom-Geisterteilchen der Komponente i und den realen Teilchen.
Die Mittelung 〈· · · 〉 erfolgt u¨ber viele Konfigurationen und u¨ber alle in diese Konfigura-
tionen eingesetzten Geisterteilchen. Einsetzen der chemischen Potentiale nach Gl. (3.33)






(i = 1, 2) . (3.34)
Wie in Abschnitt 3.3.2 dargelegt wird, besitzen Netzwerke viel ho¨here Dichten als die
entsprechenden Lo¨sungsmittel mit ausschließlich nichtbindenden Wechselwirkungen un-
ter denselben thermodynamischen Bedingungen (siehe auch Abb. 3 in Lit. [168]). In der
Gelphase einer Simulation gibt es deshalb im Vergleich zum Lo¨sungsmittel nur sehr we-
nige Positionen, an denen die einzusetzenden Geisterteilchen keine allzugroße Abstoßung
erfahren und die als
”
Lo¨cher“ bezeichnet werden (siehe S. 77). Falls dieser Effekt nicht
durch extrem starke anziehende Wechselwirkungen, die in den
”
Lo¨chern“ der Gelphase auf
die virtuellen Teilchen einwirken, u¨berkompensiert wird, bedeutet dies, daß die Wechsel-
wirkungsenergie φneti eines Geisterteilchens in der Netzwerkschachtel im allg. viel gro¨ßer
als die potentielle Energie φ solvi eines virtuellen Teilchens derselben Komponente in der
Lo¨sungsmittelschachtel ist, so daß der Term auf der rechten Seite der Gl. (3.34) kleiner
als eins wird. Je gro¨ßer ein virtuelles Teilchen ist, desto weniger
”
Lo¨cher“ sind so groß,
daß es ohne starke Repulsion eingesetzt werden kann, was sich in der dichten Gelphase
sta¨rker als im Quellungsmittel auswirkt. Deshalb ist der Term auf der rechten Seite der
Gl. (3.34) im Falle der großen Teilchen der Fluidkomponente 1 kleiner als bei den kleinen







Daraus folgt, weil die Molenbru¨che, Teilchenzahlen und Teilchenzahldichten der beiden

















> 1 . (3.36)
Zur quantitativen Bestimmung von α sind diese U¨berlegungen allerdings nicht geeignet,
denn die Berechnung der Mittelwerte 〈exp[−βφneti ]〉 (also praktisch der chemischen Ex-
zeßpotentiale µneti,ex) fu¨r verschiedene Fluidteilchenzahldichten ρ
net
i (i = 1, 2) ist aufwendi-
ger, als Simulationen mit der MD-MC-Hybridmethode es bei entsprechender Genauigkeit
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sind. Aus demselben Grund ko¨nnen die Temperatur- und Druckabha¨ngigkeit von α so
nicht abgescha¨tzt werden.
Besonders anschaulich wird diese Erkla¨rung in dem von Escobedo et al. [168] behandel-
ten Sonderfall harter Kugeln. Wird eine harte Kugel als Widom-Geisterteilchen in eine
Ansammlung harter Kugeln eingesetzt, so sind zwei Fa¨lle zu unterscheiden:
• Wenn die virtuelle Kugel mit einer realen Kugel
”
u¨berlappt“, d. h. wenn die Gei-
sterkugel ein von Null verschiedenes Volumen mit einer realen Kugel teilt, so wird
die Wechselwirkungsenergie φ ηi unendlich groß, und exp[−βφ ηi ] = 0.
• Andernfalls ist der Abstand zwischen dem Mittelpunkt der virtuellen Kugel und dem
Mittelpunkt jeder realen Kugel mindestens so groß wie die Summe der Kugelradien,
d. h. der Mittelpunkt der Geisterkugel befindet sich im effektiven freien Volumen,
das auch vom Mittelpunkt einer zusa¨tzlichen realen Kugel eingenommen werden
ko¨nnte. In diesem Falle werden φ ηi = 0 und exp[−βφ ηi ] = 1.
Die Mittelung u¨ber viele Geisterteilcheneinsetzungen und viele Konfigurationen ergibt
folglich den durchschnittlichen Anteil V ηi,eff des effektiven freien Volumens am Gesamtvo-







(i = 1, 2). (3.37)
Die Teilchenzahldichte einer Fluidkomponente in einer Phase verha¨lt sich also proportio-
nal zum Anteil des effektiven freien Volumens derselben Komponente am Gesamtvolumen
derselben Phase. Wegen der hohen Netzwerkdichte ist der Anteil des effektiven freien Volu-
mens einer Komponente i in der ungeordneten Gelphase stets kleiner als im Lo¨sungsmittel
(V neti,eff < V
solv
i,eff ). Je gro¨ßer die betreffenden Teilchen sind, desto deutlicher ist dieser Ef-






2,eff . Daraus folgt Gl. (3.35) und somit auch
Gl. (3.36). Bei einer geordneten Gelphase mit
”
Lo¨chern“, die zu einer der beiden Fluid-
teilchensorten passen, kann jedoch nicht in dieser einfachen Weise argumentiert werden.
In jedem Fall sind die mittleren Anteile V ηi,eff (i = 1, 2; η = net, solv) der effektiven freien
Volumina am Gesamtvolumen der jeweiligen Phase nur durch Simulation zuga¨nglich.
Aus dieser Argumentation wird deutlich, daß die bevorzugte Absorption kleinerer Teil-
chen, welche bei den simulierten Netzwerkquellungen durch bina¨re Mischungen unter-
schiedlich großer Teilchen beobachtet wird, prima¨r auf die hohen Netzwerkdichten zuru¨ck-
zufu¨hren ist. Dies gilt insbesondere im Falle harter Kugeln, aber auch bei den Simulationen
der vorliegenden Arbeit mit weichen Potentialen. Die in den Abschnitten 3.3.2 und 3.5.3
beschriebenen Finite-size-Effekte besta¨tigen diese Interpretation: Je mehr Netzwerkteil-
chen unter bestimmten thermodynamischen Bedingungen explizit simuliert werden, desto
gro¨ßer sind sowohl die Dichte des trockenen Netzwerkes als auch der Trennfaktor. Bei den
weichen Potentialen dieser Arbeit wird die Absorption kleinerer Fluidteilchen gegenu¨ber
derjenigen gro¨ßerer Teilchen zusa¨tzlich energetisch (bzw. enthalpisch) begu¨nstigt.
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Tabelle 3.6: Einfluß der Teilchengro¨ße auf das Quellungsverhalten eines Netzwerkes vom
Typ 2 bei der Temperatur T = 3,0 (T , σ2 und p in LJ-Einheiten)
LJ-Abstandsparameter
der Fluidkomponente 2
σ2 0,8 1,25 1,25
Druck p 0,5 0,256 0,5
Quellungsgrad q 1,146 ± 0,001 1,0813 ± 0,0003 1,143 ± 0,001
Absorptionsfa¨higkeit A 0,122 ± 0,001 0,0441 ± 0,0002 0,0807 ± 0,0005
Trennfaktor α 1,35 ± 0,01 1,55 ± 0,01 1,63 ± 0,02
3.5.4.2 Einfluß der Teilchengro¨ße
Die Modellparameter der Netzwerke vom Typ 2 sowie einige Simulationsparameter wer-
den in Tab. 3.1 aufgefu¨hrt. In Tab. 3.4 sind die Modellparameter der bina¨ren Mischung,
mit der die Netzwerke gequollen werden, zu finden. Jedoch werden hier nicht alle Teilchen-
gro¨ßen konstant gehalten, sondern der LJ-Abstandsparameter σ2 der Fluidkomponente 2
besitzt in einigen Simulationen den Wert 1,25 anstelle des bisher verwendeten Wertes 0,8.
Die Wechselwirkungsgrenze wird bei allen Simulationen mindestens 21
2
mal so groß wie
der gro¨ßte LJ-Abstandsparameter des Systems gewa¨hlt. In allen Fa¨llen enthalten beide
Simulationsschachteln zusammen doppelt soviele kleine wie große Fluidteilchen, so daß
das Quellungsmittel in der Lo¨sungsmittelschachtel stets etwa dieselbe Zusammensetzung
besitzt (Molenbruch der gro¨ßeren Teilchen zwischen 0,34 und 0,36), die Ergebnisse al-
so miteinander verglichen werden ko¨nnen. Bei der hohen hier ausschließlich betrachteten
Temperatur T = 3,0 brauchen die thermodynamischen Grenzwerte des Quellungsgrades,
der Absorptionsfa¨higkeit je Netzwerkteilchen und des Trennfaktors nicht durch Extrapo-
lation der Daten aus Simulationen unterschiedlich großer Systeme bestimmt zu werden,
sondern die in Tab. 3.6 aufgelisteten Resultate stammen aus der Mittelung der Ergeb-
nisse, welche bei jeweils sieben bis neun unabha¨ngigen Simulationen hinreichend großer
Systeme (mit 640, 2 160 bzw. 5 120 Netzwerkteilchen) erhalten worden sind. In Tab. 3.6
werden auch die mittleren Fehler der Mittelwerte angegeben. In den Fa¨llen mit σ2 = 1,25
werden bei der Berechnung des Trennfaktors die Indizes 1 und 2 in Gl. (3.21) vertauscht,
so daß α > 1 auch in solchen Fa¨llen bedeutet, daß die kleineren Teilchen bevorzugt
absorbiert werden. Trotz der unterschiedlichen Gro¨ße von σ2 betra¨gt das Verha¨ltnis des
LJ-Abstandsparameters der gro¨ßeren Teilchen zu demjenigen der kleineren stets 1,25, d. h.
die Fluidmischungen sind einander a¨hnlich. Im Falle σ2 = 1,25 wird bei zwei verschiedenen
Soll-Dru¨cken (na¨mlich p = 0,256 und p = 0,5) simuliert, was im folgenden begru¨ndet wird.
Werden zwei Mischungen von LJ-Fluiden mit demselben Anteil der gro¨ßeren Teilchen bei
derselben Temperatur betrachtet, so ist eine LJ-Mischung mit σ1 = 1 und σ2 = 0,8 bei
p = 0,5 identisch mit einer LJ-Mischung mit σ1 = 1 und σ2 = 1,25 bei p = 0,256. Den
in der linken und mittleren Ergebnisspalte der Tab. 3.6 aufgefu¨hrten Resultaten liegen
also Simulationen mit identischen Fluidgemischen zugrunde, aber im Falle der mittleren
Spalte wird mit kleineren Netzwerkteilchen (d. h. mit kleinerem LJ-Abstandsparameter
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der Netzwerkteilchen und mit ku¨rzeren Netzwerkbindungen) simuliert als im Falle der
linken Spalte. Die in der linken und rechten Ergebnisspalte der Tab. 3.6 angegebenen Da-
ten stammen aus Simulationen der gleichen Netzwerke, aber die Daten der rechten Spalte
sind mit gro¨ßeren Fluidteilchen als diejenigen der linken Spalte erhalten worden. Somit
wird sowohl beim Netzwerk als auch beim Fluid die Teilchengro¨ße variiert.
Die in Tab. 3.6 angegebenen Trennfaktoren zeigen in allen Fa¨llen die bevorzugte Absorp-
tion der kleineren Teilchen an. Werden die in der mittleren bzw. rechten Ergebnisspalte
dieser Tabelle aufgelisteten Daten mit denjenigen in der linken Ergebnisspalte verglichen,
so zeigt sich, daß die Absorptionsfa¨higkeit deutlich verringert und der Trennfaktor eben-
so deutlich erho¨ht wird, wenn die Netzwerkteilchen verkleinert (mittlere Spalte) oder
die Lo¨sungsmittelteilchen vergro¨ßert (rechte Spalte) werden – zumindest unter den si-
mulierten thermodynamischen Bedingungen. Da bei der hohen Temperatur nur wenige
Lo¨sungsmittelteilchen vom Netzwerk absorbiert werden, vermindert sich der Quellungs-
grad mit abnehmender Netzwerkteilchengro¨ße und zunehmender Fluidteilchengro¨ße nicht
so klar wie die Absorptionsfa¨higkeit. Das beschriebene Verhalten der Absorptionsfa¨hig-
keit und des Trennfaktors bei der Variation der Teilchengro¨ße kann nach der Diskussion
am Ende des letzten Abschnitts 3.5.4.1 nicht u¨berraschen, denn sowohl die Verkleine-
rung der Netzwerkteilchen als auch die Vergro¨ßerung der Teilchen des Quellungsmittels
verringern im Netzwerk die Anzahl hinreichend großer
”
Lo¨cher“, also der Positionen, an
denen eingesetzte Lo¨sungsmittelteilchen (und hier vor allem die gro¨ßeren Teilchen) keine
allzugroßen abstoßenden Wechselwirkungen erfahren. Dies ist insbesondere bei geringer
Absorptionsfa¨higkeit zu erwarten, denn die Eigenschaften des Gels werden in diesem Fal-
le prima¨r von den Netzwerkteilchen bestimmt. Die experimentelle Beobachtung, daß die
Lo¨slichkeit der Edelgase im (unvernetzten) gestreckten Polypropylen mit steigender Mol-
masse (d. h. mit wachsender Atomgro¨ße) zu- statt abnimmt [151], widerspricht nur schein-
bar den Simulationsergebnissen dieser Arbeit. Nach Lit. [151] ist dieser Effekt na¨mlich
durch eine Art Kapillarkondensation der schwereren Edelgase im
”
freien Volumen“ des
relativ starren Polymers zu erkla¨ren. Diese Kondensation resultiert aus der gro¨ßeren Po-
larisierbarkeit der schwereren im Vergleich zu den leichteren Edelgasen, was sich bei der
Modellierung der Edelgase mit dem Lennard-Jones-Potential darin ausdru¨ckt, daß nicht
nur der Abstandsparameter σ, sondern auch der Energieparameter  stark mit wachsen-
der Molmasse zunimmt (z. B. σ = 228 pm beim Helium und σ = 383 pm beim Krypton;
/kB = 10,2 K beim Helium und /kB = 164,0 K beim Krypton mit der Boltzmann-
Konstanten kB; Daten aus Lit. [4], Tab. 1.1). Bei den Simulationen dieser Arbeit wird
jedoch stets derselbe Energieparameter verwendet.
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3.6 Zusammenfassung
In diesem Kapitel wird der zweite Teil der vorliegenden Arbeit beschrieben. In diesem Teil
ist die Quellung ungeladener Polymernetzwerke durch explizite Lo¨sungsmittelteilchen,
insbesondere durch bina¨re Lo¨sungsmittelmischungen, mittels grober Modelle simuliert
worden.
Die Absorption von Gemischen durch (unvernetzte) Polymere und Polymernetzwerke be-
sitzt wegen der dabei auftretenden Substanztrennung erhebliche Bedeutung fu¨r Trennope-
rationen mittels Lo¨slichkeitsmembranen. Solche Membrantrennungen werden z. B. in der
chemischen Technologie, der analytischen Chemie und der Medizin angewendet. In der
analytischen Chemie wird auch die selektive Quellung von Polymeren und Netzwerken
durch bestimmte Substanzen bzw. Substanzgruppen zur Bestimmung mittels chemischer
Sensoren ausgenutzt.
Bei allen im Rahmen der vorliegenden Arbeit simulierten Modellsystemen sind die Netz-
werkteilchen durch kovalente (stabile) Bindungen miteinander verknu¨pft. Sowohl die
Netzwerk- als auch alle Lo¨sungsmittelteilchen bestehen jeweils aus einem Wechselwir-
kungszentrum. Alle Wechselwirkungen werden mit stetigen Potentialen beschrieben, und
zwar die nichtbindenden Wechselwirkungen mit dem Lennard-Jones-(12,6)-Potential und
die Netzwerkbindungen als harmonische Federn. Neben der Absorption bina¨rer Quellungs-
mittel sind auch trockene Netzwerke, Gelquellungen durch ein Reinstoﬄo¨sungsmittel und
das Gas-Flu¨ssigkeits-Gleichgewicht einer Mischung zweier Lennard-Jones-Fluide simuliert
worden. Bei allen betrachteten Systemen besitzen alle Netzwerk- und Lo¨sungsmittelteil-
chen die gleiche Masse und den gleichen Energieparameter des Lennard-Jones-Potentials,
d. h. die Teilchen unterscheiden sich nur hinsichtlich ihrer effektiven Gro¨ße (des Abstands-
parameters des Lennard-Jones-Potentials). Alle modellierten kovalenten Netzwerke sind
regelma¨ßig verknu¨pft, besitzen sechsfach koordinierte Verzweigungsteilchen, die mit den
Enden kurzer Polymerketten verbunden sind, und sind flexibel (keine Abha¨ngigkeit des
Potentials von Bindungswinkeln).
Die lo¨sungsmittelfreien Netzwerke wurden mittels Molekulardynamik simuliert, so daß
keine speziellen, an das jeweilige System angepaßten Monte-Carlo-Schritte fu¨r stark ver-
zweigte polymere Systeme eingesetzt zu werden brauchten. Die Netzwerkquellungen wur-
den mittels einer Molekulardynamik–Monte-Carlo–Hybridmethode simuliert. Bei diesem
Verfahren werden wie bei der Gibbs-Ensemble–Monte-Carlo–Methode nach Panagioto-
poulos [18] zwei Simulationsschachteln eingesetzt: In der einen Schachtel befindet sich ein
Ausschnitt aus der Gelphase und in der anderen ein Ausschnitt aus dem Lo¨sungsmit-
telbad. Die Phasengrenze wird nicht explizit modelliert, denn die Beru¨cksichtigung von
Phasengrenzen erfordert recht große Systeme und lange Simulationszeiten. Zur Einstel-
lung des thermischen und mechanischen Gleichgewichts innerhalb jeder einzelnen Schach-
tel werden Molekulardynamiktechniken verwendet. Das chemische Gleichgewicht zwischen
beiden Schachteln wird erreicht und aufrechterhalten, indem der Teilchenu¨berfu¨hrungs-
schritt der Gibbs-Ensemble–Monte-Carlo–Methode auf die Lo¨sungsmittelteilchen ange-
wendet wird. Bei diesem Verfahren brauchen keine chemischen Potentiale berechnet zu
werden, so daß sich die bei dichten Systemen aufwendige Berechnung des chemischen Ex-
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zeßpotentials eru¨brigt. Mit der Molekulardynamik–Monte-Carlo–Hybridmethode wurden
auch die Gleichgewichte zwischen Gas- und Flu¨ssigphase simuliert.
Wie bei der Simulation lo¨sungsmittelfreier Polymernetzwerke gezeigt worden ist, besit-
zen die hier behandelten flexiblen Modellnetzwerke im thermodynamischen Gleichgewicht
signifikant ho¨here Dichten als entsprechende Fluide ohne Netzwerkbindungen unter den-
selben thermodynamischen Bedingungen. Die Ketten werden durch eine thermodyna-
mische (vor allem entropische) Kraft zusammengefaltet, so daß trotz der regelma¨ßigen
Verknu¨pfung der Netzwerkteilchen eine ungeordnete Struktur entsteht; d. h. das Netz-
werk erscheint perfekt geordnet, wenn nur betrachtet wird, welche Teilchen miteinander
verbunden sind, aber die Teilchenpositionen zeigen keine kristalline Ordnung.
Bei der Simulation sowohl der trockenen Netzwerke als auch der Gelquellungen sind uner-
wartet deutliche Finite-size-Effekte beobachtet worden. Diese Finite-size-Effekte, die ein
wichtiges Resultat der vorliegenden Arbeit darstellen, wachsen mit sinkender Tempera-
tur. Werden Systeme kleiner bis mittlerer Gro¨ße (mit zu wenigen explizit beru¨cksichtigten
Teilchen) simuliert, so wird unter bestimmten thermodynamischen Bedingungen gefun-
den, daß die lo¨sungsmittelfreien Netzwerke zu geringe Dichten aufweisen, daß die Netz-
werke im Kontakt zu Lo¨sungsmitteln zu stark gequollen werden (zu große Quellungsgrade,
zu große Absorptionsfa¨higkeiten je Netzwerkteilchen) und daß die Gele eine zu geringe
Trennwirkung zeigen (zu kleine Trennfaktoren). Wa¨hrend bei den Dichten der hier behan-
delten lo¨sungsmittelfreien Netzwerke nur kleine Finite-size-Effekte auftreten, zeigen das
Quellungs- und Trennungsverhalten entsprechender Gele sehr große Finite-size-Effekte:
Die Finite-size-Korrekturen der Dichten trockener Netzwerke belaufen sich maximal auf
einige Prozente des jeweiligen Wertes unendlich großer Systeme; dagegen betragen im
Falle der niedrigsten betrachteten Temperatur und des ho¨chsten betrachteten Drucks
beim kleinsten simulierten System der Quellungsgrad bis zum Anderthalbfachen und die
Absorptionsfa¨higkeit je Netzwerkteilchen bis zum Zweieinhalbfachen des jeweiligen ther-
modynamischen Grenzwertes! Dies ist darauf zuru¨ckzufu¨hren, daß schon eine kleine A¨nde-
rung der Geldichte das chemische Potential expliziter Lo¨sungsmittel sehr stark beeinflußt.
Solche großen Artefakte, die wegen der endlichen Systemgro¨ße bei den Gelsimulationen
auftreten, ko¨nnen nicht vernachla¨ssigt werden, sondern sind zu eliminieren.
Die Finite-size-Effekte wurden zuna¨chst mit Blick auf die Dichte trockener Netzwerke
theoretisch behandelt. In der so entwickelten Theorie wird der entscheidende Einfluß der
Netzwerkelastizita¨t auf die Dichte mit einem Ansatz des selbstkonsistenten Feldes be-
schrieben, denn jede Polymerkette des Netzwerks wird durch (gebundene und ungebunde-
ne) Nachbarketten in einem effektiven Rohr eingeschlossen. Bei der Lo¨sung der erhaltenen
Gleichung wird neben dem Grundzustand auch der erste angeregte Zustand beru¨cksich-
tigt. Der theoretisch abgeleitete Zusammenhang zwischen der Systemgro¨ße und der Dichte
lo¨sungsmittelfreier Netzwerke stimmt u¨ber einen großen Bereich thermodynamischer Be-
dingungen sehr gut mit den Simulationsergebnissen u¨berein, d. h. die Dichte unendlich
großer Netzwerke kann aus den Daten endlicher Systeme extrapoliert werden. Die theo-
retischen U¨berlegungen weisen darauf hin, daß Eigenschaften gequollener Netzwerke in
analoger Weise wie die Dichte trockener Netzwerke von der Gro¨ße der simulierten Syste-
me abha¨ngen sollten. Ein solcher Zusammenhang zwischen simulierten Geleigenschaften
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(Quellungsgraden, Absorptionsfa¨higkeiten und Trennfaktoren) und Systemgro¨ße wird bei
den hier betrachteten thermodynamischen Bedingungen im allg. besta¨tigt, so daß auch
bei der tiefsten Temperatur keine extrem großen Systeme simuliert zu werden brauchen,
sondern die thermodynamischen Grenzwerte durch Extrapolation der Daten kleiner bis
mittlerer Systeme erhalten werden ko¨nnen. Somit kann auch verla¨ßlich abgescha¨tzt wer-
den, bei welcher Systemgro¨ße (unter den jeweiligen thermodynamischen Bedingungen)
aus einzelnen Simulationen (ohne Extrapolation) hinreichend genaue Ergebnisse erhalten
werden. Jedoch beschreibt die Anpassungsgleichung die Systemgro¨ßenabha¨ngigkeit nicht
bei allen Geleigenschaften (z. B. dem Trennfaktor) unter allen thermodynamischen Bedin-
gungen hinreichend genau, so daß stets getestet werden muß, ob die Extrapolation einer
bestimmten Gro¨ße unter den jeweiligen Bedingungen sinnvoll ist.
Sowohl bei experimentellen als auch bei simulierten Netzwerkquellungen wird das thermo-
dynamische Gleichgewicht extrem langsam eingestellt. Zusa¨tzlich zeigen die simulierten
Gelmodelle niederfrequente (von der Teilchenu¨berfu¨hrungsrate beeinflußte) Oszillationen
z. B. der Anzahl absorbierter Teilchen, so daß die Gele u¨ber sehr lange Zeiten simuliert
werden mu¨ssen. Anders als bei Phasengleichgewichten von (unvernetzten) Lennard-Jones-
Fluiden kann die Ha¨ufigkeit der Teilchenu¨berfu¨hrung die Simulationsergebnisse bei Gelen
(unter bestimmten Bedingungen) signifikant beeinflussen, so daß auch die aus zu vielen
Teilchenu¨berfu¨hrungen resultierenden Artefakte vermieden werden mu¨ssen. Bei Gelsimu-
lationen mit einem reinen Quellungsmittel ist festgestellt worden, daß einige in der Lite-
ratur [63, 13, 28, 65, 66, 184] vero¨ffentlichte Ergebnisse, die mit a¨hnlichen wie den hier
verwendeten Modellen erhalten worden sind, zu u¨berpru¨fen und ggf. zu korrigieren sind,
u. a. weil die Finite-size-Effekte in den betreffenden Arbeiten vollsta¨ndig ignoriert worden
sind.
Bei den Quellungssimulationen mit bina¨ren Lo¨sungsmittelgemischen sind im Rahmen der
vorliegenden Arbeit die folgenden Ergebnisse (fu¨r die thermodynamischen Grenzwerte) er-
halten worden. Unabha¨ngig von der Temperatur, dem Druck und der Zusammensetzung
des Quellungsmittels werden stets die kleineren Teilchen bevorzugt im Gel absorbiert. Ein
solcher Trenneffekt wird auch von Escobedo und de Pablo [168] bei der Quellung athermi-
scher Gele (harte Kugeln als Netzwerk- und Lo¨sungsmittelteilchen, konstante Netzwerk-
bindungsla¨ngen) beschrieben. Letztlich resultiert diese bevorzugte Absorption kleinerer
Teilchen im Gel daraus, daß die Dichten der flexiblen Netzwerke und Gele diejenigen
der Fluide unter denselben Bedingungen u¨bertreffen. Bei den hier behandelten Gelen mit
stetigen (weichen) Potentialen wird die selektive Absorption der kleineren Teilchen aller-
dings nicht nur durch diesen entropischen Effekt, sondern auch enthalpisch begu¨nstigt.
Dies zeigt sich auch darin, daß das Gel bei hohen Temperaturen eine geringere Trennwir-
kung (einen kleineren Trennfaktor) besitzt als bei niedrigen Temperaturen. Bei konstan-
tem Druck nehmen der Quellungsgrad und die Absorptionsfa¨higkeit mit steigender Tem-
peratur ab (innerhalb des simulierten Bereichs thermodynamischer Bedingungen). Dies
entspricht dem experimentell beobachteten Verhalten zahlreicher Gele, auch wenn der ex-
perimentelle Quellungsgrad bei vielen anderen Gelen kaum von der Temperatur abha¨ngt.
Bei einem Druck und zwei verschiedenen Temperaturen ist untersucht worden, wie die
Lo¨sungsmittelzusammensetzung das simulierte Quellungs- und Trennungsverhalten be-
einflußt. Wa¨hrend bei der ho¨heren Temperatur (T = 3,0 LJ-Einheiten) der Trennfaktor
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praktisch nicht von der Zusammensetzung des Quellungsmittels abha¨ngt und sich die Par-
tialabsorptionsfa¨higkeiten je Netzwerkteilchen u¨ber den gesamten Konzentrationsbereich
analog zum Raoultschen Gesetz fu¨r die Partialdru¨cke der Komponenten einer flu¨ssigen
Mischung verhalten, wird ein solches ideales Verhalten bei der niedrigeren Temperatur
(T = 1,2 LJ-Einheiten) nicht beobachtet. Auch der Quellungsgrad ha¨ngt bei der niedrige-
ren, aber nicht bei der ho¨heren Temperatur von der Zusammensetzung des Lo¨sungsmittels
ab. Die Trennfaktoren der Gelquellung besitzen dieselbe Gro¨ßenordnung wie diejenigen
des Gas-Flu¨ssigkeits-Gleichgewichtes einer dem Quellungsmittel sehr a¨hnlichen Mischung
zweier Lennard-Jones-Fluide unter a¨hnlichen thermodynamischen Bedingungen.
Obwohl hier nur grobe Modelle verwendet worden sind, hat es sich insbesondere wegen
der z. T. betra¨chtlichen Finite-size-Effekte als sehr aufwendig erwiesen, Gelquellungen mit
expliziten Lo¨sungsmitteln zu simulieren. Deshalb kann es sinnvoll sein, ein Kontinuum als
implizites Quellungsmittel einzusetzen, wenn ein grobes Modell fu¨r die Quellung eines
Netzwerkes durch einen Reinstoff simuliert werden soll und die Details der Teilchenstruk-
tur nicht im Zentrum des Interesses stehen. Jedoch kann mit einem impliziten Quel-
lungsmittel nicht einmal studiert werden, wie die Teilchengro¨ße das Quellungsverhalten
beeinflußt; und die fu¨r Trennprozesse durch Lo¨slichkeitsmembranen wichtige Absorption
von Fluidgemischen durch Gele kann nur mit expliziten Lo¨sungsmittelteilchen modelliert
werden. Bei zuku¨nftigen Gelsimulationen mit expliziten Lo¨sungsmitteln ko¨nnen ggf. we-
niger dichte (z. B. nicht vo¨llig flexible) Netzwerkstrukturen eingesetzt werden, zumal diese
manchen Lo¨slichkeitsmembranen eher entsprechen als die hier verwendeten flexiblen Netz-
werke. Abschließend bleibt festzuhalten, daß das langfristige Ziel, mathematische Modelle
chemisch realistischer Netzwerke ohne allzugrobe methodische Na¨herungen zu simulieren,
auch weiterhin eine große Herausforderung darstellt. Die Zukunft wird zeigen, inwieweit
dieses Ziel durch Entwicklung neuer Simulationsmethoden und durch zunehmende Lei-




Potential der mittleren Kraft
in einem heterogenen System
Das heterogene System, das sowohl in den Abschnitten 1.9.1 und 1.9.2 als auch in diesem
Anhang betrachtet wird, besteht aus einer festen und einer fluiden Phase und besitzt
eine ebene Grenzfla¨che, die senkrecht auf der z-Achse des kartesischen Koordinatensy-
stems steht. Die Teilchenverteilung im Fluid kann mit der in Abschnitt 1.9.1 eingefu¨hrten
Positionsverteilungsfunktion g(~r) = g(x, y, z) beschrieben werden. [Der Wert g(~r) der Po-
sitionsverteilungsfunktion ist proportional zur Wahrscheinlichkeitsdichte, ein beliebiges
Teilchen einer vorgegebenen Sorte nahe der Position ~r in der Fluidphase zu finden; und
die Positionsverteilungsfunktion wird bezu¨glich der Bulk-Konzentration normiert, so daß
sie in der Bulk-Phase stets den Wert Eins annimmt.] Hier wird zuna¨chst ein Ausdruck fu¨r
die Positionsverteilungsfunktion im kanonischen Ensemble hergeleitet. Der Zusammen-
hang zwischen der Positionsverteilungsfunktion g(x, y, z) und dem durch Gl. (1.287) de-
finierten normierten Dichteprofil g(z), also die in Abschnitt 1.9.1 angegebene Gl. (1.288),
wird in Abschnitt A.1 abgeleitet. Im darauffolgenden Abschnitt A.2 wird die Beziehung
zwischen der Positionsverteilungsfunktion g(x, y, z) und dem Potential w(x, y, z) der mitt-
leren Kraft im heterogenen System, also die in Abschnitt 1.9.2 verwendete Gl. (1.291),
hergeleitet.
In diesem Anhang A wird im wesentlichen Chandlers [92] Behandlung eines homogenen,
isotropen Fluids auf das hier betrachtete heterogene System u¨bertragen. Dabei werden die
folgenden Annahmen zugrunde gelegt. In dem System befinde sich ein Kristall aus beweg-
lichen einatomigen Teilchen (z. B. Atomionen) als feste Phase im Kontakt mit einem Fluid,
das ebenfalls aus einatomigen Teilchen bestehe. Handelt es sich bei dem Fluid um Wasser
oder eine wa¨ßrige Lo¨sung, so wird in diesem Anhang die intramolekulare Wasserstruk-
tur vollsta¨ndig vernachla¨ssigt, also jedes Wassermoleku¨l als kugelsymmetrisch angenom-
men. Das heterogene System sei stabil (also auch nicht metastabil), d. h. die (teilweise)
Auflo¨sung des Kristalls, die (teilweise) Kristallisation des Fluids (etwa durch Abschei-
dung eines gelo¨sten Stoffes auf dem Kristall) und die Penetration des Kristalls durch
Fluidkomponenten seien thermodynamisch unmo¨glich. Die Kristallatome ko¨nnen also nur
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kleine Schwingungen um ihre Gleichgewichtslage ausfu¨hren. Die ebene Grenzfla¨che mit
Korrugation stehe senkrecht auf der z-Achse des kartesischen Koordinatensystems (s. o.).
Das heterogene System sei ein geschlossenes System, so daß die Phasenraumpunkte bzw.
Konfigurationen ein kanonisches Ensemble bilden.
Damit die Darstellung u¨bersichtlich bleibt, weicht die Notation in diesem Anhang A teil-
weise von der in den u¨brigen Kapiteln der vorliegenden Arbeit benutzten Schreibweise
ab. Bei einigen der folgenden Definitionen ist zu beru¨cksichtigen, daß die Konfigurati-
on des Kristalls nicht nur unmittelbar durch die Ortskoordinaten aller M Kristallatome
definiert werden kann, sondern daß eine Kristallkonfiguration ~rM hier die folgenden Frei-
heitsgrade umfaßt: zum einen die Position ~rS des Schwerpunktes aller Grenzfla¨chenatome
des Kristalls (also die Position des Schwerpunktes der a¨ußeren Kristallschicht) und zum
anderen die Ortskoordinaten aller Kristallatome mit Ausnahme eines Grenzfla¨chenatoms.
Es gelten folgende Bezeichnungen:
~rN = ein Punkt im Konfigurationsraum aller N Fluidteilchen,
~rM = ein Punkt im Konfigurationsraum der M Kristallatome (s. o.),
~rN+M = ein Punkt im Konfigurationsraum des Gesamtsystems aus Fluid und
Kristall (außerhalb dieses Anhangs A mit {~r} bezeichnet),
~ri = die Position eines bestimmten Fluidteilchens, na¨mlich des Teilchens i,
bzw. der Ort irgendeines Fluidteilchens einer ausgezeichneten Sorte,
~rS = der Schwerpunkt der a¨ußeren Kristallschicht (s. o.) als Bezugspunkt
innerhalb des heterogenen Systems und
~rN+M−2 = ein Punkt im Konfigurationsraum aller Fluidteilchen außer Teilchen i
und aller direkt in ~rM beru¨cksichtigten Kristallatome (ohne ~rS).
Also umfaßt eine Konfiguration ~rN+M des Gesamtsystems die Teilkonfiguration ~rN+M−2
sowie die Positionen ~ri und ~rS. Und fu¨r die Volumenelemente gilt entsprechend:
d~rN+M−2 d~ri d~rS = d~rN+M .
(In der vorliegenden Arbeit wird außerhalb dieses Anhangs A fu¨r das Volumenele-
ment d~rN+M des gesamten Konfigurationsraums die Notation d{~r} verwendet.)
Im kanonischen Ensemble wird die Wahrscheinlichkeitsdichte f
(r)
NV T an einem Punkt
im Konfigurationsraum des Gesamtsystems durch die in Abschnitt 1.5.1 angegebene
Gl. (1.112) ausgedru¨ckt, und diese Gleichung lautet in der Notation dieses Anhangs fu¨r








[−β · U(~rN+M)] d~rN+M (A.1)
mit der potentiellen Energie U sowie der Abku¨rzung β = (kBT )
−1 mit der Boltzmann-
Konstanten kB und der Temperatur T . Wird f
(r)
NV T u¨ber alle Teilchenpositionen bzw.
Positionsfreiheitsgrade bis auf ~rS und ~ri integriert, so wird die Wahrscheinlichkeitsdichte,
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den Schwerpunkt der a¨ußeren Kristallschicht nahe dem Ort ~rS und gleichzeitig ein be-
stimmtes Fluidteilchen, na¨mlich das Teilchen i, nahe der Position ~ri (sowie alle anderen




N+M) d~rN+M−2 . (A.2)
Folglich lautet die Wahrscheinlichkeitsdichte, den Schwerpunkt der a¨ußeren Kristallschicht
nahe ~rS und zugleich irgendeines von N˜ ausgezeichneten Fluidteilchen (z. B. von N˜
gelo¨sten Ionen) nahe ~ri zu finden:





N+M) d~rN+M−2 . (A.3)
Da der Kristall von keiner Fluidkomponente durchdrungen werden kann, erfu¨llen alle Or-
te ~ri im Kristall die Beziehung ρ(~rS, ~ri) = 0, so daß ausschließlich Positionen ~ri innerhalb
der Fluidphase beru¨cksichtigt zu werden brauchen. Falls die N˜ ausgezeichneten Fluidteil-
chen innerhalb des Fluidvolumens vo¨llig zufa¨llig, also wie in einem idealen Gas verteilt
sind und folglich die Teilchenzahldichte der ausgezeichneten Fluidkomponente im gesam-
ten Fluid den Wert ρbulk der Bulk-Phase besitzt, gleicht die Wahrscheinlichkeitsdichte
nach Gl. (A.3) fu¨r alle Positionen ~rS im gesamten Volumen V des heterogenen Systems




· ρbulk . (A.4)
Somit ergibt sich fu¨r den Schwerpunkt der a¨ußeren Kristallschicht und die Positionen
der ausgezeichneten Fluidteilchen die folgende Paarverteilungsfunktion g, also die auf den
idealen Fall normierte Wahrscheinlichkeitsdichte, den Schwerpunkt der a¨ußeren Kristall-
schicht innerhalb des Gesamtvolumens nahe dem Ort ~rS und zugleich ein beliebiges der N˜





Da sich die potentielle Energie bei einer Translation des gesamten heterogenen Systems
nicht a¨ndert, kann ein Punkt des Systems, z. B. der Schwerpunkt ~rS, frei gewa¨hlt werden,
und die Verteilungsfunktion ha¨ngt nur von der Positionsdifferenz, z. B. der Relativpositi-
on ~r = ~ri − ~rS des Fluidteilchens in bezug auf den Schwerpunkt, ab:
g(~rS, ~ri) = g(~r) = g(x, y, z) , (A.6)
d. h. die Paarverteilungsfunktion g(~rS, ~ri) entspricht der Positionsverteilungsfunktion g(~r).
(Das System ist nicht rotationsinvariant, denn die Grenzfla¨che liegt senkrecht zur z-Achse,
und die Korrugation definiert eine Ausrichtung der Grenzfla¨che in x- und y-Richtung.)
Die Zusammenfassung der Gleichungen (A.3) bis (A.6) liefert fu¨r die kanonische Positions-
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verteilungsfunktion die folgende Gl. (A.7), die mit Gl. (A.1) zur nachfolgenden Gl. (A.8)
umgeformt wird:















[−β · U(~rN+M)] d~rN+M−2∫
exp
[−β · U(~rN+M)] d~rN+M . (A.8)
Der Wert g(x, y, z) der Positionsverteilungsfunktion gleicht dem Verha¨ltnis der Wahr-
scheinlichkeitsdichte, irgendeines der N˜ ausgezeichneten Fluidteilchen in der Fluidphase
nahe der Relativposition ~r =
 xy
z
 in bezug auf den Schwerpunkt der a¨ußeren Kristall-
schicht zu finden, zur entsprechenden Wahrscheinlichkeitsdichte im idealen Fall, also bei
vo¨llig zufa¨lliger Verteilung der ausgezeichneten Teilchen in der Fluidphase. Die Positions-
verteilungsfunktion gema¨ß Gl. (A.7) entspricht (abgesehen von der hier beru¨cksichtigten
Translationsinvarianz) der kanonischen Paarverteilungsfunktion nach Gl. (1.284).
A.1 Herleitung der Gleichung (1.288)
Wird die durch Gl. (A.3) gegebene Wahrscheinlichkeitsdichte ρ(~rS, ~ri), den Schwerpunkt
der a¨ußeren Kristallschicht nahe dem Ort ~rS und zugleich ein beliebiges der N˜ ausge-
zeichneten Fluidteilchen nahe der Position ~ri =
 xiyi
zi
 zu finden, u¨ber eine ebene,
grenzfla¨chenparallele Fla¨che A mit der konstanten z-Koordinate zi integriert, so liefert
dies die Wahrscheinlichkeitsdichte ρ(~rS, zi) dafu¨r, daß sich der o. a. Schwerpunkt in der
Na¨he von ~rS befindet und gleichzeitig irgendeines der N˜ ausgezeichneten Fluidteilchen in





ρ(~rS, ~ri) dxi dyi . (A.9)
Falls die N˜ ausgezeichneten Teilchen vo¨llig zufa¨llig (wie ein ideales Gas) im Fluid ver-
teilt sind und dort die konstante Teilchenzahldichte ρbulk der Bulk-Phase aufweisen, so





· ρbulk · A (A.10)
an, wie durch Einsetzen von ρid(~rS, ~ri) nach Gl. (A.4) in Gl. (A.9) zu zeigen ist. [Fu¨r alle
z-Komponenten zi des Kristalls gilt: ρ(~rS, zi) = 0.] Eine Art Paarverteilungsfunktion g
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fu¨r den Schwerpunkt ~rS der a¨ußeren Kristallschicht und die z-Komponente zi der Position





Wegen der Translationsinvarianz des Gesamtsystems (s. o.) kann der Schwerpunkt ~rS
beliebig gewa¨hlt werden, und die Verteilungsfunktion ha¨ngt nur von der Relativpositi-
on ~r = ~ri−~rS des Fluidteilchens i bezu¨glich des Schwerpunktes der a¨ußeren Kristallschicht,
also hier von der z-Komponente z = zi − zS dieser Relativposition ab:
g(~rS, zi) = g(z) . (A.12)
Der Wert g(z) gleicht der normierten Wahrscheinlichkeitsdichte, daß ein beliebiges der N˜
ausgezeichneten Fluidteilchen sich an einer Relativposition mit der ungefa¨hren z-Kom-
ponente z befindet (Normierung hinsichtlich des o. a. idealen Falls, also bezu¨glich der
Bulk-Phase). Also gibt g(z) das Verha¨ltnis der mittleren Teilchenzahldichte, die die aus-
gezeichnete Teilchensorte in einer du¨nnen grenzfla¨chenparallelen Schicht in etwa mit der
relativen z-Koordinate z besitzt, zum entsprechenden Bulk-Wert an, d. h. g(z) ist das
in Gl. (1.287) definierte normierte Dichteprofil der betreffenden Teilchensorte. Werden
die Gl.en (A.9) bis (A.12) zusammengefaßt, so ergibt sich fu¨r das normierte Dichteprofil
















g(~rS, ~ri) dxi dyi . (A.14)
Mit Gl. (A.6) folgt (unter Substitution der Komponenten xi und yi der Fluidteilchenpo-
sition ~ri als Integrationsvariablen durch die entsprechenden Komponenten der Relativpo-








g(x, y, z) dxdy . (1.288)
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A.2 Herleitung der Gleichung (1.291)
Untersucht wird nun die effektive Wechselwirkung des Fluidteilchens i, das sich innerhalb
der Fluidphase am Ort ~ri befindet, mit dem Kristall, der durch den Schwerpunkt ~rS der
a¨ußeren Kristallschicht repra¨sentiert wird. Dazu werden im hier betrachteten heterogenen
System sowohl die Fluidteilchenposition ~ri als auch der Schwerpunkt ~rS festgehalten.
Aber alle anderen Fluidteilchen (außer Teilchen i) seien weiterhin in der Fluidphase frei
beweglich. Und die Kristallteilchen seien so beweglich, daß der Schwerpunkt ~rS nicht
verschoben (und das heterogene System auch hier nicht zersto¨rt) wird. Somit befindet
sich das System in einem (dynamischen) Gleichgewicht unter der Zwangsbedingung, daß
~ri und ~rS vorgegeben sind. Im kanonischen Ensemble wird die Kraft, die im Mittel auf
das fixierte Fluidteilchen wirkt, analog zur Gleichung (1.290) des homogenen, isotropen
Fluids berechnet, indem u¨ber die Positionen aller beweglichen Teilchen gemittelt und der











· exp[−β · U(~rN+M)] d~rN+M−2∫
exp





[−β · U(~rN+M)] d~rN+M−2∫
exp
[−β · U(~rN+M)] d~rN+M−2 (A.16)
= kBT · ~∇~ri ln
(∫
exp
[−β · U(~rN+M)] d~rN+M−2) (A.17)
= kBT · ~∇~ri ln
V · N˜ρbulk ·
∫
exp
[−β · U(~rN+M)] d~rN+M−2∫
exp
[−β · U(~rN+M)] d~rN+M
 (A.18)
= kBT · ~∇~ri ln g(x, y, z) (A.19)
mit den Komponenten x, y und z des Abstandsvektors ~r = ~ri−~rS, der die relative Positi-
on des fixierten Fluidteilchens i in bezug auf den Schwerpunkt ~rS angibt [Bedeutung der
anderen Symbole wie bei der Herleitung der Gl. (A.8)]. Der beim U¨bergang von Gl. (A.17)
nach Gl. (A.18) in das Argument des natu¨rlichen Logarithmus eingefu¨hrte konstante Fak-
tor verschwindet (als additive Konstante) beim Differenzieren. Beim letzten Schritt von
Gl. (A.18) nach Gl. (A.19) wird die Gleichung (A.8) fu¨r die Positionsverteilungsfunkti-
on g(x, y, z) ausgenutzt.
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In der folgenden Betrachtung werde der Schwerpunkt ~rS der a¨ußeren Kristallschicht wei-
terhin festgehalten. Aber das Fluidteilchen i werde von einem Ort, der sich innerhalb der
Fluidphase unendlich weit von der Grenzfla¨che entfernt befinde, derart an die Position ~ri,
also an die Relativposition ~r =
 xy
z
 in bezug auf den Schwerpunkt ~rS bewegt, daß sich
alle anderen Teilchen (unter der Zwangsbedingung jeweils vorgegebener Positionen ~rS
und ~ri) stets im (dynamischen) Gleichgewicht befinden. Die Arbeit, die bei diesem rever-
siblen Vorgang aufzuwenden ist und die im geschlossenen System der A¨nderung der Freien
Energie gleicht, wird erhalten, indem die aufzuwendende Kraft, das Negative der mittleren
auf das Teilchen i wirkenden Kraft, u¨ber den Weg integriert wird. Die A¨nderung der Frei-
en Energie stellt also das Potential w(x, y, z) der mittleren Kraft (PMF) aufs Teilchen i
dar, so daß die mittlere Kraft gleich dem Term −~∇~riw(x, y, z) ist. Der Vergleich dieses
Ausdrucks fu¨r die mittlere Kraft mit Gl. (A.19) liefert die in Abschnitt 1.9.2 angegebene
Gleichung fu¨r das PMF:
w(~r) = w(x, y, z) = −kBT · ln g(x, y, z) . (1.291)

Anhang B
Zur Theorie der Finite-size-Effekte
In diesem Anhang werden Details zur theoretischen Betrachtung der Finite-size-Effekte
trockener Netzwerke, die in Abschnitt 3.3.1 u¨bersprungen werden, aufgefu¨hrt. Glei-
chung (3.3) fu¨r die Freie Energie wird im ersten Teil (Abschnitt B.1) im Detail hergeleitet.
Im zweiten Teil (Abschnitt B.2) folgt die Behandlung der Diffusionsgleichung, die erhal-
ten wird, wenn das externe auf die Polymerkette wirkende Potential u (also der Einfluß
anderer Ketten) verschwindet.
B.1 Detaillierte Herleitung der Gleichung (3.3)
Diese Darstellung folgt im wesentlichen Lit. [186]. Betrachtet werde eine Polymerkette aus
n Gliedern auf einem kubischen Gitter mit dem Abstand a benachbarter Gitterpunkte;
d. h. alle Kettenglieder befinden sich auf Gitterpunkten eines kubisch-primitiven Kristall-
gitters mit der Gitterkonstanten a, und alle Polymerbindungen besitzen die La¨nge a.
Zusa¨tzlich wirke ein externes Potential u(~r) auf ein Kettenglied am Ort ~r. Dann betra¨gt









mit β = (kBT )
−1, der Boltzmann-Konstanten kB und der Temperatur T . Sei Qn(~r1, ~rn)
die normierte (quasikanonische) Zustandssumme einer Kette, deren erstes Glied an der
Position ~r1 und deren letztes (n-tes) Glied an ~rn festgehalten werde, so gilt die in Ab-






Qn(~r1, ~rn) exp[−βu(~rn+1)] (3.1)
mit der Summation u¨ber die sechs na¨chsten Nachbarn ~rn des Gitterpunktes ~rn+1, denn
jede Kette aus n+1 Gliedern setzt sich aus einer Kette aus n Gliedern und dem n+1-ten
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Glied zusammen. Falls n groß (quasikontinuierlich) ist, kann Qn(~r1, ~rn) um Qn(~r1, ~rn+1)
in eine Taylor-Reihe entwickelt werden:










~∇~r ~∇T~r Qn(~r1, ~r)
)
~r=~rn+1
(~rn − ~rn+1) +O(a3)


























Dabei sind ~rn und ~r
T
n als Spalten- bzw. Zeilenvektor zu verstehen, und einige Multipli-
kationen im Ausdruck in Vektorschreibweise sind Matrizenmultiplikationen. In der Kom-
ponentendarstellung wird u¨ber die x-, y- und z-Komponenten summiert. Unter der An-
nahme, daß β · u(~rn+1) 1 ist (kleines Potential u(~r) bzw. hohe Temperatur), kann der
Exponentialterm in Gl. (3.1) angena¨hert werden. Einsetzen der Taylor-Reihe in Gl. (3.1)
liefert:












































− βu(~rn+1) ·Qn(~r1, ~rn+1) .
(B.3)
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 ist (punktsymmetrisches Gitter), so daß der in a lineare Term verschwindet und
sich der in a quadratische Term vereinfachen la¨ßt. Daraus folgt
∂
∂m








− βu(~rn+1) ·Qn(~r1, ~rn+1) (B.4)








Qn(~r1, ~r) = 0 . (3.2)
Diese Gleichung besitzt die Form der Schro¨dinger-Gleichung fu¨r ein Teilchen der Masse m









Ψ(~r, t) = 0 (B.5)
mit der imagina¨ren Einheit i, der Planckschen Konstanten ~ = h/2pi, der Zeit t und der
Wellenfunktion Ψ des Teilchens. Dabei entspricht der Kettenla¨nge n im quantenmecha-
nischen Bild die Zeit, dem Ort des Kettenendes die Teilchenposition, dem temperatur-
abha¨ngigen
”
Potential“ βu(~r) die potentielle Energie U(~r) und der Zustandssumme Q
die Wellenfunktion Ψ. Unter gegebenen
”
Anfangsbedingungen“ (Q einer Kette) liefert die
Lo¨sung der Gl. (3.2) also die Werte von Q mit zunehmender Kettenla¨nge (entsprechend
der zeitlichen Vera¨nderung von Ψ). Analog zur Entwicklung von Ψ in die Wellenfunktio-
nen der stationa¨ren Zusta¨nde ergibt die Entwicklung von Qn(~r1, ~r) in die Eigenfunktio-




ψi(~r1, ~r) exp[−ni] . (B.6)
Etwaige Entartung kann vernachla¨ssigt werden. Fu¨r große n liefern nur der Grund- und
der erste angeregte Zustand einen signifikanten Beitrag:
Qn(~r1, ~r) ≈ ψ0(~r1, ~r) exp[−n0] + ψ1(~r1, ~r) exp[−n1]








Fu¨r die Freie Energie F folgt
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und daraus die in Abschnitt 3.3.1 angegebene Gleichung:
βFn ≈ n0 − ln (ψ0(~r1, ~r))− ψ1(~r1, ~r)
ψ0(~r1, ~r)
exp[−(1 − 0)n] . (3.3)
B.2 Diffusionsgleichung fu¨r u(~r)→ 0








Qn(~r − ~r1) = 0 . (B.9)
Dabei ist auch beru¨cksichtigt worden, daß die in der vorliegenden Arbeit betrachteten
Systeme wegen der zyklischen Randbedingungen translationsinvariant sind, so daß die
Zustandssumme Qn nur vom Abstandsvektor ~r − ~r1 abha¨ngt. Gl. (B.9) besitzt die Form






c(~r, t) = 0 (B.10)
mit dem Ort ~r, der Zeit t, dem Diffusionskoeffizienten D und der lokalen Konzentra-
tion (Teilchenzahldichte) c. Der Anfangsbedingung (fu¨r t = 0) der Diffusionsgleichung
entspricht in etwa der Fall n = 1 (nur ein
”
Kettenglied“) in Gl. (B.9):
Q1(~ri − ~r1) ∼ δ1i (B.11)
mit dem Kronecker-Symbol δ1i (auf einem diskreten Gitter). Bei Annahme eines Konti-
nuums entspricht dies der Anfangsbedingung
c(~r, 0) ∼ δ(~r − ~r0) (B.12)
mit der Diracschen Deltadistribution δ und der Position ~r0 aller Teilchen zur Zeit t = 0, so
daß die bekannte Lo¨sung der Diffusionsgleichung auf Gl. (B.9) u¨bertragen werden kann:







mit ~R = ~r− ~r1 und einer Konstanten C. Daraus folgt fu¨r die Freie Energie F einer Kette






und fu¨r die thermodynamische Kraft






Sowohl der Betrag des Abstandsvektors ~R zwischen einem Teilchen in der eigentlichen Si-
mulationsschachtel und seinem Bild in einer Nachbarschachtel als auch die Kettenla¨nge n
sind proportional zur La¨nge L der Simulationsschachtel (R ∼ L ∼ n). Folglich ha¨ngt die
thermodynamische (rein entropische) Kraft bei u(~r) = 0 (in erster Na¨herung) nicht von
L ab, d. h. die beobachteten Finite-size-Effekte ko¨nnen so nicht erkla¨rt werden.
Anhang C
Dokumentation
des Programms MD MC.f
Das Programm MD MC.f, das im Rahmen der vorliegenden Arbeit in FORTRAN 77
geschrieben und fu¨r die in Kapitel 3 beschriebenen Simulationen von Phasengleichgewich-
ten, Netzwerken und Gelen verwendet worden ist, wird in diesem Anhang dokumentiert
(zur Beschaffung des Quelltextes: siehe Anhang D). Phasengleichgewichte werden mittels
der in Abschnitt 1.6.2 beschriebenen Molekulardynamik–Monte-Carlo–Hybridmethode si-
muliert, wobei entweder das Gesamtvolumen der beiden kubischen Simulationsschachteln
oder der Druck vorgegeben wird. Die eine mit 0 (null) bezeichnete Schachtel kann ein
(quellungsmittelfreies) Netzwerk, ein Fluid aus maximal zwei atomaren Komponenten
(ohne Netzwerk) oder ein Gel (durch Fluid gequollenes Netzwerk) enthalten, wa¨hrend
sich in der anderen mit 1 (eins) bezeichneten Schachtel nur ein solches Fluid (aber
kein Netzwerk) befinden kann. Das kovalent gebundene, defektfreie Netzwerk besteht
aus regelma¨ßig verknu¨pften zwei- bzw. sechsfach koordinierten Wechselwirkungszentren
(siehe Abschnitt 3.2). Alle nichtbindenden Wechselwirkungen werden mit dem Lennard-
Jones(LJ)-Potential und alle bindenden Wechselwirkungen zwischen Netzwerkteilchen mit
dem harmonischen Federpotential beschrieben. Also kann mit dem Programm MD MC.f
sowohl das Gas-Flu¨ssigkeits-Gleichgewicht eines LJ-Reinstoffes oder einer bina¨ren LJ-
Mischung als auch die Quellung des Netzwerkes durch ein solches LJ-Fluid simuliert wer-
den.
Das Programm MD MC.f bietet auch die Mo¨glichkeit, beide Simulationsschachteln
zu entkoppeln, so daß zwei voneinander unabha¨ngige NV E-, NV T - oder NpT -
Molekulardynamik-Simulationen in jeweils einer Schachtel durchgefu¨hrt werden ko¨nnen.
Falls eine Schachtel keine Teilchen entha¨lt, wird eine einzelne Simulation ausgefu¨hrt, so
daß z. B. ein trockenes Netzwerk simuliert werden kann. Bei solchen NV E-, NV T - und
NpT -Simulationen kann auch das chemische Potential der Fluidkomponenten bestimmt
werden. Das chemische Exzeßpotential wird im Programm MD MC.f mit der Testteilchen-
Methode von Widom ermittelt.
Soll ein neues System simuliert werden, so wird auch die Startkonfiguration mit dem Pro-
gramm MD MC.f erzeugt, so daß dazu kein Hilfsprogramm beno¨tigt wird. In MD MC.f
werden keine Einheiten vorgegeben, so daß der Benutzer ein beliebiges Einheitensystem
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(z. B. Lennard-Jones-Einheiten) wa¨hlen kann und bei den Zahlenwerten der Eingabeva-
riablen auf Konsistenz achten muß. Auch der Zahlenwert der Boltzmann-Konstanten in
den gewa¨hlten Einheiten ist vom Benutzer zu definieren. Alle ausgegebenen Zahlenwerte
entsprechen dem jeweiligen Einheitensystem.
Bei FORTRAN-Programmen gibt es die weit verbreitete (aber nicht vorgeschriebene)
Konvention, daß alle benannten Konstanten und Variablen, deren Namen mit einem der
Buchstaben I, J, K, L, M und N beginnen, ganze Zahlen repra¨sentieren und alle anderen
benannten Konstanten und Variablen reelle Zahlen darstellen. Diese Konvention wird im
Programm MD MC.f in den allermeisten Fa¨llen eingehalten (reelle Zahlen jeweils
”
dop-
pelt genau“). Entspricht einer der in den folgenden Abschnitten dieser Dokumentation
aufgelisteten Konstanten- bzw. Variablennamen nicht dieser Typkonvention, so wird der
jeweilige Variablentyp explizit angegeben.
C.1 Eingabebeschreibung
Die einzugebenden Daten werden nicht in einer vom ausfu¨hrbaren Programm einzule-
senden Datei gespeichert, sondern im Quelltext definiert, so daß vor jeder Programm-
ausfu¨hrung der Quelltext an den beiden unten angegebenen Stellen zu editieren und das
Programm zu kompilieren ist. Bei der Fortsetzung einer Simulation wird selbstversta¨nd-
lich die Konfigurationsdatei des Vorga¨ngerlaufs eingelesen. Dieser Konfigurationsdatei, die
das in Abschnitt C.2 beschriebene Format besitzt, wird die Dateinummer 8 zugewiesen.
Ausgabedateinamen
Die Namen der Dateien, in die die Simulationsergebnisse ausgegeben werden sollen und
die in Abschnitt C.2 detailliert beschrieben werden, werden im Hauptprogramm in den





gelegt. Die Datei fu¨r Energien etc. der Schachtel 0 (ggf. Netzwerkschachtel) erha¨lt die
Dateinummer 10, wa¨hrend der Datei fu¨r Energien etc. der Schachtel 1 (stets Fluidschach-
tel) die Dateinummer 11 zugeordnet wird. Die Datei fu¨r chemische Potentiale etc. erha¨lt
die Nummer 15 und die Teilchenu¨berfu¨hrungsdatei die Nummer 18. Mit dem Namen der
Konfigurationsdatei, die spa¨testens am Ende der Simulation abzuspeichern ist, wird die
Zeichenkettenvariable RESTFL belegt. Zumindest eine der beiden Dateien fu¨r Energien
etc. und die Konfigurationsdatei werden in jedem Fall angelegt, die anderen Dateien nur
bei Bedarf (siehe Abschnitt C.2).
Eingabevariablen
Alle vom Programm MD MC.f beno¨tigten vera¨nderlichen Daten (außer den o. a. Ausga-





Ende: Eingabe“ definiert. Diese Variablen werden im




Ensemble“1, d. h. Festlegung,
welche makroskopischen Gro¨ßen konstant zu halten sind; mo¨gliche
Werte:
’NVE-NVE’ zwei unabha¨ngige NV E-Molekulardynamik(MD)-
Simulationen oder (bei einer leeren Schachtel) eine
NV E-MD-Simulation
’NVT-NVT’ zwei unabha¨ngige NV T -MD-Simulationen oder ei-
ne NV T -MD-Simulation
’NPT-NPT’ zwei unabha¨ngige NpT -MD-Simulationen oder eine
NpT -MD-Simulation
’NVtotT’ Teilchenzahl(en) in jeder einzelnen Schachtel, Ge-
samtvolumen beider Schachteln und Temperatur
vorgegeben, also Volumenaustausch ohne Teil-
chenu¨berfu¨hrung (nur zu Testzwecken)
’NtotVtotT’ Molekulardynamik(MD)–Monte-Carlo(MC)–Hy-
bridmethode nach Abschnitt 1.6.2 bei vorgegebe-
nem Gesamtvolumen beider Schachteln
’NtotPT’ MD-MC-Hybridmethode bei vorgegebenem Druck
IREST Schalter, mit dem die Herkunft des Anfangszustandes (der Startkonfi-
guration) angegeben wird; mo¨gliche Werte:
0 Beginn einer neuen Simulation: Erzeugung des An-
fangszustandes durch das Programm MD MC.f
1 Fortsetzung bzw. Wiederaufnahme (engl.
”
restart“) einer Simulation: Einlesen der Konfigu-
rationsdatei der vorangegangenen Simulation





Zur Erzeugung des Anfangszustandes (bei IREST = 0) werden die folgenden Variablen
beno¨tigt:
NUCNET Anzahl der Einheitszellen (engl.
”
number of unit cells“) des voll ausge-
dehnten Netzwerkes (engl.
”
network“) in jede der drei Raumrichtun-
gen (siehe Abschnitt 3.2); NUCNET = 0 bei Simulation ohne Netzwerk
1Der Begriff ”Ensemble“ wird hier in Anfu¨hrungszeichen gesetzt, denn die Verteilung der durch das
Programm MD MC.f erzeugten Zusta¨nde entspricht im allg. keinem der u¨blichen Ensembles der statisti-
schen Mechanik.
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NNETBND Anzahl nB der Netzwerkbindungen (engl. ”
number of network
bonds“) zwischen zwei benachbarten Verzweigungsstellen, d. h. Anzahl
solcher Bindungen je Einheitszelle des voll ausgedehnten Netzwerks in
jede der drei Raumrichtungen
NATOM(i,j) Anzahl N
(j)
i der Teilchen bzw. Atome (engl. ”
number of atoms“) des
i-ten Fluids (ggf. Lo¨sungs- oder Quellungsmittels) in der Schachtel j
(zu Beginn der Simulation)2; insgesamt vier Zahlen fu¨r i = 1, 2 und
j = 0, 1; Nullsetzung einzelner bzw. aller Werte bei Fehlen eines Fluids
bzw. beider Fluide in einer Schachtel bzw. in beiden Schachteln
BOXL(i) (anfa¨ngliche) La¨nge L(i) der kubischen Simulationsschachtel i (engl.
”
box length“); i = 0, 1




Zur Fortsetzung einer Simulation (bei IREST = 1) wird stattdessen die folgende Variable
gebraucht:
CONFIL (Zeichenkettenvariable) Name der Konfigurationsdatei (engl.
”
configuration file“) der vorangegangenen Simulation, also der
Datei, die die Daten des Anfangszustandes entha¨lt
Durch die folgenden Gro¨ßen wird das simulierte Modell charakterisiert. Dabei umfaßt die
Teilchensorte 0 (null) alle Netzwerkteilchen (unabha¨ngig von ihrer Netzwerkkoordinati-
onszahl), und die Teilchen des ersten und zweiten Fluids geho¨ren zur Sorte 1 bzw. 2.
R0NET Gleichgewichtsabstand r0 verbundener Netzwerkknoten (Bin-
dungsla¨nge)
FKNET halbe Kraftkonstante 1
2
kf der Netzwerkbindung
EPSILON(i,i) Energieparameter i der Lennard-Jones(LJ)-Wechselwirkung zwischen
identischen3 Teilchen der Sorte i; i = 0, 1, 2
SIGMA(i,i) Abstandsparameter σi der LJ-Wechselwirkung zwischen identischen
3
Teilchen der Sorte i; i = 0, 1, 2
AMASS(i) Masse mi eines Teilchens der Sorte i; i = 0, 1, 2
RCUT Wechselwirkungsgrenze rcut fu¨r alle LJ-Wechselwirkungen
Die thermodynamischen Bedingungen sind ggf. durch die folgenden intensiven Variablen
festzulegen:
T0 Soll-Temperatur T0 (bei ENSMBL 6= ’NVE-NVE’)
P0 Soll-Druck p0 (falls ENSMBL = ’NPT-NPT’ oder ’NtotPT’)
2Die Netzwerkteilchenzahl NATOM(0,0) wird im Unterprogramm GENCON berechnet.
3Die LJ-Energie- und -Abstandsparameter der Kreuzwechselwirkung unterschiedlicher Teilchen werden
im Unterprogramm READIN berechnet.
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Die Simulation zu unterteilen, kann insbesondere bei der Berechnung chemischer Potentia-
le sinnvoll sein, und beim Einsatz der Molekulardynamik–Monte-Carlo–Hybridmethode ist
es sogar notwendig. Die chemischen Potentiale werden jeweils nur u¨ber den jeweiligen MD-
Teillauf akkumuliert, so daß in mehreren Teilla¨ufen verschiedene (unabha¨ngige) Werte er-
halten werden ko¨nnen. Bei der MD-MC-Hybridmethode besteht jeder Simulationsteil aus
einem MD-Teillauf und einem Aufruf des Unterprogramms zur MC-Teilchenu¨berfu¨hrung,
so daß ein solcher Teillauf nicht allzuviele MD-Schritte bzw. Teilchenu¨berfu¨hrungsversu-
che umfassen kann.
NRUN Anzahl der Teilla¨ufe (engl.
”
number of partial runs“)
Die folgenden Variablen beschreiben die Molekulardynamik bzw. einen einzelnen MD-
Teillauf.
DT MD-Zeitschritt ∆t
NSTEP Anzahl der Zeitschritte (engl.
”
number of time steps“) in einem MD-
Teillauf (also insgesamt NRUN · NSTEP MD-Zeitschritte in der ge-
samten Simulation)
NSTOE Nach jedem NSTOE-ten Zeitschritt werden die momentanen Gro¨ßen




NREST Nach jedem NREST-ten Zeitschritt (und am Schluß der gesamten
Simulation) wird der momentane Zustand (Teilchenpositionen, Ge-
schwindigkeiten etc.) in der Konfigurationsdatei (engl.
”
restart file“,
siehe Abschnitt C.2) abgespeichert, wobei die vorige Konfigurations-
datei u¨berschrieben wird.
TAUT Temperaturrelaxationszeit τT des Berendsen-Thermostaten (nur bei
ENSMBL 6= ’NVE-NVE’ relevant)
TAUP(i) Druckrelaxationszeit τp des Berendsen-Barostaten fu¨r die Simulations-
schachtel i; i = 0, 1 (nur relevant, falls ENSMBL 6= ’NVE-NVE’ und
ENSMBL 6= ’NVT-NVT’)
KAPPAT(i) (reelle Variable) isotherme Kompressibilita¨t κT des Systems in der
Schachtel i; i = 0, 1 (nur relevant, falls ENSMBL 6= ’NVE-NVE’ und
ENSMBL 6= ’NVT-NVT’)
TOLCM Maximalwert (Toleranz, engl.
”
tolerance“) fu¨r den Anteil der kineti-
schen Energie, die aus der Translation des Schwerpunktes (engl.
”
centre
of mass“), also des Gesamtsystems resultiert, an der gesamten kine-
tischen Energie (nur bei ENSMBL 6= ’NVE-NVE’ relevant, vgl. Ab-
schnitt 1.4.5.1)
GAMMA(i) Gewichtungsfaktor γ, mit dem der Listenkugelradius der Verlet-
Nachbarschaftsliste fu¨r die Simulationsschachtel i nach Gl. (1.108) be-
rechnet wird; 0 < γ ≤ 1; i = 0, 1
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Wird die MD-MC-Hybridmethode eingesetzt (ENSMBL = ’NtotVtotT’ oder ’NtotPT’),




number“) aller Teilchenu¨berfu¨hrungsversuche (engl.
”
attempted particle transfers“) innerhalb eines Simulationsteils mit
einem MD-Teillauf, also bei einem Aufruf des MC-Unterprogramms
PTRNS1 Wahrscheinlichkeit (engl.
”
probability“), daß bei einem U¨berfu¨hrungs-
versuch (engl.
”
attempted transfer“) ein Teilchen des ersten Fluids
(der Teilchensorte 1) ausgewa¨hlt wird (nur bei zwei Fluiden relevant)
Wenn in den beiden Simulationsschachteln zwei voneinander unabha¨ngige NV E-, NV T -
oderNpT -MD-Simulationen ausgefu¨hrt werden oder solch eine Simulation in einer Schach-
tel durchgefu¨hrt wird (ENSMBL = ’NVE-NVE’, ’NVT-NVT’ oder ’NPT-NPT’), ko¨nnen
die chemischen Potentiale des Fluids bzw. der Fluide ermittelt werden. Durch die folgen-
den Variablen wird die Berechnung der chemischen Potentiale gesteuert.
NCALCP Schalter zur Festlegung, ob chemische Potentiale berechnet und wie-
viele Konfigurationen dazu ggf. benutzt werden; mo¨gliche Werte:
0 keine Berechnung chemischer Potentale (engl.
”
calculation of chemical potentials“)
1, 2, 3, . . . Jede NCALCP-te Konfiguration der MD-Simula-
tion wird bei der Berechnung chemischer Potentia-
le (incl. Testteilchen-Einsetzung) beru¨cksichtigt, in-
dem nach jedem NCALCP-ten Zeitschritt die ent-
sprechenden Akkumulatoren aktualisiert werden.
NINSRT(i,j) Anzahl der Geisterteilchen des i-ten Fluids, die bei jeder beru¨cksich-
tigten Konfiguration in die Simulationsschachtel j eingesetzt (engl.
”
inserted“) werden; i = 1, 2; j = 0, 1
NSTOCP Nach jedem NSTOCP-ten MD-Zeitschritt werden die im Verlaufe des
jeweiligen MD-Teillaufs akkumulierten chemischen Potentiale sowie
weitere in Abschnitt C.2 angegebene Gro¨ßen in der Datei fu¨r chemische





Alle Daten werden formatiert (in menschenlesbarer Form) ausgegeben.
Datei(en) fu¨r Energien etc.
Fu¨r jede nichtleere Simulationsschachtel wird jeweils eine Datei fu¨r Energien etc. in Tabel-
lenform erzeugt. Im Anschluß an zwei Kommentarzeilen werden nach jedem NSTOE-ten
Zeitschritt der MD-Simulation die momentanen Werte der Energien, Temperatur(en),
Dru¨cke, Teilchenzahlen usw. in jeweils einer Zeile ausgegeben. In welchen Spalten die ein-
zelnen Gro¨ßen stehen, wird in Tab. C.1 angegeben. Die FORTRAN-Formatbeschreiber
lauten (I10, 15 E17.8, 4 I10) bei der Schachtel-0-Datei mit der Dateinummer 10 sowie
(I10, 13 E17.8, 3 I10) bei der Schachtel-1-Datei mit der Dateinummer 11.
Datei fu¨r chemische Potentiale etc.
Genau dann, wenn in einer MD-Simulation chemische Potentiale berechnet werden
(NCALCP > 0), wird eine tabellarische Datei fu¨r chemische Potentiale etc. mit der Datei-
nummer 15 und einer Kommentarzeile als Tabellenkopf angelegt. Nach jedem NSTOCP-
ten Zeitschritt werden die u¨ber den aktuellen MD-Teillauf akkumulierten Mittelwerte
des chemischen Potentials beider Fluide in beiden Schachteln ausgegeben. In allen vier
Fa¨llen werden auch die akkumulierten Mittelwerte des idealen Anteils, des unmittelbar
mit Gl. (1.148) berechneten Anteils des chemischen Exzeßpotentials und der Kontinu-
umskorrektur zum chemischen Exzeßpotential abgespeichert. Zusa¨tzlich werden einige
Gro¨ßen, deren Durchschnitte zur Bestimmung chemischer Potentiale gebraucht werden,
zwischen zwei unmittelbar aufeinanderfolgenden Speicherungen chemischer Potentiale, al-
so jeweils u¨ber einen Zeitraum von NSTOCP MD-Schritten gemittelt und in derselben
Zeile wie die chemischen Potentiale ausgegeben. Mit Hilfe dieser (nicht akkumulierten)
Kurzzeit-Mittelwerte ko¨nnen die chemischen Potentiale neu berechnet werden, so daß sie
nachtra¨glich u¨ber Teilabschnitte eines MD-Teillaufs oder u¨ber mehrere MD-Teilla¨ufe ak-
kumuliert werden ko¨nnen. Bei diesen kurzfristig gemittelten Gro¨ßen handelt es sich um
das Volumen beider Simulationsschachteln (nur bei NpT -Simulationen, sonst konstantes
Schachtelvolumen abgespeichert), um die momentane Temperatur in beiden Schachteln
(nur bei NV E-Simulationen, sonst Soll-Temperatur ausgegeben) und um den Za¨hler im
Argument des Logarithmus der Gl. (1.148) zur Ermittlung des chemischen Exzeßpotenti-
als, d. h. um den in beiden Schachteln fu¨r beide Fluidteilchensorten berechneten Term〈






(Bedeutung der Symbole: siehe Abschnitt 1.5.3). Welche Gro¨ße in welcher Spalte der
Datei fu¨r chemische Potentiale etc. zu finden ist, wird in Tab. C.2 aufgelistet. Wenn eine
Fluidkomponente in einer Schachtel fehlt, so werden statt des entsprechenden chemischen
Potentials und dessen Anteile sowie anstelle des Terms (C.1) Nullen abgespeichert. Bei
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Tabelle C.1: Spaltenbelegung der Datei(en) fu¨r Energien etc.: Einige netzwerkspezifische
Gro¨ßen werden nur in der Datei der Schachtel 0 abgespeichert; i = Schachtelnummer im
Variablennamen (i = 0, 1).
Gro¨ße, deren momentaner Variablenname Spaltennummer
(engl.
”
instantaneous“) Wert im Programm in Datei der
ausgegeben wird Schachtel 0 Schachtel 1
Nummer des Zeitschrittes (engl.
”
time
step“) im jeweiligen MD-Teillauf ISTEP 1 1
Zeit t der gesamten Simulation TIME 2 2
Volumen V VOL(i) 3 3
Gesamtenergie E (engl.
”
total energy“) ETOT(i) 4 4
(gesamte) kinetische Energie K EKIN(i) 5 5
kinetische Energie der Translation des
Schwerpunkts (engl.
”
centre of mass“) ECM(i) 6 6
potentielle Energie U EPOT(i) 7 7
Beitrag U bond der Netzwerkbindungen
zu U ENET 8
direkt berechneter Beitrag der LJ-Wech-




range correction“) ULJLRC zu U ELRC(i) 10 9
Temperatur T TINST(i) 11 10
Druck p PINST(i) 12 11
idealer (engl.
”
ideal“) Druck PID(i) 13 12
Beitrag der Netzwerkbindungen zum
Exzeßdruck PNET 14
direkt berechneter Beitrag der LJ-Wech-
selwirkungen zum Exzeßdruck PLJ(i) 15 13
Langreichweitekorrektur pLJLRC zum
Exzeßdruck PLRC(i) 16 14
Anzahl aller Teilchen in der jeweiligen
Schachtel (engl.
”
box“) NATOMB(i) 17 15
Anzahl Nnet der Netzwerkteilchen NATOM(0,0) 18
Anzahl N1 der Teilchen des ersten Fluids NATOM(1,i) 19 16
Anzahl N2 der Teilchen des 2ten Fluids NATOM(2,i) 20 17
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Tabelle C.2: Spaltenbelegung der Datei fu¨r chemische Potentiale etc.
Ausgegebene Gro¨ße Variablenname Spalten-
im Programm nummer(n)
Nummer des Zeitschrittes (engl.
”
time
step“) im jeweiligen MD-Teillauf ISTEP 1
Zeit t der gesamten Simulation TIME 2




total chemical potential“) der
Fluide 1 und 2 in den Schachteln 0 und 1 ( ( CHPTOT(i,j),








2 i = 1, 2 ), j = 0, 1 ) 3 – 6
idealer (engl.
”
ideal“) Anteil der chemi- ( ( CHPID(i,j),
schen Potentiale (Reihenfolge analog) i = 1, 2 ), j = 0, 1 ) 7 – 10
direkt berechneter Anteil der chemischen
Exzeß(engl.
”
excess“)potentiale ( ( CHPEX(i,j),




range correction“) der chemischen ( ( CHPLRC(i,j),
Exzeßpotentiale (Reihenfolge analog) i = 1, 2 ), j = 0, 1 ) 15 – 18
(Nicht akkumulierte) Kurzzeit-Mittelwerte (engl.
”
averages“):
Volumen V (0) und V (1) der Schachteln ( AVEVOL(i), i = 0, 1 ) 19 + 20




des Logarithmus der Gl. (1.148), also
der Term (C.1), fu¨r die Fluide 1 und 2
in den Schachteln 0 und 1 (Reihenfolge ( ( AVENUM(i,j),
wie bei den chemischen Potentialen) i = 1, 2 ), j = 0, 1 ) 23 – 26
einer leeren Schachtel wird statt der Durchschnitte von Volumen und Temperatur eine -1
ausgegeben. Der FORTRAN-Formatbeschreiber lautet (I10, 25 E17.8).
Teilchenu¨berfu¨hrungsdatei
Wenn die Molekulardynamik–Monte-Carlo–Hybridmethode eingesetzt wird (ENSMBL =
’NtotVtotT’ oder ’NtotPT’) und Teilchen zwischen den beiden Simulationsschachteln
u¨berfu¨hrt werden (ko¨nnen), so wird eine Datei zur Speicherung von Daten, mit denen
der MC-Teilchenaustausch charakterisiert wird, erzeugt. Diese Teilchenu¨berfu¨hrungsda-
tei mit der Dateinummer 18 besitzt die Form einer Tabelle mit einer Kommentarzeile
als Tabellenkopf. Fu¨r beide Fluide werden die Anzahl versuchter und akzeptierter Teil-
chentransfers im aktuellen Simulationsteil sowie die U¨berfu¨hrungswahrscheinlichkeit ge-
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Tabelle C.3: Spaltenbelegung der Teilchenu¨berfu¨hrungsdatei: i = Teilchensortennummer
(auch in Variablennamen), i = 1, 2 fu¨r das erste bzw. zweite Fluid.
Ausgegebene Gro¨ße Variablenname Spaltennummer
im Programm der Daten des
1. Fluids 2. Fluids
Zeit t der gesamten Simulation TIME 1
Zahl der Versuche (engl.
”
number of trials“),




number of accepted trials“),




probability of acceptance“) fu¨r
U¨berfu¨hrung eines Teilchens des i-ten Fluids PACCPT(i) 4 7
meinsam mit der am Ende des MD-Teillaufs erreichten Simulationszeit in einer Zeile
ausgegeben, sobald das Ende des Unterprogramms zur Teilchenu¨berfu¨hrung erreicht, also
der jeweilige Simulationsteil abgeschlossen wird. Welche Daten in welcher Spalte der Teil-
chenu¨berfu¨hrungsdatei zu finden sind, ist Tab. C.3 zu entnehmen. Wird innerhalb eines
Simulationsteils kein Versuch unternommen, ein Teilchen der Sorte i von einer Schachtel
in die andere zu u¨berfu¨hren, [NTRIAL(i) = 0, z. B. weil das System kein solches Teilchen
entha¨lt] so wird der entsprechenden Akzeptanzwahrscheinlichkeit der Wert −1 zugewie-
sen. Der FORTRAN-Formatbeschreiber lautet (E15.8, 2 I12, E17.8, 2 I12, E17.8).
Konfigurationsdatei
Alle Daten, mit denen der mechanische Zustand des simulierten Systems zu einem Zeit-
punkt vollsta¨ndig beschrieben wird und die zur Fortsetzung bzw. Wiederaufnahme (engl.
”
restart“) der Simulation beno¨tigt werden, werden in der Konfigurationsdatei abgespei-
chert. Trotz der deutschen Bezeichnung
”
Konfigurationsdatei“ entha¨lt diese Datei also
keinen Konfigurations-, sondern einen Phasenraumpunkt. Ha¨ufig wird die Konfigurati-
onsdatei mit dem englischen Begriff
”
restart file“ bezeichnet. Bei Simulationen mit dem
Programm MD MC.f werden die Phasenraumpunkte abwechselnd in zwei verschiedenen
Dateien ausgegeben, so daß auch dann, wenn die Programmausfu¨hrung (z. B. wegen ei-
nes
”
Computerabsturzes“ oder Stromausfalls) gerade bei der Ausgabe eines Phasenraum-
punktes in eine Konfigurationsdatei abgebrochen wird, die entsprechende Simulation mit
den Daten der anderen Konfigurationsdatei fortgesetzt werden kann. Der Name der einen
Konfigurationsdatei wird vom Benutzer direkt mit der Zeichenkettenvariable RESTFL
festgelegt, und der Name der anderen Datei ergibt sich durch Anha¨ngen von
”
save“
an den Namen der ersten. Beiden Konfigurationsdateien wird die Dateinummer 20 zu-
geordnet (mo¨glich, da niemals beide Dateien gleichzeitig geo¨ffnet sind). Wa¨hrend eines
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Molekulardynamik-Teillaufs wird der jeweilige momentane mechanische Zustand nach je-
dem NREST-ten Zeitschritt in eine der beiden Konfigurationsdateien ausgegeben, und
am Schluß der gesamten Simulation aus NRUN Teilla¨ufen wird der erreichte Phasen-
raumpunkt nacheinander in beiden Dateien abgespeichert. Im folgenden wird der Inhalt
der Konfigurationsdatei aufgefu¨hrt:
• eine Kommentarzeile;









2 der Fluide 1 und 2 in den Schachteln 0 und 1
in einer Zeile:
TIME, NATOM(0,0), NATOM(1,0), NATOM(2,0), NATOM(1,1), NATOM(2,1)
mit FORTRAN-Formatbeschreiber (E18.8, 5 I8);
• eine Kommentarzeile;
• Positionen {~r} = ~r1, ~r2, ~r3, . . . , ~rN aller N simulierten Teilchen, und zwar zuna¨chst









2 Teilchen des zweiten
Fluids; jeweils x-, y- und z-Komponente einer Teilchenposition in einer Zeile, also
insgesamt N Zeilen:
( RX(i), RY(i), RZ(i), i = 1, N )
mit FORTRAN-Formatbeschreiber (3 E18.8);
• eine Kommentarzeile;
• La¨ngen L(0) und L(1) beider Simulationsschachteln in einer Zeile:
BOXL(0), BOXL(1)
mit FORTRAN-Formatbeschreiber (2 E18.8);
• eine Kommentarzeile;
• Geschwindigkeiten {~v} der N Teilchen in derselben Weise wie die Positionen:
( VX(i), VY(i), VZ(i), i = 1, N )
mit FORTRAN-Formatbeschreiber (3 E18.8);
• eine Kommentarzeile;
• jeweilige Aufenthaltsschachtel der Fluidteilchen (Netzwerk in Schachtel 0, Teilchen
wie bei den Positionen durchnumeriert); bis zu 30 Schachtelnummern pro Zeile:
( INBOX(i), i = Nnet+1, N )
mit FORTRAN-Formatbeschreiber (30 I2);
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• eine Kommentarzeile;
• Netzwerkkonnektivita¨t, d. h. Information, welche Netzwerkteilchen unmittelbar mit-
einander verbunden sind; zwei Informationsblo¨cke:
– Anzahl der Bindungen (engl.
”
number of bonds“) eines jeden Netzwerkteil-
chens zu Netzwerkteilchen ho¨herer Teilchennummer (Numerierung wie bei den
Positionen); bis zu 30 Zahlen je Zeile:
( NBONDS(i), i = 1, Nnet )
mit FORTRAN-Formatbeschreiber (30 I2);
– Bindungspartner ho¨herer Teilchennummer des ersten, zweiten, dritten usw.
Netzwerkteilchens, also eine Art Netzwerkbindungsliste (engl.
”
network bond
list“); bis zu zehn Zahlen pro Zeile:
( ( NETLIST(i,j), i = 1, NBONDS(j) ), j = 1, Nnet )
mit FORTRAN-Formatbeschreiber (10 I6).
C.3 Konstanten und ha¨ufige programminterne
Variablen
Benannte Konstanten
Die beiden folgenden (ggf. anzupassenden) Konstanten dienen zur Definition von Feld-
weiten (Indexbereichen):
MAXATM = Ho¨chstzahl aller in beiden Simulationsschachteln enthaltenen Teilchen
bzw. Atome (engl.
”
maximum number of atoms“) und
MAXNBR = Ho¨chstzahl von Eintra¨gen in der Nachbarschaftsliste einer einzelnen
Schachtel (engl.
”
maximum number of neighbours“).
Globale Variablen
Die in benannten COMMON-Blo¨cken gespeicherten und u¨bergebenen Felder, also die
globalen Variablen des Programms, werden in Tab. C.4 aufgefu¨hrt. Hier werden nur die
zur Implementierung der Verlet-Nachbarschaftsliste beno¨tigten Felder LIST, INDEX und
NEIGHB im COMMON-Block LISTS im Detail behandelt. Da jedes Teilchen sich bei al-
len MD-Schritten in genau einer Simulationsschachtel befindet und nur mit den anderen
Teilchen in derselben Schachtel wechselwirkt, werden zwei getrennte Nachbarschaftslisten
fu¨r die beiden Schachteln verwendet (und nach jedem Aufruf des Unterprogramms zur
MC-Teilchenu¨berfu¨hrung mit mo¨glichem Teilchentransfer erneuert). Die erste Spalte der
(MAXATM×2)-Matrix LIST entha¨lt eine Liste aller in Schachtel 0 enthaltenen Teilchen
in Reihenfolge zunehmender Teilchennummer, die zweite Spalte eine entsprechende Liste
aller Teilchen in Schachtel 1 (selbstversta¨ndlich nicht alle Matrixelemente sinnvoll belegt,
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Tabelle C.4: Globale Variablen. Die Indizes ko¨nnen die folgenden Bereiche durchlaufen:
i = 1, 2, 3, . . . , 6;
j = 1, 2, 3, . . . ,MAXATM;
k = 0, 1, 2;
l = 1, 2, 3, . . . ,MAXATM + 1;
m = 1, 2, 3, . . . ,MAXNBR
und n = 0, 1.
Name des Feld(er) Bedeutung des Feldes bzw. der Felder
COMMON-
Blocks
POSIT RX(j) x-, y- und z-Komponente der Positionen (engl.
”
posi-
RY(j) tions“) aller Teilchen j; alle Komponenten nichtnega-
RZ(j) tiv und kleiner als die jeweilige Schachtella¨nge
VELOC VX(j) x-, y- und z-Komponente der Geschwindigkeiten
VY(j) (engl.
”
velocities“) aller Teilchen j
VZ(j)
ACCEL AX(j) x-, y- und z-Komponente der Beschleunigungen
AY(j) (engl.
”
accelerations“) aller Teilchen j
AZ(j)







RXLIST(j) x-, y- und z-Komponente aller Teilchenpositionen
RYLIST(j) zur Zeit der letzten Nachbarschaftslistenaktualisie-
RZLIST(j) rung
BOXNR INBOX(j) Nummer (0 oder 1) der Aufenthaltsschachtel
(engl.
”
box number“) aller Teilchen j




NETWRK NBONDS(j) Anzahl der Bindungen (engl.
”
number of bonds“)
aller Netzwerkteilchen j (engl.
”
network particles“)
zu Netzwerkteilchen mit ho¨herer Teilchennummer
NETLIST(i,j) eine Art Netzwerkbindungsliste (engl.
”
network bond
list“): i-ter Bindungspartner ho¨herer Teilchennum-
mer des Netzwerkteilchens Nummer j
LISTS LIST(j,n) getrennte Teilchenlisten fu¨r beide Simulationsschach-
teln: Nummer des j-ten Teilchens in Schachtel n
INDEX(k,l,n) Zeiger (engl.
”
index“) auf die beiden Nachbarschafts-
listen; Erla¨uterungen im Text
NEIGHB(m,n) getrennte Nachbarschaftslisten (engl.
”
neighbour
lists“) fu¨r beide Schachteln; Erla¨uterungen im Text
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da im allg. weniger als MAXATM Teilchen in jeder Schachtel). Mit Hilfe der Matrix LIST
werden die Teilchen einer Schachtel vollsta¨ndig erfaßt, ohne daß auf alle Teilchen in beiden
Schachteln und das Feld INBOX zuru¨ckgegriffen werden muß. Die Nachbarschaftsliste der
Schachtel 0 befindet sich in der ersten Spalte der (MAXNBR×2)-Matrix NEIGHB, dieje-
nige der Schachtel 1 in der zweiten Spalte von NEIGHB. In beiden Nachbarschaftslisten
werden zuna¨chst die Nachbarn des ersten in der entsprechenden Spalte der Matrix LIST
zu findenden Teilchens aufgefu¨hrt, dann diejenigen des zweiten derartigen Teilchens, an-
schließend diejenigen des dritten derartigen Teilchens usw. In der jeweiligen Spalte von
NEIGHB werden die Nachbarn eines bestimmten Teilchens nach Teilchensorten geordnet,
d. h. zuerst werden die benachbarten Netzwerkteilchen (Sorte 0), danach die benachbarten
Teilchen des ersten Fluids (Sorte 1) und zuletzt diejenigen des zweiten Fluids (Sorte 2)
aufgelistet. Die Information, an welcher Stelle einer Spalte der Matrix NEIGHB wessen
Nachbarn welcher Sorte stehen, wird im dreidimensionalen Feld INDEX gespeichert: Das
Feldelement INDEX(k,l,n) gibt an, an welcher Stelle der Nachbarschaftsliste der erste
Nachbar vom Atomtyp k des l-ten Teilchens in der Schachtel n zu finden ist. Weitere
Details werden im Unterprogramm MAKELI des Quelltexts als Kommentar angegeben.
Lokale Variablen
An dieser Stelle werden einige lokale Variablen, die in mehreren Unterprogrammen zu
finden sind, angegeben und erkla¨rt, ohne die in der Ein- und Ausgabebeschreibung (in
den Abschnitten C.1 und C.2) bereits aufgefu¨hrten Variablen zu wiederholen. Die hier
angegebenen Variablen werden jeweils neu berechnet oder mittels Parameterliste u¨berge-
ben.
Parameter der Lennard-Jones(LJ)-Wechselwirkung zwischen einem Teilchen der Sorte i
und einem anderen Teilchen der Sorte j (Parameter fu¨r i = j vom Benutzer definiert,
siehe Abschnitt C.1):
EPSILON(i,j) Energieparameter ij; i = 0, 1, 2; j = 0, 1, 2
SIGMA(i,j) Abstandsparameter σij; i = 0, 1, 2; j = 0, 1, 2
Gro¨ßen zur Berechnung des Exzeßdrucks und der Kra¨fte:
VIRIALNET der in Gl. (1.79) in geschweiften Klammern eingeschlossene, in Lit. [4]
als
”
internal virial“ bezeichnete Term fu¨r die bindenden Wechselwir-
kungen des Netzwerks
VIRIALLJ(i) der direkt berechnete Anteil des in Gl. (1.79) in geschweiften Klammern
eingeschlossenen Terms fu¨r die LJ-Wechselwirkungen in Schachtel i;
i = 0, 1
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FNETX(i), FNETY(i), FNETZ(i) x-, y- und z-Komponente der aus den Netzwerk-
bindungen resultierenden Kraft auf das Netzwerk-
teilchen i; i = 1, 2, 3, . . ., MAXATM
FLJX(i), FLJY(i), FLJZ(i) x-, y- und z-Komponente der aus den LJ-
Wechselwirkungen resultierenden Kraft auf das
Teilchen i; i = 1, 2, 3, . . ., MAXATM
Gro¨ßen zur Temperatur- und Druckregelung:
ZETA(i) Parameter ζ (
”
Reibungskoeffizient“) fu¨r den Berendsen-Thermostaten
der Schachtel i; i = 0, 1; siehe Abschnitt 1.4.5.1
ETA(i) Parameter η fu¨r den Berendsen-Barostaten der Schachtel i; i = 0, 1;
siehe Abschnitt 1.4.5.2
Akkumulatoren zur Berechnung chemischer Potentiale:
ICALCP Anzahl aller Konfigurationen, die im aktuellen MD-Teillauf bei
der Berechnung chemischer Potentiale etc. (engl.
”
calculating chemical
potentials etc.“) beru¨cksichtigt worden sind (Akkumulator)
JCALCP Anzahl der Konfigurationen, die seit der letzten Ausgabe chemi-
scher Potentiale etc. bei der Berechnung dieser Gro¨ßen beru¨cksich-
tigt worden sind (Akkumulator)
ACVOL(i) u¨ber den aktuellen MD-Teillauf akkumuliertes (engl.
”
accumulated“)
Volumen der Schachtel i; i = 0, 1
ACUVOL(i) seit der letzten Ausgabe chemischer Potentiale etc. akkumuliertes
(engl.
”
accumulated“) Volumen der Schachtel i; i = 0, 1
ACTEMP(i) u¨ber den aktuellen MD-Teillauf akkumulierte (momentane bzw. Soll-)
Temperatur in der Schachtel i; i = 0, 1
ACUTMP(i) seit der letzten Ausgabe chemischer Potentiale etc. akkumulierte (mo-
mentane bzw. Soll-) Temperatur in der Schachtel i; i = 0, 1
ACNUME(i,j) u¨ber den aktuellen MD-Teillauf akkumulierter Za¨hler (engl.
”
nu-
merator“) im Argument des Logarithmus der Gl. (1.148), also ak-
kumulierter Term (C.1), fu¨r das Fluid i in der Schachtel j; i = 1, 2;
j = 0, 1
ACUNUM(i,j) seit der letzten Ausgabe chemischer Potentiale etc. akkumulierter
Term (C.1) fu¨r das Fluid i in der Schachtel j; i = 1, 2; j = 0, 1
Weitere Za¨hler:
JSTEP Nummer des Zeitschrittes (engl.
”
time step“) in der laufenden Simu-
lation (seit Neubeginn oder seit Einlesen der Konfigurationsdatei); vgl.
ISTEP (Tabellen C.1 und C.2)
NCALL Za¨hler fu¨r den Aufruf (engl.
”
call“) eines Unterprogramms
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Gro¨ßen zur Organisation der Simulation:
RLIST(i) Listenkugelradius rlist fu¨r die Verlet-Nachbarschaftsliste der Schach-
tel i; i = 0, 1
NEWLST(i) (logische Variable)




fu¨r die Schachtel i erstellt werden muß; i = 0, 1
.FALSE. (falsch) sonst
TOSTOP (logische Variable)
.TRUE. (wahr), falls die Programmausfu¨hrung abzubrechen
(engl.
”
to stop“) ist, weil eine Schachtella¨nge
die doppelte Wechselwirkungsgrenze unterschreitet
oder weil trotz einer leeren Schachtel versucht wird,
das Gesamtvolumen beider Schachteln konstant zu




NATOMT Gesamtzahl der Teilchen bzw. Atome (engl.
”
total number of atoms“)
aller Teilchensorten in beiden Schachteln
TOTMAS Gesamtmasse (engl.
”
total mass“) des Systems in einer Simulations-
schachtel
PI Kreiszahl pi
RXIJ, RYIJ, RZIJ x-, y- und z-Komponente rij,α (α = x, y, z) des Abstandes zweier
Teilchen i und j; Berechnung unter Beru¨cksichtigung der Konven-
tion des na¨chsten Bildes, also gema¨ß





, α = x, y, z (C.2)
mit den Komponenten ri,α und rj,α (α = x, y, z) der Teilchenpo-
sitionen ~ri und ~rj, der La¨nge L der Simulationsschachtel sowie der
Rundungsfunktion anint
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SRSQ Term (σij/rij)
2 mit dem LJ-Abstandsparameter σij und dem Teilchen-
abstand rij (engl. ”
square“ = Quadrat)
SRSIX Term (σij/rij)
6 mit σij und rij wie oben (engl. ”
six“ = sechs)
SRTWE Term (σij/rij)
12 mit σij und rij wie oben (engl. ”
twelve“ = zwo¨lf)
SR Term σij/rcut mit σij wie oben und der Wechselwirkungsgrenze rcut
RCUTSQ Quadrat rcut
2 der Wechselwirkungsgrenze
RMINSQ Quadrat 0,72 ·σij2 eines recht klein gewa¨hlten Mindestabstandes (engl.
”
minimum distance“) von 0,7 σij zwischen zwei Teilchen i und j mit
dem LJ-Abstandsparameter σij
C.4 Kurzbeschreibung der Programmodule
In der folgenden Skizze wird die Struktur des Programms MD MC.f grob darge-
stellt: Dabei wird ein einzelnes Modul, also ein Unterprogramm (UP, genauer: ein
SUBROUTINE-Unterprogramm) bzw. eine externe Funktion (EF, auch: ein FUNCTION-
Unterprogramm), durch ein Rechteck repra¨sentiert; und in jeder Programmeinheit werden
die unmittelbar rechts von dieser Einheit angeordneten Module aufgerufen.
Hauptprogramm UP: READIN
UP: GENCON UP: CHECKA
EF: RANNUM
UP: RDCON UP: CHECKA
UP: RUNMD UP: CHECKE
UP: BEREND
UP: MOVE1







UP: CALCCP EF: RANNUM
UP: WRTCON
UP: TRANSF EF: RANNUM
UP: WRTCON
In dieser Darstellung wird vernachla¨ssigt, daß einige Unterprogramme nur unter bestimm-
ten Bedingungen aktiviert und einige Module mehrmals vom selben Unterprogramm auf-
gerufen werden (ko¨nnen). Im folgenden werden die Programmodule kurz beschrieben,
wobei auch einige wichtige, bisher noch nicht behandelte lokale Variablen angegeben wer-
den.
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Das Hauptprogramm
1. Aufruf des Unterprogramms (UPs) READIN zur Festlegung der Eingabevariablen
2. Beschaffung der
”
Startkonfiguration“, also des Phasenraumpunktes zu Beginn der
Simulation, entweder durch Aufruf des UPs GENCON zur Erzeugung einer neuen
”




3. Definition der Ausgabedateinamen und Abspeicherung der Kopfzeile(n) in den Aus-
gabedateien
4. Das UP RUNMD zur Ausfu¨hrung einer (ggf. kurzen) MD-Simulation wird NRUN-
mal aufgerufen. Falls Teilchen von einer Simulationsschachtel in die andere u¨berfu¨hrt
werden (ko¨nnen), wird nach jeder Abarbeitung des UPs RUNMD auch das UP
TRANSF fu¨r die Transferversuche aufgerufen.
5. doppelter Aufruf des UPs WRTCON zur Abspeicherung des letzten erreichten Pha-
senraumpunktes in beiden Konfigurationsdateien
Das Unterprogramm READIN
1. Festlegung der Eingabevariablen (siehe Abschnitt C.1); nach leichter Modifikation
dieses Unterprogramms auch Einlesen (engl.
”
reading in“) einiger oder aller Ein-
gabevariablen mo¨glich
2. Bestimmung der Lennard-Jones-Wechselwirkungsparameter fu¨r die Kreuzwech-
selwirkung zwischen unterschiedlichen Teilchen nach den Lorentz-Berthelot-






generating the starting configuration“), al-
so insbesondere Festlegung der Anfangspositionen und -geschwindigkeiten aller Teilchen
sowie der Netzwerkbindungen:
• Die Positionen der Netzwerkteilchen werden so definiert, daß das Netzwerk die Geo-
metrie des voll ausgedehnten Netzwerkes (siehe Abschnitt 3.2, speziell Abb. 3.1)
besitzt, aber der Abstand unmittelbar verbundener Teilchen nicht dem Gleichge-
wichtsabstand entspricht, sondern von der La¨nge der Simulationsschachtel abha¨ngt.
• Welche Netzwerkteilchen miteinander verbunden sind, wird mit einem einfachen
Abstandskriterium festgelegt.
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• Die Fluidteilchen werden in einer Simulationsschachtel ohne Netzwerk so ange-
ordnet, daß sie sich an den Gitterpunkten eines kubisch-primitiven Gitters mit
gro¨ßtmo¨glicher Gitterkonstante befinden (im allg. nicht alle Gitterpunkte mit Teil-
chen besetzt).
• In einer Schachtel mit Netzwerk werden die Fluidteilchen ebenfalls auf einem re-
gelma¨ßigen Gitter angeordnet, ohne daß im allg. alle Gitterpla¨tze besetzt werden.
In diesem Falle wird das regelma¨ßige Gitter so konstruiert, daß sich kein Gitterpunkt
allzunahe an einem Netzwerkteilchen befindet. Dieses regelma¨ßige Gitter umfaßt alle
Positionen, deren Projektion auf die drei Achsen des kartesischen Koordinatensy-
stems (entsprechend der Nullsetzung je zweier Koordinaten) so zwischen derartigen
Projektionen von Netzwerkteilchenpositionen liegt, daß alle Absta¨nde zwischen ver-
schiedenen, aber benachbarten Projektionen gleich sind.
• Die Komponenten der Anfangsgeschwindigkeiten aller Teilchen in einer Schach-
tel werden gleichverteilt zufa¨llig zwischen −vmax und vmax gewa¨hlt, wobei die
Ho¨chstgeschwindigkeit in eine Richtung gema¨ß vmax = (3kBT ·N/mtot)1/2 mit der
Boltzmann-Konstanten kB, der ungefa¨hren Temperatur T der ”
Startkonfiguration“
sowie der Gesamtteilchenzahl N und Gesamtmasse mtot des Systems in der Schachtel
berechnet wird. (Bem.: Der Mittelwert der Quadrate der Geschwindigkeitskompo-




Struktur des Unterprogramms GENCON:
1. Berechnung der Netzwerkteilchenzahl NATOM(0,0); Nullsetzung der beiden Varia-
blen NATOM(0,1) und TIME; Aufruf des Unterprogramms CHECKA zur U¨ber-
pru¨fung der Feldweite MAXATM
2. Jeder Teilchennummer wird eine Teilchensorte zugeordnet, und die Teilchen werden
auf die beiden Schachteln verteilt, so daß die Teilchen zu Beginn der Simulation wie
folgt mit aufsteigender Teilchennummer geordnet sind: erst die Netzwerkteilchen,
dann die Teilchen des ersten Fluids in Schachtel 0, anschließend die Teilchen des
ersten Fluids in Schachtel 1, danach die Teilchen des zweiten Fluids in Schachtel 0
und zuletzt die Teilchen des zweiten Fluids in Schachtel 1. (Bem.: Die Ordnung der
Teilchen nach Sorten bleibt in jeder Simulation erhalten, nicht aber unbedingt die
Ordnung nach Aufenthaltsschachteln.)
3. Fu¨r jede Simulationsschachtel wird eine Liste der in ihr enthaltenen Teilchen ange-
legt und in einer Spalte der (MAXATM×2)-Matrix LIST abgespeichert. Die lo-
kale Variable LIST entspricht in etwa der gleichnamigen globalen Variablen im
COMMON-Block LISTS, auf den in diesem Unterprogramm nicht zugegriffen wird.
Jedoch werden die Fluidteilchen hier innerhalb der beiden Listen in zufa¨lliger Weise




4. Festlegung der Teilchenpositionen und der Bindungen des Netzwerks (s. o.)
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5. Definition der Fluidteilchenpositionen in etwaiger Schachtel mit Netzwerk unter
Verwendung des Feldes LIST (s. o.)
6. Definition der Fluidteilchenpositionen in etwaiger/n Schachtel(n) ohne Netzwerk
unter Ru¨ckgriff auf das Feld LIST (s. o.)
7. Initialisierung der Geschwindigkeiten in zufa¨lliger Weise (s. o.)
Die externe Funktion RANNUM
Durch Zugriff auf ein Bibliotheksprogramm, das von der Programmierumgebung (Compu-
ter, Compiler) bereitzustellen ist, wird die zwischen null und eins gleichverteilte Zufallszahl
(engl.
”






reading the starting configuration“), d. h. Impor-
tieren der Daten des Anfangszustandes aus der (in Abschnitt C.2 beschriebenen) Konfigu-
rationsdatei der Vorga¨ngersimulation in das Programm; auch U¨berpru¨fung der Feldweite
MAXATM durch Aufruf des Unterprogramms CHECKA und Zuordnung der Teilchensor-
te(n) zu den Teilchennummern
Das Unterprogramm CHECKA
U¨berpru¨fen der Feldweite (engl.
”
checking the array declarator“) MAXATM: Falls die
Anzahl aller Teilchen in beiden Simulationsschachteln den Ho¨chstwert MAXATM u¨ber-
schreitet, wird die Programmausfu¨hrung abgebrochen.
Das Unterprogramm RUNMD





2. NSTEP-facher Durchlauf der Hauptschleife (je ein Durchlauf pro Zeitschritt).
Da die eigentlichen Berechnungen nicht im Unterprogramm (UP) RUNMD, sondern in den
von RUNMD aufgerufenen UPen ausgefu¨hrt werden und da der Quelltext von RUNMD
ausfu¨hrliche Kommentare entha¨lt, werden hier nur wenige Anmerkungen beno¨tigt:
• In Programmkommentaren bezieht sich der Begriff
”
Virial“ auf den in Gl. (1.79) in
geschweiften Klammern eingeschlossenen Term zur Exzeßdruckberechnung.
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• Durch die Nullsetzung der Listenkugelradien zu Beginn wird die Aufstellung der
Nachbarschaftsliste(n) erzwungen.
• Mit dem Geschwindigkeits-Verlet-Algorithmus werden die Bewegungsgleichungen
in zwei Schritten integriert (siehe Abschnitt 1.4.1), so daß in der Hauptschleife das
UP MOVE1 zur Positions- und teilweisen Geschwindigkeitsaktualisierung vor der
Kraftberechnung (UP FORCES), aber das UP MOVE2 zum Abschluß der Geschwin-
digkeitsaktualisierung nach der Kraftberechnung aufgerufen wird.
• In der Hauptschleife der MD-Simulation werden ggf. auch chemische Potentiale
(durch Aufruf des UPs CALCCP) berechnet sowie verschiedene Daten in die Da-
tei(en) fu¨r Energien etc., in die Datei fu¨r chemische Potentiale etc. bzw. in die
Konfigurationsdatei geschrieben.
Das Unterprogramm BEREND
1. Berechnung des Parameters ζ (des
”
Reibungskoeffizienten“) fu¨r den Berendsen-
Thermostaten in jeder nichtleeren Simulationsschachtel nach Gl. (1.88), falls keine
NV E-Simulation(en)
2. Berechnung des Parameters η fu¨r den Berendsen-Barostaten in jeder nichtleeren
Schachtel
(a) nach Gl. (1.97), wenn ein konstanter Druck vorgegeben wird [NpT -
Simulation(en) oder Molekulardynamik–Monte-Carlo–Hybridmethode nach
Abschnitt 1.6.2 bei vorgegebenem Druck], bzw.
(b) nach dem am Ende des Abschnitts 1.6.2 beschriebenen Verfahren, insbesondere
mit den Gl.en (1.164) bis (1.166), wenn das Gesamtvolumen beider Schachteln





movement“) der Teilchen im ersten (1.) Schritt des Geschwindigkeits-
Verlet-Algorithmus, ggf. mit Berendsen-Thermostat bzw. -Barostat:
1. Bestimmung der logischen Variablen THERMO (wahr, wenn Berendsen-
Thermostat verwendet) und BARO (wahr, wenn Berendsen-Barostat benutzt)
2. Skalierung der Schachtella¨nge gema¨ß Gl. (1.104), falls Barostat eingesetzt
3. vollsta¨ndiges Vorru¨cken der Teilchenpositionen
(a) nach Gl. (1.47) bei Simulation ohne Barostat bzw.
(b) nach Gl. (1.103) bei Simulation mit Barostat
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(Positionskomponenten bleiben stets nichtnegativ und kleiner als die jeweilige
Schachtella¨nge.)
4. teilweise Aktualisierung der Geschwindigkeiten
(a) nach Gl. (1.50) bei Simulation ohne Thermostat bzw.
(b) nach Gl. (1.93) ohne den zweiten Summanden zwischen den eckigen Klammern




movement“) der Teilchen im zweiten (2.) Schritt des Geschwindigkeits-
Verlet-Algorithmus sowie ggf. Ausschaltung der Schwerpunktsbewegung:
1. Vervollsta¨ndigung der Geschwindigkeitsaktualisierung nach Gl. (1.51)
2. Berechnung der (gesamten) kinetischen Energie in jeder Schachtel
3. Berechnung des Gesamtimpulses des Systems in jeder Schachtel mit den Komponen-
ten PXCM, PYCM und PZCM sowie der kinetischen Energie, die diesem Gesamt-




4. Wenn der Anteil der kinetischen Energie der Schwerpunktstranslation an der
gesamten kinetischen Energie in einer Schachtel den vom Benutzer definierten
Wert TOLCM erreicht (bzw. u¨berschreitet), wird die Schwerpunktsgeschwindigkeit





check“), ob das zu simulierende
”
Ensemble“ (also die Eingabeva-
riable ENSMBL) mit der vorliegenden Verteilung der Teilchen auf die beiden Simula-





constant“) gehalten werden soll (logische Variable VTOTCN
wahr) oder falls Teilchenu¨berfu¨hrungen (engl.
”
particle transfers“) versucht werden sol-
len (logische Variable TRANS wahr), obwohl eine Schachtel gerade keine Teilchen entha¨lt,
wird die Programmausfu¨hrung sofort beendet.
Das Unterprogramm CHECKB
U¨berpru¨fen der Schachtella¨nge(n) [engl.
”
checking the box length(s)“]: Wenn die ak-
tuelle La¨nge einer nichtleeren Simulationsschachtel die doppelte Wechselwirkungsgrenze
unterschreitet, wird die Programmausfu¨hrung abgebrochen.




calculation“) des Volumens, der Energie, der momentanen Tempera-
tur und des momentanen Drucks fu¨r beide Simulationsschachteln:
• Kontinuumskorrektur zur potentiellen Energie gema¨ß Gl. (1.206)
• momentane Temperatur nach Gl. (1.72)
• momentane Werte fu¨r den idealen Druck und den direkt berechneten Anteil des
Exzeßdrucks gema¨ß Gl. (1.79)
• Kontinuumskorrektur zum Exzeßdruck nach Gl. (1.207)
Das Unterprogramm FORCES
Berechnung der potentiellen Energie, des in Gl. (1.79) in geschweiften Klammern
eingeschlossenen Terms und der Kra¨fte (engl.
”
forces“) durch Aufruf verschiede-
ner Unterprogramme zur Behandlung der Netzwerkbindungen und der Lennard-Jones-
Wechselwirkungen (siehe Kommentare im Quelltext)
Das Unterprogramm NETBON
Berechnung des aus den Netzwerkbindungen (engl.
”
network bonds“) resultierenden An-
teils der folgenden Gro¨ßen:
• der potentiellen Energie nach Gl. (1.30)
• des in Gl. (1.79) in geschweiften Klammern eingeschlossenen Terms mit Hilfe von
Gl. (1.81)




check“), ob die zur Behandlung der Lennard-Jones-Wechselwir-
kungen (in jeder nichtleeren Schachtel) eingesetzte verbesserte Verlet-Nachbarschaftsli-
ste (engl.
”
list“) zu erneuern ist; siehe Abschnitt 1.4.6, insbesondere die Gl.en (1.106)
und (1.107)
Das Unterprogramm MAKELI
Dieses Unterprogramm dient dazu, die in Abschnitt 1.4.6 vorgestellte Verlet-Nachbar-
schaftsliste fu¨r eine der beiden Simulationsschachteln aufzustellen (engl.
”
to make the
list“). Welche Daten bei der Listenerzeugung in den einzelnen Feldern LIST, INDEX
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und NEIGHB abgespeichert werden, wird im Unterabschnitt
”
Globale Variablen“ des
Abschnitts C.3 beschrieben (vgl. auch Kommentar im Quelltext).
Struktur des Unterprogramms MAKELI:
1. Berechnung des Listenkugelradius rlist nach Gl. (1.108); rlist
2 = RLSTSQ
2. Eine Liste aller in der betreffenden Simulationsschachtel enthaltenen Teilchen wird
erzeugt und im Feld LIST abgespeichert.
3. Doppelschleife u¨ber Zeilenpaare (ILIST,JLIST) des zweidimensionalen Feldes LIST
bzw. u¨ber Teilchenpaare (I,J) mit I< J:
Falls der Abstand der Teilchen I und J den Listenkugelradius rlist nicht u¨berschreitet
und falls die Teilchen I und J nicht als Netzwerkteilchen direkt miteinander verbun-
den sind (logische Variable BONDED falsch), wird das Teilchen J als ein Nachbar
des Teilchens I identifiziert und in das Feld NEIGHB geschrieben. Die Eintra¨ge in
das Feld INDEX basieren auf den Za¨hlern INBR und NUMNBR.
4. Wenn die Anzahl aller identifizierten Nachbarpaare die maximal erlaubte Zahl
MAXNBR (Feldweite!) u¨berschreitet (und das Programm trotzdem nicht bei der
Abarbeitung der Doppelschleife abstu¨rzt), wird die Ausfu¨hrung des Programms nach
Ausgabe einer Fehlermeldung beendet.
5. Sicherung der aktuellen La¨nge der betreffenden Simulationsschachtel und der aktu-
ellen Position aller Teilchen in dieser Schachtel in den Feldern BOXLST, RXLIST,
RYLIST und RZLIST
Das Unterprogramm LENJON
Der aus den Lennard-Jones-Wechselwirkungen resultierende und direkt berechnete Anteil
verschiedener Gro¨ßen wird wie folgt erhalten:
• der Anteil an der potentiellen Energie nach Gl. (1.7) [wegen der Wechselwirkungs-
begrenzung genauer: nach Gl. (1.10)] mit anschließender Summation u¨ber alle dis-
kreten Teilchenpaare (i, j) mit j > i [entsprechend Gl. (1.2) bzw. (1.3)],
• der Anteil an dem in Gl. (1.79) in geschweiften Klammern eingeschlossenen Term
mit Hilfe von Gl. (1.80) sowie
• der Anteil an den Kra¨ften nach Gl. (1.8) mit nachfolgender Summierung u¨ber alle
anderen Teilchen innerhalb der jeweiligen Wechselwirkungskugel.
Bei einer Ausfu¨hrung des Unterprogramms LENJON werden die Lennard-Jones-
Wechselwirkungen in beiden Schachteln (falls nichtleer) behandelt. Und bei den Berech-
nungen mit der Verlet-Nachbarschaftsliste wird ausgenutzt, daß die Nachbarteilchen J
eines Teilchens I in der Liste nach Teilchensorten geordnet sind. Deshalb werden die o. a.
Gro¨ßen nicht in der u¨blichen Doppelschleife, sondern in einer Vierfachschleife berechnet.
Die Schleifen laufen (von außen nach innen)
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• u¨ber die beiden Schachteln IBOX,
• u¨ber die Zeilen ILIST der Matrix LIST bzw. u¨ber die Teilchen I in der Schachtel
IBOX,
• u¨ber die Teilchensorten JTYP der Nachbarn des Teilchens I und
• u¨ber einige Zeilen JNBR der Matrix NEIGHB bzw. u¨ber die dem Teilchen I benach-
barten Teilchen J der Sorte JTYP
(Felder LIST und NEIGHB im Unterabschnitt
”










d. h. Abspeicherung des momentanen mechanischen Zustandes des simulierten Systems in
einer der beiden (in Abschnitt C.2 behandelten) Konfigurationsdateien
Das Unterprogramm CALCCP
Berechnung chemischer Potentiale (engl.
”
calculating chemical potentials“) und der an-
deren in der Datei fu¨r chemische Potentiale etc. abgespeicherten Gro¨ßen (siehe Ab-
schnitt C.2); chemisches Exzeßpotential mit der Testteilcheneinsetzungsmethode nach
Widom bestimmt (siehe Abschnitt 1.5.3).
Struktur des Unterprogramms CALCCP mit Erla¨uterungen (u. a. wichtiger Variablen):
1. Akkumulation der Anzahlen beru¨cksichtigter Konfigurationen, der Volumina und
der (momentanen) Temperaturen (siehe
”
Akkumulatoren zur Berechnung chemi-
scher Potentiale“ auf S. 319)
2. Fu¨r jede Simulationsschachtel wird eine eigene Teilchenliste erzeugt und in einer
Spalte der (MAXATM×2)-Matrix LIST abgespeichert. Die lokale Variable LIST ist
identisch mit der gleichnamigen globalen Variablen, aber auf den COMMON-Block
LISTS wird in diesem Unterprogramm nicht zugegriffen.
3. Der Za¨hler im Argument des Logarithmus der Gl. (1.148) zur Bestimmung des che-
mischen Exzeßpotentials nach Widom, also der Term (C.1), wird in jeder nichtleeren
Schachtel fu¨r alle vorhandenen Fluidteilchensorten akkumuliert, und zwar sowohl
u¨ber den aktuellen MD-Teillauf als auch zwischen unmittelbar aufeinanderfolgen-
den Ausgaben chemischer Potentiale etc.
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• Wenn der Abstand zwischen einem Geisterteilchen und einem einzigen rea-
len Teilchen das 0,7fache des zugeho¨rigen Lennard-Jones-Abstandsparameters
unterschreitet, so wird die Wechselwirkungsberechnung vorzeitig abgebrochen,
weil dieses Geisterteilchen wegen der starken Abstoßung einen extrem großen
Beitrag zur Wechselwirkungsenergie ULJ [vgl. Gl. (1.7)] und folglich keinen si-
gnifikanten Beitrag zum Boltzmann-Term FACTOR liefert (Fehlervermeidung,
Rechenzeitersparnis).
• reelle Variable NUMERA = der u¨ber alle Testteilcheneinsetzungen in eine ein-
zige Konfiguration gemittelte Term (C.1) [engl.
”
numerator“ = Za¨hler]
4. Berechnung einiger u¨ber den aktuellen MD-Teillauf gemittelter Gro¨ßen und daraus
der akkumulierten chemischen Potentiale:
(a) ideales chemisches Potential nach Gl. (1.151),
(b) direkt berechneter Anteil des chemischen Exzeßpotentials nach Gl. (1.148),
(c) Kontinuumskorrektur zum chemischen Exzeßpotential nach Gl. (1.208),
(d) (gesamtes) chemisches Potential durch Summation
(alle Terme gleich null, falls die betreffende Teilchensorte in der betreffenden Schach-
tel fehlt)
5. Berechnung einiger seit der letzten Ausgabe chemischer Potentiale etc. gemittelter
Gro¨ßen
Das Unterprogramm TRANSF
Zum Austausch der Teilchen zwischen den beiden Simulationsschachteln dient der Teil-
chenu¨berfu¨hrungsschritt (engl.
”
particle transfer step“) der in Abschnitt 1.6.1 be-
schriebenen Gibbs-Ensemble–Monte-Carlo–Methode. Nach einigen Initialisierungen wird
die Hauptschleife einmal fu¨r jeden einzelnen Teilchentransferversuch, also insgesamt
NTRANS-mal durchlaufen.
Ein U¨berfu¨hrungsversuch besteht (nicht nur bei Netzwerkquellungssimulationen) aus den
in Abschnitt 1.6.2 auf S. 90 angegebenen fu¨nf Schritten:
1. Zufallswahl der U¨berfu¨hrungsrichtung:
• IBOXRM = Schachtel (engl.
”




• IBOXAD = Schachtel Bad zur Hinzufu¨gung (engl.
”
addition“) eines Teilchens;
2. Zufallswahl der Sorte ITYP des zu u¨berfu¨hrenden Teilchens in einem System mit
zwei Fluiden (erstes Fluid mit Wahrscheinlichkeit PTRNS1 gewa¨hlt);
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3. Zufallswahl einer Teilcheneinsetzungsposition in der Schachtel IBOXAD sowie Be-
rechnung der Beitra¨ge ULJAD und ULRCAD zur A¨nderung ∆Uad der potentiellen
Energie infolge der eventuellen Teilcheneinsetzung:
• RXIAD, RYIAD, RZIAD = Komponenten der gleichverteilt zufa¨llig gewa¨hlten
Einsetzungsposition,
• ULJAD = direkt, also durch Summation der Terme nach Gl. (1.7) berechne-
ter Anteil der Lennard-Jones-Wechselwirkung zwischen dem (versuchsweise)
eingesetzten und allen bereits vorhandenen Teilchen,
• ULRCAD = nach Gl. (1.208) berechnete Langreichweitekorrektur (engl.
”
long-
range correction“) zur LJ-Wechselwirkung zwischen dem eingesetzten und den
bereits vorhandenen Teilchen;
4. Zufallswahl eines aus der Schachtel IBOXRM ggf. zu entfernenden Teilchens sowie
Berechnung der negativen Beitra¨ge ULJRM und ULRCRM zur A¨nderung ∆U rm
der potentiellen Energie infolge der Teilchenentfernung:
• IRM = Nummer des ggf. zu entfernenden Teilchens (des NRM-ten Teilchens
der Sorte ITYP in der Schachtel IBOXRM),
• ULJRM = direkt, also durch Summation der Terme nach Gl. (1.7) berechneter
Anteil der Lennard-Jones-Wechselwirkung zwischen dem ggf. zu entfernenden
und allen anderen Teilchen,
• ULRCRM = nach Gl. (1.208) berechnete Langreichweitekorrektur (engl.
”
long-
range correction“) zur LJ-Wechselwirkung zwischen dem zu entfernenden und
allen anderen Teilchen;
5. Berechnung der Akzeptanzwahrscheinlichkeit PTRANS der Teilchenu¨berfu¨hrung
nach Gl. (1.163) und zufa¨llige Durchfu¨hrung des Teilchentransfers.
Die Schritte 3 bis 5 dieses Schemas werden nur ausgefu¨hrt, wenn die Teilchenentfernungs-
schachtel IBOXRM vor dem Transferversuch mindestens ein Teilchen der Sorte ITYP
entha¨lt. Falls der Abstand zwischen der im 3. Schritt gewa¨hlten Einsetzungsposition
und einem einzigen schon in der Schachtel IBOXAD enthaltenen Teilchen das 0,7fa-
che des zugeho¨rigen Lennard-Jones-Abstandsparameters unterschreitet, wird der Teil-
chenu¨berfu¨hrungsversuch bereits im 3. Schritt abgebrochen, weil der Beitrag dieser ein-
zelnen LJ-Wechselwirkung zu ULJAD wegen der a¨ußerst starken Abstoßung extrem groß
und folglich die Akzeptanzwahrscheinlichkeit PTRANS vernachla¨ssigbar klein wird.
Nach Abarbeitung der Hauptschleife werden Akzeptanzwahrscheinlichkeiten bestimmt
und einige Daten in die Teilchenu¨berfu¨hrungsdatei (siehe Abschnitt C.2) geschrieben.
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C.5 Kompilieren des Programms MD MC.f
Das Programm MD MC.f ist im wesentlichen in FORTRAN 77 geschrieben. In diesem
Programm befinden sich jedoch auch einige Fortran-90-Strukturen, die zwar nicht im
FORTRAN-77-Standard enthalten sind, aber von modernen FORTRAN-77-Compilern
problemlos verarbeitet werden. So werden in dem Programm z. B. Kleinbuchstaben (neben
Großbuchstaben), einige wenige Variablennamen aus mehr als sechs (bis zu neun) Zeichen
und das Ausrufezeichen zur Einleitung eines Kommentars innerhalb einer Zeile verwendet.
Zum Kompilieren des Programms MD MC.f sind die beiden folgenden Punkte besonders
zu beachten. Zum einen mu¨ssen die beiden Konstanten MAXATM und MAXNBR, mit
denen Feldweiten definiert werden (siehe Abschnitt C.3), bei Simulation großer Systeme
hinreichend groß (und in allen Unterprogrammen, in denen sie auftreten, gleich groß)
gewa¨hlt werden. Und zum anderen beno¨tigt das FUNCTION-Unterprogramm RANNUM
einen als Bibliotheksprogramm bereitzustellenden Zufallszahlengenerator, der zwischen
null und eins gleichverteilte Zufallszahlen erzeugt, so daß dieses Unterprogramm an die
jeweilige Programmierumgebung (Computer, Compiler) angepaßt werden muß.
Anhang D
Inhalt der beigefu¨gten CD
In der gedruckten Version dieser Arbeit befindet sich eine CD mit zusa¨tzlichen Informatio-
nen, die in der Internetvero¨ffentlichung nicht enthalten sind.1 Im Verzeichnis Dissertation
befinden sich der LATEX-Quelltext (doktorarbeit.tex, doktorarbeit.bib) und alle Abbildun-
gen (im Encapsulated-PostScript-Format) der vorliegenden Arbeit. Der Quelltext des in
Anhang C beschriebenen Programms MD MC.f ist im Verzeichnis Programm zu finden.
Das Verzeichnis Literatur entha¨lt neben einigen Textdateien mit Schlagwortkombinatio-
nen, die fu¨r Literaturrecherchen benutzt worden sind, eine kommentierte Literaturliste,
die sowohl als Textdatei als auch im PostScript- und PDF-Format vorliegt.
Die Literaturliste umfaßt nicht nur viele der in dieser Arbeit zitierten Literaturstellen,
sondern auch zahlreiche weitere. Viele Exzerpte sind mit Blick auf spezielle Fragestellun-
gen verfaßt worden, so daß sie keine Zusammenfassung des jeweiligen Textes darstellen.
Auch stimmt die Einscha¨tzung der Relevanz zur Zeit der Exzerpterstellung ha¨ufig nicht
mit der Relevanz des Textes fu¨r die vorliegende Arbeit u¨berein. Jedoch kann die Litera-
turliste als Ausgangspunkt fu¨r weitere Literaturrecherchen dienen. Im folgenden werden
der Inhalt und die Gliederung der Liste kurz skizziert. Der erste Teil umfaßt Vero¨ffent-
lichungen zu methodischen (und theoretischen) Grundlagen von Simulationen, z. B. zum
AMBER-Programmpaket und -Kraftfeld, zur Behandlung langreichweitiger elektrostati-
scher Wechselwirkungen (Ewald-Summation etc.) und polarisierbarer Modelle (Ladungs-
gleichgewichtsmodell usw.), zur Berechnung chemischer Exzeßpotentiale, zum Einsatz von
Thermostaten und zu Monte-Carlo-Simulationen. Arbeiten, in denen (reines) Wasser klas-
sisch simuliert, quantenmechanisch gerechnet bzw. simuliert oder experimentell unter-
sucht wird, werden im zweiten Teil der Literaturliste aufgefu¨hrt. Der dritte Teil entha¨lt
die Behandlung einiger (homogener) Elektrolytlo¨sungen (insbesondere wa¨ßriger Koch-
salzlo¨sungen) mittels klassischer Simulation bzw. Integralgleichungstheorie, aber auch
wenige experimentelle Arbeiten zur Struktur und Dynamik von Elektrolyten. Im vier-
ten bis fu¨nfzehnten Teil werden verschiedene heterogene Systeme abgehandelt. Wasser
bzw. wa¨ßrige Elektrolytlo¨sungen an festen Natriumchloridoberfla¨chen werden im vier-
ten Teil und solche Flu¨ssigkeiten an anderen mineralischen Oberfla¨chen im fu¨nften Teil
1Der Inhalt der CD kann bei Prof. Dr. R. Hentschke [Bergische Universita¨t Wuppertal, Fachbereich C
(Mathematik und Naturwissenschaften), D-42097 Wuppertal; E-Mail: hentschk@uni-wuppertal.de] ange-
fordert werden.
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betrachtet, wobei neben klassischen Simulationen der Flu¨ssigkeits-Salz-Grenzfla¨che auch
andere theoretische Ansa¨tze (z. B. quantenmechanische Rechnungen) und experimentelle
Arbeiten (z. B. zur Wasseradsorption auf einer NaCl-Oberfla¨che oder zu NaCl-Partikeln
in gesa¨ttigter Lo¨sung) beru¨cksichtigt werden. Der sechste Teil umfaßt Arbeiten zur Si-
mulation verschiedener Flu¨ssigkeiten (z. B. Wasser, Elektrolyte) an metallischen (und
a¨hnlichen) Oberfla¨chen ohne bzw. mit Elektronenu¨bergang an der Grenzfla¨che, zur Be-
handlung solcher Systeme mittels Integralgleichungs- bzw. Dichtefunktionaltheorie und
zu Experimenten an einer Flu¨ssigkeits-Metall-Grenzfla¨che. Wasser und wa¨ßrige Elektro-
lyte, die mit Polymeren, mit weiteren Phasen (z. B. einem Vakuum) oder gleichzeitig mit
mehreren anderen Phasen in Kontakt stehen, werden im siebten und achten Teil der Li-
teraturliste betrachtet. Im neunten Teil folgen massenspektroskopische Experimente an
wasserfreien Mineraloberfla¨chen im Vakuum. Einige Vero¨ffentlichungen zur experimen-
tellen Untersuchung von Klebeverbindungen werden im zehnten Teil aufgefu¨hrt, wobei
insbesondere das Verkleben metallischer bzw. legierter Festko¨rper betrachtet wird. Im
elften Teil sind experimentelle Arbeiten zu beschichteten Substraten, vor allem zu Metal-
len bzw. Legierungen, die mit Polymeren oder Klebstoffen u¨berzogen werden, zu finden.
Sowohl im zehnten als auch im elften Teil liegt der Schwerpunkt bei den Metallen und
Legierungen auf Eisen, Stahl, Aluminium und Al-Legierungen. Der zwo¨lfte Teil entha¨lt
theoretische und experimentelle Arbeiten zur Wechselwirkung von Polymeren und klei-
neren organischen Moleku¨len mit Metallen bzw. Metalloxiden im Vakuum. Theoretische
und experimentelle Beitra¨ge zur Behandlung von Grenzfla¨chen verschiedener kondensier-
ter Phasen und von polymerhaltigen, fast bzw. urspru¨nglich homogenen Systemen werden
im dreizehnten und vierzehnten Teil angegeben. Im fu¨nfzehnten Teil sind experimentelle
Untersuchungen der (passivierenden) Oxidschicht auf verschiedenen Metallen zu finden.
Die theoretische Behandlung, insbesondere die Simulation, homogener und heterogener
Systeme aus Lennard-Jones- und anderen Teilchen wird im sechzehnten Teil der Litera-
turliste abgehandelt, wobei hauptsa¨chlich Phasengleichgewichte von Reinstoffen und Mi-
schungen, aber z. B. auch Mischungen in Spalten bzw. Poren betrachtet werden. Die im
siebzehnten Teil aufgefu¨hrten Arbeiten befassen sich mit Membranverfahren, die u. a. zur
Stofftrennung eingesetzt werden, und die diesen Verfahren zugrundeliegende Permeation.
Vero¨ffentlichungen zur Simulation und alternativen theoretischen Behandlung trockener
Netzwerke, Arbeiten zur Simulation insbesondere grober Modelle fu¨r die Quellung von
neutralen und Polyelektrolytgelen durch implizite bzw. explizite Lo¨sungsmittel sowie ex-
perimentelle Untersuchungen zur Netzwerkquellung sind im achtzehnten Teil zu finden.
Der letzte (neunzehnte) Teil der Literaturliste umfaßt sonstige Arbeiten, die in keine der
vorgenannten Kategorien fallen.
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