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The main aim of this note is to construct topological conjugacies
between linear nonautonomous contractions with discrete time. As
a consequence, we obtain topological conjugacies between linear
and nonlinear nonautonomous contractions. We consider the gen-
eral case of linear contractions with respect to arbitrary growth
rates e−cρ(m). This includes the usual exponential contractions with
ρ(m) = m as a very special case. We also consider the case of con-
tractions that are not uniformly stable. In addition, we show that all
conjugacies are locally Hölder outside the origin, and locally Hölder
everywhere for a large class of growth rates ρ(m).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Ourmain objective is to construct topological conjugacies between linear nonautonomous contrac-
tions with discrete time. As a consequence, we obtain topological conjugacies between linear and
nonlinear nonautonomous contractions. More precisely, in the linear case, given sequences of lin-
ear operators Am, Aˆm : X → X for m ∈ Z (that define two nonautonomous dynamics), we look for
homeomorphisms hm : X → X such that
hm+1 ◦ Am = Aˆm ◦ hm, m ∈ Z,
with the property that if A, Aˆ : X → X are linear operators such that
Am = A and Aˆm = Aˆ, m ∈ Z,
then there is a homeomorphism h : X → X such that hm = h form ∈ Z. We consider the general case
of nonuniform contractions, for which the stability is not necessarily uniform. We also consider the
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general case of contractions with respect to arbitrary growth rates e−cρ(m), thus including the usual
exponential contractions with ρ(m) = m as a very special case.
Wenote that for an asymptotically stable linear dynamicswithout exponential decay, itmayhappen
for example that all Lyapunov exponents are infinite or that all Lyapunov exponents are zero. In such
a situation, one is not able to apply the so-called regularity theory of Lyapunov (see [1] for details) to
estimate the decay of the contraction, including its nonuniform behavior, in terms of the Lyapunov
exponents, and we need new approaches.
Nevertheless, we show here that for arbitrary growth rates e−cρ(m) we may still construct topo-
logical conjugacies between linear and nonlinear contractions. Namely, we construct as explicitly as
possible topological conjugacies between nonuniform exponential contractions with rates of decay
given by an arbitrary sequence ρ(m). In addition, we show that all conjugacies are locally Hölder out-
side the origin, and locally Hölder everywhere for a large class of growth rates ρ(m). The approach is
partially based in ourwork [3].More precisely, the construction of conjugacies between linear contrac-
tions is analogous to that in [3]. This causes that the purely algebraic aspects are identical. On the other
hand, the consideration of arbitrary growth rates forced us to use different Lyapunov norms, defined
in terms of a supremum instead of a series, thus causing that most arguments and computations had
to be changed (to be precise, we refer to [3] only for the proof of Lemma 4, in order to avoid repeating
the somewhat straightforward computations).
We also apply a nonuniform version of the Grobman–Hartman theorem established in [4] to con-
struct topological conjugacies between linear andnonlinear nonuniformexponential contractions. The
original references for the Grobman–Hartman theorem are Grobman [5,6] and Hartman [7,8]. It was
extended to Banach spaces by Palis [9] and Pugh [10]. We emphasize that in general the conjugacies in
the theorem are only Hölder continuous. To the best of our knowledge, the first nonuniform version
of the Grobman–Hartman theorem was established in [2].
2. Conjugacies between linear contractions
We construct in this section conjugacies between two linear dynamics. Let B(X) be the space
of bounded linear operators in the Banach space X , and let J ⊂ B(X) be the open set of invertible
operators. Given a sequence (Am)m∈Z in J, we set
A(m, n) =
⎧⎪⎨
⎪⎩
Am−1 · · · An, m > n,
Id, m = n,
A−1m · · · A−1n−1, m < n.
(1)
We also consider an increasing function ρ : Z → Rwith ρ(−m) = −ρ(m) for eachm ∈ Z, such that
ρ(m) → +∞ when m → +∞. We say that the sequence (Am)m∈Z admits a strong ρ-nonuniform
exponential contraction if there exist constants b ≥ a > 0, ε ≥ 0 and D > 0 such that for eachm ≥ n
we have
‖A(m, n)‖ ≤ De−a(ρ(m)−ρ(n))+ε|ρ(n)|,
‖A(n,m)‖ ≤ Deb(ρ(m)−ρ(n))+ε|ρ(m)|. (2)
The following is our main result on conjugacies between exponential contractions defined by two
sequences (Am)m∈Z and (Aˆm)m∈Z. Without loss of generality we always take for the two sequences
the same constants a, b, ε and D in (2). We also write Am ∼ Aˆm when Am and Aˆm are in the same
connected component of J.
Theorem 1. Let (Am)m∈Z and (Aˆm)m∈Z be sequences in J admitting strong ρ-nonuniform exponential
contractions with a > ε, such that Am ∼ Aˆm for every m ∈ Z. Then there exist homeomorphisms
hm : X → X for m ∈ Z satisfying:
1.
hm+1 ◦ Am = Aˆm ◦ hm, m ∈ Z; (3)
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2. given linear operators A, Aˆ : X → X such that Am = A and Aˆm = Aˆ for every m ∈ Z, these
homeomorphisms hm are independent of m, that is, there exists h : X → X such that hm = h for
every m ∈ Z;
3. the maps hm and h
−1
m are locally Lipschitz outside zero, and if
γ := sup
m∈Z
[ρ(m) − ρ(m − 1)] < ∞, (4)
then they are locally Hölder with Hölder exponent
α = a − ε
b + ε . (5)
Proof. For eachm ∈ Z and x ∈ X we set
qm(x) = sup {‖A(k,m)x‖ea(ρ(k)−ρ(m)) : k ≥ m}.
It follows from (2) that
‖x‖ ≤ qm(x) ≤ Deε|ρ(m)|‖x‖. (6)
We obtain
qm−1(A(m − 1, n)x) = sup {‖A(k, n)x‖ea(ρ(k)−ρ(m−1)) : k ≥ m − 1}
≥ ea(ρ(m)−ρ(m−1)) sup {‖A(k, n)x‖ea(ρ(k)−ρ(m)) : k ≥ m}
= ea(ρ(m)−ρ(m−1))qm(A(m, n)x).
(7)
Since ρ is increasing, whenever x = 0 the sequence m → qm(A(m, n)x) is strictly decreasing.
Moreover, for eachm ≥ k we have
qm(A(m, n)x) ≤ e−a(ρ(m)−ρ(k))qk(A(k, n)x),
and hence, by (7),
qm(A(m, n)x) → 0 as m → +∞ (8)
and
qm(A(m, n)x) → +∞ as m → −∞. (9)
Now we consider the sets
Dm = {x ∈ X : qm(x) ≤ 1} and Rm = Dm\Am−1(Dm−1). (10)
By (8) and (9), for each n ∈ Z and x ∈ X\{0} there is a unique integerm ∈ Z such thatA(m, n)x ∈ Rm,
and we denote it by τn,x.
We also consider the function
qˆm(x) = sup {‖Aˆ(k,m)x‖ea(ρ(k)−ρ(m)) : k ≥ m},
where Aˆ(k,m) is defined as in (1) with each Al replaced by Aˆl , the sets
Dˆm = {x ∈ X : qˆm(x) ≤ 1} and Rˆm = Dˆm\Aˆm−1(Dˆm−1).
Now we start constructing the conjugacies. Set S= {x ∈ X : ‖x‖ = 1}. For eachm ∈ Zwe define
a map
um : [0, 1] × S→ Rm by um(t, x) = τm(t, x)x,
where
τm(t, x) = t
r(x)
+ 1 − t
s(x)
,
3090 L. Barreira, C. Valls / Linear Algebra and its Applications 436 (2012) 3087–3098
with
r(x) = qm(x) and s(x) = qm−1(A−1m−1x).
By (7) we have r(x) < s(x), and hence,
qm(um(t, x)) = t + (1 − t) r(x)
s(x)
≤ t + (1 − t) = 1.
Analogously,
qm−1
(
A
−1
m−1um(t, x)
)
= t s(x)
r(x)
+ 1 − t ≥ 1.
This shows that indeed um takes values inRm. We also define a map vm : Rm → [0, 1] × Sby
vm(y) =
(
(s(y) − 1)r(y)
s(y) − r(y) ,
y
‖y‖
)
. (11)
One can easily verify that the first component of vm(y) is in [0, 1], and a straightforward computation
shows that vm is the inverse of um.
Lemma 1. There is a continuous function Cm : (X\{0})2 → R such that
‖vm(x) − vm(y)‖ ≤ Cm(x, y)‖x − y‖
for every x, y ∈ Rm\{0}.
Proof of the lemma. We have
vm(x) − vm(y) =
(
G(x, y)
(s(y) − r(y))(s(x) − r(x)) ,
x
‖x‖ −
y
‖y‖
)
,
where
G(x, y) = (s(y) − r(y))(s(x) − 1)r(x) − (s(x) − r(x))(s(y) − 1)r(y)
= (r(x) − r(y))(s(x)s(y) − s(y)) − (s(x) − s(y))(r(x)r(y) − r(y)).
Therefore,
‖G(x, y)‖ ≤ |r(x) − r(y)| · |s(x) − 1|s(y) + |s(x) − s(y)| · |r(x) − 1|r(y). (12)
By (6) we obtain
r(x) − r(y) = sup {‖A(k,m)x‖ea(ρ(k)−ρ(m)) : k ≥ m}
− sup {‖A(k,m)y‖ea(ρ(k)−ρ(m)) : k ≥ m}
≤ sup {‖A(k,m)(x − y)‖ea(ρ(k)−ρ(m)) : k ≥ m}
= Deε|ρ(m)|‖x − y‖
(13)
and
s(x) − s(y) = sup {‖A(k,m)x‖ea(ρ(k)−ρ(m−1)) : k ≥ m − 1}
− sup {‖A(k,m)y‖ea(ρ(k)−ρ(m−1)) : k ≥ m − 1}
≤ sup {‖A(k,m)(x − y)‖ea(ρ(k)−ρ(m−1)) : k ≥ m − 1}
≤ Dea(ρ(m)−ρ(m−1))+ε|ρ(m)|‖x − y‖.
(14)
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It follows from (12) that
‖G(x, y)‖ ≤ Deε|ρ(m)|‖x − y‖ · |s(x) − 1|s(y)
+ Dea(ρ(m)−ρ(m−1))+ε|ρ(m)|‖x − y‖ · |r(x) − 1|r(y)
≤ D2ea(ρ(m)−ρ(m−1))+2ε|ρ(m)|‖y‖
×
(
Dea(ρ(m)−ρ(m−1))+ε|ρ(m)|‖x‖ + 1
)
‖x − y‖
+ D2ea(ρ(m)−ρ(m−1))+2ε|ρ(m)|‖y‖
(
Deε|ρ(m)|‖x‖ + 1
)
‖x − y‖
≤ D2ea(ρ(m)−ρ(m−1))+2ε|ρ(m)|‖y‖
×
(
Dea(ρ(m)−ρ(m−1))+ε|ρ(m)|‖x‖ + 1
)
‖x − y‖.
(15)
Furthermore,∣∣∣∣ x‖x‖ −
y
‖y‖
∣∣∣∣ =
∣∣∣∣x‖y‖ − y‖x‖‖x‖ · ‖y‖
∣∣∣∣
≤
∣∣x‖y‖ − y‖y‖ + y‖y‖ − y‖x‖∣∣
‖x‖ · ‖y‖
≤ 1‖x‖‖x − y‖ +
1
‖x‖
∣∣‖y‖ − ‖x‖∣∣ ≤ 2‖x‖‖x − y‖.
(16)
By (15) and (16) we can set
Cm(x, y) = D2ea(ρ(m)−ρ(m−1))+2ε|ρ(m)|‖y‖
(
Dea(ρ(m)−ρ(m−1))+ε|ρ(m)|‖x‖ + 1
)
× 1|s(y) − r(y)| · |s(x) − r(x)| +
2
‖x‖ .
This completes the proof of the lemma. 
Now, for eachm ∈ Zwe define
uˆm : [0, 1] × S→ Rˆm by uˆm(t, x) = τˆm(t, x)x, (17)
where
τˆm(t, x) = t
rˆ(x)
+ 1 − t
sˆ(x)
,
with
rˆ(x) = qˆm(x) and sˆ(x) = qˆm−1
(
Aˆ
−1
m−1x
)
.
Again each map uˆm is invertible.
Lemma 2. There are continuous functions Dm, Em : S× S→ R such that
‖uˆm(t, x) − uˆm(s, y)‖ ≤ Dm(x, y)|t − s| + Em(x, y)‖x − y‖
for every t, s ∈ [0, 1] and x, y ∈ S.
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Proof of the lemma. We have
‖uˆm(t, x) − uˆm(s, y)‖ ≤ ‖uˆm(t, x) − uˆm(t, y)‖ + ‖uˆm(t, y) − uˆm(s, y)‖
≤ τˆm(t, x)‖x − y‖ + |τˆm(t, x) − τˆm(t, y)| · ‖y‖
+ |τˆm(t, y) − τˆm(s, y)| · ‖y‖.
By (2) and (6) we obtain
sˆ(x) ≥ ‖Aˆ−1m−1‖ ≥ ‖Aˆ(m,m − 1)‖−1‖x‖
≥ 1
D
ea(ρ(m)−ρ(m−1))−ε|ρ(m−1)|‖x‖.
Using again (6), since ‖x‖ = 1 this implies that
τˆm(t, x) = t
rˆ(x)
+ 1 − t
sˆ(x)
≤ t + (1 − t)De−a(ρ(m)−ρ(m−1))+ε|ρ(m−1)|
≤ 1 + De−a(ρ(m)−ρ(m−1))+ε|ρ(m−1)|.
(18)
Furthermore,
|τˆm(t, x) − τˆm(t, y)| ≤ t
rˆ(x)rˆ(y)
|rˆ(y) − rˆ(x)| + 1 − t
sˆ(x)sˆ(y)
|sˆ(y) − sˆ(x)|.
Proceeding as in (13) and (14) we obtain
|τˆm(t, x) − τˆm(t, y)| ≤ Deε|ρ(m)|‖x − y‖
+ D3e−3a(ρ(m)−ρ(m−1))+2ε|ρ(m−1)|+ε|ρ(m)|‖x − y‖. (19)
On the other hand, proceeding as in (18) we obtain
|τˆm(t, y) − τˆm(s, y)| ≤
(
1
rˆ(y)
+ 1
sˆ(y)
)
|t − s|
≤
(
1 + De−a(ρ(m)−ρ(m−1))+ε|ρ(m−1)|
)
|t − s|.
(20)
The desired statement follows now readily from (18)–(20). 
SinceAm and Aˆm are in the sameconnected component of J, there is a Lipschitz curveγm : [0, 1] → J
such that γm(0) = Aˆm and γm(1) = Am. We define a map Hm+1 : [0, 1] × S→ [0, 1] × Sby
Hm+1(t, x) =
(
t,
γm(t)A
−1
m x
‖γm(t)A−1m x‖
)
, (21)
and a map Gm+1 : [0, 1] × S→ [0, 1] × Sby
Gm+1(t, y) =
(
t,
Amγm(t)
−1y
‖Amγm(t)−1y‖
)
.
Notice that Gm is the inverse of Hm. Indeed, given (t, y) ∈ [0, 1] × Swe have
(Hm ◦ Gm)(t, y) =
(
t,
y
‖y‖
)
= (t, y).
The following statement follows easily from the definitions.
Lemma 3. There are continuous functions D′m, E′m : S× S→ R such that
‖Hm(t, x) − Hm(s, y)‖ ≤ D′m(x, y)‖x − y‖ + E′m(x, y)|t − s|
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for every t, s ∈ [0, 1] and x, y ∈ S.
Now we define maps zm : Rm → Rˆm by
zm = uˆm ◦ Hm ◦ u−1m .
We can easily verify that each map zm has a continuous extension to the closure of Rm. Without loss
of generality we continue to denote it by zm. Moreover, the extension takes the closure ofRm onto the
closure of Rˆm.
Lemma 4. The map zm is locally Lipschitz inRm.
Proof of the lemma. This is immediate from Lemmas 1, 2 and 3. 
We have also the following statement (see Lemma 5 in [3]), where we have set Sm = {x ∈ X :
qm(x) = 1}.
Lemma 5. We have zm+1(Amx) = Aˆmzm(x) whenever x ∈ Sm.
We define a map hm : X → X for eachm ∈ Z by
hm(x) =
{
Aˆ(m, τm,x)zτm,x(A(τm,x,m)x) if x = 0,
0 if x = 0, (22)
where τ = τm,x is the unique integer for whichA(τ,m)x ∈ Rτ . Due to Lemma 5 and the invertibility
of the maps um, uˆm, and Hm, we have the following statement.
Lemma 6. The maps hm are invertible and satisfy (3).
Now we study the regularity of the maps hm.
Lemma 7. For eachm ∈ Z, if γ < ∞, then there is a constant C = Cm > 0 such that ‖hm(x)‖ ≤ C‖x‖α
for all sufficiently small x, with α as in (5).
Proof of the lemma. By (6), for a fixed m and any x sufficiently close to zero we have τm,x < m, and
τm,x → −∞ when x → 0. Let τ = τm,x and y = zτ (A(τ,m)x). We have qˆτ (y) ≤ 1, and it follows
from (6) that
‖hm(x)‖ ≤ ‖Aˆ(m, τ )‖ · ‖y‖ ≤ ‖Aˆ(m, τ )‖qˆτ (y)
≤ De−a(ρ(m)−ρ(τ))+ε|ρ(τ)| ≤ De−(a−ε)(ρ(m)−ρ(τ))+ε|ρ(m)|. (23)
By (6), when x = 0 we have
1 < qτ−1(A(τ − 1,m)x) ≤ Deε|ρ(τ−1)|‖A(τ − 1,m)x‖.
Using (2) we obtain
1 < Deε|ρ(τ−1)|eb(ρ(m)−ρ(τ−1))+ε|ρ(m)|‖x‖
≤ De(b+ε)(ρ(m)−ρ(τ−1))+2ε|ρ(m)|‖x‖,
which yields
eρ(m)−ρ(τ) ≥ e−γ eρ(m)−ρ(τ−1) ≥ e−γ
(
1
De2ε|ρ(m)|‖x‖
)1/(b+ε)
.
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By (23) we finally obtain
‖hm(x)‖ ≤ Deε|ρ(m)|eγ (a−ε)
(
De2ε|ρ(m)|
)(a−ε)/(b+ε) ‖x‖(a−ε)/(b+ε).
This completes the proof of the lemma. 
The following statement is an immediate consequence of Lemmas 4 and 7.
Lemma 8. For each m ∈ Z the function hm is locally Lipschitz outside zero, and if γ < ∞, then it is
locally Hölder with Hölder exponent as in (5).
Nowwe complete the proof of the theorem. It follows from Lemmas 6 and 8 that there are homeo-
morphisms hm satisfying (3). The regularity properties of hm follow also from Lemma 8. Interchanging
in the proofs the roles of the matrices Am and Aˆm, we find that h
−1
m = gm has also the properties in
Lemma 8.
To establish property 2 assume thatAm = A and Aˆm = Aˆ for everym ∈ Z and some linear operators
A and Aˆ. Choosing the curves γm : [0, 1] → J independent ofm, it follows from (22) that for x = 0,
hm(x) = (Aˆm−τ ◦ uˆτ ◦ Hτ ◦ vτ ◦ Aτ−m)(x), (24)
where τ = τm,x is determined by Aτ−mx ∈ Rτ . Furthermore, by (17), (21), and (11), the maps uˆτ , Hτ ,
and vτ are independent of τ . Moreover, by (10),Rτ is also independent of τ , and thus τ −m = τm,x−τ
is independent ofm. It follows readily from (24) that hm(x) is independent ofm. 
3. Conjugacies between linear and nonlinear dynamics
To obtain conjugacies between two arbitrary systems, either linear or nonlinear, we first recall a
nonuniform version of the classical Grobman–Hartman theorem. Consider:
1. a sequence (Am)m∈Z in J admitting a strong ρ-nonuniform exponential contraction;
2. maps fm : X → X form ∈ Z such that for some constants δ > 0 and σ < awe have
‖fm(x)‖ ≤ δe−ε|ρ(m+1)| (25)
and
‖fm(x) − fm(y)‖ ≤ δe−3ε|ρ(m+1)|e(b+σ)(ρ(m+1)−ρ(m))‖x − y‖ (26)
for everym ∈ Z and x, y ∈ X , with the same constants as in (2).
We also introduce the norms
‖x‖m =
∑
k≥m
‖A(k,m)‖e(a−σ)(ρ(k)−ρ(m)).
Proposition 1 [4]. If the sequence (Am)m∈Z admits a strong ρ-nonuniform exponential contraction, and
(25), (26) hold with δ sufficiently small, then:
1. there exist unique homeomorphisms hm : X → X, m ∈ Z satisfying
hm+1 ◦ Am = (Am + fm) ◦ hm, m ∈ Z
and
sup
m∈Z
sup
x∈X
‖hm(x) − x‖m < ∞;
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2. if there exist maps A ∈ B(X) and f : X → X such that
Am = A and fm = f for each m ∈ Z,
then there is a homeomorphism h : X → X with hm = h for m ∈ Z;
3. for each α ∈ (0, a/b), there exists K > 0 such that
‖hm(x) − hm(y)‖ ≤ Keεα|ρ(m)|‖x − y‖α,
and
‖h−1m (x) − h−1m (y)‖ ≤ Keεα|ρ(m)|‖x − y‖α
for every m ∈ Z and x, y ∈ X with ‖x − y‖ ≤ e−ε|ρ(m)|.
The following statement is now an immediate consequence of Theorem 1 and Proposition 1.
Theorem 2. Let (Am)m∈Z and (Aˆm)m∈Z be sequences in J admitting ρ-strong nonuniform exponential
contractions with a > ε, such that Am and Aˆm are in the same connected component of J for every m ∈ Z.
Given maps fm, fˆm : X → X, m ∈ Z satisfying (25), (26), also with fm replaced by fˆm, if δ is sufficiently
small, then there exist homeomorphisms hm : X → X for m ∈ Z satisfying
hm+1 ◦ (Am + fm) = (Aˆm + fˆm) ◦ hm, m ∈ Z.
The maps hm and h
−1
m in Theorem 2 are locally Hölder outside the origin, and if γ < ∞ (see (4)),
then they are locally Hölder everywhere.
4. Dependence on the linear operators
We describe in this section how the functions hm given by Theorem 1 vary with the operators
Aˆ(m, n) and A(m, n) in the particular case when ρ(m) = m. We assume that (Am)m∈Z, (Bm)m∈Z,
(Aˆm)m∈Z, and (Bˆm)m∈Z are sequences in J admitting strong nonuniform exponential contractions (that
is, strong ρ-nonuniform exponential contractions with ρ(m) = m for each m ∈ Z). Again, without
loss of generality we can take for the four sequences the same constants a, b, ε and D in (2).
Let (hm)m∈Z and (gm)m∈Z be the sequences of homeomorphisms in Theorem 1 satisfying respec-
tively (3) and
gm+1 ◦ Bm = Bˆm ◦ gm, m ∈ Z. (27)
Since we are considering an arbitrary linear nonautonomous dynamics, it is rather difficult to study
the dependence of the conjugacies gm on the whole sequences of operators Bm and Bˆm. In order to
still obtain somemeaningful statements, we shall establish two results, corresponding respectively to
consider equal departure sequences and equal arrival sequences. More precisely, Theorem 3 considers
the case when Am = Bm for every m ∈ Z, while Theorem 4 considers the case when Aˆm = Bˆm for
everym ∈ Z.
For the first result, we set
pm(x) = sup
k≥m
(
‖Bˆ(k,m)x‖ea(k−m)
)
,
‖x‖m = sup
k≤m
(
‖B(k,m)x‖e−b(m−k)
)
,
and
‖h − g‖β = sup
m∈Z
sup
x∈X\{0}
pm(hm(x) − gm(x))
‖x‖αm
e−β|m|,
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with α as in (5).
Theorem 3. For ρ = Id, if Am = Bm, Am ∼ Aˆm, and Bm ∼ Bˆm for every m ∈ Z, then for each sufficiently
small β ≥ 0 we have
‖h − g‖β ≤ K sup
m∈Z
sup
x∈X\{0}
pm+1((Aˆm − Bˆm)(hm(B−1m x)))
‖x‖αm+1
e−β|m+1| (28)
for some constant K > 0.
Proof. It follows from (3) and (27) that for eachm ∈ Zwe have
(hm+1 − gm+1) ◦ Am − Bˆm ◦ (gm − hm) = (Aˆm − Bˆm) ◦ hm,
which we rewrite in the form
hm+1 − gm+1 = Bˆm ◦ (gm − hm) ◦ B−1m − (Aˆm − Bˆm) ◦ hm ◦ B−1m . (29)
Now let
Sm = Bˆm ◦ (gm − hm) ◦ B−1m , Tm = (Aˆm − Bˆm) ◦ hm ◦ B−1m .
Since Bˆm = Bˆ(m + 1,m), we have
pm+1(Sm(x)) = sup
k≥m+1
(
‖Bˆ(k,m + 1)Bˆm(gm(B−1m x) − hm(B−1m x))‖ea(k−m−1)
)
= e−a sup
k≥m+1
(
‖Bˆ(k,m)(gm(B−1m x) − hm(B−1m x))‖ea(k−m)
)
≤ e−a sup
k≥m
(
‖Bˆ(k,m)(gm(B−1m x) − hm(B−1m x))‖ea(k−m)
)
= e−apm(gm(B−1m x) − hm(B−1m x)).
Moreover, since B−1m = B(m,m + 1) we also have
‖B−1m x‖m = sup
k≤m
(
‖B(k,m)B(m,m + 1)x‖e−b(m−k)
)
≤ eb sup
k≤m+1
(
‖B(k,m + 1)x‖e−b(m+1−k)
)
≤ eb‖x‖m+1.
Therefore,
sup
m∈Z
sup
x∈X\{0}
pm+1(Sm(x))
‖x‖αm+1
e−β|m+1|
≤ sup
m∈Z
sup
x∈X\{0}
e−a+bα pm(gm(B
−1
m x) − hm(B−1m x))
‖B−1m x‖αm
e−β|m+1|
≤ sup
m∈Z
e−a+bα sup
y∈X\{0}
pm(gm(y) − hm(y))
‖y‖αm
e−β|m+1|
≤ sup
m∈Z
e−a+bα+β sup
y∈X\{0}
pm(gm(y) − hm(y))
‖y‖αm
e−β|m|
= e−a+bα+β‖h − g‖β,
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and hence,
sup
m∈Z
sup
x∈X\{0}
pm+1(Tm(x))
‖x‖αm+1
e−β|m+1| ≤ e−a+bα+β‖h − g‖β
= e−ε(a+b)/(b+ε)+β‖h − g‖β.
On the other hand, it follows from (29) that
‖h − g‖β ≤ e−ε(a+b)/(b+ε)+β‖h − g‖β + sup
m∈Z
sup
x∈X\{0}
pm+1(Tm(x))
‖x‖αm+1
e−β|m+1|.
This completes the proof of the proposition. 
For the second result, we set
‖x‖′m = sup
k≤m
(
‖A(k,m)x‖e−b(m−k)
)
and
‖h − g‖′β = sup
m∈Z
sup
x∈X\{0}
qˆm(hm(x) − gm(x))
(‖x‖′m)α
e−β|m|.
Theorem 4. For ρ = Id, if Aˆm = Bˆm, Am ∼ Aˆm, and Bm ∼ Bˆm for every m ∈ Z, then for each sufficiently
small β ≥ 0 we have
‖h − g‖′β ≤ K sup
m∈Z
sup
x∈X\{0}
qˆm+1(gm+1(x) − gm+1(BmA−1m x))
(‖x‖′m+1)α
e−β|m+1| (30)
for some constant K > 0.
Proof. It follows from (3) and (27) that for eachm ∈ Zwe have
(hm+1 − gm+1) ◦ Am + Bˆm ◦ (gm − hm) = −gm+1 ◦ Am + gm+1 ◦ Bm,
which we rewrite in the form
hm+1 − gm+1 = −Aˆm ◦ (gm − hm) ◦ A−1m − gm+1 + gm+1 ◦ Bm ◦ A−1m . (31)
Now let
Sm = Aˆm ◦ (gm − hm) ◦ A−1m , Tm = gm+1 − gm+1 ◦ Bm ◦ A−1m .
Since Aˆm = Aˆ(m + 1,m), we have
qˆm+1(Sm(x)) = sup
k≥m+1
(
‖Aˆ(k,m + 1)Sm(x)‖ea(k−m−1)
)
≤ e−aqˆm(gm(B−1m x) − hm(B−1m x)).
Moreover, since A−1m = A(m + 1,m) we obtain
‖A−1m x‖′m = sup
k≤m
(
‖A(k,m)A(m,m + 1)x‖e−b(m−k)
)
≤ eb‖x‖′m+1.
Proceeding as in the proof of Theorem 3 yields
sup
m∈Z
sup
x∈X\{0}
qˆm+1(Sm(x))
(‖x‖′m+1)α
e−β|m+1| ≤ sup
m∈Z
e−a+bα+β‖h − g‖′β,
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and hence,
sup
m∈Z
sup
x∈X\{0}
qˆm+1(Tm(x))
(‖x‖′m+1)α
e−β|m+1| ≤ e−ε(a+b)/(b+ε)+β‖h − g‖′β.
It follows from (31) that
‖h − g‖′β ≤ e−ε(a+b)/(b+ε)+β‖h − g‖′β + sup
m∈Z
sup
x∈X\{0}
qˆm+1(Tm(x))
(‖x‖′m+1)α
e−β|m+1|.
This completes the proof of the proposition. 
Of course, Theorems 3 and 4 are only of interest when the right-hand sides of (28) and (30) are
finite. This happens for example when Am = Bm and Aˆm = Bˆm are independent ofm since in this case
the conjugacies (that are then independent of m) are known to be globally Hölder continuous with
Hölder exponent α (andwe can take β = 0, since in this case we can also take ε = 0). More generally,
the suprema in (28) and (30) are finite if all the conjugacies in Theorem 1 are Hölder continuous with
the same Hölder exponent α and the same Hölder constant.
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