Abstract-Estimating crowd density may be a good solution for control management, maintaining the crowd safety, or prevention of riot and high risk activities. This paper presents a computational fast and simple method for estimating crowd density based on histogram model classification. The histogram model here is based on the proposed Improved Uniform Local Binary Pattern features. Two main advantages of using this improved version of the local binary pattern are that the pattern features are now intensity invariant as well as rotational invariant. Our proposed method also uses less number of features which makes it faster without sacrificing the overall performance. It has been shown that this method is robust in areas with very low, low, and medium crowd densities. Performance and comparisons with the original local binary pattern method are demonstrated in experimental results.
INTRODUCTION
As the number of the world population increases, varieties of challenges are alsoin the rise. Among others, security is a great concern whenever a large number of people gather in some public premises. Therefore, many public areas such as airports, stadiums, and subways are employing crowd monitoring systems to ensure public safety. These systems normally involve the use of closed circuit television (CCTV) where people and their behavior are monitored continuously by security officers. Because the monitoring task is an arduous task, loss of concentration by these humans is inevitable after some period of time. Moreover the observer's judgment may be influenced by different situations. In addition, it is an uncomfortable task when the officer needs to check several CCTV images concurrently. In such a case, automatic crowd density estimation can be a solution for control managementand monitoring the crowds. Consequently, developing a solution for estimating crowd density is an interesting field for researchers [1] .
Since the last two decades, different kinds of methods have been used for automatic crowd density estimation.These techniques could be categorized into either pixel based or texture-based methods.The former method uses background removal and then edge detection and the latter uses a texture descriptor for estimating the crowd density.
Marana et al. [2] presented Minkowski Fractal Dimension (MFD) method which used the number of pixels for computing the density of captured image. In their method, after capturing the image, a threshold version of edge detected image would be generated. By performing the different size of dilation on this binary image and then findingthe MFD factor as the single feature for each image, and followed by using the Self Organizing Map (SOM) as a classifier, the density of proposed image would then be estimated. This method does not remove the background and hence requires simple background. Such simplicity causes the system to become less effective in many applications with complicated backgrounds. Although the pixel based technique is simple and fast, it is not reliable when the crowd density is high.
The texture-based method uses crowd images of different densities to present various texture patterns; hence the crowd density can be estimated by texture analysis. One of these methods proposed by Xiaohua et al. [3] is based on wavelet transform and support vector machine (SVM). In their algorithm, the crowd image is first transformed into multi-scale formats using wavelet transform. For extracting the density character vectors, the first-order and secondorder statistical features at each scale of the transformed images are used. A classifier based on a SVM is designed to classify the extracted density character vectors into different density levels.
The other texture based method made used of the Advanced Local Binary Pattern (ALBP) as texture descriptor, which is a structural method for automatic surveillance system and could generate a density map as well as a total density estimation of a target area [4] . In addition to introducing the ALBP as a generic texture descriptor, the total density of an image is calculated based on image cells inside it. The image is first divided into cells and then manually labeled them during the training step according to their densities. By having these labels, the histogram for each density could be achieved. During the testing step the density of each cell of input image could be estimated by comparing to the model histogram obtained in the training step. In contrast to the pixel-based techniques, these texture-based methods have been applied successfully for images of high crowd density, and are thus believed to be more robust. The drawback in [4] is manual labeling of the selected frames. This is because different experts may not label the same frame in the same way.
The technique proposed in this paper follows the same footstep as in [4] which first computes the histogram of an image. Here an Improved Uniform Local Binary Patterns (IULBP) is used to efficiently extract the histogram of each frame. After comparing this histogram with 5 reference histogram models, the crowd density within the frame can be determined based on the following five categories: very low, low, moderate, high, and very high. The remainder of this paper is arranged as follows. In section 2, IULBP is introduced. The proposed system for crowd estimation is 
II. IMPROVED UNIFORM LBP
Initially the basic of Local Binary Pattern (LBP) is reviewed and then the Uniform Local Binary Pattern (ULBP) is briefly discussed before the IULBP is introduced.
A. LBP
LBP is a texture based method to extract the histogram from the gray scale image. This method is fast and simple and has been successfully applied over a wide range of applications such as face recognition, classification of textures, and image background subtraction [5] , [6] . The first step in Original LBP (OLBP) is to partition the image into Nblocks (or sub images) of similar size.In each block, the neighborhood pixels are compared with the value of the central pixel which is chosen as a threshold value. By iterating this process for the whole blocks the histogram will be computed. In this method different size of neighborhoods could be applied to extract the features. The coordinates of row and column, (x p ,y p ), for each sample (p) is obtained as follow [7] , [8] :
whereP represents the total number of sampling points and R is the radius of the neighborhood. Tolerance against illumination changes is the property that makes LBP suitablefor real-time applications. Computational simplicity is another equally important advantage of LBP that makes it appropriate for analyzing image in challenging real-time settings, although the significant number of features which are extracted by the OLBP may be useless. The ULBP produces lower number of features in comparisonto the OLBP by utilizing the gray scale invariance and rotation invariance properties. In the following parts, these concepts are explained.
• Gray scale invariance: in order to achieve this goal the following formula is used [9] [10] [11] :
where sign is a sign operator; g c and g p are gray value of the central and circular neighborhood pixels respectively which is demonstrated in Fig.1 .
• Rotation invariance: to eliminate the rotational effect a unique identifier could be assigned to each rotation invariant LBP code. This equation is defined by:
Where ROR(x, j) produces j times circularbit-wise right shift on the P-bit number x. Rotation invariant LBP include uniform patterns andnon-uniform patterns.
In uniform patterns there are at most two transitions between 0 and 1 and innon-uniform patterns there are more than two transitions between them(see Fig.2 ). Although the ULBP features are less than OLBP, still it is a time consuming process. Moreover by using the raw image as an input to the ULBP, the noise could affect the outcomes [12, 13] . The ULBP histogram is extracted by using (4) and (5) is used for calculating the number of transition in a ULBP code. 
B. IULBP
In the proposed IULBP method there is a modification to reduce both dimensionality and noise in the input frame. This enhancement is achieved by using a blurred image.
High frequency contents of the image are removed by the blurring process. In crowd estimation applications,these details do not contribute to improving the result.By removing these details,the computation time is reduced. In this process the input frame is partitioned into N equal size of blocks (BS). Here the key issue is the total number of samples (P) in each block. Generally,by using more samples the accuracy of the system becomes highas more features can be representedby the histogram which in return helps to improve the results. Equation (6) is the blurring equation:
where f is the input frame, a and b are the range of row and column of input frame respectively,l and k are coordinates of row and column of the resulting blurred image. The fundamental characteristic of the LBP patterns is that most of them are having uniform patterns [7] .Due to this fact, the majority of histogram labels should be allocated to uniform patterns. To accelerate this purpose,(P + 1) uniform binary patterns, which are produced by a circular neighbor set of P sample points, are located into the label bins between 1 and(P + 1) in the histogram, meanwhile the nonuniform patterns are clustered into the histogram label bin(P + 2) as shown in Fig.3 .
III. CROWD ESTIMATION SYSTEM
In this paper we propose to estimate the density of the people from the input frame using IULBP. The system consists of two phases, i.e. training and testing, which is discussed separately as follow:
A. Training Phase
The goal for the training phase is to find the model histogram for each of the following category of the crowd densities:Very Low(VL), Low(L), Moderate(M), High(H) and Very High (VH).
During training session the system learns how to estimate the number of people within the input frame according to its histogram. Initially the input frame is given to the IULBP. The output of IULBP is a histogram which is dependent on total number of samples (P) in each block and also the size of block mean. For each category of crowd density, the system is trained to obtain a unique model histogram. This task is done by averaging all of the histograms which belong to the same group of crowd density.
B. Testing Phase
In testing part, the system categorizes the crowd density of input frameinto one of the mentioned five categories. This is achieved by computing the distance, D, between the model histogram,
, and the test histogram, , as used in [7] .
The similarity measure (L) then can be computedby taking the inverse ofD. 
IV. EXPERIMENTAL RESULTS
In conducting our experiments, we used Intel core2 Duo CPU with 4GB RAM. As for the software, we utilize MATLAB programming environment version R2008a. We used a normal camera to record standard VGA size of 640 × 480 pixels for streaming video.
A. Database
We used a video sequence collected ata soccer field. This video sequence contained 14000 frames of which 2000 frames were randomly selected such that to contain five categories of crowd densities.From these selected frames, 1000 frames were used for the training and the other 1000 frames were used for the testing. Broadly speaking, each of the five categories contains 200 frames for training and another 200 frames for testing.
In determining crowd densities, we followed the following rules:less than5 people are categorizedasVery Low density, from5 to 8 people asLow density,between 9 and 12 as Moderate density, between 13 and 16 as High density, and finally 17 or higher as Very High density. Fig.4 shows examples of these categories.
B. Training the System and Obtaining Model Histogram
In order to verify the robustness of our method, we used two different block sizes, and for each size we compute the histogram using both block mean approach (IULBP) and without the block mean approach (ULBP). Hence, during the training sessions we obtained 4 types of model histograms as given below:
Histogram models using block mean ofsize 8 and 16 sampling points:Prior to the feature extractor, average of the input frame need to be obtained, according to the defined block size e.g. 5 × 5 pixels. Furthermore, the IULBP feature extractor uses the (P, R) = (8, 1) or (16, 2) as the neighborhood size. Histogram models without using block mean of size 8 and 16 sampling points:The histogram model can be directly obtained by implementing ULBP method using two sampling sizes i.e. (P,R) = (8,1) or(16, 2).
C. Testing the System
Once the histogram model for each of the five categories has been obtained, the performance of the system can be tested using those 200 testing frames randomly selected. According to (7) , the winning category is the one that has the minimum distance or maximum similarity. Fig.5 demonstrates examples to detect the crowd density for each category. These resultsare obtained using IULBP with 16 sampling points. 
D. Results
We tabulated our findings between IULBP and ULBP methods for 16 sampling points. Table 1 shows the results of such findings. From this table it can be found that when the number of people increases, the accuracy of the system decreases. Also among the all mentioned methods, one which uses the block mean and more sampling points have better performance.Table2 lists the overall average system performance for both 8 and 16 sampling points.
V. CONCLUSION AND FUTURE WORK
In this paper we have demonstrated the performance of the improved uniform local binary pattern (IULBP) method in categorizing crowd density into five categories: very low, low, moderate, high and very high. From the IULBP we first obtained the histogram models that fit into these five categories. Given a testing or target frame, we proceed with computing the IULBP and find its corresponding histogram model. We then compare this target histogram with the five histogram models by computing the distance (D). The one that gives the lowest distance is considered as the winning category.
The advantage of using IULBP is itscomputational efficiency and alsoits ability to tolerate the illumination changes. This makes this proposed method appropriate for real-time applications.
The other area of worth undertaking for future work is to combine information coming in from two or more cameras with the IULBP method so that the flow of the crowd can also be estimated. Currently he is an associate professor in the same faculty. In 2004, he setup the Computer Vision, Video and Image Processing research lab and has become the head since then. His current research interests include image processing with applications in medical imaging, biometrics, agricultural and industrial applications, and computer vision especiallyin the area of security and surveillance. He has published more than 100 scientific papers both at national andinternational levels. He is also a senior member of IEEE.
