Abstract-Modern computing systems typically use a large number of independent, non-identical computing nodes to perform a set of coordinated computations in parallel. The computing system and its constituent computing nodes often exhibit more than two performance levels or states corresponding to different computing powers. This paper models and evaluates performability of largescale multi-state computing systems, which is the probability that a computing system performs at a particular performance level. The heterogeneity in the constituent components of different nodes (due to factors such as different model generations, model suppliers, and operating environments) makes performability analysis difficult and challenging. In this paper a specification method for system performance level (SPL) is first introduced. A multi-valued decision diagram (MDD) based approach is then proposed for performability analysis of multi-state computing systems consisting of nodes with different state occupation probabilities, which encompasses novel and efficient MDD model generation procedures. Example and benchmark studies are performed to show that the proposed approach can offer efficient performability analysis of large-scale computing systems.
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INTRODUCTION
M ODERN computing systems (e.g., data centers, cluster, Grid or Cloud computing infrastructures) often use a large number of computing nodes to perform a set of coordinated computations in parallel [1] , [2] . It is very popular that the constituent components (processor, disk, etc) of each computing node are non-identical, for example they are different generations of models within the same family or different models from different suppliers (e.g., processors from Intel or AMD, disks from Seagate or IBM) [3] , [4] , [5] . In addition, these computing nodes typically exhibit more than two performance levels or states correspond to different computing powers. For example, consider a computing node with multiple processors. The failure of one or multiple processors causes degraded performance or decreased computing power of this node [6] . Similarly, the failure of partial modules in a high-end computer with multiple memory or storage modules can cause performance degradation of the computer [7] .
The state of a large computing system can be defined as a combination of states of its constituent computing nodes. Thus, with an increase in the number of nodes or the number of node states, the number of system state can increase dramatically. Normally, in the analysis of practical largescale systems, system states are grouped or classified into several representative performance levels, and performability analysis is conducted to calculate the probability that the computing system performs at a specified performance level [8] , [9] , [10] .
Performability analysis of large-scale computing systems is difficult [11] , [12] . State space based methods like Markov or semi-Markov chains are potentially applicable. However they suffer from the state-space explosion problem when analyzing medium or large-scale systems, and are typically limited to integrable time-to-failure distributions [13] , [14] . The discrete event simulations can also be used to handle arbitrary types of distributions. However, they can only offer approximate results and require a large amount of computational time [15] , [16] .
To overcome these difficulties, several researchers have attempted to convert the multi-state domain into equivalent binary state domain [17] , [18] so that the existing combinatorial binary models (such as binary decision diagrams [19] , [20] and their generalizations [21] , [22] ) can be used for performability analysis. These transformation-based combinatorial methods provide more efficient computation of performability measures as compared to state-space or simulation based methods. However, the transformation-based combinatorial analysis is still a challenging task due to the inherent complexity. For example, in the binary decision diagrams (BDD)-based method a large amount of Boolean variables must be dealt with and dependence among Boolean variables representing different states of the same component must be addressed during the BDD model generation and evaluation.
Recently, new approaches based on the state-of-the-art data structure called multi-valued decision diagrams (MDDs) have been proposed to address the challenge in performability analysis of multi-state systems [23] , [25] . Based on the multi-valued logic and multi-state fault tree representation of system behavior, the MDD-based approach generates smaller model size using fewer independent multivalued variables, thus has lower computational complexity in both model generation and evaluation than the BDD-based method [26] . These existing MDD approaches are potentially applicable for performability analysis of heterogeneous multi-state computing systems considered in this work. However, they would still become computationally intensive or even impossible for analyzing large-scale computing systems. This work advances the state-of-the-art by proposing a new MDD-based approach for efficient performability analysis of large-scale multi-state computing systems. Example and benchmark studies are performed to show the significantly improved efficiency of the proposed MDD approach over the existing models. Our work can facilitate solutions to further problems that require numerous iterations of performability evaluations, for example optimization problems of redundancy allocation or reliability allocation.
The remainder of this paper is organized as follows: Section 2 describes the problem to be solved in this paper and introduces a specification method for performance level of large-scale multi-state computing systems. Section 3 describes the modeling of system performance level using MDD. Section 4 is devoted to the development of the new MDD-based approach to compute the probability that system performs at a particular performance level at mission time t. Novel MDD model generation procedures are proposed, which can avoid the large number of intermediate manipulations involved in the traditional MDD model generation scheme. Example illustration and benchmark studies are presented in Sections 5 and 6, respectively. Finally, in Section 7, we present conclusions and directions for future work.
PROBLEM STATEMENT
This work considers the problem of evaluating performability of large-scale computing systems with n non-identical, multi-state computing nodes for a certain mission time t.
The large-scale multi-state computing systems considered in this work mainly refer to the widely-used commodity cluster computing systems, where a large number of alreadyavailable computing components are used for parallel computing to get the greatest amount of useful computation at low cost [3] , [4] , [5] and some efficient task scheduling algorithms are used to assign the tasks of an application to processors in order to minimize makespan without violating precedence constraints [27] , [28] . In contrast to high-cost supercomputer systems, components of the considered computing systems are manufactured by multiple vendors, and are incorporated based on open standards.
In this work, we assume different computing nodes have the same multi-state property (i.e., the same number of states) but different state occupation probabilities. Such heterogeneity can be practical to computing nodes, which have similar configuration but whose constituent components are different generations of models within the same family or different models from different suppliers [3] , [4] . Assume each node exhibits the same number of states represented by 1; 2; . . . ; m, corresponding to different computing power values. These state values are ordered, meaning that a node with a higher state number has more computing power than the node with a lower state number. We also assume that communications among different nodes are perfectly reliable.
Formally, let X i be the state variable for node N i . Note that X i is a multi-valued variable that can assume values from 1; 2; . . . ; m. X i ¼ j means that N i is in state j; 1 i n; 1 j m. X X ¼ ðX 1 ; X 2 ; . . . ; X n Þ is the random system state vector.
A system state x is denoted by x x ¼ ðx 1 ; x 2 ; . . . ; x n Þ where x i stands for the state of node N i , 1 i n. We assume that all computing nodes behave s-independently, meaning that the occurrence of one node's event has no influence on the occurrence of another node's event in the system. Thus, Equation (1) defines the probability of the system being in state x,
Based on the heterogeneity described earlier, we have
In this work, the performability measure is defined based on state probabilities, which is adapted from [25] . Specifically, performability of a computing system is defined as the probability that the system is in one of its acceptable states. A state is considered to be acceptable if the system performance in that state meets the desired requirement. Different from the traditional fault tolerant computing systems analyzed in [25] , the large-scale multi-state computing systems considered in this work can have numerous system states. Specifically, there are m n possible states for a system with n computing nodes, each having m states. In practice, it is not necessary to analyze performability measure for each system state. The system states can be grouped or classified into several representative performance "levels" and performability analysis is concerned with evaluating the probability that the system performs at a particular performance level.
In this work we propose a new method for specifying the system performance level (SPL). To define system performance level, the following atomic specifications are introduced and used.
A 1 ð! k; ! sÞ ¼ "at least k nodes are in state s or above". A 2 ð k; ! sÞ ¼ "no more than k nodes are in state s or above".
A 3 ð! k; sÞ ¼ "at least k nodes are in state s or below". A 4 ð k; sÞ ¼ "no more than k nodes are in state s or below". Fig. 1 shows the coverage of system states for each atomic specification. Specifically, A 1 ð! k; ! sÞ includes all system states ranging from "k nodes are in state s and n-k nodes are in state 1" (corresponding to the minimal system computing power) to "n nodes are in state m" (corresponding to the maximum computing power).
Based on the atomic specifications defined above, the system performance level can be defined as a logical combination of them in terms of logical ANDðÂÞ and/or ORðþÞ operations. The following list several example specifications of system performability level.
! qÞ ¼ "at least k nodes are in state p or above AND no more than l nodes are in state q or above".
qÞ ¼ "at least k nodes are in state p or above AND at least l nodes are in state q or below".
qÞ ¼ "at least k nodes are in state p or above OR no more than l nodes are in state q or below".
qÞ ¼ "no more than k nodes are in state p or above OR at least l nodes are in state q or below". Fig. 2 shows the coverage of system states for the above four example SPL specifications.
For the analysis of real-world systems, to specify a high system performance level atomic specifications A 1 or A 4 and system specification SPL 3 can be used; to specify a low system performance level atomic specifications A 2 or A 3 and system specification SPL 4 can be used.
In general a SPL specification can be considered as a classification of system states using a Boolean function defined as follows:
SPLðx xÞ ¼ 1 if system state x x meets SPL specification; 0 else:
The performability that a system performs at a particular performance level specified by a SPL can be formulated as
The problem to be solved in this work is how to computer F given a particular mission time.
Note that performability is actually an integrated measure of both reliability and performance measures, not a measure indicating how fast the system runs. For example, there can exist scenarios where nodes in system A are more reliable but less powerful (having less computing power) than nodes in system B. Consider the highest performance level. In the beginning system B might have better performability than system A. But as time proceeds system A might have better performability than system B because more nodes in system B fail [25] , [26] .
SPL MODELING USING MDD
Multi-valued decision diagrams (MDD) are efficient graphbased data structures for symbolic representation and manipulation of multi-valued logical functions [29] . Based on Shannon's decomposition theorem, MDD can represent multi-valued logical functions as rooted, directed acyclic graphs (DAG) in the form that is both canonical and compact through two reduction rules "merging isomorphic subtrees" and "deletion of useless nodes" [24] . In addition to the works of [24] , [25] , [26] introduced in Section 1, empirical study results show that MDD can also be used to efficiently evaluate dynamic systems [30] , [31] , phased-mission systems [32] , [33] , systems with common-cause failures [34] and imperfect fault coverage [35] . Traditional high-performance and high-reliable computing systems manufactured using a specific architecture can also be modeled and analyzed with the MDD method [25] , [30] . In this work, we extend MDD further to model the system performance level of large-scale computing systems consisting of non-identical, multi-state computing nodes.
As stated in Section 2, a system specification SPL can be treated as a Boolean function on a set of multi-valued node state indicator variables fX 1 ; X 2 ; . . . ; X n g, i.e., SPL: f1; 2; . . . ; mg n ! f0; 1g. The Shannon's decomposition of SPL around variable X i can be given as a logical combination in terms of logical OR operations (represented by S) as [29] 
Equation (4) can be expressed concisely using the case format as
An MDD representing a system specification SPL consists of decision nodes. Each decision node is associated with a multi-valued variable X i of computing node N i , which is labeled with index i in the graph model. As illustrated in Fig. 3 , each decision node i has m outgoing directed edges with the jth-edge (1 j m) representing computing node N i being in state j and being connected to a child node representing SPL Xi¼j . Therefore, each non-sink decision node in the MDD model encodes a case construct (5) . The system MDD model also has two sink nodes, labeled '1' and '0' respectively representing the SPL is satisfied or not satisfied, i.e., the system being or not being at the particular performance level specified by SPL.
PROPOSED MDD-BASED PERFORMABILITY EVALUATION APPROACH
In this section, we present an MDD-based performability analysis approach for large-scale computing systems consisting of non-identical, multi-state computing nodes. This approach can be applied in a three-step process: 1) constructing MDD models for atomic specifications; 2) constructing the MDD model for SPL specifications; and 3) evaluating the resultant MDD to obtain the system performability measures. Details of these three steps are explained in the following sections.
MDD Model Construction for Atomic Specifications
Consider the atomic specification A 1 ð! k; ! sÞ ¼ "at least k nodes are in state s or above" first. The MDD model of A 1 ð! k; ! sÞ has a well-defined lattice structure. For example, the MDD models for A 1 ð! 3; ! 2Þ and A 1 ð! 4; ! 4Þ, n ¼ 5, m ¼ 4, are given in Fig. 4 . These MDD models are socalled ordered with the constraint that all the multi-valued variables are ordered, and every source-to-sink path in the ordered MDD visits the variables in an ascending order. In each MDD model of an atomic specification there are two types of sink nodes (represented by squares): sink node '1' represents that A 1 ð! k; ! sÞ is satisfied while sink node '0' represents that A 1 ð! k; ! sÞ is not satisfied (i.e., less than k nodes are in state s or above). For example, when nodes N 1 , N 2 , N 3 are in state 2 or above, regardless of states of N 4 and N 5 , A 1 ð! 3; ! 2Þ is satisfied. Thus the path encoding this case (the left-most path in Fig. 4a ) is connected to sink node '1'. In another case, when nodes N 1 , N 2 , N 3 are in state 1, regardless of states of N 4 and N 5 , A 1 ð! 3; ! 2Þ is not satisfied. Thus the path encoding this case (the top-most path in Fig. 4a ) is connected to sink node '0'. In general, for the atomic specification A 1 ð! k; ! sÞ, the well-defined MDD structure can be derived using the following Lemma. To facilitate the description of the general MDD generation procedure for A 1 ð! k; ! sÞ based on the well-defined lattice structure show in Lemma 1, we put this lattice structure on a two dimensional (x, y) plane as shown in Fig. 6 where the X, Y axes allow us to locate each non-sink MDD node on the (x, y) plane using two numbers x and y. Specifically, if an MDD node has coordinate location (x, y), then it is related to a computing node with the index of 'x þ y þ 1', i.e., N xþyþ1 . For example, the MDD node with coordinate location (0, 0) has the index of '1', and the MDD node with coordinate location (2, 2) has the index of '5'. Table 1 Similarly, the lattice structures of MDD models for the other three atomic specifications A 2 ð k; ! sÞ, A 3 ð! k; sÞ, and A 4 ð k; sÞ together with some example MDD models are shown in Figs. 7, 8, and 9, respectively. Their generation algorithms can be easily developed by slightly modifying the algorithm in Table 1 .
MDD Model Construction for SPL Specifications
We consider the MDD construction for SPL specification cases with special configuration parameters p and q (Section 2) in Case 1-Case 4 below, followed by MDD construction method for more general cases (Case 5).
When different configurations of parameters k and l are considered, there are two cases: k > l and k l.
According to the physical meaning of SPL 1 ¼ A 1 ð! k; ! sÞ Â A 2 ð l; ! sÞ, i.e., "at least k nodes are in state s or above AND no more than l nodes are in state s or above", it can be directly derived that SPL 1 ¼ 0 when k > l. Thus, no MDD model will be constructed.
For the case of k l, the MDD model of SPL 1 ¼ A 1 ð! k; ! sÞ Â A 2 ð l; ! sÞ has a well-defined structure. For example, the MDD models for A 1 ð! 2; ! 3Þ Â A 2 ð 3; ! 3Þ and A 1 ð! 2; ! 4Þ Â A 2 ð 4; ! 4Þ, n ¼ 5, m ¼ 4, are given in Figs. 10a and 10b, respectively. In each MDD model of SPL 1 , there are two types of sink nodes (represented by squares): sink node '1' represents that SPL 1 is satisfied while sink node '0' represents that SPL 1 is not satisfied.
Generally, Fig. 11 illustrates the well-defined MDD model for SPL 1 ¼ A 1 ð! k; ! sÞ Â A 2 ð l; ! sÞ, k l, which is a ðl þ 1Þ Ã ðn À k þ 1Þ lattice structure with a ðl À k þ 1ÞÃ ðl À k þ 1Þ cutout on the right-bottom corner.
Based on the well-defined lattice structure of Fig. 11 , the following properties can be derived: 
For each x on horizontal axis, 0 x n À k 5
For each case i, s i m:
For each case i,
For each x on horizontal axis, 0 x n À k 14
For each case i, 1 i s À 1:
given above, we can easily calculate the maximum MDD size (in terms of number of non-sink nodes) for each possible k, l under a given n.
Property 2. The maximum MDD size for SPL
and the configuration of parameters k and l for the maximum
Based on Property 2, Table 2 presents results of the maximum MDD sizes for SPL 1 ¼ A 1 ð! k; ! sÞ Â A 2 ð l; ! sÞ for several example system size.
To further study how the MDD model grows with different (k, l) and n combinations, Table 3 lists the MDD model sizes for 10 different system sizes n and four different (k, l) combinations (illustrated in Fig. 12 ) under each system size considered. Among the cases investigated, the MDD models for k ¼ n=3 and l ¼ 2n=3 are much larger than the MDD models in other cases. The largest MDD model (n ¼ 500) can be generated quickly within 1 second on a personal computer with Intel Core i7-2600 CPU 3.40 GHz, 2.00 GB of RAM, and 32-bit Windows7 Home Basic SP1 operating system.
When different configurations of parameters k and l are considered, there are two cases: k þ l > n and k þ l n.
According to the physical meaning of SPL 2 ¼ A 1 ð! k; ! sÞ Â A 3 ð! l; s À 1Þ, i.e., "at least k nodes are in state s or above AND at least l nodes are in state s À 1 or below", it can be directly derived that SPL 2 ¼ 0 when k þ l > n. Thus, no MDD model will be constructed.
For the case of k þ l n, the MDD model of SPL 2 ¼ A 1 ð! k; ! sÞ Â A 3 ð! l; s À 1Þ has a well-defined structure. For example, the MDD models for A 1 ð! 2; ! 3ÞÂ A 3 ð! 2; 2Þ and A 1 ð! 2; ! 4Þ Â A 3 ð 1; ! 3Þ, n ¼ 5, m ¼ 4, are given in Fig. 13 .
Generally, Fig. 14 illustrates the well-defined MDD model for SPL 2 ¼ A 1 ð! k; ! sÞ Â A 3 ð! l; s À 1Þ, k þ l n, which is a ðn À l þ 1Þ Ã ðn À k þ 1Þ lattice structure with a ðn À l À k þ 1Þ Ã ðn À l À k þ 1Þ cutout on the right-bottom corner.
As shown in Fig. 14 , when the cases where 'nodes N 1 ; N 2 ; . . . ; N nÀkþ1 are in state s À 1 or below AND rðr < kÞ nodes among the remaining k nodes are in state s or above' are considered, regardless of states of other k À r nodes among the remaining k nodes, SPL 2 is not satisfied.
Thus paths encoding these cases (paths leading to the top-right sink node '0' in Fig. 14) are connected to sink node '0'. On the other hand, when the cases where 'nodes N 1 ; N 2 ; . . . ; N h ðh < n À k þ 1Þ are in state s À 1 or below AND k nodes among the remaining n À h nodes are in state s or above' are considered, regardless of states of other n À h À k nodes among the remaining n À h nodes, SPL 2 is satisfied. Thus paths encoding these cases (paths leading to the top sink node '1' in Fig. 14) are connected to sink node '1'.
When different configurations of parameters k and l are considered, there are two cases: k þ l > n and k þ l n. An example for the case of k þ l > n is A 1 ð! 2; ! 4Þþ A 4 ð 4; 3Þ, n ¼ 5, m ¼ 4, and the MDD model for this example is shown in Fig. 15a . Another example for the case of k þ l n is A 1 ð! 3; ! 2Þ þ A 4 ð 1; 1Þ, n ¼ 5, m ¼ 4, and the MDD model for this example is shown in Fig. 15b .
Generally, Fig. 16 illustrates the well-defined MDD model for SPL 3 ¼ A 1 ð! k; ! sÞ þ A 4 ð l; s À 1Þ, which is a minfk; n À lg Ã maxfn À k þ 1; l þ 1g lattice structure.
When different configurations of parameters k and l are considered, there are two cases: k þ l > n and k þ l n. An example for the case of k þ l > n is A 2 ð 2; ! 2Þ þ A 3 ð! 4; 1Þ, n ¼ 5, m ¼ 4, and the MDD model for this example is shown in Fig. 17a . Another example for the case of k þ l n is A 2 ð 2; ! 4Þ þ A 3 ð! 2; 3Þ, n ¼ 5, m ¼ 4, and the MDD model for this example is shown in Fig. 17b .
Generally, Fig. 18 illustrates the well-defined MDD model for SPL 4 ¼ A 2 ð k; ! sÞ þ A 3 ð! l; s À 1Þ, which is a maxfk þ 1; n À l þ 1g Ã minfn À k; lg lattice structure.
Case 5. MDD model for general cases
When the SPL configuration parameters p and q become more general, the well-defined lattice structures identified in the former cases unfortunately disappear. The MDD model for the general SPL specifications can be generated by combining MDD models of atomic specifications using logical AND operation and logical OR operation.
For example, the MDD model for SPL ¼ A 1 ð! k; ! pÞ Â A 2 ð l; ! qÞ can be generated by For such combinations, traditional multi-valued manipulation rule can be used [24] . Consider two MDD models E and F represented by the following case format, where x and y are the root nodes of these two models. (6) For illustration, Fig. 19 shows four examples of possible MDD combinations using the manipulation rule (6) .
The MDD manipulation rule (6) can be recursively used for logic operations between sub-MDDs till one of them becomes constant '0' or '1'. Table 4 gives the algorithm for the above recursive MDD combination with logical operation Å (i.e., AND or OR). Note that the MDD combinations for general cases can generate redundant intermediate nodes. Consider the first case of Fig. 19 as an example. Before generating the MDD model of E OR F, two MDD models of E and F should be generated first. By checking these three MDD models we can find that the MDD model for F is identical to the combined MDD model of E OR F while the MDD model of E is not included in the combined MDD model. Thus the MDD of E is considered as a redundant intermediate node to the combined MDD model, but is indeed necessary to the model construction process. Similarly, consider the last case of Fig. 19 where two single-node MDD models E and F respectively associated with computing nodes N 1 and N 2 are combined to generate the MDD model for E AND F. The 3rd and 4th outgoing edges of the top MDD node associated with computing nodes N 1 in the combined MDD are connected to a non-sink MDD node associated with N 2 instead of the sink node '1'. Thus, the node in MDD model E is also a redundant node because it cannot be reused in the combined MDD. In this work all such MDD nodes generated during the construction of the final system MDD model but not included by the final MDD model are considered as redundant nodes.
In the following sections, when we collect and describe the experimental data, we use 'final size' to represent the number of non-sink nodes in the final MDD model obtained by the recursive MDD combination process, and use 'total size' to represent the number of non-sink nodes generated during the recursive MDD combination process including redundant intermediate nodes and nodes appearing in the final MDD model.
MDD Model Evaluation
After generating the MDD model, we can find the performability associated with a particular performance level specified by the SPL at mission time t by evaluating the resulting MDD.
Each path from the root to a sink node represents a disjoint combination of basic events. If a path leads from node N i to its jth-edge, then the event representing node N i being in state j at mission time t with occurrence probability of p i;j ðtÞ is considered for that path.
If the sink node for a path in the MDD model encoding SPL is labeled with '1' then the path satisfies SPL, i.e., the Insert-in-computation-table (f <Å ; E; F >; Hg) 10 Return H path leads to the system being at the particular performance level specified by SPL; if the sink node is labeled with a '0' then the path does not satisfy SPL and the system is not at the performance level specified by SPL. Because all the paths are disjoint, the system performability of performance level L can be simply given by the sum of probabilities for all the paths from the root to sink node '1'. In software implementation, the model evaluation can be expressed more compactly via a recursive algorithm represented by (7) .
PrðMDDÞ ¼ X m j¼1 p i;j ðtÞ Á PrðMDD:Branch½jÞ (7) Table 5 gives the implementation pseudocode of the above recursive MDD evaluation.
EXAMPLES AND ANALYSIS RESULTS
In this section, two example computing systems are presented to demonstrate the analytical challenges addressed in this work, and substantiate the applicability of the proposed approach.
Example 1
The first example system is composed of n ¼ 4 non-identical, multi-state computing nodes. Each computing node has a local disk, and can also access a remote sharing disk storage system in the case of the local disk failure happening. This local plus remote disk storage configuration is popular in modern cluster computing systems to achieve highly reliable storage subsystem [1] , [2] .
Each node can exhibit m ¼ 3 states: state 3 means the node works at its full capacity without any component failure; state 2 happens when the local disk is failed, which forces the node to use the remote sharing storage system causing a performance degradation of this node; state 1 occurs when the entire computing node totally fails, for example due to any single-point of failure (e.g., processor failure or main memory failure) or failure of the redundant storage subsystem (including both local plus remote disks).
While all the computing nodes within the example system can exhibit the common three states defined above, the constituent components (processor, disk, etc) of each computing node are assumed to have binary-state (working or failed) and be non-repairable. When these components are different generations of models from the same family or different models from different suppliers/families, they will have non-identical failure behaviors (i.e., their time-tofailure distributions will be different) leading to different state probability distributions of different computing nodes. Table 6 gives the node state probability distributions of this example system. Particularly, row i of Table 6 gives the state probability distribution of node N i ; p i;j represents the probability of node N i being at state j at mission time t ¼ 1 year (1 i n, 1 j m) .
The following applies the proposed three-step MDD based method to find the performability that the system performs at the particular performance level specified by SPL ¼ A 1 ð! 2; ! 2Þ Â A 2 ð 3; ! 3Þ at t ¼ 1 year. This level means "at least 2 nodes are in state 2 or 3 AND no more than 3 nodes are in state 3".
Step 1) MDD model generation for atomic specifications.
Based on the MDD model generation algorithm presented in Section 4.1, two MDD models are generated for A 1 ð! 2; ! 2Þ and A 2 ð 3; ! 3Þ, n ¼ 4, m ¼ 3, as shown in Fig. 20 .
Step 2) MDD model generation for performance level SPL. Based on the MDD combination algorithm presented in Table 4 , the MDD model for SPL ¼ A 1 ð! 2; ! 2ÞÂ A 2 ð 3; ! 3Þ is constructed and shown in Fig. 21 .
Step 3) System MDD model evaluation.
Using the input of the state probabilities in Table 6 as the edge probabilities of MDD non-sink nodes and the recursive model evaluation algorithm described in Table 5 , the performability of SPL ¼ A 1 ð! 2; ! 2Þ Â A 2 ð 3; ! 3Þ at t ¼ 1 year is computed as F ¼ 0:0596. This number means that the probability of the example system staying at this particular performance level SPL is only 0.0596 after it has been working for one year. In other words, it is more likely that the system stays at performance levels other than SPL (with a much larger probability 0.9404) at t ¼ 1 year.
Example 2
The second example system is composed of n ¼ 10 nonidentical, non-repairable multi-state computing nodes. Each computing node has four parallel processors, and can In general, the proposed MDD approach can handle arbitrary types of state transit time distributions. Computation complexity and method of evaluating state distribution probabilities of each multi-state computing node depend on the type of state transit time distributions. Specifically, state space based methods like Markov or semi-Markov chains can be used to compute node state probabilities in the case of exponential distributions; discrete event simulations or numerical methods can be used in the case of non-exponential distributions.
For this example system, we assume the jth state transitions (4 ! j ! 1) for node N i ð10 ! i ! 1Þ illustrated in Fig. 22 follow an exponential distribution with parameter ij . Thus the cumulative distribution function F ðt; ij Þ is given by
To model non-identical failure behaviors of processors installed in different computing nodes, ij is assumed to be 0:0001 Ã i Ã j=hour. Since all state transitions follow exponential distributions, the underlying stochastic process representing the state evolution of each computing node is a continuous time Markov chain (CTMC). Fig. 22 actually gives the state transition diagram of the CTMC. By solving the CTMC, we obtain state probabilities of each node for a particular mission time t.
For example, the infinitesimal generator matrix Q 1 for the state evolution CTMC process of node N 1 is :
By solving the CTMC process with generator matrix Q 1 over a time interval of 10,000 hours, we obtain the state probability distribution for node N 1 as shown in Fig. 23 .
The following five SPL specifications are evaluated. or below" For example, when nodes N 1 À N 8 are in state 2 or below, SPL 5 is satisfied. Based on the calculated state probabilities of all the computing nodes, we apply the proposed MDD approach (Section 4) to the performability analysis of the second example system under the five SPL specifications. Fig. 24 gives a graphical representation of the performability analysis results over a time interval of 10,000 hours. Since at the beginning of the mission all processors are operational, the initial state of each computing node is the highest state 5 and the initial performance level of the entire system is SPL 1 . As time proceeds the probability of the system staying at performance level SPL 1 decreases due to processor failures (which degrades the node state) while the probabilities of the system reaching other lower performance levels are increasing.
Next, we consider the same example system but with repairable node N i ð10 ! i ! 1Þ is repairable. Particularly, a computing node will undergo perfect repairs when all its four processors have failed, causing the node to transit from state 1 back to state 5 as illustrated in Fig. 25 .
If the repair time for each node follows an exponential distribution with parameter m i ¼ 0:1=hour ð10 ! i ! 1Þ, the cumulative distribution function Gðt; m i Þ is given by
Thus, the new infinitesimal generator matrix Q 1 for the CTMC process of repairable node N 1 is By solving the new CTMC process over a time interval of 10,000 hours, we obtain the state probability distribution as shown in Fig. 26 . Further applying the proposed MDD method we obtain the performability analysis results under the five SPL specifications for the example system with repairable nodes over a time interval of 10,000 hours, as shown in Fig. 27 .
We compare the results of the second example system with non-repairable and repairable nodes. The state probabilities at time t ¼ 10;000 h for repairable node N 1 and nonrepairable node N 1 are given in Table 7 . As compared to the non-repairable case, the occupation probabilities of states 2, 3, 4, and 5 increase for the repairable case, while the occupation probability of state 1 decreases dramatically. Table 8 summarizes the performability analysis results under the five SPL specifications for the example system at time t ¼ 10;000 h for both repairable and non-repairable cases. With repairable nodes being used, the performability measures of SPL 1 significantly increases while the measures of SPL 5 decreases.
PERFORMANCE EVALUATION
In this section we compare performance of the proposed MDD approach and the existing MDD methods. While these MDD approaches share the same systematic procedure (i.e., generating the system MDD model first which is then evaluated to find the system state probability or performability), the proposed MDD method improves the efficiency of generating system MDD model significantly through novel generation procedures. Specifically, the existing MDD model in [24] , [25] , [26] is generated from a multi-state fault tree (MFT) specifying the system state occupation criteria in a bottom-up manner. Particularly, MDD models for basic events of MFT (representing a multi-state component being in a specific state) are constructed first. They are then combined using rules of (6) according to logical operations given by the logical gates in the MFT. However, for SPL specification Cases 1-4 with special configuration parameters p and q (Section 4), even with computation- For performance comparison between the proposed and traditional MDD generation methods, we consider a benchmark system with n nodes each having m states, where n ¼ 10; 11; 12; 13; 14; 15; 16; 17; 18; 19; 20 . SPL 1 ¼ A 1 ð! 2; ! sÞ Â A 2 ð 5; ! sÞ is tested. Because the final size 'ðl þ 1Þ Ã ðn À k þ 1Þ À ðl À k þ 1Þ Ã ðl À k þ 1Þ' only depends on l and k, here s can be any value in {1; 2; . . . ; m}.
All algorithms related to the proposed MDD-based method, including the MDD Generation algorithm in Table 1 , the MDD Combine algorithm in Table 4 , and the MDD Evaluate algorithm in Table 5 , are implemented using C codes and performed on a personal computer with the following specification: Intel Core i7-2600 CPU 3.40 GHz, 2.00 GB of RAM, 32-bit Windows7 Home Basic SP1 operating system. Data on total size, final size (defined in Section 4.2 Case 5) and CPU time in ms are shown in Table 9 . Experimental data show that the proposed MDD generation procedures in Case 1-Case 4 can offer a more efficient or quicker construction process than the traditional MFT-conversion generation scheme can, and such advantage becomes more significant as the system size (i.e., value of n) increases. The reason is that the proposed MDD generation approach is designed to make the full use of the special lattice structure without generating any redundant intermediate MDD nodes, which is proved by the data of Total sizes and Final sizes being the same in Table 9 . Note that for more general SPL configuration parameters p and q where lattice structure becomes inapplicable, the MDD combination rule of (6) has to be used as stated in Section 4.2 Case 5, where redundant intermediate MDD nodes can be involved during the MDD generation process. However, in our approach the MDD combination is only applied for system-level specifications and MDD models for atomic specifications can be directly generated without producing any intermediate MDD nodes.
To further illustrate the advantages of the proposed MDD-based approach, three different (k, l, p, q, m) combinations of A 1 ð! k; ! pÞ Â A 2 ð l; ! qÞ are considered for a benchmark system with n nodes, where n ¼ 10; 20; 30; 40; 50; 60; 70; 80; 90; 100. Tables 10 and 11 give the MDD model sizes and model construction time for all the 30 cases considered. The results again show that the proposed approach in terms of the MDD model construction is significantly more efficient than the traditional MFT-conversion generation scheme for general SPL configuration. Table 12 gives the model evaluation time, which depends on the final model size. Since the final MDD sizes in both the traditional and proposed approaches are the same, the evaluation time is also the same. Comparing the time in Tables 11 and 12 , it is observed that the MDD model construction consumes more time than the MDD evaluation does, which can be explained as follows. The MDD model is evaluated using the dynamic programming concept of memorization where overlapping sub-problems during the MDD evaluation is evaluated only once. Thus the evaluation time is proportional to the size of the MDD model being evaluated. On the other hand, during the MDD model construction, the number of MDD manipulations is much larger than the final size of the system MDD, leading to longer construction time.
CONCLUSION AND FUTURE WORK
Modern computing systems such as those found in modern Data Centers, Grid computing infrastructures and Cloud computing infrastructures often contain a large number of non-identical, multi-state computing nodes. The large-scale and heterogeneity make performability analysis of such systems difficult. The traditional MDD approaches are potentially applicable. However they suffer from the memoryinefficient problem caused by the large number of intermediate MDD nodes generated during the MFT bottom-up generation process. To overcome the difficulty, a systematic specification method for system performance level is developed and novel MDD model generation procedures are proposed, which can avoid the large number of intermediate manipulations involved in the traditional MDD model generation scheme. Example and benchmark studies are performed to show that the proposed approach can offer efficient MDD model generation and evaluation, and can analyze large-scale computing systems quickly.
The proposed MDD-based method is applicable to various multi-state properties caused by multiple processors, hierarchical storage, multi-core processors, complex data access patterns, multimode failures. In Section 5, the cases of multiple processors and hierarchical storage are presented to substantiate the applicability of the proposed approach. In the future, we will apply the proposed MDD-based methodology to more case studies, where the heterogeneous multi-state properties caused by different numbers of heterogeneous processors within a node will be considered for the performability analysis of large-scale computing systems. Furthermore, in this work, we have assumed perfectly reliable communications/links among different computing nodes. Based on works in [36] , [37] , we will address communication failures in the future, where the network topology structure and link lifetime distributions should be considered.
While this work focuses on performability analysis of multi-state computing systems, the computed performability measures are important to computer system operators or designers. Particularly, based on the performability information, system operators can make sure that the system is suitable for its intended applications; the system designer can derive optimal design parameters (e.g., k, l, n) to satisfy the given efficiency & reliability requirements. Actually, another direction of our future work is to develop optimal strategies on redundancy allocation or reliability allocation based on the performability information computed using the proposed MDD-based methodology; these strategies will help the system to achieve the most desired system performance level. 
