Abstract. Let K be a convex body in R d which slides freely in a ball. Let K (n) denote the intersection of n closed half-spaces containing K whose bounding hyperplanes are independent and identically distributed according to a certain prescribed probability distribution. We prove an asymptotic formula for the expectation of the difference of the volumes of K (n) and K, and an asymptotic upper bound on the variance of the volume of K (n) . We achieve these results by first proving similar statements for weighted mean width approximations of convex bodies that admit a rolling ball by inscribed random polytopes and then by polarizing these results similarly as in [2] .
Introduction and main results
In this paper, we will investigate approximations of convex bodies by random polyhedral sets K (n) that arise as intersections of n independent and identically distributed random closed half-spaces chosen according to a prescribed probability distribution and containing a given convex body K. In the rich theory of random polytopes, the overwhelming majority of results concern approximations of convex bodies by inscribed random polytopes. For a survey of this extensive theory, see for example the papers by Bárány [1] , and Weil and Wieacker [18] . There is much less known about properties of random polytopes that contain a convex body.
The probability model we consider has been investigated recently, for example, in Böröczky and Schneider [4] and in Böröczky, Fodor and Hug [2] . For a short overview of the history and known results on this and other similar circumscribed models, see, for example, [2] and the references therein. In particular, in [2] an asymptotic formula was proved for the expectation of the mean width difference of K (n) ∩ K 1 and K without any smoothness assumption on the boundary of the convex body K, where K 1 denotes the radius 1 parallel body of K. Since the random polyhedral set K (n) is unbounded with positive probability, it is necessary to take an intersection such as, for example, K (n) ∩K 1 to obtain a finite value for the expectation of geometric functionals like the intrinsic volumes. In this probability model, the role of the radius 1 parallel body K 1 is not essential in the sense that if we choose another convex body in its place that contains K in its interior, then this only affects the normalization constants in the theorems.
In the following, we will prove a similar asymptotic formula for the expectation of the volume difference E(V (K (n) ∩K 1 )−V (K)) under a mild smoothness assumption. In the theory of random polytopes, there is comparatively less known about the variance of random variables associated with geometric properties of random polytopes than about their means. Recently, there has been significant progress in this direction in the case of inscribed random polytopes, and also for Gaussian random polytopes. For more information and references, see Bárány [1] , Calka and Yukich [6] , Calka, Schreiber and Yukich [5] , and Hug [13] . However, these recently developed powerful techniques have not yet been used to establish bounds 2010 Mathematics Subject Classification. Primary 52A22, Secondary 60D05, 52A27.
on the variance of geometric functionals associated with random polyhedral sets containing a convex body. In this article, using some of the methods described in Böröczky, Fodor, Reitzner and Vígh [3] and in Böröczky, Fodor and Hug [2] , we will prove an asymptotic upper bound for the variance of the volume V (K (n) ∩K 1 ). This asymptotic upper bound then yields a strong law of large numbers for V (K (n) ∩K 1 ). In order to establish these results, we first derive dual results for the mean width difference of K and a random polytope K (n) inscribed in K, that is, the convex hull of n independent random points from K chosen according to a probability distribution. Then we apply polarity arguments.
For a precise formulation of our results, we need the following definitions (cf. p. 156 and p. 164 in [16] ). We say that the convex body K slides freely in a ball B if for each boundary point p of B, there is a translate K + v of K with the property that p ∈ K + v and K + v ⊂ B. Moreover, a ball B rolls freely inside K if for each boundary point p of K, there is a translate B + v of B such that p ∈ B + v and B + v ⊂ K. Note that a ball rolls freely inside a convex body K if and only if it slides freely inside K.
Since we do only require weak differentiability assumptions on the boundary of K in this article, we use generalized notions of differentiability and curvature; see Sections 1.5, 2.5 and 2.6 in Schneider [16] . In particular, κ(x) denotes the generalized Gaussian curvature of the boundary ∂K of K at x; precise definitions follow in the next section.
Finally, we define the constant
Our main results are stated in the following theorems. Here, we only formulate special cases, whereas we prove more general results (see Theorems 3.1, 3.4, 3.5, 4.1, and 4.2) involving, for example, weight functions.
The first theorem establishes an asymptotic formula for the volume difference of K (n) and K. Theorem 1.1. Let K be a convex body in R d which slides freely in a ball. Then
If K slides freely inside a ball of radius R, then κ(x) ≥ R −(d−1) for H d−1 almost all x ∈ ∂K (see the proof of Theorem 4.1 for details). Hence, the right-hand side of the above equation is well-defined.
The second theorem establishes an asymptotic upper bound on the variance of the volume V (K (n) ∩ K 1 ). Theorem 1.2. Let K be a convex body in R d which slides freely in a ball. Then
where the implied constant depends only on K.
Finally, the following law of large numbers follows from Theorem 1.2 by standard arguments, using the monotonicity of
Theorem 1.3. Let K be a convex body in R d which slides freely in a ball. Then
with probability 1.
Theorem 3.1 in [2] provides an asymptotic formula for the expectation of the weighted volume difference of K and K (n) without any smoothness assumptions on K. In analogy to this, we state the following asymptotic formula for the weighted mean width difference of K and K (n) under a mild smoothness assumption. In the case of uniformly distributed points in K, this result was already proved in [3] .
The width of a convex body K in a given direction is the distance between two parallel support hyperplanes of K that are perpendicular to this direction. Averaging over all directions we obtain the mean width of K which we denote by W (K).
d be a convex body with o ∈ int K in which a ball rolls freely. If ̺ is a probability density function on K such that ̺ is positive and continuous at each boundary point of K, then
If a ball of radius r > 0 rolls freely inside K, then κ(x) ≤ r −(d−1) , so the integral in the statement of Theorem 1.4 is finite.
The following theorem provides an asymptotic upper bound on the variance of the mean width W (K (n) ). 
, where the implied constant depends only on K and ̺.
A lower bound of the same order can be obtained by similar arguments as in [3] . The upper bound yields a law of large numbers for the random variable W (K (n) ) similarly as in [3] . Theorem 1.6. With the hypotheses and notation of Theorem 1.4, it holds that
In Section 3, we first obtain Theorems 1.4 -1.6 as special cases of Theorems 3.1, 3.4 and 3.5. Then, more general cases of Theorems 1.1 -1.3 are proved in Section 4 using polarity and Theorems 3.1, 3.4 and 3.5, respectively.
Preliminaries
Henceforth, K denotes a convex body in the d-dimensional Euclidean space
, that is, a compact convex set with nonempty interior. We use ·, · for the Euclidean scalar product and · for the Euclidean norm in R d . For a comprehensive treatment of the theory of convex bodies, we refer to the books by Gruber [8] and Schneider [16] 
Here o(·) denotes the Landau symbol. We call Q the generalized second fundamental form of ∂K at x, and κ(x) = det Q is the generalized Gaussian curvature at x ∈ ∂K. We refer to a point x ∈ ∂K, where ∂K is twice differentiable in the generalized sense, as a normal boundary point. (Note that this terminology is different to that in [16] .) According to a classical result of Alexandrov (see Theorem 5.4 in [8] or Theorem 2.6.1 in [16] ), ∂K is twice differentiable in the generalized sense almost everywhere with respect to
If K has a rolling ball of radius r(K) > 0, that is, any x ∈ ∂K lies on the boundary of some Euclidean ball B of radius r(K) with B ⊂ K, then K is smooth, that is, all support hyperplanes to K are unique. More general, it is shown in [12] that the existence of a rolling ball is equivalent to the fact that the exterior unit normal is a Lipschitz map on ∂K. In this situation, we write σ K : ∂K → S d−1 for the Gauss map, that is, σ K (x) is the outer unit normal vector of ∂K at x.
For a general convex body K, the support function
We also define the set
The width of the convex body K in the direction u ∈ S d−1 is defined as
and the mean width of K is defined as
Let f : S d−1 → R be a measurable function. Then by the following lemma, it holds that
This formula was proved for convex bodies of class C 2 + in [16] (see formula (2.62)) and used in [3] . Lemma 2.1. Let K be a convex body in R d in which a ball rolls freely, and let f be a measurable function on S d−1 . Then
Proof. Since a ball rolls freely in K, the map σ K is defined everywhere on ∂K and Lipschitz continuous (see Lemma 3.3 in [14] ). Moreover, Lemma 2.3 in [9] yields that the (approximate) Jacobian of σ K is
where we used that for
there is exactly one x ∈ ∂K with u = σ K (x) (see Theorem 2.2.11 in [16] ).
We will use the following slightly extended statement from [3] several times throughout the paper. 
for sufficiently large n with
We shall apply Lemma 2.2 with g(n) = γ ln n n We write f ∼ g if I = N and f (n)/g(n) → 1 as n → ∞, n ∈ I.
Weighted mean width approximation by inscribed polytopes
Let us recall a general probability model (see [2] ) for a random polytope inscribed in a d-dimensional convex body K ⊂ R d . We use the word inscribed in the sense that the resulting random polytope is contained in K, however, its vertices do not necessarily lie on ∂K.
Let ̺ be a bounded nonnegative measurable function on K. Without loss of generality, we may assume that K ̺(x) H d (dx) = 1. We choose the random points from K according to the probability measure P ̺,K which has density ̺ with respect to H d K. We denote the mathematical expectation with respect to P ̺,K by E ̺,K or, if K is clear from the context, then we simply use P ̺ and E ̺ . We also use the simplified notation P ̺ instead of P ⊗n ̺ . Let X n := {x 1 , . . . , x n } be a sample of n independent random points from K chosen according to the probability distribution P ̺,K . The convex hull
is a random polytope inscribed in K.
Let q be a nonnegative measurable function on R × S d−1 . We define the weighted mean width of a convex body K as
and call q locally integrable if the integral
is finite for all compact subsets C of R.
3.1. Proof of Theorem 1.4. In this subsection we prove the following theorem which implies Theorem 1.4 if q ≡ 1.
Theorem 3.1. Let K ⊂ R d be a convex body with o ∈ int K in which a ball rolls freely. Let ̺ be a probability density function on K and q : R × S d−1 → [0, ∞) a locally integrable function. If ̺ is positive and continuous at each boundary point of K and q is continuous at each point of D K , then
The quantity
in Theorem 3.1 can be interpreted as the expectation of the weighted mean width difference of K and the inscribed random polytope K (n) , that is,
Proof. For u ∈ S d−1 and t ∈ R, we define the hyperplane H(u, t) := {y ∈ R d : u, y = t} and the closed halfspaces
In general, γ 1 , γ 2 , . . . will denote positive constants depending only on K, ̺ and q. We will use r(K) to denote the radius of a ball which rolls freely in K. Without loss of generality, we may assume that r(K) < 1.
Let L be an i-dimensional linear subspace in R d in which an orthonormal basis is fixed. The
i convex cones which we call coordinate corners. We start the proof of Theorem 3.1 by "conditioning" on the event that the origin is contained in K (n) . Then
In the next step, we demonstrate that the second summand in the above formula is negligible. To show this, we need the following lemma.
Lemma 3.2. There exists a constant γ 1 > 0, depending only on K and ̺, such that
Proof. Let an orthonormal basis be fixed in R d and let Θ i , i = 1, . . . , 2 d , be the corresponding coordinate corners. If o ∈ K (n) , then the random points X n are strictly separated from o by a hyperplane H. Hence there exists a coordinate corner, say Θ j , which is strictly separated from X n by H. Let the minimum probability content of the coordinate corners be denoted by γ 1 > 0. Then clearly
and q is locally integrable, we obtain
Thus, in what follows, we will neglect the term that corresponds to the event that o ∈ K (n) . Since ̺ is positive and continuous at each boundary point of K, compactness arguments show that ̺ is bounded from above and from below by positive constants in a suitable neighbourhood of ∂K. Hence, choose ε 0 > 0 such that ̺ is positive on the ε 0 -neighbourhood U of ∂K. Now define the positive constant c 0 := inf x∈U ̺(x). Let γ 2 := (
and let n 0 ∈ N be so large that for all n > n 0 the following conditions are satisfied:
From now on we assume that n > n 0 . Using Fubini's theorem and Lemma 3.2, we obtain that
Decomposing the inner integral, we get
We will demonstrate that the first summand is negligible. In order to show this, we first estimate the integrand. From (3.1a), (3.1b), and the choice of γ 2 , it follows that
This inequality also holds for larger caps C(u, s) with
Hence, using the fact that 1 − 3 ln n n n ≤ e −3 ln n = n −3 , we obtain
Decomposing the above integral, we get
We are going to show that the second summand is again negligible. Let ε > 0 be fixed. Since q is continuous at each point of D K , a compactness argument shows that if n is sufficiently large then |q(
and for all u ∈ S d−1 . Hence, if n is sufficiently large, then
It follows from (3.1a) and (3.1b) that (if n is sufficiently large)
For any fixed u ∈ S d−1 , Lemma 2.2 with β = 0 and (3.1c) imply γ2(
In summary, we have obtained that
It follows from (3.4) that
Therefore Θ n (u) < γ 3 for all u ∈ S d−1 for some suitable constant γ 3 > 0. Furthermore, the Gaussian curvature κ(x) is also bounded from above by r(K)
Thus, Lemma 2.1 and Lebesgue's dominated convergence theorem yield
It remains to calculate the limit
We start with those normal boundary points where the Gaussian curvature is zero.
Lemma 3.3. Let x ∈ ∂K be a normal boundary point of K with κ(x) = 0 and
Proof. It is sufficient to prove that for any given ε > 0,
if n is large enough. Since ̺ is positive in a neighbourhood of x (see (3.1b))
for sufficiently large n and t ∈ 0, γ 2 ln n n
By the assumption that κ(x) = 0, one principal curvature of ∂K at x is zero, and hence, in particular, less than ε d+1 r(K) d−2 . Thus,
Now, Lemma 2.2 with β = 0 readily implies (3.5).
Next, we are going to consider the case where x ∈ ∂K is a normal boundary point with κ(x) > 0. Set u = σ K (x) for brevity of notation.
Let Q denote the second fundamental form of ∂K as a function in the orthogonal complement
be the indicatrix of ∂K at x. It is well-known that if the orthonormal basis vectors v 1 , . . . , v d−1 in u ⊥ are aligned with the principal directions of curvature of ∂K at x, then Q(z) can be written as
where the quantities k i = k i (x), i = 1, . . . , d − 1, are the (generalized) principal curvatures of ∂K at x with z i ∈ R and where
There is a nondecreasing function µ : (0, ∞) → R with lim r→0 + µ(r) = 1 such that (3.6) µ(r)
where K(u, r) = K ∩ H(u, h K (u) − r). From (3.6) and Fubini's theorem, it follows that
where µ 1 : (0, ∞) → R satisfies lim r→0 + µ 1 (r) = 1. Now, by the continuity of ̺ at x and using Lemma 2.2 with β = 0, we obtain that
, and thus,
which finishes the proof of Theorem 3.1.
3.2.
Upper bound on the variance: proof of Theorem 1.5. In this section, we prove the asymptotic upper bound in Theorem 1.5. In fact, we prove the following theorem which provides an asymptotic upper bound on the variance of the weighted mean width W q (K (n) ) and which directly implies Theorem 1.5.
Theorem 3.4. With the hypotheses and notation of Theorem 3.1, it holds that
where the implied constant depends only on K, q and ̺.
A lower bound of the same order can be obtained by the same arguments as in [3] .
Proof. Our argument is similar to the one presented in Böröczky, Fodor, Reitzner and Vígh [3] . The main tool is the Efron-Stein jackknife inequality (cf. Reitzner [15] )
It follows from (3.7) and Fubini's theorem that
and for v ∈ Σ(u, s; b) let C(v, b) )}. Let γ 2 be defined as on page 7. By symmetry we may assume s ≤ t. Then substituting b = h K (v) − t and splitting the domain of integration of s, we obtain that
We continue the argument by estimating the first summand in the above integral. To achieve this estimate we will use the following inequality. If α ∈ [0, 1], then
It follows from (3.8) and (3.2) that for sufficiently large n
This implies, together with (3.8) and the substitution a = h K (u) − s, that
By the continuity of q at each point of D K , we may assume that if n is sufficiently large then q(h K (u) − a, u) is bounded for all a ∈ [0, γ 2 ( 
This finishes the proof of the asymptotic upper bound in Theorem 3.4.
3.3.
The strong law of large numbers: proof of Theorem 1.6. The upper bound on the variance implies a law of large numbers for W (K (n) ) as stated in Theorem 1.6. The same holds true for the upper bound on the variance of the weighted mean width W q (K (n) ). Hence, we prove the following theorem of which Theorem 1.6 is a special case. 
Proof. The proof follows essentially the same argument as that of Theorem 1.3 in [3] . Here we use the more general variance estimate provided in Theorem 3.4. Then for ε > 0, we obtain from Chebyshev's inequality that
Now, the proof may be finished in exactly the same way as, for example, on page 2295 in [3] using the fact that W q (K) − W q (K (n) ) is monotonically decreasing with n.
Polarity and circumscribed random polytopes
In this section, we will prove generalizations of Theorems 1.1 and 1.2 with the help of polarity and Theorems 3.1 and 3.4, respectively. We will follow a similar reasoning as in [2] , however, with some modifications and supplements. For the sake of completeness, we begin with some notations and we repeat some of the statements originally proved in [2] that will be used in the present proof as well.
The polar K * of a convex body K in R d is the closed, convex set K * := {y ∈ R d : x, y ≤ 1 for all x ∈ K}. We assume that o ∈ int K, and so K * is also a convex body with o ∈ int K * . For more information see [16] . We fix a convex body K ⊂ R d with o ∈ int K and describe the particular probability model we use for constructing the random polyhedral set K (n) in more detail. Let the radius 1 parallel body of K be denoted by K 1 = K + B d , and let H be the space of hyperplanes in R d with their usual topology. We denote by H K the subspace of H whose elements intersect K 1 and are disjoint from the interior of K. For H ∈ H K , let H − be the closed halfspace containing K. We assume that µ is the (unique) rigid motion invariant Borel measure on H which is normalized such that µ({H ∈ H : H ∩ M = ∅}) = W (M ) for each convex body M in R d . Let 2µ K be the restriction of the measure µ onto H K . Then µ K is a probability measure on H K . Let H 1 , . . . , H n be independent random hyperplanes in R d , that is, independent H-valued random variables with distribution µ K , which are defined on some suitable probability space. The intersection
with H i ∈ H K , for i = 1, . . . , n, is a random polyhedral set containing K. Note that K (n) may be unbounded. Let K be fixed as before. More general and with the same notations as in [2] , let q : [0, ∞) × S d−1 → [0, ∞) denote a locally integrable function, and let (4.1)
We assume that q is i) concentrated on D Then µ q is a probability distribution of hyperplanes which is concentrated on H K . As before we write H 1 , . . . , H n for independent random hyperplanes following this distribution and K (n) for the intersection of the halfspaces containing K.
4.1.
Proof of Theorem 1.1. In this subsection we prove Theorem 4.1, which directly implies Theorem 1.1 in the case that q ≡ 1 ≡ λ (in the notation of that theorem). In addition to the support function of a convex body M ⊂ R d , we now also need the radial function
For basic properties of radial functions and their connection to support functions, we refer to [16] .
Let λ :
be a measurable function. Then we define the weighted volume (i.e., the λ-weighted volume) of M as
We call λ locally integrable, if the weighted volumes of all convex bodies M with o ∈ int M are finite. 
is finite and the constant c d is defined as in Theorem 1.1.
Proof. Let the nonnegative and measurable functional
It was proved in [4] that P µq (K (n) ⊂ K 1 ) ≪ α n for some real number α ∈ (0, 1) depending on the convex body K and the density q. Since the distributions of the random polyhedral sets K (n) , based on K and q, and (K * (n) ) * := ((K * ) (n) ) * , based on K * and ̺ (to be defined below), are the same (see Proposition 5.1 in [2] for a precise statement), it follows that
where ̺ is defined as on page 516 in [2] , namely
It is easy to check from the assumptions on q that ̺ is a probability density on K * , which is positive and continuous at each point of ∂K * . Moreover, the assumptions on λ imply that λ is locally integrable and continuous at each point of D K * . Since Proposition 5.3 shows that K * has a rolling ball, Theorem 3.1 can be applied with K * , q and ̺ as defined here. This yields that
where κ * (x) denotes the generalized curvature of ∂K * in x. Applying Lemma 6.1 from [2] (cf. p. 519 and the notation and terminology used in [2] ), we obtain
where
, the support function h K * of K * at u is second order differentiable and ∇h K * (u) is a normal boundary point of K * . Hence, combining Lemma 3.1 and Lemma 3.4 in [11] , we conclude for any such u that
(Note that if K * has a rolling ball of radius r(K
According to Theorem 2.2 in [10] for H d−1 almost all u ∈ S d−1 the support function of K * is second order differentiable in u and x = ρ(K, u)u ∈ ∂K is a normal boundary point of K. Moreover, for each such u ∈ S d−1 ,
where we used that x, σ K (x) = h K (σ K (x)) ≥ r 0 for a constant r 0 > 0. Thus, κ(x) is uniformly bounded from below.) With the help of the above, we obtain that
Now, we will use the map T : S d−1 → ∂K, u → ρ(K, u)u, which is bijective and bilipschitz. From Lemma 2.4 in [10] , the Jacobian of T is
Using this fact, we get that
which completes the proof.
4.2.
Upper bound on the variance for circumscribed polytopes. In this subsection, we prove Theorem 1.2. In fact, we again prove more than strictly necessary for the verification of Theorem 1.2. The main content of the subsection is described in the following theorem. 
where the implied constant depends only on K, λ and q.
It is clear that Theorem 4.2 directly implies Theorem 1.2.
Proof. The Efron-Stein jackknife inequality yields
We can now use the same technique as in the proof of Theorem 1.1. Since P µq (K (n) ⊂ K 1 ) ≪ α n for some real number α ∈ (0, 1) depending on the convex body K and the density q (cf. [4] ) and since the distributions of the random polyhedral sets K (n) and (K * (n) ) * are the same, it follows that
where x 1 , . . . , x n+1 ∈ K * \K * 1 and λ is defined as in the proof of Theorem 4.1. From Proposition 5.3 it follows that a ball rolls freely in K * . Thus, Theorem 3.4 yields the upper bound on the variance.
Finally, we remark that the proof of Theorem 1.3 is analogous to the one of Theorem 1.6 using the monotonicity of V λ (K (n) ∩ K 1 ) − V λ (K) with respect to n.
Appendix
In this section, we describe some results that are used in the proofs of Theorems 4.1 and 4.2. The arguments are taken from [12] . Let B d (t, R) denote a Euclidean ball with center t and radius R. Proof. We may assume that t = t e 1 , where (e 1 , . This proves that ∂B d (t, R) * is contained in and thus coincides with the boundary of an ellipsoid with semiaxes as described in the statement of the lemma. Proof. In order to obtain the principal radii of curvature of E t , we consider a general ellipsoid E(a, b) of revolution with semiaxes lengths a 1 = a and a 2 = . . . In order to determine the principal radii of curvature of E(a, b), we can restrict ourselves to the case where x = (x 1 , x 2 , 0, . . . , 0) and x = 1, since E(a, b) has rotational symmetry. In addition, the eigenvectors u 2 , . . . , u d ∈ S d−1 of the reverse Weingarten map W x of E(a, b) at x are equal to the eigenvectors of the Weingarten map of E(a, b) at the uniquely determined boundary point of E(a, b) with exterior unit normal vector x (compare [16] , §2.5). The latter are given by u 2 = (x 2 , −x 1 , 0, . . . , 0) and u i = e i , i ∈ {3, . . . , d} ; see, e.g., Chapter 3, IV in [17] . Finally, Lemma 2.5.1 in [16] and some further calculations yield for the corresponding principal radii of curvature r 2 (x), . . . , r d (x) of E(a, b) at x that 
