Dynamic atomic force microscopy (dAFM) continues to grow in popularity among scientists in many different fields, and research on new methods and operating modes continues to expand the resolution, capabilities, and types of samples that can be studied. But many promising increases in capability are accompanied by increases in complexity. Indeed, interpreting modern dAFM data can be challenging, especially on complicated material systems, or in liquid environments where the behavior is often contrary to what is known in air or vacuum environments. Mathematical simulations have proven to be an effective tool in providing physical insight into these non-intuitive systems. In this article we describe recent developments in the VEDA (virtual environment for dynamic AFM) simulator, which is a suite of freely available, open-source simulation tools that are delivered through the cloud computing cyber-infrastructure of nanoHUB (www.nanohub.org). Here we describe three major developments. First, simulations in liquid environments are improved by enhancements in the modeling of cantilever dynamics, excitation methods, and solvation shell forces. Second, VEDA is now able to simulate many new advanced modes of operation (bimodal, phase-modulation, frequencymodulation, etc.). Finally, nineteen different tip-sample models are available to simulate the surface physics of a wide variety different material systems including capillary, specific adhesion, van der Waals, electrostatic, viscoelasticity, and hydration forces. These features are demonstrated through example simulations and validated against experimental data, in order to provide insight into practical problems in dynamic AFM.
I. INTRODUCTION
Dynamic atomic force microscopy (dAFM) has become a ubiquitous tool in many different scientific disciplines for imaging, force measurements, and manipulation at scales from micrometers down to atomic resolution. In the early days of dynamic AFM when samples were typically flat, hard materials in ultra high vacuum, a few simple equations could adequately describe the behavior of an AFM cantilever. 1 As dAFM expanded into new areas, many complexities arose. Interpretation of experimental data required consideration of cantilever dynamics, 2, 3 non-linear dynamics, 4, 5 and convolution of the geometry of the tip and the sample. 6 It was recognized that proper experimental design was required to minimize forces between tip and sample, 7 that different excitation methods produced different results, 8 that increasing imaging speed required attention to controller design, 9 and that fluid structure interactions influenced cantilever response. 10 In order to provide insight into these complicated systems, various mathematical simulators have been used. The virtual environment for dynamic AFM (VEDA) (Ref. 11) was introduced in 2008. VEDA allows researchers to gain insight into their experimental results, understand non-linear effects, investigate common artifacts, and perform studies to determine the sensitivity to parameter changes. In this article, we report on VEDA version 2.0, which provides significantly enhanced capabilities enabling more advanced simulations. There are advances in three main areas in this version.
First, an emphasis has been placed on accurate simulation in liquid environments. The dynamics of liquid environment AFM are considerably different than ambient or vacuum environment AFM.
12-14 A significant effort has been placed on making sure that the cantilever dynamics, excitation methods and tip-sample interaction models are accurate and consistent for liquid environment simulation. Several experimental simulation comparisons are shown in this work to validate the simulation predictions.
Second, the suite now includes a complete set of tools for every aspect of AFM spectroscopy and imaging. Whereas the original version was limited to Amplitude Modulation (AM) AFM, the new version includes frequency modulation (FM-AFM) modes and static modes (e.g., F-z curves, contact mode scanning) as well as more advanced AM-AFM modes such as bimodal and multi-frequency methods. The modeling of instrumentation such as lock-in amplifiers is also improved.
Finally, a much larger range of materials can be simulated accurately. Nineteen different tip-sample interaction models are available to describe many conservative and nonconservative interactions in non-contact, intermittent contact, and permanent contact regimes in air, vacuum, and liquids.
The layout of the paper is as follows: First, we will review the modeling used in the simulator, including cantilever dynamics, excitation methods, tip-sample interaction models, controllers and instrumentation. Then, we will discuss a number of examples that show the types of simulations available in VEDA and highlight the advanced capabilities present in this new version. 
II. MODELING

A. Materials modeling and tip-sample interactions
Various sample materials may present widely differing forces, and these may depend strongly on the environment (e.g., air versus liquid). The set of tip-sample interaction models available in VEDA has been significantly expanded since its original release. Several different categories of models are available as illustrated in Figure 1 .
Space does not permit detailed descriptions of all nineteen models. Selected models are given here. Details on the rest are available in the online VEDA manual 15 as well as Refs. 16-30. In particular the implementation of correct viscoelastic Hertzian mechanics including sample relaxation times is also available in VEDA but not described here because validation efforts are ongoing.
Hertz contact
The classical Hertz contact theory for a spherical tip indenting a flat plane 31 is
where F ts , d, R are the tip-sample interaction force, tip-sample gap, tip radius, respectively and E* is the reduced elasticity
where ν and E are Poisson's ratio and Young's modulus of the tip and the sample. For later reference, when the tip becomes rigid (E tip → ∞), then E * = E sample /(1 − ν 2 sample ) and (1) could be written in terms of the shear modulus G and Poisson's ratio using the relation E * = 2G sample /(1 − ν sample ).
DMT contact
The Derjaguin-Muller-Toporov (DMT) theory 18 combines classical Hertz contact with an attractive van der Waals force to model the attractive forces between stiff samples with low adhesion:
where H and a 0 are the Hamaker constant and intermolecular distance.
JKR contact
The Johnson-Kendall-Roberts (JKR) model 19 applies to highly adhesive, highly compliant surfaces and allows the sample to "neck" in the presence of an adhesive load. The model is nonconservative and includes a dependency of the history of the tip-sample contact. The JKR model can be written compactly through the use of a mode variable m describing the state of the tip-sample contact. 32 Let m = 1 signify contact with the sample and m = 0 otherwise. Then the force can be expressed as
where W JKR = 2F ad /3π R is the work of adhesion, F ad is the adhesion force, a is the contact radius that is described implicitly as
where the critical gap
crit /R is the distance at which the contact terminates, and a crit = (π Rtip 2 W JKR /8E*) 1/3 is the contact radius at which d = d crit . While approaching in noncontact (m = 0), contact occurs at d = 0 where the mode variable changes to m = 1. Upon retraction from the sample, tip-sample contact persists until d > d crit . At this point, the tip and sample separate and the mode changes to m = 0.
Hysteretic models such as JKR (and the hysteretic adhesion model in Sec. II A 7) present some difficulties when used with adaptive-step, backwards differentiation ODE solvers such as that used in VEDA (DDASKR (Ref. 33) ). Such solvers may compute intermediate trial solution that are then discarded (e.g., finite difference approximations to the Jacobian matrix or iterative solution methods for ODE). All of these trial solutions involve evaluation of F ts . Therefore, the routine that evaluates the hysteretic adhesion force must ensure that when 0 < d < d crit , m retains its value from most recently computed actual solution point, not the most recently computed intermediate point.
Hydration forces
There are several types of short ranges forces that occur within a few molecular diameters of a solid surface. In this work, we focus on the "hydration" force, which is so named because it may be linked to the energy required to remove hydrated water molecules from the surface. Some authors also refer to this force as a solvation force 27 because it may be caused by solvent molecules. The origins of this force, which is at present not fully understood, is discussed in Ref. 26 . Between hydrophillic surfaces, this force is repulsive. The conservative part of this force can be modeled as an exponentially decaying force 27, 28 
where R is the tip radius and λ and p h are empirically determined decay lengths and scalings. In addition to conservative forces, it has been recognized that there are also dissipative (non-conservative) components to the hydration/solvation forces. There is still debate in the literature as to the exact form of these forces. Some authors propose that the dissipation is oscillatory (proportional to the stiffness terms), 28 whereas other claim that the dissipation is monotonic and oscillatory components are instrumental artifacts. 29 One simple model is treat the force as a viscous drag where the viscosity decays exponentially away from the wall, and the force is zero when the tip and sample are in contact:
where c is a scaling (kg/s) and σ is a decay length (typically the molecular diameter). However, this causes the force to be discontinuous at the wall (i.e., F ts (0 + ,ḋ) = cḋ but F ts (0 − ,ḋ) = 0). Discontinuous forces can cause non-physical high frequency cantilever response. Therefore, we smooth the force out by allowing it to decay smoothly to zero as the tip indents the sample:
We will show in Sec. IV that this simple model is sufficient to capture the behavior of water over mica.
Morse potential
The Morse potential is commonly used to describe interatomic forces. It is often used in non-contact FM-AFM to describe the short range forces between the atoms on the tip and atoms on the sample. Van der Waals forces may be added to describe the long range forces between the atoms in the bulk of the tip and the bulk of the sample (e.g., Ref. 34) . The force is given by:
where H is the Hamaker constant, R is the tip radius, U 0 is the depth, r c is the equilibrium distance, and λ is the range.
Electrostatic force
VEDA allows the use of two different electrostatic models. The first is the simple model of Ref. 22 for the long range electrostatic force between a sphere and a plane:
ε 0 , ε, and R are the permittivity of free space, relative dielectric constant, and tip radius and V is the potential difference between the tip and sample V = V DC − φ surface + V AC cos (ω AC t) where V DC , φ surface , V AC , ω AC are the applied DC bias voltage, surface potential, applied AC bias voltage, and bias frequency, respectively. VEDA also includes the more complex model of Ref. 23 , which splits the AFM probe up into three parts: the main body of the cantilever, the bulk of the tip (modeled as a truncated cone), and the apex of the tip (modeled as a paraboloid). The electrostatic force contributions from each component are accounted for separately,
where l, w, θ lever , h, and θ tip cantilever length, cantilever width, cantilever inclination angle (with respect to the sample surface), tip height, tip opening angle, and tip apex radius, respectively, δ = R/ tan 2 (θ ti p /2) is the height of the truncated part of the cone, and the final term is the van der Waals force on the tip (same form as in previous models).
Hysteretic adhesion / capillary forces
Apart from JKR contact, there are many situations in AFM that involve hysteretic adhesion (i.e., a different attractive force when the tip is retracting from the surface than when it approaches). A common example is capillary forces: When a tip comes into contact with a sample in the presence of moist air, a liquid capillary neck can form between them. When the tip retracts, the capillary neck breaks. This process causes a hysteretic, non-conservative force. Another example is specific chemical interactions between a functionalized tip and a sample, 35, 36 which is commonly used in biological studies in liquid environments.
An ad hoc model intended to capture hysteresis in the tipsample adhesion is taken from Ref. 25 . The hysteretic force in this model can be added to any of the other contact models listed in Figure 1 . The force is given by 
B. Cantilever dynamics
In order to simulate the AFM probe's interaction with samples, it is important to model the cantilever dynamics accurately. There are several key details which must be addressed in this modeling. These are summarized graphically in Figure 2 and we discuss the details in this section.
Dynamic AFM is often modeled assuming that the cantilever probe could be treated as a single degree of freedom oscillator. This assumption, which is generally valid for classical single frequency operation in ambient or ultra-high vacuum environments, 37 was used in the original version of VEDA. However, operation in liquids, 38 as well as new advanced multi-frequency techniques (e.g., Refs. 39 and 40) necessitate high-fidelity probe dynamics that capture multiple eigenmodes of the continuous microcantilever probe. Accordingly, VEDA 2.0 allows multiple eigenmodes to be simulated.
Here we show the equations of motion that VEDA uses. The derivation is similar to Ref. 11 , only the number of eigenmodes is changed. Specifically, we start from the classical Euler-Bernoulli beam partial differential equation for small deflections of a slender, rectangular cantilever in a ground-fixed inertial frame, subject to a hydrodynamic damping force, a driving force, and a tip-sample interaction force,
where E, I, ρ c , A, w, x, t, F hydro , F ts , F drive , L, Z and δ are the cantilever Young's modulus, area moment of inertia, density, cross-sectional area, deflection, axial coordinate, time, hydrodynamic force, 10, 41 tip-sample interaction force, driving (excitation force), cantilever length, cantilever-sample separation and Dirac delta, respectively. The hydrodynamic forces are converted into an effective modal viscosity and modal added mass, 42 and then the equation is discretized in the basis of cantilever eigenmodes using Galerkin's method 43 following Ref. 44 . The method is to write w as w =
where ψ i (x) is the ith eigenmode shape and q i (t) is referred to as a modal coordinate. If ψ is chosen such that ψ i (L) = 1, then the modal coordinates are the deflection of cantilever at the free end. This scaling is important because it allows the calibrated stiffnesses of the eigenmodes to be incorporated directly into the model. 44 An approximation is made by keeping only the first N eigenmodes and neglecting the rest (typically N = 1 in air or vacuum and N = 2 or 3 in liquid, although VEDA allows up to N = 9). After a series of manipulations, the original partial differential equation is reduced to a set of ordinary differential equations: where q i (t), ω i , Q i , k i , F ts , and F i are the tip deflection, natural frequency, quality factor, equivalent stiffness, tip-sample interaction force, and driving force of the ith eigenmode,
q i is the tip-sample gap. d is the driving frequency, which may be different than ω j in order to explore off-resonant dynamics. The coordinates used in these formulas are defined graphically in Figure 3 .
Finally, to model the optical beam deflection method, 45 which measures slopes not actual deflections, observed deflection is reported asũ
where χ i is slope at the end of the ith eigenmode. This assumes the photodiode volts-to-nanometers conversion has been calibrated for the 1st eigenmode. In typical experiment conditions, the photodiode may be calibrated from an F-z curve on a stiff surface. This gives the static bending sensitivity χ s . For a rectangular Euler-Bernoulli beam, the static sensitivity is related to the first eigenmode sensitivity by,
An alternative is the method of Ref. 47 , which can give χ 1 directly. Direct measurement of χ i for i ≥ 2 is difficult and the authors are not aware of any commonly used method. Typically, the theoretical values of χ i /χ 1 from EulerBernoulli beam theory are used. While the development above focused on rectangular cantilevers, the resulting discretized equations are similar when using cantilevers of any other geometry such as triangular levers. The main difference is that the modal stiffnesses follow a different pattern. For example k 2 /k 1 = 40 for a rectangular beam but k 2 /k 1 may be 17 for triangular cantilevers, depending on the exact geometry. 44 Also anti-symmetric eigenmodes of triangular cantilevers cause only a torsional deflection of the tip and no normal deflection. 48, 49 Because VEDA is not able to model torsional deflections, these eigenmodes cannot be simulated.
For convenience, many quantities of the higher eigenmodes such as stiffness, natural frequency, and slope χ can be automatically calculated from Euler-Bernoulli theory based on the values of the first eigenmode. All of these parameters can be affected significantly by the mass of the tip, 42 and VEDA is able to take that effect into account.
VEDA solves these dynamic equations even for static modes such as contact mode or F-z curves. When operated at sufficiently high speeds, the topography of the sample acts as a dynamic excitation and the cantilever dynamics become relevant to understanding the response.
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C. Excitation methods
In air or vacuum, the choice of excitation method is usually not critical. In liquid environments, and especially for frequency modulation, the choice of excitation method makes a large difference to the final result. Common excitation methods include acoustic (mechanically shaking the base of the cantilever with a dither piezo), magnetic (coating the cantilever with a magnetic material and generating an alternating magnetic field with a solenoid), and Lorentz force (depositing a conducting loop of metal on the cantilever and running an AC current through it in the presence of a steady magnetic field). The models for these excitation types can be derived from the equations given in Ref. 51 .
For magnetic drive or Lorentz force, the driving force is assumed to be uniform along the width of the cantilever. Therefore,
For acoustic drive, the situation is significantly more complicated. A complete derivation is given in Ref. 52 , which is summarized here briefly. The tip-sample gap is now de-
is the motion of the cantilever base due to dither piezo excitation and the q i are the tip deflection relative to base motion (i.e., in the moving frame 51 ). The moving boundary condition at the base is converted into an equivalent modal forcing. In liquids, an additional fluid borne loading force may be added to account for direct excitation from unsteady fluid motion excited by the dither piezo. 51, 52 The total force takes this form:
where m c = ρ c AL is the cantilever mass, m* is the hydrodynamic added fluid mass, andm = m ti p /(m c + m * ) is the ratio of tip mass to total cantilever plus added fluid mass,
is the jth eigenmode shape, Y(ω) is the Fourier transform of the base motion, and A fluid describes the ratio of fluid borne loading to structural borne loading.
In air, the effect of fluid borne loading is negligible, so this expression reduces to
and in liquids, the hydrodynamic added mass m* is typically large, such thatm 1 and m*/(m c + m*) ≈ 1:
Multiple frequency excitations are also possible, for example bimodal AFM. 39 Bimodal excitation will be discussed in Sec. IV E.
D. Controllers and instrumentation modeling
Having described a complete set of models for cantilever dynamics and tip-sample interaction forces, one more set of models is needed to simulate a real instrument: controllers and instrumentation. Example block diagrams of the complete system are shown in Figure 4 .
The original release of VEDA included only Amplitude Modulation tools, but this release now includes Frequency Modulation tools. 53 The implementation uses a PLL (Phasedlocked loop) for maintaining constant phase, as opposed to a self-excited loop, and a standard feedback controller for maintaining constant amplitude as shown in Figure 4 . Both the PLL and amplitude controller use PID feedback, which affords better response than the PI control used by some FM AFMs. The method of Ref. 54 is used to automatically set feedback parameters, which greatly speeds up the simulation process. Also, for operation in liquids (and especially with acoustic drive) the phase lag setpoint is not necessarily 90 degrees. FM-AFM results can be misleading when an incorrect phase setpoint is used. 29 The correct setpoint is calculated automatically from the cantilever dynamics models in II B.
Particular care must be paid to the excitation modeling when FM is used, as the excitation force may change at different frequencies. To consider a simple example, when using magnetic excitation, the impedance of the exciting solenoid coil increases as frequency increases. 55 Thus the magnetic force will drop slightly as frequency increases. This will cause the amplitude controller to increase the driving voltage to compensate. The increased driving signal will look like an apparent dissipation.
In liquids with acoustic excitation, the situation can be significantly more complicated. The presence of dither piezo resonances may cause the excitation force to change significantly as the driving frequency is changed. This can cause artifacts in the frequency shift and drive signal ("dissipation") outputs. 56, 57 VEDA is able to simulate dither piezo resonances and thus accurately reproduce these artifacts. For example, in Equation (17), Y(ω) can be modeled as a simple harmonic oscillator
where Q piezo , ω piezo are the quality factor and natural frequency of the dither piezo resonance. Then, as the PLL changes the driving frequency, the cantilever base motion changes accordingly.
The dynamics of the X, Y, and Z piezos, however, are neglected. That is, the X,Y, and Z piezos are assumed to respond instantaneously to a controller command. No X, Y, or Z piezo resonances, hysteresis, creep, or non-linearities are included.
The original release of VEDA used Fourier integrals over a specified number of drive cycles as an approximation to a lock-in amplifier. The current version include a complete model of a lock-in amplifier with choice of 1st, 2nd, or 4th order filtering and adjustable time constants. This allows simulation of the effects of lock-in amplifier choice on speed of response, noise rejection, and controller performance. Up to ten different lock-ins can be used simultaneously in order to extract higher harmonics information and model advanced modes of operation.
VEDA reports phase using a phase lag convention (i.e., phase increases from 0 to + 180 degrees when excitation frequency is swept up through resonance).
E. Comparison to other simulators
It is worth comparing and contrasting the modeling assumptions in VEDA with other simulators.
First, VEDA solves the differential equations of motion directly in time domain, as opposed to methods that use approximate equations derived using asymptotic/perturbation ("averaging") techniques. 58 This means that VEDA is somewhat slower than those solvers, but it is possible to simulate complex dynamics and interaction models for which perturbation methods do not work. For example, as we will discuss in Secs. IV A and IV F liquid simulations generally involve low quality factors, multiple eigenmodes, and multiple harmonics, which pose difficulties for typical perturbation methods. Further, VEDA incorporates several discontinuous interaction models such as hysteric adhesion and JKR contact that cannot be treated by standard perturbation methods.
VEDA is a general simulator, able to handle a wide variety of imaging modes, environments and samples. The control system architecture is fairly generic. In contrast, many existing simulators are more specialized. For example, some are focused solely on FM-AFM, 59 , 60 while others have tried to exactly match one particular instrument. 61 VEDA uses a modal discretization of the cantilever (details in Sec. II B) whereas some solvers have used a finitedifference 62 or finite-element discretization. 63 For uniform rectangular cantilevers a modal discretization is significantly faster than a finite-element/finite-difference approach with no loss in accuracy. On the other hand, the finite-element method is better equipped to handle highly non-uniform or irregular geometry.
Finally, the focus in VEDA has been on correctly modeling dynamics and interactions. Some simulators have focused on generating 2D images based on the convolution of three dimensional tip and sample geometries (or force fields) with either no or simplified cantilever dynamics. 58, 64 While VEDA does include scanning simulations, it only simulates one line at a time and is limited to simpler geometry.
III. DESCRIPTION OF TOOLS
The VEDA suite currently includes 11 tools. These can be classified in several different ways r Operating mode: contact, amplitude modulation, frequency modulation. 65 r Experiment type: approach curves, scanning, frequency sweep.
r Basic versus advanced. Because the number of inputs on the various tools can be daunting to a new user, basic versions of some tools are provided as easier to learn alternative. The basic versions are applicable to air or vacuum environments only.
The basic AM approach curves and basic AM scanning tools correspond to the tools available in the original release of VEDA and the other nine tools represent new functionality.
A. Web-based graphical user interface
A key feature in VEDA is that the graphical user interface (GUI) is entirely web-based (using the rappture 66 toolkit). This allows simulations to be run from any location with a Java-based web browser. Users do not need to install any software on their local machine. The actual computations are run on the nanoHub cloud, so computationally intensive simulations can be run even if the researcher is not using a highpowered, expensive workstation.
Each of the different tools has a different interface that asks for the inputs relevant to that simulation. Inputs that are common to multiple different tools (such as tip-sample interaction models) are grouped together.
The GUI includes a plotting package for post-processing, and it is possible to plot multiple simulations on top of each other. This makes it easy to perform parameter studies. Results can also be downloaded as CSV files for plotting in the user's preferred graphics package.
B. Pedagogical features
VEDA has been used as an integral part of a semester long class on the fundamentals of atomic force microscopy (complete lectures are freely available online at Ref. 67 ). In order to assist students' learning, VEDA comes with a number of example simulations that can be accessed from drop-down menus. These simulations illustrate various points of dAFM, and are described in detail in the accompanying manual. The manual also gives additional descriptions of the basic theory and operation of dAFM, making it suitable as a supplementary textbook for classes.
C. Open source
In addition to the web-based GUI, the complete FORTRAN 90 source code is also available for download. Users may compile and run VEDA on any machine on which the rappture toolkit is supported (currently Linux and Mac).
IV. EXAMPLE SIMULATIONS
In this section, a number of example simulations are presented. A wide variety of cases are shown in order to demonstrate the new capabilities. All of the simulation examples have been validated against either experimental data or other simulation data, either presented in this paper or previously published. A summary of the validations for each example is given in Table I . The specific examples have been chosen in order to demonstrate the three key types of new features in VEDA 
A. Tapping mode approach curves on mica in deionized water
This example shows one of the easiest liquid environment AFM experiments to conduct, yet one of the most difficult to simulate accurately. A CSC37 cantilever (Mikromasch) that has been coated with a magnetic material (Agilent) is oscillated with magnetic excitation and approached to a freshly cleaved mica surface in deionized water. The experiments are conducted on an Agilent 5500 AFM with a magnetic coil located below the sample. Experimental parameters are listed in Table II . The experimental results are plotted in Figure 5 (a) as first harmonic phase versus setpoint ratio (this removes any cantilever-sample Z drift or Z piezo non-linearity from the measurement) and are the average of five curves. The experiments were replicated with a different cantilever on a different day and result was repeatable.
For the simulation, the tip-sample interaction model has three components: DMT contact, conservative hydration forces, and non-conservative hydration forces. As the media is deionized water, the Debye length is long, so the DLVO theory 27 would predict a nearly constant electrostatic double layer force near the surface. A constant force does not affect the dynamic response therefore the double layer forces are neglected. The conservative hydration force is repulsive and partially cancels out the attractive forces in the non-contact region of the DMT forces. As the oscillation amplitude is large compared to the diameter of a water molecule, contributions from oscillatory forces are expected to average out, so they are neglected. Finally, the non-conservative hydration forces are assumed to be a simple exponentially decaying damping coefficient. The parameters used in the simulations are listed 
FIG. 5. (Color online) (a)
Comparison between experiment and simulation for a soft cantilever approaching a mica surface in deionized water using magnetic drive. The phase (lag) has been shifted to be exactly 90 degrees when the cantilever is not in contact with the sample. A simulation with a two eigenmode model matches the data much better than a 1 eigenmode model. (b) Simulation Indentation. In the shaded region (0.79 to 1.0), the indentation is zero, indicating that the cantilever is being entirely detuned by the solvation shell forces and is not actually touching the sample. In this region the imaging resolution will be poor. (c) Simulation tip-sample energy dissipation. The standard formulas from 1st harmonic amplitude and phase (Ref. 69 ) significantly over predict the actual value due to energy transferred to higher harmonics/eigenmodes. Table II . Importantly, all of the parameters are either measured directly during the experiment or taken from the literature, except the scaling of the hydration force has been tuned to match the experimental data.
In comparing the simulation to the experiment, we note that the match is quite good when using a two eigenmode model but not as good when using a one eigenmode model. 38 Because the experimental observables match the simulation, we can then use the simulations to investigate quantities that are not observable during the experiment. For example, Figure 5 (b) shows the indentation into the mica surface. Importantly, this is zero between 100% and 80% amplitude ratio. This indicates that above 80% amplitude ratio, the amplitude reduction is coming entirely from the hydration forces and is not actually touching the sample surface. As several groups have suggested, 12, 68 the best imaging resolution will be achieved when the tip pushes all the way through the hydration layers and touches the surface atoms. So in this case the best imaging resolution is expected to be at 80% setpoint or below.
Another quantity of interest is the tip-sample energy dissipation. In this case, a large source of dissipation is expected to be within the hydration shells. In tapping mode, experimental energy dissipation is typically calculated from the first harmonic amplitude and phase by means of standard formulas. 69 In the simulation, the tip-sample force and tip velocity are directly accessible, so the actual dissipation can be calculated directly from numerical integration. It can be seen in Figure 5 (c) that the standard formula over predicts the tipsample energy dissipation by more than 60%.
To understand the source of this discrepancy, we examine the time history of tip sample interaction for this simulation at a setpoint ratio of 70%. The time history of tip-sample force and observed deflection are shown in Figure 6 (a). When the tip taps on the sample, there is a distortion of the deflection waveform, which would otherwise be sinusoidal. To further investigate, we can directly plot the response of the two different eigenmodes in Figure 6(b) . When the tip taps on the sample, there is a spike in the response of the second eigenmode, indicating that a significant amount of energy has been transferred to the second eigenmode. As the tip leaves contact with the sample surface, the second eigenmode rings downdissipating its energy into the surrounding fluid.
This effect, which we call "momentary excitation" has a significant effect on the dynamics of liquid environment AFM. 12-14, 38, 70 Indeed, this is the reason why two eigenmode models match experimental data better than one eigenmode models ( Figure 5(a) ). The energy transfer to higher eigenmodes/higher frequencies explains the difference between the two curves in Figure 5 (c). The formula of Ref. 69 represents the total energy lost from the driving harmonic, which actually has two components. One component is tip-sample dissipation and the other component is energy transferred to higher frequencies.
One final point of interest in these results is large peak in the phase at 16% setpoint. Based on Ref. 13 , it appears that this might be a point where the tip transitions to a multiple impact regime (i.e., begins to tap on the sample two or Figure 7 . When the hydration force is removed, the phase is affected across all setpoints, and in particular the peak near 16% setpoint is now multi-valued with respect to amplitude. Further, comparing time histories (Figures 7(b) and 6(a)), it can be seen that in the pure Hertz model, the tip is tapping on the sample twice per drive cycle, but with the hydration forces, the tip is tapping only once. The hydration forces thus have a large effect on the response, despite the fact that the unconstrained amplitude is more than 20 times larger than the decay length of the hydration force.
B. Non-linear frequency response in air
A new tool in VEDA 2.0 is a frequency sweep tool. This can be useful for modeling and understanding the frequency dependence of various excitation methods (especially for FM-AFM in liquids 56 ). It is also useful for understanding the cantilever's non-linear frequency response when interacting with the sample.
In this section, we will recreate the results of Ref. Before presenting the results, we note two differences between VEDA and AUTO. First, the DMT contact model (3) The parameters are given in Table III . A series of 11 simulations is run for unconstrained amplitudes ranging from 89.2 nm to 90.2 nm in 0.1 nm steps. 72 The result is shown in Figure 8 . The lowest curve, representing A 0 = 89.2 nm, is approximately the frequency response of a linear single degree of freedom oscillator. The distance of closest approach (the minimum gap) is 0.8 nm. At this range the van der Waals forces are almost zero, so there is little non-linear effect. With each successive curve, the minimum gap decreases, so van der Waals forces start to be significant. On each curve, the point at which the phase is 90 degrees (the effective natural frequency) is indicated with a dot. For the first few simulations, these points are decreasing in frequency as amplitude increases. This is characteristic of a softening non-linearity. 73 Then, as the amplitude increases further, the natural frequency will start to increase. This indicates that the repulsive DMT forces are starting to exert a stiffening effect. Connecting the natural frequency points for each curve creates the "backbone" curve of the non-linear resonance, shown as a dashed line on the plot. Figure 8 (b) shows the mean interaction forces. As A 0 increases, the mean forces become more and more negative (attractive) until A 0 = 89.8 nm. At 89.8 nm the mean force is still attractive but it is has started to turn around and come back towards zero. At A 0 = 90.0 the mean force has become positive (repulsive) for the first time. This is the transition between the so-called attractive and repulsive imaging regimes.
In an experiment, the tip-sample interaction force could not be observed directly. But the cantilever phase can be observed, as shown in Figure 8(c) . In the attractive regime, the phase angle increases (relative to the linear case) as the frequency sweeps through resonance but in the repulsive regime, the phase angle decreases. 
C. Frequency modulation force spectroscopy in vacuum
Another new capability in VEDA 2.0 is frequency modulation. In this example, we reproduce the simulation of Ref. 60 , the approach of a silicon tip onto a (111) silicon facet. The parameters are shown in Table IV.   TABLE IV The first curve to check in a FM-AFM approach curve is the controller performance. The first harmonic amplitude and first harmonic phase versus minimum gap (distance of closest approach) are shown in Figures 9(a) and 9(b) . Ideally, these curves would be perfectly flat, but in a real system there is always some deviation. In this case, the phase is constant to within about 0.01 degree during the majority of the approach and starts to deviate slightly at the very end (where the Morse potential starts changing very rapidly). The oscillations in the phase could be reduced further by reducing the bandwidth of the lock-in amplifier, however that would also increase the phase deviation at the very end. The amplitude controller also performs well, less than 0.002% deviation over the entire range. This controller performance would be considered acceptable. Figure 9 (c) shows the frequency shift versus minimum gap (also known as the "distance of closest approach"). The shape of the frequency shift follows the tip-sample interaction force. In fact, the exact tip-sample interaction force should be recoverable from the frequency shift. 75 Figure 9(d) shows the drive amplitude, which is sometimes called the "dissipation." The drive amplitude increasing by about 0.9% over the approach. But, the Morse potential is a purely conservative interaction, so there is no actual tip-sample dissipation. Therefore, this 0.9% increase is entirely an instrumental artifact. Identifying precisely the cause of these instrumental artifacts was a major focus of Ref. 60 . Indeed, they modeled a particular instrument in great detail in order to make detailed comparisons between simulation and experiment as to the exact amount of apparent versus true dissipation. In our case, we have not modeled a specific instrument, but a generic one. We can still make some generic comments as to the cause of apparent dissipation in this case. First, we note in Figure 9 (c) that the drive frequency has increased by 0.27% over the approach. But the energy dissipated by a simple harmonic oscillation is dependent on the frequency, 76 therefore we should expect that the drive amplitude should increase by the same 0.27% solely due to this shift in drive frequency. 56 We can remove this effect by multiplying the drive amplitude by ω 0 /ω. When this is removed, the corrected drive amplitude shows an increase of 0.6% over the approach. This corrected drive amplitude starts to deviate from unity at approximately the same minimum gap as the phase starts to deviate from 90 degrees. The phase error indicates that the natural frequency is changing too quickly for the PLL to keep up and thus the drive frequency is no longer tracking the natural frequency. Because the cantilever is driven off resonance, more energy is required for the same amplitude. To reduce the phase error, one would need to slow down the Z approach speed in order to allow the PLL more time to respond.
D. Higher eigenmode resonant enhancement of electrostatic force microscopy
Electrostatic Force Microscopy is a variant of AFM which attempts to measure electrostatic forces between an electrically conductive tip and a sample. This is typically a multi-frequency method. A mechanical vibration applied at one frequency is used for tip-sample sample distance control. An electrical bias applied at another frequency creates an electrostatic force at that frequency, which in turn creates a mechanical vibration that can be detected to measure the electrostatic force. The two different frequencies can be combined with AM and FM detection in multiple different ways. 77 In this section, we show a simulation which uses AM detection at both frequencies.
We demonstrate one of the ideas of Ref. 78 . Two simulations using the sphere-plane model 22 are shown in Figure 10 (a). Parameters are given in Table V . In the first simulation, the cantilever is excited mechanically at the first nat- ural frequency (ω d = ω 1 ) and electrically below the first natural frequency (ω AC = 0.4ω 1 ). Then a lock-in amplifier is used to extract the motion at 0.4ω 1 . There is a response present, but it is small. In the second simulation, the AC frequency is tuned to the cantilever's 2nd natural frequency ω AC = ω 2 ≈ 6.2ω 1 thus exciting the second bending eigenmode. The electrostatic force exerted on the cantilever is exactly the same as in the first case. However, due to resonant amplification (and increased optical lever sensitivity at the second eigenmode, equation (13) ) the response is more than 10 times larger. This improved sensitivity means that smaller electrostatic forces could be probed. For example, small differences in contact potential between two areas of a sample could be resolved better.
In Figure 10 (b) the same simulation is repeated, but this time using the full cantilever model. 23 The response amplitudes are significantly higher as compared to Figure 10 (a). This is because the electrostatic forces due to the 100 × 25 μm cantilever body are included, in addition to the 10 nm radius tip. Also, in Figure 10 (a) there is a significant increase in the response amplitude as the tip approaches the sample, whereas in Figure 10 (b) the force appears nearly constant. This is because the cantilever body is the dominant contributor to the forces. The cantilever body is offset from the sample by the 20 μm tip height. Compared to the tip height, a change in Z distance of 50 nm is only 0.25%, so the electrostatic forces from the cantilever body are essentially constant. It is only the forces from the tip that change significantly as the cantilever approaches the sample, but these are only a small portion of the total response. This shows the importance of using realistic electrostatic models, and demonstrates one reason why obtaining high lateral resolution may be challenging in electrostatic force microscopy.
E. Material contrast in bimodal scanning
The term bimodal refers to exciting multiple eigenmodes simultaneously. This typically used to increase lateral resolution or enhance material contrast. 39, 79, 80 In this example, we demonstrate the use of AM-AFM bimodal scanning over a heterogeneous sample.
In traditional tapping mode AM, the 1st harmonic phase provides information on material properties. Its interpretation, however, is often misunderstood. Specifically, tapping mode gives information on the ratio of dissipative to conservative properties. An important implication is that if the dissipation is zero, then this ratio is always zero, regardless of the conservative properties. Bimodal AM-AFM on the other hand, is able to provide information on conservative properties even if the dissipation is zero.
In this example, we simulate the experimental results of Ref. 81 who considered regions of Sexithienyl (T6) deposited on a silicon substrate. The simulation parameters are given in Table VI and are taken from Ref. 81 . The operating conditions are such that the cantilever is operated in a non-contact attractive regime. Thus, observed contrast between the silicon and T6 will be due entirely to differences in the attractive forces, and energy dissipation is expected to be very small.
The simulation consists of a bimodal scan over a substrate of length 30 nm that has a trapezoidal feature on it (Figure 11(a) ). The substrate (Si) has a Hamaker constant of 6.7 × 10 −20 J and the feature (T6) has a Hamaker constant of 4.5 × 10 −20 J. Importantly, the tip-sample interaction is purely conservative-there is no energy dissipation. The result is shown in Figure 11 . For comparison, a conventional single mode scan is also simulated. In Figure 11 (b), the measured topography is shown. The feature extends from X = 10 nm to X = 20 nm. In Figure 11 (c) the first frequency phase is shown. There is essentially no contrast between the two different regions in either the bimodal or conventional operation. However, the second frequency phase, which is a new signal available in bimodal that does not exist in conventional tapping mode shows a clear contrast to the Hamaker constant of the sample.
Although VEDA reports averaged quantities such as amplitude and phase by default (as in a real AFM), it can also output the raw time histories of tip-sample force and cantilever deflection. Such a plot is shown in Figure 12 . In this case, the smaller second eigenmode excitation is clearly seen on top of the large first eigenmode response. An important point is that the interaction is not the same on every tap. This is because the ratio of drive frequencies is not an integer. For this case, the interaction will repeat every 5 periods of the 1st eigenmode. . This is best understood in a time history (c) which shows that in this regime the cantilever taps on the sample only once every four drive cycles.
F. Subharmonic response when operating at higher eigenmodes
In this example, we examine the results of Ref. 82 , in which multiple frequencies respond in liquids even when the excitation is single frequency. In that work, an excitation was applied at a cantilever's second natural frequency in water. An example approach curve on mica is shown in Figure 13 (a). There are some interesting jumps up and down in the amplitude. These correspond to region in which there is a subharmonic response. That is, the cantilever is responding at a lower frequency than the driving frequency. For example, in Figure 13(b) , there is a region where the cantilever responds at one-fourth of the driving frequency. This response is perhaps best understood in terms of a time history plot, such as Figure 13 (c). When the cantilever taps on the sample, a significant amount of energy is transferred from the driving frequency to the first eigenmode. The low frequency response of the first eigenmode causes the tip to move so far away from the sample, that it does not tap on the next drive cycle. In fact, the tip taps only once every four drive cycles. Depending on the cantilever parameters and operating conditions, two, three, or even five drive cycle patterns are possible.
The comparison between simulation and experiment in Figure 13 is excellent (parameters given in Table VII ). There are two points that are important in capturing this behavior. First, although the qualitative behavior can be reproduced fairly well by modeling only the first eigenmode, a quantitative match requires the use of three eigenmodes. This represents that fact that when the tip taps, energy is transferred from the driving harmonic to both lower and higher frequencies. Second, in Ref. 82 a qualitative match between experiment and simulation was achieved using a plain Hertz model. An improved quantitative match is achieved in this work by including solvation/hydration forces. For the conservative portion of the force, the same value from Sec. IV A is used. For the non-conservative force, the value from Sec. IV A did not give a good result. Instead a different value was fit to match these results.
G. Scanning artifacts due to jump to contact instability
In this example we demonstrate an imaging artifact that can occur on sticky (i.e., highly adhesive) samples, and can also be caused by the tip picking up debris from the sample. An experimental image demonstrating this artifact is shown in Figure 14 (a). A TR400 cantilever (Olympus) is used to image a flat gelatin substrate in a phosphate buffer solution (commonly used for imaging biological samples such as cells), in an Asylum MFD3D. The top half of the image, which used a higher setpoint, reproduces the topography accurately, but the bottom half, which used a lower setpoint, does not. Examination of the topgraphy and amplitude cross sections (Figures 14(b) and 14(c)) shows that for the unstable situation, the repeated series of triangular features in topography is accompanied by negative spikes in the amplitude.
Instead of switching setpoints during a simulation, we recreate this instability in slightly different way. We consider a completely flat sample modeled by Hertz contact and the hysteretic adhesive force given in Sec. II A 7. The sample is split into two regions, the first part having a small adhesion force and the second part having much larger adhesion force. We expect the controller to be stable in the region of small adhesion and unstable in the region of large adhesion. The parameters are given in Table VIII. The measured topography output for an unconstrained amplitude A 0 = 6 nm is shown in Figure 15(a) . On the region with higher adhesion (to the right of X = 25), there is a series of sharp spikes, precisely as observed experimen- In the lower half of the image, the controller is unstable. The cantilever repeatedly sticks to and pulls away from the substrate. In the upper half of the image, the controller setpoint was raised, removing the instability. Also shown are cross sections of (b) topography and (c) amplitude in the two different regions.
tally. The cantilever is alternatively approaching and then retracting from the surface and never finds any stable imaging condition.
In order to understand this instability, we examine the approach curve for this cantilever on the high adhesion sample. This result is shown in Figure 15(b) . The cantilever snaps in to permanent contact with the surface at a very high setpoint. This explains the scanning behavior. The cantilever starts far from the surface with a large amplitude. The For a small free amplitude, the controller is unstable in the sticky region, first approaching and then retracting from the sample. For a larger free amplitude, the controller is stable. (c) Dynamic approach curves on the sticky region explain the cause of the instability. For the small free amplitude, the cantilever jumps to contact as soon as it touches the sample. Therefore, there is no Z distance at which a scanning setpoint of 60% exists. For the larger free amplitude, the jump-to-contact point does not happen until a lower setpoint.
controller brings the cantilever closer to the surface to reduce the amplitude. However, before the amplitude is reduced to the setpoint of 60%, the cantilever snaps-in and the amplitude jumps to nearly 0. The controller sees that this amplitude reduction has gone too far, and pulls the cantilever away from the sample in order to increase the amplitude. At that point, the cantilever pulls off the sample and obtains a large amplitude again. The process then repeats. For this set of simulation parameters, there are no controller gains, scanning speeds, or setpoints that would make this system stable. The only choice is to change the free amplitude. We expect that raising the free amplitude should help reduce the instability. In fact, increasing A 0 to 12 nm does make the scan more stable as shown in Figure 15 (a), and this is reflected in the approach curves Figure 15(b) as well.
V. SUMMARY AND OUTLOOK
In summary, we have described some of the new features available in VEDA 2.0, focusing specifically on cantilever dynamics, new materials modeling, and new controller/instrumentation modeling. In particular we have highlighted the multi-modal cantilever dynamics and solvation forces models needed to accurately simulate liquid environments. The new version includes a complete set of simulations for many different types of AFM experiments including many that space did not permit discussing (e.g., force-distance curves, FM scanning, and JKR contact model). The simulator is useful for providing insight into complex behavior, running studies to determine the sensitivity of the observables to various parameters, and teaching new students the fundamentals of AFM.
New tip-sample interaction models in development include: electrostatic models that take non-conservative interactions into account, enhanced viscoelasticity models, additional hysteretic models, and the ability to link tip-sample interactions from molecular dynamics simulations directly into VEDA.
We believe there is a compelling case to be made for web-based simulations for the AFM community. In addition to simulations, we plan to add the ability for users to upload experimental data for online analysis such as fitting force distance curves to models or extracting elasticity data from images. Such a central resource will help standardize analyses across the AFM community and allow researchers to access state-of-the-art data processing without needing to write their own codes.
