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Abstract
The diffuse far-ultraviolet (FUV) continuum radiation “longward” of Lyα (1216Å) is well known to corre-
late with the dust emission at 100 µm. However, it has been claimed that the FUV continuum background
“shortward” of Lyα shows very weak or no correlation with the 100 µm emission. In this paper, the observa-
tional data of the diffuse FUV radiation by the Far Ultraviolet Spectroscopic Explorer is reexamined in order
to investigate the correlation between the diffuse FUV radiation shortward of Lyα and the 100 µm emission.
Large fluctuations were confirmed in the linear-linear correlation plots, but good correlations were found in the
log-log plots. The large fluctuations in the linear-linear plots, and thus poor correlations, between the FUV and
100 µm intensities were attributed to the lognormal property of the FUV intensity distribution. The standard
deviation of the intensity distribution of the FUV radiation shortward of Lyα was found to be σlog I = 0.16−0.25.
The result is consistent with that obtained not only for the FUV radiation longward of 1216Å, but also with
the dust column density measurements of various molecular clouds. This implies that most of the diffuse FUV
radiation shortward of Lyα is dust-scattered light in the turbulent interstellar medium. The diffuse FUV data
obtained from the Voyager missions was also investigated. However, much wider random fluctuations were
found compared with the FUSE data, which is most likely due to the systematic difficulties in data reduction
of the Voyager data.
Subject headings: diffuse radiation — ISM: structure — turbulence— scattering — ultraviolet: ISM
1. INTRODUCTION
The far-ultraviolet (FUV) continuum background in the
wavelength longer than Lyα (1216Å; hereafter, FUV-L) has
been investigated extensively and found to correlate with the
100 µm emission and neutral hydrogen (H I) column den-
sity, and thus to be mostly starlight scattered by interstel-
lar dust (Paresce et al. 1980; Bowyer 1991; Witt et al. 1997;
Schiminovich et al. 2001; Murthy et al. 2010; Seon et al.
2011a,b). Since gas and dust are well mixed in the in-
terstellar medium (ISM) (e.g., Boulanger & Pérault 1988;
Cox & Mezger 1989) and the intensity of the scattered light
is roughly proportional to the dust column density in the op-
tically thin limit, the diffuse scattered light should exhibit a
signature of the ISM density structure. The probability dis-
tribution functions (PDFs) of the three-dimensional densities
and column densities of the turbulent ISM are well known
to be close to lognormal not only through numerical simu-
lations (Vázquez-Semadeni 1994; Nordlund & Padoan 1999;
Klessen 2000; Ostriker et al. 2001; Wada & Norman 2001;
Burkhart & Lazarian 2012) but also through observations
(Lada et al. 1994; Berkhuijsen & Fletcher 2008; Hill et al.
2008; Seon 2009; Padoan et al. 1997; Lombardi et al. 2006,
2008; Kainulainen et al. 2009; Froebrich & Rowles 2010;
Schneider et al. 2013). Recently, Seon et al. (2011a) found
evidence that the PDF of the FUV-L continuum background
intensity is lognormal, and this is attributable to the turbulent
nature of the ISM.
Observations of the diffuse continuum background at the
FUV wavelength band shortward of Lyα (hereafter, FUV-
S) have been relatively scarce. The earliest observations of
the FUV-S background were those of Belyaev et al. (1971)
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from Venera 5 and 6. Further photometric observations ob-
tained the upper limits of the diffuse FUV-S continuum back-
ground (Henry 1973; Paresce & Bowyer 1976; Bixler et al.
1984; Opal & Weller 1984). The most extensive observations
of the FUV-S continuum background came from the ultra-
violet spectrographs (UVSs) aboard the two Voyager space-
craft (Sandel et al. 1979; Holberg 1986; Murthy et al. 1991,
1999, 2012). The Voyager 1 and 2 UVSs observed the diffuse
FUV background from 1977 to 2001 and 1998, respectively.
The entire data set of the observations were published by
Murthy et al. (2012). Murthy et al. (1999) did not find a corre-
lation between the diffuse FUV-S background and the H I col-
umn density. It was also claimed that the FUV-S background
correlates with the integrated stellar fluxes, which presumably
trace the local radiation field in each line of sight. However,
several difficulties in the Voyager data set and/or the analy-
ses have been identified (Edelstein et al. 2000; see Section 3.2
for details), and these may prevent proper interpretation of the
Voyager results. Murthy & Sahnow (2004) used serendipitous
observations from the Far Ultraviolet Spectroscopic Explorer
(FUSE) to probe the diffuse FUV-S background. Only a very
weak correlation was found between the FUV-S flux and the
dust 100 µm emission; however, it had large fluctuations and
it was concluded that the FUV-S sky is very patchy with both
dark and bright regions. These results were attributed to the
differences in the local radiation field.
Meanwhile, it should be noted that even the FUV-L con-
tinuum and 100 µm intensities show large fluctuations in the
linear-linear correlation plots due to the lognormality of their
intensity PDFs (Seon et al. 2011a). Seon et al. (2011a) found
that the correlation of the FUV-L continuum background with
the local stellar radiation field was less significant than with
the dust thermal emission at 100 µm. Therefore, it can be
speculated that the weak or no correlation between the FUV-S
continuum and 100 µm intensities is related to the lognormal
properties of the FUV-S intensity PDF. This was a key motiva-
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tion to reexamine the FUV-S background data observed with
the FUSE mission (Murthy & Sahnow 2004) in order to deter-
mine whether the large fluctuations of the FUV-S background
data could be explained using the lognormal density PDF of
the ISM. The data obtained from the Voyager (Murthy et al.
2012) missions was also reexamined for completeness. In
Section 2, the correlation properties between two lognormal
random variables are investigated. The diffuse FUV-S con-
tinuum data are analyzed in Section 3. Finally, concluding
remarks are given in Section 4.
2. CORRELATION BETWEEN TWO LOGNORMAL VARIABLES
As will be seen in Section 3, when the correlation between
the FUV-S and 100 µm intensities is examined in a linear-
linear plot, a higher variance of the FUV-S intensity is found
as the 100 µm intensity increases, and vice versa. This ten-
dency can be understood if the PDFs of the two random vari-
ables, which are linearly dependent on each other, are lognor-
mal. A lognormal PDF for variable I is defined as follows:
P(ln I)d lnI = 1√
2piσln I
exp
[
−
(
ln I − 〈ln I〉)2
2σ2ln I
]
d ln I. (1)
Here, the mean value 〈ln I〉 of the logarithmic quantity ln I is
related to the linear mean value 〈I〉 by 〈I〉= 〈ln I〉e(1/2)σ2ln I . The
variance (σ2ln I) of ln I is related to the variance (σ2I ) or “rela-
tive” variance (σ2I/〈I〉 = σ2I /〈I〉2) of I by σ2I/〈I〉 = exp
(
σ2ln I
)
− 1
or σ2ln I = ln(σ2I/〈I〉 + 1). Therefore, a constant variance of ln I
(σ2ln I = constant) yields a constant relative variance (σ2I/〈I〉 =
constant) of I, and thus a linearly increasing standard devia-
tion of I with mean value 〈I〉, i.e. σI ∝ 〈I〉.
This property causes a rapidly increasing fluctuation with
intensity in a linear-linear correlation plot between two log-
normal variables. If two random variables (i.e. x and y) are
linearly correlated on average, i.e.
〈y〉 = a〈x〉+ b, (2)
and their PDFs are lognormal, the correlation plot between
them would exhibit large variances. Figure 1 demonstrates
correlation between two lognormal variables in which the two
variables x and y were assumed to be related by the linear
equation 〈y〉 = 70〈x〉 + 2500, as denoted by the red curves.
The mean value 〈x〉 varied from 1.5 to 6400 in steps of 0.018
dex, and the two quantities (x and y) were randomly gener-
ated to have lognormal distributions with standard deviations
of σlog x = σlog y = 0.2. Figures 1(a) and 1(b) present the cor-
relation plots between x and y, and between logx and logy,
respectively. It is evident that the correlation plot between the
linear quantities shows no clear correlation, but rather large
fluctuations for a given range of x, while the plot between the
logarithmic quantities shows a clear correlation.
Therefore, the correlation between two lognormal quanti-
ties should be examined with logarithmic values. In the log-
log plot, the linear relationship between the two logarithmic
quantities may then be obtained by fitting the two quantities
to the following equation:
〈logy〉 = log(a10logx + b) , (3)
which is equivalent to Equation (2). The standard deviation
or variance of logy can also be derived by fitting the PDF
of ∆ logy ≡ logy − 〈logy〉 to a Gaussian function. Figures
1(c) and 1(d) present the ∆ logy versus logx and the PDF
of ∆ logy plots, respectively. The red curve in Figure 1(d)
is the Gaussian PDF for ∆ logy with a standard deviation of
0.2, which corresponds to the standard deviation of logy. In
this manner, it will be shown that the FUV-S continuum back-
ground is well described using a lognormal PDF and the stan-
dard deviation of the PDF is derived in the following section.
3. DATA ANALYSIS
3.1. FUSE data
The FUSE mission is described in detail by Moos et al.
(2000). The present study used the FUSE S405/505 pro-
gram data that was reduced by Murthy & Sahnow (2004),
instead of reprocessing the raw data. The S405/505 pro-
gram observed the blank sky regions near a number of align-
ment stars. Murthy & Sahnow (2004) integrated the FUV-S
fluxes over six bands (λλ987–1021, λλ1035–1081, λλ1100–
1134, λλ1134–1180, λλ1175–1142, and λλ1129–1195) that
were selected to avoid airglow lines, and the diffuse astro-
nomical signal data was tabulated as presented in their Ta-
ble 2. The six bands are denoted as “F1” to “F6”, and the
total intensity averaged over the six bands is “TOT”. In the
present analysis, the Improved Reprocessing of the IRAS Sur-
vey (IRIS) map is used for the dust thermal emission at 100
µm (Miville-Deschênes & Lagache 2005). The 100 µm map
from Schlegel et al. (1998) was also used and no significant
differences were found when compared with the results ob-
tained with the IRIS map. The main difference between the
IRIS map and the Schlegel et al. (1998) map is that the IRIS
map was obtained by taking into account the variation of the
detector gain with brightness at scales smaller than 1◦ while a
constant gain factor was assumed in the Schlegel et al. (1998)
map.
First, the FUV-S intensities in the six bands are plotted
against the 100 µm intensity in linear-linear plots in the
first column of Figure 2. As noted by Murthy & Sahnow
(2004), the linear-linear plots show very weak correlations
and large fluctuations in the FUV-S intensity for a given range
of the 100 µm intensity. The correlation relation between the
log IFUV and log IIR is shown in the second column of Fig-
ure 2. It is clear that the large fluctuations seen in the linear-
linear plots have largely disappeared, and the correlation be-
tween the FUV-S and 100 µm intensities is more distinct. The
correlation between two quantities, e.g. the FUV-S intensity
(IFUV) and the 100 µm intensity (IIR), is usually investigated
using a linear equation between the two linear intensities, i.e.
〈IFUV〉 = a〈IIR〉 + b. However, in this study, the correlation
relations were fitted with Equation (3) and the resulting best-
fit parameters are presented in the second column of Figure
2. The best-fit curves are also shown in red in the first and
second columns. In the second column, the Pearson corre-
lation coefficient (ρ), which is defined as the covariance of
the two variables divided by the product of their standard de-
viations, is also denoted. The coefficient is normally sensi-
tive to outliers and thus the strong correlations in Figure 2
could be suspected to be the results of the highest intensity
data (I100µm ∼ 2.5× 103 MJy sr−1). Ignoring the highest in-
tensity data lowered the correlation coefficients, but no more
than ∼ 0.1. Therefore, the strong correlations between the
FUV-S and 100 µm intensities are not due to the highest in-
tensity data. The residuals ∆ log IFUV ≡ log IFUV − 〈log IFUV〉,
after subtracting the linear dependency of the FUV-S intensity
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on the 100 µm intensity, versus log IIR are shown in the third
column in Figure 2. It is noted that the residuals ∆ log IFUV
are more or less independent of log IIR. However, if the resid-
uals were drawn in linear scale, they would exhibit extended
asymmetric tails to high intensity values. This property is a
characteristic of the lognormal PDF.
In order to confirm that the fluctuations from the average
linear dependence are represented by lognormal distributions,
the histograms of the residuals ∆ log IFUV were fitted with a
Gaussian function. In the fit, the Poisson error (σi =
√
Ni in
the bin i) was assumed, where Ni is the number of data points
in the bin. The results are shown in the last column of Fig-
ure 2. It is clear that the PDFs are well represented by the
lognormal distributions, except some of the highest intensity
bins. The standard deviations of the logarithmic FUV-S in-
tensities σlog I = 0.16 − 0.25 or σln I = (ln10)σlog I = 0.37 − 0.58
were obtained from the residual distributions. The standard
deviations in each wavelength band are also shown in the fig-
ure. Then, the relative standard deviations or contrasts of the
FUV-S intensity are given by σI/〈I〉 = 0.38 − 0.63.
Murthy et al. (1999) claimed that there is a strong correla-
tion of the FUV-S intensity obtained using the Voyager UVSs
with the stellar flux from the OB stars, which presumably
traces the local FUV radiation in each line of sight, while there
is no correlation with tracers of the ISM. Hence, the correla-
tion of the FUV-S intensity with the stellar flux at ∼1565 Å
is examined using the TD-1 stellar catalog (Thompson et al.
1978), as done by Murthy et al. (1999). The TD-1 catalog
presents the absolute UV fluxes in four wavelength bands
(centered at 1565, 1965, 2365, and 2740 Å, each being
310–330 Å wide). The stellar fluxes within 2◦ of the ob-
served position were integrated in order to calculate the “stel-
lar equivalent diffuse intensity (SEDI)” (Hurwitz et al. 1991;
Seon et al. 2011a). Figure 3 presents the correlation plot be-
tween the FUV-S intensity and the TD-1 SEDI. The Pear-
son correlation coefficients are also denoted in the third and
fourth columns. It is clear that there is no apparent correla-
tion in the linear-linear plots, while the log-log plots reveal
some correlations. It is also noted that the correlations with
the stellar flux are weaker than those with the 100 µm inten-
sity. A weaker correlation in the FUV-L intensity with the
local stellar flux than that with the ISM tracers was also found
(Seon et al. 2011a). These results do not support the previous
claim that the diffuse FUV continuum background correlates
strongly with the local stellar radiation field.
3.2. Voyager data
The most extensive observations of the FUV-S continuum
background are provided by the two Voyager UVSs. The
Voyager UVSs provide spectral data of the diffuse FUV ra-
diation in the wavelength range of ∼ 540–1700Å. Therefore,
the same analyses were performed on the Voyager FUV-S
data in the wavelength range of 987–1200Å (obtained from
Murthy et al. 2012) as on the FUSE data. Figure 4 presents
the linear-linear and log-log correlation plots, ∆ log IFUV ver-
sus I100µm, and the ∆ log IFUV histogram, as in Figure 2 for the
FUSE data. The Pearson’s correlation coefficients are also
shown with the log-log correlation plots. Unlike the FUSE
data, the correlation between the Voyager data and the 100
µm emission is very weak not only in the linear-linear plots,
but also in the log-log plots. The best-fit slopes (a) are less
steep than those found for the FUSE data because the Voy-
ager data were mostly obtained at sightlines with low 100 µm
intensity. However, the PDFs of the residuals from the best-fit
linear curves can still be represented using lognormal func-
tions, but with much broader widths than those for the FUSE
data. The best-fit curves in Figure 4(b) do not seem to follow
the data at first glance. Robustness of the results was assessed
by varying the initial parameter values for regression. Results
were always the same regardless of the adopted initial values.
The symmetrical histograms of the residuals in Figure 4(d)
also indicate the robustness of the results.
Figure 5 shows the correlation between the FUV-S intensity
and the local radiation field. It is noted that the correlation of
the Voyager 1 data with the local radiation field is slightly bet-
ter than that with the dust thermal emission, but not as strong
as Murthy et al. (1999) claimed. However, the correlation of
the Voyager 2 data with the local radiation field is slightly
worse than that with the dust emission. Therefore, it is not
plausible to discriminate using the Voyager data whether the
correlation of the FUV-S intensity with the 100 µm intensity
is better or not than that with the local radiation field.
The poor correlation between the Voyager FUV-S data and
the 100 µm emission, and the large fluctuation of the FUV-S
intensity even in the log-log plots may be attributable to un-
known difficulties in the data reduction of the Voyager data
(Edelstein et al. 2000). The measurement of the diffuse flux
with the Voyager UVS data requires complex corrections for
noise components that are much larger than the astronomical
signal. There are three components in a typical Voyager spec-
trum: instrumental dark noises from the spacecraft’s radioiso-
tope thermoelectric generator, four interplanetary emission
lines and their associated broad scattering wings, and cos-
mic signals (which originate beyond the solar system). The
most prominent emission line feature in the observed spec-
trum is the heliospheric Lyα at 1216Å, which is reflected by
the calibration plate into the spectrometer. The Lyα feature
is so intense that its scattering wings extend over almost the
entire spectrum. Although Murthy et al. (1991, 1999, 2012)
claim that the noise components are relatively well deter-
mined, Edelstein et al. (2000) note that there is still a signif-
icant danger of systematic effects, which have not been fully
appreciated in the data reduction procedures of the Voyager
data, which dominate the random effects.
In order to confirm the systematic effects in the Voyager
data reduction, the Voyager FUV-L data obtained in the wave-
length range of ∼ 1300–1700Å was also analyzed. Because
the FUV-L continuum intensity is well known to correlate
with the 100 µm intensity, the Voyager FUV-L data should
exhibit a good correlation with the 100 µm intensity if there is
no serious problem in the data reduction of the Voyager data.
The Pearson’s correlation coefficients between the FUV-L in-
tensity and the 100µm intensity were −0.06 and 0.12 for the
Voyager 1 and 2 data, respectively. These values are worse
than that for the FUV-S data. Therefore, it is highly likely
that the systematic effects yielded large random noises in the
diffuse FUV-S fluxes of the Voyager and hampered the corre-
lation analysis between the FUV-S background and the ISM
tracers. Thus, the results obtained using the Voyager UVS
spectrometers are not discussed further in this paper.
4. CONCLUDING REMARKS
It was found that the intensity distribution of the FUV-S
continuum background obtained using the FUSE mission is
well represented by a lognormal distribution. The linear-
linear correlation plots of the dust emission at 100 µm with
the FUV-S radiation exhibited large fluctuations, which were
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ascribed to the lognormal PDF properties of the FUV-S back-
ground. The lognormal PDF exhibits a high value tail and its
standard deviation is proportional to the mean value. The pro-
portionality of the standard deviation to the mean value is the
principal reason for the large fluctuations in the linear-linear
correlation plots between the two independent lognormal vari-
ables.
As described in Seon et al. (2011a), such large fluctua-
tions, which are evidence of the lognormal intensity distribu-
tion, have also been noted in many previous studies of the
diffuse FUV-L background radiation. Joubert et al. (1983)
found that the distributions of the data points in the linear-
linear plots between the FUV-L intensity and H I column den-
sity were not symmetrical with respect to the linear corre-
lation lines. There were high intensity tails in the distribu-
tions of the FUV-L intensities at a given H I column den-
sity. These high intensity tails in the FUV intensity his-
tograms are also shown in Figure 2 of Paresce et al. (1980).
In the previous studies, the points with the FUV-L intensity
excesses were removed in the correlation studies between
the FUV-L intensity and ISM tracers (Joubert et al. 1983;
Pérault et al. 1991). Joubert et al. (1983) attributed this prop-
erty to excess FUV radiation in certain regions of the sky, per-
haps due to two-photon emission by a warm ionized medium
(WIM). However, Deharveng et al. (1982), Reynolds (1992)
and Seon et al. (2011a) demonstrated that the emission from
the WIM is unlikely to contribute significantly to the diffuse
FUV-L background. Schiminovich et al. (2001) also noted a
large fluctuation in the FUV-L background intensity and at-
tributed the observed fluctuation to a natural consequence of
the multiple dust-scattering by several clouds along the line
of sight. Seon et al. (2011a) attributed these properties to the
lognormal nature of the FUV-L intensity PDF. The present
study also revealed the lognormal properties of the FUV-S in-
tensity PDF.
Variations of the local radiation field would also affect the
large variances of the intensity PDF in the diffuse FUV back-
ground. This might be particularly true in the present data
that was obtained from a wide range of the Galactic direc-
tions. However, it was found that the correlation of the FUV-S
intensity with dust is better than that with the local radiation
field. A similar result was also found for the FUV-L back-
ground in Seon et al. (2011a). It is also noted that even in a
relatively small area, where the stellar radiation field might be
more or less uniform, the FUV-L intensity exhibited a larger
variation at a higher intensity (e.g. see Figure 3 of Park et al.
2012). The stellar radiation field impinging on a location in
space is attenuated by dust between the surrounding stars and
the location. Hence, the local radiation field in a region is
modulated by the dust density structure between the surround-
ing stars and the region. This modulated incident radiation
field is scattered by dust grains in the area, and the scattered
light is modulated again by the dust density structure in the
area. Then, the resulting fluctuation of the dust-scattered light
observed from the area is a convolution of the dust density
structure in the area and the modulation of the incident lo-
cal radiation field. Therefore, the observed FUV background
should exhibit large variances that are caused by the statistical
properties of the ISM density structure.
Numerical simulations have shown that the PDFs of
the ISM density and column density are close to log-
normal and are caused by supersonic compressible turbu-
lence (Vázquez-Semadeni 1994; Nordlund & Padoan 1999;
Klessen 2000; Ostriker et al. 2001; Wada & Norman 2001;
Burkhart & Lazarian 2012). Observations of the various ISM
phases have also revealed the lognormal properties of the ISM
density PDFs when the density structures are mainly gov-
erned by turbulence. The PDFs of the H I column density of
the Large Margellanic Cloud and the Milky Way were found
to be lognormal (Lada et al. 1994; Berkhuijsen & Fletcher
2008). The Hα emission measures of the Milky Way and
M 51 were also well represented by lognormal distributions
(Hill et al. 2008; Berkhuijsen & Fletcher 2008; Seon 2009).
Padoan et al. (1997) found that the variation of the stellar
extinction is consistent with the lognormal distribution of
the dust density. The PDFs of the dust column density
for many molecular clouds were well fitted using the log-
normal functions in low density (or turbulence dominant)
regimes (Lombardi et al. 2006, 2008; Kainulainen et al. 2009;
Froebrich & Rowles 2010; Schneider et al. 2013). However,
it should be noted that the PDF shape becomes more compli-
cated when other physical processes (i.e., gravity, magnetic
fields, feedback effects like compression) apart from turbu-
lence become important. The PDFs of star-forming clouds
show power-law tails, most likely caused by gravity (e.g.,
Kainulainen et al. 2009; Schneider et al. 2013).
It is known that the standard deviation of normal-
ized density (σρ/〈ρ〉) is proportional to the sonic Mach
number (Nordlund & Padoan 1999; Ostriker et al. 2001;
Federrath et al. 2008, 2009, 2010). The variance of the log-
arithmic column density (σ2ln N) is approximately proportional
to that of density (σ2lnρ) (Burkhart & Lazarian 2012; Seon
2012). The proportional constants depend on the turbulence
forcing type and the magnetic field strength. Because the
intensity of the scattered light is in general proportional to
the dust column density, the standard deviation of the scat-
tered light provides some information on the turbulent prop-
erties of the ISM. In the present study, the standard devia-
tion of the FUV-S intensity PDF was found to be in the range
of σlog I ∼ 0.16 − 0.25 or, equivalently, σln I = (ln10)σlog I =
0.37 − 0.58 or σI/〈I〉 = 0.38 − 0.63. Seon et al. (2011a) found
that σlog I ∼ 0.14 − 0.28 and σI/〈I〉 = 0.34 − 0.72 for the FUV-L
background, which is consistent with the results of the present
study for the FUV-S background. Figure 6 presents the fre-
quency histogram of the standard deviation σlog N (or σln N)
of the dust column density obtained from various molecular
clouds. In the figure, the standard deviation values (σlog N) are
also shown and their y values were arbitrarily chosen for clar-
ity. The standard deviations obtained from the present study
for the FUV-S background and from Seon et al. (2011a) for
the FUV-L background are also shown for comparison. The
most probable value of σlog N obtained from molecular clouds
is ≈ 0.14 − 0.22, which is consistent with the present results
for the FUV-S and FUV-L backgrounds. The similarity be-
tween the dispersions of the PDFs strongly suggests that the
fluctuation of the diffuse FUV background is primarily caused
by the turbulence property of the ISM. The broadening effects
due to the differences in the local stellar radiation field are rel-
atively small.
More detailed statistical properties of the dust density dis-
tribution should be investigated through a radiative transfer
modeling of the starlight scattered by dust grains in the turbu-
lent ISM. The turbulent ISM could be simulated by the frac-
tional Brownian algorithm, as described in Elmegreen (2002)
and Seon (2012). Therefore, the statistical properties in dust-
scattered light will be investigated using the fractional Brow-
nian motion algorithm in future work.
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The primary difference between the diffuse FUV-L and
FUV-S background radiations is the spectral types of stars
that are responsible for the scattered light in each wavelength
band. Earlier type stars radiate stronger FUV-S radiation and
the scale height of the earlier type stars is lower than that of
later type stars. Another difference is the FUV-S radiation
being more easily extinguished by dust grains than the FUV-
L radiation. However, the statistical properties of the dust
density are irrelevant to the spectral types of stars. Radiative
transfer models with realistic dust and stellar distributions in
three-dimensional space may be required in order to better
understand the diffuse FUV continuum radiation.
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Figure 1. Correlation plots between two lognormal variables, which are linearly dependent on each other, in (a) linear-linear and (b) log-log scales. Two
lognormal variables (x and y) were assumed to be correlated according to the linear relationship 〈y〉 = 70〈x〉+ 2500, which is denoted by the red curves in (a) and
(b). The standard deviations of logx and logy were assumed to be σlog x = σlog y = 0.2. (c) The residual ∆ log y ≡ log y − 〈log y〉 versus log x, and (d) the histogram
of ∆ logy. The red curve in (d) shows a lognormal function with σlog y = 0.2.
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Figure 2. Correlation plots between the diffuse FUV-S intensity obtained using FUSE and the 100 µm intensity: (a) IFUV versus IIR, (b) log IFUV versus log IIR,
(c) ∆ log IFUV ≡ log IFUV − 〈log IFUV〉 versus log IIR, and (d) the probability distribution function of ∆ log IFUV. The red curves in (a) and (b) are linear regression
lines. The best-fit parameters a and b, and the Pearson’s correlation coefficients are also shown in (b). The best-fit lognormal function of ∆ log IFUV is shown in
red in (d). Here, CU represents the continuum unit (photons cm−2 s−1 Å−1 sr−1).
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Figure 3. Correlation plots between the diffuse FUV-S intensity obtained using FUSE and the TD-1 SEDI. The linear-linear plots are shown in the first and
second columns; the log-log plots are shown in the third and fourth columns. The Pearson’s correlation coefficients are also shown in the third and fourth columns.
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Figure 4. Correlation plots between the diffuse FUV-S intensity obtained using Voyager and the 100 µm intensity: (a) IFUV versus IIR, (b) log IFUV versus
log IIR, (c) ∆ log IFUV ≡ log IFUV −〈log IFUV〉 versus log IIR, and (d) the probability distribution function of ∆ log IFUV. The red curves in (a) and (b) are the linear
regression lines. The best-fit parameters a and b, and the Pearson’s correlation coefficients are also shown in (b). The best-fit lognormal function of ∆ log IFUV is
shown in red in (d).
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Figure 5. Correlation plots between the diffuse FUV-S intensity obtained using Voyager and the TD-1 SEDI. The linear-linear plots are shown in the first column;
the log-log plots are shown in the second column. The Pearson’s correlation coefficients are also shown in the second column.
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