We study the possible eigenvalues, ranks and numbers of nonconstant invariant polynomi-
Introduction
Some properties of the commutator [A, X] = AX − XA, when A is a fixed matrix and X varies, have been studied. Suppose that F is a division ring and A ∈ F n×n .
The rank of [A, X], when X runs over F n×n , was studied in [2] . The same problem, when X runs over the set of the nonsingular matrices of F n×n , was studied in [7] . Theorem 1 reproduces this result when F is a field different from {0, 1}. The eigenvalues of [A, X], when X runs over F n×n and also when X runs over the set of the nonsingular matrices of F n×n , where F is an arbitrary field, were studied in [4] . See Theorem 2. The possible numbers of nonconstant invariant polynomials of [A, X], when X runs over F n×n and also when X runs over the set of the nonsingular matrices of F n×n , assuming that F is a field where all the irreducible polynomials in F [x] have degree 2, were studied in [5] . See Theorem 3.
The first purpose of this paper is to extend these theorems and study the possible eigenvalues, ranks and numbers of nonconstant invariant polynomials of [· · · [[A,X 1 ], X 2 ], . . . , X k ], when A is fixed and X 1 , . . . , X k vary. Note that the answers to these questions do not change when A is replaced by a similar matrix.
Then we shall consider an expression g(X 1 , . . . , X k ) obtained from distinct noncommuting variables X 1 , . . . , X k by applying recursively the Lie product [· , ·] and without using the same variable twice. We study the possible eigenvalues, ranks and numbers of nonconstant invariant polynomials of g(X 1 , . . . , X k ) when one of the variables X 1 , . . . , X k is fixed and the others vary.
From now on, let F be a field and A ∈ F n×n . Let f 1 (x) | · · · | f r (x) be the nonconstant invariant polynomials of A and denote the number r by i(A). In [6] , it was proved that
i(A) = n − RF (A),
whereF is an algebraic closure of F and RF (A) = min λ∈F rank(A − λI n ). Theorem 1. [2, 7] . Suppose that F / = {0, 1}. Let ρ ∈ {0, . . . , n}. The following lemma was proved in [5] , although it was not explicitly stated for arbitrary fields.
Proof.
Let
Main results
As in the previous section, let F be a field and A ∈ F n×n . Let f 1 (x) | · · · | f r (x) be the nonconstant invariant polynomials of A and denote the number r by i(A). We assume that the invariant polynomials are always monic.
Given a polynomial f (x) = x k + a k−1 x k−1 + · · · + a 0 , with k 1, over F , we denote by d(f ) the degree of f and by C(f ) the companion matrix of f ,
It is well known that 
Proof. If A is a scalar matrix the result is trivial. Suppose that A is nonscalar. Case 2. Suppose that 2i(A) > n. The matrix A has at least 2r − n invariant polynomials of degree 1. In fact, if s denotes the number of invariant polynomials of degree 1 of A, we have s + 2(r − s) n. Then the matrix A is similar to a matrix of the form
Note that i(A 0 ) = n − r. According to Lemma 5, there exists a nonsingular mat- 
Theorem 7. Suppose that F is a field such that all the irreducible polynomials in
The following conditions are equivalent:
Proof. If A is a scalar matrix the result is trivial. Suppose that A is nonscalar. 
Case 2. Suppose that 2i(A) > n. As we have seen in the proof of Theorem 6, A is similar to a matrix of the form (1). According to Lemma 5, there exists a nonsingular
Theorem 8. Suppose that F is a field such that all the irreducible polynomials in
Proof. If A is a scalar matrix, the result is trivial. Suppose that A is nonscalar. The proof is by induction on k. The case k = 2 has been proved in Theorem 7.
Suppose that there exist matrices X 1 , . . . , X k ∈ F n×n such that (2) holds. According to the induction assumption,
According to Lemma 4,
From the last two inequalities, it follows that
Suppose that 2i(A) n. According to Lemma 5, there exists a nonsingular matrix X 1 such that i[A, X 1 ] = 1. Then
According to the induction assumption, there exist nonsingular matrices X 2 , . . . , X k ∈ F n×n such that (2) holds.
Case 2. Suppose that 2i(A) > n. We have seen in the proof of Theorem 6 that A is similar to a matrix of the form (1). According to Lemma 5, there exists a nonsingular
Theorem 9. Suppose that F is a field such that all the irreducible polynomials in
has eigenvalues c 1 , . . . , c n .
The following conditions are satisfied:
Proof. If A is a scalar matrix, the result is trivial. Suppose that A is nonscalar. The proof is by induction on k. The case k = 2 has been proved in Theorem 6. Suppose that k > 2.
(a 9 ) ⇒ (c 9 ). Suppose that there exist matrices X 1 , . . . , X k ∈ F n×n such that (3) has eigenvalues c 1 , . . . , c n . Condition (i 9 ) is trivially satisfied. According to Theorem 2, there exist at least 
According to the induction assumption, there exist nonsingular matrices X 2 , . . . , X k ∈ F n×n such that (3) Proof. A direct calculation shows that, if F has characteristic 2, then a polynomial of the form x 2 + c, with c ∈ F, is reducible if and only if c is the square of an element of F .
Without loss of generality, suppose that
Suppose that k = 1. For any X ∈ F 2×2 , a direct calculation shows that [A, X] has the form λ µ aµ λ for some λ, µ ∈ F, and has characteristic polynomial h = x 2 + λ 2 + aµ 2 . Suppose that [A, X] is not scalar. As x 2 + a is irreducible, a is not the square of an element of F . Then λ 2 + aµ 2 is not the square of an element of F . Consequentely h is irreducible.
It is again a simple direct calculation to find a nonsingular matrix X 1 ∈ F 2×2 such that [A, X 1 ] is not scalar.
An induction argument completes the proof. 
(ii 13 ) If F has characteristic 2, n = 2 and f 1 is irreducible of the form x 2 + a, with a ∈ F, then ρ / = 1.
Proof. If A is a scalar matrix, the result is trivial. Suppose that A is nonscalar. The proof is by induction on k. The case k = 2 has been proved in Theorem 12. Suppose that k > 2.
It is easy to deduce (i 13 ). Now suppose that F has characteristic 2, n = 2 and f 1 is irreducible of the form x 2 + a, with a ∈ F . According to Lemma 11, either 
is irreducible of the form x 2 + b, with b ∈ F . According to Theorem 1, there exists a nonsingular matrix X k ∈ F 2×2 such that (4) holds.
Case 2. Suppose that 2i(A) > n. We have seen in the proof of Theorem 6 that A is similar to a matrix of the form (1). According to Lemma 5, there exists a non-
According to the induction assumption, there exist nonsingular matrices X 2 , . . . , X k ∈ F n×n such that (4) holds.
Generalization
Let X 1 , X 2 , . . . be pairwise distinct noncommuting variables. Let F be the subset of the set of the polynomials in the variables X 1 , X 2 , . . . and coefficients in F defined recursively as the smallest set satisfying the conditions:
In [1] , it is shown that a square matrix C may be written as a commutator [X, Y ] if and only if trace C = 0. See also [3, Theorem 4.5.2] . Now suppose that F is infinite and that either the characteristic of F is different from 2 or n /
In this section, we prove that a matrix C ∈ F n×n may be written as h(X 1 , . . . , X t ), for some matrices X 1 , . . . , X t ∈ F n×n , if and only if trace C = 0. Then, assuming that F is infinite and that the characteristic of F does not divide n, we study the possible eigenvalues, ranks and numbers of nonconstant invariant polynomials of h(X 1 , . . . , X t ), when one of the matrices X 1 , . . . , X t is fixed and the others vary.
The following lemma is adapted from [3, Theorem 4. Proof. Suppose that trace C = 0. If C = 0, the result is trivial. Suppose that C / = 0. Case 1. Suppose that C = cI n , with c ∈ F \ {0}. Then the characteristic of F divides n. Let X ∈ F n×n be the Jordan block with the entries (k, k + 1), k ∈ {1, . . . , n − 1}, equal to 1 and all the other entries equal to zero. Let Y be the matrix with its entry (k + 1, k) , k ∈ {1, . . . , n − 1}, equal to kc and all the other entries equal zero.
Case 2. Suppose that C is not scalar. According to [6, Lemma 3] , C is similar to a matrix with all its principal entries equal to zero. As the property of being a commutator is similarity invariant, we assume, without loss of generality, that all the principal entries of C are zero. Choose pairwise distinct elements a 1 , . . . , a n ∈ F such that a 1 + · · · + a n = 0 and take X = diag(a 1 , . . . , a n 
Therefore the previous lemma is not true when the characteristic of F divides n.
Let i ∈ {1, 2, . . .}. Define recursively the set F i of the elements of F where X i appears as the smallest set satisfying the conditions:
, is a nonnegative integer defined recursively as follows: 1. i (h) = 0 if and only if h = X i . The following theorem reduces the problems of studying the possible eigenvalues, ranks and numbers of nonconstant invariant polynomials of h(X 1 , . . . , X t ), when one of the matrices X 1 , . . . , X t is fixed and the others vary, where h(X 1 , . . . , X t ) ∈ F \ {X 1 , X 2 , . . .}, to the problems studied in Section 2. 
If the depth of X
i in h is not zero, h = [f, g], with f = f (X i 1 , . . . , X i r ), g = g(X j 1 , . . . , X j s ) ∈ F, {i 1 , . . . , i r } ∩ {j 1 , . . . , j s } = ∅, and either i (f ) = δ − 1 or i (g) = δ − 1, then i (h) = δ.
