To improve the prediction accuracy of visual quality metrics for video we propose two simple steps: temporal pooling in order to gain a set of parameters from one measured feature and a correction step using videos of known visual quality. We demonstrate this approach on the well known PSNR. Firstly, we achieve a more accurate quality prediction by replacing the mean luma PSNR by alternative PSNR-based parameters. Secondly, we exploit the almost linear relationship between the output of a quality metric and the subjectively perceived visual quality for individual video sequences. We do this by estimating the parameters of this linear relationship with the help of additionally generated videos of known visual quality. Moreover, we show that this is also true for very different coding technologies. Also we used cross validation to verify our results. Combining these two steps, we achieve for a set of four different high definition videos an increase of the Pearson correlation coefficient from 0.69 to 0.88 for PSNR, outperforming other, more sophisticated fullreference video quality metrics.
INTRODUCTION
The visual quality of video sequences can easily be determined with subjective video quality evaluation methods as described in [1] and other standards. These are, however, time consuming and expensive. Therefore extensive research on objective video quality metrics has been done. The vast majority of these utilise a combination of features having a known or suspected relationship to the subjectively perceived visual quality. Differences are in the selected features, how they are measured, and how they are combined. Most video quality metrics either average all single feature measurements of each frame and then combine these mean values or first combine the features of each frame into one quality value per frame and then average these values over time [2, 3] . Hence one feature measurement results in only one parameter. Averaging, however, may not be sufficient to describe the distribution of this feature both in space and time.
In this contribution we therefore propose to improve the prediction accuracy of a video quality metric by taking more than one parameter derived from a single feature measurement. We propose to evaluate an extended set of parameters gained from one feature using different temporal pooling functions. Also the parameters should not be based on assumptions about the human visual system (HVS), but selected according to which parameter describes the statistical distribution of the feature best.
Secondly, we propose an additional correction step that is applied to the quality prediction gained by measuring and combining features [4] . It improves the prediction accuracy by estimating the relationship between the output of the metric and the perceived visual quality for the video. This estimation allows to precisely determine the quality of previously unknown videos, even if the model that is used is not very well suited for this video. The correction step is generic in the sense, that it can be applied to any type of visual quality metric. In [4] the most important restriction was that we had to generate additional videos using an encoder similar to the encoder used for the videos under test. Contrary to this, we suggest in this contribution that the restriction does not necessarily apply, and that the additional videos can be generated using different coding technology.
The basic feature we choose to demonstrate the effectiveness of the two proposed methods is the Peak Signal to Noise Ratio (PSNR). Since the beginning of video transmission PSNR has been universally used as a predictor for the visual quality of processed video even though it is well known that PSNR does not match the subjective visual quality of videos very well.
Our contribution is organised as follows: we explain pooling, selection and combining of the parameters, before introducing the correction step. Then we describe the subjective test and present the results. Finally we conclude with a short summary.
TEMPORAL POOLING: FEATURES TO PARAMETERS
Extracting a set of features from a video can be seen as a different representation of this video. The content of the video is not represented using the single values of each pixel or a combination of motion information and residual error, but by features that relate to visual quality. Due to the temporal dimension of video, features extracted for a certain time instance e.g. one frame, have to be combined into one quality value by temporal pooling. Most metrics do this by calculating the mean value over time, only few metrics use different pooling functions for the single features [5] . This pooling step results in a number of parameters which are derived from the extracted features. Calculating only the mean value for a feature is not sufficient to describe the statistical temporal and spatial distribution of this feature. Thus describing videos only with the mean is too coarse and hence more parameters are needed.
We use PSNR as a feature that can be extracted easily from videos. A simple adaptation to the HVS is made by evaluating the PSNR in the YUV color space, denoted as PSNR Y . Using PSNR as a quality indicator requires the calculation of PSNR values on a frame-by-frame basis. The resulting series of values is then averaged to determine a single value for the entire video sequence. To simplfy matters this is usually only done in the luma component (PSNR Therefore we propose not only to evaluate the mean value, but also the minimum, maximum, standard deviation, the 90% and the 10% percentiles, denoted as PSNR 
SELECTING AND COMBINING PARAMETERS
Although a large number of parameters can be calculated only a few of those will be useful in predicting the visual quality of a video sequence. Many do not have any impact on the model predicting the visual quality and some may even be harmful to the prediction process. Using an extended set of parameters as described in section 2, we construct a data matrix X. The rows correspond to data from individual sequences and the columns represent the parameters. The visual quality values that were determined in subjective tests are represented by the column vector y. Assuming K sequences and L parameters, X has the dimension K × L. In our example the matrix contains 36 parameters and 48 sequences, as four different videos were encoded using three different encoders at four different bit rates.
First we reduce the number of parameters to reach a robust prediction model by analyzing simple statistical properties: some parameters do not show significant variation across the different videos or are not correlated to the visual quality vector y at all. Thus we reduce the number of parameters from 36 to 24, omitting all parameters for dPSNR U and dPSNR V . Then we analyse the contribution of the remaining parameters to the visual quality prediction. We use principal component analysis (PCA) to determine a more compact and stable representation of X and a partial least squares regression (PLSR) to find the relationship between X and y. As we are interested in the variation of the parameter values, the values are centered around the mean and scaled to achieve a standard deviation of 1.0 in order to avoid that small, but important variation in one parameter is covered by large, but less important noise in a another parameter.
Partial least squares regression (PLSR) is an extension of the principal component regression method (PCR). For PCR the data matrix X is first subjected to a PCA, and then for selected principal components (PC) a regression on y is done. The disadvantage of PCR is that the PCs best suited to represent X, carrying the structure of the videos, are not necessarily the same PCs best suited to explain the variance in y, describing the quality variation of the videos. Therefore the modeling is done simultaneously on X and y, ensuring PCs that explain the variance in X and y at the same time [6] . We split the available data set into four different subsets and applied the PLSR on each of these subsets. Each subset consists of all data sets excluding the data set pertaining to one of the four sequences with the same spatial and temporal resolution: 'CrowdRun'(CR), 'ParkJoy'(PJ), 'IntoTree'(IT) and 'OldTownCross'(OTC). Consequently, we compute four different PLSR models, allowing us to verify the results for each sequence using a model that did not include this particular sequence during the calibration step. If we omitted this cross calibration approach, it would lead to overly optimistic prediction models as we will show in section 6. Not only the weights for the selected PSNR parameters were determined using a cross validation approach, but also the selected parameters themselves.
The PLSR on the four subsets and on the complete data set reveals that the parameters PSNR We determined an optimal number of 5 PCs to efficiently describe the data in X and y simultaneously. The remaining error in X could be reduced further by including more PCs. But this would result in an over fitted model exhibiting reduced ability to predict the quality of unknown videos. The visual quality is then calculated according to
where the weights wj are provided by the PLSR. Table 2 shows the weights for the preprocessed parameters that do have the highest influence on the new quality metric PSNR M . Reaching a stable model using only four sequences is practically impossible if not all of the four sequences show similar content characteristics, as can be seen by the weights in Table 2 for the different models. A lower bound of 20 well selected sequences should be the minimum for a general model. Even if each of the models is suboptimal in predicting the respective verification sequence, the Pearson correlation coefficient for the PSNR M metric is 0.80, outperforming not only standard PSNR 
CORRECTING THE QUALITY PREDICTION
Most visual quality metrics exhibit an almost linear relationship between the estimated quality of the metrics and the actual visual qual- ity if single source videos are considered [7] . This can also be seen exemplarily in Fig. 2 
In [4] this method was verified to work well for PSNR and is also an integral part of the reduced reference metric presented in [8] . Moreover, a modified version of this correction step was used for the no reference metric in [9] . Using this approach our example metric PSNR M results in the improved metric PSNR M + , calculated as
These additional instances v high and v low need not be generated with the same coding technology which was used for the videos with unknown quality as suggested in [4] : the prediction accuracy is improved even when using a substantially different coding technology for these additional instances as we demonstrate in this contribution. The final prediction system including this correction step is shown in Fig. 1 . A regression line that was estimated using this simple method is shown for one model in Fig. 2 . While the offset is slightly too high, the slope is very close to the regression lines of the actual data.
SUBJECTIVE TESTING
We used the sequences 'CrowdRun'(CR), 'ParkJoy'(PJ), 'IntoTree'(IT) and 'OldTownCross'(OTC) from the SVT high definition multi format test set [10] with a spatial resolution of1920 × 1080 pixel and a frame rate of 25 frames per second. Each sequence was encoded at four different bit rates, from 5.4 Mbit/s to 30 Mbit/s resulting in a quality range from 'not acceptable' to 'perfect', corresponding to a mean opinion score (MOS) between 0.19 and 0.96 on a scale from 0 to 1. The sequences were encoded using the AVC/H.264 reference software [11] , version 12.4. Two significantly different encoder settings were used: a low complexity (LC) and a high complexity (HC) setting representing a 'Main' and 'High' profile, respectively, to assure that our model is independent of specific coding structures and settings. Additionally we used the wavelet based 'Dirac' encoder [12] version 0.7 in order to investigate, if it is possible to build a model that is useful for different coding technologies. The additional instances of the original videos to estimate the regression lines were generated using simple encoder settings for the AVC/H.264 reference encoder in order to keep the additional computational complexity caused by the correction step within an acceptable limit.
The subjective tests were performed in compliance with ITU-R BT.500 [1] at the video quality evaluation laboratory of the Institute for Data Processing at the Technische Universität München. In total 17 naïve viewers and one expert viewer participated. All of them were screened for visual acuity and color blindness. The distance between the screen and the test subjects was set to three times the picture height. The test was carried out using the Double Stimulus Unknown Reference (DSUR) [13] , which is a variation of the standard DSCQS test method, and a discrete voting scale with eleven grades ranging from 0 to 10 later rescaled to the interval from 0 to 1. The 95% confidence intervals of the subjective votes are below 0.07, the mean 95% confidence interval is 0.04.
RESULTS

The PSNR
M + metric is compared to PSNR Y Mean and to three more full reference video quality metrics. These are: SSIM [3] , the VQM described in [14] and the VQM according to Annex D of ITU-T J.144 [5] . For the VQM as part of ITU-T J.144, the general model was used. The SSIM was evaluated on all three channels of the YUV color space.
The high prediction accuracy for the example metric PSNR (c) No cross validation step can only be used to give correct quality estimates for the four videos included in the model. It is the subsequent correction step that allows us to rate previously unknown videos. Table 3 shows the correlation values for the Pearson correlation, the Spearman rank order correlation and the Root Mean Squared Error (RMSE) for the different quality metrics. Also a overview of the prediction results for PSNR M + is shown in Fig. 3 . We see that our example metric PSNR M + delivers an improved prediction accuracy compared to the reference metrics. Especially the Spearman rank order correlation is improved, whereas for the VQM according to Annex D of [5] and the SSIM [3] , the Pearson correlation coefficient is only slightly worse and the RMSE is nearly identical.
CONCLUSION
We proposed two simple methods that can help to improve video quality metrics: extending the set of parameters that are gathered from a single feature by temporal pooling and introducing a simple correction step which estimates the relationship between the output of a metric and the visual quality for a video. Both improve the prediction accuracy considerably. In particular the correction step allows us to predict the quality of previously unknown videos, even if the base metric itself is not very well adapted for this type of video sequence.
The example metric PSNR M + was developed to demonstrate the effectiveness of these two methods. A Pearson correlation of 0.88 is remarkably high for this rather simple metric especially compared to the results of more sophisticated full reference metrics. Due to our cross-validation approach, this value is not the result of data fitting, but shows the real capability of this visual quality metric for high definition video.
The presented gains may not hold completely for a larger data set. Still, we strongly believe that the general principle provides relevant improvements for predicting the visual quality.
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