The dynamics of quantum expectation values is considered in a geometric setting. First, expectation values of the canonical observables are shown to be equivariant momentum maps for the action of the Heisenberg group on quantum states. Then, the Hamiltonian structure of Ehrenfest's theorem is shown to be Lie-Poisson for a semidirect-product Lie group, named the Ehrenfest group. The underlying Poisson structure produces classical and quantum mechanics as special limit cases. In addition, quantum dynamics is expressed in the frame of the expectation values, in which the latter undergo canonical Hamiltonian motion. In the case of Gaussian states, expectation values dynamics couples to second-order moments, which also enjoy a momentum map structure. Eventually, Gaussian states are shown to possess a Lie-Poisson structure associated to another semidirect-product group, which is called the Jacobi group. This structure produces the energy-conserving variant of a class of Gaussian moment models previously appeared in the chemical physics literature.
Introduction
The expectation value dynamics for quantum canonical observables Z = ( Q, P ) has always attracted much attention, especially in connection to the correspondence principle. In this context, quantum effects are produced by noncommutativity of the canonical observables, thereby leading to Heisenberg uncertainty. In turn, uncertainty is associated to distributional effects that are typically encoded in Schrödinger's probability density |ψ(x)| 2 . Then, one is led to look at statistical moments in order to obtain information about macroscopic quantities. Ehrenfest's equations for expectation value dynamics read
whereĤ is the quantum Hamiltonian operator and the average is computed with respect to the density matrix (that is, ρ = ψψ † for pure states). Ehrenfest dynamics has recently been considered from a geometric perspective [16] and the present paper uses similar geometric methods to identify its Hamiltonian structure. The relation (1) can also be expressed in terms of the Wigner phase-space function W (q, p) associated to ρ [48] . This is conveniently written in Dirac notation, so that in one dimension the ket |x is the eigenvector given by Q|x = x|x , while the bra vector is defined as x| := |x † . Upon generalizing to three dimensions, the Wigner function is associated to ρ by the relations [50] W (q, p) = 1 (2π ) 3 q + x 2 ρ q −
The mapping that gives the Wigner function from the density matrix (first relation above) is known as Wigner transform of ρ, while the inverse mapping (second relation above) is called inverse Wigner transform, or more often Weyl transform of W (q, p). These mappings generate a one-to-one correspondence between operators and phase-space functions. The Wigner function is a quasi-probability distribution (i.e., it can be negative) and is sometimes simply called 'Wigner distribution'. Its evolution reads ∂ t W = {{H, W }}, where H(q, p) is the Wigner transform of H (also known as the Weyl symbol) and {{·, ·}} = {·, ·} c + O( 2 ) is the Moyal bracket [33, 50] carrying the quantum noncommutative deviation (of order O( 2 )) from the classical Poisson bracket {f, g} c = ∂ x f · ∂ p g − ∂ x g · ∂ p f . The explicit definition of the Moyal bracket operator is rather involved and is omitted here. However, we shall recall that, although it does not identify a Poisson structure (as the Leibniz product rule is not satisfied), the Moyal bracket defines a Lie bracket structure. In this framework, Ehrenfest's theorem for the expectation values ζ = ζ W (ζ, t) d 6 ζ is taken into the form d ζ /dt = {{ζ, H}} , where ζ = (q, p) is the phase-space coordinate. At this stage, we recall another fundamental property of the Moyal bracket of two phase-space functions: whenever one of these two is a second-degree polynomial, the Moyal bracket drops to the classical Poisson bracket. Consequently, {{ζ, H}} = {ζ, H} c and the Wigner-Moyal formulation of Ehrenfest's theorem reads d dt ζ = {ζ, H} c , which coincides with classical expectation value dynamics (as it arises from the classical Liouville equation ∂ t ̺ = {H, ̺} c ), except for the fact that the averages are computed with respect to the quantum Wigner distribution W (whose evolution accounts for quantum noncommutativity). In the particular case when H (or its Weyl symbol H(ζ)) is a quadratic polynomial, the Wigner equation coincides with the classical Liouville equation and it is solved by a Gaussian distribution on phase-space. In this case, an initial Gaussian evolves in time by changing its mean and variance, so that the latter moment tends to zero in the formal limit → 0 (i.e. the Gaussian tends to a delta function or point particle). See [31] for a geometric treatment of semiclassical Gaussian state evolution. Moreover, for quadratic Hamiltonians the Ehrenfest theorem reduces to classical particle dynamics, that isż
where J is the canonical Poisson tensor J ij = {ζ i , ζ j } c and we have defined z := ζ . Then, one is led to conclude that the expectation values follow canonical Hamiltonian trajectories as long as an initial wavepacket keeps narrow in time, so that the expansion
is justified and {ζ, H} c ≃ J∇H(z). However, this statement leads to interpretative questions [5] and there is no reason why the approximation above should hold in the general case. Indeed, when H is not quadratic, an initial Gaussian Wigner function will evolve into different (non Gaussian) phase-space profiles, due to the effect of the noncommutative terms in the Moyal bracket. The time by which these quantum corrections become important (so that the initial Gaussian profile spreads over macroscopic scales) is known as Ehrenfest time and is related to the possible breakdown of classical-quantum correspondence in quantum chaos [34] . Then, a useful way to quantify the classicalquantum differences due to noncommutativity is through the difference between solutions of the classical Liouville and quantum Wigner equations (both initiated in the same state), respectively. In recent years, this has been attempted by comparing the dynamics of quantum and classical statistical moments [4, 12] , that is the moments of the quantum Wigner function and the moments of the classical Liouville distribution, respectively. Still, the relation between expectation value dynamics and canonical Hamiltonian motion remains unclear and the present paper aims to shed some light on this point. For example, in [10] (see equations (6.2) therein) the expectation values z = ζ are shown to obey canonical Hamiltonian dynamics (even for non-Gaussian states) when the energy is expressed in terms of moments (ζ − z) k . However, this result still lacks a more fundamental description in terms of quantum state dynamics.
Without entering further the difficult questions concerning the interpretation of Ehrenfest's equations, this paper unfolds their geometric properties and expresses the quantum evolution in the phasespace frame co-moving with the expectation values z(t). More particularly, if one writes the total energy h(W ) = W (ζ, t) H(ζ) d 6 ζ in terms of the Wigner function W (ζ, t) and the expectation values z (that is h(W ) =h(W, z)), introducing the fluctuation variablesζ = ζ − z so that W (ζ, t) = W (ζ, t), yields the Ehrenfest equations in canonical form (see Section 3)
where h( W , z) =h(W, z) coincides with the total energy of the quantum system. As a new result, this paper also identifies the dynamics of the quantum state W (ζ, t) accompanying the evolution of z. Interestingly enough, equation (3) is identical in form to the equation of motion of a classical particle in the Ehrenfest mean-field model of mixed classical-quantum dynamics [19, 49] . To avoid confusion, it is important to point out that (3) does not mean that the expectation values follow classical trajectories, as they would be obtained by the classical limit of a quantum system. Indeed, while the canonical structure implies Hamiltonian trajectories of classical type, these trajectories do not coincide with those of the classical physical system, which in turn would be obtained upon replacing h( W , z) by the classical Hamiltonian function h(z). This fact avoids the possibility of contradiction in equation (3) , which is to be coupled to the evolution of the relative quantum distribution W . We address the reader to [15] for further remarks on the geometric analogies and differences between classical and quantum dynamics.
In this paper, we shall focus on the geometric nature of the classical-quantum coupling that emerges from expectation value dynamics. The first goal is to present (in Section 2) a new formulation of Ehrenfest's theorem in terms of a classical-quantum Poisson bracket that couples the classical canonical bracket to the Poisson structure underlying quantum dynamics. This classical-quantum bracket naturally incorporates classical and quantum mechanics as special cases. However, as it was briefly mentioned earlier, this work is not meant to provide a new interpretation of the classicalquantum correspondence. Rather, one of the targets of this paper is to express (in Section 3) the quantum dynamics in the phase-space frame co-moving with the expectation values, so that Ehrenfest equations possess a standard canonical form independently of the quantum state (not necessarily Gaussian). This canonical structure was found in [10] in the context of quantum cosmology: in this case, equation (3) is accompanied by the evolution of the moments ζ k = (ζ − z) k . In the present paper, we replace the moment hierarchy by the evolution of the quantum state W (ζ, t) in the co-moving frame, where the entire Ehrenfest theorem is rewritten explicitly. The second part of the paper specializes this construction to consider the evolution of Gaussian states, as they are identified with Gaussian Wigner functions on phase-space. As a result, a Poisson bracket structure is provided in Section 4 for the Gaussian moments ζ and ζζ . These quantities enjoy an (equivariant) momentum map structure that confers them a Lie-Poisson bracket [25, 27, 32] . Then, this bracket is analyzed in detail and related to the role of metaplectic transformations for the particular case of Gaussian wavepackets. Eventually, this construction is applied to provide energy-conserving Gaussian closure models. More particularly, the characterization of Gaussian state dynamics enables providing energy-conserving variants of previous Gaussian moment models [39, 41] in which the role of energy conservation has previously posed some issues [42] . As a general comment, we wish to emphasize that this paper does not deal with the convergence issues that may emerge in quantum mechanics. In particular, probability densities are assumed to decay sufficiently fast so that expectation values converge at all times.
Hamiltonian structure of Ehrenfest's theorem
We start this Section with a mathematical result that lies at the basis of equation (3): expectation values are momentum maps for the standard representation of the Heisenberg group H(R 2n ) ≃ R 2n ×S 1 on the space of wavefunctions. For completeness, we recall the multiplication rule for the Heisenberg group:
A momentum map is, generally speaking, given by the generating function of the canonical transformation associated with a certain symmetry group G. For a symplectic vector space (V, ω) carrying a (simplectic) G−representation, the momentum map J(z) is given by 2 J(z), ξ := ω(ξ V (z), z), for all z ∈ V and all ξ ∈ g. Here, g denotes the Lie algebra of G, ξ V (z) denotes the infinitesimal generator of the G−representation and ·, · is the natural duality pairing on g * × g (here, g * is the dual vector space of g). While the reader is referred to [25, 27, 32] for further explanations, here we specialize this definition to the Hilbert space H of wavefunctions, endowed with the standard symplectic form ω(ψ 1 , ψ 2 ) = 2 Im ψ 1 |ψ 2 (here, ψ 1 |ψ 2 := ψ 1 (x)ψ 2 (x) d 3 x). Indeed, the symplectic structure of the Hilbert space of wavefunctions is of paramount importance for the results in this paper. A momentum map associated to a unitary G−representation on the quantum state space is the map J(ψ) ∈ g * given by J(ψ), ξ := iξ(ψ)|ψ , where ξ(ψ) is the infinitesimal generator of the group action Φ g (ψ) (with g ∈ G). When G is the whole group of unitary transformations, the corresponding momentum map is given by J(ψ) = −i ψψ † [15] . For the Heisenberg group of phase-space translations, the action is the usual displacement operator of coherent state theory [37] . Upon denoting z = (q, p), this action is given by
so that the infinitesimal generator reads ξ(ψ)
, we obtain the momentum map
so that, up to applying J, the momentum map associated to the Heisenberg group representation identifies the expectation values of canonical observables. This momentum map is equivariant, that is Ad * (z,ϕ) J(ψ) = J(Φ (z,ϕ) (ψ)) (here, Ad * denotes the coadjoint representation for the Heisenberg group H(R 2n )), and thus it is a Poisson map (see Section 12.4 in [32] ). Most importantly, this map takes the Poisson structure on the symplectic space H of wavefunctions into the Lie-Poisson structure on h(R 2n ) * , i.e. the canonical Poisson bracket {·, ·} c (up to a multiplicative normalization factor ψ 2 ). Notice that the momentum map J(ψ) induces an equivariant momentum map J(ρ) = J ρ| Z , Tr(ρ) on the space of density matrices(here, Tr denotes the standard trace of trace-class operators): in this case, the infinitesimal action of the Heisenberg group reads ξ(ρ)
For convenience purposes, the remainder of this paper identifies quantum states with either density matrices or their Wigner transforms (unless otherwise specified). As we shall see, this leads to major simplifications in the treatment of Gaussian quantum states. The momentum map property of quantum expectation values suggests looking for the Poisson bracket structure of Ehrenfest's equations. We recall that the latter have to be accompanied by the evolution of the quantum state, this being given by a wavefunction, a density matrix or its Wigner function. In order to find the Poisson bracket for the expectation values, we start with the following Poisson bracket [43] for the quantum Liouville equation i ρ = [ H, ρ]:
where [·, ·] denotes the standard commutator and f and g are formally defined as function(al)s on the space of Hermitian operators. This Poisson bracket returns the quantum Liouville equation aṡ ρ = {ρ, δh/δρ}, with the Dirac Hamiltonian functional h(ρ) = H (total energy). Here, δh/δρ is a Hermitian operator and we identify vector spaces of linear operators with their dual spaces by using the pairing A, B = Re A|B , where A|B = Tr(A † B) is the natural inner product. Since Ehrenfest dynamics advances both expectation values (denoted by z = Z ) and the quantum state (identified with the density matrix ρ), we allow to consider functionals of the typef (z, ρ). In practice, this means that in (5) we allow for f to depend on ρ both explicitly and through the expectation value Z = Tr(ρ Z), so that f (ρ) =f (ρ, z). Then, one can use the chain rule to write
and replacing this in (5) yields
where we have used the canonical commutation relations. The term {f ,g} c is multiplied by the normalization constant Tr(ρ) and in (7) we have set Tr(ρ) = 1, which is the standard normalization of the density matrix. Without this particular choice, the change of variables z → Jz and ρ → −i ρ takes the Poisson bracket (7) into the (minus) Lie-Poisson [25, 27, 32] on the semidirect-product Lie algebra h(R 2n ) u(H ) (here, u(H ) is the Lie algebra of skew-Hermitian operators on H ), endowed with the Lie bracket
Here, we recall the general form of a (±)Lie-Poisson bracket, i.e. {f, g} ± (µ) = ± µ, [δf /δµ, δg/δµ] (where µ ∈ g * is an element of some dual Lie algebra): the Lie-Poisson bracket (7) is obtained by choosing the minus sign and by specializing to the case g = h(R 2n ) u(H ). This semidirectproduct Lie algebra has been recently used in the variational formulation of the Ehrenfest theorem [11] , while it is shown here to emerge naturally from the momentum map structure of expectation values. Indeed, the occurrence of the canonical Poisson bracket is due to the fact that expectation values are Poisson momentum maps that take (5) into the classical canonical structure. We shall call the Lie algebra h(R 2n ) u(H ) the Ehrenfest algebra and its underlying Lie group H(R 2n ) U (H ) the Ehrenfest group (here, U (H ) denotes the group of unitary operators on H ). The construction of the Ehrenfest group uses the group homomorphism provided by the representation (4), as it was presented in detail in Section IV.B of [11] . The bracket (7) will be called Ehrenfest bracket: this is the first example of a classical-quantum bracket that couples the canonical Poisson bracket underlying classical motion to the Lie-Poisson bracket (5) underlying quantum Liouville dynamics. However, notice that this Poisson bracket does not model the correlation effects occurring in the interaction of quantum and classical particles. Indeed, Poisson bracket structures modeling the backreaction of a quantum particle on a classical particle have been sought for decades and are still unknown despite several efforts [2, 3, 13, 29, 38, 40] . Rather, the Ehrenfest bracket governs the classical-quantum coupling (middle term in (7)) between expectation value dynamics (first classical term in (7)) and quantum state evolution (last term in (7)) for the same physical system. At this point, in order to write down explicit equations of motion, one has to find the expression of the total energy h(ρ) = H in the form h(ρ) =h(ρ, z). More particularly, we ask thath(ρ, z) is linear in ρ, so that it can still be expressed as an expectation value. For example, the kinetic energy in one spatial dimension can be rewritten by using the relation P 2 = p 2 + ( P − p) 2 , with p = P . In more generality, one can Taylor expand the original Hamiltonian operator (or simply parts of it) around the expectation values. This leads to an expression of the total energy H of the formh(z, ρ) = H CQ (z) , where H CQ (z) = δh(z, ρ)/δρ is a classical-quantum Hamiltonian operator that depends on the expectation values z (and not explicitly on ρ). For example, in the simplest case of a free particle in one spatial dimension one writes H CQ (z) = (p 2 /2)1 + ( P − p1) 2 /2. Evidently, analogous expressions hold for linear systems, such as the harmonic oscillator. Notice that H CQ (z) differs from the original quantum Hamiltonian H, although they generate (by definition) the same total energy H CQ (z) = H . Then, upon using the total energy expressionh = H CQ , the Poisson bracket (7) produces the equationṡ
Here, it is important to emphasize that the relation z = Z can be used only after evaluating the derivatives ∇ z H CQ , which are to be computed by keeping z and ρ as independent variables (for example, one has ∇ p p P = P = p).
Equations (8) and (9) were obtained in [11] , upon postulating a specific variational principle, based on analogies with the variational structure of the Ehrenfest mean-field model of mixed classicalquantum dynamics. Then, the action principle postulated in [11] is justified here in terms of its corresponding Hamiltonian structure. More importantly, we have shown how these equations are totally equivalent to the quantum Liouville equation. Indeed, these equations were derived from the Poisson bracket (5) for the density matrix evolution, without any sort of assumption or approximation: the only step involved was rewriting the total energy as h(ρ) =h(ρ, z), which is no loss of generality as long as one term in the original Hamiltonian H can be expanded around the expectation values. Notice that, since equation (9) is indeed consistent with the ordinary Liouville equation, the classical-quantum Hamiltonian is constructed in such a way that it may differ from the original quantum Hamiltonian H only by a phase factor, so that H = H CQ + ∇ z H CQ · Z + φ1 (upon dropping the phase factor, this is simply a consequence of the chain rule relation (6)): since by construction H CQ = H , then φ = −z · ∇ z H CQ and the two Hamiltonians are related by
Upon fixing a certain quantum system with Hamiltonian H, this is a consistency relation that is satisfied by the classical-quantum Hamiltonian. On the other hand, fixing a specific classical-quantum Hamiltonian, the above relation gives the corresponding quantum Hamiltonian operator.
Depending on the specific form of the classical-quantum Hamiltonian, equations (8) and (9) allow for two different limits. Indeed, while Ehrenfest's theorem is obtained in the case ∇ z H CQ = 0 (that is, in the purely quantum case when the Hamiltonian operator is not written in terms of expectation values and H CQ = H), the phase-type operator H CQ = h(z)1 yields another limit in which expectation values follow classical particle trajectories, i.e.ż = J∇h(z). As noted in [11] , the latter case takes the quantum equation (9) 
which determines how the quantum state (together with Heisenberg's uncertainty) is carried along the classical trajectories. The above Liouville equation is associated to a quantum Hamiltonian H = h(z) + ( Z − z) · ∇h(z) that is linear in Z and as such it generates coherent state evolution [37] of an initial pure state ρ 0 = ψ 0 ψ † 0 . Notice that Wigner-transforming the above quantum equation of motion yields the classical Liouville dynamics
so that noncommutative quantum effects are absent, as expected in coherent state dynamics. On one hand, this comes as no surprise, since coherent states are widely known to be classical states in quantum optics. (In quantum optics, the word 'classical' does not refer to the motion of a physical classical particle, which would require a delta-like solution of (10) and is recovered only in the formal limit → 0 of Gaussian solutions of the type (16)). On the other hand, this yields a suggestive picture in which classical trajectories carry a coherent quantum state, whose dynamics decouples from classical motion. While equations (8) and (9) recover Ehrenfest's theorem as a special case, it is important to remark that they carry a redundancy, in the sense that equation (8) is simply the expectation value equation associated to (9) (if the latter is interpreted as a nonlinear nonlocal equation). This redundancy is not new, since it already occurs in Ehrenfest's original equations. However, the redundancy of equation (8) can be eliminated by expressing the quantum dynamics in the frame of the expectation values. As we shall see, this operation separates the expectation values from the fluctuations arising from quantum uncertainty. While doing this is not generally trivial when using wavefunctions or density matrices, it becomes rather straightforward when using Wigner's phase-space description. We remark that changes of frames in the configuration space for quantum dynamics were studied in the past [30, 44] , while changing the phase-space frame comes here as a new concept. This is the topic of the following Section.
Quantum dynamics in the frame of expectation values
As anticipated above, the splitting between quantum averages and fluctuations can be conveniently performed by writing the quantum dynamics in the frame of the expectation values. For this purpose, it is convenient to work in the Wigner phase-space formalism. Then, the equations (8) and (9) 
and by following similar steps as in the previous Section to obtain the Ehrenfest bracket (7) in the form
Here, we have denoted {f, g} z = ∇ z f · J∇ z g and analogously for {f, g} ζ , while the Moyal bracket operates only on the phase-space quantum coordinates (so that {{f, g}} = {{f, g}} ζ ). Notice the abuse of notation, as f and g are very different in (11) and in (12) (compare with (5) and (7)). Then, changing variables toζ = ζ − z, so that f (W, z) = f( W , z), yields the relations
so that the Ehrenfest bracket becomes
where we used ∇ζ F = −J{ζ, F }ζ and the notation F (ζ) := W (ζ) F (ζ) d 6ζ . Here, a useful feature of the Moyal bracket is the permutation property a(ζ){{b(ζ), c(ζ)}} d 6 ζ = c(ζ){{a(ζ), b(ζ)}} d 6 ζ for any three functions a, b, c ∈ C ∞ (R 6 ). Eventually, the total energy expression h(z, W ) = H CQ (z, ζ) = H(z,ζ) = h(z, W ) yields the coupled equationṡ
Here, ζ = 0 is verified to be preserved in time as the zero-level set of the expectation value momentum map (see [46] for an analogue of this in classical moment dynamics). Then, the redundancy occurring in (8) and (9) has now been eliminated, since the expectation value equation is no longer computed from the quantum Wigner-Moyal equation, which actually encodes the quantum deviations from the mean variables z. On the other hand, as already found in [10] , the first equation in (14) implies that expectation values evolve along canonical Hamiltonian trajectories with Hamiltonian H . This expectation value dynamics is different from classical Hamiltonian motion (one of the limits treated in the previous Section), as it carries higher moments of the type ζζ . . .ζ (upon assuming that H is analytic) that are responsible for quantum deviations from the classical physical trajectory [10] . The latter still emerges when H(z,ζ) is linear in the deviation coordinateζ, which is the case of coherent states. In this case, the relative distribution does not evolve in time and the relation ∂ t W = 0 is simply equation (10) rewritten in the frame of expectation values. Once quantum dynamics is expressed in the frame of expectation values, one can continue to compute moments ζζ . . .ζ of the deviation coordinate. The identification of the Hamiltionian structure for these moments was carried out in [10] , in the context of quantum cosmology [9] . This Hamiltonian structure was recently compared [12] to that of classical moments of the Liouville equation (see also [26] for the classical case). The main difference between the results in [10] and those in the present paper is that here the moment hierarchy is replaced by the explicit evolution of the quantum state in the phase-space frame moving with z(t). For example, in terms of the density matrixρ (as it is obtained by the Weyl transform of W (ζ, t)), equations (14) are replaced bẏ
where Z = Z − z and H CQ (z) is the operator obtained as the Weyl transform of H(z,ζ) (with respect toζ). This description has the advantage of overcoming the moment truncation problem, while it requires finding solutions of a nonlocal nonlinear quantum equation. Notice that, unlike the moment approach, the present method does not require the Weyl symbol of the original Hamiltonian to be analytic. As an illustrative example in one dimension, here we consider a unit mass subject to a step potential, so that the phase-space Hamiltonian is H(ζ) = p 2 /2 + µ Θ(q), where µ is a physical parameter, Θ denotes Heaviside's step function, and we have used the notation ζ = (q, p). Upon introducing the deviation coordinateζ = ζ − z(t), one writes H(z +ζ) = (p +p) 2 /2 + µ Θ(q +q) with the notation z(t) = (q(t), p(t)). Then, the total energy h = H(z +ζ) reads
dq dp W (q,p) and thus δh/δ W = (p 2 +p 2 )/2 + µ Θ(q +q) = H(z,ζ) is the effective Hamiltonian such that h = H(z+ζ) = H . In this case, the function H(z,ζ) is not analytic and the total energy H cannot be expressed exactly in terms of the hierarchy of moments ζζ . . .ζ . However, in the present approach, one replaces moments by the explicit quantum evolution in the frame moving with the expectation values z(t). In this framework, the latter evolve according to the first equation in (14) , that iṡ q = p ,ṗ = −µ W (−q,p) dp .
It is not surprising that the expectation values evolve under the time-dependent effective potential µ +∞ −q dq dp W (q,p), so that the step potential is modulated to allow for quantum tunneling. Notice that the term p 2 /2 W (q,p) dq dp in the total energy H does not contribute to expectation value dynamics. In addition, the quantum state evolution is given by the Wigner equation (14) for W (q,p, t). This is given by the following integro-differential equation
where a new nonlocal term emerging from the change of frame appears on the right hand side. If this term is set to zero, one obtains the ordinary quantum dynamics in phase space for a particle subject to a potential step in −q. While explicit solutions can be constructed by taking the Wigner transform of the usual wavefunction of a unit mass subject to a step potential, the detailed study of the nonlinear nonlocal evolution of W is note among the purposes of this paper. Notice, the whole treatment proceeds analogously for classical Liouville dynamics upon replacing Moyal brackets with Poisson brackets. Once more, this means that the essential difference between classical and quantum statistical effects lies in the noncommutative terms (higher order in ) of the Moyal bracket. It is useful to emphasize that the conserved total energy H does not depend explicitly on time, as it is readily seen by expanding 0 = d H /dt = ∂ t H +ż · ∇ z H and using the first of (14), so thatż · ∇ z H = 0. Notice that the relation ∂ t H = 0 can also be verified explicitly by computing ∂ t H = H(z,ζ) ∂ t W (ζ) d 6ζ = 0. Moreover, another consequence of the canonical nature of expectation value dynamics is the invariance of Poincaré's relative integral invariant: γ Jz · dz = γ P · d Q = const., for any loop γ in phase-space moving with the Hamiltonian vector field {z, H } z .
In the next Section, we focus on Gaussian quantum states, thereby restricting to consider only second-order moments. More particularly, we shall characterize the Hamiltonian structure of Gaussian state dynamics in terms of expectation values z and covariance matrix ζζ .
Hamiltonian structure of Gaussian quantum states
Once the dynamics of Ehrenfest expectation values has been completely characterized in terms of Poisson brackets, one may consider higher order moments. The moment hierarchy does not close in the general case, although it is well known that it does for quadratic Hamiltonians. In the latter case, the moment algebra acquires an interesting structure, which is the subject of the present Section. Before entering this matter, we emphasize that quadratic Hamiltonians restrict to consider linear oscillator motion and so they are uninteresting for practical purposes. An interesting situation, however, occurs when the total energy H is computed with respect to a Gaussian state, so that higher moments are expressed in terms of the first two. This is the Gaussian moment closure for nonlinear quantum Hamiltonians.
Gaussian quantum states (a.k.a. squeezed states in quantum optics) have been widely studied over the decades in many different contexts, mostly quantum optics and physical chemistry. Recently, applications of Gaussian states in quantum information have also been proposed (see e.g. [1] ). Generally speaking, a Gaussian quantum state is identified with a Gaussian Wigner function of the form
where N is a normalising factor, z = ζ is the mean and Σ = ( ζζ − ζ ζ ) is the covariance matrix. The question of which covariance matrices are associated to genuine Gaussian quantum states was addressed in [31] for wavepackets and in [22, 45] for more general mixed states. For example, when the Gaussian is too narrow, then the corresponding density matrix is not positivedefinite and the uncertainty principle is violated. However, when the initial covariance matrix satisfies Heisenberg's principle (so that (16) identifies a quantum state), the latter holds at all times as the quantum uncertainty is preserved by the Wigner-Moyal equation ∂ t G = {{H, G}} for Gaussian states. We emphasize that the expression (16) incorporates the Wigner transform of Gaussian wavepackets [23, 24] as a special case.
If the linear form w and the quadratic form S defining the quadratic Hamiltonian H = ζ ·Sζ +w·ζ are functions (possibly nonlinear) of the first and second order moments ζ and ζζ , then a Gaussian initial state will remain a Gaussian under time evolution by changing its mean and variance. In more generality, a nonlinear (analytic) Hamiltonian will produce a total energy H = G(ζ)H(ζ) dζ that can be expressed entirely in terms of first and second order moments, i.e.
At this point, it is useful to restrict the Ehrenfest bracket (7) (or its phase space variant (12) ) to functionals of Gaussian Wigner functions G(ζ), depending only on the first two moments. For convenience, we shall denote X = ζζ /2, so that h(z, G) = H(z, X). The corresponding Poisson structure is easily found by using the chain rule relation
in (11) . As a result, one finds
along with the following equations of motion for an arbitrary total energy H(z, X):
The Poisson bracket (18) has appeared earlier in the literature [20, 28] in the context of classical Liouville (Vlasov) equations. This is no surprise, as second order moments are associated to quadratic phase-space polynomials, which do not involve the higher-order noncommutative terms in the Moyal bracket (Gaussian quantum states undergo classical Liouville-type evolution). Under the change of variables X → XJ and z → Jz, the above moment bracket was shown [20] to be Lie-Poisson on the Jacobi group Jac(
i.e. the semidirect product of the symplectic group with the Heisenberg group. Here, the semidirectproduct structure is defined by the following action of the symplectic group on the Heisenberg group: Φ S (z, ϕ) = (Sz, ϕ), where S ∈ Sp(R 2n ). Therefore, we conclude that the moments of any Gaussian quantum state evolve on coadjoint orbits of the Jacobi group. In particular, this means that the symplectic forms recently found to underlie the dynamics of Gaussian wavepackets [35, 36] are symplectic forms on coadjoint orbits of Jac(R 2n ), which are determined by the usual Casimir invariants [18, 26] 
where j = 1, 2, 3 and Tr denotes the matrix trace. For example, setting j = 1 and expanding yields (up to multiplicative factors) C 1 (z, X) = det(2X − zz). These results come as no surprise. The relation between the Jacobi group and Gaussian states has been known for decades in the theory of coherent states [6, 7] , under the statement that wavepackets evolve under the action of the semidirect product Mp(R 2n ) H(R 2n ) [17, 31] , where Mp(R 2n ) is the metaplectic group (that is, the double covering of Sp(R 2n )). Since the Lie algebra mp(R 2n ) of the metapletic group is isomorphic to that of the symplectic group (denoted by sp(R 2n )), then jac(R 2n ) ≃ mp(R 2n ) h(R 2n ). In the present treatment, the symplectic group replaces the metaplectic transformations because we have identified quantum states with Wigner functions (which can account for pure as well as mixed states) rather than wavefunctions. Indeed, while the symplectic group does not possess a representation on wavefunctions, it does possess a natural action on the space of Wigner (phase-space) functions as in classical mechanics and one may avoid dealing with the metaplectic representation [31] . This leads to an action of the Jacobi group on the space of Wigner functions, which is given by
where S is a symplectic matrix and (z, ϕ) is an element of the Heisenberg group. This action is given by the pullback of the Wigner function W (ζ) by the phase-space transformation ζ → Sζ + z.
The emergence of a Lie-Poisson bracket for the first and second moments is also not surprising. Indeed, this is due to the fact that the moment triple ( 1 , z, X) is itself an equivariant momentum map for the action (21); see Section III.C of [20] . (Here, we have formally denoted 1 = W (ζ) dζ). Then, Gaussian Wigner functions are identified with the moment couple (z, X) and this identification enables the description of Gaussian state dynamics in terms of coadjoint orbits.
Gaussian moment models and energy conservation
Notice that one can rewrite the above dynamics in terms of the covariance matrix Σ = 2X − zz. This is easily done by restricting the bracket (13) to functions of the type H(z, Σ). This process yields the direct sum bracket
This Poisson bracket produces the following equations for a total energy of the form h = h(z, Σ):
For example, in the particular case when the total energy H = G(ζ)H(ζ) dζ is approximated by using (2), these equations recover the dynamics (12) and (13) in [21] , suitably specialized to Hermitian quantum mechanics. The explicit comparison of the equations (23) with those obtained by Heller for Gaussian wavepackets (see [23, 24] and subsequent papers by Heller on the same topic) requires expressing the covariance matrix as a function on the Siegel upper half-space [36, 35] . The corresponding geometric description is the subject of ongoing work. Equations (23) can be directly applied to modify certain moment models that have previously appeared in the chemical physics literature [39, 41, 42] . This class of models suffers from lack of energy conservation in the general case [42] , with possible consequent drawbacks on the time evolution properties. In references [39, 41, 42] and related papers on the same topic, a class of moment models was developed by adopting a Gaussian moment closure on the equations of motion for the expectation values Z and Z Z . More particularly, Gaussian closures of the type Z Z Z ≃ 3 Z Z Z − 2 Z 3 (and similarly for higher order moments) are used in the equations
The moment closures are performed after replacing the Hamiltonian operator H by its Taylor expansion around the expectation value z = Z (similarly to (2)). When this Taylor expansion is truncated to third order, one recovers the Gaussian moment closure previously introduced in [47] . However, in the general case of a higher-order expansion, adopting the closure directly in the Gaussian moment equations may break energy conservation [42] . Indeed, while odd-order expansions of H preserve energy conservation, this does not hold for truncations of even order greater than 2. More particularly, as noticed in [42] , in order to conserve the total energy, the Taylor expansion used in the equations should be terminated after an odd derivative. The framework presented in this Section provides a solution to this problem. Indeed, once the closure has been performed in the expression of the total energy H = H , the Hamiltonian moment equations (19)- (20) are uniquely determined. As a consequence of the Poisson bracket structure (18) , these equations generally differ from those in [42] by exactly the odd derivatives that ensure conservation of both the total energy and the determinant of the covariance matrix. More particularly, if one expands the Hamiltonian H = P 2 /2 + V ( Q) up to fourth order around the expectation values Z , the second parenthesis in equation (20) produces conservative terms consisting of the fifth-order derivatives in the following equations of motion (in standard expectation value notation):
(1)
where Q P s denotes the expectation of the symmetrized product ( Q P + Q P )/2. Dropping the fifth-order derivatives returns the non-conservative equations (15)- (19) in [42] . Therefore, for exact polynomial potentials V ( Q) of fourth degree, energy conservation is not an issue because V (5) ( Q ) ≡ 0 and the two models coincide. However, more general cases such as Morse-type potentials require extra care in dealing with the Gaussian closure. The implications of the energy-conserving terms in concrete physical problems will be the subject of future work.
Conclusions and perspectives
Based on the Hamiltonian Poisson bracket approach, this paper has unfolded the geometric properties of Ehrenfest's expectation value dynamics. More particularly, the search for the Hamiltonian structure of Ehrenfest's theorem has produced a new classical-quantum Poisson structure that incorporates classical and quantum dynamics as special cases. The corresponding equations are Lie-Poisson for the Ehrenfest group H(R 2n ) U (H ). This result was achieved by exploiting the momentum map property underlying Ehrenfest expectation values. Later, the Ehrenfest theorem was rewritten upon expressing quantum dynamics in the phase-space frame co-moving with the expectation values. This result extends previous work in quantum cosmology [9, 10] by avoiding moment truncation problems. In the last part, the Poisson structures underling Ehrenfest theorem were restricted to consider Gaussian moment dynamics, as it arises from Gaussian Wigner functions on phase-space. Again, Gaussian moments enjoy a momentum map structure that confers them a Lie-Poisson bracket for the Jacobi group Sp(R 2n ) H(R 2n ). This bracket structure enables providing energy-conserving variants of previous Gaussian moment models [39, 41] that were generally lacking conservation of energy [42] . This paper has shown that the use of Wigner functions and the properties of the Moyal bracket are particularly advantageous for studying expectation values. Then, combining Poisson brackets with momentum map structures unfolds the geometry underlying quantum dynamics. For example, momentum map structures may also appear in quantum hydrodynamics, where local averages (e.g. W (q, p) d 3 p and p W (q, p) d 3 p) are considered. In addition, although the present treatment did not consider spin effects, these can be retained by including the expectation S of the spin operator S in the treatment of the classical-quantum bracket (7) . Another open question concerns the ladder operator formulation of these results. This can be particularly advantageous for the study of coherent squeezed states in quantum optics and is currently under development by the authors. Future research directions will also involve the Heisenberg picture and the corresponding variational framework.
