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Abstract—In education, student performance is an 
important part. To achieve good and quality student 
performance requires analysis or evaluation of 
factors that influence student performance. The 
method still using an evaluation based only on the 
educator's assessment of information on the 
progress of student learning. This method is not 
effective because information such as student 
learning progress is not enough to form indicators 
in evaluating student performance and helping 
students and educators to make improvements in 
learning and teaching. Previous studies have been 
conducted but it is not yet known which method is 
best in classifying student performance. In this 
study, the Decision Tree, Naive Bayes and K-Nearest 
Neighbor methods were compared using student 
performance datasets. By using the Decision Tree 
method, the accuracy is 78.85, using the Naive 
Bayes method, the accuracy is 77.69 and by using 
the K-Nearest Neighbor method, the accuracy is 
79.31. After comparison the results show, by using 
the K-Nearest Neighbor method, the highest 
accuracy is obtained. It concluded that the K-
Nearest Neighbor method had better performance 
than the Decision Tree and Naive Bayes methods 
 
Keywords: Decision Tree, Naive Bayes, K-Nearest 
Neighbor, Student Performance 
 
Intisari— Dalam pendidikan, kinerja siswa 
merupakan bagian yang penting. Untuk mencapai 
kinerja siswa yang baik dan berkualitas 
dibutuhkan analisa atau evaluasi terhadap faktor-
faktor yang mempengaruhi kinerja siswa.  Metode 
yang dilakukan masih menggunakan cara evaluasi 
berdasarkan hanya penilaian pendidik terhadap 
informasi kemajuan pembelajaran siswa. Cara 
tersebut tidak efektif karena informasi kemajuan 
pembelajaran siswa semacam itu tidak cukup untuk 
membentuk indikator dalam mengevaluasi kinerja 
siswa serta membantu para siswa dan pendidik untuk 
melakukan perbaikan dalam pembelajaran dan 
pengajaran. Penelitian-penelititan terdahulu telah 
dilakukan tetapi belum diketahui metode mana 
yang terbaik dalam mengklasifikasikan kinerja 
siswa. Pada penelitian ini dilakukan komparasi 
metode Decision Tree, Naive Bayes dan K-Nearest 
Neighbor dengan menggunakan dataset student 
performance. Dengan menggunakan metode 
Decision Tree didapatkan akurasi sebesar 78,85, 
dengan menggunakan metode Naive Bayes 
didapatkan akurasi sebesar 77,69 dan dengan 
menggunakan metode K-Nearest Neighbor 
didapatkan akurasi sebesar 79,31. Setelah 
dikomparasi hasil tersebut menunjukkan bahwa 
dengan menggunakan metode K-Nearest Neighbor 
didapatkan akurasi tertinggi. Hal tersebut 
menyimpulkan bahwa metode K-Nearest 
Neighbor memiliki kinerja yang lebih baik 
dibanding metode Decision Tree dan Naive Bayes. 
 
Kata Kunci: Decision Tree, Naive Bayes, K-Nearest 
Neighbor, Kinerja Siswa  
 
PENDAHULUAN  
 
Kinerja siswa merupakan bagian penting 
dalam lembaga pendidikan (Shahiri, Husain, & 
Rashid, 2015). Tujuan utama dari lembaga 
pendidikan adalah untuk menyajikan pendidikan yang 
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berkualitas kepada siswanya sehingga dapat 
meningkatkan kinerja siswa (Hamsa, Indiradevi, & 
Kizhakkethottam, 2016). Untuk mencapai hal tersebut 
perlu dilakukan analisa atau evaluasi faktor-faktor 
yang mempengaruhi kinerja siswa. Evaluasi sangat 
penting untuk mempertahankan kinerja siswa dan 
efektivitas proses pembelajaran. Dengan menganalisis 
kinerja siswa, program strategis dapat direncanakan 
dengan baik selama masa studi mereka di sebuah 
lembaga pendidikan (Ibrahim & Rusli, 2007). Nilai 
akhir siswa didasarkan pada struktur mata pelajaran, 
tanda penilaian, nilai ujian akhir dan juga kegiatan 
ekstrakurikuler (Bin Mat, Buniyamin, Arsad, & 
Kassim, 2014). Prestasi siswa, kemajuan siswa dan 
potensi siswa sangat penting untuk mengukur hasil 
belajar, memilih bahan belajar dan kegiatan belajar 
(Yang & Li, 2018).  
Untuk mengevaluasi kemajuan belajar siswa, 
penelitian yang ada telah mengembangkan banyak 
metode untuk memodelkan pengetahuan dan 
keterampilan siswa secara komprehensif (Yang & Li, 
2018). Misalnya (Chen, Lin, & Chang, 2001), 
menerapkan konsep peta yang dikaitkan untuk 
mengekspresikan kedua pengetahuan yang diperoleh 
oleh seorang siswa setelah belajar suatu kegiatan 
pembelajaran dan pengetahuan prototipikal seorang 
pendidik. (Stecker, Fuchs, & Fuchs, 2005) 
mengusulkan pengukuran berbasis kurikulum untuk 
secara langsung memantau kemajuan belajar siswa 
yaitu pengetahuan atau keterampilan siswa selama 
periode waktu tertentu dan apakah kemajuan tersebut 
dapat memenuhi harapan guru. Hal tersebut 
menunjukkan bahwa cara mengevaluasi kinerja siswa 
masih berdasarkan hanya penilaian pendidik terhadap 
informasi kemajuan pembelajaran siswa. Cara 
tersebut tidak efektif karena informasi kemajuan 
pembelajaran siswa semacam itu tidak cukup untuk 
membentuk indikator yang membantu para siswa dan 
pendidik untuk melakukan perbaikan dalam 
pembelajaran dan pengajaran (Yang & Li, 2018). 
Data mining adalah salah satu teknik yang 
paling populer untuk menganalisis kinerja siswa 
(Shahiri et al., 2015). Data mining telah banyak 
diterapkan dalam dunia pendidikan. Data mining pada 
dunia pendidikan adalah proses yang digunakan 
untuk mengekstraksi informasi dan pola yang 
berguna dari database pendidikan yang sangat besar 
(D. Magdalene Delighta Angeline, 2013). Sebagai 
hasilnya, itu akan membantu para pendidik dalam 
menyediakan suatu pendekatan pengajaran yang 
efektif (Shahiri et al., 2015). Selain itu, pendidik juga 
dapat memantau prestasi siswa mereka. Dalam 
memprediksi kinerja siswa, banyak penelitian telah 
dilakukan dengan teknik klasifikasi, seperti Decision 
Tree (Lopez Guarin, Guzman, & Gonzalez, 2015), 
Artificial Neural Networks (Alkhasawneh & Hobson, 
2011), Support Vector Machine (Al-Shehri et al., 
2017), Regression (Conijn, Snijders, Kleingeld, & 
Matzat, 2017), Naive Bayes (Lopez Guarin et al., 
2015). 
Di antara banyaknya metode klasifikasi, 
Decision Tree banyak digunakan karena 
sederhana secara teori dan hasilnya mudah dibaca 
(Lolli, Ishizaka, Gamberini, Balugani, & Rimini, 
2017). Decision Tree merupakan algoritma yang 
kuat, populer, mudah ditafsirkan dan banyak 
diterapkan untuk beberapa masalah dalam data 
mining. Algoritma ini memberikan kinerja yang 
sangat baik dan mudah dimengerti. (Lakshmi, 
Indumathi, & Ravi, 2016).  
Algoritma klasifikasi lain selain Decision 
Tree seperti Naive Bayes juga memberikan hasil 
yang menjanjikan untuk prediksi penyakit pada 
dataset medis tertentu seperti dataset penyakit 
jantung (Kumar & Sahoo, 2015). Naive Bayes dan 
Decision Tree juga telah dievaluasi oleh banyak 
peneliti dan ditemukan cocok untuk tingkat 
prediksi yang lebih baik pada data medis 
(Deverapalli, 2016). 
Selain Decision Tree dan Naive Bayes, K-
Nearest Neighbor adalah model nonparametrik 
intuitif dan efektif yang digunakan untuk tujuan 
klasifikasi dan regresi (Cover & Hart, 1967).  K-
Nearest Neighbor diklaim sebagai salah satu dari 
sepuluh algoritma data mining yang paling 
berpengaruh (X. Wu & Kumar, 2009). Karena 
keefektififannya, intuitif dan kesederhanaannya, 
K-Nearest Neighbor telah menarik minat luas 
dalam komunitas penelitian (Gou et al., 2014)(Lin, 
Li, Lin, & Chen, 2014)(Lin et al., 2014). Algoritma 
K-Nearest Neighbor adalah salah satu metode 
paling sederhana untuk memecahkan masalah 
klasifikasi, sering menghasilkan hasil yang 
kompetitif dan memiliki keuntungan yang 
signifikan atas beberapa metode penambangan 
data lainnya (Adeniyi, Wei, & Yongquan, 2016).  
Metode Decision Tree, Naive Bayes dan K-
Nearest Neighbor yang telah diterapkan pada 
penelitian-penelitian terdahulu mempunyai 
kelebihan masing-masing tetapi belum diketahui 
metode mana yang memiliki kinerja terbaik untuk 
mengklasifikasikan kinerja siswa. Untuk itu pada 
penelitan ini dilakukan komparasi antara metode 
Decision Tree, Naive Bayes dan K-Nearest 
Neighbor untuk klasifikasi kinerja siswa.  
 
BAHAN DAN METODE  
Bahan  
Dalam penelitian ini digunakan dataset 
student performance yang didapat dari UCI 
Machine Learning Repository.  Dataset tersebut 
terdiri dari 30 atribut dan 1 kelas. Tabel 1 
menunjukkan atribut dan keterangannya. Tabel 2 
menunjukkan atribut, data, dan keterangan 
datanya. 
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Tabel 1. Atribut dan Keterangan pada 
Dataset Student Performance 
No Atribut Keterangan 
1 Result Hasil kelulusan. (Merupakan 
atribut class) 
2 School Nama Sekolah 
3 Sex  Jenis Kelamin 
4 Age Umur 
5 Address Alamat 
6 Famsize Jumlah anggota keluarga 
7 Pstatus Status tinggal dengan orang 
tua atau tidak 
8 Medu Pendidikan ibu 
9 Fedu Pendidikan ayah 
10 Mjob Pekerjaan ibu 
11 Fjob Pekerjaan ayah 
12 Reason Alasan memilih sekolah 
13 Guardian Wali siswa 
14 Traveltime Waktu tempuh dari rumah ke 
sekolah 
15 Studytime Waktu belajar dalam 
seminggu 
16 Failures Jumlah ketidaklulusan 
17 Schoolsup Dukungan pendidikan 
tambahan 
18 Famsup Dukungan pendidikan 
keluarga 
19 Paid Les tambahan 
20 Activities Kegiatan ekstrakurikuler 
21 Nursery  
22 Higher Ingin mengambil pendidikan 
tinggi 
23 Internet Akses internet di rumah 
24 Romantic Mempunyai pacar atau tidak 
25 Famrel Kualitas hubungan keluarga 
26 Freetime Waktu luang setelah sekolah 
27 Goout Pergi bersama teman-teman 
28 Dalc Mengkonsumsi alkohol pada 
hari kerja 
29 Walc Mengkonsumsi alkohol pada 
akhir pekan 
30 Health Status kesehatan saat ini 
31 Absences Jumlah ketidakhadiran 
Sumber:  (Cortez & Silva, 2008) 
 
Tabel 2. Atribut, Data dan Keterangan Data pada 
Dataset Student Performance 
No Atribut Data Keterangan Data 
1 Result Fail/ pass Gagal/ lulus 
2 School MS/ GP MS: Mousinho 
da Silveira 
GP: Gabriel 
Pereira 
3 Sex  M/ F Laki-laki/ 
perempuan 
4 Age 15-22  
5 Address R/U R: rural, U: 
urban 
6 Famsize LE3/GT3 LE3: <=3 
GT: >3 
7 Pstatus A/T A: terpisah 
T: bersama 
orang tua 
8 Medu 0/ 1/ 2/ 3/ 4 0: tidak ada 
1: SD 
2: SMP 
3: SMA 
4: pendidikan 
yang lebih tinggi 
9 Fedu 0/ 1/ 2/ 3/ 4 0: tidak ada 
1: SD 
2: SMP 
3: SMA 
4: pendidikan 
yang lebih tinggi 
10 Mjob Techer/ health/ 
services/ at 
home/ other 
Teacher: guru 
Health: di 
bidang 
kesehatan 
Services: PNS 
At home: di 
rumah 
Other: lain-lain 
11 Fjob Techer/ health/ 
services/ at 
home/ other 
Teacher: guru 
Health: di 
bidang 
kesehatan 
Services: PNS 
At home: di 
rumah 
Other: lain-lain 
12 Reason Home/ 
reputation/ 
course/ other 
Home: dekat 
dengan rumah 
Reputation: 
reputasi sekolah 
Course: mata 
pelajaran 
13 Guardian Mother/ father/ 
other 
Ayah/ Ibu/ Lain-
lain 
14 Traveltime 1/ 2/ 3/ 4 1: <15 menit 
2: 15-30 menit 
3: 30 menit- 1 
jam 
4: > 1 jam 
15 Studytime 1/ 2/ 3/ 4 1: < 2 jam 
2: 2-5 jam 
3: 5-10 jam jam 
4: > 10 jam 
16 Failures 1/ 2/ 3/ 4 1: 1 kali 
2: 2 kali 
3: 3 kali 
4: > 3 kali 
17 Schoolsup Yes/ no  
18 Famsup Yes/ no  
19 Paid Yes/ no  
20 Activities Yes/ no  
21 Nursery Yes/ no  
22 Higher Yes/ no  
23 Internet Yes/ no  
24 Romantic Yes/ no  
25 Famrel 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
26 Freetime 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
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27 Goout 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
28 Dalc 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
29 Walc 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
30 Health 1/ 2/ 3/ 4/ 5 1: sangat buruk 
2: buruk 
3: normal 
4: baik 
5: sangat baik 
31 Absences 0-75  
Sumber: (Cortez & Silva, 2008) 
 
Metode  
 
Dataset Student 
Performance
10 Fold Cross Validation
Data 
Training
Klasifikasi
Decision Tree Naive Bayes
K-Nearest 
Neighbor
Data 
Testing
Akurasi
Komparasi 
Akurasi
Akurasi Tertinggi
 
Sumber: (Setiyorini & Asmono, 2018)   
Gambar 1. Komparasi metode Decision Tree, 
Naive Bayes dan K-Nearest Neighbor 
 
Pada penelitian ini dilakukan dengan 
mengkomparasi 3 metode yaitu Decision Tree, 
Naive Bayes dan K-Nearest Neighbor seperti pada 
Gambar 1. Proses yang dilakukan adalah training 
dataset student performance dengan 
menggunakan metode Decision Tree, Naive Bayes 
dan K-Nearest Neighbor untuk menghasilkan 
akurasi. Akurasi yang dihasilkan oleh ketiga 
metode tersebut kemudian dikomparasi untuk 
didapatkan akurasi tertinggi. 
 
Decision Tree (DT) 
Decision tree merupakan algoritma 
supervised learning, di mana algoritma tersebut 
membutuhkan data yang memiliki atribut kelas 
(Larose & Larose, 2014). Data tersebut harus 
beragam, jika datanya kurang maka proses 
klasifikasi tidak dapat dilakukan.  
Salah satu aspek yang paling menarik dari 
Decision Tree adalah cara penyajian aturan yang 
terbentuk. Decision Tree adalah aturan keputusan 
khusus yang diatur ke dalam struktur pohon 
(Gries & Schneider, 2010). Aturan keputusan 
dapat dibangun dari pohon keputusan hanya 
dengan melintasi setiap jalur yang diberikan dari 
node root ke daun apa saja. Set lengkap aturan 
keputusan yang dihasilkan Pohon keputusan 
membagi ruang dokumen menjadi daerah yang 
tidak tumpang tindih di daunnya, dan prediksi 
dibuat di setiap daun (Gries & Schneider, 2010). 
Algoritma Decision Tree dibentuk 
berdasarkan dataset. Pendekatan divide and 
conquer digunakan untuk membuat model 
Decision Tree dengan menggunakan IG untuk 
memilih atribut dari dataset dalam bentuk pohon 
(Lakshmi et al., 2016). Pada setiap langkah dalam 
membentuk Decision Tree, satu dari semua atribut 
dipilih untuk memisahkan data. Berdasarkan 
atribut yang terpilih, nilai pemisah ditentukan 
dengan menggunakan nilai atribut. IG dan entropi 
banyak digunakan untuk pohon klasifikasi. Untuk 
menghitung entropi didefinisikan (Shannon, 1948) 
sebagai berikut: 
𝐻𝑒(𝑆) = 1 − ∑ 𝑝(𝑦)
2
𝑦∈𝐶
… … … … … … … … … … … (1) 
Di mana S adalah dataset, C adalah kelas dan p(y) 
adalah perbandingan jumlah data terhadap kelas 
C. Baik entropi dan IG akan bernilai 0 apabila 
hanya ada 1 kelas dan mencapai nilai maksimum 
ketika semua kelas memiliki kemungkinan  yang 
sama. Sedangkan IG dapat didefinisikan (Breiman, 
2001) sebagai brikut: 
𝐺(𝑟, 𝑆) = 𝐻(𝑆) − ∑ 𝑝(𝑡)𝐻(𝑡) … … … … … … … (2)
𝑡
 
 
Di mana r adalah aturan pemisahan dan t 
melambangkan node anak yang dipengaruhi oleh r 
pada dataset S di node induk. P(t) adalah 
perbandingan jumlah data yang berkaitan dengan 
t. 
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Naive Bayes (NB)  
Naive Bayes adalah Bayesian network 
yang sederhana. Naive Bayes banyak digunakan 
untuk masalah klasifikasi (Zhang & Sheng, 2004). 
Klasifikasi merupakan aspek penting dari 
penambangan data. Dalam klasifikasi, 
pengklasifikasi dibuat dari contoh yang diberikan 
oleh label kelas. Setiap sampel E diwakili oleh 
vektor (a1, a2,…, an), di mana ai adalah nilai atribut 
Ai dan A1, A2,…, An melambangkan n atribut. 
Pengklasifikasi memprediksi kemungkinan label 
pada data baru yang tidak berlabel. 
Naive Bayes mudah dirancang, karena 
memiliki struktur yang sangat sederhana (X. Wu & 
Kumar, 2009). Prose learning pada Naive Bayes 
hanya menghitung probabilitas, secara spesifik,  
probabilitas bersyarat pada setiap atribut, dari 
data training. Ini berarti, nilai probabilitas p (ai│c) 
harus ditentukan dari contoh data pelatihan, 
untuk setiap nilai ai atribut Ai mempertimbangkan 
nilai variabel c pada kelas C. 
Dalam Naive Bayes, diasumsikan bahwa 
atribut-atributnya bersifat independen satu sama 
lain terhadap class (J. Wu & Cai, 2011)(Turhan & 
Bener, 2009)(L. Jiang, Cai, & Wang, 2010). Setiap 
atribut hanya memiliki variabel class sebagai 
induknya (J. Wu & Cai, 2011)(Liangxiao Jiang, 
Wang, Cai, & Yan, 2007), P (E | c) dihitung oleh: 
𝑝(𝐸|𝑐) = 𝑝(𝑎1, 𝑎2, … , 𝑎𝑛|𝑐) =  ∏ 𝑝(𝑎𝑖|𝑐) … … (3)
𝑛
𝑖=1
 
Di mana p (ai | c) mengacu pada probabilitas Ai, 
dan contohnya E = (a1, a2,…, an). 
Karena setiap sampel E nilai p (E) adalah konstan, 
kemungkinan pembentukan label class adalah 
sebagai berikut: 
𝑝(𝑐|𝐸) = 𝑝(𝑐) ∏ 𝑝(𝑎𝑖|𝑐) … … … … … … … … … (4)
𝑛
𝑖=1
 
Contoh E diklasifikasikan ke dalam kelas C = c' jika 
dan hanya jika: 
𝑝(𝑐′|𝐸) = arg max
𝑐
𝑝(𝑐|𝐸)                                    (2.6) 
Lebih tepatnya, klasifikasi yang diberikan oleh 
Naive Bayes, dilambangkan dengan Vnb (E), 
didefinisikan sebagai berikut: (Zhang & Sheng, 
2004) 
𝑽𝒏𝒃(𝑬)
= 𝐚𝐫𝐠 𝐦𝐚𝐱
𝒄
𝒑(𝒄) ∏ 𝒑(𝒂𝒊|𝒄) … … … … … … (𝟓)
𝒏
𝒊=𝟏
 
 
K-Nearest Neighbor (KNN) 
KNN adalah algoritma lazy learning yang 
efektif dan kuat, meskipun mudah 
diimplementasikan. Namun, kinerjanya sangat 
bergantung pada kualitas data training. Karena 
banyaknya aplikasi nyata yang kompleks sehingga 
noise yang berasal dari berbagai sumber yang 
mungkin sering lazim dalam database skala besar 
(Liu & Zhang, 2012).Dalam pengenalan pola, 
algoritma K-Nearest Neighbor adalah salah satu 
metode non-parametrik yang paling terkenal dan 
berguna untuk mengelompokkan objek 
berdasarkan fitur-fitur yang dekat. KNN dirancang 
dengan konsep bahwa label atau kelas ditentukan 
oleh suara mayoritas tetangganya (Won Yoon & 
Friel, 2015) 
Prinsip kerja KNN adalah mencari jarak 
terdekat antara data yang dievaluasi dengan k 
tetangga terdekatnya dalam data pelatihan. 
Persamaan penghitungan untuk mencari 
Euclidean dengan d adalah jarak dan p adalah 
dimensi data dengan:  
 
d𝑖 = √∑ (x1i − x2i)2
p
i=1  ... ... ... ... ... ... ... ... ... ... ...  (6) 
 
di mana:   
x1: sample data uji 
x2: data uji  
d: jarak  
p: dimensi data  
 
HASIL DAN PEMBAHASAN  
 
Tabel 3 merupakan komparasi metode 
NN, SVM dan KNN pada pengkasifikasian dataset 
student performance. Pada tabel 3 memperlihatkan 
dengan menggunakan metode DT didapatkan 
akurasi 78,85, dengan menggunakan metode NB 
didapatkan akurasi 77,69 dan dengan 
menggunakan metode KNN didapatkan akurasi 
79,31. Komparasi akurasi dengan menggunakan 
metode DT, NB dan KNN dapat digambarkan 
dengan grafik pada Gambar 2.  
 
Tabel 3. Komparasi Akurasi Metode NN dan LR 
 
Metode Akurasi 
Decision Tree 78,85 
Naive Bayes 77,69 
K-Nearest Neighbor 79,31 
Sumber: (Setiyorini & Asmono, 2018) 
 
Dari hasil komparasi tersebut 
menunjukkan KNN memiliki tingkat akurasi yang 
paling tinggi. Hal tersebut menunjukkan bahwa 
kinerja K-Nearest Neighbor lebih baik dibanding 
dengan Decision Tree dan Naive Bayes. Hal ini 
membuktikan penelitan Adeniyi et al (Adeniyi et 
al., 2016) bahwa  algortima klasifikasi KNN 
melakukan kinerja yang lebih baik daripada 
metode lain, termasuk Decision Tree dan Naive 
Bayes. 
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Sumber: (Setiyorini & Asmono, 2018) 
Gambar 2. Komparasi Akurasi Metode 
Decision Tree, Naive Bayes dan K-Nearest 
Neighbor  
 
KESIMPULAN 
 
Dalam pendidikan, kinerja siswa 
merupakan bagian yang penting. Pada penelitian 
ini dilakukan komparasi metode Decision Tree, 
Naive Bayes dan K-Nearest Neighbor untuk 
mengklasifikasikan kinerja siswa dengan 
menggunakan dataset student performance. Hasil 
penelitian pada dataset student performance 
dengan menggunakan metode Decision Tree 
didapatkan akurasi 78,85, dengan menggunakan 
metode Naive Bayes didapatkan akurasi 77,69 dan 
dengan metode K-Nearest  Neighbor didapatkan 
akurasi 79,31. Dari hasil tersebut dapat 
disimpulkan bahwa kinerja metode K-Nearest 
Neighbor lebih baik dibanding metode Decision 
Tree dan Naive Bayes.  
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