The memorization of events and situations (episodic memory) requires the rapid formation of neural circuits for detecting bindings and binding-errors. The formation of binding-error detectors, however, is problematic given their paradoxical behavior. A computational model is described that demonstrates how a transient pattern of activity representing an episode can lead to the rapid formation of circuits for detecting bindings and bindings-errors as a result of long-term potentiation within structures whose architecture and circuitry match those of the hippocampal formation, a neural structure known to be critical to episodic memory formation.
Introduction
Our ability to remember events in our daily life demonstrates our capacity to rapidly acquire new memories. Typically, such memories record who did what to whom where and when, or describe states of affairs wherein multiple entities occur in particular configurations. This form of memory is often referred to as episodic memory [16] , and there is a broad consensus that the hippocampal formation (HF) serves a critical role in its formation [7] [14] [3] [15] .
The persistent encoding of an event or a situation (henceforth, an event) must satisfy several representational requirements. Consider the event described by "John gave Mary a book in the library on Tuesday". This event cannot be encoded by simply forming associations between "John", "Mary", "a Book", "Library", "Tuesday" and "give" since such an encoding would be indistinguishable from that of the event described by "Mary gave John a book in the Library on Tuesday". In order to make the necessary distinctions, the encoding of an event should specify the bindings between the entities participating in the event and the roles they play in the event. For example, the encoding of the event in question should specify the following role-entity bindings: (hgiver=Johni, hrecipient=Maryi, hgive-object=a-Booki, htemporal-location=Tuesdayi, hlocation=Libraryi).
As explained in [11] , it is possible to evoke a fleshed out representation of an event by "retrieving" the bindings describing the event and activating the web of semantic and procedural knowledge with these bindings. It is argued in [11] that cortical circuits encoding generic "knowledge" about actions such as give and entities such as persons, books, libraries, and Tuesday can recreate the necessary gestalt and details about the event "John gave Mary a book on Tuesday in the library" upon being activated with the above bindings.
The memory trace of a relational instance must respond positively to partial cues, but at the same time reject a cue that specifies incompatible bindings -even if the cue is otherwise highly similar to the encoded instance. The need to recognize partial cues and at same time reject similar but erroneous cues entails that the memory trace of an event must incorporate circuits for detecting binding-errors. For example, a memory trace of (hr1=ai, hr2=bi, hr3=ci) that detects binding matches, but not binding errors, will treat an erroneous cue such as (hr1=ai, hr2=bi, hr3=di) on par with a partial but matching cue such as (hr1=ai, hr2=bi), since both contain the same number of matching bindings (two). In view of the above, the memory trace of an event must also encode circuits for detecting binding errors.
The rapid formation of binding-error detector circuits is problematic given their paradoxical functional behavior.
The crux of the problem is this: The formation of an error detector for the binding of a role r and an entity f must occur in response to the concurrent activity of r and f. But subsequent to its formation, the binding-error detector must not fire anymore in response to the concurrent activity of r and f -the very activity that led to its formation. Instead, it must fire in response to the firing of r without the coincident firing of f. A satisfactory explanation of how binding-error detector circuits may be formed rapidly has not been proposed thus far. This article partially describes a computational model that demonstrates how a transient pattern of activity representing an event can lead to the rapid formation of circuits for detecting bindings as well as binding errors as a result of long-term potentiation (LTP) [2] within structures whose architecture and circuitry match those of the HF. The model also offers an alternative interpretation of the functional role of CA3 and predicts the nature of memory impairment that would result from focal damage to specific regions of the HF. A detailed description of this model appears in [11] .
A binding-error detector circuit can perform the generic function of coincidence error detection, since such a circuit is formed when two patterns A and B occur concurrently, and once formed, it fires whenever A occurs without being accompanied by B. Moreover, the firing of such circuits can also signify a failure of expectation, and hence, such circuits can form the basis of a system for novelty detection, a function attributed to the HF [6] .
Long-Term Potentiation
LTP refers to long-term activity dependent increase in synaptic strength and is believed to underlie memory formation [2] . In particular, convergent activity at multiple synapses that share the same postsynaptic cell can lead to their associative LTP. The proposed computational model uses a highly idealized, but computationally effective, form of associative LTP. In brief, the occurrence of LTP in the model is governed by the following parameters: the potentiation threshold p , the weight increment ∆w ltp , the window of synchrony !, the repetition factor , and the maximum interactivity interval iai . Consider a set of synapses s 1 ; : : :; s n sharing the same postsynaptic cell. Convergent presynaptic activity at s i 's can lead to associative LTP of naive s i 's and increase their weights by ∆w ltp if the following conditions hold: (i) the total (convergent) activity arriving at s i 's exceeds p , (ii) this activity is synchronous, i.e., arrives with a maximum lead/lag of !, (iii) such synchronous activity repeats at least times, and (iv) the interval between two successive arrivals of convergent activity is at most iai .
A structure for the formation of binding and binding-error detector circuits
The composite structure for the rapid formation of binding and binding-error detectors consists of four regions: ROLE, ENTITY, BIND and BED (see Figure 1 (a)). Region ENTITY projects to region BIND, region ROLE projects to both regions BIND and BED, and region BIND projects to region BED. All these projections are diffuse and dense with the exception of the projection from BIND to BED which is diffuse but sparse. Each role and entity is encoded by a small ensemble of cells in the ROLE and ENTITY regions, respectively. Cells within an ensemble are dispersed within a region.
The transient representation of role-entity bindings
The model assumes that an experience construed as a relational instance is expressed as a transient pattern of rhythmic activity over distributed high-level cortical circuits (HLCCs). These HLCCs project to cells in ENTITY Here r 1 and r 2 are roles, and f 1 and f 2 are entities bound to r 1 and r 2 , respectively. Each spike in the illustration signifies the synchronous firing of a cell ensemble. Cells in the r 1 and f 1 ensembles fire in synchrony and so do cells in the r 2 and f 2 ensembles.
regions and, in turn, induce transient patterns of rhythmic activity within these regions. Figure 1(b) is an idealized depiction of the transient activity induced in ENTITY and ROLE regions by HLCCs to convey the relational instance RI: (hr 1 = f 1 i; hr 2 = f 2 i). In the above, r 1 and r 2 are roles, and f 1 and f 2 are entities bound to r 1 and r 2 , respectively. Each spike in the illustration signifies the quasi-synchronous firing of a cell ensemble. Cells in the r 1 and f 1 ensembles fire in synchrony and so do cells in the r 2 and f 2 ensembles. The firing of cells in the r 1 and f 1 ensembles, however, is desynchronized with the firing of cells in the r 2 and f 2 ensembles. Thus each role-entity binding is expressed as the synchronous firing of cell ensembles associated with the bound role and entity [19] The transient encoding of the relational instance RI (Figure 1(b) ) leads to the following events in BIND. The synchronous firing of cells in the r 1 and f 1 ensembles (henceforth, r 1 and f 1 cells) leads to the associative LTP of active synapses at those principal cells that receive afferents from both r 1 and f 1 cells. This recruits 1 
The efficacy of naive synapses formed by afferents from ROLE and ENTITY is low and impulses arriving at these synapses only lead to sporadic principal cell activity. But after a principal cell is recruited, the coincident arrival of impulses at potentiated synapses from the associated role and entity cells produces robust firing of the cell in close temporal proximity of the presynaptic activity. Thus a hr 1 = f 1 i cell fires whenever r 1 and f 1 cells fire in synchrony and behaves as a binding detector cell for the role-entity binding hr 1 = f 1 i. Similarly, a hr 2 = f 2 i cell fires whenever r 2 and f 2 cells fire in synchrony and behaves as a binding detector cell for the role-entity binding hr 2 = f 2 i.
The coding of the binding hr 1 = f 1 i requires the existence of cells that receive afferents from both r 1 and f 1 cells.
Given the quasi-random nature of connectivity this cannot be guaranteed, but the probability of not finding suitable connected cells can be extremely small if the size of the projective fields (PFs) of role and entity cells are large. This however, has the undesirable effect of making the expected number of BIND cells recruited to each role-entity binding very large, thereby increasing the expected overlap between binder cells for different bindings. The local inhibitory feedback and feedforward circuits formed by principal cells and inhibitory interneurons alleviate this problem by limiting the number of cells whose synapses undergo LTP (cf. [8] ). Spurious (false-positive) binding detector cells for hr 1 = f 1 i may be formed due to the recruitment of cells receiving adequate number of afferents from r 1 cells alone or f 1 cells alone. The ratio of spurious to well-formed binder cells, however, is quite small (see Section 4).
The internal structure of BED and the encoding of binding-error detectors
BED contains principal cells and two types of inhibitory interneurons (Type-1 and Type-2). The principal cells and interneurons form two types of local circuits. The first involve Type-1 interneurons and perform the same function as that performed by local inhibitory circuits in BIND; they limit the number of principal cells whose synapses undergo LTP. The second type of circuits involve Type-2 interneurons and lead to the formation of binding-error detectors. Each principal cell receives afferents from a number of cells in ROLE and BIND and sends collaterals to neighboring Type-2 interneurons. Type-2 interneurons in turn make contacts on neighboring principal cells. If a principal cell P receives an inhibitory contact from a Type-2 interneuron int, then the likelihood that P also sends a collateral to 1 The term recruitment learning was suggested by Feldman [4] for the rapid learning of conjunctive concepts in random networks. Also see [17] .
int is high. Consequently, there exist a large number of feedback circuits consisting of a principal cell and a Type-2 interneuron (Figure 2(a) ). In general, each principal cell and Type-2 interneuron may participate in many feedback circuits. The projection from BIND to BED is such that given an interconnected principal cell P and Type-2 interneuron int, if P receives an afferent from a cell b in BIND, then it is likely that int also receives an afferent from b. A principal cell does not fire unless it receives impulses at potentiated synapses from ROLE or BIND cells, and a Type-2 interneuron does not fire unless it receives impulses at potentiated synapses from BIND cells. Figure 2(a) shows a principal cell P receiving afferents from r 1 * (r 1 cell in ROLE), and hr 1 = f 1 i*, a hr 1 = f 1 i cell in BIND. Given the dynamic encoding of RI (Figure 1(b) ), these afferents convey synchronous activity and this leads to the associative LTP of P's synapses receiving afferents from hr 1 = f 1 i* and r 1 *, respectively. After the potentiation of its synapses, P fires upon receiving activation from r 1 * and/or hr 1 = f 1 i* (Figure 2(b) ).
Subsequent volleys of inputs from r 1 * and/or hr 1 = f 1 i* cause P to fire and result in impulses arriving at the synapse between P and int. Now int is already receiving activation from hr 1 = f 1 i* and the arrival of concurrent activity from P leads to the associative LTP of the synapse at which int receives activation from hr 1 = f 1 i*. After the LTP of this synapse, activation of hr 1 = f 1 i* is sufficient to fire int and cause the inhibition of P (Figure 2(b) ).
At the end of the above sequence of events, the circuit consisting of P and int becomes a binding-error detector circuit for the binding hr 1 = f 1 i and will be referred to as a bed(hr 1 = f 1 i) circuit. In future, P fires whenever the firing of r 1 * is not accompanied by the synchronous firing of hr 1 = f 1 i*. In other words, P fires whenever the activity in the ROLE and ENTITY regions binds the role r 1 to any entity other than f 1 . A similar recruitment process leads to the formation of bed(hr 2 = f 2 i) circuits that act as binding-error detectors for the binding hr 2 = f 2 i. In general, many binding-error detector circuits are formed for each binding. Spurious (false-positive as well as false-negative) bed circuits may be formed due to the recruitment of ill-connected cells or due to the sharing of cells among circuits. The ratio of such spurious circuits to well-formed circuits, however, is relatively small (see Section 4).
Match between the hippocampal formation and the model structure
There is a direct correspondence between the model structure described above and the HF. Thus ROLE and ENTITY regions correspond to subregions of the entorhinal cortex (EC), the BIND region corresponds to the dentate gyrus (DG), and the BED region to field CA3 of the hippocampus. The projections from high-level cortical areas to ROLE and ENTITY correspond to the well known cortical projections to EC [18] . The dense and diffuse projections from ROLE and ENTITY to BIND and BED correspond to the dense and diffuse projections along the perforant path from EC to DG and CA3, respectively [1] . Similarly, the sparse but diffuse projection from BIND to BED corresponds to the sparse mossy fiber projection from DG to CA3 [1] . The internal circuitry of BIND and BED regions also matches the local circuitry of DG and CA3. The principal cells in BIND and BED correspond to DG granule cells and CA3 pyramidal cells, respectively, and the interneurons in these regions correspond to inhibitory interneurons in DG and CA3, respectively [5] [10] [1] [9] . The model posits that LTP occurs at a synapse formed by mossy fibers on a CA3 interneuron if the latter receives coincident activation from a CA3 pyramidal cell.
Quantitative considerations
The following quantities have been calculated analytically (see Table 1 ): (i) for a given binding, the probabilities that no cells with suitable connections will be found in BIND (DG) and BED (CA3) for recruitment as binding detector cell and binding-error detector circuit, respectively, (ii) the expected number of cells that will receive appropriate connections and will be candidates for recruitment for a binding, (iii) the estimated number of cells recruited per binding, and (iv) the expected number of recruited binding detector cells and binding-error detector circuits that will respond in a false of the activity of P and int during the recruitment process. The LTP of P's synapses has occurred by time t 1 , and the LTP of int's synapse has occurred by time t 2 ( is assumed to be 4). 
Predictions
The model predicts that significant damage to EC will lead to a catastrophic failure in the formation and retrieval of episodic memories. Damage to DG granule cells will destroy binding detector cells. Consequently, binding error detector circuits in CA3 will not be inhibited even when a cue specifies correct bindings. This will lead to erroneous "don't know" responses. Behaviorally, this corresponds to forgetting. Large scale loss of CA3 pyramids or loss of perforant path inputs to CA3 will prevent the generation of binding-error signals, and hence, lead to false positive responses. Behaviorally, this corresponds to the existence of spurious memories. Large scale loss of mossy fiber inputs or loss of CA3 interneurons will prevent the blocking of binding-error signals, and hence, will lead to erroneous "don't know" responses (forgetting). Finally, subjects with damage to CA1, but with intact EC, DG and CA3 regions will continue to generate binding-error signals, and hence, continue to detect novelty even though they may be amnesic.
Discussion
This work demonstrates that a transient pattern of activity representing an event can be transformed rapidly into persistent circuits for detecting bindings and binding errors within a structure whose architecture and circuitry matches that of the HF. The work offers an alternative interpretation of the functional role of CA3 and its local inhibitory circuits. Most models of the HF view CA3 as an associative memory. This work suggests that (i) a key representational role of CA3 may be the detection of binding errors and (ii) CA3 interneurons may play a critical role in the formation of binding-error detector circuits critical to the proper functioning of episodic memory and novelty detection. The structure for the formation of binding and binding-error detectors has been embedded within a detailed model of episodic memory formation, SMRITI [11] .
