I. INTRODUCTION
A time-domain model of damped isotropic and orthotropic plates was derived in a companion paper ͑Part I͒ in order to investigate the relevance of material properties in the quality of sounds produced by vibrating structures. This plate model includes damping terms expressed by means of a general differential operator similar to the one commonly used in viscoelasticity. In the previous paper it was shown under which conditions this operator is able to account for viscoelastic, thermoelastic and radiation losses in materials. 1 In this paper ͑Part II, Sec. II͒ the equations of motion for the damped plate are briefly reviewed in the general case. For convenience, these equations are written in the Laplace domain with complex rigidity factors. The system is complemented by initial and boundary conditions. The initial impact is modeled by Hertz's law of contact. Most of the presented results are obtained in the case of freely suspended plates. However, the model is able to account for other simple boundary conditions, such as clamped or simply supported plates.
The main purpose of this paper is to validate a vibrational model for the impacted plate. No attempt is made to compute the complete acoustic field around the plate with great accuracy. However, in order to facilitate the comparison with real sounds, rather than with vibrational quantities ͑such as velocity or acceleration at a given point of the plate͒, a simple radiation model is to calculate radiation from the plate displacement, in order to obtain simulated waveforms having the same dimension as recorded sounds.
In Sec. III, the equations of the model are put into a numerical form using an explicit finite-difference scheme of second order in time and fourth order in space. Similar schemes were successfully applied in the past to the coupling between plate vibration and acoustic radiation by Frendi et al. 2 and by Schedin et al. for the time-domain simulation of undamped isotropic plates subjected to impacts. 3 The numerical formulation is followed by a necessary analysis of stability and dispersion properties, since no previous references were found in the literature for similar problems which included damping. The results presented in Sec. IV show the efficiency of the simulation. Following the mode of presentation previously used for xylophones, 4 the method is first validated by comparisons between analytical and numerical results in simple situations and, second, by comparisons between measurements and simulations for damped rectangular plates made either of isotropic or orthotropic materials.
II. THE GOVERNING EQUATIONS

A. The damped-plate equations
The flexural vibrations of a rectangular Kirchhoff-Love plate are considered here ͑see Fig. 1 for the geometry of the problem͒. The equations are written in the orthotropic case. The losses are expressed by means of a differential operator similar to the one used in viscoelasticity. For a plate of small thickness h, the transverse displacement W(x,y,t), as a function of the coordinates x,y and time t, is governed by the following equations ͑expressed in the Laplace domain with Laplace variable s): 1, 5 ͩ M x ͑ x,y,s ͒ where the subscripts ,xx, ,yy and ,xy denote the partial derivatives of the variables. The first three equations correspond to the viscoelasticlike strain-stress relationships for thin orthotropic plates. M x (x,y,s), M y (x,y,s) and M xy (x,y,s) are the Laplace transforms of the bending and twisting moments and D i (s) are the four complex rigidities. W (x,y,s) is the Laplace transform of the displacement. The fourth equation in Eq. ͑1͒ derives from Newton's second law, where is the density of the material, R f a viscous damping coefficient, and f z (x,y,t) an excitation source term.
The finite-difference formulation of the problem is facilitated by expressing the strain-stress relationships in terms of differential equations. In the present model, the complex rigidities are written in the form:
where the coefficients p iv and q w depend on the damping mechanisms ͑see Table II͒ . The D i correspond to the static rigidities of the plate. The d i are perturbation terms due to damping. In order to ensure that the model is dissipative the coefficients p iv and q w must fulfill a number of constraints. 1
B. The boundary conditions
For a plate of finite size, Eq. ͑1͒ must be completed by the boundary conditions. Only three ideal conditions for edges parallel to the axes of symmetry of the material are considered here. For the edges located at xϭ0 and xϭl x ͑see Fig. 1͒ , these conditions are 6 • for a free edge ͑F͒:
• for a simply supported edge ͑SS͒: Wϭ0 and M x ϭ0, ͑4͒
• for a clamped edge ͑C͒:
Wϭ0 and ‫ץ‬W ‫ץ‬x ϭ0. ͑5͒
Similar conditions are given for the edges located at y ϭ0 and yϭl y by interchanging x and y in Eqs. ͑3͒-͑5͒.
C. The interaction between the plate and the impactor
In Eq. ͑1͒, it is assumed that the load f (x,y,t) due to the interaction between the plate and the impactor is governed by Hertz's law of contact. 7 This method has been used with success in the past for the time-domain modeling of impacted xylophone bars 8 and for a mixed time-frequency investigation on impacts on plates. 9 The motion W i of the impactor is a solution of the following system:
where g(xϪx 0 ,yϪy 0 ) is a normalized spatial window centered at the impact point, F H is the interaction force, W ϪW i is the relative displacement between the impactor and the plate at the impact point, m i is the mass of the impactor and k H is Hertz's constant which depends on the surface geometries and elastic properties of the two bodies in contact. In Eq. ͑6͒, the vibrations in the impactor are neglected and it is assumed that the contact surface remains constant during the impact. These assumptions are reasonable when the dimensions of the impactor are small compared to those of the plate. 9
D. The radiation equation
For the purpose of simplicity, only the case of baffled plates will be considered here. Thus, for computing the radiated pressure from the plate displacement W, the following time-domain formulation of the Rayleigh integral was used:
͑7͒
where p is the sound pressure at the position r in the sound field, a is the air density, c is the speed of sound in air, S 0 is the surface of the plate and r 0 refers to the position of the source points on the plate surface. 
III. THE NUMERICAL MODEL
The present work is limited to rectangular plates for which the boundaries coincide with the nodes of a regular rectangular grid. For this class of geometries, it is known that the Finite-Difference Methods ͑FDM͒ are convenient for solving vibration problems in the time domain. 10, 11 In this section, the use of a 2-4 finite-difference scheme for solving the impacted plate equations is studied in terms of stability and numerical dispersion. This scheme is of second order in time and fourth order in space. The numerical parameters to be determined are the time step ⌬t and the two spatial steps ⌬x, ⌬y along the x and y axis, respectively. The appropriate selection of these parameters is imposed both by the numerical stability condition and by the order of accuracy required for the dispersion.
In what follows, the guideline for the dispersion criteria was given by the accuracy required in the context of audio applications. According to Moore, 12 the minimum value of the relative difference limen for pitch of a pure tone is about 0.5% at 2 kHz, and becomes greater than 5% for frequencies above 5 kHz. Since there are no available data for the difference limen relative to tones made of simultaneous inharmonic frequencies, the pure tone difference limen was used as reference for the required accuracy of the numerical model.
A. Explicit finite-difference schemes
The transverse displacement of the plate is computed at the nodes (xϭl⌬x, yϭm⌬y, tϭn⌬t) of a rectangular grid. The value of a field variable v(x,y,t) expressed on this mesh is denoted v l,m n ϭv(l⌬x,m⌬y,n⌬t). The elastic and inertial terms, involving second order partial derivatives versus time or space, are discretized by means of centered finite difference operators ͑see Appendix A͒. The damping terms are approximated by decentered operators which has the advantage to keep the explicit character of the numerical formulation. This strategy is justified by the fact that the damping terms d i defined in Eq. ͑2͒ are assumed to be first order correction terms. Centered operators for the damping terms would have led to an implicit scheme. The time derivatives in the damping terms d i are approximated by backward difference operators which, in terms of the z-transform, amounts to replacing the continuous Laplace variable s by the discrete operator (1Ϫz Ϫ1 )/⌬t. Thus, the discrete approximation of d i , written in descending power of z, is written:
In Eq. ͑8͒, the constants ir and r are obtained by identifying term by term the two sides of Eq. ͑8͒. The finite-difference approximation of Eq. ͑1͒ is then given by:
where the discrete spatial operators D xx , D yy , D xy and D xy are fourth order approximations ͑see Appendix A͒. It can be seen from Eq. ͑9͒ that the transverse displacement W is recursively determined at time nϩ1 from its values at previous time steps.
B. Boundary conditions
The numerical approximation of the boundary conditions is obtained by means of the image method. It consists of replacing the boundaries by virtual sources located at points external to the plate. In what follows, only the boundary conditions for a free straight edge located at xϭ0, for a semi-infinite plate, is discussed ͓see Eq. ͑3͔͒. The results can be easily extended to simply supported and clamped edges. 13 The numerical formulation of the boundary conditions described below is conducted so as to maintain the overall accuracy of the scheme and to limit the computational domain.
It is assumed that the semi-infinite plate is located in x Ͼ0 ͑see Fig. 1͒ and that the transverse displacement W, at time n⌬t and at every previous time step, is known at each point l⌬x,m⌬y such that lуϪ1. The values of W at time nϩ1 are then obtained by using the following procedure:
• First, the bending and twisting moments are computed at time n⌬t. This computation is performed by applying the first three equations in Eq. ͑9͒ to each point of the grid for which xϾ0. For xϭ0, M x is equal to zero and M y is derived from the displacement by using the second equation in Eq. ͑9͒, after replacing D xx (4) by the second order operator D xx (2) in order to limit the spatial extension of the boundary domain. (M xy ) Ϫ1/2,m n is given by the third equation in Eq. ͑9͒ where D xy (4) is replaced by the operator D x (2) oD y (4) defined as:
• The application of the image method also involves the computation of the values of M x at points xϭϪ⌬x. This is performed by considering the second condition in Eq. ͑3͒, for which a third order decentered approximation in ⌬x and fourth order in ⌬y leads to:
• The final task consists in computing W at time (n ϩ1)⌬t. This is performed by using the fourth equation in Eq. ͑9͒ for the points lϾ0, and by replacing the fourth order operators in ⌬x by second order ones in this equation at points lϭ0. The displacement at the image points lϭϪ1 is derived from the free edge condition M x ϭ0 at xϭ0, for which a second order in ⌬x, and fourth order in ⌬y approximation leads to the following expression of W Ϫ1,m nϩ1 :
The influence of the damping terms is neglected in the discrete approximation of the boundary conditions. The schemes for the three other edges of the plate obey the same principles as the one presented above for xϭ0.
C. Stability
The numerical parameters of explicit difference schemes must fulfill a stability condition which guarantees the convergence of the numerical solution. 14 A strong stability condition can be obtained for the undamped model. In the damped case, paradoxically, only a weak stability condition can be given.
Undamped model
In this paragraph, the fluid damping constant R f and the damping coefficients p ir and q r are set equal to zero. The Fourier method is used for determining the stability criterion. 14 It consists of studying the modulus of one particular solution W l,m n ϭw n exp(jk x l⌬xϩjk y m⌬y) of the homogeneous equation. Injecting W l,m n in Eq. ͑9͒ for f l,m n ϭ0 leads to the following equation for w n :
The stability criterion is satisfied if the discriminant of the characteristic polynomial associated with Eq. ͑14͒ is negative for all k x and k y . This leads to the following condition:
where r 1 ϭ⌬y/⌬x. 
Damped model
A model including the damping terms is now considered. To facilitate the presentation, the case of a damped bending bar ͑1D problem͒ is first presented and the results are then extended to plates ͑2D͒.
Similarly to Eq. ͑1͒, the equations governing the transverse displacement W(x,t) of a thin bar are written:
The corresponding FD scheme is written:
where E is Young's modulus, I is the geometrical moment and S is the cross-section of the bar. The term f z denotes the external force density by unit length. D xx is a fourth order discrete operator. A necessary condition for weak stability is obtained by studying the amplification matrix 14 ͑see Appendix B͒. This condition is written:
It is found that the condition expressed in Eq. ͑20͒ is similar to the one obtained with the Fourier method in the undamped case, except that E is now replaced by Ep N /q N . This term corresponds to the high frequencies' asymptotic value of the complex Young's modulus.
The stability condition for the 2D system Eq. ͑9͒ is determined in the same way as for the 1D case ͑see Appendix B͒. It is found that the weak stability condition of the damped 2-4 scheme is similar to Eq. ͑17͒, after replacing each D i by D i p iN /q N . Since p iN /q N is always greater than unity for a dissipative model, this result shows that the stability condition is more restrictive when damping terms are taken into account than for the undamped plate. However, for the investigated materials ͑aluminum, steel, glass and wood͒, it has been found that the consecutive increase in size of the minimum space step remains below a few percent, compared to the undamped case.
D. Accuracy
One method for estimating the deviation between exact and approximate solutions consists of calculating the difference between continuous and discrete frequencies. 10, 15 For simplicity, only the undamped model will be discussed here.
Inserting the solution W(x,y,t)ϭ(Ae jt ϩBe Ϫ jt )exp(jk x xϩjk y y) in Eq. ͑1͒, without damping terms and for f z ϭ0, yields the continuous dispersion equation:
kϭͱ
with kϭͱk x 2 ϩk y 2 , ϭarctan k y k x , ϭ h 2 ͑ D 1 cos 4 ϩ͑D 2 ϩD 4 ͒cos 2 sin 2 ϩD 3 sin 4 ͒. ͑21͒ Similarly, provided that the stability condition is verified, the introduction of the component W l,m n ϭ(Ae j num n⌬t ϩBe Ϫ j num n⌬t )exp(jk x l⌬xϩjk y m⌬y) in Eq. ͑9͒ leads to the numerical dispersion equation:
where b(k x ,k y ) is defined in Eq. ͑15͒.
In order to simplify the mathematical derivations, it is assumed here that 2 ϭ0 and that 4 ϭͱ2 1 3 which constitutes a reasonable approximation for a large class of orthotropic materials. 16 This allows us to characterize the anisotropy of the material with only one parameter rϭ 3 / 1 . Under these conditions Eqs. ͑21͒ and ͑22͒, combined with Eq. ͑17͒, yield: Finally, the relative error in frequency is given by:
It has been observed that about 15 time steps per period are required with the 2-4 scheme in order to keep the error in frequency smaller than 5% at 20 kHz, whereas more than 40 time-steps by period would have been needed with the 2-2 scheme. In the audio range 0-20 kHz, this degree of accuracy requires a sampling rate approximately equal to 300 kHz for the 2-4 scheme, whereas 800 kHz would have been needed with the 2-2 scheme.
For a material with a given anisotropy degree r, Eq. ͑23͒ shows that the numerical error not only depends on frequency, but also on the propagation angle in the plate. A convenient method for representing this error is to define an isotropy index: 15
where c num is the numerical phase velocity and c the exact phase velocity. Figure 2 represents the variations of I with , for a given reduced frequency Fϭ0.2, and for different values of the degree r of anisotropy. Notice that the angle m corresponding to the maximum index I M moves from /4 to zero as the anisotropy degree r of the material decreases. However, the ratio I M /I m between the maximum and the minimum values of the isotropy index remains unchanged as r varies. In our applications, the plate equation has been solved with a 2-4 scheme and with a sampling rate of 192 kHz. This leads to an error of 8% in the estimation of the phase velocity at 20 kHz and of 2.5% at 10 kHz. 
E. Computation of the plate-impactor interaction
The discrete formulation of Eq. ͑6͒ is given by
W p is the displacement of the plate at impact point (x 0 ,y 0 ). The spatial window g l,m is a triangular function of width 2⌬x and 2⌬y, centered at point (x 0 ,y 0 ).
F. Computation of the sound pressure
The semi-discrete formulation of the Rayleigh integral presented in Eq. ͑7͒ is obtained by using a standard trapezoidal rule:
ͪ .
͑27͒
In this equation, N x and N y are the nearest integers smaller than or equal to l x /⌬x and l y /⌬y, respectively, where 0ϽxϽl x and 0ϽyϽl y is the plate domain. R l,m is the distance between the listening point and each mesh point of the plate and R l,m /c is the corresponding time delay. After time-domain discretization, this quantity is approximated by the nearest multiple of ⌬t such that:
͑28͒
Finally, the discrete formulation of Eq. ͑27͒ is written: 
IV. RESULTS OF SIMULATIONS
In order to assess the validity of the method, this section starts with a comparison between the numerical result and the theoretical solution obtained in a simple case where the plate displacement is given analytically. This presentation is followed by the simulation of the plate for three different boundary conditions. The force pulse obtained with our numerical scheme is then compared to the force pulse calculated for the same plate impacted with the same impactor using the method developed by McMillan. 9 Finally, simulated waveforms, and their corresponding spectra, are compared to measurements for four different materials ͑aluminum, glass, carbon fiber and wood͒.
A. Comparison with analytical displacement
An analytical solution to the plate equation can be obtained only for a limited number of cases. One example of such an analytical solution can be found in textbooks for an infinite isotropic plate subjected to the initial Gaussian shape: 6 In this case, the displacement at time t is given by:
͑33͒ Figure 3͑a͒ shows the shape of the plate at successive instants of time ͑between 0 and 0.25 ms͒ for an aluminum plate with thickness hϭ2 mm, and for an initial Gaussian shape of width aϭ2.5 cm. The other dimensions of the plate are sufficiently large (1 mϫ1 m) so that no reflexions from the boundaries are observed during the selected time scale. No differences can be easily seen between the exact solution ͓top of Fig. 3͑a͔͒ Fig. 3͑a͔͒ . Therefore, in order to better show the discrepancies between these two solutions, Fig. 3͑b͒ shows the relative error between the two waveforms as a function of time for four different sampling frequencies. For a sampling frequency equal to 200 kHz, for example, it can be seen that the relative error remains always smaller than 5% and tends rapidly to less than 1%. Figure 4 illustrates the ability of the numerical method to calculate the flexural vibrations of the plate under various boundary conditions: simply supported ͓Fig. 4͑a͔͒, clamped ͓Fig. 4͑b͔͒ and free plate ͓Fig. 4͑c͔͒. This figure shows, in addition, that the scheme is able to simulate L-shaped plates, provided that the sides are parallel to the axes. Thus, the model is not restricted to simple rectangular plates.
B. Boundary conditions
C. Impact simulation: Comparison with another method
In her thesis, McMillan tackles similar problems of impacted plates, using a method based on Green functions of the vibrating structure at the impact point. 9 Figure 5 shows the simulated forces obtained with the two methods, using the same geometric and elastic parameters, in the case of a Carbon-Epoxy plate struck by a Titanium impactor ͑see Table I͒ . The force histories obtained with the present finitedifference method are on the left-hand side of the figure, whereas the force histories obtained with the McMillan method are on the right-hand side. Figure 5͑a͒ corresponds to an impact with initial velocity 1 m/s, whereas Fig. 5͑b͒ cor-responds to an impact velocity of nearly 0.6 m/s. It can be seen that the two methods yield identical waveforms. The ripples in the force pulses are due to the fact that the inverse of the lowest eigenfrequency of the plate here is about 20 times lower than the interaction time, a consequence of the particular selected set of parameters.
D. Comparison between measured and simulated pressure
The simulated sounds are now compared with measured sounds. Due to the large number of excited modes in each case, no quantitative information can be easily derived from the visual comparison between measured and simulated waveforms. In this respect, comparisons in the spectral domain are more informative. All spectra are calculated by FFT ͑fast Fourier transform͒ on the first 20 ms on the sound and normalized ͑in dB͒ with respect to the magnitude of the highest peak. In order to allow quantitative comparison between measured and simulated spectra, only the most significant peaks are displayed in the figures. These data are extracted from the FFT analysis by means of a simple peak detection algorithm. The values of the parameters used for the simulations can be found in Tables I-III . Figure 6 shows the results obtained for an aluminum plate excited with a xylophone rubber mallet with initial velocity 1.45 m/s. Figure 6͑a͒ shows that the number and frequencies of the spectral peaks, between 0 and 5 kHz, are very well reproduced. The spectral envelopes of both real and simulated sounds are comparable. The displayed spectral domain is limited here to 5 kHz for reasons of clarity, and also because the magnitude of the peaks above 5 kHz are relatively small ͑less than Ϫ40 dB below the maximum͒, a consequence of both excitation spectrum and damping. The damping here is mainly due to thermoelastic and radiation losses. 1 Figure 7 shows the results obtained for a glass plate. Here again, the measured and simulated frequencies and magnitudes of the spectral peaks look very similar, which is confirmed by listening to the corresponding sounds. The losses in this material are mainly due to viscoelasticity and radiation. 1 A first example of impact against an orthotropic plate is given in Fig. 8 which compares measurements with simulations in the case of a plate made of carbon fibers. It can be seen on the spectra that the high frequencies are rapidly damped: the magnitude of the peaks are less than Ϫ40 dB below the maximum for frequencies above 1.2 kHz. Here, the impact produces a duller sound than with aluminum and glass. The damping is almost entirely due to viscoelastic losses in the material, and the radiation losses can be neglected. 1 Similar conclusions can be drawn from Fig. 9 which shows the results obtained in the case of wood ͑Spruce͒. Here, the damping of the vibrations in the plate is mainly due to viscoelastic losses. However, due to the dimensions of the plate, the radiation losses cannot be totally neglected. The discrepancies between measurements and simulations for some of the peaks are probably due to the approximations made in the radiation model. In a previous paper, measured decay factors were compared to the values predicted by the continuous plate model solved in the frequency domain. 1 To completely assess the validity of the method, Fig. 10 shows, in addition, the comparison between measured and simulated decay factors, where the simulated damping factors are now obtained from a frequency analysis of the simulated waveforms. The analysis method used here is the Matrix Pencil method. 17 Figure  10͑a͒ shows that the thermoelastic model of losses accounts for the apparent erratic distribution of the decay factors in the low-frequency range for metallic plates. This distribution essentially follows from the fact that the decay time of each eigenfrequency depends on its modal shape. In this frequency range ͑below 2 kHz, for the plate shown on this figure͒ the radiation damping is negligible. The low values of the decay factors below the critical frequency play a major role in duration and tone quality of the sound generated by the free vibrations of the plate. Figure 10͑b͒ shows the relevance of the asymptotic radiation model which accounts for the losses above the critical frequency of the plate. For this plate ͑aluminum a 3 , see parameters in Tables I and II͒ , the average decay factor above 4 kHz is about 100 times the average decay factor below 1 kHz. Figures 10͑c͒ and ͑d͒ show the relevance of the viscoelastic model for orthotropic plates. It can be seen that the viscoelastic losses fully account for the measured decay factors, except for the wooden plate above 2 kHz where the radiation losses are not negligible. Here again, the model is able to reproduce the apparent erratic distribution of decay factors with frequency. This distribution is not due to error in the measurements ͑a commonly erroneous conclusion͒ but rather to the fact that there is a specific damping model for each complex rigidity ͑see Table II͒ . Notice further that 13 damping parameters only are needed here for reproducing adequately the temporal evolution of more than 40 modes. This is an interesting feature of the method in terms of data reduction. 
V. CONCLUSION
A time-domain model for the simulation of flexural vibrations and sounds radiated by damped isotropic and orthotropic plates has been presented. In order to demonstrate the particular interest of the method for the synthesis of transients, the study was made for plates excited by an impact.
The key point of the model is that the losses in the plates are modeled in the time domain with the help of a general differential operator applied to the rigidities of the material. This formulation gives great flexibility for modeling the damping of plates. As shown in a companion paper, this formulation allows the modeling of the three main mechanisms of damping in plates: viscoelasticity, thermoelasticity, and radiation. 1 Therefore, it makes it possible to reproduce adequately the complicated frequency dependence of the decay times observed in a large variety of materials with only a small number of damping parameters.
The sounds synthesized with this model allow a clear recognition of the materials without ambiguity. This accurate reproduction would not be possible with a simple description of the damping, as with a single loss factor, for example. All measured and simulated sounds presented in this paper can be heard at the following Web address: http:// wwwy.ensta.fr/ϳchaigne/plaque/ comparexpsim.html.
The equations are solved numerically by means of a finite-difference scheme of second order in time and fourth order in space ͑2-4 scheme͒. The presence of complex rigidities makes it necessary to investigate thoroughly the stability of the scheme, which contributes to filling a gap in the literature. It has been shown that a weak stability condition can be obtained from the study of the amplification matrix, following the method by Richtmyer and Morton. 14 The accuracy of the method is studied in terms of numerical dispersion. A comparison with another scheme of lower order in space ͑2-2 scheme͒ shows that, for a given accuracy, the required computing time with the selected 2-4 scheme is about 4 times lower than with the 2-2 scheme.
In order to show the validity of the method, a comparison is made first between an exact analytical solution and the numerical result obtained for an infinite undamped isotropic plate. The impact model is further validated by comparing the calculated force pulses imparted to the plate with the force pulses obtained with another method. 9 Finally, simulated sounds are systematically compared to measurements for four different materials. These comparisons show a particularly good agreement in terms of frequencies and damping factors despite the relatively low number of damping parameters inserted in the model.
The present model is limited to rectangular plates and to plates with rectangular corners ͑see Fig. 4͒ , for which the use of finite differences is particularly well-suited. Extension of this model to more complicated shapes makes it necessary to use other numerical methods, such as finite elements based on a variational formulation of the problem. 18 1 0¯¯0 0¯¯¯0
The discrete system in Eq. ͑B1͒ is called weakly stable if there exists a real constant K(,T) such that: 14 ʈG ͑ ⌬t,k͒ n ʈрK͑ ,T͒, for all ͭ 0Ͻ⌬tϽ 0рn⌬tрT k real , ͑B5͒
where ʈG (⌬t,k)ʈ denotes the spectral norm of the matrix G (⌬t,k). A condition for strong stability is obtained by replacing K(,T) by 1 in Eq. ͑B5͒. The following criterion has been applied here: 14 ''If G (⌬t,k) is uniformly Lipschitz continuous for ⌬tϭ0, so far as G (⌬t,k)ϭG (0,k) ϩO(⌬t), as ⌬t→0, where the constant implied by the expression O(⌬t) does not depend on k, then the scheme is weakly stable if and only if G (0,k) is stable.''
To apply this criterion, the first step consists of studying the dependence of G (⌬t,k) on ⌬t. This parameter appears in the coefficients A, C and F defined in Eq. ͑B4͒ and in the expressions of the coefficients r and r :
All the coefficients of the amplification matrix can be expressed as g i j ϩO(⌬t) and thus G is uniformly Lipschitz continuous. The determination of a stability condition now consists of the study of G (0,k). It must be checked whether the spectral radius of this matrix remains smaller than or equal to unity for all k or not. The eigenvalues i of G (0,k) are such that the vector:
is a solution of the discrete system in Eq. ͑19͒ for ⌬tϭ0, given by:
͑B8͒
The nontrivial solutions of this system are obtained by zeroing the determinant of the matrix:
from which the following necessary condition for weak stability is obtained:
2D problem
A necessary condition for the system Eq. ͑9͒ to be stable is now determined in the same way as for the 1D case. It is assumed that the dissipativity conditions on the coefficients p iN and q N are fulfilled ͑see Ref. 1͒. As ⌬t tends to zero, ir and ir can be expanded as follows:
As for the 1D case, it can be shown that the amplification matrix is Lipschitz-continuous for ⌬tϭ0. The eigenvalues i of G (0,k x ,k y ) are now solutions of the following system:
͑B12͒
with:
As for the 1D case, the determination of the stability condition is obtained by zeroing the determinant of the matrix Eq. ͑B12͒ which amounts to studying the roots of the polynomial:
This yields a stability condition similar to Eq. ͑17͒, where the D i are replaced by D i p iN /q N .
