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Abst ract - -We prove that, for any c C R, there exists a solution of the singular Cauchy problem 
for the semilinear heat equation 
ut - ux~ + u a = O, u(x, O) c = p.v. - ,  
W 
the initial value being taken in the sense of distributions. The solution is obtained as a self-similar 
solution. @ 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
When a partial differential equation is invariant under the action of a group of transformations, 
solutions that are also invariant are called self-similar. Such solutions have been studied for a 
large class of equations, see [1-4]. In this note, we construct self-similar solutions of the one- 
dimensional heat equation with absorption 
ut -uxx+u a=0,  x~IR,  t>0,  (1) 
and study its limiting behavior as t -~ 0 +. Equation (1) is invariant under the group of transfor- 
mations (T~ u)(x, t) = A u(Ax,  A2t). Self-similar solutions are of the form 
~(x, t) = ~ y , (e) 
where y satisfies the ordinary differential equation 
y" + x y' + y = ya. (3) 
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Because of the invariance under Ta, the initial value of a self-similar solution is homogeneous of
degree -1.  Distributions with this homogeneity are Dirac's delta at the origin and the distribution 
p.v.(1/x) defined by 
<P 'v ' l '  ~> = ~--.0+lim fxl>~ P(X) dx 'x  V~C CJ (R). (4) 
Since Brezis and Friedman proved in [5] that there is no solution of (1) with Dirac's mass as 
initial value, we shall look for solutions uch that u(x, 0) = p.v.(1/x) in the sense of distributions, 
that is /; I'> lim u(x, t )~(x)dx = p.V.x, ~ , VF e CJ(N). (5) 
t - *O + 
We are lead to the search of global, odd solutions of (3) which decay at infinity like c/x. Our 
main result is the following. 
MAIN THEOREM. Let c E R be given. There exists a unique global solution y(x, c) of 
y~ + x y~ + y = y3, y(0) =0,  lira xy(x)  =c. 
X---~-t-OO 
Let u(x, t) = 1/(x/~-}-) y(x/(x/2T), c). Then u is a self-similar solution of 
ut - -Uxx+U 3 =0 
and u(. ,t) converges to p.v.(c/x) as t --* 0 + in the sense of distributions and in H-S(~) for all 
s > 1/2. 
2. THE ORDINARY DIFFERENTIAL EQUATION 
Let £ be the differential operator £(y) = y"+ x y '+ y. In this section, we consider the existence 
and behavior of solutions of 
L(y) = lylp-ly, (6) 
where p > 2. The main technique we shall use is the following comparison principle. 
LEMMA 1. Let f :R  --* ]R be continuous and increasing, and let y, z: [a,b] --+ R, 0 < a < b, be 
two C 2 functions uch that £(y) = f(y), £(z) > f(z),  y(a) < z(a), and y'(a) <_ z'(a). Then 
y(z )  ~ z (z ) ,  a < x < b. 
A similar result holds i f£(z)  < f(z),  y(a) > z(a), and y'(a) > z'(a). 
PROOF. Suppose first that y(a) < z(a) or y'(a) < z'(a). We claim then that y(x) < z(x) for 
a < x < b. First of all, in hat case there is a nonempty interval to the right of a on which 
y(x) < z(x). Now, if y(x) = z(x) for some x C [a,b], then there exists a' > a such that 
y(x) < z(x) if a < x < a' and y(a') = z(a'), and in particular, y'(a') > z'(a'). From the 
hypothesis we see that £(z - y) >> f(z)  - f (y ) .  Integrating this inequality between a and a', we 
obtain 
a / / *  
z'(a') - y'(a') > z'(a) - y'(a) + a(z(a) - y(a)) +/~ (f(z(s)) - f(y(s)))  ds. 
We have arrived at a contradiction, since the left-hand side of this inequality is < 0, while the 
right-hand side is > 0. 
The case y(a) = z(a) and y'(a) = z'(a) follows by a continuity argument. 
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2.1. Odd So lu t ions  
Next, we consider equation (6) with initial condition 
y(0) = 0, y'(0) = 7 _> 0. (7) 
]"here exists a unique solution YT, which is odd and is defined on a maximal interval (--X~, X~) 
with 0 < X 7 < oo. Close to zero we have 
( 
YT(x) =Tx\l- +O(x5). (s) 
Thus, if y > 0, then Y7 is increasing and concave on some interval to the right of" x = 0. It fo]k)ws 
easily from the equation that  either y~ reaches a maximum and then decreases, or it is always 
increasing. 
The next two results are an immediate consequence of the comparison principle. The second 
involves Dawson's integral, defined as 
/0 x daw(x) = e -x~/2 e -~2/2 ds, z C R. 
It is positive for x > 0, has a unique maximum at Xdaw = 1.30693 with value Xd~w = 0.765152, 
and tends to zero as z goes to infinity. Moreover, it is a solution of the homogeneous linear 
differential equation £(y)  = O. 
LEMMA 2. I fO < 7t < 72, then 
y~, (z) < yT~ (~), v z ~ (0, xT~), 
LEMMA 3. For all 7 > O, 
yT(x) > 7daw(z), Vx e (0, XT). 
The next lemma characterizes solutions that blow up in finite time. 
LEMMA 4. Let 7 > O. I f  there exists ~ > 0 such that yT(rl) = 1, then Y7 blows up in finite tim('. 
In particular, if 7 > Xa~w, then y,  blows up infinite time. 
PROOF. By continuity, there exits { > 71 such that  YT(~) > 1 and 9~({) > 0. It is then possible 
to choose a > { large enough such that  the function 
x(p+ 1) \l/(p-1) 
S(x): 
satisfies the inequalities S(~) < YT(~) and S'(~) < y~(~). A simple computat ion shows that 
£(S)  <_ S p on [0, a). Thus, by the comparison principle, yT(x) > S(x)  for all x > ~ in the 
domain of existence of Yr. 
THEOREM 5. :/'here exists a critical value % E (V/¥/2, Xd~w) such that: 
1. if 7 > 7c, then 9~ blows up in finite time; 
2. if 7 < ~c, then !/7 is global and limx--.o~ y~(x) = O; 
3. YT,: is global, increasing on (0, oo) and l imz-~ y~, (x) = 1. 
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PROOF. Let 
% --- inf{ '7 > 0 : Yv blows up }. 
By the previous lemma, '7c < Xdaw. Since the Yv are ordered, if '7 > % then Yv blows up in finite 
time. On the other hand, continuous dependence of Yv on '7 shows that Yw does not blow up. In 
particular, Yw (x) < 1 for all x > 0. 
Let z(x)  = erf(x/vf2), where erf is the error function. Then ~:(z) -- z > z p. Since z'(0) -- 
V /~,  it follows that any Yv with '7 _< V /~ is global. 
Take now 0 < '7 < "7c. To show that yv(x)  -+ 0 as x -+ Co, we proceed as follows. 
L > • 
By Lemma 1, 
and l:(Yv) yp<[__,]p-2/.v\ yv(x)  < ~---yT~(x) < "7 <1 
- "7c "7c = - \%/  Yv" 
Let e = ('7/7c) p '2 < 1. The solution of / : (z)  = e z, z(0) = 0, and z'(0) = 7 is 
z (x ) - - 'Tx lF1  1- -5 ;~;  
where 1F1 is the confluent hypergeometric function. By Lemma 1, y7 < z, and by the theory of 
the hypergeometric function, z(x)  = O(x  -1+~) as x --* Co, proving that y7 converges to zero as 
X-+CO.  
All that is left to prove is that YTc converges to 1 as x ~ Co. Suppose that it is not so. Then 
supx>0 yTc(x) = M < 1. Reasoning as before, we would have limz-.oo yTc(x) = O. This implies 
that Yw attains the value M at some ~ E (0, Co), and that y~ (~) -- 0. By continuous dependence, 
the same would hold for all '7 in a neighborhood of %. We have arrived at a contradiction, since 
for '7 > '7c, Yv is strictly increasing. 
We now carry out a detailed study of the functions Yv for 0 < '7 < %. 
THEOREM 6. Let 0 < "7 < "7c. Then 
1. y~ is global and l imx_~ yv(x)  -- limx-.o~ y'~(x) = O; 
2. there exists ~v > 0 such that y~ is increasing on (0,~v), reaches a maximum at ~v and 
then decreases on (~,  Co); 
3. there exists iv > ~ such that Yv is concave on (0, iv), has an inflexion point at i v and is 
convex on (iv, Co); 
4. ¢('7) := lim~-.,o~ xyv(x )  exists and is finite; 
5. ¢: [0,%) ~ [0, Co) is a homeomorphism and 
~0 °° ¢(7) ---- '7 + (yT(x)) p dx; 
6. "Tdaw(x) < y~(x) < ¢('7) daw(x) for a11 x > O; 
7. y (x) - ¢(JA) = as  x Co. 
X 
PROOF. The first two items have already been proved, except for the limiting behavior of y~. 
Let us consider the inflection points of y~. In (0, ~ ] there are none, since 
II 
< 0, vxe  
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On the other hand, there must be at least one in (~,  oo), since, otherwise, the graph of y~ would 
" (0, i~) and Y7 (%) 0. We claim that  y~ > 0 cross the x-axis. Let i~ > ~7 be such that  Y7 < 0 on " " = 
on (i~, o0). At an inflection point of y~ 
I l l  I = (pv  - 2 )  . 
Since y7 changes from concave to convex at i v and y~(.i.~) < 0, it must be that  y~"(iT) >> 0 
and y~(i~)p-1 _< 2/p. Suppose that  there exists i > i~ such that  y~ is convex on (i~,i) and 
/f~(i) -- O. The the same argument shows that  yT(i) p-1 >_ 2/p, what is impossible since y~ is 
strictly decreasing. It follows that  y~ is increasing on ({7, oc) and converges to zero as x ~ oc. 
We next show that  y~ E LP(0, oc). Consider the family of functions (1 + a x ) -  ~, a > 0. All its 
members  are decreasing and convex, and as a --* 0, they converge uniformly on compact  subsets 
of [0, oc) to 1. Since y~ is concave and y~(x) < 1 on (0, i : ) ,  there exist a > 0 and 7! ~ ((~,i~) 
such that  y~(x) < (1 +ax)  - I  on (0, i~) and the graphs ofy~ and ( l+ax)  -1 are tangent at x := rh 
Moreover, a straightforward calculation shows that  
£ ((1 + ax)  -~) >_ (1 + ax)- '~,  Vx > O, 
and by the comparison lemma, 
y (x) < (1 + Vx > 
In part icular y7 E Lr(0, ec) for all r > 1. 
Given x > 0, integrate (6) between 0 and x to get 
// + y (x) = 7 + (v (s)Y 
Taking the limit as x --~ oo, we obtain 
/5 lim xyT(x  ) = "7 + (y.y(x)) p dx := ¢(7) < oo. x~-+oo 
Clearly, ¢ is strictly increasing and ¢(0) = 0. Continuity of ¢ follows from the continuous 
dependence of y~ on '7. We prove next that  lim~_.~: ¢(7) = oc. Suppose to the contrary that  ¢ 
is bounded. Then there exists a constant M > 0 such that  
! y .y (x )+xy .y (x )<M,  Vx>O,  V7<%,  
a.nd y.~(x) <_ Mdaw(x)  for all x > 0 and '7 < %. This is impossible, since y~(: = sup~<~, y~ and 
!Jr, tends to 1 as x -~ oc. To finish the proof, let w(x) = ¢(?)  daw(x) - y~(x). Then w(O) = O, 
~P'(O) > O, and E(w) = -yP .  Integrat ing this identity we get 
w' +xw = (y.y(s)) p ds. (9) 
It follows immediately that  w(x) > 0 for all x > 0, proving 6. To prove 7, we use the following 
fact shown during the proof of Theorem 5: there exists a > 0 such that  y.y(x) < (1 + ax)  -1. 
Using this inequality in (9) yields 
jfx °° 1 -}- X)_(p_ l )  ' (1 a w'+xw<_ (1 + as ) -P  -- a (p - -  1) 
frorn where 
e-X2~'2 fo x w(x) <_ a2-p -~ T) eS2/2(1 + as ) - (P -1 )ds  = (.9 (x -P) ,  as x --~ c~. II 
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2.2. Even  So lut ions  
I t  is easy to const ruc t  o ther  g lobal  so lut ions of equat ion  (6). 
so lut ions,  that  is, so lut ions w i th  init ia l  condi t ions  
Consider for instance even 
y(0)  = 5 > 0, y ' (0)  = 0. (10) 
We denote the unique solution of (6) with initial conditions (10) by yS. The techniques used to 
prove the previous theorem, yield easily the following facts: 
1. if 5 > 1, then y~ blows up in finite time; 
2. i f0 < 5 < 1, then y~ is global, decreasing on [0, ce), and y~(x) > 5e -x2/2 for all x > 0; 
3. ¢ (5) := l imx-~ xy~(x) = fo(Y~(X))Pdx < oc; 
4. ¢: [0, 1) --* [0, co) is a homeomorphism. 
3. THE SELF-S IMILAR SOLUTIONS 
We return to the original problem and construct self-similar solutions of (1), finishing the proof 
of Theorem 1. In what follows it is understood that p = 3 in equation (6). 
Given c E R (which without loss of generality we assume to be positive), let ~/= ¢-1(7 ) -- c. 
Then 
uc(x , t )  = 
is a self-similar solution of (1). An easy calculation shows that 
l im uc(x,t) (x)dx = , e 
t-*0+ 
proving that u~(., t) converges to p.v.(c/x) in the sense of distributions as t ~ 0 +. The Fourier 
transform of p.v.(1/x) is 7risgn(~), hence, p.v.(1/x) is in H-s(R)  for all s > 1/2 (but not in 
H-1/2(IR)). It is easily verified that for all s > 1/2, uc(. ,t) converges to p.v.(e/x) in H-S(N). 
Positive self-similar solutions can be obtained from the functions y~ constructed at the end of 
the previous ection. Given c > 0 let, 5 = ¢-1 (c). Then 
1 
= y 
is a positive self-similar solution whose initial value is c/Ixl, which is not a distribution. 
We finish by giving an explicit, rational self-similar solution of (1): 
v/Sx 
u(x,t) - x2 + 12t" 
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