The aim of this work is to establish several results on the existence and regularity of solutions for some nondensely nonautonomous partial functional differential equations with finite delay in a Banach space. We assume that the linear part is not necessarily densely defined and generates an evolution family under the conditions introduced by N. Tanaka. We show the local existence of the mild solutions which may blow up at the finite time. Secondly, we give sufficient conditions ensuring the existence of the strict solutions. Finally, we consider a reaction diffusion equation with delay to illustrate the obtained results.
Introduction
In this work, we study the existence and regularity of solutions for the following nonautonomous partial functional differential equation where (A(t)) t≥0 is a given family of closed linear operators on a Banach space (X, ‖ · ‖) not necessarily densely defined and satisfying the hyperbolic conditions (A 1 ) through (A 3 ) which will be specified later. Here Cr is the space of continuous functions from [−r, 0] to X endowed with the sup-norm |φ| = sup θ∈ [−r,0] ‖φ(θ)‖. In autonomous case where A(t) = A is time independent, Equation (1.1) has been the subject of various quantitative and qualitative studies, among others, we cite [2, 3, 9, 10, 14, 15, 17, 21, 22] and those where the domain is not necessary dense, the authors obtained an existence results of the problem by using a variation of constants formula which is given in terms of integrated semigroups. The present work is devoted to deal with the existence and blowing up of solutions to the nonautonomous semilinear Equation (1.1) with delay. This work is a continuation of the works done in [2, 15, 18, 21] .
T. Kato in [7] initiated a study on the evolution family solution of hyperbolic linear evolution equations of the following form ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ẋ
(t) = A(t)x(t) for t ≥ s x(s)
in a Banach space X. Some fundamental results about the existence and dynamical behaviour of Equation (1.2) were established under the so called stability condition, (A 2 below), introduced in [7] . N. Tanaka in [18] assumed three conditions (A 1 )-(A 3 ) below to investigate the existence and regularity of solutions of the following nonautonomous equation
⎩ẋ (t) = A(t)x(t) + F(t, x(t))
for t ∈ [0, a],
in a Banach space X. The author gave the existence and uniqueness of the strict solutions to the semilinear Equation (1.3) (see Theorem (5.1) [18] ) using the generalized variation constants formula (see Theorem (3.1) [18] ) to construct approximate solutions (xn) n≥0 of the Equation ( (I − λA(iλ)) −1 for 0 ≤ s ≤ t ≤ a. Other attempts, see [1, 4, 6, 11-13, 15, 16, 20] , have analysed the existence of solutions of nonautonomous evolution equations in different contexts. We assume throughout this work the following three conditions: (A 1 ) D(A(t)) = D independent of t and not necessarily densely defined.
(A 2 ) The family (A(t)) t≥0 is stable that means there are constants M ≥ 1 and w ∈ R such that (w, +∞) ⊂ ρ(A(t)) for t ∈ R + and
for λ > w and for every finite sequence
In this work, we will use the basic theory developed in [2, 18, 21] to build basic results on the existence of the so-called mild and strict solutions of Equation (1.1). Firstly, we use the Schauder's fixed point Theorem and the strict contraction principle to show the local existence of mild solutions which may blow up in finite time. Then, we reformulate some sufficient conditions to get the existence of strict solutions. The organization of this work is as follows. In Section 2, we collect some useful results on evolution family generates by (A(t)) t≥0 . In Section 3, we study the existence of local mild solutions of Equation (1.1) where we prove in this case that, the solutions blow up and we also show the dependence continuous with the initial data. In Section 4, we show the existence of strict solutions for Equation (1.1) by using the regularity Theorem due to N. Tanaka in [18] . For illustration, we propose to study some partial functional differential equation governed by the Laplacian operator.
Preliminary results
In this section, we recall some fundamental results needed to establish our results. Regarding the theory of the evolution operator, we refer the reader to [12, 19] (see also [8, 14, 17] 
The following Theorems give sufficient conditions ensuring the existence and explicit formula of the evolution family generated by (A(t)) t≥0 . 
Let λ > 0, t ≥ s ≥ 0 and x ∈ X. We define U λ (t, s) by: In the following, we give results on the existence of solutions for the following nonautonomous evolution equation 
3 Local existence and blowing up phenomena of the mild solutions for Equation (1.1) 
We assume the following condition: Proof. The main idea of the proof is to use the Schauder's fixed point Theorem.
Let φ ∈ Ω with φ(0) ∈ D. Firstly, there exist constants r 1 > 0 and µ ≥ 0 such that
Consider the function y : [−r, +∞) −→ X defined by
y t ∈ Cr by definition and for r 2 ∈ (0, r 1 ), there exists
Let us introduce the following set 
We want to show that T(
We have for any t ∈ [0, b],
We obtain |w t | ≤ r 1 − r 2 and
We prove the continuity of T. Consider a convergent sequence (
Since lim
We show now that the Range(T) := {Tu, u ∈ F b (φ)}, is relatively compact. By Arzéla-Ascoli's Theorem, it is suffices to prove that Range(T)(t) := {(Tu)(t), u ∈ F b (φ)} is relatively compact in X for each t ∈ [0, b], and Range(T) is equicontinuous on [0, b] . For the first assertion, it is sufficient to show that the set
we have
Since U(t, t − ε) is compact, there exist a compact set Wε such that
is totally bounded and Range(T)(t) is relatively compact in
On the other hand, for every 0 ≤ t 0 ≤ t ≤ b, one has:
This leads to
Besides, there exists a compact set V such that
Hence, we obtain lim
Using similar argument for 0 ≤ t ≤ t 0 ≤ b, we conclude that Range(T)(t) is equicontinuous. Finally, the Schauder's fixed point Theorem implies that T has a fixed point u ∈ F b (φ).
In order to define a mild solution to Equation (1.1) on its maximal interval of existence, we add the following condition:
(H 1 ) F is continuous from [0, +∞) × Cr into X and takes bounded sets of [0, +∞) × Cr into bounded sets of X.
Theorem 3.2. Assume that (A
Repeating the procedure used in the precedent local existence result, this yields existence of b 2 > b 1 and a function
Proceeding inductively, we obtain the maximal interval of existence [−r, bφ) of the solution x(., φ). Assume that bφ < +∞ and lim t→b − φ ‖x(t, φ)‖ < +∞. We have for t ∈ [0, bφ):
Let 0 ≤ t 2 ≤ t 1 < bφ. Let η 1 > 0 be such that,
We have
Using a similar argument for 0 ≤ t 1 ≤ t 2 < bφ, we can conclude that lim 
For φ ∈ Cr, choose α = |φ| + 1 and set
Consider the following set
Zφ is closed in C([−r, b 1 ]; X). Consider the mapping
We first show that, consequently
Hence, T(Zφ) ⊂ Zφ. On the one hand, let y, z ∈ Zφ and t ∈ [0, b 1 ]. Then, We assume that bφ < +∞ and lim sup t→b − φ ‖x(t, φ)‖ < +∞. Then there exists a constant β > 0 such that ‖x(t, φ)‖ < β for t ∈ [0, bφ) and we have by (3.3) ‖F(t, x t )‖ ≤ c 1 (α); α = β + |φ|. To contradict the maximality of [0, bφ), let us show the uniform continuity of x(., φ) on [0, bφ). Consider 0 ≤ t 2 ≤ t 1 < bφ, we have
The set
is relatively compact. Then, there exists η 1 > 0 such that ‖(U(t 1 , t 2 ) − I)x‖ < ε for x ∈ V and |t 1 − t 2 | < η 1 with 0 ≤ t 2 ≤ t 1 .
Otherwise, there exists η 2 > 0 such that
Using the same reasoning, one can show a similar result for t 0 ≤ t 1 ≤ t 2 < bφ. We can conclude that lim |t1−t2|→0
This completes the proof that x(., φ) is uniformly continuous and x(., φ) can be extended to [−r, bφ] which contradicts the maximality of [0, bφ).
We next prove that the solution depends continuously on the initial data. To this end, let φ ∈ Cr and t ∈ [0, bφ) be fixed. Set
Choose ε ∈ (0, 1) be such that εc(t) < 1. For all ψ ∈ Cr such that |φ − ψ| < ε, we have
We set b 0 := sup{s > 0 such that |xτ(.,
If we suppose that b 0 < t, we obtain for s
In the other hand,
Consequently,
We deduce by the Gronwall's Lemma that,
This implies that
This contradict (3.5). Thus b 0 ≥ t and t < b ψ . Furthermore, |xs(., ψ)| < α for s ∈ [0, t]. Then, we have by the inequality (3.7), 
(ii) The partial derivatives D 1 F, D 2 F satisfied the following locally Lipschitz condition: for each compact set K, there exists L D (K) > 0 such that Step 1.
We define the sequence (x n ) n≥0 ∈ C([−r, a], X) by: 
Proof of Lemma 4.1. By Theorem 2.4, x n satisfies for n ≥ 0 the following equation
Since x 0 is continuously differentiable on [0, a], φ continuously differentiable and
n t ) continuously differentiable. This and the fact that
We prove that (
Hence, it follows that
For n large enough, (L F Me ωa a) n n! < 1. Then by Theorem 4.2, the sequence (x n ) n≥0 converges uniformly in
Step 2.
We begin by using the relation (2.3) to find
where λ 0 > ω and
Since F(t, x n t ) converges uniformly to F(t, x t ) on [0, a], the assumption (H 3 ) guarantees that the function 
Then, PZ ⊂ Z. Moreover for y, z ∈ Z, we have
where
Using the relation (4.2), we obtain that
Consequently, we have
For n large enough, 
Using the condition (H 3 ), we obtain for n ≥ 2
Subtracting (4.1) from (4.3) and using the inequality (4.4), we obtain that
Putting ϕn(t) = sup 0≤σ≤t ‖x n (σ) − y(σ)‖ Y , we have for n ≥ 2 and t ∈ [0, a]
To continue our proof, we need the following Gronwall's Lemma.
Lemma 4.2 (Gronwall [5]). Let x, Ψ and χ be real continuous functions defined in
We suppose that on [a, b] we have the inequality
Applying the above lemma to relation (4.5), we obtain
Then, we have for m ≥ 1,
Then, we have
Inductively on n, we have as n → +∞. Consequently,
x satisfies the following equation
Then x is a strict solution of the Equation (1.1) on [0, a].
Application
For illustration, we propose to study the following model 
