In the current target detection literature, there are two major approaches to the evaluation of detectors' performance. One is based on theoretical calculations assuming some simple statistical models, and the other approach uses real or simulated spectral images. The former approach is too simplistic, at this point, to address practical needs. On the other hand, the latter approach does not give us a good understanding of why certain detectors work better than others in the context of specific targets and spectral images. Our goal is to initiate research that will combine these two separate approaches. In this paper, we start with a comparison of two well-known detectors-the matched filter detector (MFD) and the orthogonal subspace projection (OSP) detector. We show a surprising result that MFD always outperforms OSP in a traditional theoretical formulation of the detection problem. We also show that this theoretical formulation is not realistic in practical target detection in real spectral images. However, the obtained results suggest more realistic approaches for providing theoretical background for practical target detection.
INTRODUCTION
In the current target detection literature, there are two major approaches to the evaluation of detectors' performance. One is based on theoretical calculations assuming some simple statistical models, and the other approach uses real or simulated spectral images. The former approach is too simplistic, at this point, to address more practical needs. On the other hand, the latter approach does not give us a good understanding of why certain detectors work better than others in the context of specific targets and spectral images. The purpose of this paper is to initiate research that would combine these two separate approaches together. As this is not an easy task, we start with a relatively straightforward (but innovative) comparison of the two well-known detectors-the matched filter detector (MFD) and the orthogonal subspace projection (OSP) detector.
A traditional theoretical approach to target detection is to assume a certain probabilistic model and then use the appropriate detectors (test statistics) that have good properties under the assumed model. For example, the OSP detector (equivalent to the least squares estimator) seems to be a reasonable detector for the structured model (containing the target and background signatures) considered in this paper. On the other hand, the MFD is intended for a different model since it is equivalent to the least squares estimator in the structured model containing only the target signature. As such, it may seem that the MFD (using less information) would be inferior to OSP in most cases. In this paper, we investigate properties of both detectors under the same conditions, that is, for the more general structured model. We show a surprising result that the MFD always outperforms OSP in a simple detection problem often used in the current literature. We then explain why this result may not extend to practical target detection in real spectral images. These results should be treated as a first step to a theoretical analysis of more realistic detection problems.
In Section 2, we formulate the model assumed in this paper. In Section 3, we introduce the MFD and OSP detectors and also list many other detectors introduced in the literature that are equivalent to one of these two detectors. Most of the equivalencies of the detectors are already known in literature, but they are not always well known among practitioners.
We also show one new equivalency result by proving explicitly that the detector called signature space orthogonal projection classifier (SSC) in 1 is equivalent to the OSP detector.
The main results concerning the detection power of the MFD and OSP are shown in Section 4.
MODEL FORMULATION
Consider a set of image spectra , where 's are p-dimensional vectors (of reflectance or radiance, for example). For the purpose of target detection, the following structured model is often used in literature , 1,..., i i= r n i i r 1,2,3,4,5 :
where is a fixed known vector of the target spectrum, is a fixed known matrix of background spectra as columns, and
are unknown constant and vector of abundances, respectively. The error term is assumed to follow the multivariate normal (Gausssian) distribution
N σ 0 I . The normality assumption can be relaxed for some of the results in this paper, but we use it uniformly throughout the entire paper for simplicity of the presentation. The term represents the joint effect of the noise in data and possible error in the modeling. Following a tradition in detection literature, we will sometimes refer to as noise. The background spectra are sometimes called interference or undesired target spectra. In all subsequent notation, we suppress the index because all methods discussed in this paper deal with one spectrum at a time.
It is a well established fact that the assumption ( ) 
DETECTORS
In this section, we discuss two detectors-the matched filter detector (MFD) and the orthogonal subspace projection (OSP) detector. We also point out that many other detectors are equivalent to these two detectors. In order to simplify the presentation, we will associate the word "detector" with one of the following (where the meaning will be clear from the context):
1. An operator : Sometimes, we will also use the statistical terminology, where the meaning 3 above is equivalent to a statistic (or an estimator if a parameter is estimated), and the meaning 4 is equivalent to a statistical test.
We would like to stress that two detectors differing by a constant (both in an additive and multiplicative sense) are equivalent. Let us assume that a detector ( ) D r indicates the presence of the target when ( )
, where is an appropriately chosen constant (for example, to achieve a certain false alarm probability). We can define another detector
indicating the presence of the target when
. Clearly, can be chosen as ' c a c b ⋅ + , so that both detectors have the same detection effect and the same properties. These statements form a sufficiently formal proof of equivalence, but a more elaborate proof is included in 4 (Section IV).
Matched filter detector (MFD)
The matched filter detector (MFD) operating on the image spectrum r is defined as
The scaling of MFD is chosen so that 
which makes TSC equivalent to MFD.
Orthogonal subspace projection (OSP) detector
The orthogonal subspace projection (OSP) detector operating on the image spectrum r is defined as
The OSP detector was introduced in 7 (with a different scaling). The connection with the regular unmixing through the least squares was pointed out in 8 , where the author writes that "it is not clear what advantages the use of OSP has over the direct application of spectral unmixing" (p. 1046). We agree that the two approaches are formally equivalent, however, there are some advantages of using the OSP notation (6). The reason for using the OSP name and notation here is twofold-the first one is that the OSP name is now broadly used in the detection literature, and the second is that OSP in (6) gives an explicit formula for the least squares estimator of θ , which is convenient for some analytical considerations.
The OSP is also a special case of a matched subspace filter 3 . It is known that the least squares estimates are obtained through an orthogonal projection onto the subspace generated by the deterministic part of the model (1) , that is,
where [ ] = M d U is the composite matrix consisting of d and all columns of U . The least squares estimatorˆL S θ of θ in the model (1) can also be associated with the oblique projection (see appendix), that is:
and together with formula (17) in the appendix, this gives ( ) ( ) ( )
This is yet another confirmation that the OSP detector is equivalent to the least squares estimator of θ in the model (1 
From (7),
which means that the SSC detector is another scaled version of the least squares estimator and the OSP detector. This also shows that
which is the same as the originally defined 7 OSP detector (also called an a priori OSP detector by some sources 1, 6 ). In 5 , a detector called the least squares orthogonal subspace projection (LSOSP) is defined using exactly the same definition as SSC in (9) (see formula (30) in 5 ). This means that LSOSP is equivalent to OSP. 
DETECTION POWER
Let us now discuss the relationship between hypothesis testing and practical target detection. In hypothesis testing, we need to know the distribution of ( ) D r (under the null hypothesis) in order to find the constant that would guarantee a certain false alarm probability (probability of type I error). In practical target detection in spectral images, such distributions are usually not known, and at this point, there is no reliable method to find the appropriate constant . So, practical target detection is based on calculating the values of observing false alarm rates (as estimates of the false alarm probability) rather than calculating the desired . c
In the current target detection literature, we can identify three primary methods by which the detectors are evaluated:
1. A stochastic model for the spectrum r is assumed (similar to our model (1)), and the distribution of ( ) D r is calculated, which leads to theoretical ROC curves (plots of probability of detection versus false alarm probabilities) and power curves (plots of detection power (probability of detection) versus a parameter measuring the departure from the null hypothesis). 2. An artificial set of pixel spectra is created with predetermined knowledge of target pixels. In this case, observed ROC curves (plots of detection rates versus false alarm rates) and observed power curves can be plotted. By the "rate," we mean a relative frequency of an event (detection or false alarm) as opposed to its theoretical probability. When the set of pixel spectra is relatively small (for example, several hundred spectra as in 1 and 5 ), the results resemble those for the real images, that is, statements are made about the number of pixels identified as containing the target, or simply detector values are reported. When the set of pixel spectra is very large (for example, several thousand spectra as in 10 ) and appropriately constructed, the results can be regarded as simulated approximations of the theoretical values (such as those calculated in the first type of study). 3. A real spectral image is used, where the location of the target pixels is known. In this case, we also use observed ROC curves, while the observed power curves are not usually practical because it is unlikely to find a sufficient number of pixels with similar departures from the null hypothesis. For the same reason, the observed ROC curves are not as "clean" as those constructed in the first type of study because the target pixels are usually not homogeneous enough, that is, they may contain varying amounts of background materials.
In the study type 3, the constant is not calculated, but instead, by changing its value, we observe a range of false alarm rates and resulting detection rates. The study type 1 resembles the statistical hypothesis testing situation, where the constant is calculated, while the study type 3 is somewhat different because we do not necessarily need to calculate . This point is further explored in the next section. c c c
MFD versus OSP
We now want to compare the two detectors, MFD and OSP, under the assumption of model (1) . Since the OSP detector is the least squares estimator of θ in model (1) , and the MFD detector does not use all information contained in model (1) , it may seem that OSP should outperform MFD. We show a surprising result that the opposite is true, that is, MFD always outperforms OSP in detection problem (2) . Then, we explain why the OSP may still be better in practical target detection in real images.
It is a well known result in linear models and target detection literature, that under the assumptions of model (1), the OSP statistic (6) follows the normal distribution ( ) 1 2 ,
The situation is a little bit more complex when model (1) is true, but we perform target detection without using the background signatures , that is, we act as if model (4) were correct. In such a case, we would use the MFD detector given by (3) . According to the theory of linear models U 11 , the MFD statistic (3) follows the normal (Gausssian) distribution
under the assumptions of model (1), where ( )
The same result was obtained in 1 (but in a more complex form) for the TSP detector (equivalent to MFD) and then was simplified in 4 (however, the authors could not draw our conclusions because of considering a null hypothesis different from the one used in (2) . We will use the same approach here. This also explains why we can use both MFD and OSP detectors without knowing σ .
Using the above calculated value of MFD c and property (10), we obtain the following formula for the detection power of MFD , 1
where is the cumulative distribution function of the standard normal (Gausssian) distribution. Similar calculations for OSP lead to the following formula for its detection power
Clearly, the ROC curves for the two detectors can be found without knowing the values of abundances γ . In order to simplify the analysis of detection power, we introduce the following notation: are never orthogonal except in some unrealistic cases. The angle ω could sometimes be 90 , if the spectra were mean-centered, but this is not considered in this paper. The parameter can be regarded as a signal to noise ratio (SNR) for the signal Theorem 1 tells us that the detection power of MFD is always at least as high as that of OSP when using the hypotheses (2), and it is usually higher than the detection power of OSP. The only situation when the two detection powers are the same is when d is orthogonal to the subspace U , which does not happen within the scope of this paper as explained above.
The inequality (15) tells us that the ROC curve for MFD is above the ROC curve for OSP (the curves may overlap each other in some unusual cases discussed above). Once we have the analytical formulas for the detection power, it is not very efficient to draw ROC curves because the major interest in detection is in low values of the false alarm probability. It is therefore more informative to fix a low value of false alarm probability, and draw the power curves, that is, the relationship between the detection power and a parameter that would describe the departure from the null hypothesis. Figure 1 shows such power curves (functions of the SNR parameter ) for MFD and OSP detectors. As we know from (13), the performance of MFD is independent of the angle B ω , but based on (14), the performance of OSP is highly dependent on ω , so we present several OSP curves for a range of ω values. Table 2 shows some examples of possible ω angles in practice. The five spectral signatures used in Table 2 were intensively used in papers (for example 1 ) and in a recent book 6 . The spectra are shown in Figure 1 .5 of the book 6 . Table   2 shows values of ω when one of the signatures is used as and one of the remaining four signatures is used as the only column of . If several materials were use as columns of , than the d U U ω angles would be even smaller than those shown in Table 2 . The maximum angle observed in Table 2 is below 33 and several values are below 10 . When using these values in the context of Figure 1 , we can see that the reduction in the OSP detection power is significant. We now show some numerical results for the three material spectra used in 10 . The three reflectance spectra representing barite, chalcopyrite, and pyrite were downloaded from the USGS spectroscopy lab (see the appendix Section 6.2 for details). Table 3 shows values of the ω angle between the material spectra in a way similar to Table 2 . The angle values are very small, which again indicates a low detection power of OSP compared to that of MFD. was assumed to be 25 dB). We are trying to make this example somewhat similar to the one used in 10 , but there are still significant differences:
°°
1. In 10 , whitened detectors CEM and TCIMF are used. 2. The target and non-target pixels generated in 10 are much more complicated than the two hypotheses assumed in (2).
It is relatively straightforward to use our results for the CEM and TCIMF detectors; however, the more complex hypothesis testing requires additional research. 
Critique of the detection power results from a practical point of view
The previous section shows the overwhelming dominance of MFD over OSP in target detection expressed as a hypothesis testing problem (2). However, this approach is not realistic for practical target detection in real spectral images for the following reasons:
1. The value of γ in (2) may not be the same for o H and 1 H . For example, when the sum-to-one constraint is used, γ is not the same for the two hypotheses. 2. In real spectral images, we have a wide variety of non-target pixels containing different materials with varying abundance. The same consideration applies to the pixels containing the target material, where the other (background) materials may occur with varying abundance. 3. The error term properties assumed here may not hold.
We are mostly concerned about the first two reasons. We believe that by using a proper choice of background spectra in and by using whitening, it might be possible to achieve properties of the error term close to those assumed in this paper.
