Detection of pornographic images can effectively prevent pornographic images from spreading on the Internet. This research proposes a new approach of pornographic images detector. Naive Bayesian classifier is used by the proposed detector to identify potential pornographic images. Skin and non-skin color models are constructed and exploited by constructing a Bayesian decision rule based skin detector. Several features are extracted from the output of skin detector which forms the features vector. The naive Bayesian classifier is trained on these features for both porn and non-porn classes. An experiment used Constructing Pornographic Images Detector based on naïve Bayesian classifier.
Introduction
Recent development of multimedia availability on the Internet has enabled Internet users around the world to access enormous amounts of video-, picture-, and audio-files. However, this has also led to new business opportunities for the adult -industry. Furthermore, due to this industry's aggressive marketing, it has become very difficult to avoid stepping a porn site from time to time, be it through web -surfing search results from a web search -engine. So, the detection of pornographic images can effectively prevent pornographic images from spreading on the Internet.
Many different approaches have been considered in the literature in order to detect pornographic images. Jones and Rehg [1] refer to an interesting application of skin detection which is part of a larger system for detecting people in photos. A person detector that worked reliably on Web images could be a valuable tool for image search services on the web and in digital libraries, as well as for image categorization. By taking advantage of the fact that there is a strong correlation between images with large patches of skin and pornographic images, the skin detector can also be used as the basis for image detector.
The first step in pornographic images detector is skin detection. The output of this detector is then used to extract features vector [2] [3] . The final task is then to find the decision rule on this features vector that optimally detects pornographic images from those not [4] [3] .
The features vector is computed for each image in the training set. Then it is used to train a classifier on these features to determine whether a nudity or pornography for any given image is present or not [1] .
The ANN adopted by Zheng et al. [2] takes the feature vector as input to MLP, and produces a real number (x) as output, which can be compared to a threshold (T) to decide whether the input vector color image is pornographic or not. Both Lin et al. [5] and Rowly et al. [6] use the features vector as the input of SVM ,which is considered as an excellent tool for classification with learning ability.
This research proposes a new approach of pornographic images detector by using naïve Bayesian classifier for detecting and filtering the pornographic images; while the skin detector is constructed by using Bayesian decision rule based skin detector.
Skin Detection
Skin detection can be defined as the process of selecting which pixels of a given image correspond to human skin [7] .
The detection of skin regions in color images is a preliminary step in several application, such as face detection and pornographic images detection [8] [4] .
The main goal of skin color detection algorithm is to build a decision rule that will discriminate between skin and non-skin pixels. This is accomplished by introducing a metric, which measures distance between the pixel colors to skin tone. The type of this metric is defined by the skin color modeling method. Many different methods for discriminating between skin pixels and non-skin pixels are available in the literature. These can be grouped in three types of skin modeling: Parametric, non-parametric and explicit skin cluster definition methods.
The explicit skin cluster classifier defines experimentally the boundaries of the skin cluster in certain color space [9] .
Zheng et al. [4] suggest using statistical approach in skin color segmentation. This approach can be subdivided into parametric approach (used by Lee and Yoo [10] , and non-parametric approaches (used by Jones and Rehg. [1] ). Parametric model approaches represent the skin color distribution in parametric form, such as single Gaussian method and mixture of Gaussian method, described by Vezhnevets et al. [11] , while elliptical boundary model is described and used by Lee and Yoo. [10] .
Parametric skin modeling methods are better suited for constructing classifiers in case of limited training and expected target data set. The generalization and interpolation ability of these methods makes it possible to construct a classification with acceptable performance from incomplete training data [11] . On the other hand, Jones and Rehg [1] use the non-parametric approach. The key of this approach is to estimate color distribution from the training data without deriving an explicit model of the skin color. The histograms are used to represent density in color space.
Bayes Classifier
The value of Pskin (RGB) computed in equation (1) is actually a conditional probability P(RGB|skin). This is a probability of observing a pixel of color (RGB), knowing that a skin pixel is seen. A more appropriate measure of skin detection would be P(skin|RGB) which is computed by Bayes rule [ Where, (T s and T n ) are the numbers of skin and non-skin pixels respectively.
Tretyakov [12] states that if the values of P(w) and P(RGB|w) are known for (W={skin,~nskin}), P(w|RGB) will be determined, which is already a nice achievement that allows to use the following classification rule:
If P(skin|RGB)> P(~skin|RGB) then (RGB) is classified as skin pixel, otherwise its classified as non-skin pixel. This is the so-called maximum a posteriori probability rule. Using the Bayesians' formula, the classification rule can be transformed to the:
If P(RGB|skin)/P(RGB|~skin)>p(~skin)/p(skin) then (RGB) is classified as skin pixel, otherwise it is non-skin pixel.
Chai, Bouzerdoum [13] and Tretyakov [12] define Bayes decision rule for minimum cost (loss, risk). This rule can be used to classify (RGB) into skin color class (w 1 ) or non-skin color class (w 2 ). Let (C ij ) denotes the cost of deciding (RGB Є w i ) when (RGB Є w j ). (C ij ) here represents the cost of correct classification when (i=j), and false classification when (i ≠j).
The Bayesian decision rule formula for minimum cost (Bayes' classifier) is [13] [3]:
Where, ٨٨ P(skin) skin) P(C C C C θ 11 21 22 12 ⋅ − − = ………………………..………………… 7 (θ) represents the adjustable threshold, where the costs of false classifications are manipulated by (C 12 and C 21 ) for false detection and false dismissal, respectively, while the costs of correct classifications (i.e. C 11 and C 22 ) are typically set to zero. This means that the final (θ) value is calculated by the following equation:
Pornographic Images Detector
When dealing with detection of nudity, it is important to have a good method of recognizing skin regions [14] . The first step in pornographic images detector is skin detection. The output of this detector is then used to extract features vector [2] . The final task is then to find the decision rule on this features vector that optimally detects pornographic images from those not [4] . The features vector is computed for each image in the training set. Then it is used to train a classifier on these features to determine whether a nudity or pornography for any given image is present or not [1] . In order to learn a classifier a set of lablled images are given D={(x i ,t i )}, x i ЄX, t i Є{0,+1}, where, (xi) represents the features vector for (image i ), (X) stands for the features vector for all images in the training set, and (t i ) indicates whether (image i ) is considered porn (t i =1) or non-pornographic (t i = 0) [15] .
The naïve Bayesian classifier [16] [17][18] is adopted and used as the decision rule to decide whether an image is pornographic or not. It is written in context of pornographic images detector as shown in the following equation:
Where, C={Porn,~porn}, and → X Represents the features vector. P(X i =x i |C=c) and P(C=c) can easily estimated as relative frequencies from the training set. Equation 10 estimates P(X i =x i |C=pon) and equation 11 estimates P(C=Porn).
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Where, (NPx) represents Number of pornographic images in pornographic images detector training set that have the feature (x) satisfies a predefined threshold, and (NP) represents the total number of pornographic images in pornographic images detector training set. The probability of porn image is:
Where, (NP) is the total number of pornographic images in pornographic images detector training set, and (NT) represents the total number of all images in the training set (pornographic and non-pornographic images). The flowchart in figure (2) illustrates the training phase of the proposed pornographic images detector which uses naive Bayesian classifier. It is trained on the features of pornographic and nonpornographic images.
The following decision rule is used to decide whether an image is pornographic or not.
Where (λ) is the threshold to distinguish between pornographic and nonpornographic images, which is determined empirically. Figure (1) illustrates the classification process of an image to show whether it is pornographic or not.
Features Extraction Process
Nude images can be detected by using combination of simple visual clues-color, texture, and elongated shapes -and class -specific grouping rules [19] . The features vector is composed of information about the color and size of skin regions. If no skin regions can be found, then the image is classified as non-pornographic. Among these features, composing a features vector, are: the average skin probability of the whole image [2] , number of skin regions in the image [2] [4] [3] , distance from the centroid of the largest skin region to the center of the image [5] , ratio of skin area to image area [8] , ratio of the area of the largest skin segment to the image [20] [3] , height and width of image, size in pixels of the largest connected component of skin [1] , and mean and standard deviation of the skin region [6] . The features can be broadly grouped into ones making use of skin color information, and others which don't.
Skin Independent Features
The size of an image acts as a fast and basic filter. If an image dimensions are below a predetermined threshold, for example 100 x 100 pixels, the image is automatically labeled as non-porn image. This image is probably a thumb. Most of the features for images that are smaller than 100 x 100 pixels can't be computed. These images are unlikely to contain recognizable pornographic-content in any case. Similarly, an image that contains only a limited number of colors (for example, less than one hundred) is labeled as non-pornographic image. This is because it is unlikely to be photographic image [8] [3].
Skin Dependent Features
Based on the strong correlation between pornographic images and large skin patches, features depending on skin are extracted after detecting skin pixels in the image [2] . The features vector is computed and used to train the proposed pornographic images detector. The skinbased features are more important, since pornography contains significant portion of skin pixels [5] . Several features depend on skin or not are described below [3] : 
Practical Part

Pornographic Images Detection System Structure
The structure of the proposed pornographic images detection system is shown in figure (1) . The first step is Size and Colors Analysis Filter. The second step is Skin detection and segmentation. The third step is the extraction of the features from the skin region obtained by the second step. The fourth step represents the naive Bayesian classifier takes two inputs; one is the features vector and the other is the probability values of training porn and non-porn images. The output on the other hand, is a real number (D), which can be compared to a threshold (λ). This comparison will decide whether the input color image is a pornographic image or not. The value of (λ) is determined empirically.
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One hundred and thirty six (136) images are used to train the pornographic images detector. These images are manually classified as pornographic and non-pornographic image sets. The pornographic set includes eighty nine (89) images whereas the non-pornographic set includes forty seven (47) images. The features of both sets are extracted and computed. These feature vectors are used to train the naive Bayesian classifier. Figure ( 
Skin and non-Skin Histograms
The histogram of an image represents the relative frequency of the various colors occurrence in that image [21] . Umbaugh [22] considers it as the distribution of the colors in an image. The skin and non-skin histograms of this work are constructed by using RGB color model. Each channel has 256 bins. This means that the histogram has 16777216 colors In order to reduce computation time, and memory spaces, a 256 x 256 x 256 colors is quantized into a 128 x 128 x 128= 2097152 colors in RGB color space. Each channel of both histograms (skin and non-skin) is divided into (128) bins. Each bin in a histogram stores an integer which represents the number of times that color value occurred in the skin classifier training set. The training data set contained (251) photos are used to build skin and non-skin histograms. The images in this set have been manually separated into ones containing skin (119 images) and others not containing skin (132 images). Skin pixels have been manually labelled in the set of skin images.
Bayesian Decision Rule Based Skin Detector
The state -of-art relating to skin -tone detection in images is based on probability distribution in color spaces. Typically to decide whether a pixel belongs to a skin -region is made on the basis of only pixel-color value. The skin and non-skin histogram models are used in training phase of skin pixel classifier. Given a skin and non-skin histograms, the probability of each color value in both histograms could be computed by using equations 13, and 14 respectively. 
For each color (rgb) in both histograms P(rgb |skin) = skin[rgb]/T s P(rgb | ~skin) = ~skin[rgb]/T n
Saving all probabilities to be ready for using through classification phase END T s ,T n is computed by counting number of pixels in skin and non-skin histograms respectively
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Loading the probabilities of each color in skin and non-skin histograms
Compute
D=P(rgb|skin)/P(rgb|~skin)
Put 
Evaluation Metrics
A skin detection process is never perfect and different users use different criteria for evaluation its performance. General appearance of the size zones detected is one of the evaluation criteria. In order to quantify the performance evaluation, True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) are computed for all pixels in "Skin classifier testing set" through testing skin detector. (FP) is the proportion of non-skin pixels classified incorrectly as skin. On the other hand, (TP) is the proportion of skin pixels classified correctly as skin. (TN and FN) are the complements of (FP and TP) respectively. Four metrics are used to evaluate the performance of skin detector. [ The performance of skin detector can be quantified by computing the ROC (Receiver Operating Characteristics) curve [23] which measures the threshold-dependent trade-off between false positive rate and true positive rate.
Results of Pornographic Image detector
The experimental results are presented to show the effectiveness of the proposed pornographic images detector which is based on naïve Bayesian classifierl. All the experimental results obtained throughout the constructing, implementing, and testing of the pornography images detection, are described and analyzed in this section.
Skin Detector Testing
The implementation of skin detector is tested in different images with simple and complex backgrounds, indoor and outdoor, image size and skin colors. The experiment is performed on "Skin classifier testing set", which includes (260) uncontrolled (different illumination, captured quality, distance to camera, etc.) images. Each of the first (171) images contains an arbitrary number of pornography images and images containing an arbitrary number of people and faces. The other (89) images contain no people (no skin pixels). Images with objects that present skin-like tones (such as red flower, a dog, chocolate, etc.) are included too.
The testing classifier set has been used to demonstrate the skin detector performance at various threshold values. The effect of threshold values on detection results is demonstrated in figure (5) . The value of threshold is determined empirically so as to reduce the amount of false detection. The original image is shown in figure (5 g) . The images shown The detector tends to fail on highly shadowed or over exposure skin. Figure (7 b) shows example of the former type of failure, whereas figure (7 d) shows that latter one. The performance of the detector on non-skin pixels is shown in figure (9) . The false detection in images (figures (9 b), and (9 d) are sparse and scattered while no false detection pixels are obtained in images. 9 e and f). 
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More problematic are images with wood, copper colored metal or chocolate (figure.10) as they contain colors often occurring in the skin model and are difficult to reliably discriminate. This result is fairly dense sets of false positives.
Skin Detector Evaluation
In order to evaluate the performance of Bayes decision-based skin detector, the number of skin pixels detected correctly must be known (TP). The evaluation metrics are used for six different threshold values (0.02, 0.2, 0.4, 0.6, 0.7, and 0.8). The figure (11) illustrates the evaluation values (sensitivity, precision, specificity, accuracy and error) based on the number of pixels. The performance of Bayesian decision rule-based skin detector at different threshold values are summarized in the ROC as shown in figure (6.12). The axis labeled "Rate of true positive" gives the fraction of pixels classified correctly as skin (sensitivity), while "Rate of false positive" gives the fraction of non-skin pixels classified incorrectly as skin (1specificity).
Considering the unconstrained nature of Internet images, the performance of the skin detector is surprisingly good. The best performance can detect (94.29%) of skin pixels with a false positive rate (6.48%), by using Bayesian decision rule -based skin detector. These rates correspond to the marked point on the ROC curve where the Euclidean distance to the optimal performance point (0,1) is the minimum distance. The threshold value that satisfies the best performance is 0.6.
Another scalar measure of detector performance is the area under ROC curve. An area of (1) represents a perfect detector, while an area of (0.5) represents a worthless detector. The closer the curve follows the left-hand border and then the top border of the ROC space, the more accurate the detector is. The true positive rate is high and the false positive rate is low. Statistically, more area under the curve means that it is identifying more true positives while minimizing the false positive rate as shown in figure (6.12). 
Figure (6.12): ROC curve of Bayes decision rule-based skin detector
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Although there is no ability to locate any two papers which used the same test sets, it may be useful to examine the reported results which have been published. The performance of the Bayes decision rule basedskin detector in this thesis is compared with the performance of other skin detectors. The TFOM (Bethe Tree Approximation of First Order Model) model proposed by Zheng et al. [2] can detect (72%) of skin pixels with (5%) false positive rate. Whereas, the proposed Bayesian model by Jones et al. [1] can detect (69%) at the same false positives. It also can detect (80%) of skin pixels with (8.5%) false positive rate, or (90%) correct detection with (14.2%) false positives. The recall rate of pixel based skin color classification proposed by Gasparini et al. [9] is (92%) while the precision equals (39%). The best performance of the Bayes decision rule based-skin detector can detect (94.29%) of skin pixels correctly with false positive equals to (6.48%). The values of precision, specificity and accuracy equal to (81.58%, 93.52%, 93.7%) respectively. These values indicate that the Bayes decision rule based-skin detector outperforms all the skin detectors mentioned above.
The Pornographic Images Detector Testing
Testing experiments of pornographic images detector are described in this section. "Pornographic images detector testing set" contains (154) images which are used to test the pornographic images detector performance. The testing set is divided into two groups; the first includes (94) pornographic images only and the second (60) non-pornographic images. In the testing set, a features vector based on the output of skin detector is computed for each image. The decision rule in equation 12 is used on features vector that optimally separates pornographic images from non-pornographic. To determine the best threshold value several experiments have been done on the testing set, using different threshold values. The best results are obtained when the threshold value (λ) equals (0.4). The first row of figure (13) shows several non-pornographic images correctly classified, while the second row of the same figure shows some of the pornographic images correctly classified. 
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The pornographic images in figure (14 a) are not correctly detected as far as the skin appears almost white due to over exposure, and thereby most of the skin is not detected. Since some areas of the body are covered with cloth, the skin rate of the tested image is to be minimized. The pornographic image in figure (14 b ), on the other hand, is not correctly classified since it has more than one skin region area. The horizontal -or the vertical-window includes neither high rate of skin pixels nor high rate of skin connection pixels. Besides, the maximum skin region of this image does not satisfy that of pornographic images.
The image in figure (15 a) is benign, yet is incorrectly detected as pornographic since the cloth take a skin-like color. Whereas, the image in figure (15 b) which is a portrait is incorrectly detected as pornographic due to the many skin pixels it exposes.
The dark pornographic images are not correctly detected. The dark skin regions are as similar as the shadow skin region that skin detector could not correctly detect as skin. Figure (16) shows the dark skin images incorrectly classified as non-pornographic. 
The Pornographic Images Detector Evaluation
The pornographic images detector performance is evaluated by using the same approach as in the evaluation of skin detector. In order to quantify the performance evaluation of pornographic images detector, TP, FP, TN and FN are computed on all images in "Pornographic images detector testing set" through testing the pornographic images detector. (FP) represents the number of non pornographic images incorrectly classified as pornographic. On the other hand, (TP) represents the number of pornographic images correctly classified as pornographic images. (TN and FN) are the complements of (FP and TP) respectively. The recall, precision, specificity, and accuracy metrics are used to evaluate the performance of pornographic images detector as described in section 4.4. Eighty six (86) out of ninety four (94) images (91.48%) containing pornography are correctly detected. And (56) out of (60) images (93.33%) containing no pornography are correctly detected. The FP rate is (6.67%). The statistical summary of the evaluation pornographic images detector performance is shown in table (1) . Evaluation metrics (sensitivity, precision, specificity and accuracy) are summarized in table (2) . 
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High sensitivity means that the detector is highly sensitive as to pornographic features. Whereas, precision equaling (95.55%) indicates that several non-pornographic images are detected as pornographic. The behavior of the pornographic images detector is to detect high rate of pornographic images in addition to a few rate of false positive. The specificity value is confirmed numerically that the rate of false detecting is low. This means that the pornographic images detector detects (6.67%) of non-pornographic images incorrectly as pornographic images. Finally the error rate is (7.8 %) . This means that the detector detects (7.8%) of all images incorrectly as pornographic images or non-pornographic images. Since there is no Naive Bayesian based pornographic images detector published, the performance evaluation of the proposed pornographic images detector is compared to that of the systems published. The pornography detector proposed by Lin et al. [5] has the total accuracy of (74.61%), false positive rate equals (34.98%) and false negative rate of (13.98%).
The FP and FN rates could be estimated from the ROC curve for the adult image detector performance proposed by Zheng et al. [4] . These rates equal (9% and 20%) respectively. Finally, Liang and et al. [8] proposed a system for the detection pornographic images by using multiple features derived from skin regions with MLP neural network classifier. The error rates obtained from two different experiments equal (18% and 11%) respectively. The sensitivity (recall), precision, specificity, accuracy, error and false positive rate of the proposed pornographic images detector equal to (91.48%, 95.55%, 93.33%, 92.2%, 7.8%, 6.67%) respectively. Comparison between the performance of the proposed pornographic images detector and those published indicates that the proposed detector outperforms all the above-mentioned pornographic images detectors.
Conclusion and Future Work
Conclusions
The pornographic image detector based on the naive Bayesian classifier represents the visual anti-spam filter. This filter is evaluated over a data set consisting of (94) pornographic images and (60) nonpornographic images by using sensitivity, precision, specificity and accuracy metrics. The performance evaluation of the pornographic images detector shows a detective rate of (91.48%), high total accuracy of (92.20%), true positive of (91.48%), false -alarm rate of (6.67%), and miss detection of (8.52%) when the threshold value (λ) equals (0.4). The following conclusions are obtained throughout both testing and evaluating of pornographic images detector:
Future Work
This research suggests several interesting points for future work as follows: 1. The current implementation of pornographic images detector uses only the skin region features and simple informal observation features. The performance could be improved substantially by techniques such as adding a face detector. This detector would be useful in avoiding some of false positives; for example, full-face portraits are classified incorrectly as pornographic images since they are including many skin pixels. 2. The skin pixels detector of this work is based on Bayesian decision rule. The obtained results are promising, but more promising results require further studies on other methods like detecting skin regions based on skin texture.
