Abstract-The efficient implementation of connected filters is an important issue in signal processing. A typical example is the cascade of two filters, e.g., an adaptive filter with a time-invariant prefilter. The filtering and adaptation is carried out very efficiently in the frequency domain whenever filters with many coefficients are required. This is implemented as a block algorithm by using overlap-save or overlap-add techniques. However, in many real-time applications also, a short latency time through the system is required, which leads to a degradation of the computational efficiency. Partitioned frequency-domain adaptive filters, also known as multidelay adaptive filters, provide an efficient way for the filtering and adaptation with long filters maintaining short processing delays. This paper shows a computationally efficient way of implementing two or more partitioned frequency-domain filters in cascade or in parallel when their filter lengths are large. The methods presented require only one fast Fourier transform (FFT) and one inverse fast Fourier transform per input and output port, respectively. The FFT size can be even smaller than the length of the filters. The filters can be either time invariant or adaptive.
I. INTRODUCTION

A. Problem Description
A DAPTIVE algorithms are used nowadays in many applications related to acoustics or communications. In some cases, time-invariant or adaptive finite-impulse response (FIR) filters are required with many hundreds or even thousands of filter coefficients, e.g., echo cancelling [1] , active noise control [2] , or multichannel blind deconvolution [3] , [4] . In such situations, the filtering and adaptation is usually carried out in the frequency-domain using block processing with overlap-save or overlap-add techniques [5] . Computationally efficient block algorithms use a large block size and avoid a large overlap between two succeeding input blocks. This results in a large processing delay through the system, which might be unacceptable for many real-time applications. One way to reduce the processing delay is to increase the overlap between two input vectors, but this leads to a degradation of the computational efficiency. Partitioned frequency-domain filters, also known as multidelay filters, provide a way out of this problem. They have a short system delay and can be implemented efficiently [6] - [9] .
They can even be implemented for filter lengths exceeding the size of the fast Fourier transform (FFT).
Another typical situation occurring in adaptive filtering is when two FIR filters are connected in cascade:
. One of them is time invariant and the other adaptive, which is the reason not to combine them into a single filter. This situation occurs, e.g., in adaptive beamforming [10] , [11] , where a time-invariant filter is used to calibrate a sensor and is followed by an adaptive filter. In other acoustical applications, e.g., teleconferencing systems, two adaptive systems are connected together, an echo canceller and a multichannel blind deconvolution stage [12] - [15] . Both contain adaptive filters but with different update strategies. This makes it difficult to combine the filters into a single adaptive filter with a joint update equation.
This paper presents a computationally efficient implementation of two or more long FIR filters in cascade or in parallel by using filter partitioning, for applications in which a small processing delay between the input and output of the system is required. Update equations are given for the case where the filters are adaptive. The outline of the paper is as follows: in Section II the frequency-domain least mean square (LMS) is described, in Section III filter partitioning and the partitioned frequency-domain LMS is introduced, Section IV contains the main contribution of this paper and describes how partitioned filters can be combined efficiently in cascade, parallel, or in a combined fashion. In Section V, the computational complexity of the proposed algorithms are investigated, and in Section VI a simulation example is given.
B. Notation
The notation used throughout this paper is the following. Vectors are underlined, matrices are boldfaced, vectors and matrices in the time domain are written in lower case, and vectors and matrices in the frequency domain are written in upper case. is a projection matrix, is the DFT matrix of dimension where is the size of the DFT or FFT, i.e., for and . Matrix and vector transpose, complex conjugation, and Hermitian transpose are denoted by and , respectively.
denotes an element-wise inversion of a vector or a matrix. The element-wise multiplication of two vectors or matrices is denoted by . The sample and block indices are denoted by and , respectively, where is the block length. The identity matrix is denoted by , a vector or a matrix containing only zeros are denoted by and , respectively. Filter polynomials are given in the -domain where and are the sample forward-shift and sample delay operator, respectively [16] , [17] , e.g., and . gives the degree of a polynomial in . All filters considered in this paper are FIR.
denotes the expectation operator. Rounding to the next smaller or larger integer is denoted by and , respectively, and is the remainder when is divided by the nonzero integer . Vector or matrix dimensions are given in superscript.
C. Time-Domain Filtering
FIR filters are given as filter polynomials , where , or as filter vectors . The two forms are related as follows: (1) denotes the number of filter coefficients and (2) is a vector containing increasing powers of the delay operator and has the appropriate dimension. In the following, (1) is used in both directions meaning that if a filter is given by a filter polynomial , the corresponding filter vector is also uniquely defined by (1) and (2), and vice versa. Using (1) and (2), the filter operation in the time domain is defined as
If is adaptive, then the filter can be updated with a timedomain LMS algorithm (6) (7) where is the desired output signal.
II. FREQUENCY-DOMAIN FILTERING AND ADAPTATION
A. Frequency-Domain Filtering
In some acoustical applications, FIR filters are used with many hundreds or even thousands of filter coefficients. In those cases the filtering as well as the adaptation are carried out in the frequency domain using a block algorithm with overlap-save or overlap-add techniques for reasons of computational efficiency [5] . For a block implementation of the filter operation in (3), the following vectors in the time domain are defined for the overlap-save method:
The vector is padded with zeros to have length . Next, the input vector and the filter coefficient vector are transformed into the frequency domain, i.e., (11) and , respectively. Of course, the FFT is used here for a fast implementation. The linear convolution in the time domain is now replaced by an element-wise multiplication between the input and filter vector in the frequency domain (12) (13) (14) Strictly speaking, (12) performs a cyclic convolution between and in the time domain. But as is zero padded, at least output samples belonging to the corresponding linear convolution between and can be obtained from every block . The output projection matrix in (13) is used to extract those output samples. The FFT size thereby has to fulfill [5] (15)
Here, has been used in the derivation of the algorithm for simplicity.
B. Frequency-Domain Adaptation
In the case where is an adaptive filter, the update of can be carried out in the frequency domain as well by using a frequency-domain LMS (FDLMS) [18] - [22] . To do so, the adaptation error is constructed in the time domain (16) with being the vector containing the desired output samples in block . The error signal is then transformed into the frequency domain, where it is used in the update equation of the FDLMS (17) (18) (19) Here, the filter projection matrix is used to guarantee that remains padded with zeros after every adaptation step in the time domain as in (8) . If the premultiplication with is omitted in (18) , the algorithm is known as the unconstrained FDLMS (UFDLMS) [23] .
The step size of the adaptation can be adjusted in every frequency bin with . Usually, a bin-wise step-size normalization is used to speed up the convergence rate [23] (20) (21) (22) where is a vector containing the bin-wise power estimation of and is a forgetting factor. 
III. PARTITIONED FREQUENCY-DOMAIN FILTERING AND ADAPTATION
A. Partitioned Frequency-Domain Filtering
Instead of increasing the overlap between two succeeding input vectors and of the block algorithm, filter partitioning can be applied to reduce the processing delay. To do so, the number of filter coefficients of must be a product (23) of three positive integers, where is the number of filter partitions, is the number of filter segments per filter partition, and is the block length of the algorithm. Finding a suitable set of , and is a system design task, and an example is given in Section V.
Usually, and are specified only roughly and may have to be adjusted slightly to find a sensible choice of and , such that (23) is fulfilled. Often, the FFT size is chosen as a power of two, and is sometimes given by hardware restrictions. The sampling period and the maximum tolerable system delay specify an upper bound on the block length , given by . Here, the assumption is made that the time of a whole block is needed for the computation of the filtering and adaptation. As has to be available at the beginning of the block , and is not available until the end of block , a second block is required to collect the input samples in in (9) , and to simultaneously give out the output samples of in (10) . Note, the total group delay of the system consists of the sum of the latency time of the system and the group delay of the filter . Methods to avoid the latency time through the system were described in [24] , [25] .
Next, the filter is subdivided into filter partitions, each of length , as seen in Fig. 1 (24)
where has length . Note that with (25) , the filter partitioning in (24) is uniquely defined. If (24) is used in (3) and the delay operator is applied to , then (27) 
Equation (28) can be formulated as a block algorithm and transformed into the frequency domain in a way similar to that described in Section II. For the case where (30) is adaptive, (12) becomes
From (28) to (32), we used the equivalence of and as a consequence . The need for the filter-partition length to be a multiplicative of the block length is now seen. The vector has already been computed blocks earlier. Therefore, only the latest input vector needs to be computed at block index , while the remaining input vectors in (32) are already available from previous blocks. If cannot be written as , the terms will appear in (32) for an arbitrary , whose FFT has not been computed previously. Since the summation in (29) is now carried out in (31) in the frequency domain, only one inverse fast Fourier transform (IFFT) is required to obtain the output vector of the actual block , by using (13) . This is similar as without filter partitioning. The constraint on the minimum required FFT size now depends on the length of the filter partition and not on the length of the filter (33) The minimum FFT size required is now much smaller than that given by (15) , where no filter partitioning is applied, especially in the case of a small block size and a large filter length . An interesting property of partitioned filters is that the FFT size can be chosen even smaller than the length of the filter . This is not possible for the conventional overlap-save or overlap-add algorithms, indicated by (15) . This makes filter partitioning a powerful tool in the case where is given or upper bounded, e.g., by hardware restrictions. The whole partitioned filter algorithm is now defined by (9)- (11), (13), (14), (26), (30), (32) , and (33), where is used for simplicity. Fig. 2 graphically shows the derivation of the algorithm.
Note that choosing results in the frequency-domain filter algorithm described in Section II, and corresponds to filtering in the time domain (5) . This makes a tradeoff parameter, dividing the computation of the filtering and adaptation between the time and frequency domain. Thus, filter partitioning can be seen as a natural extension to filtering in the frequency domain. In the case where nonuniform filter partitioning is applied [26] , (23) changes to (34) where is the number of filter segments of partition .
B. Partitioned Frequency-Domain Adaptation
If the filter is adaptive, the corresponding update equations for the filter partitions in the frequency domain are obtained by using the partitioned frequency-domain LMS (PFDLMS) (35) (36)
The FFT size used in (36) for the filter projection matrix is now also much smaller than that of in (19) , i.e., without filter partitioning. However, more FFT and IFFT operations are required for the adaptation if filter partitioning is applied. This is because for every block , each filter partition is transformed in (35) with into the time domain and back into the frequency domain, in order to zero pad the last elements of . A possible reduction in the number of these operations is to omit the filter projection operations in certain blocks , while accepting the fact that wrap-around effects of the overlap-save algorithm may slightly disturb the output signals. However, for small step sizes, the last elements of , which should ideally be zero, cannot deviate much from zero if the filter projection is left out in an update step. Taking this into account, the filterprojection operations can be organized in an alternating manner such that the premultiplication with in (35) is carried out for only one partition in block . The remaining filter partitions are updated with (35) without the premultiplication with . To this end, is redefined as otherwise (37) with . Now, with (37), only one FFT and IFFT are effectively required for the update (35) if alternating filter projections are applied, regardless of the number of filter partitions (see [27] , [28] ).
Note that since without alternating filter projections, alternatively could be used instead of (35) for the update of the filter partitions , with the same computational complexity. However, if alternating filter projections are used, i.e., 
from (37) is used, (35) has the advantage that update errors caused by omitting the zero padding of do not propagate by more than blocks. To speed up the convergence rate of the adaptation, the bin-wise power normalization of the step size can be extended to the PFDLMS with (38) where is taken from (20) and (21), or if a different step size for the update of every filter partition is chosen
where is defined in (21) . Using (38) has the advantage that in (35) the terms have already been computed for and therefore only needs be computed in block .
IV. CONNECTING FILTERS
A. Cascade of Two Filters
First, the case where two or more filters are connected in cascade is considered. A simple example is shown in Fig. 3 where, for some reason, two filters are separately connected in cascade. The concatenation of two filters in the time domain corresponds to a multiplication of their filter polynomials, i.e.,
where and
Obviously, both filters could be handled separately, e.g., if one of the filters is short and the other long, the longer one could be transformed into the frequency domain as described in Section II, while the shorter one would be left in the time domain. If both filters are long, both may be transformed into the frequency domain. Instead of computing the intermediate signal in the time domain before passing it on to the second filter, as shown in Fig. 3(a) , can be used as the input to the second filter as shown in Fig. 3(b) . To this end, the filter vectors and have to be padded with zeros before being transformed into the frequency domain in order to have equal length , similar to (8), i.e., (42) (43)
The convolution in (40) can be replaced by an element-wise multiplication of the filter vectors in the frequency domain (44) Replacing in (12) with (44) leads to the new filter equation (45) as shown in Fig. 3(b) . The filtered output samples in the time domain can be obtained with (13) and (14) . Here, the constraint on the minimum FFT-size required for two frequency-domain filters in cascade is derived when (41) is used in (15) (46) which is exactly the same as in (15) . Obviously, combining and to a single filter with (44), and then using (12) , is more efficient than applying (45) to every block . However, in the case where, e.g., is adaptive, indicated by the temporal index , (45) is calculated for every block as . The update equations for are (16) , (17), and
To speed up the convergence rate of the adaptation, the bin-wise normalization of the step size now depends on the estimated power of and not of (49) (50) (51) Obviously, the order in which the filters and are arranged can be interchanged for the filtering. However, the adaptation of is preferable, because the intermediate signal , which is used in (51) for the step-size normalization, is already available from the filtering (45). Note that the error signal is obtained from the output and not from .
B. Cascade of Two Partitioned Filters
The filters and in (40) can be partitioned similarly to (23)- (25) , with different numbers of filter partitions and filter segments per partition (52) (53) Fig. 4 . SISO system with two partitioned frequency-domain filters in cascade: b(q ) is constant and a(q ) is adaptive. a(q ) and b(q ) are partitioned with P = 2 and P = 3, respectively. The error signal used for the adaptation of A [k] is derived in the time domain and then transformed into the frequency domain. The dashed lines show how the desired output signal is generated for the example in Section VI, such that a(q )b(q ) adapts toward q , a simple delay of d time samples.
Here, the filter lengths of and are assumed to be multiplicatives of the block length and can therefore be written as (54) (55) Again, the choice of and , which then determine and , belongs to the system design. The product of two filter partitions in (53) can now be handled similarly to (40). Using (53) in (3) and transforming the filtering into a block frequency-domain algorithm, similar to the steps from (24) to (32), we obtain (56)
It is important to note that every term in the sum of (56) consists of an element-wise multiplication of two filter partitions. This reveals that in every signal path from to there are, except for a delay, exactly two filter partitions in cascade, one from filter and one from . This is the same situation as in (45), where two filters are placed in cascade. As the lengths of the filter partitions and are and , respectively, the new constraint on the minimum FFT size required to get output samples for every block is obtained from (46), i.e.,
This is a weaker constraint than (46), especially if either or (or both) is much larger than the block length . A useful property of (56) is that only one FFT operation is required for every block to obtain the latest input vector , whereas the other input vectors have already been computed in previous blocks. Nevertheless, the summation in (56) can be implemented more efficiently if (52) is transformed directly into a block frequency-domain algorithm
With (58), the intermediate signal vector is defined. The filtering with (56) requires vector additions and element-wise vector multiplications, whereas with (58) and (59), the filtering requires vector additions and element-wise vector multiplications. As with equality if or and with equality if , (58) and (59) require fewer operations than (56) if at least one of the filters is partitioned. If, for some reason, more than two filters are connected in cascade, they can be partitioned in a straightforward manner according to the steps from (52) to (59).
If is adaptive, then the filter partitions can be updated with the PFDLMS (16), (17) , and (60) (61) Fig. 4 shows the signal-flow diagram of (58) and (59) in the case where is constant and is adaptive. To speed up the convergence rate, a bin-wise step-size normalization with and (49) can be used. For small step sizes, alternating filter projections can be used to reduce the computational complexity of the filter update.
C. Filters in Parallel
We now consider the case in which filters are connected in parallel, see Fig. 5 (a) . By parallel, we mean that there are different input signals , each being filtered with a channel filter of length and the output of these filters is linearly combined into a single output signal The filtering of all channels can be transformed into the frequency domain similarly as in the single input-single output (SISO) case described in Section II. To this end, the input signal vectors (65) are built and then transformed into the frequency domain, i.e.,
The filter vectors are defined according to (8) , and then padded with zeros so that they all have equal length , i.e., (67) is the filter vector coresponding to in (1) with length . With , the filters are transformed into the frequency domain. The filtering and summation in (62) and (63) are then both carried out in the frequency domain (68) (69) This has the advantage that the output vector (10) can be obtained with (13) and (14) by using only one IFFT [see Fig. 5(b) ].
In the above derivation, we assumed that every channel filter can have a different length , but use the same block length and FFT size for the filtering in the frequency domain. Thus, the minimum required FFT size has to fulfill (15) for every filter length (70) In the case where the filters are adaptive, they can be updated by a MISO-FDLMS. As in the SISO case, the error signal is built with (16) and (17) . The update equation for the filter in channel is (71) where (72) is the filter projection matrix of channel . Note that the same adaptation error vector is used for the update of all channel filters. Therefore, only one FFT is required here, regardless of the number of channels . With the help of , the step size of every frequency bin in each channel can be adjusted individually. A convenient choice is a bin-wise power normalization of the step size for every channel with (20) and (21), e.g., with . For small step sizes in , the computational complexity can be reduced significantly by using alternating filter projections in (71). To this end, the premultiplication with in (71) is applied in block only for one channel in a cyclic manner. The other filter vectors are updated with (71) but without the premultiplication with . To this end, is redefined as otherwise (73) with . In doing so, only one FFT and IFFT are effectively required for the update in (71), regardless of the number of channels . 
D. Partitioned Filters in Parallel
The channel filters can be partitioned individually following the steps in (23), (24) and (25) . Since each filter can have a different length , (23) now becomes
The same block length is taken here for all input channels in order to maintain a single block rate in the whole system. The choice of and is part of the system design. The partitioning of the filters then becomes 
Equation (81) is then formulated as a block algorithm and transformed into the frequency domain similarly to the steps from (29) to (32), i.e.,
with . The summations in (81) are now carried out in (83) in the frequency domain. Thus, the output of the system can be obtained with (13), using one IFFT only.
Since the same FFT size is used for all channels, (33) must be satisfied for all filter-partition lengths (84) (85) (86)
In this general form, each channel filter is partitioned individually, except that it has the same block length and FFT size . To obtain a more regular filtering in (83), the same number of filter segments can be chosen for the partitioning of each channel filter, e.g., . The number of filter partitions of channel is then chosen to be the smallest integer number, such that (87)
The effective channel filter length can then become even larger than the specified length . However, the efficiency of the algorithm, in terms of vector additions and element-wise vector multiplications in (83) is at least as good as with different choices of because (88) The left inequality holds because of (74) and (87), and the right inequality holds because we defined to be the smallest integer such that (87) holds. Thus which indicates that fewer or the same number of vector additions and multiplications are required in (83) if the same number of filter segments is chosen in all channels. Fig. 6 shows a realization of (83), where all channel filters have equal length and are partitioned with (23) ( for ). For the case that the lengths of the channel filters have a large variation, the filtering in the frequency domain can become inefficient for the channels with smaller filter lengths, because from (70) the largest channel filter determines the minimum required FFT size . This is different when the channel filters are partitioned and have the same number of filter segments , because then the minimum required size of the FFT only depends on , see (85). If some channel filters are shorter than others, fewer vector additions and element-wise vector multiplications are needed in (83), because shorter filters have a smaller number of filter partitions than longer filters. In the case where the channel filters are adaptive, the corresponding filter partitions can be updated by using a MISO-PFDLMS. The error signal is obtained from (16) and (17) and is used for the update of all filter partitions in all channels. Thus, also in the MISO case, only one FFT is required to transform the adaptation error vector into the frequency domain, regardless of the number of input channels . The update equation for partition in channel is (89) (90) If the same number of filter segments is chosen in all channels, e.g., , the filter projection matrix from (36) can be used in (89) for all instead of (90). The step sizes of the adaptation can be adjusted with in every frequency bin in partition and channel . A reasonable choice is a channel-wise power normalization with (20) , (21), and (38), e.g., with and (91) The number of FFT's and IFFT's required in (89) can grow considerably for large and , due to the filter projection matrix . As in (37) for the SISO-PFDLMS, and (73) for the MISO-FDLMS, alternating filter projections can be applied here also for the MISO-PFDLMS for small step sizes. In block , the premultiplication with in (89) is then carried out only for one pair of and . In this case, is redefined, as in (92), shown at the bottom of the page, for and . With this technique, only one FFT and one IFFT are effectively required for the update of all filter partitions, regardless of and . For simplicity, the assumption was made in (92) that each channel contains the same number of filter partitions . For the general case, where each channel filter has a different number of partitions, (92) becomes slightly more complicated to describe.
An application of MISO filter partitioning was given in [28] , where the MISO-PFDLMS was used to adapt the channel filters of an adaptive beamformer.
The extension to a multiple input-multiple output (MIMO) algorithm is straightforward for filtering. It can be handled similarly to having several MISO systems which share the same input signals. However, care must be taken for the adaptation. In applications where a desired output signal is given for each output channel, e.g., stereophonic echo cancellation [29] ; also, the adaptation can be handled as having several MISO systems in parallel. However, in other applications, e.g., multichannel blind deconvolution, where the desired output signal is built from the output signal itself, cross coupling between the channel outputs must be introduced for the adaptation, to prevent a separated source signal from appearing at more than one output.
E. Combining Partitioned Filters in Parallel and in Cascade
Finally, a further combination of connected filters is shown in Fig. 7 . The filters and are in parallel, followed by in cascade. The filtering in the time domain is described as
This structure is used if two filters in parallel have common roots. These are then placed into , which reduces the order of and . Another situation occurs by combining noise cancelling and adaptive beamforming [10] , [11] , where is a constant target-signal filter [30] , otherwise , and d(q ) are partitioned into P = 2; P = 3, and P = 2, respectively. All filters shown here are time variant. is an adaptive filter of the beamformer, and is a postfilter which is used for dereverberation and noise reduction. As and are usually quite long filters, they can be implemented and combined efficiently with partitioned frequency-domain filters, as shown in Fig. 8 . Transforming (93) into the partitioned frequency-domain yields , respectively, can be different; however, both should be a multiple of the block length . This is for the same reason as described before, namely that only one FFT operation per filter input is required for every block and . The other input vectors in (95) are available from previous blocks. The constraint on the minimum FFT size required to obtain output samples at every block becomes in this case (96)
For efficiency reasons, and should be chosen to have the same value.
A complex network of several filters can be decomposed into smaller building blocks, each containing either filters in parallel or in cascade. These smaller blocks can then be partitioned by the methods given in this section.
V. COMPLEXITY ANALYSIS
In this section, the computational complexity of the MISO-PFDLMS algorithm is compared with that of the MISO-LMS. The complexity of the SISO-PFDLMS is obtained for . For , the PFDLMS degenerates to the FDLMS. The complexity is defined here as numbers of real additions and numbers of real multiplications . In Table I , the complexity of the MISO-PFDLMS and MISO-LMS are given for the corresponding equations. A multiplication of a real and a complex number equals two real multiplications, e.g., . and denote the number of complex additions and multiplications, respectively, and are related by and . Multiplications by zero, one, or minus one (negation) are not taken into account. Subtractions are counted as additions. An FFT or IFFT operation is denoted by where . The complexity of the step-size normalization is not taken into account. Equation (91) is used for the analysis of (89) and the fact that is a real-valued vector. Hence, to be fair, the PFDLMS is compared with an LMS and not a normalized LMS. For the comparison, we calculate the ratios between the number of real additions and real multiplications to obtain output samples, i.e., (97) (98)
As an example, we assume that we have the following specifications, which are typical for a real-time acoustical application: all channel filters have equal length , where and the maximal tolerable block length . The task is now to find a suitable parameter set of and which fulfills , and yield a small and . To do so, and were evaluated for and . For every is chosen. The FFT size is then chosen to be the smallest power of two which satisfied . For a fair comparison, the PFDLMS is compared with an LMS of length . Fig. 9 shows graphically the partitioning parameters and , and the obtained complexity ratios and , versus the number of filter partitions for and . If no alternating filter projections are applied, the greatest complexity reduction is achieved with filter partitions. However, with alternating filter projections, gives the greatest reduction for the SISO case (see also Table II) . For , the complexity reduction is even larger for the case where alternating filter projections are applied. However, in the MISO case, each filter partition is padded with zeros only every blocks, which makes it preferable to choose a partitioning with a small , although there might exist a more efficient algorithm with a larger .
In a second step, an exhaustive search is performed to find the smallest achievable and for the same specifications as above, allowing alternating filter projections. Surprisingly, the lowest values are obtained with a much smaller block length than , and also a smaller FFT size. With and , the computational complexity can be reduced to be only about 17% of the apropriate LMS (see Table II ). In this analysis we do not make use of the fact that, for real-valued input data, all transforms are symmetric and require only about half of the additions and multiplications. In doing so, the computational complexity of the PFDLMS can be further reduced by approximately a factor of two. Note, the shorter the block length , the harder it is to find an efficient algorithm for a given filter length .
The FFT size has a strong influence on the convergence behavior because of the decorrelation property of the DFT. If is chosen too small, the DFT can not decorrelate the input signals enough, leading to a degradation of the convergence rate [1] , [27] . A large helps to obtain a fast convergence rate. Therefore, if different possible combinations of and achieve about the same computational complexity reduction, the preferred combination is the one with the largest FFT size . Furthermore, if alternating filter projections are used, a small is also desirable, because then the filter projection operations are carried out more often for every filter partition.
VI. SIMULATION
In this section, we analyze the concepts of combining several frequency-domain filters presented in this paper. To this end, we set up a simulation example with two filters in cascade, as shown in Fig. 4 . The constant filter is chosen randomly and is adapted such as to converge toward a delayed inverse of . Thus, the overall transfer function after convergence becomes . A delay of time samples is introduced to allow a noncausal expansion of for the case where is nonminimum phase. The general setup is chosen as follows: the input signal sequence is white Gaussian noise with unity power. The timeinvariant filter is normalized such that . The adaptive filter is initialized to . The filter lengths are and . The sampling frequency kHz, and the block length is chosen . The initial power estimation, used for the step-size normalization of in (49), was set to . No alternating filter projections are used for the adaptation of . In order to analyze the behavior of the convergence depending on the filter partitioning chosen, the filters and are partitioned with (54) and (55) in several ways (see Table III ). The FFT size is chosen to be the smallest power of two which satisfies (57). For each partitioning parameter set , the step size is chosen to achieve the fastest initial decay of the learning curve. The forgetting factor is used in (51) for the estimation of . By setting , we obtain a block LMS (BLMS), whose performance is used in this analysis as a reference, see partitioning (a). In this case no true step-size normalization is performed, as . The upper two plots in Fig. 10 show the impulse response of the constant filter and the magnitude of the corresponding transfer function . Due to the large variation of , the intermediate signal is highly correlated, and therefore slows down the convergence rate of the adaptation of with the BLMS. The lower two plots in Fig. 10 show the impulse response and the magnitude of the transfer function of the adaptive filter after convergence. Since FIR filters can generate a transfer function with deep notches much better than with sharp peaks, the impulse response of becomes much longer than the one of . It is clearly seen from the impulse response of , that the filter must be nonminimum phase. Fig. 11 shows the derived learning curves with the partitioning parameter sets given in Table III . With the partitioning (b), the adaptation initially converges faster than with (a). However, after a while, the algorithm gets unstable. The reason for this behavior is twofold. The first reason is due to the power estimation , which is used in (49) to speed up the convergence. Since in (58) the term effectively performs a circular convolution in the time domain, the vector contains elements which do not coincide with those of a linear convolution. As a consequence, the estimate is disturbed also by wrap-around effects; the larger is compared to the FFT size , the larger the disturbance. Note the difference between the convergence behavior of (c) and (d). The second one lies in the update equation for . In (60), the term effectively performs a circular convolution of three vectors or filters in the time domain. If no step-size normalization is applied, the filter is simply a scaled impulse is subdivided into five partitions, indicated by the dashed lines. Fig. 11 . Convergence behavior for the partitioning parameter sets given in Table III . The learning curves are averages over 100 runs.
TABLE III PARTITIONING PARAMETER SETS
and no wrap-around effects harm the update of , as long as (57) is fulfilled. However, depending on the autocorrelation of the signal , the impulse response of the filter , which is symmetric in the circular sense and therefore of linear phase, can be quite long. Thus, the FFT size of the PFDLMS should be enlarged because of the adaptation, depending on the extent of the impulse response of . This implies, that for highly correlated input signals, e.g., narrowband signals, the FFT size should be chosen much larger than . This remark is also true for the FDLMS or the PFDLMS described in Sections II and III, respectively. Note, the output signal is unaffected by wrap around effects, as long as (57) is fulfilled. Increasing the FFT size helps only to improve the adaptation.
The adaptation with the partitioning sets (c)-(g) is stable and achieves the same MSE in the steady state. Furthermore, the convergence rate is considerably faster than compared with (a). The influence of the FFT size to the convergence rate is clearly seen. Increasing the FFT size helps to speed up the convergence rate. However, once the DFT decorrelates the input signal of the adaptive filter, enlarging the DFT size does not achieve any further improvement on the convergence rate. It is the decorrelation property of the DFT which helps the bin-wise step-size normalization to speed up the convergence rate. Pre-whitening the input signal of the adaptive filter has a similar effect.
VII. SUMMARY
Filtering with long FIR-type filters is usually carried out in the frequency domain by using overlap-save or overlap-add techniques. However, in the case where only a small block-length is tolerable in order to guarantee a short processing delay through the system, these techniques become inefficient. In this case, partitioned frequency-domain filters provide an alternative. Such filters can be efficiently implemented, and require a smaller FFT size than comparable standard overlap-save or overlap-add techniques. The FFT size can be even smaller than the length of the filter, which is interesting if the FFT size is restricted by hardware considerations. This paper has described efficient implementations of two or more filters in cascade or in parallel. Using the methods and the terminology introduced here, the extension to the case where several filters are arbitrarily combined in cascade and in parallel is straightforward. The efficiency of the proposed algorithm has been verified by a computational complexity analysis, and corresponding rules providing efficient filter partitioning have been derived. Furthermore, update equations in the frequency domain have been given for the case where the filters are adaptive. In a simulation example, the proposed algorithms have shown considerably faster convergence rates than a block LMS algorithm. Moreover, the influence of the filter partitioning on the convergence rate has been analyzed.
The methods described have great potential in signal processing applications which require very long FIR-type filters, but permit only a short processing delay through the system, e.g., multichannel echo cancelling, active noise control, multichannel blind deconvolution, adaptive beamforming, or any combination thereof.
