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RESUMO
Esse trabalho tem como objetivo apresentar uma introduc¸a˜o a` teoria
de valorac¸o˜es em corpos, bem como sua relac¸a˜o com algumas outras
teorias da matema´tica. O trabalho foi pensado com alunos da gra-
duac¸a˜o em mente, significando que conceitos incomuns na graduac¸a˜o
sera˜o abordados na medida do necessa´rio para o entendimento do leitor
na˜o habituado com os mesmos.
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91 INTRODUC¸A˜O
Esse trabalho tem como tema estudar o conceito de valorac¸a˜o
em corpos. Por se tratar de uma monografia de TCC, e portanto poder
eventualmente ser lido por um aluno de graduac¸a˜o em matema´tica,
ou a´rea relacionada, sera´ dada uma abordagem o mais auto-contida
o poss´ıvel para ele. Nessa abordagem, assumiremos conhecimento do
leitor em teoria de ane´is e grupos, bem como nos conceitos introduto´rios
de ana´lise. Conceitos de a´lgebra linear ajudara˜o na intuic¸a˜o, mas na˜o
sa˜o, de fato, mais pre´-requisitos.
Escolhemos ter esses conteu´dos como pre´-requisito pois os mes-
mos sa˜o normalmente obrigato´rios em cursos de graduac¸a˜o, mas outros
conteu´dos relevantes, tais como topologia, grupos ordenados e mo´dulos,
sera˜o introduzidos ao leitor conforme necessa´rio.
Como dito, comec¸aremos com uma introduc¸a˜o a topologia na
qual apresentaremos o conteu´do necessa´rio ao leitor. Em seguida, ini-
ciaremos o estudo de valor absoluto em um corpo, seguindo a definic¸a˜o
de normas em um espac¸o vetorial. Sera´ apresentado uma classe de va-
lores absolutos com uma propriedade que na˜o e´ ana´loga a` de normas,
e que sera´ nosso alvo de estudo, junto com suas generalizac¸o˜es. As
propriedades me´tricas e topolo´gicas que se pode obter sera˜o estudadas
logo em seguida.
Buscando generalizar o que foi estudado, definiremos um grupo
abeliano ordenado, e apo´s estudarmos algumas das propriedades que
surgem, iremos usa´-los como ferramenta na generalizac¸a˜o que busca-
mos. Apo´s isso, algumas caracterizac¸o˜es sera˜o provadas, relacionando
o nosso objeto principal de estudo com divisibilidades e corpos proje-
tivos.
Finalmente, iremos ver como valorac¸o˜es nos ajudam a entender
polinoˆmios com coeficientes em um domı´nio de integridade, e usaremos
o que vimos para definir e estudar brevemente os ane´is de Pru¨fer. Apo´s
isso, veremos que outros estudos podem ser feitos na a´rea, bem como
mencionaremos generalizac¸o˜es que foram usadas fora da a´rea.
A refereˆncia principal desse trabalho sera´ o livro Valuation The-
ory de Otto Endler [1], e essa sera´ referida como “refereˆncia principal”
ou apenas como “refereˆncia”.
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2 NOC¸O˜ES DE TOPOLOGIA
Com o intuito de deixar esse trabalho o mais acess´ıvel poss´ıvel
para alunos de graduac¸a˜o, iremos dar algumas noc¸o˜es topolo´gicas con-
forme for necessa´rio saber para nossos fins, comec¸ando pela definic¸a˜o
de espac¸o topolo´gico. O leitor interessado pode consultar [2].
Definic¸a˜o 1. Seja X um conjunto na˜o vazio. Uma topologia em X e´
uma famı´lia τ de subconjuntos de X com as seguintes propriedades:
1) ∅, X ∈ τ
2) A,B ∈ τ =⇒ A ∩B ∈ τ
3) T ⊆ τ =⇒ ⋃
U∈T
U ∈ τ
O par (X, τ) e´ dito um espac¸o topolo´gico e os elementos de τ
sa˜o chamados de abertos. Se x ∈ X e U ∈ τ sa˜o tais que x ∈ U , enta˜o
U e´ dita ser uma vizinhanc¸a aberta de x.
Observac¸a˜o 2. Note que a propriedade 2 e´ suficiente para mostrar que
uma intersec¸a˜o finita de abertos e´, novamente, um aberto. Um esboc¸o
de como mostrar isso e´ notar que A1∩A2∩...∩An = A1∩(A2∩...∩An),
aplicar induc¸a˜o supondo que a intersec¸a˜o dos n−1 abertos e´ um aberto
e aplicar a definic¸a˜o para mostrar que a intersec¸a˜o de A1 com esse
aberto ainda e´ um aberto.
Exemplo 3. Dado um conjunto X na˜o vazio, a famı´lia de todos os
subconjuntos de X e´ uma topologia para X, chamada de topologia dis-
creta sobre X. De fato, ∅ e X sa˜o subconjuntos de X, a intersec¸a˜o de
dois subconjuntos de X e´ um subconjunto de X e a unia˜o de quaisquer
subconjuntos de X e´ um subconjunto de X.
Exemplo 4. Dado um conjunto X na˜o vazio, τ = {∅, X} e´ uma to-
pologia para X, chamada de topologia cao´tica sobre X. De fato, por
construc¸a˜o, ∅, X ∈ τ . Dados dois elementos de τ , ou ambos sa˜o X,
nesse caso a intersec¸a˜o e´ X ∈ τ , ou um deles e´ ∅, e nesse caso a
intersec¸a˜o e´ ∅ ∈ τ .
Exemplo 5. Seja (M,d) um espac¸o me´trico. Da ana´lise, definimos um
aberto dele como sendo um conjunto U tal que para qualquer x ∈ U ,
existe r ∈ R∗+ := {s ∈ R; s > 0} tal que Br(x) ⊆ U . E´ conhecido que
o conjunto de todas as bolas de M tem as propriedades da definic¸a˜o
acima, logo, e´ um espac¸o topolo´gico sobre M .
Por algum tempo, o u´ltimo exemplo sera´ o u´nico tipo de espac¸o
topolo´gico que trabalharemos, mas quando falarmos de valorac¸o˜es de
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Krull, precisaremos de espac¸os topolo´gicos que na˜o vem de um espac¸o
me´trico. E´ interessante dar um nome para os espac¸os me´tricos com-
preendidos no u´ltimo exemplo.
Definic¸a˜o 6. Um espac¸o topolo´gico (X, τ) e´ dito metriza´vel se existe
alguma me´trica d sobre X tal que τ e´ o conjunto dos abertos dessa
me´trica. Nesse caso, dizemos que τ e´ a topologia induzida por d.
Em topologias metriza´veis, sabemos da definic¸a˜o que dado um
aberto e um ponto dele, existe uma bola centrada nesse ponto que
esta´ contida no aberto. Esse noc¸a˜o se estende para espac¸os topolo´gicos
via bases, das quais falaremos adiante. Por hora, iremos provar um
resultado semelhante que nos ajudara´ adiante.
Teorema 7. Seja X um espac¸o topolo´gico e U ⊆ X. Enta˜o U e´ aberto
se, e somente se, para todo x ∈ U existe uma vizinhanc¸a aberta Ux de
x tal que Ux ⊆ U .
Demonstrac¸a˜o. Suponha que U seja aberto. Enta˜o para cada x ∈ U ,
tome Ux = U . Claramente, Ux e´ aberto e x ∈ Ux ⊆ U . Reciproca-
mente, se temos Ux para cada x como na hipo´tese, de {x} ⊆ Ux ⊆ U
temos
U =
⋃
x∈U
{x} ⊆
⋃
x∈U
Ux ⊆ U.
Sabemos da definic¸a˜o de espac¸o topolo´gico que unia˜o qualquer de aber-
tos e´ aberto, logo U =
⋃
x∈U
Ux e´ aberto.

Assim como em espac¸os me´tricos, estamos interessados em sa-
ber quando uma sequeˆncia e´ convergente e uma func¸a˜o e´ cont´ınua.
Para chegar a essas definic¸o˜es, note que d(x, y) < ε e´ o mesmo que
y ∈ Bε(x). Substituindo essa bola por um aberto que conte´m x como
elemento, obtemos a definic¸a˜o para espac¸os topolo´gicos. Veremos mais
adiante, quando falarmos em bases, que essa definic¸a˜o coincide com a
definic¸a˜o usual para espac¸os me´tricos. Abaixo, daremos essas definic¸o˜es
formalmente.
Definic¸a˜o 8. Seja (X, τ) um espac¸o topolo´gico e (xn)n∈N uma sequeˆncia
de elementos de X. Dado um elemento x ∈ X, dizemos que a sequeˆncia
(xn)n∈N converge para x se para toda vizinhanc¸a aberta U de x, existe
n0 ∈ N tal que para n ≥ n0 temos xn ∈ U . Denotaremos isso por
xn
n→∞−−−−→ x
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Note que na˜o definimos os sentido de lim
n→∞xn = x. Evitaremos
usar o s´ımbolo de igualdade nesse caso, pois diferente do que acontece
com espac¸os me´tricos, em um espac¸o topolo´gico, uma mesma sequeˆncia
pode convergir para va´rios elementos distintos.
Exemplo 9. Considere X um conjunto com ao menos dois elementos
e τ a topologia cao´tica em X. Seja (xn)n∈N qualquer sequeˆncia de de
X e x ∈ X qualquer. Dado uma vizinhanc¸a aberta U de x, temos
x ∈ U ∈ {∅, X}, logo U = X. Enta˜o, tomando n0 = 0, se n ≥ n0
temos xn ∈ X = U , logo qualquer (xn)n∈N converge para qualquer x.
Mais abaixo, quando virmos espac¸os topolo´gicos de Hausdorff,
mostraremos que neles toda sequeˆncia que converge para algum ele-
mento converge para um u´nico elemento. La´, definiremos o sentido de
lim
n→∞xn = x da maneira evidente. Agora, mudando para continuidade,
a motivac¸a˜o e´ ana´loga ao que foi feito antes.
Definic¸a˜o 10. Sejam X e Y espac¸os topolo´gicos e F : X → Y uma
func¸a˜o. Dado x ∈ X, diremos que f e´ cont´ınua em X se para toda
vizinhanc¸a aberta V de F (x) em Y , existe uma vizinhanc¸a aberta U
de x em X tal que f(U) := {f(x);x ∈ U} ⊆ V , isto e´, para qualquer
x′ ∈ U temos f(x′) ∈ V . Se f for cont´ınua em todo ponto de seu
domı´nio, diremos que f e´ cont´ınua.
A seguinte caracterizac¸a˜o e´ usada frequentemente:
Teorema 11. Sejam X e Y espac¸os topolo´gicos e f : X → Y uma
func¸a˜o. Enta˜o f e´ cont´ınua se, e somente se, para todo aberto V de Y
temos que f−1(V ) := {x ∈ X; f(x) ∈ V } e´ aberto. Em outras palavras,
func¸o˜es cont´ınuas sa˜o, precisamente, as func¸o˜es que levam apenas (mas
na˜o necessariamente todos) os abertos em abertos.
Demonstrac¸a˜o. Suponha f cont´ınua. Enta˜o, dado um aberto V de Y ,
considere U = f−1(V ). Para cada x ∈ U , temos f(x) ∈ V e como f e´
cont´ınua, ela e´ cont´ınua em x e logo existe uma vizinhanc¸a aberta Ux
de x tal que f(Ux) ⊆ V . Tome x′ ∈ Ux. Temos f(x′) ∈ f(U) ⊆ V
e logo x′ ∈ f−1(V ) = U . Disso, conclu´ımos Ux ⊆ U . Do teorema 7,
U e´ aberto. Reciprocamente, suponha que f−1(V ) e´ aberto para todo
aberto V de Y . Enta˜o, dado x ∈ X e V vizinhanc¸a aberta de f(x) em
Y , tome U = f−1(V ). Da hipo´tese temos que U e´ aberto, de f(x) ∈ V
temos que x ∈ U e dado x′ ∈ U temos que f(x′) ∈ V , provando a
continuidade de f em x. Como x foi qualquer, conclu´ımos que f e´
cont´ınua.

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Agora introduziremos o conceito de base de um espac¸o topolo´gico,
que e´ similar ao conceito de bolas de um espac¸o me´trico.
Definic¸a˜o 12. Seja X um conjunto. Uma colec¸a˜o β 6= ∅ de subcon-
juntos de X e´ dita uma base de X se
⋃
β = X e se dados B1, B2 ∈ β
e x ∈ B1 ∩B2, existe B ∈ β tal que x ∈ B ⊆ B1 ∩B2.
Exemplo 13. Se X e´ um conjunto qualquer, enta˜o {X} e´ base de X,
bem como a colec¸a˜o de todos os subconjuntos de X.
Exemplo 14. Se (M,d) e´ um espac¸o me´trico, enta˜o o conjunto β de
todas as bolas do espac¸o me´trico e´ uma base de M .
Teorema 15. Seja X 6= ∅ um conjunto e β uma base de X. Defina
uma colec¸a˜o τ de subconjuntos de X da seguinte forma: U ∈ τ se, e
somente se, para todo x ∈ U , existe B ∈ β tal que x ∈ B ⊆ U . Enta˜o
τ e´ uma topologia em X com β ⊆ τ e ale´m disso, se τ ′ e´ uma topologia
de X para a qual β ⊆ τ ′, enta˜o τ ⊆ τ ′ (isto e´, τ e´ a menor topologia
de X que conte´m β).
Demonstrac¸a˜o. Por vacuidade, ∅ ∈ τ . Ale´m disso, tome x ∈ X e note
que como β e´ base, existe B ∈ β tal que x ∈ B. Enta˜o, B ⊆ X,
mostrando que X ∈ τ .
Agora, tome U, V ∈ τ . Dado x ∈ U∩V , existem BU , BV ∈ β tais
que x ∈ BU ⊆ U e x ∈ BV ⊆ V . Tome B ∈ β tal que x ∈ B ⊆ BU∩BV ,
que existe pois β e´ base, e observe que x ∈ B ⊆ BU ∩ BV ⊆ U ∩ V ,
logo U ∩V ∈ τ . Finalmente, considere T ⊆ τ e note que dado x ∈ ⋃T ,
existe U0 ∈ T tal que x ∈ U0. Tome B ∈ β tal que x ∈ B ⊆ U0 e
conclua que x ∈ B ⊆ ⋃
U∈T
U , provando que τ e´ topologia.
Agora, considere U ∈ β e note que dado x ∈ U , temos x ∈ U ⊆
U , logo U ∈ τ .
Se τ ′ e´ topologia em X tal que β ⊆ τ ′, tome U ∈ τ qualquer e
para cada x ∈ U , fixe Bx ∈ β com x ∈ Bx ⊆ U . Temos Bx ∈ β ⊆ τ ′,
logo, de τ ′ ser topologia, U =
⋃
x∈U
Bx ∈ τ ′, provando τ ⊆ τ ′.

Exemplo 16. A base {X} gera a topologia cao´tica. De fato, se U e´ um
aberto na˜o-vazio da topologia gerada, temos que para x ∈ U escolhido
arbitrariamente, x ∈ X ⊆ U . Como U ⊆ X, conclu´ımos X = U .
Exemplo 17. Ja´ a base formada por todos os subconjuntos de X gera
a topologia discreta. De fato, dado U ⊆ X, para x ∈ X tome B = {x}.
Temos x ∈ B ⊆ U , logo U e´ aberto.
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Exemplo 18. Se (M,d) e´ espac¸o me´trico e β e´ a base das bolas do
espac¸o, a topologia gerada por β e´ a topologia induzida de d.
Diversos conceitos da topologia que sa˜o dados em func¸a˜o de aber-
tos podem ser dados em func¸a˜o dos elementos de uma base. Como
exemplo, mostraremos isso para limite de sequeˆncias e para continui-
dade.
Teorema 19. Seja (X, τ) o espac¸o topolo´gico gerado por uma base
β de X. Dada uma sequencia s = (xi)i∈N de elementos de X e um
elemento x ∈ X, a sequencia s converge para x se, e somente se, para
todo B ∈ β com x ∈ B, existe n0 ∈ N tal que se n ≥ n0, enta˜o xn ∈ B.
Demonstrac¸a˜o. Como todo elemento de β e´ aberto, se s converge para
x, aplicamos a definic¸a˜o de convergeˆncia para obter o resultado que
queremos. Reciprocamente, dado U ∈ τ com x ∈ U , tome B ∈ β tal
que x ∈ B ⊆ U . Temos que da hipo´tese, existe n0 ∈ N tal que se
n ≥ n0, enta˜o xn ∈ B ⊆ U , concluindo a demonstrac¸a˜o.

Teorema 20. Sejam (X, τ) e (Y, ν) os espac¸os topolo´gicos gerados,
respectivamente, pelas bases β ⊆ τ e γ ⊆ ν. Enta˜o uma func¸a˜o f :
X → Y e´ cont´ınua em um ponto x ∈ X se, e somente se, para todo
C ∈ γ com f(x) ∈ C, existe B ∈ β com x ∈ B tal que f(B) ⊆ C, isto
e´, para todo y ∈ B, f(y) ∈ C.
Demonstrac¸a˜o. Novamente, como elementos de β sa˜o abertos de X e
elementos de γ sa˜o abertos de Y , assumindo a continuidade de f , o
resultado que queremos provar e´ imediato. Reciprocamente, considere
V ∈ ν com f(x) ∈ V . Enta˜o existe C ∈ γ tal que f(x) ∈ C ⊆ V . Da
hipo´tese, existe B ∈ β ⊆ τ tal que para todo y ∈ B, f(y) ∈ C ⊆ V ,
provando a continuidade da func¸a˜o.

Como podemos ver ate´ o momento, a noc¸a˜o abstrata de topo-
logia nos da´ uma teoria ja´ rica. Ainda assim, e´ necessa´rio pedir mais
coisas para que os espac¸os topolo´gicos se comportem mais pro´ximos da
intuic¸a˜o me´trica que temos (por exemplo, toda sequencia convergente
ter um u´nico limite). Ha´ va´rias formas de se fazer isso, como por exem-
plo com os Axiomas de Separac¸a˜o, mas veremos aqui apenas o axioma
conhecido como T2 (ou Hausdorff).
Definic¸a˜o 21. Um espac¸o topolo´gico (X, τ) e´ dito ser um espac¸o de
Hausdorff quando dados x, y ∈ X com x 6= y, existem abertos Ux, Uy ∈
τ tais que x ∈ Ux, y ∈ Uy e Ux ∩ Uy = ∅.
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Nem todos os espac¸os que trabalharemos sera˜o metriza´veis, mas
normalmente, estes sera˜o Hausdorff. Mostraremos que em um espac¸o
Hausdorff, o limite e´ u´nico sempre que existir.
Teorema 22. Seja (X, τ) um espac¸o topolo´gico Hausdorff. Se s =
(xi)i∈N e´ uma sequeˆncia de elementos de X e x, y ∈ X sa˜o tais que s
converge para x e s converge para y, enta˜o x = y.
Demonstrac¸a˜o. Suponha por absurdo que x 6= y. Enta˜o, pela pro-
priedade Hausdorff, existem Ux, Uy ∈ τ tais que x ∈ Ux, y ∈ Uy e
Ux∩Uy = ∅. Da definic¸a˜o de convergeˆncia, existem n1, n2 ∈ N tais que
se n ≥ n1 e m ≥ n2, enta˜o xn ∈ Ux e xm ∈ Uy. Tome n = max(n1, n2).
Temos n ≥ n1 e n ≥ n2, logo n ∈ Ux e n ∈ Uy. Mas isso contradiz
Ux ∩ Uy = ∅. Por absurdo, x = y. 
Observac¸a˜o 23. Se o caso acima ocorrer, definiremos lim
n→∞xn := x =
y.
Por u´ltimo, faremos uma outra construc¸a˜o nos moldes do que foi
feito em bases. Essa construc¸a˜o na˜o e´ usual em introduc¸o˜es, mas um
caso muito particular dela sera´ usado quando estudarmos valorac¸o˜es
de Krull. Essa construc¸a˜o sera´ repetida la´ no caso que nos interessa,
e portanto o leitor na˜o interessado podera´ ir diretamente a` pro´xima
sessa˜o. Por esse motivo, usaremos um conceito que so´ iremos definir (em
um caso particular) mais a` frente, assumindo que o leitor interessado
ja´ conhece o mesmo.
Considere (R, ·,≤) um monoide comutativo dirigido (para baixo),
isto e´, um monoide comutativo parcialmente ordenado tal que dados
x, y ∈ R, existe z ∈ R tal que z ≤ x e z ≤ y. Suponha tambe´m que R
admite mı´nimo 0, que R 6= {0} e que dados x, y ∈ R tais que x < y,
existe x′ ∈ R tal que x′ > 0 e x + x′ ≤ y. Dado um conjunto M , seja
d : M ×M → R uma func¸a˜o satisfazendo propriedades ana´logas a`s de
espac¸o me´trico, isto e´:
1) d(x, y) = 0⇔ x = y
2) d(x, y) = d(y, x)
3) d(x, z) ≤ d(x, y) + d(y, z)
Em M , podemos definir uma base τ da seguinte forma: Dados
x ∈ M e r ∈ R∗ = R \ {0}, defina a bola de centro x e raio r como
o conjunto Br(x) = {y ∈ M ; d(x, y) < r} e β = {Br(x);x ∈ M e r ∈
R∗}. Temos de imediato a seguinte propriedade:
Teorema 24. Nas notac¸o˜es acima, dado r ∈ R∗ e dados x, y ∈M tal
que d(x, y) < r, existe s ∈ R∗ tal que Bs(y) ⊆ Br(x).
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Demonstrac¸a˜o. De fato, tome s tal que d(x, y) + s ≤ r, como na
definic¸a˜o de M . Se z ∈ Bs(y), enta˜o d(z, x) ≤ d(z, y) + d(y, x) <
s+ d(y, x) ≤ r, logo Bs(y) ⊆ Br(x).

Note que β e´ de fato uma base, pois dado x ∈ M , d(x, x) = 0,
portanto qualquer r ∈ R∗ e´ tal que x ∈ Br(x) e temos
⋃
x∈M
Br(x) = M .
Ale´m disso, se Br(x), Bs(y) ∈ β, considere z ∈ Br(x) ∩ Bs(y) e tome
t, tx, ty ∈ R∗ tais que:
(1) Btx(z) ⊆ Br(x) e Bty (z) ⊆ Bs(y) (existem, do teorema
acima).
(2) t ≤ tx e t ≤ ty (existe, pois M e´ dirigido.)
Temos que Bt(z) ⊆ Btx(z) ⊆ Br(x) e Bt(z) ⊆ Bty (z) ⊆ Bs(y).
Provamos que z ∈ Bt(z) ⊆ Br(x) ∩ Bs(y). Tome τ como sendo a
topologia gerada por β.
Ja´ vimos caracterizac¸o˜es da noc¸o˜es de limite de sequeˆncia e con-
tinuidade para topologias geradas por bases, mas nesse caso particular,
nossa topologia assume caracterizac¸o˜es ainda mais parecidas com as de
um espac¸o metriza´vel, onde as bases precisam ser centradas no ponto
em questa˜o:
Teorema 25. Nas notac¸o˜es acima, U ∈ τ se, e somente se, para todo
x ∈ U , existe r ∈ R∗ tal que Br(x) ⊆ U .
Demonstrac¸a˜o. Se U e´ um aberto, enta˜o dado x ∈ U , existe Bs(y) ∈ β
tal que x ∈ Bs(y) ⊆ U . Tome r ∈ R tal que Br(x) ⊆ Bs(y), e obtemos
a bola centrada em x desejada. Reciprocamente, suponha que tal r
sempre exista. Enta˜o, dado x ∈ U , a bola Br(x) e´ um elemento de β e
x ∈ Br(x) ⊆ U , provando que U e´ aberto. 
Teorema 26. Nas notac¸o˜es acima, (M, τ) e´ Hausdorff e lim
n→∞xn = x
se, e somente se, para todo ε ∈ R∗, existe n0 ∈ N tal que para n ≥ n0,
d(xn, x) < ε
Demonstrac¸a˜o. Considere x, y ∈ M com x 6= y e note que d(x, y) > 0.
Separaremos em dois casos: suponha inicialmente que existe s ∈ R∗ tal
que s < d(x, y). Enta˜o podemos tomar r ∈ R∗ tal que s+ r ≤ d(x, y).
Enta˜o, x ∈ Br(x), y ∈ Bs(y) e se supormos z ∈ Br(x) ∩ Bs(y), temos
d(x, y) ≤ d(x, z) + d(z, y) < r + s ≤ d(x, y), o que e´ uma contradic¸a˜o,
logo Br(x) ∩Br(y) = ∅.
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Agora, suponha que na˜o exista s ∈ S∗ tal que s < d(x, y). Con-
sidere r = d(x, y) e note que x ∈ Br(x) e y ∈ Br(y). Agora supo-
nha por absurdo que exista z ∈ Br(x) ∩ Br(y). Enta˜o como r > 0,
d(x, y) ≤ d(x, z) + d(z, y) < r + r < r = d(x, y), o que e´ uma con-
tradic¸a˜o e logo Br(x) ∩ Br(y) = ∅. Como para cada x, y ∈ M com
x 6= y um dos dois casos acontece, conclu´ımos que (M, τ) e´ Hausdorff.
Finalmente, suponha que lim
n→∞xn = x. Enta˜o dado ε ∈ R
∗,
Bε(x) e´ uma vizinhanc¸a aberta de x. Da convergeˆncia, existe n0 ∈ N
tal que se n ≥ n0, enta˜o xn ∈ Bε(x). Mas enta˜o, d(xn, x) < ε, e
encontramos o valor desejado. Por outro lado, se tal n0 existe para
qualquer ε, podemos tomar um Br(y) ∈ β com x ∈ Br(y) e lembrar
que existe ε ∈ R∗ tal que Bε(x) ⊆ Br(y). Enta˜o, tomando n0 adequado,
temos que se n ≥ n0, enta˜o d(xn, x) < ε e enta˜o, xn ∈ Bε(x) ⊆ Br(y)
e lim
n→∞xn = x.

Teorema 27. Nas notac¸o˜es acima, se N 6= ∅ e´ um conjunto, (S,+,≤)
e´ monoide dirigido nas mesmas hipo´teses de R e d′ : N × N → S e´
uma func¸a˜o com as propriedades de espac¸o me´trico, enta˜o uma func¸a˜o
f : M → N e´ cont´ınua em x ∈ M se, e somente se, para todo ε ∈ S∗,
existe δ ∈ R∗ tal que se para qualquer y ∈M , vale que d(x, y) < δ =⇒
d′(f(x), f(y)) < ε.
Demonstrac¸a˜o. Seja B′s(y) a bola de N com centro y ∈ N e raio s ∈ S∗
e β′ e´ o conjunto das bolas de (N, d′). Suponha f cont´ınua e tome
x ∈ M , ε ∈ S∗. Enta˜o f(x) ∈ B′ε(f(x)) ∈ β′, logo existe Br(x′) ∈ β
tal que f(Br(x
′)) ⊆ B′ε(f(x)). Tome δ ∈ R∗ tal que Bδ(x) ⊆ Br(x′) e
note que se d(x, y) < δ, enta˜o y ∈ Bδ(x) e logo f(y) ∈ B′ε(f(x)), isto
e´, d′(f(y), f(x)) < ε. Suponha agora a hipo´tese da rec´ıproca. Temos
que dado B′r(y) ∈ β′ com f(x) ∈ B′r(y), podemos tomar ε ∈ S∗ tal
que B′ε(f(x)) ⊆ B′r(y). Enta˜o, pulando passos ana´logos aos que ja´
foram feitos algumas vezes, existe δ ∈ R∗ tal que se d(z, x) < δ, enta˜o
d′(f(z), f(x)) < ε. 
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3 VALORES ABSOLUTOS
Definic¸a˜o 28. Seja K um corpo. Uma func¸a˜o | · | : K→ R e´ dita um
valor absoluto em K se valem, para todos x, y ∈ K:
1) |x| ≥ 0 e |x| = 0 se, e somente se, x = 0.
2) |x+ y| ≤ |x|+ |y|
3) |xy| = |x||y|
Ale´m disso, se |x + y| ≤ max(|x|, |y|), | · | e´ dita na˜o-arquimediana e
caso contra´rio e´ dita arquimediana. O par ordenado (K, | · |) sera´ dito
um corpo com valor absoluto.
Observac¸a˜o 29. Note que se uma func¸a˜o | · | : K → R+ satisfaz
|x + y| ≤ max(|x|, |y|), enta˜o, de max(a, b) ≤ max(a, b) + min(a, b) =
a + b para a, b ∈ R+, temos |x + y| ≤ |x| + |y|. Com isso, conclu´ımos
que se queremos mostrar que uma func¸a˜o e´ um valor absoluto na˜o-
arquimediano, na˜o precisamos mostrar 2., ja´ que ela e´ consequeˆncia da
propriedade extra que temos que mostrar.
Exemplo 30. Defina |0| = 0 e |x| = 1 para x 6= 0. Enta˜o | · | e´ um
valor absoluto na˜o-arquimediano sobre K, denominado valor absoluto
trivial.
Exemplo 31. Considere K subcorpo de C. Como ja´ conhecido, a
func¸a˜o | · | usual tem as propriedades da definic¸a˜o acima, e e´ um valor
absoluto arquimediano.
Teorema 32. Sejam a, b, c, d ∈ Z∗ e fixe p0 primo positivo. Para
k ∈ Z∗, defina nk como o maior inteiro tal que pnk0 |k, isto e´, nk e´ o
expoente de p0 na decomposic¸a˜o de k em fatores primos. Se
a
b =
c
d ,
enta˜o na − nb = nc − nd e a func¸a˜o vp0 : Q→ Z com vp0(ab ) = na − nb
esta´ bem definida.
Demonstrac¸a˜o. Seja P o conjunto de todos os primos positivos e escreva
a = ua
∏
p∈P
pαp , b = ub
∏
p∈P
pβp , c = uc
∏
p∈P
pγp , d = ud
∏
p∈P
pδp ,
em que cada produto tem uma quantidade finita de fatores diferentes
de 1 e ui ∈ {−1, 1} para i ∈ {a, b, c, d}. De ab = cd , obtemos que
ad = cb, isto e´,
∏
p∈P
pαp+δp =
∏
p∈P
pγp+βp . Da unicidade da fatorac¸a˜o
em primos, sai que para qualquer p ∈ P, αp + δp = γp + βp e portanto
αp − βp = γp − δp. Em particular, para p = p0, na − nb = αp0 − βp0 =
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γp0 − δp0 = nc − nd. Isso mostra que vp0 esta´ bem definida.

Observac¸a˜o 33. A demonstrac¸a˜o do teorema acima tambe´m nos re-
vela uma versa˜o do Teorema Fundamental da Aritme´tica para nu´meros
racionais. Dado x = ab ∈ Q∗, como temos uma quantidade finita de
primos que aparecem na decomposic¸a˜o de a ou de b, temos uma quan-
tidade finita de primos p tal que vp(x) 6= 1. Escrevendo a e b como na
demonstrac¸a˜o, note:
x =
a
b
=
ua
∏
p∈P
pαp
ub
∏
p∈P
pβp
=
ua
ub
·
∏
p∈P
pαp−βp =
ua
ub
·
∏
p∈P
pvp(x)
Notando que uaub ∈ {−1, 1}, acabamos de escrever x como o pro-
duto de um invers´ıvel por um produto de poteˆncias de primos positivos,
porem os expoentes aqui na˜o esta˜o restritos a N e sim a Z. Para a
unicidade, note que o invers´ıvel sera´ −1 se x < 0 e 1 se x > 0, logo
este sera´ u´nico. Suponha x = u
∏
p∈P
pλp onde u = uaub e λp ∈ Z com uma
quantidade finita de p ∈ P tais que λp 6= 0. Defina ζp = min(λp, 0) e
ηp = −max(λp, 0) e observe que λp = ζp− ηp, logo x = u
∏
p∈P
pζp
pηp . Mas
enta˜o, fazendo m = u
∏
p∈P
pζp e n =
∏
p∈P
pηp , x = mn e por vp estar bem
definida para todo p, λp = ζp − ηp = vp(mn ) = vp(x).
Lema 34. Seja p0 ∈ P, v = vp0 e x, y ∈ Z∗. Enta˜o v(x + y) ≥
min(v(x), v(y)).
Demonstrac¸a˜o. De fato, escreva
x = up0
v(x)
∏
p∈P\{p0}
pvp(x)
y = u′p0v(y)
∏
p∈P\{p0}
pvp(y)
com u, u′ ∈ {−1, 1} e note que como x, y ∈ Z∗, v(x) ≥ 0 e v(y) ≥ 0.
Suponha inicialmente que v(x) ≤ v(y). Enta˜o podemos colocar
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p
v(x)
0 em evideˆncia para obter
x+ y = p0
v(x)
u ∏
p∈P\{p0}
pvp(x) + u′p0v(y)−v(x)
∏
p∈P\{p0}
pvp(y)
 ,
e como v(x) ≤ v(y), v(x) ≥ 0 e v(y) ≥ 0, obtemos
u
∏
p∈P\{p0}
pvp(x) + u′p0v(y)−v(x)
∏
p∈P\{p0}
pvp(y) ∈ Z∗.
Agora, pelo Teorema Fundamental da Aritme´tica, existem u′′ ∈ {−1, 1}
e
λp ∈ N tais que
u
∏
p∈P\{p0}
pvp(x) + u′p0v(y)−v(x)
∏
p∈P\{p0}
pvp(y) = u′′pλp00
∏
p∈P\{p0}
pλp
e disso podemos concluir
x+ y = p
v(x)
0
u′′pλp00 ∏
p∈P\{p0}
pλp
 = u′′pv(x)+λp00 ∏
p∈P\{p0}
pλp
e portanto v(x+y) = v(x)+λp0 ≥ v(x) = min(v(x), v(y)). Caso v(y) <
v(x), temos v(x+ y) = v(y + x) ≥ min(v(y), v(x)) = min(v(x), v(y)).

Teorema 35. Sejam x, y ∈ Q∗ e p0 ∈ P. Enta˜o para v = vp0 valem:
a. v(xy) = v(x) + v(y)
b. v(x+ y) ≥ min(v(x), v(y))
Demonstrac¸a˜o. Similarmente ao Lema 34, escreva
x = u
∏
p∈P
pvp(x) = up0
v(x)
∏
p∈P\{p0}
pvp(x)
y = u′
∏
p∈P
pvp(y) = u′p0v(y)
∏
p∈P\{p0}
pvp(y)
com u, u′ ∈ {−1, 1}.
a. xy = u
∏
p∈P
pvp(x) · u′ ∏
p∈P
pvp(y) = uu′
∏
p∈P
pvp(x)+vp(y), e como
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temos que uu′ ∈ {−1, 1}, conclu´ımos que v(xy) = v(x) + v(y)
b. Escreva, para a, b, c, d ∈ Z apropriados, x = ab e y = cd . Enta˜o,
usando o item anterior e o lema 34,
v(x+ y) = v
(
ad+ bc
bd
)
= v(ad+ bc) + v
(
1
bd
)
≥ min(v(ad), v(bc)) + v
(
1
bd
)
=
= min
(
v(ad) + v
(
1
bd
)
, v(bc) + v
(
1
bd
))
= min
(
v
(
ad
bd
)
,
(
bc
bd
))
=
= min
(
v
(a
b
)
,
( c
d
))
= min(v(x), v(y)).

Observac¸a˜o 36. A func¸a˜o vp0 (e qualquer outra vp para p primo)
definida acima na˜o e´ um valor absoluto em Q, mas posteriormente,
quando definirmos uma valorac¸a˜o, veremos que esse teorema quase
prova vp sera´ uma valorac¸a˜o em Q para todo p ∈ P. Iremos provar
a parte que falta quando tal definic¸a˜o for dada. O exemplo abaixo mos-
tra um caso particular da relac¸a˜o entre valorac¸o˜es e valores absolutos
na˜o-arquimedianos.
Exemplo 37. Dado um primo p ∈ P, defina uma func¸a˜o | · |p : Q→ R
por |0|p = 0 e para x 6= 0, |x|p = 1pvp(x) , onde vp foi definida no
teorema 35. Mostraremos que essa func¸a˜o e´ um valor absoluto na˜o-
arquimediano. De fato, sejam x, y ∈ Q. Enta˜o:
1) Para x = 0, |x|p = 0 e para x 6= 0, |x|p > 0.
2) Se x = 0, temos |x + y|p = |y|p ≤ |y|p = max(|x|p, |y|p). Se
y = 0, temos |x + y|p = |x|p ≤ |x|p = max(|x|p, |y|p). Se x, y ∈ Q∗, o
teorema 35 garante que vp(x+ y) ≥ min(vp(x), vp(y)). Conclu´ımos que
|x+y|p = 1
pvp(x+y)
≤ 1
pmin(vp(x),vp(y))
= max
(
1
pvp(x)
,
1
pvp(y)
)
= max(|x|p, |y|p).
3) Se x = 0 ou y = 0, |xy|p = |0|p = 0 = |x|p|y|p. Caso x, y ∈ Q∗, o
teorema 35 garante vp(xy) = vp(x) + vp(y) e logo
|xy|p = 1
pvp(xy)
=
1
pvp(x)+vp(y)
=
1
pvp(x) · pvp(y) =
1
pvp(x)
· 1
pvp(y)
= |x|p|y|p.
Temos que | · |p e´ valor absoluto na˜o-arquimediano, denominado
valor absoluto p-a´dico (em Q).
Daqui em diante, dado um corpo com valor absoluto (K, | · |),
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usaremos apenas K no lugar de (K, | · |) quando o valor absoluto ficar
claro no contexto.
Abaixo, seguem quatro propriedades essenciais de valores abso-
lutos. Com excec¸a˜o da propriedade 3., elas sera˜o provadas no contexto
de Valorac¸o˜es de Krull, mais para frente. No caso da propriedade 3.,
esta e´ relacionada com a continuidade do valor absoluto, no sentido que
veremos em breve, o que pode ser justificado notando que ela essenci-
almente diz que quando x e y esta˜o pro´ximos, enta˜o |x| e |y| tambe´m
o esta˜o. Observe que as treˆs primeiras propriedades ja´ sa˜o conhecidas
para o caso do valor absoluto usual de C.
Teorema 38. Seja K um corpo e | · | um valor absoluto em K. Enta˜o
1) Para toda raiz da unidade u ∈ K, |u| = 1. Em particular,
|1| = 1.
2) |x−1| = |x|−1 e | − x| = |x|.
3) ||x| − |y|| ≤ |x− y|.
4) Se | · | e´ na˜o-arquimediana e x, y ∈ K sa˜o tais que |x| 6= |y|,
enta˜o |x+ y| = max(|x|, |y|).
Demonstrac¸a˜o. 1) Primeiro, note que u 6= 0, pois 0 na˜o e´ raiz da uni-
dade, logo |u| 6= 0. Seja n tal que un = 1K. Enta˜o |1K||u|n = |1K||un| =
|1Kun| = |un| = |1K| = |1K| · 1. Como 1K 6= 0, temos |1K| 6= 0, e
como R e´ corpo (e portanto domı´nio de integridade) temos |u|n = 1.
Mas |u|n ∈ R, e como 1 e´ a u´nica raiz positiva da unidade de R temos
|u| = 1. Como 1K e´ raiz da unidade em K, temos |1K| = 1.
2) De fato, |x−1||x| = |x−1x| = |1K| = 1. Ainda, −1K e´ raiz da
unidade, logo | − 1K| = 1 e | − x| = | − 1K · x| = | − 1K||x| = 1|x| = |x|.
3) Caso |x| ≥ |y|, temos |x| = |x − y + y| ≤ |x − y| + |y|, logo
||x|−|y|| = |x|−|y| = |x−y+y|−|y| ≤ |x−y|+ |y|−|y| = |x−y|. Caso
|x| < |y|, temos |y| ≥ |x|, e portanto ||x| − |y|| = |y| − |x| ≤ |y − x| =
|x− y|.
4) Suponha inicialmente que |x| > |y|. Enta˜o, |x| = |x+y−y| ≤
max(|x + y|, | − y|) = max(|x + y|, |y|). Mas temos |x + y| ≥ |y|,
pois caso contra´rio ter´ıamos |x| ≤ |y| < |x|, o que e´ uma contradic¸a˜o.
Enta˜o conclu´ımos max(|x|, |y|) = |x| ≤ max(|x + y|, |y|) = |x + y| ≤
max(|x|, |y|). Caso |x| < |y|, temos |y| > |x| e portanto |x + y| =
|y + x| = max(|y|, |x|) = max(|x|, |y|).

Teorema 39. Seja | · | um valor absoluto sobre K. Definindo d(x, y) =
|x− y|, com x, y ∈ K, temos que d e´ uma me´trica sobre K, e portanto
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induz uma topologia sobre K que tem as bolas abertas do espac¸o me´trico
(K, d) como base.
Demonstrac¸a˜o. Verificaremos as propriedades de espac¸o me´trico. Para
isso, considere x, y, z ∈ K quaisquer.
1) d(x, y) = |x− y| ≥ 0.
2) d(x, y) = 0⇔ |x− y| = 0⇔ x− y = 0⇔ x = y.
3) d(x, z) = |x − z| = |x − y + y − z| ≤ |x − y| + |y − z| =
d(x, y) + d(y, z).
O fato que esse valor absoluto gera uma topologia vem do fato de
que toda me´trica gera uma topologia e esta e´ da forma que descrevemos.

A me´trica definida acima e´ natural, no sentido de que sua de-
finic¸a˜o e´ essencialmente a mesma dada para espac¸os me´tricos normados.
Assim como nesse caso, tal me´trica tem uma boa compatibilidade com
a estrutura considerada: As operac¸o˜es de corpo sa˜o cont´ınuas, assim
como a func¸a˜o inverso, e como mencionado antes, o valor absoluto e´
uma func¸a˜o cont´ınua. O enunciado formal disso e´ dado abaixo, bem
como sua demonstrac¸a˜o. Apo´s isso, outro resultado u´til sera´ dado sobre
a continuidade uniforme de certas restric¸o˜es da func¸a˜o inverso e com
isso poderemos, por exemplo, provar que determinadas sequeˆncias sa˜o
de Cauchy, com o objetivo de construir completamentos. Os ca´lculos
sera˜o similares nos dois casos.
Teorema 40. Seja |·| um valor absoluto sobre K e d a me´trica induzida.
Enta˜o dado b ∈ R∗+, a func¸a˜o fb : {x ∈ K; |x| ≥ b} → K definida por
fb(x) = x
−1 e´ uniformemente cont´ınua.
Demonstrac¸a˜o. Seja Db = {x ∈ K; |x| ≥ b}. Para ε > 0, tome δ =
min
(
b
2 ,
εb2
1+εb
)
. Sendo δ ≤ εb21+εb ,
δ + δεb = δ(1 + εb) ≤ εb2 =⇒
δ ≤ εb2 − δεb = εb(b− δ) =⇒
δ
b− δ ≤ εb
Enta˜o, se |x− y| < δ, provaremos uma se´rie de afirmac¸o˜es.
y ∈ Db =⇒ |y| ≥ b =⇒ |y|−δ ≥ b−δ =⇒ 1|y| − δ ≤
1
b− δ =⇒
δ
|y| − δ ≤
δ
b− δ ≤ εb
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Mas de b ≤ |y| segue εb ≤ ε|y| e portanto δ|y|−δ ≤ εb ≤ ε|y|. Logo,
|y| = |y − x+ x| ≤ |y − x|+ |x| < δ + |x| =⇒ |x| > |y| − δ
e como b > 0, temos que |y| ≥ b > b2 ≥ δ =⇒ |y|−δ > 0 e
∣∣ 1
x
∣∣ < 1|y|−δ .
Finalmente,∣∣∣∣ 1x − 1y
∣∣∣∣ = ∣∣∣yx − 1∣∣∣
∣∣∣∣1y
∣∣∣∣ = ∣∣∣∣y − xx
∣∣∣∣ ∣∣∣∣1y
∣∣∣∣ < δ|y| − δ · 1|y| ≤ ε|y| 1|y| = ε.
Conclu´ımos que fb e´ uniformemente cont´ınua.

Corola´rio 41. A func¸a˜o f : K∗ → K∗ definida por f(x) = x−1 e´
localmente uniformemente cont´ınua, isto e´, dado x ∈ K∗, existe um
aberto U de K∗ (com a topologia induzida) tal que x ∈ U e f |U e´
uniformemente cont´ınua.
Demonstrac¸a˜o. Seja b = |x|2 e U = B |x|
2
(x). Note que de 0 /∈ U ,
U = R∗ ∩ U e portanto U e´ aberto de R∗, x ∈ U e dado y ∈ U ,
temos |x| − |y| ≤ |x − y| < |x|2 e portanto |y| > |x| − |x|2 = |x|2 , isto e´,
y ∈ Db. Enta˜o, U ⊆ Db e como fb e´ uniformemente cont´ınua em Db,
f |U tambe´m o e´.

Os seguintes resultados sera˜o u´teis mais a` frente:
Teorema 42. Seja K um corpo e | · | um valor absoluto sobre K. Dada
uma sequeˆncia (xn)n∈N de elementos de K, limn→∞xn = 0⇔ limn→∞ |xn| =
0.
Demonstrac¸a˜o. As equivaleˆncias abaixo sa˜o consequeˆncia imediata das
definic¸o˜es de limite de sequeˆncias em seus respectivos espac¸os me´tricos:
lim
n→∞xn = 0⇔ ∀ε > 0,∃N ∈ N;∀n ∈ N, n ≥ N, |xn−0| < ε⇔ limn→∞ |xn| = 0.

Teorema 43. Sejam X,Y espac¸os me´tricos e f : X → Y uma func¸a˜o
localmente uniformemente cont´ınua. Enta˜o f e´ cont´ınua.
Demonstrac¸a˜o. De fato, considere x ∈ X. Enta˜o existe um aberto U
de X tal que x ∈ U e f |U e´ uniformemente cont´ınua. Dado ε > 0,
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existe δ′ > 0 tal que ∀y, z ∈ U , d(y, z) < δ′ =⇒ d(f(y), f(z)) < ε e
ale´m disso, como x ∈ U e U e´ aberto, existe r ∈ R∗+ tal que Br(x) ⊆ U .
Tome δ = min(δ′, r) > 0 e note que se y ∈ X e´ tal que d(x, y) < δ,
enta˜o x, y ∈ Br(x) ⊆ U e d(x, y) < δ′, logo d(f(x), f(y)) < ε, provando
a continuidade de f em x. Como x foi arbitra´rio, f e´ cont´ınua.

Teorema 44. Seja | · | um valor absoluto sobre K e τ a topologia
induzida. Enta˜o (K,+, ·, τ) e´ um corpo topolo´gico, isto e´, as operac¸o˜es
de subtrac¸a˜o e multiplicac¸a˜o de K sa˜o cont´ınuas, bem como a func¸a˜o
inverso (usando a topologia produto em K2). Ale´m disso, a func¸a˜o | · |
e´ cont´ınua.
Demonstrac¸a˜o. Como τ e´ metriza´vel, trabalharemos com a continui-
dade no espac¸o me´trico que a` induz. Agora sejam x0, y0 ∈ K quaisquer.
Dado ε > 0, tome δ = ε2 . Enta˜o, se x, y ∈ K sa˜o tais que |x− x0| < δ e|y − y0| < δ, enta˜o
|(x−y)−(x0−y0)| = |(x−x0)+(y0−y)| ≤ |x−x0|+|y0−y| < δ+δ = ε,
o que mostra que a subtrac¸a˜o e´ cont´ınua. Para a multiplicac¸a˜o, pode-
mos tomar δ = min
(√
ε
3 ,
ε
3|x0| ,
ε
3|y0|
)
. Nesse caso, se x, y ∈ K sa˜o tais
que |x− x0| < δ e |y − y0| < δ, enta˜o
|xy − x0y0| = |xy − xy0 + xy0 − x0y0| ≤ |xy − xy0|+ |xy0 − x0y0| =
= |x||y − y0|+ |x− x0||y0| = |x− x0 + x0||y − y0|+ |x− x0||y0| ≤
≤ |x− x0||y − y0|+ |x0||y − y0|+ |x− x0||y0| <
< δδ + |x0|δ + δ|y0| ≤
√
ε
3
·
√
ε
3
+ |x0| ε
3|x0| +
ε
3|y0| |y0| = ε,
mostrando a continuidade da multiplicac¸a˜o. O inverso ser cont´ınuo
e´ consequeˆncia do Corola´rio 41 e do Teorema 43. Conclu´ımos que
(K,+, ·, τ) e´ corpo topolo´gico. Finalmente, para mostrar que o valor
absoluto e´ cont´ınuo, considere a ∈ K, ε > 0 e tome δ = ε. Para x ∈ K
tal que |x− a| < δ, temos, do teorema 38, ||x| − |a|| ≤ |x− a| < δ = ε,
provando a continuidade do valor absoluto.

Exemplo 45. Tomando K subcorpo de C e | · | o valor absoluto usual,
temos que a me´trica d induzida e´ a me´trica usual de K.
Exemplo 46. Tomando K qualquer e | · | o valor absoluto trivial, a
me´trica d induzida e´ a me´trica discreta. De fato, se x 6= y, enta˜o
27
d(x, y) = |x−y| = 1. Como e´ conhecido, essa me´trica induz a topologia
discreta, na qual todos os subconjuntos sa˜o abertos e em particular, os
compactos sa˜o precisamente os conjuntos finitos. Temos que nesse caso
B2(0) = K e portanto, se assumirmos que K e´ infinito, temos que nem
sempre o fecho de uma bola e´ um compacto. Da mesma forma, a bola
fechada B2[0] := {y ∈ K; d(y, 0) ≤ 2} = K, e portanto nem toda bola
fechada e´ um compacto. Observe que nem sempre essas duas noc¸o˜es se
coincidem: B1(0) = {0} e B1[0] = K.
Como de costume, e´ interessante definir crite´rios para saber-
mos se dois objetos sa˜o essencialmente os mesmos. Utilizaremos dois
crite´rios aqui: um deles, equivaleˆncia, ira´ nos dizer quando dois valores
absolutos sobre o mesmo corpo induzem a mesma topologia, ja´ isomor-
fismo nos dira´ quando dois corpos com valor absoluto tem a mesma
estrutura alge´brica. O primeiro sera´ dado pela definic¸a˜o abaixo, en-
quanto o segundo sera´ dado na pro´xima sec¸a˜o.
Teorema 47. Dados valores absolutos | · |1 e | · |2 na˜o-triviais sobre K,
sa˜o equivalentes:
1) Existe s ∈ R∗+ tal que para todo x ∈ K, |x|1 = |x|s2.
2) | · |1 e | · |2 induzem a mesma topologia.
3) Para todo x ∈ K, tem-se |x|1 < 1⇔ |x|2 < 1.
Demonstrac¸a˜o. (1 =⇒ 2) Seja x ∈ K e r ∈ R, r > 0. Mostraremos
que a bola B1 = B1r (x) relativa a` | · |1 conte´m alguma bola B2 = B2r′(x)
relativa a` | · |2. De fato, seja r′ = r 1s . Enta˜o, dado y ∈ B2, temos
|x− y|1 = |x− y|s2 < r′s = (r
1
s )s = r, logo |x− y|1 < r e y ∈ B1. Para
mostrar que toda bola B2 = B2r (x) relativa a` | · |2 conte´m alguma bola
relativa a` | · |1, note que | · |2 = | · |
1
s
1 com
1
s > 0 e aplique o que acaba
de ser provado. Isso mostra que as me´tricas induzidas sa˜o equivalentes,
logo as topologias sa˜o as mesmas.
(2 =⇒ 3) Suponha que |x|1 < 1 e considere a sequeˆncia(|x|i1)i∈N = (|xi|1)i∈N. Enta˜o como |x|1 < 1, essa sequeˆncia converge
para 0 e do resultado anterior, lim
i→∞
xi = 0 na me´trica de | · |1. Enta˜o,
como as topologias geradas sa˜o iguais, temos que lim
i→∞
xi = 0 na me´trica
de | · |2 e lim
i→∞
|x|i2 = lim
i→∞
|xi|2 = 0, o que nos garante que |x|2 < 1.
Supondo que |x|2 < 1, usamos a simetria da hipo´tese: observe que | · |2
e | · |1 induzem a mesma topologia, por hipo´tese, e aplicando o que
acabamos de provar, |x|1 < 1.
(3 =⇒ 1) Como | · | e´ na˜o trivial, existe y ∈ K tal que |y|1 > 1.
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Defina s = ln |y|1ln |y|2 . Enta˜o, considere m,n ∈ Z e i ∈ {1, 2} quaisquer.
Temos
m
n
<
ln |x|i
ln |y|i ⇔ m ln |y|i < n ln |x|i ⇔ ln |y|
m
i < ln |x|ni ⇔
⇔ |y|mi < |x|ni ⇔
|y|mi
|x|ni
< 1⇔ |y
m
xn
|i < 1.
Isto e´,
m
n
<
ln |x|1
ln |y|1 ⇔ |
ym
xn
|1 < 1⇔ |y
m
xn
|2 < 1⇔ m
n
<
ln |x|2
ln |y|2
Como mn representa um nu´mero racional qualquer, temos que
ln |x|1
ln |y|1 =
ln |x|2
ln |y|2 , logo, ln |x|1 =
ln |y|1
ln |y|2 ln |x|2 = s ln |x|2 = ln |x|s2 o que
resulta em |x|1 = |x|s2.

Definic¸a˜o 48. Dois valores absolutos em K sa˜o ditos equivalentes se
valem as condic¸o˜es do teorema 47.
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4 COMPLETAMENTO
Um teorema importante sobre espac¸os me´tricos diz que todo
espac¸o me´trico admite completamento, que e´ u´nico a menos de isome-
trias. Em particular, os espac¸os me´tricos induzidos por valores absolu-
tos tambe´m o admitem e e´ relevante perguntar se tal completamento
pode ser munido de operac¸o˜es que o tornem um corpo, e neste caso, se
quaisquer corpos com essa propriedade sa˜o isomorfos. Esse resultado
e´ verdadeiro, e o objetivo dessa sessa˜o e´ enuncia´-lo e prova´-lo, mas
na˜o assumiremos o resultado sobre espac¸os me´tricos para isso. Em vez
disso, iremos definir um completamento e, dado um corpo com valor
absoluto, iremos usar a pro´pria estrutura do corpo para completa´-lo.
A abordagem utilizada sera´ a mesma: iremos considerar o conjunto de
todas as sequeˆncias de Cauchy, e enta˜o tomar o quociente pelo conjunto
das sequeˆncias que convergem para 0, mas no nosso caso, esse quoci-
ente sera´ visto como um quociente de ane´is, isto´ e´, provaremos que o
conjunto das sequeˆncias de Cauchy com as operac¸o˜es de adic¸a˜o e mul-
tiplicac¸a˜o pontuais formam um anel (que na˜o e´ um corpo) e que o con-
junto das sequeˆncias que convergem para 0 e´ um ideal maximal. Ale´m
disso, definiremos o que e´ uma imersa˜o e um isomorfismo, e mostra-
remos que quaisquer completamentos sa˜o isomorfos. A sec¸a˜o termina
com o Teorema de Ostrowski, que motiva o estudo de valores absolutos
na˜o-arquimedianos.
Definic¸a˜o 49. Sejam K, L corpos com respectivos valores absolutos
| · |K e | · |L. Um homomorfismo λ : K → L e´ dito uma imersa˜o de
(K, | · |K) em (L, | · |L) se para qualquer x ∈ K tem-se |x|K = |λ(x)|L. Se
λ e´ bijetora, enta˜o λ e´ dito um isomorfismo entre os corpos com valor
absoluto.
Observac¸a˜o 50. Nas notac¸o˜es acima, λ e´ injetora pois dado x ∈
Ker(λ), temos 0 = |0|L = |λ(x)|L = |x|K, logo x = 0. Tambe´m podemos
justificar isso dizendo que todo homomorfismo na˜o nulo entre corpos
e´ injetor. Aqui, convencionaremos que homomorfismos entre corpos
sa˜o sempre tais que a unidade e´ preservada, enta˜o todo homomorfismo
entre corpos e´, de fato, injetor.
Teorema 51. Sejam K, L corpos com respectivos valores absolutos |·|K
e | · |L e λ : K→ L uma imersa˜o. Enta˜o λ e´ cont´ınua.
Demonstrac¸a˜o. Considere a ∈ K. Dado ε > 0, tome δ = ε. Se x ∈ K e´
tal que |x−a|K < δ, enta˜o |λ(x)−λ(a)|L = |λ(x−a)|L = |x−a|K < δ = ε.
Conclu´ımos que λ e´ cont´ınua. 
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Definic¸a˜o 52. Considere um corpo K com um valor absoluto | · |. Um
corpo K′ com um valor absoluto | · |′ e´ dito um completamento de K
se K′ e´ completo e existe uma imersa˜o ι de K em K′ tal que ι(K) seja
denso em K′.
A seguir, precisaremos do seguinte teorema de espac¸os me´tricos:
Teorema 53. Sejam X,Y espac¸os me´tricos, f : X → Y uma func¸a˜o
uniformemente cont´ınua e (xi)i∈N uma sequeˆncia de Cauchy de X.
Enta˜o, (f(xi))i∈N e´ uma sequeˆncia de Cauchy de Y .
Demonstrac¸a˜o. Tome ε > 0. Enta˜o existe um δ > 0 tal que para quais-
quer x, y ∈ X com d(x, y) < δ temos d(f(x), f(y)) < ε. Ale´m disso,
existe um i0 ∈ N tal que para i, j ≥ i0, temos d(xi, xj) < δ. Dessas
duas afirmac¸o˜es, i, j ≥ i0 =⇒ d(xi, xj) < δ =⇒ d(f(xi), f(xj)) < ε e
(f(xi))i∈N e´ de Cauchy.

Lema 54. Seja (K, | · |) um corpo com valor absoluto, C o conjunto
das sequeˆncias de Cauchy de K e O o conjunto das sequeˆncias de K
que convergem para 0. Enta˜o dado (xn)n∈N ∈ C \O, existe n0 ∈ N tal
que se n ≥ n0, enta˜o xn 6= 0. Ale´m disso, se ∀n ∈ N, xn 6= 0, enta˜o(
1
xn
)
n∈N
∈ C.
Demonstrac¸a˜o. Para a primeira afirmac¸a˜o, usaremos a contrapositiva
da seguinte forma: seja (xn)n∈N ∈ C. Se para todo n0 ∈ N existe
n ≥ n0 tal que xn = 0, enta˜o (xn)n∈N ∈ O. De fato, tome ε > 0. Enta˜o
existe n0 ∈ N tal que para todo n,m ≥ n0, |xn−xm| < ε. Pela hipo´tese
da contrapositiva, existe k ≥ n0 tal que xk = 0 e logo, para todo
n ≥ n0, temos n, k ≥ n0, o que implica |xn| = |xn − 0| = |xn − xk| < ε
e (xn)n∈N ∈ O.
Para a segunda afirmac¸a˜o, note que da hipo´tese de na˜o convergir
para 0 existe ε′ > 0 tal que para n0 = 0 ∈ N existe n ≥ 0 tal que
|xn| = |xn − 0| ≥ ε′. Tome ε = min(|x0|, ..., |xn−1, ε′) e note que
(xn)n∈N e´ sequeˆncia de Dε = {x ∈ K; |x| ≥ ε}. Do que foi provado
anteriormente, a func¸a˜o
fε : Dε → K∗ definida por fε(x) = 1x e´ uniformemente cont´ınua. Disso
e do teorema acima, obtemos que
(
1
xn
)
n∈N
e´ de Cauchy. 
Lema 55. Seja (K, | · |) um corpo com valor absoluto. Enta˜o:
1) O conjunto C das sequeˆncias de Cauchy de K formam um
anel com a soma e produto entrada a entrada.
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2) O conjunto O das sequeˆncias de K que convergem para 0 for-
mam um ideal maximal de C.
3) A func¸a˜o F : C → R definida por F ({xi}i∈N) = lim
i→∞
|xi| esta´
bem definida e e´ tal que F (x) = F (y) ⇔ x − y ∈ O, e portanto induz
uma func¸a˜o f : C/O → R.
Demonstrac¸a˜o. A primeira propriedade e´ verificada mostrando que C
e´ subanel do anel das sequeˆncias de K. De fato, C e´ na˜o-vazio, pois
(0)i∈N ∈ C. Ale´m disso, sejam (xi)i∈N , (yi)i∈N ∈ C. Temos que dado
ε > 0, existem n1, n2 ∈ N tais que se n,m > n1, enta˜o |xn − xm| < ε2
e se n,m > n2, enta˜o |yn − ym| < ε2 . Ale´m disso, (|xi|)i∈N e (|yi|)i∈N
sa˜o de Cauchy, logo sa˜o limitadas por, digamos, Mx e My. Agora seja
n0 = max(n1, n2). Temos que se n,m > n0, enta˜o
|xn−yn − (xm − ym)| ≤ |xn − xm|+ |yn − ym| < ε
2
+
ε
2
= ε
|xnyn − xmym| = |xnyn − xnym + xnym − xmym| ≤
≤ |xnyn − xnym|+ |xnym − xmym| = |xn||yn − ym|+ |xn − xm||ym| <
< |xn|ε
2
+
ε
2
|ym| ≤ ε
2
(Mx +My).
Podemos tomar ε′ arbitra´rio, e aplicar o resultado acima para
ε = 2ε
′
Mx+My
para obter |xnyn − xmym| < ε′. Disso, conclu´ımos que
(xi − yi)i∈N , (xiyi)i∈N ∈ C.
Agora tome (xi)i∈N , (yi)i∈N ∈ O. Temos que limi→∞xi = limi→∞ yi =
0, logo, da continuidade de soma e do oposto, lim
n→∞xi− yi = 0− 0 = 0.
Ale´m disso, seja (ki)i∈N ∈ C. Como (ki)i∈N e´ de Cauchy, temos (|ki|)i∈N
limitada por algum M . Ale´m disso, dado ε > 0, existe n0 tal que se n >
n0, enta˜o |xn| < εM . Para n > n0, temos |knxn| = |kn||xn| < M εM = ε.
Obtemos disso e do resultado anterior que (xi − yi)i∈N , (kixi)i∈N ∈ O,
logo O e´ um ideal. Para mostrar que ele e´ maximal, considere uma
sequeˆncia (xi)i∈N ∈ C \ O. Defina x′i ∈ K por x′i = xi, se xi 6= 0, e
x′i = 1 caso contra´rio. Do lema 54, existe i0 ∈ N tal que se i ≥ i0, enta˜o
xi 6= 0, isto e´, se i ≥ i0, enta˜o x′i = xi. Como conhecido de espac¸os
me´tricos, isso implica que (x′i)i∈N e´ de Cauchy, uma vez que (xi)i∈N o
e´. Ale´m disso, como nenhum termo de (x′i)i∈N e´ nulo e (x
′
i)i∈N /∈ O,
temos, do lema, (x′i)i∈N invers´ıvel. Agora considere I ideal de C tal
que O  I ⊆ C. Enta˜o existe (xi)i∈N ∈ I \ O ⊆ C \ O. Construindo
(x′i)i∈N como antes, temos que para algum i0 ∈ N, se i ≥ i0, enta˜o
x′i = xi, isto e´, x
′
i − xi = 0. Enta˜o, como (x′i − xi)i∈N se anula a
partir de i0, temos que (x
′
i − xi)i∈N ∈ O ⊆ I. Como I e´ ideal, temos
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(x′i)i∈N = (x
′
i − xi)i∈N + (xi)i∈N ∈ I, mas (x′i)i∈N e´ invers´ıvel, logo, da
teoria de ane´is, I = O.
F esta´ bem definida pois (xi)i∈N ∈ C =⇒ (|xi|)i∈N de Cauchy
(pois | · | e´ uniformemente cont´ınua, como provamos na sec¸a˜o anterior),
logo |xi| e´ convergente. Se x − y ∈ O, temos que x − y converge para
0, e logo x e y convergem para o mesmo valor, assim como |x| e |y|.
Enta˜o, F (x) = F (y). A rec´ıproca e´ provada analogamente. Isso resulta
na func¸a˜o f procurada.

Teorema 56. Todo corpo com valor absoluto admite completamento.
Demonstrac¸a˜o. Seja (K, | · |) um corpo com valor absoluto. Afirmamos
que (C/O, f) como definido no lema 55 e´ um completamento de K. De
fato, considere (xi)i∈N , (yi)i∈N ∈ C. Enta˜o:
f
(
(xi)i∈N
)
= 0⇔ F ((xi)i∈N) = 0 = F ((0)i∈N)⇔ (xi)i∈N ∈ O ⇔
⇔ (xi)i∈N = (0)i∈N
f
(
(xi)i∈N + (yi)i∈N
)
= F ((xi)i∈N + (yi)i∈N) = F ((xi + yi)i∈N) =
= lim
i→∞
|xi + yi| ≤ lim
i→∞
|xi|+ lim
i→∞
|yi| =
= F ((xi)i∈N) + F ((yi)i∈N) = f
(
(xi)i∈N
)
+ f
(
(yi)i∈N
)
f
(
(xiyi)i∈N
)
= F ((xiyi)i∈N) = limi→∞
|xiyi| = lim
i→∞
|xi| lim
i→∞
|yi| =
= F ((xi)i∈N)F ((yi)i∈N) = f
(
(xi)i∈N
)
f
(
(yi)i∈N
)
.
Conclu´ımos que f e´, de fato, um valor absoluto sobre C/O. Ale´m
disso, podemos definir a func¸a˜o ι : K → C/O por ι(x) = (x)i∈N. Sa-
bemos que ι e´ homomorfismo, e provaremos agora a propriedade da
imersa˜o:
Seja x ∈ K. Temos que f(ι(x)) = f
(
(x)i∈N
)
= lim
i→∞
|x| = |x|.
Agora, mostraremos que a imagem de ι e´ densa em C/O. De
fato, mostraremos que dada uma sequeˆncia (ι(xi))i∈N com elementos
na imagem de ι, temos lim
i→∞
ι(xi) = (xi)i∈N. Dado ε > 0, como (xi)i∈N
e´ de Cauchy, existe n0 ∈ N tal que se n,m ≥ n0, enta˜o |xn − xm| < ε.
Para n ≥ n0, temos que se m ≥ n0, enta˜o |xn − xm| < ε e portanto
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lim
i→∞
|xn − xi| < ε. Enta˜o,
f
(
ι(xn)− (xi)i∈N
)
= f
(
(xn − xi)i∈N
)
= lim
i→∞
|xn − xi| < ε.
Agora que sabemos disso, conclu´ımos que dada um elemento x =
(xi)i∈N ∈ C/O, a sequeˆncia (ι(xi))i∈N converge para x, logo a ima-
gem de ι e´ densa em C/O.
Finalmente, iremos provar que C/O e´ completo. Considere uma
sequeˆncia de Cauchy (Xi)i∈N de elementos de C/O. Como Im(ι) e´ densa
em C/O, dado i ∈ N, existe uma sequeˆncia de Im(ι) que converge
para Xi. Em particular, existe um elemento yi ∈ K tal que f(Xi −
ι(yi)) <
1
i+1 . Enta˜o, limi→∞
f(Xi− ι(yi)) = 0 e portanto lim
i→∞
Xi− ι(yi) =
0. Somando lim
i→∞
ι(yi) aos dois lados, que sabemos que existe do que
acabamos de ver, obtemos lim
i→∞
Xi = lim
i→∞
ι(yi) = (yi)i∈N. Isso prova a
densidade de C/O, terminando assim a demonstrac¸a˜o. 
Teorema 57. (Propriedade universal do completamento) Seja K′ um
completamento de K com ι : K → K′ como na definic¸a˜o. Enta˜o dada
uma imersa˜o λ de K em um corpo L com valor absoluto | · |L completo,
existe uma u´nica imersa˜o λ′ : K′ → L tal que λ = λ′ ◦ ι.
Demonstrac¸a˜o. Seja x ∈ K′ e seja (ι(xi))i∈N sequeˆncia de ι(K) que
converge para x. Afirmamos que (λ(xi))i∈N converge para algum X ∈
L. De fato, tome ε > 0. Temos que (ι(xi))i∈N converge, logo e´ de
Cauchy, e para algum i0 ∈ N, se i, j > i0, temos |ι(xi) − ι(xj)| < ε.
Enta˜o, para i, j > i0,
|λ(xi)− λ(xj)| = |λ(xi − xj)| = |xi − xj | = |ι(xi − xj)| = |ι(xi)− ι(xj)| < ε
Logo (λ(xi))i∈N e´ de Cauchy. Mas L e´ completo, logo (λ(xi))i∈N
converge para algumX ∈ L. Ale´m disso, seja (ι(x′i))i∈N outra sequeˆncia
de ι(K) que converge para x. Como acima,
(
λ((x′i)i∈N)
)
i∈N converge
para algum X ′ ∈ L. Temos que dado ε > 0, existe algum i0 tal que
para i > i0, |ι(xi)− x| < ε2 e |ι(x′i)− x| < ε2 . Para i > i0:
|λ(xi)− λ(x′i)| = |λ(xi − x′i)| = |xi − x′i| = |ι(xi)− ι(x′i)| =
= |(ι(xi)− x)− (ι(x′i)− x)| ≤ |ι(xi)− x|+ |ι(x′i)− x| <
ε
2
+
ε
2
= ε
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Conclu´ımos X −X ′ = lim
i→∞
xi − lim
i→∞
x′i = lim
i→∞
xi − x′i = 0, logo,
esta´ bem definida a func¸a˜o λ′ : K′ → L definida por λ′( lim
i→∞
ι(xi)) =
lim
i→∞
λ(xi). Ale´m disso, podemos fazer verificac¸o˜es simples para mostrar
que λ′ e´ imersa˜o (lembrando que as operac¸o˜es de corpo e a func¸a˜o
mo´dulo sa˜o cont´ınuas):
λ′(x+ y) = lim
i→∞
λ(xi + yi) = lim
i→∞
λ(xi) + lim
i→∞
λ(yi) = λ
′(x) + λ′(y),
λ′(xy) = lim
i→∞
λ(xiyi) = lim
i→∞
λ(xi) lim
i→∞
λ(yi) = λ
′(x)λ′(y),
|λ′(x)| = | lim
i→∞
λ(xi)| = lim
i→∞
|λ(xi)| = lim
i→∞
|xi| = |x|.
Note que para x ∈ K, lim
i→∞
x = x e logo
λ′(ι(x)) = λ′( lim
i→∞
ι(x)) = lim
i→∞
λ(x) = λ(x).
Finalmente, suponha que λ′′ : K′ → L seja outra imersa˜o com tal
propriedade. Enta˜o, dado x ∈ K′, temos que para x ∈ K,
λ′(ι(x)) = λ(x) = λ′′(ι(x))
e enta˜o, lembrando que imerso˜es sa˜o cont´ınuas, se x = lim
i→∞
ι(xi) ∈
K′, xi ∈ K,
λ′(x) = λ′( lim
i→∞
(ι(xi))) = lim
i→∞
(λ′(ι(xi))) = lim
i→∞
(λ′′(ι(xi))) = λ′′( lim
i→∞
(ι(xi))) = λ
′′(x).

Corola´rio 58. Seja K um corpo com valor absoluto | · |K. Se (L, | ·
|L), (L′, | · |′L) sa˜o completamentos de K, enta˜o L e L′ sa˜o isomorfos.
Demonstrac¸a˜o. Sejam ι : K→ L e ι′ : K→ L′ as imerso˜es da definic¸a˜o
de completamento. Da propriedade universal, existem u´nicos λ : L′ →
L e λ′ : L → L′ tais que ι = λ ◦ ι′ e ι′ = λ′ ◦ ι. Mas enta˜o, IdL ◦ ι =
ι = λ ◦ λ′ ◦ ι, isto e´, IdL e λ ◦ λ′ sa˜o imerso˜es de L em L satisfazendo
a propriedade universal de ι. Da unicidade, obtemos λ ◦ λ′ = IdL. De
mesma forma, podemos obter λ′ ◦ λ = IdL′ , o que implica λ−1 = λ′ e λ
e´ isomorfismo. 
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Para o teorema a seguir, ver a refereˆncia [3]. Ele sera´ usado de
motivac¸a˜o na pro´xima sec¸a˜o.
Teorema 59. (Ostrowski) Todo corpo com valor absoluto completo e´
isomorfo a` R ou C, com seus respectivos valores absolutos.
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5 VALORAC¸O˜ES
Acima, antes que de´ssemos o exemplo de valor absoluto p-a´dico,
definimos uma func¸a˜o vp e observamos que esse exemplo seria impor-
tante futuramente. De fato, esta sec¸a˜o e´ dedicada a definir e estudar
o conceito de valorac¸a˜o. Veremos que valorac¸o˜es sa˜o equivalentes a
valores absolutos na˜o-arquimedianos, mas e´ vantajoso estuda´-las pela
forma simples que elas apresentam em alguns exemplos e tambe´m pela
facilidade que temos em generaliza´-las (as valorac¸o˜es de Krull, defi-
nidas posteriormente). Intuitivamente, podemos obter uma valorac¸a˜o
tomando um valor absoluto na˜o-arquimediano e aplicando uma trans-
formac¸a˜o da forma −s ln(|x|) nela (formalizaremos o que isso significa
mais abaixo). Dessa forma, transforma-se 0 em∞, 1 em 0, um nu´mero
real positivo arbitra´rio em um nu´mero real arbitra´rio e dualiza-se a or-
dem, isto e´, troca-se < por >, ≤ por ≥, min por max, etc... A definic¸a˜o
formal e´ dada abaixo.
Definic¸a˜o 60. Seja K um corpo. Uma func¸a˜o v : K→ R˜ := R ∪ {∞}
e´ dita uma valorac¸a˜o sobre K se valem, para todos x, y ∈ K:
1) v(x) =∞⇔ x = 0
2) v(x+ y) ≥ min(v(x), v(y))
3) v(xy) = v(x) + v(y)
Exemplo 61. Em um corpo K qualquer, defina v : K→ R˜ por v(0) =
∞ e v(x) = 0, se x 6= 0. v e´ uma valorac¸a˜o em K, denominada
valorac¸a˜o trivial sobre K.
Exemplo 62. Considere a func¸a˜o vp : Q → R˜ obtida estendendo por
vp(0) = ∞ a func¸a˜o de mesmo nome no teorema 32. Em outras pa-
lavras, vp(0) = ∞ e para x ∈ Q∗, escreva x = u
∏
q∈P
qαq e defina
vp(x) = αp. Como ja´ notamos, essa func¸a˜o esta´ bem definida. Ale´m
disso, do que provamos apo´s definirmos essa func¸a˜o, vp e´ uma va-
lorac¸a˜o em Q. Faltaria mostrar as propriedades para o caso em que
x = 0 ou y = 0, o que e´ trivial. Essa valorac¸a˜o e´ denominada valo-
ralc¸a˜o p-a´dica em Q.
Como foi dito no paragrafo de introduc¸a˜o a` essa sessa˜o, valorac¸a˜o
e valores absolutos na˜o-arquimedianos tem uma equivaleˆncia entre si.
O teorema abaixo mostra a primeira parte do que precisamos.
Teorema 63. Seja K um corpo, |·| um valor absoluto na˜o-arquimediano
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e s ∈ R, s > 0. Enta˜o vs : K→ R˜ definida abaixo e´ uma valorac¸a˜o em
K e dita associada a | · |.
vs(x) =
{ −s ln |x|, se x 6= 0
∞, se x = 0
Ale´m disso, se v e´ valorac¸a˜o em K, enta˜o dado q ∈ R com q > 1,
| · |q : K→ R definida abaixo e´ valor absoluto na˜o-arquimediano em K
e dito associado a v.
|x|q =
{
q−v(x), se x 6= 0
0, se x = 0
Demonstrac¸a˜o. De fato, e´ claro que vs(x) = ∞ ⇔ x = 0. Ale´m disso,
|x+ y| ≤ max(|x|, |y|)⇒ ln |x+ y| ≤ ln max(|x|, |y|)⇒
⇒ vs(x+y) = −s ln |x+y| ≥ −s ln max(|x|, |y|) = min(−s ln |x|,−s ln |y|) =
min(vs(x), vs(y)) e tambe´m,
vs(xy) = −s lnxy = −s(lnx+ ln y) = −s lnx− s ln y = vs(x) + vs(y).
De maneira semelhante, temos |x|q = 0 ⇔ x = 0 e |xy|q =
q−v(xy) = q−v(x)−v(y) = q−v(x)q−v(y) = |x|q|y|q. Para |x+ y|q ≤ |x|q +
|y|q, as contas sa˜o ana´logas ao que foi feito para vp.

A seguir, mostraremos que, em termos topolo´gicos, a escolha do q
acima e´ irrelevante. Tambe´m definiremos equivaleˆncia entre valorac¸o˜es,
que tera´ uma forma similar ao que foi definido para valores absolutos.
Teorema 64. Seja K um corpo e v uma valorac¸a˜o em K. Enta˜o todos
os valores absolutos associados a v sa˜o equivalentes.
Demonstrac¸a˜o. Sejam p, q ∈ R com p > 0 e q > 0 e fixe x ∈ K. Temos
dois casos:
(
p
q
)v(x)
≤ 1 ou
(
p
q
)v(x)
> 1. No primeiro caso:
|x|q < 1⇔ q−v(x) < 1⇔ p−v(x) q
−v(x)
p−v(x)
< 1⇔ p−v(x) < p
v(x)
qv(x)
≤ 1⇔ |x|p < 1.
Disso, conclu´ımos que os valores absolutos sa˜o equivalentes. O
outro caso e´ consequeˆncia desse, trocando p e q.

Teorema 65. Seja K um corpo e v1, v2 valorac¸o˜es sobre K. Enta˜o sa˜o
equivalentes:
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1) Quaisquer valores absolutos associados a v1 e v2 sa˜o equiva-
lentes.
2) Existe s ∈ R, s > 0 tal que para x ∈ K, v1(x) = sv2(x).
3) Dado x ∈ K, v1(x) > 0⇔ v2(x) > 0
Demonstrac¸a˜o. (1 =⇒ 2) Sejam | · |1 = p−v1 e | · |2 = q−v2 valores
absolutos associados a v1 e v2, respectivamente. Enta˜o, de 1, existe
s ∈ R tal que | · |1 = | · |s2. Enta˜o, v1(x) = − logp |x|1 = − logp |x|s2 =
−s logp |x|2 = sv(x).
(2 =⇒ 3) Seja x ∈ K. Enta˜o v(x) > 0⇔ sv2(x) > 0⇔ v2(x) >
0.
(3 =⇒ 1) Sabemos que quaisquer valores absolutos associado a
v1 (resp. v2) sa˜o equivalentes entre si. Basta provar que algum valor
absoluto associado a v1 e´ equivalente a algum valor absoluto associado
a v2. De fato, Sejam | · |1 = p−v1 e | · |2 = p−v2 valores absolutos
associados a v1 e v2, respectivamente. Temos
|x|1 < 1⇔ p−v1(x) < 1⇔ −v1(x) < logp 1 = 0⇔ v1(x) > 0⇔
⇔ v2(x) > 0⇔ −v2(x) < 0 = logp 1⇔ p−v2(x) < 1⇔ |x|2 < 1.
Enta˜o, os valores absolutos sa˜o equivalentes.

Definic¸a˜o 66. Duas valorac¸o˜es em um corpo K sa˜o ditas equivalentes
se valem as condic¸o˜es acima.
As seguintes propriedades sa˜o ana´logas ao que foi feito para va-
lores absolutos:
Teorema 67. Seja v uma valorac¸a˜o em K. Temos que:
1) v(1) = 0
2) Para toda raiz u ∈ K da unidade, v(u) = 0.
3) Se x ∈ K, enta˜o v(−x) = v(x) e se x 6= 0, enta˜o v(x−1) =
−v(x).
4) Se x, y ∈ K sa˜o tais que v(x) 6= v(y), enta˜o v(x + y) =
min(v(x), v(y)).
Demonstrac¸a˜o. A demonstrac¸a˜o e´ similar ao que foi feito para valores
absolutos.
1) v(1) = v(1 · 1) = v(1) + v(1) =⇒ v(1) = 0
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2) Seja n ∈ N∗ tal que un = 1. 0 = v(1) = v(un) = nv(u), logo,
de n > 0, v(u) = 0.
3) Como (−1)2 = 1, temos que −1 e´ ra´ız da unidade, o que
resulta em v(−x) = v(−1 · x) = v(−1) + v(x) = 0 + v(x) = v(x).
Ale´m disso, se x 6= 0, enta˜o 0 = v(1) = v(xx−1) = v(x) + v(x−1) =⇒
v(x−1) = −v(x).
4) Vendo que os casos x = 0 e y = 0 sa˜o triviais, suponha x 6= 0
e y 6= 0. Seja | · | um valor absoluto associado a v. Do teorema 38, item
4, temos que |x+ y| = max(|x|, |y|) e enta˜o
v(x+ y) = −s ln |x+ y| = −s ln max(|x|, |y|) = −smax(ln |x|, ln |y|) =
= min(−s ln |x|,−s ln |y|) = min(v(x), v(y)).

Assim como feito para valores absolutos, podemos dar uma es-
trutura de espac¸o me´trico para valorac¸o˜es. Esta sera´ topologicamente
equivalente a` do seu valor absoluto associado. Formalmente:
Teorema 68. Seja K um corpo, v uma valorac¸a˜o sobre K e |·| um valor
absoluto associado a` v. Para r ∈ R, defina Br(x) = {y ∈ K; v(x− y) >
r}. Enta˜o o colec¸a˜o τ de todos os subconjuntos U ⊆ K tais que para
todo x ∈ U , existe r ∈ R tal que Br(x) ⊆ U e´ uma topologia metriza´vel
em K e, de fato, e´ equivalente a topologia induzida por | · |.
Demonstrac¸a˜o. ∅ e K sa˜o trivialmente elementos de τ . Dados U, V ∈ τ ,
seja x ∈ U∩V . Enta˜o existem r, s ∈ R tais que Br(x) ⊆ U e Bs(x) ⊆ V .
Sejam = min(r, s). Enta˜o, Bm(x) ⊆ Br(x)∩Bs(x) ⊆ U∩V e U∩V ∈ τ .
Se {Ui}i∈I ⊆ τ , tome x ∈
⋃
i∈I
Ui. Enta˜o existe i0 ∈ I tal que x ∈ Ui0 .
Como Ui0 ∈ τ , existe r ∈ R tal que Br(x) ⊆ Ui0 ⊆
⋃
i∈I
Ui e portanto
temos que
⋃
i∈I
Ui ∈ τ . Agora, como | · | e´ associada a v, existe s > 0 tal
que para todo x ∈ K∗ v(x) = −s ln(|x|). Seja τ ′ a topologia induzida
por | · |. Dado U ∈ τ , considere x ∈ U e r ∈ R tal que Br(x) ⊆ U .
Temos v(y − x) > r =⇒ |y − x| < e− rs e portando a bola (em relac¸a˜o
a | · |) de centro x e raio e− rs e´ subconjunto de U . Isso mostra U ∈ τ ′.
Reciprocamente, considere V ∈ τ ′. Enta˜o, dado x ∈ U , existe r > 0
tal que a bola (em relac¸a˜o a | · |) de centro x e raio r e´ subconjunto
de U . Note que |y − x| < r =⇒ −s ln(|y − x|) > −s ln(r) e portanto
B−s ln(r)(x) ⊆ V . Isso mostra τ ′ ⊆ τ e portanto τ ′. Disso, segue τ
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metriza´vel: Basta tomar a me´trica induzida de | · |.

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6 DIVISIBILIDADE E ANE´IS DE VALORAC¸A˜O
Definic¸a˜o 69. Seja A um conjunto. Enta˜o uma relac¸a˜o ≤ em A e´
dita uma quase-ordem (ou uma pre´-ordem) se valem as seguintes pro-
priedades:
1) ∀x ∈ A, x ≤ x
2) ∀x, y, z ∈ A, x ≤ y e y ≤ z ⇒ x ≤ z
Ela e´ dita trivial se x ≤ y vale para todos x, y ∈ A e total se
dados x, y ∈ A temos x ≤ y ou y ≤ x.
Uma quase-ordem | na˜o trivial em um anel A e´ dita uma divi-
sibilidade se dados x, y, z ∈ A tambe´m valem:
1) x|y e x|z ⇒ x|(y − z)
2) x|y ⇒ xz|yz
Lema 70. Seja A um anel e | uma divisibilidade em um corpo K.
Enta˜o dado x ∈ A, x|0. Ale´m disso, 0|x se, e somente se, x = 0.
Demonstrac¸a˜o. De x|x, temos x|(x − x) = 0. Supondo x = 0, segue
que 0|x = 0 e supondo que 0|x com x 6= 0, temos 0 = 0x−1|xx−1 = 1 e
logo, para y ∈ K, y|0 e 0|1, logo y|1. Mais ainda, para z ∈ K∗, yz−1|1 e
logo y|z. Como y|0, obtemos que | e´ trivial, contradizendo a hipo´tese.

Teorema 71. Seja K um corpo e denote
D := {| ⊆ K×K; | e´ uma divisibilidade em K},
A := {A ⊆ K;A e´ subanel unita´rio de K}.
Enta˜o a func¸a˜o de A em D que leva A ∈ A em |A definida por
x|Ax′ ⇔ x = x′ = 0 ou x 6= 0 e x′x−1 ∈ A
e´ uma bijec¸a˜o. Ale´m disso, Inv(A) = {x ∈ A;x|A1}.
Demonstrac¸a˜o. Mostraremos que essa func¸a˜o esta´ bem definida. Seja
A ∈ A. Temos que dado x ∈ K∗, 1 = xx−1 ∈ A, pois A e´ unita´rio,
disso e de 0|0 resulta x|Ax. Para x, y, z ∈ K, suponha inicialmente que
x, y e z sa˜o na˜o nulos. Se x|Ay e y|Az, temos yx−1 ∈ A e zy−1 ∈ A, do
que resulta zx−1 = zy−1yx−1 ∈ A e (y − z)x−1 = yx−1 − zx−1 ∈ A,
logo x|Az e x|A(y − z). Ainda, se x|Ay, enta˜o para qualquer z temos
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yz(xz)−1 = yzz−1x−1 = yx−1 ∈ A, logo xz|Ayz. Notando que para
qualquer 0|z ⇔ z = 0, temos que se x = 0, enta˜o 0|y =⇒ y = 0 e
x = 0|0 = 0z = yz, 0|z =⇒ z = 0 e x = 0|0 = (y − z). Notando ainda
que para qualquer x ∈ K, x|0, temos que se z = 0, x|0 = yz e se x|y,
enta˜o x|(y−z). Tambe´m, supondo x 6= 0, z 6= 0 e y = 0, enta˜o x|0 = yz
e se x|z, enta˜o zx−1 ∈ A =⇒ −zx−1 ∈ A =⇒ x| − z = (y − z).
Como, da definic¸a˜o, 0 - 1, | na˜o e´ trivial e conclu´ımos que |A e´ relac¸a˜o
de divisibilidade, e portanto a func¸a˜o esta´ bem definida.
,Agora sejam A,B ∈ A tais que |A = |B . Temos que se x ∈ A,
enta˜o x·1−1 ∈ A e 1|Ax. Enta˜o, 1|Bx e portanto x = x·1−1 ∈ B. Enta˜o
sai A ⊆ B. A outra inclusa˜o e´ ana´loga, o que prova que a func¸a˜o e´
injetora. Considere | uma divisibilidade em K. Defina A = {x ∈ K; 1|x}
e mostraremos que A e´ subanel unita´rio de K. Temos que se x, y ∈ A,
enta˜o 1|x e 1|y, logo 1|(x − y) e x − y ∈ A. Ale´m disso, 1|x =⇒
y|xy =⇒ 1|y, y|xy =⇒ 1|xy, logo xy ∈ A. Tambe´m, como 1|1, temos
1 ∈ A, o que prova a afirmac¸a˜o. Finalmente, mostremos que | = |A.
De fato, considere x, y ∈ K. Se x = 0, enta˜o x|Ay ⇔ y = 0⇔ x = 0|y.
Suponha agora que x 6= 0. Temos
x|Ay ⇔ yx−1 ∈ A⇔ 1|yx−1 ⇔ x|yx−1x = y.
Obtemos que a func¸a˜o e´ bijetora. Para mostrar a segunda parte
do teorema, note que x ∈ A e´ invers´ıvel se, e somente se, 1x−1 = x−1 ∈
A, ou seja, se e somente se x|A1.

A demonstrac¸a˜o acima conte´m tambe´m a demonstrac¸a˜o do se-
guinte teorema:
Teorema 72. Nas notac¸o˜es do teorema anterior, dado A ∈ A e x ∈ K,
temos x ∈ A⇔ 1|Ax.
Definic¸a˜o 73. Seja K um corpo. Um subanel unita´rio A ∈ K e´ dito
um anel de valorac¸a˜o de K se para qualquer x ∈ K temos x ∈ A ou
x−1 ∈ A.
O estudo de ane´is de valorac¸a˜o sera´ importante mais a frente,
por isso e´ interessante obter caracterizac¸o˜es deles. Uma delas e´ dada
por divisibilidades da seguinte forma:
Teorema 74. Seja K um corpo. Um subanel unita´rio A de K e´ um
anel de valorac¸a˜o de K se, e somente se, a divisibilidade |A e´ total.
Demonstrac¸a˜o. Suponha que A seja um anel de valorac¸a˜o e considere
x, y ∈ K∗. Enta˜o como xy−1 ∈ K e A e´ de valorac¸a˜o, temos xy−1 ∈ A
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ou yx−1 = (xy−1)−1 ∈ A. No primeiro caso, y|Ax, ja´ no segundo, x|Ay.
Falta o caso em que x = 0 ou y = 0, mas notando que do lema 70 x|0
e y|0, conclu´ımos que |A e´ total.
Suponha agora que |A seja total. Dado x ∈ K∗, temos x|A1 ou
1|Ax. No primeiro caso, x−1 ∈ A e no segundo, x ∈ A. Conclu´ımos
que A e´ anel de valorac¸a˜o.

Definic¸a˜o 75. Um anel A e´ dito local se possui um u´nico ideal maxi-
mal. Nesse caso, seu ideal maximal e´ denotado por MA.
Observac¸a˜o 76. Note que nesse caso MA = A \ Inv(A). De fato,
como MA e´ maximal, ele e´ pro´prio e nenhum invers´ıvel de A esta´ nele,
isto e´, MA ⊆ A \ Inv(A). Agora, seja x ∈ A \ Inv(A). Enta˜o 〈x〉 e´ um
ideal pro´prio de A, e portanto esta´ contido em um ideal maximal de A.
Mas MA e´ o u´nico ideal maximal de A e logo x ∈ 〈x〉 ⊆MA. Como x
foi qualquer, MA ⊇ A \ Inv(A), concluindo a prova.
Lema 77. Seja A ⊆ K um anel de valorac¸a˜o. Enta˜o o conjunto dos
ideais de A e´ totalmente ordenado pela inclusa˜o.
Demonstrac¸a˜o. Considere I, J ideais de A e suponha que I  J . Que-
remos mostrar que J ⊆ I. Seja x ∈ J \ {0} e fixe y ∈ I \ J , notando
que y 6= 0. Enta˜o, yx−1x = y /∈ J e como J e´ ideal e x ∈ J , temos
yx−1 /∈ A. De A anel de valorac¸a˜o, xy−1 ∈ A e como y ∈ I e I e´ ideal,
obtemos x = xy−1y ∈ I. De 0 ∈ I, conclu´ımos J ⊆ I.

Teorema 78. Todo anel de valorac¸a˜o de um corpo K e´ um anel local.
Demonstrac¸a˜o. Se A = K, enta˜o A e´ corpo e portanto so´ tem ideais
triviais. Enta˜o, {0} e´ o seu u´nico ideal maximal. Caso contra´rio, temos
que existe x ∈ K \ A. Como 0 ∈ A, temos x 6= 0 e portanto x−1 ∈ A.
Isso quer dizer que x−1 /∈ Inv(A) e logo A na˜o e´ corpo. Isso quer
dizer que A possui ideal na˜o-trivial I. Sabemos que I esta´ contido em
algum ideal maximal M de A, logo a existeˆncia de um ideal maximal
esta´ provada. A unicidade e´ garantida do lema pois se M′ tambe´m e´
maximal, o lema nos garante M ⊆M′ ouM′ ⊆M, e em ambos os casos,
da maximalidade, obtemos M = M′.

Teorema 79. Seja K um corpo, v uma valorac¸a˜o sobre K e | · | um
valor absoluto associado a v. Enta˜o:
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1) O conjunto
O := {x ∈ K; v(x) ≥ 0} = {x ∈ K; |x| ≤ 1}
e´ um anel de valorac¸a˜o e um subanel maximal de K, chamado anel de
valorac¸a˜o associado com v.
2) Inv(O) = {x ∈ K; v(x) = 0} = {x ∈ K; |x| = 1}
3) O conjunto
M := O \ Inv(O) = {x ∈ K; v(x) > 0} = {x ∈ K; |x| < 1}
e´ o u´nico ideal maximal de O.
Demonstrac¸a˜o. 1) Como v(1) = 0, temos 1 ∈ O. Ale´m disso, se x, y ∈
O, v(x − y) = v(x + (−y)) ≥ min(v(x), v(−y)) = min(v(x), v(y)) ≥ 0,
logo x− y ∈ O e tambe´m v(xy) = v(x) + v(y) ≥ 0, logo xy ∈ O. Dado
x ∈ K, se x /∈ O, enta˜o v(x) < 0. Enta˜o, v(x−1) = −v(x) > 0, logo
x−1 ∈ O, o que prova que O e´ anel de valorac¸a˜o. Tambe´m, se B e´
subanel de K tal que A ⊆ B, enta˜o dado x ∈ B \ {0}, temos x ∈ A
ou x−1 ∈ A. Se x ∈ A, enta˜o esta´ provado que B ⊆ A, logo A = B.
Se x /∈ A, enta˜o v(x) < 0. Agora tome y ∈ K qualquer. Temos que
para algum k ∈ N, v(y) > kv(x). Disso, v(yx−k) = v(y) − kv(x) > 0
e portanto z = yx−k ∈ A ⊆ B. Como x ∈ B, temos xk ∈ B e logo
y = zxk ∈ B, portanto K ⊆ B e B = K.
2) x ∈ Inv(O) ⇔ x ∈ O e x−1 ∈ O ⇔ v(x) ≥ 0 e −v(x) =
v(x−1) ≥ 0⇔ v(x) = 0.
3) Segue da observac¸a˜o dada logo apo´s a definic¸a˜o de anel local
e do teorema 78.

Daremos abaixo a definic¸a˜o de corpo de res´ıduos. O estudo desse
corpo, que na˜o sera´ feito aqui em detalhes, nos revela informac¸o˜es im-
portantes sobre a valorac¸a˜o em questa˜o. Daremos a definic¸a˜o pois a
mesma sera´ usada mais tarde.
Definic¸a˜o 80. K := O/M e´ dito corpo de res´ıduos de O.
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7 GRUPOS ABELIANOS ORDENADOS E
VALORAC¸O˜ES DE KRULL
O estudo acima nos remete a uma pergunta: Sera´ que todo anel
de valorac¸a˜o de um corpo e´ induzido de alguma valorac¸a˜o nele? A
resposta para isso e´ na˜o. De fato, daremos um exemplo abaixo, com
uma construc¸a˜o geral. Uma construc¸a˜o explicita e´ poss´ıvel usando
series de poteˆncias formais, mas na˜o faremos tal construc¸a˜o aqui. Ao
longo dessa sec¸a˜o, teremos mais ferramentas para construir ane´is de
valorac¸a˜o desse tipo.
Exemplo 81. Seja K um corpo e A um anel de valorac¸a˜o de K tal
que A possui ideal primo P satisfazendo 0  P  MA. Suponha, por
absurdo, que A e´ induzido por uma valorac¸a˜o v : K→ R∪{∞}. Sejam
x, y ∈ A tais que
x ∈MA \P e y ∈ P\{0}, notando que x 6= 0, ja´ que P e´ ideal. Temos
∀n ∈ N∗, xn /∈ P. De fato, o caso n = 1 segue da construc¸a˜o de x e
supondo, para algum n fixo, que xn /∈ P, temos xn+1 = xn · x /∈ P pois
P e´ primo. Como R e´ arquimediano, existe m ∈ N∗ tal que m · v(x) ≥
v(y). Mas enta˜o, v(x
m
y ) = v(x
m)−v(y) = m·v(x)−v(y) ≥ 0 e portanto
xm
y ∈ A. Disso, de y ∈ P e de P ideal de A, temos xm = y · x
m
y ∈ P,
o que e´ uma contradic¸a˜o.
Note que a contradic¸a˜o acima so´ foi poss´ıvel porque R e´ arquime-
diano. Ale´m disso, note que na definic¸a˜o de valorac¸a˜o, usamos apenas
a soma e a ordem de R. Isso nos motiva a estender a noc¸a˜o de va-
lorac¸a˜o para outras estruturas (Γ,+,≤) “semelhantes”a (R,+ ≤), mas
que na˜o sejam necessariamente arquimedianas. De fato, faremos isso
para grupos abelianos ordenados Γ, e veremos posteriormente que todo
anel de valorac¸a˜o e´ induzido de uma valorac¸a˜o estendida a tais grupos
(valorac¸a˜o de Krull).
Definic¸a˜o 82. Sejam (G,+) um grupo abeliano e ≤ uma ordem total
em G. Dizemos que (G,+,≤) e´ um grupo abeliano ordenado se ≤ e´
compat´ıvel com a operac¸a˜o de G, isto e´, se para quaisquer a, b, c, d ∈ G
temos que a ≤ b e c ≤ d ⇒ a + c ≤ b + d. Dado a ∈ G, definiremos
|a| := a, se a ≥ 0, e |a| := −a caso contra´rio. Diremos que (G,+,≤)
e´ arquimediano se para quaisquer a, b ∈ G com a > 0 e b > 0, existe
n ∈ N tal que a ≤ nb.
Similarmente a antes, omitiremos a operac¸a˜o e a ordem quando
as mesmas ficarem claras no contexto.
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Definic¸a˜o 83. Seja G um grupo abeliano ordenado. Enta˜o um sub-
grupo I de G e´ dito isolado se para todo x ∈ I temos {y ∈ G; 0 ≤ y ≤
x} ⊆ I.
Observac¸a˜o 84. Note que se x < 0, temos {y ∈ G; 0 ≤ y ≤ x} = ∅ ⊆ I
e que para x = 0, temos {y ∈ G; 0 ≤ y ≤ x} = {0} ⊆ I, pois I e´
subgrupo. Disso, quando queremos mostrar que um subgrupo e´ isolado,
basta mostrar {y ∈ G; 0 ≤ y ≤ x} ⊆ I quando x > 0.
Teorema 85. Seja G um grupo abeliano ordenado. Enta˜o dado a ∈ G
com a > 0, o menor subgrupo isolado de G que contem a e´ dado por
Ia :=
⋃
n∈N
{b ∈ G;−na ≤ b ≤ na}.
Ale´m disso, {0} e G sa˜o subgrupos isolados de G e G e´ arquimediano
se, e somente se, esses dois subgrupos sa˜o os u´nicos subgrupos isolados
de G.
Demonstrac¸a˜o. E´ claro que a ∈ Ia, pois de a > 0, −a ≤ a ≤ a. Sejam
x, y ∈ Ia. Enta˜o existem n1, n2 ∈ N tais que x ∈ {b ∈ G;−n1a ≤ x ≤
n1a} e
y ∈ {b ∈ G;−n2a ≤ y ≤ n2a}. Temos que −(n1 − n2)a ≤ x − y ≤
(n1 − n2)a.
Isso mostra que Ia e´ subgrupo. Ele e´ isolado, pois dado x, y ∈ G
tais que x ∈ Ia e 0 ≤ y ≤ x. Enta˜o x ≤ na, para algum n ∈ N. Disso,
obtemos −na ≤ 0 ≤ y ≤ x ≤ na, logo, y ∈ Ia. Tambe´m, dado I
subgrupo isolado de G que conte´m a, seja x ∈ Ia. Enta˜o 0 ≤ |x| ≤ na
para algum n ∈ N. Como a ∈ I e I e´ grupo, temos na ∈ I. De I
isolado, |x| ∈ I. Mas I e´ grupo, logo x ∈ I e Ia ⊆ I. Conclu´ımos a
primeira parte do teorema.
E´ claro que {0} e G sa˜o isolados. Suponha G arquimediano e
considere I ⊆ G um subgrupo isolado na˜o-nulo de G. Enta˜o existe
a ∈ I com a > 0. Dado b ∈ G, a propriedade arquimediana garante a
existeˆncia de n ∈ N tal que |b| ≤ na, logo obtemos −na ≤ b ≤ na e
portanto
b ∈ {x ∈ G;−na ≤ x ≤ na} ⊆ Ia ⊆ I.
Isso prova G ⊆ I, logo G = I. Suponha agora que G tenha apenas
subgrupos isolados triviais. Enta˜o, tome a, b ∈ G. Como Ia e´ isolado,
temos Ia = G, logo b ∈ Ia, isto e´, existe n ∈ N tal que −na ≤ b ≤ na.
Disso, G e´ arquimediano.

Definic¸a˜o 86. Sejam G e H grupos abelianos ordenados. Uma func¸a˜o
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f : G → H e´ um homomorfismo de ordem se f for homomorfismo de
grupo e para quaisquer a, b ∈ G temos a ≤ b ⇒ f(a) ≤ f(b). Se f for
bijetora, dizemos que f e´ um isomorfismo de ordem e dizemos que G e
H sa˜o isomorfos.
Teorema 87. Nas notac¸o˜es da definic¸a˜o acima, se f e´ isomorfismo
de ordem, enta˜o f−1 tambe´m o e´.
Demonstrac¸a˜o. Sejam a, b ∈ H com a ≤ b e suponha por absurdo que
f−1(a) > f−1(b). Temos que f−1(b) ≤ f−1(a), logo b = f(f−1(b)) ≤
f(f−1(a)) = a. Mas enta˜o a = b e portanto f−1(a) = f−1(b), o que
e´ uma contradic¸a˜o. Isso mostra que f−1 preserva a ordem. Como ja´
se sabe da teoria de grupos, f−1 e´ um homomorfismo de grupos, o que
prova o teorema.

Teorema 88. Seja G um grupo abeliano ordenado e I um subgrupo
isolado de G. Enta˜o G/I e´ um grupo abeliano ordenado pela ordem
[a] ≤ [b] ⇔ existe i ∈ I tal que a ≤ b + i. Ale´m disso, pi : G → G/I
definida por pi(a) := [a] e´ um homomorfismo de ordem.
Demonstrac¸a˜o. Mostraremos que a relac¸a˜o ≤ esta´ bem definida. Supo-
nha a, b, a′, b′ ∈ G com a′ − a ∈ I e b′ − b ∈ I. Enta˜o se existe i ∈ I tal
que a ≤ b+i, temos a′ = a′−a+a ≤ a′−a+b+i = a′−a+b−b′+b′+i.
Considere i′ = i + (a′ − a) − (b′ − b) ∈ I. Enta˜o temos a′ ≤ b′ + i′, o
que mostra que a relac¸a˜o esta´ bem definida. Mostraremos que e´ uma
relac¸a˜o de ordem que respeita a soma do quociente. De fato, dados
a, b, c, d ∈ G temos:
1) a ≤ a+ 0 com 0 ∈ I, pois I e´ subgrupo, logo [a] ≤ [a].
2) Se [a] ≤ [b] e [b] ≤ [a], enta˜o existem i, j ∈ I tais que a ≤ b+ i
e b ≤ a+ j, logo a− b ≤ b+ i− b = i ≤ max(i, j) e −(a− b) = b− a ≤
a + j − a = j ≤ max(i, j), isto e´, 0 ≤ |a − b| ≤ max(i, j) ∈ I, logo, de
I isolado, |a− b| ∈ I e a− b ∈ I, o que resulta em [a] = [b].
3) Se [a] ≤ [b] e [b] ≤ [c], enta˜o existem i, j ∈ I tais que a ≤ b+ i
e b ≤ c + j. Conclu´ımos que a ≤ b + i ≤ c + j + i e como j + i ∈ I,
temos [a] ≤ [c].
4) Se [a] ≤ [b] e [c] ≤ [d], temos que existem i, j ∈ I tais que
a ≤ b+ i e c ≤ d+j. Enta˜o, a+c ≤ b+d+ i+j com i+j ∈ I, portanto
[a+ c] ≤ [b+ d].
Para finalizar, sabemos da teoria de grupos que pi como definida
e´ um homomorfismo. Provaremos que ele respeita a ordem. De fato,
dado a, b ∈ G, a ≤ b, temos a ≤ b+ 0 com 0 ∈ I. Disso, [a] ≤ [b].

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Teorema 89. (Teorema do homomorfismo) Sejam G e H grupos abe-
lianos ordenados e f : G → H um homomorfismo de ordem. Enta˜o
Ker(f) e´ subgrupo isolado de G e G/Ker(f) e´ isomorfo a` Im(f).
Demonstrac¸a˜o. Como f e´ homomorfismo de grupo, sabemos, da teoria
de grupos, que Ker(f) e´ subgrupo de G. Ale´m disso, considere x ∈ G.
Temos que se y ∈ G e´ tal que 0 ≤ y ≤ x, enta˜o 0 = f(0) ≤ f(y) ≤
f(x) = 0, logo f(y) = 0 e y ∈ Ker(f). Do teorema do homomorfismo
para grupos, segue que esta´ bem definida a func¸a˜o g : G/Ker(f) →
Im(f) definida por g([x]) = f(x) e esta e´ um homomorfismo de grupos.
Falta mostrar que ele respeita a ordem. Suponha que para [x], [y] ∈
G/Ker(f) temos [x] ≤ [y]. Enta˜o, existe i ∈ Ker(f) tal que x ≤ y + i.
Como f respeita a ordem e f(i) = 0, g([x]) = f(x) ≤ f(y + i) =
f(y) + f(i) = f(y) = g([y]), o que conclui a demonstrac¸a˜o.

Definic¸a˜o 90. Seja K um corpo. Uma valorac¸a˜o de Krull em K e´
uma func¸a˜o sobrejetora v : K → Γ ∪ {∞} onde Γ e´ um grupo abeliano
ordenado e estendemos x+∞ =∞+x =∞ e x ≤ ∞ para x ∈ Γ∪{∞}
tal que valem:
1) v(x) =∞ se, e somente se, x = 0
2) v(x+ y) ≥ min(v(x), v(y))
3) v(xy) = v(x) + v(y)
Nesse caso, Γ e´ denominado o grupo de valores de v e denotado
por Γv. Ale´m disso, duas valorac¸o˜es v, w de K sa˜o ditas equivalentes
se existe um isomorfismo de ordem ι : Γv → Γw tal que w = ι ◦ v.
Observac¸a˜o 91. Na definic¸a˜o, poder´ıamos na˜o ter pedido que v fosse
sobrejetora. Nesse caso, Im(v) seria um subgrupo de Γ, pois se a, b ∈
Im(v), considere x, y ∈ K tal que v(x) = a e v(y) = b. Enta˜o v(xy−1) =
v(x)− v(y). Definindo o grupo de valores como Im(v), temos, essenci-
almente, a mesma definic¸a˜o, logo na˜o ha´ perda em considerar v sobre-
jetora.
Teorema 92. Seja K um corpo e v uma valorac¸a˜o de Krull de K. Te-
mos que:
1) v(1) = 0
2) Para toda raiz u ∈ K da unidade, v(u) = 0.
3) Se x ∈ K, enta˜o v(−x) = v(x) e se x 6= 0, enta˜o v(x−1) =
−v(x).
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Demonstrac¸a˜o. Mais uma vez, essa demonstrac¸a˜o e´ similar ao que ja´
fizemos.
1) v(1) = v(1 · 1) = v(1) + v(1) =⇒ v(1) = 0
2) Seja n ∈ N∗ tal que un = 1. 0 = v(1) = v(un) = nv(u), logo,
de n > 0, v(u) = 0.
3) Como −12 = 1, temos que −1 e´ raiz da unidade. Enta˜o,
v(−x) = v(−1 · x) = v(−1) + v(x) = 0 + v(x) = v(x). Se x 6= 0, enta˜o
0 = v(1) = v(xx−1) = v(x) + v(x−1) =⇒ v(x−1) = −v(x).

Teorema 93. Seja K um corpo e v uma valorac¸a˜o de Krull em K.
Enta˜o Ov := {x ∈ K; v(x) ≥ 0} e´ um anel de valorac¸a˜o de K, denomi-
nado anel de valorac¸a˜o associado a v e se w e´ uma valorac¸a˜o de Krull
em K, temos Ov = Ow se, e somente se, v e w sa˜o equivalentes. Ale´m
disso, todo anel de valorac¸a˜o de K e´ associado a alguma valorac¸a˜o de
Krull em K.
Demonstrac¸a˜o. Seja x ∈ K∗ tal que x /∈ Ov. Enta˜o v(x) < 0 e v(x−1) =
−v(x) > 0, logo x−1 ∈ Ov, isto e´, Ov e´ anel de valorac¸a˜o.
Para a segunda parte, suponha primeiro que Ov = Ow e seja
a ∈ Γv. Como v e´ sobrejetora e a 6=∞, existe x ∈ K∗ tal que v(x) = a.
Ale´m disso, se y ∈ K∗ e´ tal que v(y) = a, temos 0 = v(x) − v(y) =
v(xy−1) e 0 = v(y) − v(x) = v(yx−1), logo xy−1, yx−1 ∈ Ov = Ow.
Enta˜o, 0 ≤ w(xy−1) = −w(yx−1) ≤ 0, logo w(x)−w(y) = w(xy−1) = 0
e w(x) = w(y). Disso, esta´ bem definida a func¸a˜o ι : Γv → Γw definida
por ι(v(x)) = w(x). Note que dados a, b ∈ Γv, com a = v(x), b = v(y),
temos ι(a + b) = ι(v(x) + v(y)) = ι(v(xy)) = w(xy) = w(x) + w(y) =
ι(a)+ι(b) e ι e´ homomorfismo de grupos. Ale´m disso, se a ≤ b, suponha
que ι(a) > ι(b). Enta˜o, ι(a) − ι(b) > 0 e w(xy−1) = ι(v(xy−1)) =
ι(v(x)) − ι(v(y)) = ι(a) − ι(b) > 0 e xy−1 ∈ Ow = Ov. Disso, 0 ≤
v(xy−1) = v(x) − v(y) = a − b e b ≤ a. De a ≤ b obtemos a = b e
portanto ι(a) = ι(b), contradic¸a˜o. Conclu´ımos que ι(a) ≤ ι(b) e ι e´
homomorfismo de ordem. E´ claro que w(x) = ι(v(x)), da definic¸a˜o,
logo so´ falta mostrar que ι e´ bijec¸a˜o. De fato, ι e´ sobrejetor, pois dado
b ∈ Γw, como w e´ sobrejetor, existe x ∈ K tal que w(x) = b. Para
a = v(x), ι(a) = ι(v(x)) = w(x) = b. Para mostrar que ι e´ injetora,
observe que ι e´ homomorfismo de grupo e considere a = v(x) ∈ Ker(ι).
Temos 0 = ι(a) = ι(v(x)) = w(x), logo x, x−1 ∈ Ow = Ov. Mas enta˜o,
0 ≤ v(x−1) = −v(x) ≤ 0 e a = v(x) = 0. Isso prova que ι e´ isomorfismo
de ordem.
Reciprocamente, suponha v e w equivalentes e seja ι : Γv → Γw
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tal que w = ι ◦ v. Se x ∈ Ov, enta˜o 0 ≤ v(x). Como ι e´ isomorfismo
de ordem, 0 = ι(0) ≤ ι(v(x)) = w(x) e x ∈ Ow, concluindo Ov ⊆ Ow.
Ale´m disso, note que ι−1 : Γw → Γv e´ isomorfismo de ordem tal que
v = ι−1 ◦ w. Do que provamos, isso implica Ow ⊆ Ov e portanto
Ov = Ow.
Finalmente, seja O um anel de valorac¸a˜o de K. (K∗, ·) e´ grupo
abeliano e (Inv(A), ·) e´ subgrupo de K∗. Da teoria de grupos, todo
subgrupo de um grupo abeliano e´ normal, logo podemos fazer o grupo
quociente Γ = K∗/Inv(A), que e´ abeliano. Ale´m disso, considere a
divisibilidade |A. Dados x, x′, y, y′ ∈ K∗ tais que [x] = [x′], [y] = [y′]
e x|Ay, temos y′y−1, xx′−1 ∈ A e portanto, do que vimos na sec¸a˜o an-
terior, 1|Axx′−1 e 1|Ay′y−1. Aplicando a definic¸a˜o de divisibilidade,
obtemos x′ = 1x′|Axx′−1x′ = x|Ay = y1|Ay′y−1y = y′ e x′|Ay′. Re-
sulta que a relac¸a˜o ≤ em Γ tal que [x] ≤ [y] ⇔ x|Ay esta´ bem defi-
nida. Mais ainda, essa ordem e´ total, pois dados [x], [y] ∈ Γ, temos
xy−1 ∈ A ou yx−1 ∈ A. No primeiro caso, [x] ≤ [y] e no segundo
[y] ≤ [x]. Tambe´m, se [x], [x′], [y], [y′] ∈ Γ sa˜o tais que [x] ≤ [y] e
[x′] ≤ [y′], enta˜o x|Ay e x′|Ay′ o que resulta yx′|Ayy′ e xx′|Ayx′|Ayy′,
isto e´, [x][x′] = [xx′] ≤ [yy′] = [y][y′] e ≤ respeita a operac¸a˜o do grupo.
Defina v : K → Γ ∪ {∞} por v(x) = [x], se x 6= 0 e v(0) = ∞. Que-
remos mostrar que v e´ valorac¸a˜o de Krull. Observe inicialmente que
v e´ sobrejetora e considere x ∈ K. Claramente, v(x) = ∞ ⇔ x = 0
e ale´m disso se y ∈ K, podemos verificar as demais propriedades de
valorac¸a˜o. Caso x = 0 ou y = 0, elas sa˜o triviais, enta˜o suponha x 6= 0
e y 6= 0. Enta˜o, v(xy) = [xy] = [x][y] (lembrando que a operac¸a˜o
nesse grupo e´ denotada multiplicativamente) e supondo v(x) ≤ v(y),
temos da definic¸a˜o de ≤ que x|Ay e como x|Ax, temos x|A(x + y) e
v(x+ y) ≥ v(x) = min(v(x), v(y)). Isso conclui o teorema.

A seguir, veremos a topologia de uma valorac¸a˜o de Krull. Essa
na˜o e´ necessariamente metriza´vel, mas ela tem uma estrutura boa.
Definic¸a˜o 94. Seja K um corpo com uma valorac¸a˜o de Krull v com
grupo de valores Γ. Dados x ∈ K e r ∈ Γ, a bola com centro x e raio
r e´ definida como o conjunto Br(x) := {y ∈ K; v(y − x) > r}.
Teorema 95. Seja K um corpo e v uma valorac¸a˜o de Krull em K com
grupo de valores Γ. Defina uma famı´lia τ de subconjuntos de K da
seguinte forma: U ∈ τ se, e somente se para todo x ∈ U existe r ∈ Γ
tal que Br(x) ⊆ U . Enta˜o τ e´ uma topologia em K e β = {Br(x); r ∈
Γ, x ∈ K} e´ um base de τ . Ale´m disso, as operac¸o˜es de subtrac¸a˜o e
multiplicac¸a˜o sa˜o cont´ınuas.
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Demonstrac¸a˜o. A demonstrac¸a˜o que τ e´ topologia e´ a padra˜o: ∅ e K
sa˜o trivialmente elementos de τ . Dados U, V ∈ τ , seja x ∈ U∩V . Enta˜o
existem r, s ∈ Γ tais que Br(x) ⊆ U e Bs(x) ⊆ V . Como Γ e´ totalmente
ordenado, existe m = min(r, s). Enta˜o, Bm(x) ⊆ Br(x)∩Bs(x) ⊆ U∩V
e U ∩ V ∈ τ . Se {Ui}i∈I ⊆ τ , tome x ∈
⋃
i∈I
Ui. Enta˜o existe i0 ∈ I tal
que x ∈ Ui0 . Como Ui0 ∈ τ , existe r ∈ Γ tal que Br(x) ⊆ Ui0 ⊆
⋃
i∈I
Ui
e portanto temos que
⋃
i∈I
Ui ∈ τ . Conclu´ımos que τ e´ uma topologia
em K. Para mostrar que β e´ uma base, observe inicialmente que Br(x)
e´ aberto para todo x ∈ K, r ∈ Γ. De fato, dado y ∈ Br(x), tome u um
elemento positivo de Γ e s = r+u, notando que s−r = r+u−r = u > 0
e logo s > r. Temos que Bs(y) ⊆ Br(x), pois para z ∈ Bs(y) temos
v(z − y) > s por definic¸a˜o e
v(z − x) = v(z − y + y − x) ≥ min(v(z − y), v(y − x)) > min(s, r) = r.
Agora sai direto da definic¸a˜o de τ que todo aberto e´ unia˜o de bolas.
De fato, seja U ∈ τ . Dado x ∈ U , existe rx ∈ Γ tal que x ∈ Br(x) ⊆
U . Disso, U ⊆ ⋃
x∈U
Brx(x) ⊆ U . Falta mostrar a continuidade das
operac¸o˜es do enunciado. Para isso, considere x, y ∈ K. Dado uma
vizinhanc¸a W de x− y, existe r ∈ Γ tal que Br(x− y) ⊆W . Considere
as vizinhanc¸as U = Br(x), V = Br(y) de x e y, respectivamente. Se
(x′, y′) ∈ U × V , temos
v(x′ − y′) ≥ min(v(x′), v(−y′)) = min(v(x′), v(y′)) > r,
logo x′−y′ ∈ Br(x−y) ⊆W . Temos que a operac¸a˜o de subtrac¸a˜o
e´ cont´ınua para cada par (x, y), logo ela e´ cont´ınua. Agora, seja s =
max(r, 0). Usando as vizinhanc¸as U = Bs(x), V = Bs(y) de x e y,
respectivamente, para (x′, y′) ∈ U ×V , temos v(x′y′) = v(x′) + v(y′) >
s+s ≥ r+0 = r e obtemos que a operac¸a˜o de multiplicac¸a˜o e´ cont´ınua.

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8 CORPOS PROJETIVOS E LUGARES
Ja´ vimos anteriormente duas equivaleˆncias aos ane´is de valorac¸a˜o
de um corpo: Valorac¸o˜es de Krull e divisibilidades. Veremos agora uma
terceira caracterizac¸a˜o via corpos projetivos. Nessa sec¸a˜o, veremos uma
versa˜o alge´brica de um conceito recorrente na matema´tica. Assim como
podemos criar a reta real estendida e o plano complexo estendido acres-
centando um elemento extra, denotado ∞, e estendendo parcialmente
as operac¸o˜es, podemos tambe´m fazer o mesmo em um corpo qualquer,
definindo a noc¸a˜o do corpo projetivo associado a ele. Topologicamente,
essa noc¸a˜o corresponde a` compactificac¸a˜o de Alexandrov. Intuitiva-
mente, as operac¸o˜es sera˜o estendidas de maneira a torna´-las cont´ınuas,
com a convergeˆncia para ∞ (usaremos o termo “convergeˆncia”nesse
caso, pois ∞ e´ um elemento do corpo projetivo) sendo interpretada
como os elementos ficando cada vez maiores (em mo´dulo). Essa noc¸a˜o
faz sentido para R ou C, que tem uma topologia e um valor absoluto
padra˜o, mas para o caso de um corpo K qualquer na˜o temos essa noc¸a˜o
formal. De qualquer maneira, as extenso˜es seguira˜o a mesma linha des-
ses dois casos particulares. Usaremos o seguinte guia, lembrando que a
discussa˜o a seguir e´ informal e usada apenas para motivar a definic¸a˜o:
1) Assumiremos que as operac¸o˜es de corpo ja´ sa˜o cont´ınuas, logo
para x, y ∈ K, x+ y e xy sera´ como em K.
2) Se x ∈ K, tome (xi) convergindo para x e (yi) convergindo
para ∞. Temos (xi) limitada e portanto (xi + yi) converge para ∞.
Disso, x +∞ = ∞ e da mesma forma, ∞ + x = ∞. Ale´m disso,se
x 6= 0, (xiyi) tambe´m converge para ∞, e logo x · ∞ =∞ · x =∞.
3) Se (xi) e (yi) ambas convergem para ∞, o mesmo pode ser
dito para (xiyi), e portanto ∞ ·∞ =∞.
4) Observe que em R temos (1, 2, 3, ...) e (−1,−2,−3, ...) ambas
convergindo para ∞, mas por um lado (2, 4, 6, ...) converge para ∞ e
por outro (0, 0, 0, ...) na˜o, logo ∞ + ∞ na˜o fica definido. O mesmo
pode ser dito sobre 0 · ∞ observando as sequeˆncias (1; 0, 1; 0, 01; ...) e
(1, 10, 100, ...), assim como as sequeˆncias (0, 0, 0, ...) e (1, 10, 100, ...).
Guiando-se nos pontos acima, segue a definic¸a˜o formal de corpo
projetivo.
Definic¸a˜o 96. Seja K um corpo. O corpo projetivo de K, denominado
K˜, e´ definido como o conjunto K ∪ {∞} (com ∞ /∈ K). Nesse caso, as
operac¸o˜es do corpo K sa˜o (parcialmente) estendidas para K˜ por
x+∞ =∞+ x =∞,∀x ∈ K e
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x · ∞ =∞ · x =∞,∀x ∈ K˜∗ := K˜ \ {0}
e tambe´m estendemos −∞ =∞ = 0−1 e ∞−1 = 0. Ainda, dado
um corpo L, um lugar de K em L e´ uma func¸a˜o f : K˜→ L˜ tal que para
quaisquer x, y ∈ K˜ valem:
1) Se x + y e f(x) + f(y) esta˜o definidas, enta˜o f(x + y) =
f(x) + f(y).
2) Se xy e f(x)f(y) esta˜o definidos, enta˜o f(xy) = f(x)f(y).
3) f(1K) = 1L.
Observac¸a˜o 97. A definic¸a˜o de lugar dada acima segue as linhas da
definic¸a˜o de homomorfismo. De fato, um lugar de K em L pode ser
visto como uma espe´cie de homomorfismo de K˜ em L˜.
Observac¸a˜o 98. Note que x + y esta´ definida se e so´ se x 6= ∞ ou
y 6= ∞ e a condic¸a˜o de xy estar definido pode ser vista da seguinte
forma: caso x = 0, e´ verdadeira precisamente quando y = ∞, caso
x = ∞, e´ verdadeira precisamente quando y 6= 0 e caso nenhuma das
duas, e´ sempre verdadeira.
Teorema 99. Sejam K e L corpos e f um lugar de K em L. Enta˜o
para quaisquer x, y ∈ K valem:
(a) f(0) = 0 e f(∞) =∞.
(b) Se f(x) + f(y) esta´ definida, enta˜o x + y esta´ definida. Se
f(x)f(y) esta´ definido, enta˜o xy esta´ definido.
(c) f(−x) = −f(x) e f(x−1) = f(x)−1.
Demonstrac¸a˜o. Primeiro, note que 0 + 1 e f(0) + f(1) esta˜o definidas,
pois f(1) = 1 6= 0 (ver observac¸a˜o acima e a propriedade 3 da definic¸a˜o
de lugar). Enta˜o, 1 = f(1) = f(0 + 1) = f(0) + f(1) = f(0) + 1. Disso
obtemos f(0) 6=∞ e logo f(0) ∈ L. Como L e´ corpo, 1 = f(0) + 1 =⇒
0 = f(0). Agora, note que pelo mesmo motivo de antes, tambe´m
esta˜o definidas ∞ + 1 e f(∞) + f(1). Obtemos f(∞) = f(∞ + 1) =
f(∞) + f(1) = f(∞) + 1. Se tive´ssemos f(∞) ∈ L, obter´ıamos 0 = 1,
o que e´ uma contradic¸a˜o, logo f(∞) =∞, provando (a).
Para provar (b), suponha que f(x) + f(y) esteja definida. Enta˜o
f(x) 6=∞ ou f(y) 6=∞. Mas como por (a), f(∞) =∞, temos x 6=∞
ou y 6= ∞, logo x + y esta´ definida. Agora, olhando para a contra-
positiva, suponha que xy na˜o esteja definido. Enta˜o temos dois casos:
quando x = 0, temos y =∞ e logo f(x) = 0 e f(y) =∞, o que resulta
em f(x)f(y) na˜o estar definido. No caso x 6= 0, temos, de xy na˜o de-
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finido, x = ∞ e y = 0. Enta˜o, f(x) = ∞ e f(y) = 0, o que resulta em
f(x)f(y) na˜o estar definido.
Finalmente, precisamos provar (c). Para isso, note que quando
f(x) 6=∞, temos x 6=∞ e f(−x) = −f(x) pode ser provado da mesma
forma que na teoria de corpos e tambe´m note que se adicionalmente
f(x) 6= 0, temos x 6= 0 e f(x−1) = f(x)−1 pode ser provado analoga-
mente. Agora provaremos o treˆs casos restantes:
f(−∞) = f(∞) =∞ = −∞ = −f(∞)
f(∞−1) = f(0) = 0 =∞−1 = f(∞)−1
f(0−1) = f(∞) =∞ = 0−1 = f(0)−1
Isso prova (c), concluindo a demonstrac¸a˜o.

Observac¸a˜o 100. Esse teorema nos diz que a condic¸a˜o 1 da definic¸a˜o
de lugar e´ equivalente a “Se f(x) + f(y) esta´ definida, enta˜o x+ y esta´
definida e
f(x+ y) = f(x) + f(y)”e a condic¸a˜o 2 da definic¸a˜o e´ equivalente a “Se
f(x)f(y) esta´ definido, enta˜o xy esta´ definido e f(xy) = f(x)f(y)”.
Mas note que essas condic¸o˜es alternativas sempre implicam as da de-
finic¸a˜o, mesmo quando f na˜o e´ lugar. Por exemplo, assumindo as
condic¸o˜es alternativas, se f(x + y) e f(x) + f(y) esta˜o definidas, em
particular f(x) + f(y) esta´ e logo f(x+ y) = f(x) + f(y). Conclu´ımos
que se f satisfaz f(1) = 1, as condic¸o˜es da definic¸a˜o sa˜o equivalentes a
essas. A hipo´tese de que f(1) = 1 (que foi usada na demonstrac¸a˜o) e´
importante. Sem ela, podemos definir f(∞) = 0 e f(x) =∞ se x 6=∞.
Essa func¸a˜o satisfaz as condic¸o˜es 1 e 2 da definic¸a˜o, mas f(∞)+f(∞)
esta´ definida sem que ∞+∞ esteja.
Teorema 101. Sejam K,L,M corpos, f lugar de K em L e g lugar de
L em M. Enta˜o g ◦ f e´ um lugar de K em M.
Demonstrac¸a˜o. Sejam x, y ∈ K tais que x + y e g ◦ f(x) + g ◦ f(y)
estejam definidas. Enta˜o, como g e´ lugar, f(x) + f(y) esta´ definida, do
teorema 99. Enta˜o, g ◦ f(x+ y) = g(f(x) + f(y)) = g ◦ f(x) + g ◦ f(y).
Por argumentos ana´logos, se xy e g◦f(x)g◦f(y) esta˜o definidos, temos
que g ◦ f(xy) = g ◦ f(x)g ◦ f(y). Ainda, g ◦ f(1) = g(1) = 1, logo, por
definic¸a˜o, g ◦ f e´ lugar.

Diferente do caso de homomorfismo de corpos, nem todo lugar
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e´ injetor, mas similarmente ao caso de homomorfismo de anel, lugares
injetores podem ser caracterizados pelos elementos que sa˜o levados em
0. Outras caracterizac¸o˜es sa˜o poss´ıveis, como e´ visto abaixo.
Teorema 102. Sejam K,L corpos e f lugar de K em L. Enta˜o sa˜o
equivalentes:
1) f e´ injetora.
2) Ker(f) = {x ∈ K˜; f(x) = 0} = {0}
3) f−1({∞}) = {x ∈ K˜; f(x) =∞} = {∞}
4) f−1(L) = {x ∈ K˜; f(x) ∈ L} = K
Demonstrac¸a˜o. (1 =⇒ 2) : Como f(0) = 0 e f e´ injetora, segue que
Ker(f) = {0}.
(2 =⇒ 3) : Sabemos que f(∞) = ∞. Agora, tome x ∈ K tal
que f(x) = ∞. Temos f(x−1) = f(x)−1 = ∞−1 = 0 e logo x−1 = 0,
nos garantindo x =∞. Enta˜o, f−1({∞}) = {∞}.
(3 =⇒ 4) : Temos
f−1(L) = {x ∈ K; f(x) ∈ L} = K˜\{x ∈ K; f(x) =∞} = K˜\{∞} = K.
(4 =⇒ 1) : Sejam x, y ∈ K˜ tais que f(x) = f(y). Se f(x) =
f(y) =∞, temos x /∈ f−1(L) = K e y /∈ f−1(L) = K, logo x = y =∞.
Caso f(x) = f(y) 6=∞, temos f(x)−f(y) definida e logo f(x)+f(−y)
tambe´m, o que nos da´ x + (−y) = x − y definida e f(x − y) = f(x) −
f(y) = 0. Agora, f((x − y)−1) = f(x − y)−1 = 0−1 = ∞ e portanto
(x−y)−1 /∈ f−1(L) = {x ∈ K; f(x) ∈ L} = K. Obtemos (x−y)−1 =∞
e logo x− y = 0, o que resulta em x = y.

Definiremos uma relac¸a˜o entre lugares mais a` frente. Essa relac¸a˜o
na˜o sera´ uma ordem, e sim uma quase-ordem. Dessa forma, podemos
definir uma relac¸a˜o de equivaleˆncia entre lugares. Usaremos as classes
de equivaleˆncia por essa relac¸a˜o para estabelecer a conexa˜o entre lugares
e ane´is de valorac¸a˜o.
Teorema 103. Sejam K,L,M corpos, f lugar sobrejetor de K em L e
g lugar sobrejetor de K em M. Enta˜o sa˜o equivalentes:
1) f−1(L) ⊆ g−1(M)
2) Existe uma func¸a˜o φ : M˜→ L˜ tal que f = φ ◦ g.
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Nesse caso, φ e´ um lugar de M em L e e´ a u´nica func¸a˜o de M˜
em L˜ tal que f = φ ◦ g.
Demonstrac¸a˜o. (1 =⇒ 2) : Queremos mostrar inicialmente que dados
x, y ∈ K tais que g(x) = g(y), enta˜o f(x) = f(y). De fato, se g(x) =
g(y) =∞, temos x /∈ g−1(M) e y /∈ g−1(M). Da hipo´tese, x /∈ g−1(M)
e y /∈ g−1(M) e logo f(x) = ∞ = f(y). Agora, se g(x) = g(y) 6= ∞,
temos g(x)−g(y) definida e portanto g(x)−g(y) = 0. Enta˜o, g(x−y) =
g(x)−g(y) = 0 e do teorema 102, g((x−y)−1) = g(x−y)−1 = 0−1 =∞.
Temos (x−y)−1 /∈ g−1(M) e portanto (x−y)−1 /∈ f−1(L) o que resulta
em f(x− y)−1 = f((x− y)−1) =∞ e portanto f(x− y) = 0. Como f e´
lugar, temos f(x)− f(y) = 0 e logo f(x) = f(y). Com esse resultado,
podemos definir uma func¸a˜o φ da seguinte forma: Dado x ∈ M˜, tome
y ∈ K tal que g(y) = x (tal y existe pois por hipo´tese g e´ sobrejetor).
Defina φ(x) := f(y). Pelo que acabamos de provar, φ esta´ definida.
Agora, dado y ∈ K, temos φ(g(y)) = f(y) por definic¸a˜o.
(2 =⇒ 1) : Seja x ∈ f−1(L). Enta˜o φ(g(x)) = f(x) 6= ∞. Por
outro lado, φ(g(∞)) = f(∞) = ∞ e logo g(x) 6= g(∞) = ∞. Disso,
x ∈ g−1(M).
Agora, mostraremos que φ e´ lugar. De fato, sejam x, y ∈ M. Se
x+ y e φ(x) + φ(y) esta˜o definidas, sejam x′, y′ ∈ K tais que g(x′) = x
e g(y′) = y. Enta˜o, como x+y = g(x′)+g(y′) esta´ definida e g e´ lugar,
g(x′+y′) = g(x′)+g(y′) = x+y. Ale´m disso, φ(x)+φ(y) = f(x′)+f(y′)
esta´ definida e portanto obtemos φ(x+y) = φ(g(x′+y′)) = f(x′+y′) =
f(x′) + f(y′) = φ(x) +φ(y). O caso da multiplicac¸a˜o segue de maneira
ana´loga: Se xy e φ(x) · φ(y) esta˜o definidos, sejam x′, y′ ∈ K tais que
g(x′) = x e g(y′) = y. Enta˜o, como xy = g(x′) ·g(y′) esta´ definido e g e´
lugar, g(x′ ·y′) = g(x′)·g(y′) = xy. Ale´m disso, φ(x)·φ(y) = f(x′)·f(y′)
esta´ definido e portanto obtemos φ(xy) = φ(g(x′ · y′)) = f(x′ · y′) =
f(x′) · f(y′) = φ(x) · φ(y).
Para concluir o teorema, considere ψ : M → L func¸a˜o tal que
f = ψ ◦ g. Dado x ∈ M, seja x′ ∈ K tal que g(x′) = x. Temos
ψ(x) = ψ(g(x′)) = f(x′) = φ(g(x′)) = φ(x), o que prova ψ = φ.

Definic¸a˜o 104. Nas notac¸o˜es do teorema anterior, dizemos que f 4 g
se as condic¸o˜es equivalentes da mesma sa˜o satisfeitas. Se f 4 g e
g 4 f , dizemos que f e g sa˜o equivalentes.
Teorema 105. Nas notac¸o˜es do teorema anterior, sa˜o equivalentes:
1) f e g sa˜o equivalentes.
2) f−1(L) = g−1(M).
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3) Existe φ : M→ L bijetora tal que f = φ ◦ g.
4) Existe φ : M→ L tal que f = φ ◦ g e φ−1(L) = M.
Demonstrac¸a˜o. (1 =⇒ 2) : Da hipo´tese e da definic¸a˜o de equivaleˆncia,
temos f 4 g e g 4 f . Enta˜o, f−1(L) ⊆ g−1(M) ⊆ f−1(L), isto e´,
f−1(L) = g−1(M).
(2 =⇒ 3) : Tiramos como caso particular da hipo´tese que
f−1(L) ⊆ g−1(M) e portanto, do teorema 103, existe uma u´nica φ :
M → L tal que f = φ ◦ g. Iremos mostrar que φ e´ bijetora. Seja
x ∈ M tal que φ(x) = ∞ e x′ ∈ K tal que g(x′) = x. Temos f(x′) =
φ(g(x′)) = φ(x) = ∞ e enta˜o, x′ /∈ f−1(L) = g−1(M) e portanto
x = g(x′) = ∞. Como provado anteriormente, isso e´ suficiente para
garantir φ injetora, uma vez que ja´ sabemos que φ e´ lugar. Para mostrar
que φ e´ sobrejetora, considere y ∈ L. Temos que existe x′ ∈ K tal que
f(x′) = y. Enta˜o, para x = g(x′), temos φ(x) = φ(g(x′)) = f(x′) = y
e φ e´ sobrejetora.
(3 =⇒ 4) : Tome φ como na hipo´tese e note que de φ lugar
temos φ−1(L) ⊆ M. Agora seja x ∈ M. Como x 6= ∞ e φ(∞) = ∞
temos, de φ injetora, φ(x) 6=∞ e portanto x ∈ φ−1(L).
(4 =⇒ 1) : E´ imediato da definic¸a˜o que f 4 g. Ale´m disso,
do que vimos, a condic¸a˜o φ−1(L) = M e´ equivalente a` φ ser injetora, e
portanto φ admite uma inversa a` esquerda ψ. Aplicando ψ na equac¸a˜o
da hipo´tese, obtemos ψ ◦ f = ψ ◦ φ ◦ g = g e logo g 4 f , o que prova f
equivalente a` g.

Teorema 106. Sejam K e L corpos e f um lugar sobrejetor de K em
L. Enta˜o Of := f−1(L) e´ um anel de valorac¸a˜o de K, denominado
anel de valorac¸a˜o associado a f . Nesse caso, f |Of e´ um homomorfismo
de Of em L com nu´cleo MOf . Ale´m disso, dado M um corpo e g um
lugar sobrejetor de K em M, Of = Og se, e somente se, f e g sa˜o
equivalentes. Reciprocamente, todo anel de valorac¸a˜o de K e´ associado
a algum lugar sobrejetor de K em algum corpo.
Demonstrac¸a˜o. Se x, y ∈ Of , temos f(x) ∈ L e g(x) ∈ L, e portanto
f(x− y) = f(x)− f(y) ∈ L e f(xy) = f(x) · f(y) ∈ L. Temos que Of e´
subanel de K. Ale´m disso, dado x ∈ K, temos f(x) ∈ L ou f(x) =∞.
No primeiro caso x ∈ Of e no segundo caso f(x−1) = 0, logo x−1 ∈ Of .
Seja g = f |Of e note que dados x, y ∈ Of , f(x), f(y) ∈ L e portanto
g(x+y) = f(x+y) = f(x)+f(y) = g(x)+g(y) e g(xy) = f(xy) = f(x)·
f(y) = g(x) · g(y). Tambe´m, se g(x) = 0, temos f(x) = 0 e portanto
f(x−1) = ∞. Disso, x /∈ Inv(Of ) e enta˜o, x ∈MOf . Reciprocamente,
se x ∈ MOf , temos que x−1 /∈ Of . Enta˜o, f(x−1) = ∞ e portanto
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f(x) = 0. Obtemos g(x) = 0 e x ∈ Ker(g). Do teorema 105, temos
Of = Og ⇔ f−1(L) = f−1(M) ⇔ f e g sa˜o equivalentes. Para a
rec´ıproca, considere O um anel de valorac¸a˜o de K. Tomando L = K =
O/MO como na definic¸a˜o 80, considere a projec¸a˜o canoˆnica pi : O → L.
Defina uma func¸a˜o f : K˜ → L˜ da seguinte forma: f(x) = pi(x) para
x ∈ O e f(x) = ∞ caso contra´rio. Sejam x, y ∈ K˜ e suponha que
f(x)+f(y) e x+y estejam definidas. Se x =∞, f(x) =∞, o que resulta
em y 6=∞ e f(y) 6=∞. Enta˜o, f(x+y) =∞ =∞+f(y) = f(x)+f(y).
Se y = ∞, temos f(x + y) = f(y + x) = f(y) + f(x) = f(x) + f(y).
Caso x, y ∈ O, temos que x + y ∈ O e enta˜o, f(x + y) = pi(x + y) =
pi(x) + pi(y) = f(x) + f(y). Suponha agora que xy e f(xy) estejam
definidos. Caso x = ∞, f(x) = ∞ e enta˜o conclu´ımos que y 6= 0 e
f(y) 6= 0. Enta˜o, xy = ∞ e f(xy) = ∞ = ∞ · f(y) = f(x) · f(y). Se
y =∞, temos f(xy) = f(yx) = f(y) ·f(x) = f(x) ·f(y). Caso x 6=∞ e
y 6=∞, temos x, y ∈ O e logo f(xy) = pi(xy) = pi(x) ·pi(y) = f(x) ·f(y).
Finalmente, 1 ∈ O, logo f(1) = pi1 = 1L, mostrando que f e´ lugar de
K em L.

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9 TEOREMA DE EXTENSA˜O
Ate´ o presente momento, desenvolvemos a teoria de valorac¸o˜es
sem nos focar muito em poss´ıveis aplicac¸o˜es da mesma. Apesar disso,
tais aplicac¸o˜es existem em outras teorias da matema´tica, e as pro´ximas
sec¸o˜es a`s trara˜o. Ale´m de vermos como as valorac¸o˜es, estudadas ate´
agora, nos ajudam a encontrar resultados em outras teorias, tambe´m
veremos que estas naturalmente “retribuem”, nos dando mais resulta-
dos sobre valorac¸o˜es. Nessa sessa˜o, nos ateremos a provar o chamado
Teorema de Extensa˜o e estudar suas consequeˆncias para nos ajudar
nesse objetivo.
Por hora, fixaremos algumas notac¸o˜es. Dado um anel comu-
tativo com unidade A, denotaremos seu anel de polinoˆmios (em uma
varia´vel X) por A[X]. Nesse caso, como ja´ e´ conhecido, para qualquer
anel comutativo com unidade B, qualquer homomorfismo f : A→ B e
qualquer x ∈ B, existe um u´nico homomorfismo φ : A[X]→ B tal que
f = φA e φ(X) = x. Denotaremos Im(φ) por Af [x]. Normalmente,
f ficara´ expl´ıcita no contexto e denotaremos Im(φ) simplesmente por
A[x], em particular esse sera´ o caso quando A ⊆ B, no qual considera-
remos f como sendo a inclusa˜o canoˆnica de A em B a na˜o ser que se
diga o contra´rio.
Teorema 107. Seja A um anel comutativo com unidade e I um ideal
de A. Se B e´ um anel comutativo que conte´m A como subanel unita´rio
(isto e´, 1A = 1B) e x ∈ B, enta˜o I[x] :=
{
n∑
i=0
anx
n;n ∈ N, an ∈ I
}
e´
ideal de A[x]. Em particular, I[X] e´ ideal de A[X].
Demonstrac¸a˜o. Tome p, q ∈ I[x]. Enta˜o, para a0, ..., an, b0, ..., bm ∈ I
convenientes, p =
n∑
i=0
aix
i e q =
m∑
j=0
bjx
j . Enta˜o, com ai = 0 para i > n
e bi = 0 para i > m, p+ q =
max(n,m)∑
i=0
(ai + bi)x
i ∈ I[x]. Ale´m disso, se
r =
o∑
k=0
ckx
k ∈ A[x] temos pr =
n∑
i=0
o∑
k=0
aickx
i+k. Como cada aick ∈ I,
temos que cada aickx
i+k ∈ I[x] e portanto pr ∈ I[x], pois I[x] e´ anel.
Conclu´ımos que I[x] e´ ideal de A[x]. Para mostrar que I[X] e´ ideal de
A[X], tome B = A[X] e x = X, e aplique o resultado que obtemos.

Teorema 108. Sejam K um corpo, A um subanel unita´rio de K e
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I ideal pro´prio de A. Enta˜o dado x ∈ K∗, temos I[x] 6= A[x] ou
I[x−1] 6= A[x−1].
Demonstrac¸a˜o. Suponha, por absurdo, que I[x] = A[x] e I[x−1] =
A[x−1]. Enta˜o 1 ∈ I[x], para ai, bj ∈ I convenientes temos 1 =
n∑
i=0
aix
i =
m∑
j=0
bjx
−j . Podemos tomar m e n os menores poss´ıveis e
vamos supor inicialmente que m ≤ n. Note que 1 − a0 =
n∑
i=1
aix
i
e 1 − b0 =
m∑
j=1
bjx
−j e considere o elemento p =
n−1∑
i=1
(1 − b0)aixi +
n−1∑
j=n−m
anbn−jxj = (1−b0)
n−1∑
i=1
aix
i+an
n−1∑
j=n−m
bn−jxj . O passo que fa-
remos abaixo pode ser visto como uma “mudanc¸a de varia´vel”j → n−j.
E´ poss´ıvel ver que, de fato, as duas expresso˜es sa˜o equivalentes.
p = (1− b0)
n−1∑
i=1
aix
i + an
m∑
j=1
bjx
n−j = (1− b0)
n−1∑
i=1
aix
i + anx
n
m∑
j=1
bjx
−j =
= (1− b0)(1− a0 − anxn) + anxn(1− b0) = (1− b0)(1− a0 − anxn + anxn) =
= (1− b0)(1− a0) = 1− a0 − b0 + a0b0.
Note enta˜o que p + a0 + b0 − a0b0 = 1. Lembrando que p foi
definido como duas somas, podemos juntar as duas somas e a expressa˜o
a0 + b0− a0b0 em um u´nico somato´rio, obtendo algo da forma
n−1∑
k=0
ckx
k
e como cada ai e cada bi esta´ em I, conclu´ımos que cada ci tambe´m
esta´ em I, mas isso contradiz a minimalidade de n. Conclu´ımos que
n < m, mas o mesmo argumento, substituindo x por x−1 e vice-versa
nos resulta em uma contradic¸a˜o semelhante com a minimalidade de m.
Por absurdo, o resultado e´ verdadeiro.

Definic¸a˜o 109. Sejam K e L corpos com L algebricamente fechado,
isto e´, L conte´m uma raiz de cada polinoˆmio em L[X]. Defina o con-
junto R(K,L) de todos o pares da forma (A, f) tais que A e´ subanel
de K e f : A → L e´ homomorfismo. Ainda, defina a relac¸a˜o ≤ em
R(K,L) por (A, f) ≤ (B, g) se, e somente se, A ⊆ B e g|A = g.
Teorema 110. Nas notac¸o˜es acima, ≤ e´ uma relac¸a˜o de ordem. Ale´m
disso, Ker(f) e´ um ideal primo de A.
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Demonstrac¸a˜o. De fato, A ⊆ A e f |A = f , logo (A, f) ≤ (A, f). Ale´m
disso, se (A, f) ≤ (B, g), enta˜o A ⊆ B ⊆ A e f = g|A = g|B = g, logo
(A, f) = (B, g). Finalmente, se (A, f) ≤ (B, g) e (B, g) ≤ (C, h), enta˜o
A ⊆ B ⊆ C e para x ∈ A ⊆ B, h|A(x) = h(x) = h|b(x) = g(x) =
gA(x) = f(x) de onde resulta (A, f) ⊆ (C, h).
Que I = Ker(f) e´ ideal de A sai da teoria de ane´is. Para mostrar
que I e´ primo, o que saira´ como consequeˆncia de L ser domı´nio de
integridade, considere x, y /∈ I. Como x e y na˜o esta˜o no nu´cleo de f ,
f(x) 6= 0 e f(y) 6= 0. Mas enta˜o, f(xy) = f(x)f(y) 6= 0 e xy 6= I.

A demonstrac¸a˜o do teorema a seguir pode ser encontrada na
refereˆncia principal [1].
Teorema 111. Sejam K e L corpos com L algebricamente fechado.
Dados (A, f) ∈ R(K,L) e x ∈ K, existe (B, g) ∈ R(K,L) tal que
(A, f) ≤ (B, g) e {x, x−1} ∩B 6= ∅.
Teorema 112. Sejam K e L corpos com L algebricamente fechado.
Enta˜o existe uma bijec¸a˜o entre o conjunto de todos os lugares de K em
L e o conjunto dos elementos maximais de R(K,L).
Demonstrac¸a˜o. Seja S o conjunto dos lugares de K em L e T o conjunto
dos elementos maximais de R(K,L). Lembrando que para cada f ∈ S
definimos anteriormente Of := f−1(L), defina a func¸a˜o φ : S → T
por φ(f) = (Of , f |Of ). Essa func¸a˜o esta´ bem definida pois se existir
(B, g) ∈ R(K,L) tal que (Of , f |Of ) ≤ (B, g) e Of 6= B temos que para
x ∈ B \ Of , f(x) = ∞. Mas enta˜o, f(x−1) = 0 e x−1 ∈ Of ⊆ B
e enta˜o g(x−1) = 0. Como g e´ homomorfismo, temos 0 = 0 · g(x) =
g(x−1) ·g(x) = g(x−1x) = g(1) = 1, o que e´ uma contradic¸a˜o. Notando
que basta saber o valor de f em Of para determinar toda a f (nos
demais pontos x, f(x) =∞) conclu´ımos que φ e´ injetora. Para mostrar
que φ e´ sobrejetora, considere (A, f) ∈ T . Dado x ∈ K∗, temos que ter
x ∈ A ou x−1 ∈ A, pois caso o contra´rio, o teorema 111 nos garante
que e´ poss´ıvel estender (A, f), contradizendo a maximalidade de (A, f).
Disso, conclu´ımos que A e´ um anel de valorac¸a˜o. Defina fˆ : K˜ → L˜
como o lugar de K em L que estende f e tal que fˆ(x) = ∞ para
x ∈ K \A. E´ imediato que Ofˆ = A e fˆ |A = f , provando o teorema.

Disso, obtemos uma maneira de encontrar os lugares de K em L:
Sa˜o os lugares associados a um elemento maximal de R(K,L). Normal-
mente, encontrar elementos maximais exige o uso do Lema de Zorn, e
de fato, faremos justamente isso abaixo.
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Teorema 113. Sejam K e L corpos com L algebricamente fechado.
Enta˜o para todo (A, f) ∈ R(K,L), existe (A′, f ′) ∈ R(K,L) tal que
(A′, f ′) e´ maximal e (A, f) ≤ (A′, f ′).
Demonstrac¸a˜o. Seja S = {(B, g) ∈ R(K,L); (A, f) ≤ (B, g)}. Se T e´
um subconjunto totalmente ordenado de S, considere B′ =
⋃
(B,g)∈T
B.
Claramente, B′ ⊆ K e B ⊆ A′. Agora, dados x, y ∈ B′, temos que
para (B1, g1), (B2, g2) ∈ T convenientes, x ∈ B1 e y ∈ B2. Mas T e´
totalmente ordenado, logo B1 ⊆ B2 ou B2 ⊆ B1. Em ambos os casos,
B = B1∪B2 ∈ {B1, B2} e enta˜o, x, y ∈ B. Conclu´ımos x−y, xy ∈ B ⊆
B′ e logo B′ e´ anel. Defina g′ : B′ → L da seguinte forma: dado x ∈ B′,
escolha (B, g) ∈ T com x ∈ B, e defina g′(x) = g(x). Note que essa
definic¸a˜o na˜o depende da escolha de B, pois T e´ totalmente ordenado
e em qualquer outra escolha (C, h) ter´ıamos que g estende h ou que h
estende g. Note tambe´m que dados x, y ∈ B′, escolhendo (B, g) ∈ T tal
que x, y ∈ B, temos g′(x+ y) = g(x+ y) = g(x) + g(y) = g′(x) + g′(y),
g′(xy) = g(xy) = g(x)g(y) = g′(x)g′(y) e g′(1) = g(1) = 1 e portanto
g′ e´ um homomorfismo. Finalmente, para (B, g) ∈ T e x ∈ B, temos
g′(x) = g(x), logo g′|B = g e (B, g) ≤ (B′, g′), isto e´, (B′, g′) e´ cota
superior de T em S. Do Lema de Zorn, S admite elemento maximal
(A′, f ′), como quer´ıamos demonstrar.

Teorema 114. (Teorema de Extensa˜o) Sejam K,L corpos com L al-
gebricamente fechado e (A, f) ∈ R(K,L). Enta˜o existe um lugar de K
em L que estende f . Ale´m disso, dado um ideal primo P de A, existe
um anel de valorac¸a˜o B de K tal que A ⊆ B e P =MB ∩A.
Demonstrac¸a˜o. Seja (A′, f ′) ∈ R(K,L) maximal tal que (A, f) ≤ (A′, f ′).
Como (A′, f ′) e´ maximal, do teorema anterior, podemos estender f ′ a
um lugar fˆ de K em L definindo fˆ(x) = ∞ se x /∈ A′. Fica claro
que esse lugar estende f . Agora considere P um ideal primo de A e
pi : A → A/P a projec¸a˜o canoˆnica. Considerando o fecho alge´brico
L de A/P, podemos estender pi a um lugar pˆi de K em L e tomar
B = pˆi−1(L). Temos que B e´ anel de valorac¸a˜o e ale´m disso, para x ∈ A,
pˆi(x) = pi(x) ∈ A/P ⊆ L. Conclu´ımos que A ⊆ B. Finalmente, note
que x ∈MB se, e somente se, pˆi(x) 6= 0. Enta˜o, x ∈ P⇔ x ∈MB ∩A.

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10NOC¸O˜ES DE MO´DULO
No pro´ximo cap´ıtulo, precisaremos utilizar mo´dulos. Para isso,
faremos aqui uma breve introduc¸a˜o a` teoria, como temos feito ate´ o
momento. A ideia de um mo´dulo e´ similar a de um espac¸o vetorial, mas
em vez de termos escalares em um corpo (ou especificamente subcorpos
de C, em algumas abordagens), nossos escalares estara˜o em um anel,
que na˜o necessariamente precisara´ ter unidade.
Definic¸a˜o 115. Seja A um anel. Um A-mo´dulo (a` esquerda) e´ um
grupo abeliano M munido de uma func¸a˜o · : A×M →M , denominada
multiplicac¸a˜o por escalar, que tem as seguintes propriedades, para todos
λ, µ ∈ A e x, y ∈M :
1) (λµ) · x = λ · (µ · x),
2) (λ+ µ) · x = λ · x+ µ · y,
3) λ · (x+ y) = λ · x+ λ · y,
4) Se A possui unidade 1A, enta˜o 1A · x = x.
Observac¸a˜o 116. Normalmente, denotaremos λ · x por λx.
E´ fa´cil ver que todo espac¸o vetorial sobre K e´ um K-mo´dulo.
Ale´m disso, veremos abaixo alguns exemplos vindos da teoria de ane´is.
Em todos os exemplos abaixo, A e´ um anel.
Exemplo 117. A e´ um A-mo´dulo, se considerarmos A como um grupo
abeliano com a sua operac¸a˜o de adic¸a˜o.
Exemplo 118. Se B e´ subanel de A, enta˜o A e´ um B-mo´dulo com o
produto por escalar definido como a multiplicac¸a˜o em A.
Exemplo 119. Suponha que A seja um anel e S um conjunto e consi-
dere o anel B das func¸o˜es de S em A com as operac¸o˜es pontuais. Pode-
mos considerar A′ como o subanel de B das func¸o˜es constantes. Sabe-se
que A e´ isomorfo a A′ e o A′-mo´dulo seguindo o exemplo acima pode
ser transformado em um A-mo´dulo definindo (λf)(x) = (ι(λ)f)(x) =
λf(x), onde ι leva λ ∈ A na func¸a˜o constante que leva cada x ∈ S em
λ.
Exemplo 120. Seja I um ideal de A. Podemos ver A como um I-
mo´dulo, mas tambe´m podemos ver I como um A-mo´dulo, uma vez que
a multiplicac¸a˜o em A leva um elemento de A e um elemento de I em
um elemento de I.
Tambe´m precisaremos da definic¸a˜o de um sub-mo´dulo.
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Definic¸a˜o 121. Seja A um anel e M um A-mo´dulo. Um subconjunto
N e´ dito um A-submo´dulo de M quando N for um subgrupo de M e
para quaisquer λ ∈ A, x ∈ N vale λx ∈ N .
Como e´ comum na a´lgebra, podemos caracterizar um submo´dulo
da seguinte forma, cuja demonstrac¸a˜o e´ trivial:
Teorema 122. Seja A um anel e M um A-mo´dulo. Enta˜o N ⊆ M
e´ um A-submo´dulo se, e somente se, N for um A-mo´dulo com as
operac¸o˜es do mo´dulo M restritas a` N .
A noc¸a˜o de base, muito estudada em espac¸os vetoriais, na˜o nos
interessara´ aqui, mas a noc¸a˜o de conjunto gerador sera´ u´til.
Definic¸a˜o 123. Seja A um anel, M um A-mo´dulo e S ⊂M na˜o vazio.
Defina
span(S) :=
{∑
i∈S′
λi · i;S′ ⊂ S finito e λi ∈ A
}
Para cada x ∈ span(S), dizemos que S gera x. Dizemos que S gera M
quando M = span(S). Ale´m disso, se M e´ gerado por algum conjunto
finito, diremos que M e´ finitamente gerado.
Exemplo 124. Note que na˜o definimos dimensa˜o. Essa definic¸a˜o e´
delicada, pois, por exemplo, diferente de um espac¸o vetorial, nem todo
mo´dulo tem um conjunto gerador minimal, por exemplo. Evitaremos a
discussa˜o geral sobre dimensa˜o de um mo´dulo arbitra´rio.
A seguinte afirmac¸a˜o sera´ u´til na pro´xima sec¸a˜o:
Teorema 125. Considere A,B ane´is tais que B ⊆ A e M um A-
mo´dulo. Enta˜o M e´ um B-mo´dulo com as operac¸o˜es restritas de A e
se M e´ finitamente gerado como A-mo´dulo e A e´ finitamente gerado
como B-mo´dulo, enta˜o M e´ finitamente gerado como B-mo´dulo.
Demonstrac¸a˜o. Fica claro que M e´ um B-mo´dulo. Para mostrar que
M e´ finitamente gerado como B-mo´dulo, considere geradores finitos
G = {x1, ..., xn} de M como A-mo´dulo e H = {λ1, ..., λm} de A como
B-mo´dulo. Afirmamos que I = {λx;λ ∈ H,x ∈ G} e´ um gerador
de M . De fato, dado m ∈ M , temos que m =
n∑
i=1
λixi para λi ∈ A
convenientes e cada λi se escreve como λi =
m∑
j=1
µi,jλi com µi,j ∈ B
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convenientes. Enta˜o, escrevemos m =
n∑
i=1
m∑
m=1
µi,jλjxi, mostrando que
I e´ gerador de M . 
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11ELEMENTOS INTEGRAIS
Quando estudamos polinoˆmios com coeficientes em um corpo,
e´ importante estudar os elementos alge´bricos desse corpo. Se x e´
alge´brico, enta˜o ele e´ raiz de um polinoˆmio
n∑
i=0
aiX
i com an 6= 0. Pode-
mos dividir cada coeficiente desse polinoˆmio por an e concluir que x e´
raiz de um polinoˆmio moˆnico. Quando estudamos polinoˆmios com coe-
ficientes em um domı´nio de integridade, na˜o podemos necessariamente
fazer isso o que quer dizer que nem todo elemento alge´brico e´ raiz de
um polinoˆmio moˆnico. Estudaremos nessa sec¸a˜o os elementos que sa˜o
dessa forma.
Definic¸a˜o 126. Sejam A e B domı´nios de integridade tais que A ⊂ B
e x ∈ B. x e´ dito integral sobre A se x e´ raiz de um polinoˆmio moˆnico
de A[X]. Ale´m disso, o conjunto IB(A) de todos os elementos de B
integrais sobre A e´ denominado fecho integral de A em B. Se todo
elemento de B for integral sobre A, diremos que B e´ integral sobre A.
Observac¸a˜o 127. Note que B e´ integral sobre A se, e somente se,
IB(A) = B.
Iremos caracterizar elementos integrais de duas formas. Para
isso, precisamos da seguinte definic¸a˜o, relacionada com a Teoria de
Mo´dulos:
Definic¸a˜o 128. Sejam A e B domı´nios de integridade tal que B ⊆ A.
Enta˜o B e´ dita uma extensa˜o finita de A se B (visto como A-mo´dulo)
for finitamente gerado.
Teorema 129. Sejam A e B domı´nios de integridade tais que B ⊆ A.
Dado x ∈ B, as seguintes condic¸o˜es sa˜o equivalentes:
1) x e´ integral sobre A.
2) A[x] e´ extensa˜o finita de A.
3) Existe um A-mo´dulo na˜o nulo M que e´ extensa˜o finita de B
tal que
x ·M := {xm;m ∈M} ⊆M
Demonstrac¸a˜o. (1 =⇒ 2) Seja p =
n∑
i=0
aiX
i um polinoˆmio de A[X]
tal que x seja raiz desse polinoˆmio e an = 1. Afirmamos que G =
{1, x, x2, ..., xn−1} gera A[x]. Provaremos essa afirmac¸a˜o em treˆs partes.
Primeiro, note que xn e´ gerado por G. De fato, xn = anx
n =
n−1∑
i=0
−aixi.
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Agora, se k ∈ N e´ tal que G gera xn+k, enta˜o considere b0, ..., bn−1 ∈ A
tais que xn+k =
n−1∑
i=0
bix
i. Temos
xn+k+1 = xxn+k = x
n−1∑
i=0
bix
i =
n−1∑
i=0
bix
i+1 =
n−2∑
i=0
bix
i+1 + bn−1xn =
=
n−2∑
i=0
bix
i+1 + bn−1
n−1∑
i=0
−aixi
Juntando as duas expresso˜es em um u´nico somato´rio, mostramos que
G gera xn+k+1. Por induc¸a˜o, G gera todos monoˆmios moˆnicos de grau
pelo menos n. Como xi ∈ G para i < n, G gera todos os monoˆmios
moˆnicos. Como todo elemento de A[x] e´ uma combinac¸a˜o linear de
monoˆmios moˆnicos, temos que G gera A[x] e de G finito, conclu´ımos
que A[x] e´ extensa˜o finita de A.
(2 =⇒ 3) Tome M = A[x], que e´ extensa˜o finita por hipo´tese.
Como nesse caso M e´ anel e x ∈M , temos x ·M ⊆M .
(3 =⇒ 1) Suponha que M seja finitamente gerado e considere
um conjunto gerador G = {x1, ..., xn}. Da hipo´tese, para i ∈ {1, ..., n},
xxi ∈ M , logo xxi pode ser escrito como xxi =
n∑
j=1
λi,jxj . Conside-
rando v = (x1, ..., xn) e M = [λi,j ], temos xv = Mv, onde as operac¸o˜es
de multiplicac¸a˜o por escalar e multiplicac¸a˜o matriz-vetor sa˜o definidas
da maneira usual. Como estabelecido na refereˆncia, essa equac¸a˜o de
auto-valores implica que x e´ raiz de um polinoˆmio moˆnico com coefi-
cientes em A, obtido atrave´s do determinante de M − xI, onde I e´ a
matriz identidade de mesma ordem que M e o determinante e´ definido
de forma ana´loga a da a´lgebra linear.

Corola´rio 130. Sejam A e B domı´nios de integridade tais que B ⊆ A.
Se x1, ..., xn ∈ IB(A), enta˜o A[x1, ..., xn] e´ uma extensa˜o finita de A.
Demonstrac¸a˜o. Para i ∈ {1, ..., n}, defina Ai = A[x1, ..., xi]. Do teo-
rema 129, A1 e´ extensa˜o finita de A. Agora suponha que para algum
i, Ai seja extensa˜o finita de A. Temos que xi+1 e´ raiz de um po-
linoˆmio moˆnico de A ⊆ Ai, logo xi+1 e´ integral em Ai e portanto Ai+1
e´ extensa˜o finita de Ai. Como Ai e´ extensa˜o finita de A, temos Ai+1
extensa˜o finita de Ai.

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Teorema 131. Sejam A e B domı´nios de integridade tais que B ⊆ A.
Enta˜o A ⊆ IB(A) ⊆ B e IB(A) e´ um anel. Ale´m disso, se A′ e´ anel
tal que A ⊆ A′ ⊆ B, enta˜o IB(A) = IB(IA′(A)) ⊆ IB(A′) e se B e´
integral sobre A′ e A′ e´ integral sobre A, enta˜o B e´ integral sobre A.
Demonstrac¸a˜o. Por definic¸a˜o, IB(A) ⊆ B e dado x ∈ A, x e´ raiz do
polinoˆmio moˆnico X ∈ A[X], logo x ∈ IB(A) e A ⊆ IB(A). Para
mostrar que IB(A) e´ anel, basta mostrar que e´ subanel de B. Consi-
dere x, y ∈ IB(A). Temos que A[x, y] e´ finitamente gerado. Considere
G um gerador finito de A[x, y]. Do teorema binomial, (x − y)n =
n∑
i=0
(
n
i
)
xi(−y)n−i ∈ A[x, y], logo cada (x− y)n e´ gerado por G. Enta˜o,
como um elemento de A[x − y] e´ uma combinac¸a˜o linear dos (x − y)n
com coeficientes em A, temos que G gera A[x − y] e x − y e´ integral
sobre A. Semelhantemente, (xy)n = xnyn ∈ A[x, y] e conclu´ımos que
G gera A[xy], logo xy e´ integral sobre A e IB(A) e´ anel.
Seja x ∈ IB(A). Enta˜o x e´ raiz de um polinoˆmio moˆnico de A[X]
e logo e´ raiz de um polinoˆmio moˆnico em IA′(A)[X], isto e´, IB(A) ⊆
IB(IA′(A)). Tambe´m, como IA′(A) ⊆ A′, temos, pelo mesmo motivo,
IB(IA′(A)) ⊆ IB(A′). Para provar IB(A) = IB(IA′(A)), so´ nos resta
mostrar uma das incluso˜es. Seja x ∈ IB(IA′(A)). Enta˜o existe um
IB(IA′(A))-mo´dulo M tal que x · M = M ⊆ B. Sabemos que M
e´ mo´dulo, logo a adic¸a˜o e´ fechada em M . Ale´m disso, se y ∈ M e
λ ∈ A ⊆ IB(IA′(A)), λy ∈ M e M e´ A-mo´dulo, provando que x e´
integral sobre A e a igualdade segue.
Finalmente, suponha que B seja integral sobre A′ e A′ seja inte-
gral sobre A. Temos IB(A
′) = B e IA′(A) = A′, e do que acabamos de
provar, IB(A) = IB(IA′(A)) = IB(A
′) = B e B e´ integral sobre A.

Agora, iremos mostrar um resultado relacionando ane´is de va-
lorac¸a˜o e elementos integrais. Este sera´ dada via ane´is integralmente
fechados, como definido abaixo. Estaremos interessados no caso em que
B for corpo.
Definic¸a˜o 132. Sejam A e B domı´nios de integridade tais que A ⊂ B.
A e´ dito integralmente fechado em B se IB(A) = A. Nesse caso,
quando B for o corpo de frac¸o˜es de A, diremos simplesmente que A e´
integralmente fechado.
Lema 133. Todo anel de valorac¸a˜o e´ integralmente fechado.
Demonstrac¸a˜o. Seja O um anel de valorac¸a˜o de um corpo K′ e K o
corpo de frac¸o˜es de O. Como O ⊆ K′, podemos supor, por um isomor-
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fismo conveniente, que K ⊆ K′. Agora, note que dado x ∈ K, temos
x ∈ K′ e portanto x ∈ O ou x−1 ∈ O. Enta˜o, O e´ um anel de va-
lorac¸a˜o de K. Considere x ∈ K∗ integral sobre O. Temos que para
alguma escolha de n ∈ N e a1, ..., an−1 ∈ O com an = 1,
n∑
i=0
aix
i = 0.
Enta˜o, xn =
n−1∑
i=1
aix
i, isto e´, x =
n−1∑
i=1
aix
i−n. Suponha por absurdo que
x /∈ O. Enta˜o x−1 ∈ O e como para i ∈ {0, ..., n− 1} temos i− n < 0,
e portanto xi−n ∈ O. Conclu´ımos x ∈ O, o que contradiz a hipo´tese e
nos leva a concluir que, de fato, x ∈ O. Como 0 ∈ O, temos que O e´
integralmente fechado.

Teorema 134. Seja A um domı´nio de integridade e seja K um corpo
que conte´m A. Se V e´ o conjunto dos aneis de valorac¸a˜o de L que
conte´m A e V ′ e´ o conjunto dos O ∈ V tais que MO ∩ A e´ um ideal
maximal de A, enta˜o IK(A) =
⋂
O∈V
O = ⋂
O∈V ′
O.
Demonstrac¸a˜o. Seja x ∈ IK(A) e B ∈ V , e note que B e´ integralmente
fechado, pelo lema. Enta˜o, x ∈ IK(A) ⊆ IK(O) = O e logo IK(A) ⊆ O.
Enta˜o, IK(A) ⊆
⋂
O∈V
O. Como V ′ ⊆ V , segue diretamente que ⋂
O∈V
O ⊆⋂
O∈V ′
O. Finalmente, considere x ∈ K \ IK(A) e vamos provar que x /∈⋂
O∈V ′
O. Note primeiramente que dado um elemento p =
n∑
i=0
aix
−i ∈
A[x−1], temos xn ·(x−p) = xn+1−
n∑
i=0
aix
n−i 6= 0, pois x na˜o e´ integral
sobre A, e portanto x− p 6= 0. Disso, x−1 na˜o e´ invers´ıvel em A[x−1] e
portanto esta´ contido em um ideal maximalM de A[x−1]. Do Teorema
de Extensa˜o, existe algum anel de valorac¸a˜o O de K que conte´m M
e tal que M = MO ∩ A[x−1]. Notando que A = A[x−1] ∩ A, temos
M ∩ A = MO ∩ A. Considere a func¸a˜o piA : A → A[x−1]/M levando
cada elemento de A em sua classe de equivaleˆncia. Como x−1 ∈ M,
temos que
n∑
i=0
aix−1 = a0, e portanto piA e´ sobrejetora. Como M e´
ideal maximal em A[x−1], a imagem de piA e´ um corpo, e portando,
Ker(piA) = M ∩ A = MO ∩ A e´ ideal maximal de A. Obtemos que
O ∈ V ′ e x /∈ O. Conclu´ımos ⋂
O∈V ′
O ⊆ A, finalizando a demonstrac¸a˜o.

Corola´rio 135. Um subanel de um corpo K e´ integralmente fechado
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em K se, e somente se, for a intersec¸a˜o de algum conjunto de ane´is de
valorac¸a˜o de K.
Demonstrac¸a˜o. Seja A subanel integralmente fechado em K. Consi-
derando V como no teorema 134, A = IK(A) =
⋂
O∈V
O. Reciproca-
mente, seja V o conjunto dos aneis de valorac¸a˜o de K que conte´m A
e suponha que A seja a intersec¸a˜o de um conjunto V0 ⊆ V . Enta˜o,
IK(A) =
⋂
O∈V
O ⊆ ⋂
O∈V0
O = A ⊆ IK(A), provando o resultado.

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12LOCALIZAC¸O˜ES
Nessa breve sessa˜o, nos desviaremos do que esta´vamos fazendo
ate´ agora para desenvolver o conceito de uma localizac¸a˜o, que sera´
usado na sec¸a˜o seguinte. Como esse e´ ana´logo ao que e´ feito para corpo
de frac¸o˜es, iremos proceder mais ra´pido que o usual. Comec¸aremos com
a definic¸a˜o de um subconjunto multiplicativamente fechado.
Definic¸a˜o 136. Seja A um anel e S ⊆ A. Enta˜o S e´ dito multiplica-
tivamente fechado se 1 ∈ S e se dados x, y ∈ S, temos xy ∈ S.
Faremos aqui a localizac¸a˜o de um anel por um subconjunto mul-
tiplicativamente fechado dele que na˜o contenha divisores do zero (in-
cluindo o pro´prio zero). E´ poss´ıvel estender essa definic¸a˜o para conjun-
tos que possivelmente conte´m divisores do zero, mas na˜o precisaremos
dessa versa˜o mais geral. Intuitivamente, a localizac¸a˜o sera´ similar ao
corpo de frac¸o˜es, mas apenas elementos de S sera˜o permitidos no de-
nominador. Formalmente, considere um anel comutativo com unidade
A e S um subconjunto multiplicativo de A que na˜o conte´m divisores
do zero (e nem zero). Defina em A× S as seguintes operac¸o˜es:
(x, s) + (y, t) = (xt+ ys, st)
(x, s) · (y, t) = (xy, st)
Observe que essas operac¸o˜es esta˜o bem definidas, pois S e´ multi-
plicativamente fechado, mas elas na˜o necessariamente tornam A×S um
anel. Para ver isso, tome A = Z e S = Z∗ e observe que (x, s)+(0, 1) =
(0, 1) + (x, s) = (x, s), logo (0, 1) seria o zero do suposto anel, mas
(0, 2) + (y, t) = (2y, 2t) 6= (0, 1), pois nenhum t ∈ Z∗ satisfaz 2t = 1,
isto e´, (0, 2) na˜o tem elemento oposto. Lembrando que o par (x, s)
representa, intuitivamente, a frac¸a˜o xs , e´ seguro pensar que queremos
identificar os pares (x, s) e (y, t) precisamente quando xt = ys. De
fato, isso pode ser feito usando relac¸o˜es de equivaleˆncia e partic¸o˜es,
como de costume. Defina a relac¸a˜o ∼ em A × S da seguinte forma:
(x, s) ∼ (y, t)⇔ xt = ys. Note que xs = xs, logo (x, s) ∼ (x, s) sempre
vale e que (x, s) ∼ (y, t) =⇒ xt = ys =⇒ ys = xt =⇒ (y, t) ∼ (x, s).
Finalmente, note que (x, s) ∼ (y, t) e (y, t) ∼ (z, u) =⇒ xt = ys e
yu = zt =⇒ xtu = ysu = yus = zts e como o anel e comutativo e
S na˜o conte´m divisores do zero, podemos cancelar t e obter xu = zs,
isto e´, (x, s) ∼ (z, u), mostrando que ∼ e´ uma relac¸a˜o de equivaleˆncia.
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Ale´m disso, note que se (x, s) ∼ (x′, s′) e (y, t) ∼ (y′, t′), enta˜o
xs′ = x′s, yt′ = y′t =⇒ (xt+ ys)(s′t′) = xts′t′ + yss′t′ = xs′tt′ + yt′ss′ =
= x′stt′ + y′tss′ = (x′t′ + y′s′)(ts) =⇒ (x, s) + (y, t) ∼ (x′, s′) + (y′, t′)
xs′ = x′s, yt′ = y′t =⇒ (xy)(s′t′) = xs′yt′ =
= x′sy′t = (x′y′)(st) =⇒ (x, s) · (y, t) ∼ (x′, s′) · (y′, t′)
Disso, conclu´ımos que as extenso˜es das operac¸o˜es nas classes de
equivaleˆncia esta˜o bem definidas. Denotaremos a classe de equivaleˆncia
de (x, s) por xs e enta˜o, por definic¸a˜o, temos
x
s +
y
t =
xt+ys
st e
x
s · yt =
xy
st . Denotando por S
−1A o conjunto quociente, temos duas operac¸o˜es
definidas em S−1A. Esse conjunto e´ de fato um anel, como podemos
ver sintetizado abaixo
(x
s
+
y
t
)
+
z
u
=
xt+ ys
st
+
z
u
=
xtu+ ysu+ zst
stu
=
x
s
+
yu+ zt
tu
=
x
s
+
(y
t
+
z
u
)
x
s
+
y
t
=
xt+ ys
st
=
ys+ tx
ts
=
y
t
+
x
s
x
s
+
0
1
=
x+ 0
s
=
x
s
Para a existeˆncia do oposto, precisaremos de uma propriedade extra: 0s =
0
t . De fato, 0 · t = 0 = 0 · s.
x
s
+
−x
s
=
xs+ (−x)s
ss
=
xs− xs
ss
=
0
ss
=
0
1(x
s
· y
t
)
· z
u
=
xy
st
· z
u
=
xyz
stu
=
x
s
· yz
tu
=
x
s
·
(y
t
· z
u
)
x
s
· y
t
=
xy
st
=
yx
ts
=
y
t
· x
s
x
s
· 1
1
=
x
s
A distributividade pode ser provada usando a seguinte afirmac¸a˜o: xs =
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xt
st . De fato, x(st) = (xt)s.
x
s
·
(y
t
+
z
u
)
=
x
s
· yu+ zt
tu
=
x(yu+ zt)
stu
=
xyu+ xzt
stu
=
=
(xyu+ xzt)s
(stu)s
=
xysu+ xzst
stsu
=
xy
st
+
xz
su
=
x
s
· y
t
+
x
s
· z
u
Ale´m disso, note que se s, t ∈ S, enta˜o st e´ invers´ıvel: st · ts =
st
ts =
1·(st)
1·(st) =
1
1 . Ainda, se x ∈ A e´ invers´ıvel e s ∈ S, enta˜o xs tambe´m
o e´, pois xs · x
−1s
1 =
xx−1s
s =
1s
1s =
1
1 , mas nesse caso, na˜o podemos
escrever
(
x
s
)
= sx , pois na˜o sabemos se x ∈ S. Similarmente ao caso
do corpo de frac¸o˜es, podemos definir um homomorfismo injetor entre
A e S−1A (lembrando que sempre estamos tomando S sem divisores
do zero e sem o zero) da seguinte forma: Defina ι : A → S−1A por
ι(x) = x1 . Essa func¸a˜o e´ um homomorfismo pois:
ι(x+ y) =
x+ y
1
=
x
1
+
y
1
= ι(x) + ι(y)
ι(xy) =
xy
1
=
x
1
· y
1
= ι(x)ι(y)
E se ι(x) = 01 , temos
x
1 =
0
1 e lembrando que essas frac¸o˜es sa˜o classes de
equivaleˆncia, obtemos (x, 1) ∼ (0, 1) e logo x = 0. Enta˜o, Ker(ι) = {0}
e ι e´ injetora. Como de costume, podemos “confundir”um elemento
de A com sua imagem por ι em S−1A e escrever A ⊆ s−1A e x = x1 ,
mas devemos ter em mente que se x ∈ A \ S e´ invers´ıvel, na˜o podemos
identificar x−1 = x
−1
1 com
1
x , ja´ que a u´ltima na˜o esta´ definida. Simi-
larmente, e´ necessa´rio ter cuidado ao cancelar elementos. Por exemplo,
considere o anel de valorac¸a˜o associado a` valorac¸a˜o 2-a´dica de Q. Seja
S = {4n;n ∈ N} e note que S e´ multiplicativo. E´ errado afirmar
2
4 =
2·1
2·2 =
1
2 . O motivo para isso e´ que a u´ltima expressa˜o nem ao
menos faz sentido: 2 /∈ S. Repetindo o que ja´ foi comentado ante-
riormente, antes de provarmos a distributividade, podemos cancelar
elementos de S: Se x ∈ A e s, t ∈ S vale xsts = xt , pois (xs)t = x(ts).
Para finalizar a sessa˜o, daremos alguns exemplos de localizac¸o˜es.
O u´ltimo deles sera´ de importaˆncia a` frente e por isso tera´ uma notac¸a˜o
particular e um teorema a` respeito.
Exemplo 137. Seja A um anel comutativo com unidade e S = {1}.
Enta˜o S−1A e´ isomorfo a A. De fato, e´ fa´cil ver que ι e´ sobrejetora,
nesse caso, logo ι e´ o isomorfismo desejado.
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Exemplo 138. Seja D um domı´nio de integridade e S = D∗. Enta˜o
S−1D e´ o corpo de frac¸o˜es de D, como constru´ıdo usualmente.
Exemplo 139. Generalizando o exemplo anterior, seja A um anel
comutativo com unidade e S o conjunto dos elementos que na˜o sa˜o
divisores do zero. Note que se xy /∈ S, enta˜o existe z 6= 0 tal que
(xy)z = 0. Enta˜o, x(yz) = 0 e logo yz = 0 ou x /∈ S. No caso yz = 0,
como z 6= 0, temos y /∈ S. Da contrapositiva, se x, y ∈ S, temos xy ∈ S
e como 1 ∈ S, S e´ multiplicativamente fechado. A localizac¸a˜o S−1A e´
chamada de anel total de frac¸o˜es de A. Observe que se A for domı´nio
de integridade, ca´ımos no caso anterior.
Exemplo 140. Seja A um anel comutativo com unidade e P um ideal
primo de A. Note que de P primo, P 6= A, logo 1 /∈ P. Por mais
que P na˜o seja multiplicativo, se x, y /∈ P, enta˜o xy /∈ P, da definic¸a˜o
de ideal primo, logo S = A \ P e´ multiplicativo e podemos fazer a
localizac¸a˜o S−1A dele. Essa localizac¸a˜o sera´ denotada por AP. Note
que o conjunto de todos os divisores do zero, junto com o pro´prio zero,
formam um ideal primo de A. O anel total de frac¸o˜es e´, portanto, um
caso particular desse exemplo.
Teorema 141. Seja A um anel comutativo com unidade e P um ideal
primo de A. Enta˜o AP e´ um anel local, e MAP e´ o P-submo´dulo do
corpo de frac¸o˜es de A gerado por AP
Demonstrac¸a˜o. Seja M = spanP(AP) e note que os elementos de M
sa˜o precisamente as frac¸o˜es ps com p ∈ P e s /∈ P. Como M e´ mo´dulo,
sabemos que e´ fechado na operac¸a˜o de adic¸a˜o. Agora, dado x ∈ M e
a
t ∈ A, escreva x = ps , onde p ∈ P e s /∈ P. Temos ap ∈ P, pois P e´
ideal de A, e st /∈ P, pois P e´ primo. Conclu´ımos at x = apts ∈M, o que
resulta em M ser ideal. Ainda, considere as ∈ AP \M. Enta˜o, a /∈ P e
portanto sa esta´ definido em AP e conclu´ımos
a
s invers´ıvel. Conclu´ımos
que todo na˜o-invers´ıvel esta´ em AP e como
1
1 6∈ AP (pois de P primo,
1 /∈ P), conclu´ımos que AP e´ anel local com u´nico ideal maximal M.

81
13ANE´IS DE PRU¨FER
Para finalizar, estudaremos os ane´is de Pru¨fer. Esses podem
ser usados, por exemplo, para caracterizar valorac¸o˜es em alguns tipos
espec´ıficos de corpos. Terminaremos a sec¸a˜o mostrando que os ane´is
de valorac¸a˜o sa˜o, precisamente, os subane´is unita´rios que sa˜o Pru¨fer e
locais, nos dando outra caracterizac¸a˜o dos ane´is de valorac¸a˜o.
Definic¸a˜o 142. Considere K um corpo, A um subanel unita´rio de K
e O um anel de valorac¸a˜o de K. O e´ dito essencial para A se existe
M ⊆ A multiplicativamente fechado tal que O = M−1A.
Teorema 143. Considere K um corpo e A um subanel unita´rio de K.
Enta˜o K admite anel de valorac¸a˜o essencial para A se, e somente se,
K e´ o corpo de frac¸o˜es de A. Nesse caso, K e´ essencial para A.
Demonstrac¸a˜o. Seja M−1A essencial para A e L ⊆ K o corpo de frac¸o˜es
de A. Agora considere y ∈ K. Como M−1A e´ anel de valorac¸a˜o de K,
temos y ∈M−1A ou y−1 ∈M−1A. Disso, existem x ∈ A e m ∈M ⊆ A
tais que y = xm ∈ L ou y = mx ∈ L. Conclu´ımos que K ⊆ L, e portanto
os dois sa˜o iguais.
Reciprocamente, suponha que K seja o corpo de frac¸o˜es de A.
Enta˜o K e´ anel de valorac¸a˜o de K e K = A{0}, provando que K e´
essencial para A.

Teorema 144. Sejam A,B ane´is tais que A ⊆ B e I um ideal de B.
Enta˜o J = I ∩ A e´ um ideal de A. Ale´m disso, se I e´ primo, enta˜o J
e´ primo.
Demonstrac¸a˜o. J ⊆ A e´ subanel de B, pois e´ intersec¸a˜o de subane´is,
logo e´ subanel de A e se x ∈ A e y ∈ J , temos xy ∈ A. Como I e´ ideal,
xy ∈ J , logo xy ∈ I. Supondo que I e´ primo, se x, y ∈ A \ J , temos
x, y /∈ I e portanto, xy /∈ I. Conclu´ımos que xy /∈ J , e logo P e´ primo.

Teorema 145. Considere K um corpo, A um subanel unita´rio de K e
O um anel de valorac¸a˜o de K que conte´m A. Para P = MO ∩ A, O
domina AP e as seguintes condic¸o˜es sa˜o equivalentes:
1) O = AP
2) AP e´ anel de valorac¸a˜o de K.
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3) O e´ essencial para A.
Nesse caso, todo anel de valorac¸a˜o de K que conte´m O e´ essencial para
A.
Demonstrac¸a˜o. Se x = am ∈ AP, enta˜o m /∈ P. Como m ∈ A, temos
m /∈ MO. Mas A ⊆ O e portanto m ∈ O. Disso, m e´ invers´ıvel
em O e m−1 ∈ O. Temos am = am−1 ∈ O e conclu´ımos P ⊆ MO.
Falta provar que MAP = MO ∩ AP. Seja x ∈ MAP . Como vimos
antes, x e´ da forma pm onde p ∈ P e m /∈ P. Enta˜o, como vimos,
m ∈ O e´ invers´ıvel e tambe´m p ∈ MO. Temos que m−1 ∈ O e logo
p
m = pm
−1 ∈ MO nos dando MAP ⊆ MO ∩ AP. Ale´m disso, se
x = am ∈MO∩AP, temos m /∈ P, e portanto, m e´ invers´ıvel emO. Mas
x e´ na˜o-invers´ıvel, logo a na˜o pode ser invers´ıvel e a ∈MO. Conclu´ımos
a ∈ P e portanto am ∈ AP, provando a afirmac¸a˜o. Prosseguimos para
as equivaleˆncias, mas as faremos de uma maneira diferente da usual:
faremos as implicac¸o˜es 1 =⇒ 2, 1 =⇒ 3, 2 =⇒ 1 e 3 =⇒ 1.
(1 =⇒ 2): E´ trivial, visto que O e´ anel de valorac¸a˜o de K.
(1 =⇒ 3): E´ trivial, visto que AP = O.
(2 =⇒ 1): Sabemos que AP ⊆ O. Seja x ∈ O. Se x = 0, enta˜o
x ∈ AP e se x 6= 0, enta˜o como AP e´ anel de valorac¸a˜o, x ∈ AP ou
x−1 ∈ AP. Se x ∈ AP, segue a afirmac¸a˜o. Se x−1 ∈ AP, x−1 ∈ O e
portanto x /∈ MAPO. Da definic¸a˜o de P, obtemos que x−1 /∈ P, logo
x = (x−1)−1 = 1x−1 ∈ AP e tambe´m segue a afirmac¸a˜o.
(3 =⇒ 1): Seja O = N−1A, onde N e´ um subconjunto multi-
plicativo de A. Sabemos que AP ⊆ O. Se x = an ∈ O, n ∈ N , temos
que n−1 = 1n ∈ O, e portanto, n e´ invers´ıvel. Obtemos que n /∈MO e
logo n /∈ P. Conclu´ımos que an ∈ AP.
Finalmente, considere um anel de valorac¸a˜o O′ que conte´m O e
seja P′ = MO′ ∩ A. Se am ∈ AP, enta˜o a ∈ A e m ∈ A \P ⊆ A \P′.
Enta˜o, se x ∈ K, x ∈ AP ou x−1 ∈ AP. Conclu´ımos que x ∈ AP′ ou
x−1 ∈ AP′ .

Teorema 146. Considere K um corpo, A um subanel unita´rio de K e
M um subconjunto multiplicativamente fechado de A. Enta˜o um anel
de valorac¸a˜o O de K que conte´m M−1A e´ essencial para M−1A se, e
somente se, ele e´ essencial para A.
Demonstrac¸a˜o. SeO e´ essencial para M−1A, enta˜oO e´ uma localizac¸a˜o
de M−1A. Mas enta˜o, como M−1A e´ localizac¸a˜o de A, sai que O e´
localizac¸a˜o de A. Reciprocamente, suponha que O seja uma localizac¸a˜o
de A, digamos, O = N−1A ⊆ N−1(M−1A). Enta˜o dado a ∈ M−1A e
n ∈ N , temos 1n ∈ N−1A e logo 1n ∈ O e ale´m disso, a ∈ O, do que
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resulta an ∈ O. Isso mostra a igualdade.

Teorema 147. Considere K um corpo, A um subanel unita´rio de K
e O um anel de valorac¸a˜o de K que conte´m A. Chamando de pi a
projec¸a˜o canoˆnica de O em O/MO, temos que se pi|A e´ sobrejetora,
enta˜o MO ∩ A e´ ideal maximal de A. Ale´m disso, a rec´ıproca vale no
caso em que O e´ essencial para A.
Demonstrac¸a˜o. Calculemos o nu´cleo de pi|A. x ∈ Ker(pi|A) se, e so-
mente se, x ∈ A e pi(x) = 0 se, e somente se, x ∈ A e x ∈MO. Enta˜o,
Ker(pi|A) = MO ∩ A. Do Teorema do Homomorfismo, A/Ker(pi|A) e´
isomorfo a` Im(piA) = O/MO, que e´ um corpo pois MO e´ maximal.

Teorema 148. Considere K um corpo e A um subanel unita´rio de K.
Enta˜o, as seguintes condic¸o˜es sa˜o equivalentes:
1) Todo anel de valorac¸a˜o de K que conte´m A e´ essencial para
A.
2) Se M e´ ideal maximal de A, enta˜o AM e´ anel de valorac¸a˜o
de K.
3) Se P e´ ideal primo de A, enta˜o AP e´ anel de valorac¸a˜o de K.
Demonstrac¸a˜o. (1 =⇒ 2): Do Teorema de Extensa˜o, existe um anel
de valorac¸a˜o O de K que conte´m M e tal que M = MO ∩ A. Mas da
hipo´tese, O e´ essencial para A, logo, do teorema 145, AM e´ um anel de
valorac¸a˜o.
(2 =⇒ 3): Como P e´ primo, P esta´ contido em um ideal
maximalM. Enta˜o, se a ∈ A e m ∈ A\M, enta˜o m ∈ A\P e portanto
a
m ∈ AP. Temos AM ⊆ AP. Mas AM e´ anel de valorac¸a˜o de K, logo,
se x ∈ K∗, x ∈ AM ou x−1 ∈ AM, e enta˜o, x ∈ AP ou x−1 ∈ AP.
(3 =⇒ 1): Seja O um anel de valorac¸a˜o de K que conte´m A.
Defina P = MO ∩ A e note que P e´ primo. Ale´m disso, da hipo´tese,
AP e´ anel de valorac¸a˜o de K e portanto, do teorema 145, temos que O
e´ essencial para A.

Definic¸a˜o 149. Nas notac¸o˜es do teorema, A e´ dito um anel de Pru¨fer
de K quando valem as condic¸o˜es equivalentes.
Teorema 150. Seja K um corpo. Um subanel unita´rio de K e´ anel de
valorac¸a˜o se, e somente se, ele e´ Pru¨fer e local.
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Demonstrac¸a˜o. Seja A um subanel unita´rio de K. Se A e´ de valorac¸a˜o,
ja´ sabemos que ele e´ local. Ainda, A e´ essencial para A, pois A =
{1}−1A, e de 145, qualquer anel de valorac¸a˜o que conte´m A e´ essencial
para A. Isso mostra que A e´ Pru¨fer. Caso A seja Pru¨fer e local,
considere o ideal maximal MA e note que MA =MA∩A. Da definic¸a˜o
149, sabemos que AMA e´ anel de valorac¸a˜o de K, e do teorema 145, isso
quer dizer que A = AMA , o que resulta em A ser anel de valorac¸a˜o.

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14CONSIDERAC¸O˜ES FINAIS
Apo´s termos estudado um pouco dessa teoria, algumas pergun-
tas podem surgir. Dentre elas, podemos nos perguntar onde mais va-
lorac¸o˜es sa˜o aplica´veis. Pera responder a isso, lembre que mencionamos
como exemplo o corpo dos nu´meros p-a´dicos. Esse corpo e´ objeto de
estudo na teoria de nu´meros, e de fato, alguns resultados que podem ser
provados para eles seguem em qualquer corpo de frac¸o˜es de um domı´nio
de ideais principais.
A comec¸ar, e´ poss´ıvel provar que os valores absolutos p-a´dicos, o
valor absoluto trivial e o valor absoluto usual sa˜o os u´nicos que podem
ser definidos em Q. Esse resultado se estende para valorac¸o˜es: As
u´nicas valorac¸o˜es na˜o triviais em Q sa˜o as valorac¸o˜es p-a´dicas. Algo
ana´logo pode ser provado em um domı´nio de ideais principais, como
mostra a refereˆncia.
Isso pode ser generalizado ainda mais: Dado um corpo e uma
colec¸a˜o α de ane´is de valorac¸a˜o dele, dizemos que essa colec¸a˜o tem
cara´ter discreto se as valorac¸o˜es de Krull induzidas sa˜o discretas e que
tem cara´ter finito se dado um elemento do corpo, esse elemento na˜o e´
invers´ıvel em uma quantidade finita de elementos de α. Um anel de
Krull e´ um uma intersec¸a˜o de uma colec¸a˜o de ane´is de valorac¸a˜o do
corpo que tem cara´ter finito e discreto. E´ poss´ıvel provar que todo
domı´nio de ideais principais e´ Pru¨fer e Krull. Nessa caso, dizemos que
ele e´ um anel de Dedekind, e nesses, podemos tambe´m caracterizar as
valorac¸o˜es.
Algumas aplicac¸o˜es da teoria aqui introduzida tambe´m existem
fora da a´rea. Um exemplo de aplicac¸a˜o em uma a´rea relacionada pode
ser encontrado no artigo de Elena Olivos [4], onde e´ constru´ıda, como o
t´ıtulo deixa claro, uma famı´lia de grupos totalmente ordenados. Para
essa construc¸a˜o, foram utilizadas, entre outras, valorac¸o˜es de Krull.
Ale´m disso, valorac¸o˜es em ane´is, caso mais geral do que vimos, foram
utilizados por Peter Scholze em seu artigo no qual sa˜o introduzidos os
espac¸os perfecto´ide [5].
Falando um pouco sobre a estrutura topolo´gica das valorac¸o˜es de
Krull, na˜o foi mostrado aqui, mas a func¸a˜o inverso tambe´m e´ cont´ınua,
o que torna um corpo com a topologia induzida da valorac¸a˜o um corpo
topolo´gico. Mais ainda: as bolas sa˜o abertas e fechadas e o espac¸o e´
totalmente desconexo, o que nos permite encontrar valorac¸o˜es de Krull
na˜o triviais nas quais o fecho das bolas abertas e as bolas fechadas
na˜o sa˜o necessariamente compactos. Tambe´m podemos fazer comple-
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tamento, mas isso requer outras ferramentas, para ser preciso, filtros
de Cauchy.
87
REFEREˆNCIAS
ENDLER, O. Valuation theory. [S.l.]: Springer-Verlag, 1972.
(Universitext (1979)). ISBN 9780387060705.
SUTHERLAND, W.; SUTHERLAND, W. Introduction to Metric and
Topological Spaces. [S.l.]: Clarendon Press, 1975. (Open university set
book). ISBN 9780198531616.
CLARK, P. L. Algebraic Number Theory II: Valuations, Local Fields
and Adeles. Http://math.uga.edu/~pete/8410FULL.pdf.
OLIVOS, E. A family of totally ordered groups with some
special properties. Annales mathe´matiques Blaise Pascal, Annales
mathe´matiques Blaise Pascal, v. 12, n. 1, p. 79–90, 2005.
SCHOLZE, P. Perfectoid spaces. Publications mathe´matiques de
l’IHE´S, v. 116, n. 1, p. 245–313, Nov 2012. ISSN 1618-1913.
