























































This dissertation proposes the Container-based ”Network Function Virtualiza-
tion (NFV)” Architecture. It realizes high-performance in packet processing while
keeping the portability of network functions that is difficult to achieve by the
conventional Virtual Machine (VM)-based NFV implementation.
NFV is a technology to virtualize the network functions so that they (Virtualized
Network Functions, or VNF) can run on the general-purpose computer hardware
instead of the traditional function-dedicate equipment. NFV is a pivotal technol-
ogy to provide the network extensibility and flexibility to support more diverse
and complicated network traffic expected in the future. On the other hand, the
network quality required by the applications on the Internet becomes more diverse
due to the expansion of the usage of them. To dynamically provide the optimized
network functions for each application, a new concept called ”Network Slicing”
was proposed. The technology components to implement this concept includes
NFV, Software Defined Networking (SDN), and cloud computing. However, the
methodology of implementation using those components has not been yet clearly
designed.
First, as an essential concept to implement the ”Network Slicing,” this research
proposes a new idea of ”Network as a Service” that dynamically provides the op-
timized network functions to the application, while a similar concept ”Platform
as a Service (PaaS)” dynamically provides the necessary resources to the applica-
tion. This thesis discusses the importance of ”portability” that can guarantee the
optimized VNF allocation.
Secondly, to make the ”Network as a Service” into reality, I contributed to
establish an industry-academic consortium to assess the feasibility of existing NFV
products from the various vendors. The consortium played a vital role to conduct
a comprehensive evaluation and analysis of each product as well as the wide-range
of the experiment in the real network environment jointly among various vendors.
The result identified the major problem in the traditional NFV that runs VNF on
VM, the difficulty of pursuing the high-performance in the packet processing while
iv
keeping the portability of VNF.
As a solution to this problem, this thesis proposes the ”Container-based NFV
Architecture.” This architecture enables both high-performance in packet process-
ing and portability at the same time. In the proposed architecture, a VNF is a
container, a cluster of processes in the Operating System. Also, the network I/O
interface is abstracted by POSIX API to realize high-level interoperability and
portability of VNF. This architecture enabled to increase the packet processing
performance of VNF by bypassing the bottleneck staying in the network stack
of the general OSs. Lastly, the proposed ”Container-Base NFV Architecture” is
validated by a sample implementation of a VNF process using Netmap for VNF’s
network I/O. The result shows 2 to 5.5 times higher performance of the packet pro-
cessing, comparing with the traditional implementation given a similar portability
requirement.
This research identified the problems in realizing the concept of ”Network Slic-
ing” and proposed a new methodology to solve them. It will contribute to estab-
lishing a future network platform that can support diverse and advanced quality
requirements. Then the platform will make a variety of applications such as auto-
driving and remote-medical-service reality.
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6]が提案されている．図 1.2にETSI(European Telecommunications Standards In-
stitute)が打ち出したNFVのコンセプトの概要を示す．NFVでは，これまでネッ
1引用元の図を著者が和訳．
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Introduction 
In our first white paper published in October 2012[1] we introduced the concept of Network 
Functions Virtualisation (NFV) and provided information on how NFV relates to Software Defined 
Networking (SDN). We outlined the benefits and challenges for NFV technologies to be deployed by 
network operators, and we issued a call for action for the industry to cooperate to address these 
challenges and to encourage growth of an open ecosystem. To provide a formal umbrella for 
industry cooperation, we founded the Network Functions Virtualisation Industry Specification Group 
(NFV ISG) under the auspices of the European Telecommunications Standards Institute (ETSI). We 
ensured barriers to participation were low with low fees and with open membership (participants do 
not have to be members of ETSI). 
We recommend the reader reviews the first NFV white paper to obtain a complete picture but to 
recap: NFV aims to transform the way that network operators architect and operate networks and 
network services by evolving standard IT virtualisation technology to consolidate many network 
equipment types onto industry standard high volume servers, switches and storage as shown in the 
classical diagram in Figure 1. NFV transforms network architectures through the implementation of 
network functions in software that can run on a range of industry standard server hardware, and 
transforms network operations because the software can dynamically be moved to, or instantiated 
in, various locations in the network as required, without the need for installation of new equipment.   
 
Figure 1: Vision for Network Functions Virtualisation 
Overview of the ETSI NFV ISG 
The ETSI Board approved foundation of the NFV ISG in time for publication of our first white paper 
last October. ETSI is a global organisation and has proved to be an excellent environment in which to 
図 1.2: ETSIによるNFVのコンセプトの概要 [6]
いった基礎的なインフラを組み合わせ，それらを操作するビジネスロジックを実装
するマイクロサービスアーキテクチャが主流になってきている．また，これらの
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システム (5G)[9, 10]で提案されているアプリケーションとネットワーク機能を物























































































法としてネットワークサービスの Platform as a Service(PaaS)化を提案する．
2.1 ネットワークスライシング
アプリケーションの多様化に伴い，ネットワークにおける通信品質への要求は高
度化している．図 2.1に，ITU-Tの IMT-2020(International Mobile Telecommuni-
cation system for Year 2020)が定めた第 5世代の移動体通信システム (5G)におけ
る通信の要件とアプリケーションの関係を示す．IMT-2020が定めた主な通信の要
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ETSI NFV ISG(Industory Specification Group)では，NFVの概念的な議論に
加えて，アーキテクチャの標準仕様について議論がされている．図 3.1に ETSI
NFV ISGで標準化されているNFVのアーキテクチャを示す．本研究が主に着目
するNFVの構成要素は，Management and Orchestration(MANO)，NFV Infras-
tructure(NFVI)，Virtual Network Function(VNF)の 3点である．MANOは，NFV
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Legend 
Core Network
NFV VNF C 































































VMの資源割り当て方式では，表 4.1に示した VMのネットワーク I/O技術と
VMの資源割り当て方式を組み合わせたVNF構成を比較し，資源の追加に対して
パケット転送性能の向上率が高い方法を検討する．VMの資源割り当て方式には，
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表 4.1: 評価したVNF構成で利用した技術
VNF構成 VMのネットワーク I/O技術
(1) Virtual-Switch OVS OVS[40] + Virtio-Net[47]
(2) Exter-Switch OVS OVS[40] + Virtio-Net[47]
(3) PCI-Builtin-Switch SR-IOV SR-IOV[38]
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(3) PCI-Builtin-Switch_SR-IOV (4) PCI-External-Switch_SR-IOV
図 4.2: VNF構成ごとのトラフィックの通過パス
表 4.2: 評価環境
プロセッサ Intel(R) Xeon(R) E5-2650 2.00GHz
CPUコア数 8コア
メモリ メモリ 64Gバイト
ホストOS Linux kernel 4.4.0-62
ハイパーバイザ QEMU KVM 2.5.0
VNF OS Linux kernel 4.4.0-62
トラフィック生成 Netmap
計測時間 10秒









チ，ハイパーバイザ外部のスイッチのどちらを利用した場合 (図中 (1)および (2))
も，連結するVM数が増加するとパケット転送性能が大きく低下する．一方，SR-
IOVを利用した場合は，PCIカード内部のハードウェアスイッチ，ハイパーバイザ














象は，図 4.2の (1)および (3)のVNF構成かつVMの連結数が 1の場合である．縦
軸は 1つのVMに対して，1つのCPUコアを割り当てた場合を 100としたパケッ
ト転送性能を示し，横軸はVMに割り当てたCPUコア数を示す．
図 4.4: VM資源割り当て方式の評価，IP Forwarding
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OpenFlow Switch 


















































IP header  Payload
0 0 0 0 1 1 0 0ToS field : 	 3rd bit : DPI ON 4th bit : Firewall ON	
図 4.8: ToSフィールドをビットマップとしたサービス識別子


















































































































































(c) ハイパーバイザ 2台，フレームサイズ 64バイト
図 4.10: 単一VNFレイヤにおけるVNF数とハイパーバイザ数を増加させた場合
のパケット転送性能











R630，Huawei FusionServer X6800，Dell PowerEdge C6220を利用した．これらの
ハードウェアを用いて，3つのVNFレイヤから成るFlowFallを構築した．VNFレ
イヤは 3つの機能によって構成した．1つ目のVNFレイヤは Palo Alto Networks
のPA-VMを利用したアプリケーションレベルでのトラフィック解析機能，2つ目
のVNFレイヤはCisco SystemsのCSR1000vを利用した Firewall機能，3つ目の
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を利用して設定変更を行い，出展者収容ネットワークから出力されるトラフィッ
クにToSフィールドの値を設定する．
表 4.3: ShowNet 2015における FlowFallで利用したネットワーク機器
装置名 タイプ 役割 ハイパーバイザ
A10 Thunder 6435 TPS Hardware DDos Mitigation N/A
Cisco CSR1000v VNF Firewall Dell PowerEdge C6220
PaloAlto PA-VM VNF DPI Huawei Fusion Server X6800
Juniper EX4600 Hardware Aggregation Router N/A
Juniper vSRX CPE NAT Dell PowerEdge R630































































図 4.11: ShowNet 2015における FlowFallのネットワーク構成






































(a) VMのネットワーク I/O: ハイパーバイザとVNFの両方が対応している技
術が必要である．SR-IOVやVirtio-Netなどの標準化もしくは仕様が公開さ
れた仮想デバイスの利用が有効である．
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述に基づき，あるフローが通過するべきVNFの順序を Ingressと Egressの SRv6
Routerに設定する．この順序は SRv6 Headerを利用して記述される．
図5.2に，オーケストレータとNFVIの関係を示す．オーケストレータは，Kuber-
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法から，VNFが必要となるアプリケーションの通信の検出をトリガーとしたリア
クティブな手法に変化し，資源の有効活用が可能になる．
















































































































Polling	 Polling	 Polling	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図 5.4: プロセス型VNFアーキテクチャの概要































第 5章 コンテナ型NFVアーキテクチャの提案 54
表 5.1: 通信の方向性，トラフィック処理単位と実装すべき機能
通信の方向 片方向 双方向 双方向 Pre-Processと Post-Process
処理の単位 パケット毎 パケット毎 フロー毎
レイヤ 2 スイッチ DPI FDB探索
透過機器
レイヤ 3 ルータ NAT ARP解決とMAC入れ替え
終端機器 IP経路表探索，TTL減算
チェックサム計算
レイヤ 4 Stateless NAPT Stateful TCP の再構成
終端機器 Firewall Firewall
レイヤ 7 プロキシ アプリケーション
終端機器 キャッシュ プロトコルの終端
NAT機能を例にしたVNFの実装例



































































評価に利用したハードウェアはCisco Systems社のUCS C200 M2である．Intel
XEON E5670 2.97GHz 6 Coreが 2ソケット，DDR3 1333MHz 8GByteが 12本




式の場合はLinux Kernel付属の ixgbeを，本提案の場合はNetmap付属の ixgbeド
ライバを利用した．ハイパーバイザには qemu-kvmバージョン 2.0を利用した．
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図 5.9: 連結数と IPルーティグとフォワーディングの性能割合
間で発生するデータコピーのシステムコールがボトルネックになっていたと考え
られる．
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ク I/Oを実現しながら，従来のVMを利用したVNFと比較して，単体のVNFで






























にサーバレスや Function as a Service(FaaS)の概念を導入可能にする．VNFで保
持するステートの共有や永続化データを，パブリッククラウドが提供するPub/Sub
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トワークサービスアーキテクチャでは，Software Defined Networking (SDN) と















































































付 録A 次世代NSPコンソーシアムにおけるNFVの評価 81
決定した．さらに，NFVの実運用に向けて，複数のネットワークベンダの COTS














その際，OVS(Open vSwitch) のデータプレーンに Intel DPDK[34]を利用する場
合を NFVI-2，Linux カーネルを利用する場合を NFVI-3，そしてVXLAN[62]の
ハードウェアオフローディングを利用する場合を，NFVI-4として定義した．
なお，NFVI-1から 4は，VNFとして動作するゲストOSが，特殊なネットワー






ため，一部の VNF のみが対応しており，また SR-IOV をサポートしている物理
NIC も限られている．
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表 A.1: 検証 NFVI パターン一覧
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フレームレート 開始 10%，最小 1%，最大 100% 100%
許容ロスレート 0%
測定内容 平均転送フレーム数/秒，遅延時間 (最大，最小，平均)




1. VNF の NFVI環境への依存性
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であり，このような VNF は非常に環境依存性が高く，他の VNF との共存に影響
を与えると考えられる．
A.8.2 VNFのアーキテクチャと仮想スイッチ
ある VNF では，仮想 NIC に割り当てられた MAC アドレスと，VNF である
ゲスト OS が管理する NIC の MAC アドレスが異なる場合があった．このような



















sifier 内の転送テーブルを変更するには，Linux kernel 4.0 以降に導入されている
switchdev の機構が必要であり，多くの Linux ディストリビューションでは，ま
だ最新の kernel を採用していないためである．そのため，VNF のアーキテクチャ
によっては，パケットを意図通りに転送できない場合がある．
つまり，VNF がハードウェア高速化技術として SR-IOV を利用している場合に
は，VNF が有する MAC アドレスは，ハイパーバイザが仮想 NIC に対して割り
当てた MAC アドレスのみしか利用することはできず，L2 透過モードで動作する



























なる．また，VNF も OpenStack の VM デプロイ手法に対応している必要
がある．

























CPU Pinning や PCI パススルー ID といったハードウェアに密接なオプションの
設定が難しい．
libvirtd を中心としたツール群 (Virt-manager や Virt-install) では，libvirtdの
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A.10 NFVIのネットワーク構成とパケット転送性能
NFVIにおけるネットワーク構成と VNFのネットワークアーキテクチャによっ





イッチを利用して，物理 NIC を複数の仮想 NIC に分割する場合，NFVI が提供
する主なコンポーネントは，物理NIC，仮想スイッチ，仮想NICの 3 種類である．















約 2倍から 6倍の転送レートの差が見られ，安定したネットワーク I/Oが実現で
きていないことが分かった．





























packet size (byte) - number of flows
Throughput Forwarding Rate























































される．一方で，後述する OVS と virtio を利用した場合と比較して，スループッ









































VNF とユーザスペース型 VNF の 2種類のアーキテクチャに分類される．
カーネルドライバ型の VNF は，SR-IOVによって仮想化された PCIデバイス
を，パススルー技術によって VNF (ゲスト OS)から直接制御し，VNF (ゲストOS)
のカーネルにてパケット転送処理をおこなう．図A.5に，あるカーネルドライバ
型 VNF のパケット転送性能を示す．カーネルドライバ型のVNFは，ゲスト OS





























packet size (byte) - number of flows
Throughput Forwarding Rate
図 A.4: Linux Kernel ModuleをデータプレーンとしたOVSとVirtIOを利用した
VNFのパケット転送性能
からは TXとRXキューが 2ペアある PCIデバイスとして見えるため，フロー数
の増減による性能の変化が小さい．また，ベアメタル上にて動作させた Linux OS
と比較しても大きな性能差が少ない事から，Linux OS 自身のネットワーク I/O 性
能がボトルネックとなっていると考えられる．また，カーネドライバ型は，VNF
内のOSで処理される割り込み等が，qemu-kvmプロセス内，すなわちゲスト OS
内で完結するため，vcpu piningをおこなう事によって，他の VNF との資源競合
を回避しやすいという利点がある．


























packet size (byte) - number of flows
Throughput Forwarding Rate
図 A.5: カーネルドライバ型VNFのパケット転送性能
ユーザスペース型の VNF は，SR-IOV によって仮想化された仮想 PCIデバイ
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を示す．Routing は，ベアメタルの Linuxが パケットをフォワーディングする L3
ルータとして動作し，パケットの出力をおこなう際に VXLAN にカプセル化する
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スト内の VM (VNF) がパケットを生成する際には，VXLAN オフローディングは
有効に機能するが，パケット転送をおこなうルータやスイッチとして動作する場
合，VXLAN オフローディングは，その効果を発揮できないことが確認できた．
つまり，パケット転送をおこなう，vRouter や vSwitch といった VNF では
VXLAN オフローディングによる性能向上は見込めないが，一方で，ロードバラン
サ等の，一回TCP セッションを VNF 自身が中継するような場合には，VXLAN
オフローディングが有効に機能すると考えられる．























VXLAN Offloading Disable VXLAN Offloading Enable
図 A.8: VXLANオフローディングを有効にした際のTSOの効果
