Although rainwater harvesting (RWH) is gaining popularity as a sustainable water supply source in urban as well as rural areas, estimating required storage remains an important design challenge. This paper develops a robust, yet computationally simple equation for calculating required storage capacity for a RWH system, which is generally applicable in the United States (U.S.). A simulation model with a daily time step and a yield-after-spill algorithm is used to generate empirical Storage -Reliability -Yield (SRY) relationships for RWH systems at 232 U.S., first-order precipitation gaging stations with long daily precipitation records. A regional regression modeling approach is used to combine system parameters (daily yield, collection area, reliability) with climatic variables (e.g. standard deviation of daily rainfall) to predict required storage capacity. Nationwide regression models for fixed reliability cases (80, 90, 95, 98%) demonstrate good fits (R 2 > 0.95) between model predictions and simulated storage capacities. The fits improve (R 2 >0.97) when the nation is broken down into smaller, more climatically homogeneous regions.
Introduction
Recently, rainwater harvesting has drawn increased attention in many regions of the world as a sustainable and economic water source. Rainwater harvesting has maintained its importance as a water source for small scale agriculture and as a primary water sources in remote locations in rural areas and islands. In the past few decades, rainwater harvesting has also become a popular supplemental (and generally non-potable) water source in urban and suburban areas.
As the variable costs of rainwater collection tend to be quite small, the largest economic consideration is the initial capital cost to construct the system. In most cases, the most important design decision is how much storage capacity to build. While the performance of rainwater harvesting systems depends on only a few system parameters, and the location's rainfall pattern, estimating required storage can be difficult and is often performed through a collection of rules-of-thumb, local experience, rough calculations, and judgment. The performance and sizing of rainwater harvesting systems has been explored in the past with a range of approaches including water balance and mass curve analysis (Handia et al., 2002; Goel and Kumar, 2005; Panigrahi et al., 2007 among others) , probabilistic methods (Ree et al., 1971; Lee et al., 2000; Guo and Baetz, 2007) , economic optimization (Pandey et al., 1991; Dominguez et al., 2001; Liaw and Tsai, 2004) , and detailed simulation and performance analysis ( Hermann and Schmida, 1999; Fewkes, 2000; Villareal and Dixon, 2005; Ghisi et al., 2007) .
If RWH is to become a more widely used method of water supply, a simpler, more generalized method of storage design would be invaluable. Examining the behavior of the system, and specifically, the relationship between the storage, demand, collection area, and reliability is crucial to designing the storage.
Although not specifically recognized in most of RWH literature, this relationship is directly analogous to the common Storage-Reliability-Yield (SRY) relationship used for reservoir analysis (see for example, McMahon and Mein (1986) ; Vogel and Stedinger (1987) ; and Vogel and McMahon (1996) ). Conceptually, the RWH system is remarkably similar to a reservoir system. Both have a fixed storage capacity, a characteristic volumetric demand, and a volumetric inflow determined by natural hydrologic processes. A reservoir's inflow is determined by the volumetric flow of the stream or streams that feed it. The flow in the stream however, is a function of the precipitation falling in its (finite-area) watershed, which is directly analogous to precipitation falling on a RWH system's fixed collection area. The SRY framework, therefore, is well suited to analyzing the characteristics of a RWH system.
Though they have not recognized the analogy to the reservoir SRY relationship, many RWH modelers have recognized the relationship of the key storage, reliability and yield variables (Schiller and Latham, 1987; Fewkes, 2000; Villareal and Dixon, 2005) . None of these authors, however, have sought to generalize the relationships they discovered over larger areas. Looking to the analogy of reservoir behavior, at least two methods of generalizing behavior based statistical properties of the hydrologic inputs appear in the literature.
The first method is the Gould-Dincer equations which calculate the reservoir storage for a desired reliability using an estimate of the critical drawdown sequence length based on several properties of the streamflow sequence (mean, coefficient of variation, Cv) and the reservoir yield. This approach has been extended to a wide range of streamflow distributions (see Gould, 1964; Vogel and McMahon, 1996; McMahon and Adeloye, 2005) , but the differences in statistical character of rainfall versus streamflow, and the fact that the method does not take into full consideration the sequential nature of the inflows, make it not a good candidate for RWH analysis. Thus, we turn to a second approach.
Regional regression approaches have proven extremely valuable in estimating a range of hydrologic parameters over a geographic area, most notably, streamflow (Jennings et al., 1994; Vogel et al.,1999a) . More recently, however, regional regression has proven capable of estimating reservoir storage on a global geographic scale calculated by a sequent peak algorithm or behavioral model by using reservoir yield and various annual streamflow statistics as regression variables (McMahon et al., 2007) .
Multivariate regression has been used to investigate RWH system behavior by Lee et al. (2000) , who apply it to a RWH irrigation system in China. They use a single site regression to predict the relationship between the system parameters including collection area, reliability, storage, and irrigable area (a measure of yield). Since only single site is considered, the character of the hydrologic input (rainfall) is built into the model, and they focus instead on relationships between failure probability, collection area, storage, and other system parameters. Guo and Baetz (2007) , spurning the regression approach in favor an approach grounded in stormwater detention theory, demonstrate analytically that differences in RWH system behavior can be explained by statistical properties of the rainfall sequence.
This research differs significantly from all previous research because it is our goal to develop a generalized regression model suitable for determining the relationship among rainwater harvesting system storage, reliability and yield over the entire continental U.S.
RWH Simulation and the Storage-Reliability-Yield Relationship
In order to understand the behavior of rainwater harvesting systems over large geographic areas, simulations using daily precipitation as input were performed. A set of 232 first-order precipitation gages from the National Weather Service's Cooperative Station Network with high-quality daily records are selected for simulation. The stations are well distributed across the continental United States and have a median record length of 59 years.
The simulation approach was designed to develop the SRY relationship by generating constant reliability curves at several useful reliabilities for a rainwater harvesting system. The reliabilities chosen for analysis are 0.80, 0.90, 0.95, and 0.98. The Yield-After-Spillage algorithm, widely used in the rainwater harvesting literature (Jenkins et al., 1978; Schiller and Latham, 1987; Fewkes (1999) ; among others), is selected for the simulations. The simulations run for a single combination of yield and storage, track daily storage and whether the daily yield is met each day. The number of days with failure is recorded, and used to compute reliability defined in Equation 1.
To allow comparability between stations, all simulations are run for a unit collection area (Ac). Additionally, the yield is normalized to the mean daily rainfall (µ dp ) of each station to generate the unitless yield ratio, α (Equation 2), which describes the average fraction of available water used. The simulations were performed at 20 yield ratios per station to define each constant reliability curve, with α ranging from 0 to 1. The storage was then varied for each yield ratio to generate the desired reliability. Storage is normalized to collection area to generate the physical storage ratio, Sr (Equation 3).
Equation 1 c dp A
Where d f is the number of days when yield is not met, n is the simulation length, y is daily volumetric yield, and K is total volumetric storage capacity. For the purposes of modeling, a few assumptions are necessary. The runoff coefficient is assumed to be one, and no first flush is modeled. The precipitation gages, which melt snow, treat all precipitation as rain. .
The constant reliability curves generated by the modeling can effectively describe the full SRY relationship when plotted. Figure 1 shows a full set of reliability contours generated from the model by using precipitation data from Los Angeles, CA. This is the typical shape of the SRY relationship, with lower reliability contours lower and less curved than the higher reliability contours because greater storage is required to satisfy higher reliabilities. The position of the individual contours varies considerably by station, however, as Figure 
Regression Analysis
This study employs multivariate least squares regression as the method of generalizing the SRY relationship across the entire U.S. The physical storage ratio is the dependent variable in all cases. The independent variables are a combination of system parameters and statistical parameters of the climate record.
The two goals of the regression modeling in this study are (1) to determine which precipitation parameters have the impact on the SRY relationship, and (2) to develop an accurate, generalized predictive model for required system storage.
All the analyses use ordinary least squares (OLS) regression with the dependent variable (response) being the physical storage ratio (Sr). The regression equation is of the general form: 
where X i , i= 1…m, describe physical system parameters such as the demand fraction (α). Y j , j = 1 …n, describe local climate parameters.
The following sections detail the system parameter variables and the climatic variables selected for evaluation in the regression model, followed by the generalized storage regression.
Rainwater Harvesting System Parameters
The major system parameters have been well identified in past literature, but this study considers only reliability, yield, and collection area. Reliability and yield parameters are clearly important to the SRY relationship, and must be in any regression unless held constant. Reliability has been held constant, as four constant reliability storage-yield relationships are evaluated. Collection area clearly has an impact on the amount of rainwater that can be captured, but in this study, both the storage and yield parameters are normalized to collection area, so it does not require a separate variable. Thus, yield is clearly the most important system parameter. Besides yield ratio (3), some common transformations of α are investigated.
The parameter m, known as the resilience index (or drift), defined as (1-α)/Cv is well known as a useful parameter describing storage reservoir behavior. Reservoirs with m values greater than Cv tend to exhibit within-year behavior (they refill in most years), and those with m < Cv tend to exhibit over-year behavior (Vogel et al., 1999b) . For this study, Cv is the coefficient of variation of the daily precipitation record. It was found that stations were overwhelmingly over-day systems.
With these parameters, it is also possible to apply additional transformations to further linearize them with respect to S r . One way to investigate such transformations is to attempt single site regression models relating storage only to system parameters. A single site regression analysis was performed for all stations to try to find the form of the regression model describing the relationship between S r and α for a constant reliability curve. The model in Equation 5 is sufficient to explain more than 99% of the variability (adjusted R 2 = 0.99) at any site in the study for any of the reliability curves.
Equation 5
Eqn. (5) is basically a log-linear model with one key difference. The logarithmically-transformed dependent variable (α in this case) is further transformed by raising it to the "d" power. While the overall model is not log-linear, the transformation caused by the d parameter can still be incorporated a log-linear model. Replacing ln(X 1 ) in (7) with (-ln(α)) d , we find that exponentiating both sides to the base of e results in Equation 7, a formulation similar to that of (4). Note that for the generalized regression, d must be solved from (5) using data from all stations before Equation 6 is used to fit all of the other parameters. 
Equation 6
Initial regression trials demonstrated that m did not have nearly as much explanatory power as α or a^d, so only the latter two were tested further.
Climatic Variables
The system parameters alone may well explain a large portion of the variability of regional regression models. After all, at every station, S r generally increases as α increases. It is clear, however, from Figures 4 and 5 that the SRY relationship can vary considerably by station, and is dependent on more than reliability and yield alone. This study investigates a range of possible input parameters for use in making an improved general regression model for predicting storage. Table 1 identifies the rainfall parameters investigated. The parameters are divided into three classes by their relative ease of calculation and requisite knowledge of statistics by the user. Class 1 is composed of traditional descriptive and order statistics of the complete daily rainfall series for a given location. Additionally, we include the lag-1 daily serial correlation (ρ), which can serve as a rough indicator of the general arrival pattern of storms, and the transformation, (1+ ρ)/(1-ρ) derived using two completely independent approaches by both Phatarfod (1986) and Vogel and McMahon (1996) . 
transformation of k K , the "k" shape parameter of fitted Kappa distribution to the wet-day rainfall record Class 2 includes similar types of statistics, but instead of the complete rainfall series, the wet-day series is used. The wet-day series excludes all zeros (and trace rainfall) in the record. The statistics available are virtually identical to Class 1, except that ρ becomes meaningless as removing the zeros destroys serial correlation. The median value, however, becomes meaningful, as it now has a value other than zero.
Both Class 1 and 2 precipitation parameters can be easily calculated with nothing more than the built-in functions in almost any basic statistical package, or spreadsheet program. Class 3 variables are different in that they require understanding of Lmoments and fitting parameters to a probability distribution. Hanson and Vogel (2008) found that daily rainfall depth could be well approximated by the Pearson-III distribution for the complete series and the Kappa distribution for the wet-day series of rainfall. The parameters were fit to each rainfall sequence using L-moment estimators and the equations in the appendix of Hosking and Wallace (1997).
Fixed Reliability Regression Results
Regression results for the four fixed reliability cases are presented in Table 2 . For each reliability case, the best regression for Class 1, Class 1 and 2 only, and all Classes of climate variables are included. Column 1 indicates the regression region, constant reliability, and the classes of variable considered. Column 2 gives the regression constant value and associated T-value in parentheses, while Column 3 gives the yield parameter, including the d value, the coefficient value and the T-value in parentheses. Columns 4-6 present the chosen climatic variables with the most explanatory power, with coefficients and T-values indicated beneath. Columns 7-9 contain the maximum variance inflation factor introduced by any single variable, the standard model error (SE), and the adjusted R 2 value. Table 2 indicates that remarkably powerful regression models (adjusted R 2 > 95) for predicting required storage capacity can be generated for the entire U.S at fixed reliabilities. Somewhat surprisingly, the adjusted R 2 values actually increase as reliabilities increase. The coefficients of the a^d values are virtually unaffected by the class of climate variables are used. The less-easily-calculated Class 3 parameters lead to only somewhat improved regressions over the Class 1 and 2 variables, though variance inflation is considerably lower.
The climatic parameters selected demonstrate some definite patterns in the models. Of the Class 1 and 2 variables, the standard deviation of the wet-day series (σ W ), and (1+ρ)/(1-ρ) seem to occur most frequently. The β P3 parameter seems to be the precipitation parameter with the most explanatory power when all variable classes are included. It should be noted that β P3 and σ W are highly correlated, so including both in a model leads to high variance inflation factors.
The models generally perform quite well, but an analysis of the residuals indicates some significant lacks of fit in certain geographic areas such as the Pacific Coast, South Florida, certain areas near the Great Lakes, and a few other places. Though it would be desirable to have a model that could predict storage at any location in the United States or world, regional regression analyses on smaller, more climatically homogenous regions should result in improved predictive power.
Regional Regression Results
Though the nationwide regressions were surprisingly powerful, considerable improvement may be gained by examining smaller, more homogeneous regions. The intent of this study is not to identify how to select appropriate regions for regional regression analysis for RWH system design. A diverse body of literature exists on how to select appropriate climate regions for regional regression analyses. In further studies, this may be an important element in developing more accurate regional regressions for designing RWH systems. One key requirement for any regional regression is data availability and spatial representativeness.
This study does not include enough stations to break the study area down significantly, so fixed reliability regressions are performed for only the 3 regions in Figure 3 . The divisions roughly follow watershed boundaries and general climate character, but no specific methodology was applied in their selection, as that was not the intent of this study. The East, Midwest, and West Region contain 95, 85, and 52 stations respectively.
Tables 3 displays the fixed reliability regression results for the East, Midwest, and West regions, respectively, in much the same format as Table 2 . An additional climatic variable is included in some models, and all models include all three classes.
In general, Table 3 displays better regressions than those performed for the entire U.S. R 2 values are higher than nationwide ones for comparable models for the East and Midwest regions, but only slightly better for the West Region. One possible explanation for this difference is merely that fewer stations are included in the West, and station density is lower.
A more probable explanation is that the range of climates in the West is greater than in the East or Midwest, considering the West includes both arid deserts in the Southwest and temperate rainforests in the Northwest. This may be supported by the prominence of α K in the West results, which discounts the influence of zeroes. Further division of the West region by climate type may then be recommended.
The East and Midwest displays high R 2 values overall. As in the nationwide regressions, either the σ W or β P3 variables appeared prominently. Interestingly, ρ was more significant than (1+ρ)/(1-ρ) for the Midwest, unlike the other regions. One especially peculiar feature of the Midwest regressions is that the value of d in the a^d On the whole though, these regression results demonstrate that statistical parameters of rainfall can be used very effectively to predict required storage over considerably broad geographic areas.
Conclusion
Calculating the required storage for a rainwater harvesting system often presents a difficult design challenge. This study considered the problem of how to simplify the calculation of storage by incorporating the robustness of information about a RWH system provided by a wide range of simulation experiments. Considering a rainwater harvesting system as a simple storage reservoir, a simple daily simulation model computed empirical SRY relationships at 232 U.S. locations.
We hypothesized that differences in SRY relationships between stations could be explained by daily rainfall parameters, which would make possible a generalized regression model capable of calculating required storage anywhere in the study area (United States). By including daily rainfall statistics along with system parameters in an ordinary least squares, a log-linear regression framework can lead to a surprisingly powerful generalized storage equation. When considering three sub-regions of the United States, the regression fits improved, presumably due to greater homogeneity in hydroclimatic characteristics.
The regression models presented can be used to get a relatively good estimate of how large to build a storage tank based on desired yield, collection area, and local rainfall statistics. The regression approach presented could easily be extended and, enables the creation of improved storage equations in the U.S. and other regions of the world.
