Motivation: The overall performance of several molecular biology techniques involving DNA/DNA hybridization depends on the accurate prediction of the experimental value of a critical parameter: the melting temperature. To date, many computer software based on different methods and/or parameterizations are available for the theoretical estimation of the experimental melting temperature value of any given short oligonucleotide sequence. However, in most cases, large and significant differences of melting temperature estimations are obtained when using different methods. Thus, it is difficult to decide which melting temperature value should be trusted. In addition to this, it seems that most people use these methods being unaware of their limitations, which are well described in the literature but not stated properly or restricted on the input of most of the web servers and standalone software that implement them. Results: A quantitative comparison of the similarities and differences among some published DNA/DNA melting temperature calculation methods is reported. The comparison was carried out for a large set of short oligonucleotide sequences ranging from 16 to 30 nucleotides long and spanning the whole range of CG content. The results showed that significant differences are observed among all methods, which in some cases depend on oligonucleotide length and CG content in a non-trivial manner. Based on these results, regions of consensus and disagreement for the methods in oligonucleotide feature space are reported. Due to the lack of enough experimental data, a fair and complete assessment of accuracy for the different methods is not yet possible. Though this limitation, a consensus melting temperature with minimal error probability is calculated by averaging the values obtained from two or more methods that exhibit similar behavior at each particular combination of oligonucleotide length and CG content class. Using a total of 348 DNA sequences in a size range between 16 and 30 mers for which experimental melting data is available, we demonstrate that the consensus melting temperature is a robust and accurate measure. It is expected that the results of this work will constitute a helpful set of guidelines to follow for the successful experimental implementation of various molecular biology techniques such as quantitative PCR, multiplex PCR and the design of optimal DNA microarrays. Availability: A binary software distribution to calculate the consensus melting temperature described in this work for thousands of oligonucleotides simultaneously is freely available for the LINUX operative system upon request to the authors or from our web site shown below. Contact: fmelo@bio.puc.cl Supplementary information: The large set of oligonucleotides, the detailed results of the accuracy and comparative benchmarks, and hundreds of comparative graphs generated in this work are available at our web site: {{http://protein.bio.puc.cl/melting-temperatures.html}}.
Introduction
The experimental performance and the outcome of several molecular biology techniques depend on the accurate prediction of the DNA melting temperature (Tm). This is particularly critical in the case of those techniques that involve several oligonucleotides simultaneously such as DNA microarrays of short sequences with fixed length or 'Affymetrix chips' (Pease et al., 1994) , quantitative polymerase chain reaction or PCR (Buck et al., 1991) , and multiplex PCR, where large errors in the Tm estimation can lead to the amplification of non specific products or to a bad hybridization performance in general (Steger, 1994) . A variety of methods are available to calculate the Tm of short oligonucleotide sequences. The first approach that was described uses a rather simple formula where the Tm only depends on the relative content of cytosine and guanine (Marmur and Doty, 1962) . This formula was then improved by adding a correction factor that also accounts for salt concentration, thus adjusting the Tm value for different experimental conditions (Wetmur, 1991) . A deeper analysis of DNA oligonucleotides and their corresponding experimental Tms has led to the conclusion that not only the relative amounts of cytosine and guanine concentrations were determining the thermal denaturation of DNA. The sequential arrangement of different nucleotides in DNA sequences was found to play a major role in the experimental value of melting temperatures and the 'Nearest Neighbor' (NN) model was adopted for the calculation of sequence related Tms (Borer et al., 1974) . The NN model postulates that the free energy for duplex formation depends mostly on two factors: first, the initiation free energy given by an unfavorable entropy as a consequence of a loss of translational freedom after the first DNA/DNA pair is formed; and second, the sum of the complementary pairwise terms between the oligonucleotide sequences (propagation terms), which are based on di-nucleotide entities. In addition to these two terms, an entropic penalty is considered, which takes into account the maintenance of symmetry in self-complementary sequences. The calculation of Tm values by the NN method requires a set of experimental thermodynamic parameters as an input. To date, several different tables with DNA/DNA thermodynamic parameters have been published (Gotoh and Tagashira, 1981; Vologodskii et al., 1984; Breslauer et al., 1986; Delcourt et al., 1991; Doktycz et al., 1992; Santalucia et al., 1996; Sugimoto et al., 1996; Allawi and SantaLucia, 1997) . Though a detailed comparison among these tables is difficult because several independent variables are involved on their derivation, attempts to clarify the similarities and differences among the various NN parameters have been carried out (Doktycz et al., 1992; SantaLucia, 1998) . One major conclusion of SantaLucia's work has been that a remarkable consensus exists among most of the different thermodynamic parameters, leading to the proposition and derivation of a single and unified set of parameters (SantaLucia, 1998) . However, as we will demonstrate here, when different sets of NN parameters are used to predict the Tm for a large and diverse number of DNA sequences of practical application value, large differences are observed in many cases, suggesting that the current consensus parameters that have been proposed must be biased toward a reduced subset of the possible DNA sequences. When all experimental conditions are fixed, the Tm value calculated for any particular DNA sequence using the NN model depends on the thermodynamic table that is used. To date, a single large-scale benchmark comparing the predictive accuracy of 11 different thermodynamic tables has been published (Owczarzy et al., 1998) . In that work, a high predictive accuracy with a small error was only found for three independent parameter sets: the set of Doktycz et al. (1992) ; the set of Allawi and SantaLucia (1997) , and the set of Sugimoto et al. (1996) . However, though this large-scale accuracy assessment constitutes a significant contribution, it must be mentioned that the experimental data that is currently available to perform such benchmarks have several strong biases. First, there is a bias towards oligonucleotide length, because some short length oligonucleotides (about 10 mers long) are clearly overrepresented in the datasets. Unfortunately, most of practical applications in molecular biology use oligonucleotides larger than this length. Second, most of the oligonucleotides in the set fall in the CG content range between 40 and 60 percent, with few representation at the most extreme cases. Third, and more important, a large fraction of the oligonucleotides for which experimentally determined Tms are available have been already used to obtain or derive the same thermodynamic parameters which performance and accuracy is going to be assessed. Finally, not all these oligonucleotides available are known to melt in a two-state manner, which is a primary condition in order to apply the NN model to calculate the Tm. These existing biases have an explanation because when larger an oligonucleotide is, greater the chances that it will not melt in a two-state manner, and thus it will be of marginal interest for the derivation or validation of thermodynamic parameters to be used with the NN model. Therefore, there are still several limitations that need to be considered when using these methods to estimate the experimental Tm of any given oligonucleotide for a practical application. Surprisingly, the majority of the current web servers and softwares that are available to calculate de Tm of oligonucleotides do not warn about these limitations and do not limit the input provided by the user, thus any valid DNA/RNA sequence is allowed. Out of 17 web servers that we have found as freely available on the Internet (for a list of these web servers, see the supplemental material), only 4 of them provide some sort of warning about the limitations of the Tm calculation methods. However, at the time of performing the calculations, none of those web servers limit the input to be entered by the user. Thus, we believe that it is important to be aware of the current limitations that these methods have and also to be aware of the magnitude of errors that could arise when using them for practical applications. Unfortunately, most of people use these softwares with no apparent conscience about the possible costs and risks, given the magnitude of errors that could arise from these calculations. It must be advised that depending on the method that is used, for a given specific oligonucleotide sequence, the absolute differences of the calculated Tm values could be large. Then, in practical terms, the question of which Tm value should be considered arises. The major aim of this work has been to compare the melting temperature values calculated by the different methods in a large set of oligonucleotides that are representative of real-world applications in experimental biology. Thus, on the one hand, all oligonucleotides used in this study fall in the size range of 16-30 mers, which is the widely used size range for the design of PCR primers and microarrays of short-length oligonucleotides. Though it can be argued that in this size range the two-state transitions are not guaranteed and therefore the NN model should not be used, it must be stated that it is not the major aim of this work to assess or to develop a more accurate method, but to highlight the magnitude of the existing differences and variations among methods when they are applied to a typical DNA sequence that is used in the laboratory. On the second hand, the set of oligonucleotides used in this work cover the complete space of CG content, in contrast to the oligonucleotides that have been used to derive the existing thermodynamic parameters. Therefore, it constitutes an extensive and representative benchmark set of sequences to assess how similar the different predictions are. This work is divided in two major sections: a first section containing a comparative assessment of melting temperatures calculated by different methods and a second section containing an accuracy assessment of different methods for experimental melting temperature prediction. It must be noted that, in both cases, only DNA sequences of practical application value have been used. In the first section, we have compared the basic, salt adjusted and thermodynamic methods. The first objective was to evaluate if simple models such as the basic and salt adjusted methods could give similar Tm predictions as to the ones obtained by the more complex thermodynamic method. The second objective was to compare in detail the similarities and differences of Tm predictions obtained by the thermodynamic method when using three different parameter tables. Out of the different thermodynamic tables that have been published, three of them were derived from the analysis of optical melting curves for a variety of short synthetic DNA duplexes and are the most commonly used by the scientific community as expressed in the implementations of several standalone softwares and web browsers on the Internet (for a list of web servers along with their parameterizations, see supplemental material). These three NN tables were used in this comparative study and include the original set of values reported by Breslauer et al. in 1986 , and the putatively improved sets by SantaLucia et al. and Sugimoto et al, both published in 1996 . It could be argued that Breslauer set is not as accurate as SantaLucia and Sugimoto sets, based on the results of the previous accuracy benchmark mentioned above. However, to date, not a single comparison has been performed among these thermodynamic sets using a large, representative and unbiased set of DNA sequences of practical application in molecular biology. Moreover, we will demonstrate here that all these thermodynamic sets, when compared in a pair-wise fashion, exhibit some differences and share a similar behaviour at different regions of the oligonucleotide feature space (represented by length and CG content). In the second section of this paper, the third and last objective of this work is addressed, which consisted in the accuracy assessment of these methods at predicting the experimental Tm of several DNA sequences. This accuracy benchmark set contained all DNA sequences in the length range of 16 to 30 mers for which the experimental Tm, salt concentration, and oligonucleotide concentration was available. In this accuracy benchmark, a consensus Tm value proposed in this work is also assessed, giving the lowest average error. The consensus Tm value calculation is based on the consensus Tm map among different methods observed from the comparative assessment. To achieve the comparative assessment, we have generated a large set of oligonucleotide sequences in a computer, calculated the Tm value for each of them by using different methods, and assessed the observed similarities, differences, and correlations among predictions. These comparisons were done independently for each combination of oligonucleotide length and CG content, in a given range of oligonucleotide length that is of practical value. The regions of consensus and disagreement are highlighted. The results show that significant differences could be obtained when using different methods and that a consensus Tm value with a minimal error probability should be defined. Due to the lack of experimental data available today, which is not extensive or representative enough, we address this point by averaging the Tm values of those methods that consistently exhibited a similar behaviour at each particular combination of oligonucleotide length and CG content. To support our model, an accuracy benchmark using all DNA sequences that fall within the size range covered in this study for which experimental Tm data is available was performed, demonstrating that the consensus melting temperature proposed here constitutes a robust and accurate measure. Finally, a list of guidelines to calculate the melting temperature of short DNA sequences with a minimal error probability is provided at the end of this manuscript.
Methods

Set of artificial oligonucleotide sequences used in the comparative benchmark
A total of 300,000 DNA oligonucleotide sequences were randomly generated in a computer. The length of these random DNA sequences was restricted to be in the range between 16 and 30 nucleotides. The random sequences were also generated and selected in such a way that they span a homogeneous distribution in the defined size range and additionally in the possible CG content range. For that purpose, 10 uniform CG content classes were defined (fixed intervals of magnitude equal to 10, ranging between 0 and 100 percent of CG content). Therefore, each particular combination of sequence length and CG content class was populated with the same total number of 2,000 oligonucleotide sequences (i.e. 15 length classes x 10 CG content classes x 2,000 sequences = 300,000 total sequences).
Melting temperature calculations
In this work, three different methods were used to calculate and compare the Tms of short DNA oligonucleotides: basic, salt adjusted, and NN thermodynamic calculations. The basic Tm calculations were performed according to the following equation (Marmur and Doty, 1962) : where x,y,w,z are the number of the bases T,G,A, and C, respectively. This equation assumes that the annealing occurs under standard conditions in a buffered solution of 50 mM Na + , 50 nM of oligonucleotide concentration and with a pH near 7.0, though the Tm of DNA is unaffected within a significant range of pH around 7.0 due to the lack of titratable groups near this pH in Watson-Crick paired DNA. The salt adjusted Tm calculations were performed using the following equation (Howley et al., 1979 where x,y,w,z are the number of the bases T,G,A, and C, respectively. In this equation, the second term adjusts for the GC content and the third term adjusts for the length of the sequence. This equation also assumes that the annealing occurs under standard conditions of pH near 7.0 and 50 nM of oligonucleotide concentration. Finally, the NN thermodynamic calculations were calculated as previously described by Breslauer et al. in 1986 where H and S are the enthalpy and entropy changes, R is the gas constant (fixed at 1.987 cal/K*mol), and [oligonucleotide] is the oligonucleotide molar concentration. The thermodynamic calculations assume that the annealing occurs in a buffered solution at pH near 7.0 and that a two-state transition occurs. The Tm calculations assume the sequences are not symmetric and contain at least one G or C. In those cases where these restraints were not fulfilled, the proper corrections were applied according to the thermodynamic parameters that have been published (see Table I ). For the NN Tm calculations, three different thermodynamic tables were used in this work (summarized in SantaLucia et al. in 1996 , and the last table included in this study was published by Sugimoto et al. in 1996 . Therefore, five different Tm values were calculated and compared for each DNA oligonucleotide: one basic term (denominated 'bas'), one salt adjusted term (denominated 'sal'), and three NN thermodynamic sets (denominated by date of publication: 'Th1' for Breslauer et al. 1986 , 'Th2' for SantaLucia et al. 1996 , and 'Th3' for Sugimoto et al. 1996 . In order to perform a comparison of all methods, the Tm calculations were carried out by fixing the oligonucleotide and sodium concentrations at 50 nM and 50 mM, respectively. In the case of the accuracy benchmark reported at the end of this work, the Tm calculations were carried out by using the specific experimental oligonucleotide and salt concentrations reported for each particular case. The detailed experimental and calculated data used in this accuracy benchmark is available as supplemental material.
Salt correction in melting temperature calculations
As described in the previous section, a unique salt correction term was used in this comparative benchmark for the thermodynamic and salt adjusted methods. This salt correction factor was reported by Schildkraut and Lifson in 1965 for large DNA polymers and is still the most frequently used correction term in the current implementations available for melting temperature calculations. Little is known about the dependence of melting temperatures for short DNA sequences on salt concentration, particularly for bivalent ions. A recent and complete study has addressed the effects of sodium ions on experimental melting temperatures for short DNA oligomers (Owczarzy et al., 2004) . That work contains an exhaustive and complete review about salt correction formulas that have been published in the literature, and dispatches a new and more accurate salt correction factor. However, it must be stated that this comparative study is not influenced by the salt correction factor, because all the calculated relationships of melting temperatures among methods are relative and not absolute. Thus, the differences or correlations among melting temperatures calculated by any two methods are not sensitive to this factor, because it is a constant value at both sides of the equation that is subtracted and therefore eliminated. In the case of the accuracy benchmark reported at the end of this work, the salt correction factor becomes of course relevant, because the calculated melting temperature is then compared to the experimentally observed temperature. Thus, for the accuracy benchmark we have used not only the correction factor described above, but also the new and improved correction factor recently published by Owczarzy et al., 2004 . In addition to this, we also used the correction factor published by SantaLucia et al. in 1996 , which is slightly smaller than the one described above. The best performing salt corrections were used to assess each method.
Comparative measures
Several measures of similarity between the Tm values reported for any two methods were used in this work. All comparisons were done within each grid point (i.e. for each fixed combination of oligonucleotide length and percentage of CG content class), thus involving a total of 2.000 oligonucleotide sequences. The calculated measures include the maximal observed absolute difference (MaxAD) of the 2.000 pairwise comparisons between any two methods, the minimal observed absolute difference (MinAD), the average absolute difference (AveAD), the standard deviation of absolute differences (DevAD), the maximal observed difference (MaxD), the minimal observed difference (MinD), the average observed difference (AveD), the correlation coefficient (CC), and the percentage of cases where the absolute difference between Tm values was equal or less than 10 (Per10C), 5 (Per5C) and 3 (Per3C) Celsius degrees. The correlation coefficient was only calculated between thermodynamic methods because the other two methods have a variance equal to zero for oligonucleotides of fixed length and CG content (with the salt concentration being fixed, they depend only on these two variables, which were of course identical at each grid point where the analysis was carried out). Because of space constraints, only some comparative measures are reported in this paper. The totality of the comparative data is available graphically as supplemental material at our web site: {{http://protein.bio.puc.cl/melting-temperatures.html}}
Accuracy benchmark dataset
The experimental data used here was extracted from different sources and consisted of a total of 108 unique oligonucleotide sequences in various salt concentrations, accounting for a total of 348 data points. All these sequences have a length ranging between 16 and 30 mers. A total of 37 unique sequences were extracted from Owczarzy et al., 1998 ; a total of 11 unique sequences were extracted from NTDB database (Chiu et al., 2003) ; and finally, a total of 60 unique sequences were extracted from Owczarzi et al., 2004 . The experimental melting temperature for each one of these unique 60 sequences was measured at 5 different salt concentrations, thus constituting a total of 300 different experimental points (Owczarzi et al., 2004) . Therefore, a total of 348 data points were used in the accuracy benchmark reported at the end of this work. The detailed data set information is available as supplemental material at our web site: {{http://protein.bio.puc.cl/melting-temperatures.html}}.
Electronic availability of software, raw and calculated data
The software used in this work was fully written by us in ANSI C language and the executable LINUX version is freely available upon request or from our web site. The complete set of oligonucleotides used in this work, along with the experimental and calculated data, and the totality of the generated comparative graphs in full color are available at our web site: {{http://protein.bio.puc.cl/melting-temperatures.html}}.
Results
In this work, thousands of short DNA sequences were generated in a computer, and the Tm of each of them calculated by five different approaches. Several comparative measures were used to assess the differences and similarities of the calculated Tms. The approaches included the basic Tm calculation (denominated 'bas'), the salt adjusted Tm calculation (denominated 'salt'), and the NN thermodynamic method based on three of the most commonly used parameter sets. The thermodynamic parameter sets included the Breslauer table (Breslauer et al., 1986 ) denominated here as Th1, the SantaLucia table (SantaLucia et al., 1996) called Th2, and the Sugimoto table (Sugimoto et al., 1996) as Th3. These parameters are listed in Table I and the mathematical expressions used to calculate the Tms are described in detail in the methods section. The length of the DNA sequences was limited between 16 and 30 nucleotides, which is the most commonly used length range for PCR primer design and in situ synthesized oligonucleotide microarrays. For each length, ten different CG content classes ranging between 0 and 100 were defined, thus covering the complete CG content range. Finally, a total of 2.000 DNA sequences were randomly generated for each particular combination of length and CG content class. For each sequence, the Tms were calculated using the methods described above and several comparisons were carried out (see Methods). The first comparison involved the maximal observed absolute difference of Tms among all methods at each combination of sequence length and percentage of CG content. The results are shown in Figure 1A . It is clear that large differences are observed, ranging between 16 and 24 Celsius degrees. The sequences in the middle range of CG content present the smallest differences, irrespective of their length. When the same comparison is carried out, but only for the thermodynamic methods ( Figure 1B) , the absolute differences remain in a similar range, but with the maximal values slightly lower at 20 Celsius degrees. However, the difference dependencies are totally different. In this case, sequences with a larger fraction of C and G nucleotides exhibit larger differences in the Tm estimations, almost irrespective of sequence length. When the average absolute differences are plotted, the previous trends are perfectly conserved, but the variation range is decreased as it should be expected before hand ( Figures 1C and 1D) . The average differences range between 5 and 9 Celsius degrees for all methods and between 4 and 12 Celsius degrees for the thermodynamic methods. Average differences are smaller for sequences in the CG content range of 40 to 60 percent, but still above 4-5 Celsius degrees. The average differences slightly increase with sequence length, irrespective of the CG content. Another comparison was a similarity measure that consisted in the percentage of cases or oligonucleotide sequences where all the methods shared Tm estimations with a maximal difference of a fixed figure in Celsius degrees. When all methods are compared simultaneously, only a small fraction of the plot area exhibit significant similarities within 10 Celsius degrees. This area is restricted to short sequences of 16 mers with a CG content between 40 and 80 percent ( Figure 1E ). When the thermodynamic methods are compared using this measure, similar results are observed, but the similarity area increases if the same figure value is considered ( Figure 1F ). These results demonstrate that large and significant differences exist among different methods in the Tm estimations. High similarities are only observed for short oligonucleotide sequences with a medium and restricted CG content. To assess the possibility that a particular method could be hiding some additional existing similarities among the methods, a pair-wise comparison of the thermodynamic methods was carried out. The results of these comparisons are shown in Figure 2 . The comparison of the Breslauer set (Breslauer et al., 1986) or Th1 and the SantaLucia set (SantaLucia et al., 1996) or Th2 (Figure 2A) demonstrates that the overall similarities observed before among all thermodynamic methods ( Figure 1F ) were a simple consequence of the existing similarities among these two methods, which present the largest differences in the all-against-all pairwise comparisons among the three thermodynamic methods (Figure 2) . However, it is quite surprising that despite of the observed low similarity, the Tm estimations of these two methods are highly correlated in a large fraction of the oligonucleotide feature space ( Figure  2B ). In fact, these two thermodynamic methods are the most dissimilar ones, but indeed the most highly correlated for a large fraction of the oligonucleotide sequences tested in this work. This can be explained partially based on the observed differences of Tm predictions by these two methods, where Breslauer Tm values were consistently higher than SantaLucia estimations, in the whole range of sequence length and CG content (data not shown). The comparison of Breslauer (Breslauer et al., 1986) or Th1 and Sugimoto (Sugimoto et al., 1996) or Th3 calculations exhibit high similarity in the CG content range of 10 to 40 percent, irrespective of the sequence length ( Figure 2C ). These two approaches presented a good correlation ( Figure 2D ), but it is puzzling that the highest correlation values are not expressed at the same points where the highest similarities are observed ( Figure 2C,2D) . Finally, the comparison of SantaLucia (SantaLucia et al., 1996) or Th2 and Sugimoto (Sugimoto et al., 1996) or Th3 shows similarity only for medium to rich CG sequences, irrespective of the length ( Figure 2E) . However, the same previously described effect is observed, the correlation is high only for the low similarity regions ( Figure 2F ). To illustrate the magnitude of the observed disparity between similarity and correlation when comparing two thermodynamic methods, two particular grid points of the comparison between SantaLucia (SantaLucia et al., 1996) and Sugimoto (Sugimoto et al., 1996) calculations were chosen. It should be noted that these two grid points are not the most extreme points from the graph. On the one hand, it is clearly demonstrated that the correlation is high for a grid point where the similarity is low ( Figure 3A) . On the other hand, it is demonstrated that the correlation is low for a grid point where the similarity is high ( Figure  3B ). In practical terms, irrespective of the correlation and similarities among different methods, what is desired is to have the most accurate Tm estimation as possible. This simple study had clearly shown that methods do not correlate nor exhibit a clear common pattern of similarity. Thus, it is quite difficult to address the question of which method or approach one should follow in order to be successful at obtaining an accurate Tm prediction for a wide and diverse range of oligonucleotide sequences. The best solution available, given the biased selection of oligonucleotide sequences that has been used to obtain and parameterize the current existing thermodynamic tables, is to minimize the possible error that can arise when estimating the Tm of a given DNA oligonucleotide. Given the lack of enough representative experimental data, this can only be achieved by following the average melting temperature of those methods that exhibit a similar behaviour at a particular combination of sequence length and CG content. The observed consensus among thermodynamic sets that has been obtained in this study is illustrated in Figure 4A . It can be seen that consensus among all NN sets is only observed for short sequences in the middle CG content range ( Figure 4A , white colour). This is not surprising because almost all the sequences that have been used to obtain the thermodynamic parameters used in this work lie exactly in this area (Breslauer et al., 1986; SantaLucia et al., 1996; Sugimoto et al., 1996) . However, two additional regions where only two NN sets overlap are also highlighted. These show the similarity regions of Breslauer (Breslauer et al., 1986) and Sugimoto (Sugimoto et al., 1996) on the one hand ( Figure 4A , light gray colour), and that of SantaLucia (SantaLucia et al., 1996) and Sugimoto (Sugimoto et al., 1996) on the other ( Figure 4A , dark gray colour). In addition to these zones, some dangerous regions where none of the methods exhibit a similar behaviour are also illustrated ( Figure 4A Figure 4A , black colour). Based on these comparative results, a consensus melting temperature is then defined as the average of the Tm values calculated using those NN sets that exhibited a similar behaviour at a given length and percentage of CG content. Thus, depending on the grid point where a given oligonucleotide maps, the Tm values that will be considered and averaged. The consensus Tm value of oligonucleotides mapping in zone 3 will be the average of the Tm values calculated by the Th1, Th2, and Th3 sets. In the case of a DNA sequence falling in zone 1, the consensus Tm value will be the average of the Tm values obtained by Th1 and Th3 sets. Finally, the consensus Tm value of a sequence falling in zone 2 will be the average of the Tm values obtained by Th2 and Th3 sets. When a sequence maps into zone 0 (black regions of Figure 4A ), it is not clear which parameter sets should be used. Though an average of all Tm values could be used on these regions where no similarities are observed, we suggest that oligonucleotides falling on the black regions should be avoided, because it is not clear which NN set could be trusted. A final objective of this work was to assess the accuracy of different methods at predicting the experimental Tm values for DNA sequences of a length between 16 and 30 mers. For that purpose, we recollected all unique DNA sequences in that size range for which the experimental melting temperatures were available. A total of 108 unique oligonucleotide sequences that fulfill these requirements have been considered, which frequencies of occurrence were mapped on oligonucleotide feature space and are displayed in Figure 4B . It must be mentioned that 60 of these 108 sequences have a total of five experimental Tm values determined at different salt concentrations, thus giving a total of 348 experimental data points to support this accuracy benchmark. The frequency of occurrence for all these sequences mapped into oligonucleotide feature space is shown in Figure 4C . The accuracy benchmark was performed by using the salt correction term that exhibited the best results for each method, except for the consensus method, which used the Tm from each method calculated with the salt correction term reported in the methods section. Though this is unfair for the consensus method, the reason of doing this was to be consequent with the comparative benchmark that generated the consensus map, which used this unique and fixed salt correction term for all methods (salt adjusted, Th1, Th2 and Th3). Three different salt correction terms were calculated and applied to the Tm predictions of each individual Tm calculation method. First, the salt correction described in the methods section of this work (Schildkraut and Lifson, 1965) , where the salt adjusted method and the NN model with the Th1 and Th3 parameter sets showed the best performance. Second, the salt correction term suggested by SantaLucia et al. (1996) , where the NN model with the Th2 parameter set showed the best performance. None of the methods performed well when the new salt correction term recently suggested by Owczarzi et al. (2004) was used. In fact, when this correction term was considered, the accuracy of different predictions was significantly degraded in all cases. The results of the benchmark are summarized on Table II . The best performing method in terms of giving the closest value to the experimental Tm most of the times is Th2 (SantaLucia et al., 1996) . In forty percent of the cases, this method gives the most accurate experimental Tm prediction. However, when a more useful accuracy measure for the experimental biologist is used to assess the performance of these methods, the overall picture changes. When the percentage of cases where predictions have a maximal error of 3 or 5 Celcius degrees is used, the best performance is achieved by the consensus method proposed in this work, nearly followed by the nearest-neighbor model using the thermodynamic parameters of Th3 (Sugimoto et al., 1996) and Th2 (SantaLucia et al., 1996) . The same trend is observed when the average error is used as the accuracy measure. It must be noted that when the benchmark is carried out considering only those sequences that map into a consensus area of the oligonucleotide feature space (i.e. excluding those sequences that fall into a black region of Figure 4A ), the observed trend is not only confirmed, but also reinforced (Table II , bottom values in each cell). Statistical significance tests for different methods average accuracies were performed (Table  III) . No significant average accuracy differences were observed among Th2, Th3, and consensus methods when all the sequences from the benchmark set are used. These three methods are however more accurate than the basic, salt-adjusted and Th1, with statistical significance. When only those 281 sequences that fall in consensus regions of the consensus map are used ( Figure 4C) , the situation is different. In this case, Th3 and consensus methods are more accurate than the others, with statistical significance. These results demonstrate that the Tms estimated by the Th3 NN set and the consensus method are the most accurate. Thus, the consensus Tm is a robust measure that exhibits a minimum average error and the largest fraction of cases predicted within an acceptable experimental error.
Discussion
In this work we have compared the similarities and correlations of the Tm values calculated by different methods. For this purpose, we have used a large and representative benchmark set of short oligonucleotide sequences. We did not address deeply the problem of judging which method gives the closest value to the experimental Tm. We only performed an accuracy benchmark using all relevant sequences for which experimental melting data is available to support the idea of using a consensus melting temperature with a minimal error probability, but we still believe that a benchmark based on the currently available sequences is not sufficient to validate or discard the performance of any existing method for Tm estimation. Though this last issue has been addressed by other authors before and an effort to reconcile the existing differences has been made (SantaLucia, 1998; Rouzina and Bloomfield, 1999; Owczarzy et al., 1998) , we believe that this kind of assessment is biased because most of the experimental data available correspond to very short DNA sequences and have also been used to optimize and parameterize the existing methods. In addition to this, it is also true that the currently available data is not representative of the oligonucleotide sequence space either. Most of the experimental data include oligonucleotide sequences shorter than 16 mers and with a CG content in the range of 40 to 60 percent. The aim of this study has not been to disqualify any of the existing methods, but to demonstrate that significant differences in the Tm predictions of short DNA sequences are observed among them when a large number of sequences of practical application value are tested. In practical terms, a large error in the estimation of the Tm could easily arise, irrespective of which method is used. Thus, we believe that this comparative analysis will provide some guidelines to follow in order to avoid or minimize large and frequent errors in the estimation of the experimental Tm of short oligonucleotide sequences. Also, we encourage people working in the experimental determination of melting temperatures to cover more extensively the practical oligonucleotide feature space when deriving new and improved thermodynamic tables. It has been suggested that NN thermodynamics apply to duplexes from 4 to 20 base pairs, because beyond 20 base pairs the transitions are unlikely to be two-state (SantaLucia et al., 1996) . Thus, it could be argued that most of the oligonucleotides used in this study would not be following a two-state transition. However, in the same work, the authors suggested that the NN model can also provide reasonable approximations for oligonucleotide sequences that do not have two-state transitions. Using the NN model, they obtained good predictions of the experimental melting temperatures (within 5 Celsius degrees) for several oligonucleotides that were not following a two-state transition. Though it is still not clear if the NN model could be a valid approximation for larger sequences, where long range interactions and salt dependence could have a complex effect, most of the computational implementations currently available on the Internet or standalone software use this method for sequences that fall in the length range covered in this study. Thus we believe that it is important to be aware of the potential errors and/or existing variations in the Tm predictions that will be generated by using those softwares without care. Our results showed that complex relationships exist among methods. For instance, as it was shown in Figure 2 , the similarity and correlation of Tm values among methods are usually not aligned or in phase as it should have been expected before hand. It was observed quite often that when two methods give similar predictions, they do not correlate. In addition to this, the pair-wise comparison of average Tm differences between SantaLucia (SantaLucia et al., 1996) and Sugimoto (Sugimoto et al., 1996) revealed that SantaLucia predicts higher Tm values for sequences in the middle-high CG content range, irrespective of sequence length (supplemental material). In the low CG content range, the opposite result was observed. On the other hand, Breslauer (Breslauer et al., 1986) Tm predictions were higher than SantaLucia and Sugimoto Tm estimations, in the whole range of sequence length and CG content, but with different magnitude and behaviour (supplemental material). When the standard deviations of the Tm predictions were calculated for each grid point, it was surprising to note that Breslauer presented a large figure (above 4 Celsius degrees) in the middle range of CG content for short length sequences (supplemental material). Perhaps this is the reason why Breslauer Tm predictions do not agree very well with the predictions based on the other parameter sets (SantaLucia et al., 1996) . SantaLucia and Sugimoto Tm predictions showed low standard deviations at each grid point (the maximal values were around 2 Celsius degrees). However, when the minimum absolute difference Tm value was plotted at each grid point for all pair-wise comparisons among thermodynamic methods, large figures were observed in all cases (supplemental material). As an example of these observations, Sugimoto and Breslauer showed large differences in the high CG content range (above 12 Celsius degrees). Breslauer and SantaLucia showed a similar trend, but in this case the differences were above 4 Celsius degrees. SantaLucia and Sugimoto showed the opposite trend, with the largest differences occurring in the low CG content range. In this case, the minimum differences were above 3 Celsius degrees. As a complement of the comparative assessment, we finally performed an accuracy benchmark to evaluate the ability of different methods to predict the experimental Tm of oligonucleotide sequences with a practical application value, under varying conditions of salt and oligonucleotide concentrations. It must be mentioned that this benchmark was unfair in one major respect: all methods were compared under such conditions that some of them could not account for, such as the basic method under varying conditions of salt and oligonucleotide concentration, and the salt adjusted method under varying conditions of oligonucleotide concentration. This is one of the reasons why these methods performed so poorly in this benchmark. In this respect, it is important to note that in our comparative assessment, the basic method and the NN model using the Th3 parameters (Sugimoto et al., 1996) exhibit very similar Tm values in the complete oligonucleotide feature space (data not shown, see supplemental material). This means that under certain experimental conditions of salt and oligonucleotide concentrations, a very simple method that does not take into account these parameters can give similar results as the more complex methods that indeed do consider these variables. However, under varying conditions of salt and oligonucleotide concentration, the NN model with proper thermodynamic parameters clearly outperforms the simple methods. The NN model using the Th1 thermodynamic parameters (Breslauer et al., 1986) showed a very low performance in our accuracy benchmark, when compared to the other parameter sets. This is in agreement with what was observed in previous works for shorter oligonucleotide sequences (SantaLucia, 1998; Owczarzy et al., 1998) . The accuracy of the NN model using the Th1 set was so low, that even the salt adjusted method had a better performance, though highly unsatisfactory as well. The NN model using the Th2 (SantaLucia et al., 1996) and Th3 (Sugimoto et al., 1996) thermodynamic sets exhibited a good performance in this accuracy benchmark. This result suggests that both sets could be successfully used to predict the experimental Tm of oligonucleotide sequences in the range of 16-30 mers. However, the best result was achieved by the consensus method described in this work, which is based on the three thermodynamic sets and in the consensus map generated in the comparative assessment carried out in this study. The consensus Tm value is a more robust measure, which is less sensitive to large errors that could arise when using a single parameter table. Irrespective of the method that is used, oligonucleotide sequences falling in regions where no consensus was observed in this study are more prone to large errors in the experimental Tm estimation, as it was demonstrated in our accuracy benchmark. Thus, we recommend the use of the consensus melting temperature value for sequences in the range of 16 to 30 mers, avoiding those sequences that fall in those regions where no consensus was observed (black regions of Figure 4A ). The consensus melting temperature suggested in this work will minimize the error in the long run. In the lack of enough experimental data covering the complete oligonucleotide feature space under varying conditions of salt and oligonucleotide concentration, this is the safest way to proceed. The consensus Tm measure will certainly not guarantee the smallest error in all individual cases, but none of the methods can do that either. It must be mentioned that the accuracy benchmark realized here favours those Tm values obtained with the Th2 (SantaLucia et al., 1996) and Th3 (Sugimoto et al., 1996) parameter sets, because most of the sequences fall in the regions where these two methods are highly similar, as shown by the comparative benchmark results. Out of 348 experimental data points used in this benchmark, a total of 282 sequences fall in zone 1 (dark gray region, Figure 4C ). On the other hand, it was also shown that the poor performance in this benchmark by the Th1 set (Breslauer et al., 1986) did not degrade the overall performance of the consensus method in zone 2, though that the Tm value obtained with the Th1 set is averaged on this zone with value obtained with the Th3 set. This demonstrates that the consensus Tm is a robust measure and validates the usefulness of the comparative study carried out here. Though the accuracy differences of Tm predictions obtained in this benchmark for Th3 and consensus method were not statistically significant, we suggest that in a large scale application, the consensus Tm will turn out to be significantly more accurate than the Tm estimated by the Th3 NN set alone. Unfortunately, not enough experimental data is available yet to perform such a large scale accuracy benchmark. Thus, we finally suggest that additional experimental data, covering a larger fraction of the oligonucleotide sequence space, is required to derive more accurate and robust thermodynamic parameters. Also, a large, heterogeneous, representative and unbiased set of sequences should be used to carry out a complete assessment of accuracy for the existing methods. The consensus method proposed in this work does not guarantee the best accuracy for any possible sequence. However, it minimizes the chances of error when using the existing methods for a diverse and large number of sequences, which is the case of the currently used practical molecular biology applications.
Conclusions
Significant differences are observed for the Tm values of short DNA oligonucleotides calculated by different melting temperature prediction methods. Additional experimental data covering a larger fraction of the oligonucleotide feature space is required in order to evaluate the accuracy of the current methods or to obtain a more precise estimation of the experimental Tm for any short oligonucleotide sequence. Meanwhile, the use of a consensus Tm calculation with a minimal error probability is suggested, which should be derived from the comparison of existing methods in a large benchmark set of sequences, as it was the case of this study. The guidelines to follow in order to increase the success for practical molecular biology applications, from top to bottom priority, are the following: 1) apply safely the current methods by considering the restrictions or limitations they have (i.e. avoid sequences that form stable alternative secondary structures, because such sequences are not going to follow a two-state transition); 2) if possible, use oligonucleotide sequences that fall in the middle range of CG content and are shorter than 20-22 mers (i.e. where most of the current melting temperature prediction methods agree); 4) avoid the use of sequences that fall in those regions of oligonucleotide feature space where none of the current methods agree (black regions of Figure 4A ); 5) for large-scale applications with sequences where a two-state transition is not known to happen, use a consensus Tm calculation method like the one suggested in this study, then you will maximize the rate of success; and 6) follow the upcoming literature, new and improved methods for melting temperature prediction will be developed. For each class of oligonucleotide length and percentage of CG content, two thousands DNA sequences were randomly generated in a computer. The Tm of each sequence was calculated by the different methods: basic, salt adjusted, and the NN thermodynamic method based on three published tables (see Table I ). Then, the similarities and differences of the calculated values were evaluated. In the left column (panels A,C,E), the simultaneous comparison of all methods is shown. In the right column (panels B,D,F), the simultaneous comparison of the three thermodynamic methods is shown. In the first row, the maximum observed absolute differences are shown (panels A, B); in the second row, the average absolute differences (C, D); and finally, in the third row, the percentage of cases where the absolute difference is less or equal than 10 or 5 Celsius degrees (E, F). In the case of the simultaneous comparison of all thermodynamic methods, a threshold of 5 Celsius degrees was used to define similarity, because to our judgement this figure represent a reasonable error estimation of Tm values, as it has been previously suggested (11). In the case of the simultaneous comparison of all methods, a threshold value of 10 Celsius degrees was used because no similarity was observed below that value (i.e. a flat graph in the XY plane was generated). The pair-wise similarities and correlation of the Tm values calculated by the thermodynamic sets using the parameters described in Table I were assessed. The procedure was the same as described in the legend of Figure 1 . In the left column (panels A, C, E), the percentage of oligonucleotide sequences where the absolute Tm difference is less or equal than 5 Celsius degrees is shown as a function of sequence length and CG content. In the right column (panels B, D, F), the correlation coefficient of the calculated Tms is shown as a function of sequence length and percentage of CG content. The corresponding pair-wise comparisons are: (A,B) Th1 versus Th2; (C,D) Th1 versus Th3; and (E,F) Th2 versus Th3. Th1 stands for Breslauer et al. 1986 , Th2 for SantaLucia et al. 1996 , and Th3 for Sugimoto et al. 1996 . ) of the Tm estimations by two thermodynamic parameter sets are shown at two specific grid points of Figure 2F . The NN sets compared were that of SantaLucia (SantaLucia et al., 1996) and Sugimoto (Sugimoto et al., 1996) The consensus among two or three parameter sets is defined when at least 80 percent of the sequences exhibit an absolute difference between the calculated Tm values of less than 5 Celsius degrees. All possible pair-wise comparisons were carried out, as well as the simultaneous comparison of the three thermodynamic sets. Th1 stands for Breslauer et al., 1986; Th2 stands for SantaLucia et al., 1996 ; Th3 stands for Sugimoto et al., 1996 . Th1 and Th2 did not show a similar behaviour in the whole range of sequence length and percentage of CG content. (A) The observed consensus among the methods is as follows: Simultaneously, Th1 and Th3, and Th2 and Th3, exhibit similar values (white colour); only Th1 and Th3 exhibit similar values (light gray colour); only Th2 and Th3 exhibit similar values (dark gray colour); and finally, no consensus is observed among any of the methods (black colour). (B) At each grid point, the total number of unique oligonucleotide sequences for which exists experimental melting temperature data available is also displayed (see legend of Table II ). (C) At each grid point, the total number of different cases (i.e. a unique combination of oligonucleotide sequence, salt and oligonucleotide concentration) for which exists experimental melting temperature data available is also displayed. A total of 348 DNA sequences 16-30 mers long with experimental Tm, salt and oligonucleotide concentrations available were used in this benchmark: 37 sequences were obtained from the work of Owczarzy et al., 1998 ; 11 sequences were obtained from NTDB database (Chiu et al., 2003) ; and the remaining 300 sequences were obtained from Owczarzy et al., 2004 . Because of space constraints, the full table containing all the experimental values and the theoretical predictions by using the various methods is available as supplemental material. The melting temperatures were predicted with the basic method (BAS), the salt adjusted method (SAL), and the NN model with the thermodynamic parameters of Breslauer et al., 1986 (BRE) , SantaLucia et al., 1986 (SAN) , and Sugimoto et al., 1986 (SUG) . The melting temperature was also predicted using the consensus method proposed here (CON), which is based on the results obtained in this comparative study and shown in Figure 4 . The consensus melting temperature corresponds to the average melting temperature of those methods that exhibit similar results at a given grid point of the oligonucleotide feature space. In those cases where no similarities are observed among methods (black regions of Figure 4A ), the average of all melting temperature values was used (top values within each cell). The results of the benchmark using the 281 sequences that map in zones 1, 2 and 3 (excluding the 67 sequences from the black regions in Figure  4C ) are shown in this table between parentheses (bottom values within each cell). Four different accuracy measures are reported here. First, the percentage of cases where the method gives the closest prediction to the experimental Tm (BEST); then the percentage of cases where the method gives a prediction within 5 and 3 Celcius degrees from the experimental Tm (ERROR WITHIN); and finally, the average of the absolute differences between the method prediction and the experimental Tm for all the cases considered (AVERAGE ERROR). Paired one-tail distribution Student's t-tests were carried out to assess the statistical significance of average error or accuracy differences between any two methods, as described by Press et al., 1997 . The null hypothesis stated was that there is no difference in the average error of melting temperatures predicted by any two methods (the observed average differences could arise by chance). The upper right triangle of the table (dark gray shaded cells) contains the obtained P-values for the pair-wise statistical test of all methods based on the 281 sequences used in the accuracy benchmark that fall in zones 1, 2, and 3 of the consensus map shown in Figure 4 . This set does not contain the sequences falling in the black regions (zones of no consensus among any two methods), which were excluded from the analysis. The lower left triangle of the table (light gray shaded cells) contains the obtained P-values for the same analysis mentioned above, but considering all 348 sequences used in the accuracy benchmark. The abbreviation of methods is as follows: BAS for the basic, SAL for the salt-adjusted, BRE for Th1 NN set (Breslauer et al., 1986) , SAN for Th2 NN set (SantaLucia et al., 1996) , SUG for Th3 NN set (Sugimoto et al., 1996) , and CON for the consensus method described in this work. For more details about the sequences used in the accuracy benchmark see the Legend of Table II or the methods section. 
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