Evolutionary Algorithms (EAs) have been used to achieve optimal feedforward control in a number of fedbatch fermentation processes. Typically, the optimization purpose is to set the optimal feeding trajectory, being the feeding profile over time given by a piecewise linear function, in order to reduce the number of parameters to the optimization algorithm.
Introduction
A number of valuable products such as recombinant proteins, antibiotics and amino-acids are produced using fermentation techniques and thus there is an enormous economic incentive to optimize such processes.
However, these are typically very complex, involving different transport phenomena, microbial components and biochemical reactions. Furthermore, the nonlinear behavior and time-varying properties make bioreactors difficult to control with traditional techniques.
Under this context, there is the need to consider quantitative mathematical models, capable of describing the process dynamics and the interrelation among relevant van [2] .
Several optimization methods have been applied in this task. It has been shown that, for simple bioreactor systems, the problem can be solved analytically [21] . Numerical methods make a distinct approach to dynamic optimization. The gradient algorithms are used to adjust the control trajectories in order to iteratively improve the objective function [3] .
In contrast, dynamic programming methods discretize both time and control variables to a predefined number of values. A systematic backward search method in combination with the simulation of the system model equations is used to find the optimal path through the defined grid. However, in order to achieve a global minimum the computational burden is very high [20] .
An alternative approach comes from the use of Evolutionary Algorithms (EAs), which have been used in the past to optimize nonlinear problems with a large number of variables.
This technique has been applied with success to the optimization of feeding or temperature trajectories [10] [1] . and, when compared with traditional methods, EAs usually perform better [18] [5] .
An important issue regarding the optimization of feeding trajectories is how to deal with the discretization of the variables. Typically, the number of time points considered in the numerical simulation of the models involved is too high to allow the optimization of the feeding values at every point. Thus, there is the need to consider only its value in some given points and to interpolate the value of the remaining, i.e. to consider piecewise linear approximations to the control profile.
If the number of points (or intervals) considered by an optimization algorithm, namely an EA is too high, the optimization process will grow in complexity, slowing its convergence and resulting in quite irregular final trajectories, which make difficult its practical implementation.
On the other hand, if few points are considered the optimization process is simpler, the solution is smoother, but it can be sub-optimal, since large spaces of the fitness landscape are ignored. One other disadvantage of the traditional approaches is the fact that the spacing between the points (the size of the sub-intervals) is usually fixed.
In this work, the aim is to develop a new representation that can be used within an EA in order to allow the optimiza-0-7803-9363-5/05/$20.00 ©2005 IEEE. 485 tion of a time trajectory. The EA evolves a piecewise linear function, simultaneously setting the values of the function in a few points and its time labels. The number of points considered is variable, which allows the profile to change rapidly at certain areas, whereas in others it is more constant.
In previous work from the authors, a real-valued representation based EA was successfully applied to the optimization of feeding trajectories in fed-batch recombinant Escherichia coli fermentation process [17] .
In this work, the same process and two other case studies drawn from literature were tackled. The original real-valued EA was compared with the new representation based EAs in these tasks.
The paper is organized as follows: firstly, the fed-batch fermentation case studies are presented; next, traditional EAs are described and the corresponding results are shown; the description of the novel EA and its results follow; finally, a discussion of the results, conclusions and further work are presented.
2 Case studies: fed-batch fermentation processes
In fed-batch fermentations there is an addition of certain nutrients along the process, in order to prevent the accumulation of toxic products, allowing the achievement of higher product concentrations. During this process the system states change considerably, from a low initial to a very high biomass and product concentrations. This dynamic behavior motivates the development of optimization methods to find the optimal input feeding trajectories in order to improve the process. The typical input in this process is the substrate inflow rate as a function of time.
For the proper optimization of the process, a white box mathematical model is typically developed, based on differential equations that represent the mass balances of the relevant state variables.
where S, 0, X, C, A represent glucose, dissolved oxygen, biomass, dissolved carbon dioxide and acetate components, respectively. In the sequel, the same symbols are used to represent the state variables concentrations (in g/kg); A'l to [3 are time variant specific growth rates that nonlinearly depend on the state variables, and ki are constant yield coefficients.
The associated dynamical model can be described by the following equations:
-Fin,S (9) being D the dilution rate, Ft,S the substrate feeding rate (in kg/h), W the fermentation weight (in kg), OTR the oxygen transfer rate and CTR the carbon dioxide transfer rate.
The kinetic behavior, expressed in the rates jsi to [t3, was given by a specific algorithm based on the state variables, that is out of the scope of the present work but can be found in [13] .
The purpose of the optimization is to determine the feeding rate profile (Fj,,s (t)) that maximizes the productivity of the process, defined as the units of product (recombinant protein) formed per unit of time. In this case, it is usually related with the final biomass obtained, when the duration of the process is pre-defined. Thus, a performance index (P1) is defined by the following expression: 
Case study II
The system is a fed-batch bioreactor for the production of ethanol by Saccharomyces cerevisiae, firstly studied by Chen and Huang [4] . The aim is to find the substrate feed rate profile that maximizes the yield of ethanol. The model equations are the following:
(1 1)
The aim of the optimization is to find the feeding profile (u) that maximizes the following PI: (14) PI = xi (Tf)X5(Tf ) (24) where xl is the cell mass, x2 the substrate concentration, X3 the ethanol concentration, X4 the volume of the reactor, u the feeding rate.
On the other hand, the kinetic parameters and92 are given by the following algebraic equations:
0.408 The aim of the optimization is to find the feeding profile (u) that maximizes the following performance index:
The final time is set to Tf = 54 (hours), and the initial values for the state variables are the following: xl (0) = 1, x2 (0) = 150, X3 (0) = 0 and X4(0) = 10. Additionally, there are physical constraints over the variables, namely: 0 < x4 (t) < 200 for all time points and the feeding rate 0 < u(t) < 12.
Case study III
This system is a model for the production of secreted foreign protein using baker's yeast as the host organism in a fed-batch bioreactor, developed by Park and Ramirez [12] . The (1) and u the feed rate (1/h).
The specific growth A (h-1) follows substrate inhibition kinetics and is given by: In both cases, an innovation is introduced: the mutation operators are applied to a variable number of genes (a value that is randomly set between 1 and 10 in each application). The application of this strategy in the training of Artificial Neural Networks [16] has improved the results and a better performance in the context of this work was verified empirically.
On the other hand, the following crossover operators were chosen: * Two-Point crossover, a standard Genetic Algorithm operator [9] , applied in the traditional way;
* Arithmetical, where each gene in the offspring will be a linear combination of the values in the ancestors' chromosomes [9] ; * Sum, inspired in Differential Evolution [5] , where the offspring genes denote the sum or the subtraction of the genes in the parents.
A set of experiments was conducted in order to find the best set of genetic operators for this problem [17] . The best result was obtained using an altermative that contemplates the use of all genetic operators described above. In this case the crossover operators are responsible for breeding 50% of the offspring and the mutation operators the remaining 50%.
All operators were constrained to respect the limits of the gene's values, i.e., when an operator creates a gene value outside of the allowed range, the value in the offspring is equal to the one in the parents. Different ranges can be defined to different genes at distinct locations.
In terms of the EAs setup, the population size was set to 200. The selection procedure is done by converting the fitness value into a linear ranking in the population, and then applying a roulette wheel scheme. In each generation, 50% of the individuals are kept from the previous generation, and 50% are bred by the application of the genetic operators.
The overall structure of the EA is presented in Figure 1 . The implementation of the proposed EA was based on a general purpose package, developed by the authors in the Java programming language. All experiments reported were run under the Linux operating system on a PC with a Pentium IV 2.4 GHz processor.
BEGIN
Initialize time (t = 0). Generate and evaluate the initial population (P0 
Experiments
The EA proposed in the previous section was applied to the three case studies presented in section 2. Each alternative was tested by 30 independent runs, and each run was stopped after 2000 (case studies I and III) or 1000 generations (in case study II).
The results are presented in Tables 1, 2 and 3. The first column of the tables represents the interpolation value p explained before (the corresponding value in terms of real time -hours -is given in brackets). The second column gives the number of genes in the EA's chromosome (G). The last two columns show the results, in terms of the PIs defined before for each case study. These are presented in terms of the mean of the 30 runs, the 95% confidence intervals and, in the last column, the best result obtained over the runs. Regarding the crossover operators, the sum and arithmetical were changed in the following way: the time labels from each parent are sent to each of the offspring, while the values are calculated according to the rules of the crossover, considering the interpolated value of the variable when it is not in the genome.
The two-point crossover was changed in a different way: cutting points were achieved by randomly generating two time values and finding the corresponding cut points in both parents. The recombination follows the original operator, being exchanged both time labels and values.
One of the major improvements that this new representation brings is the variable size of the chromosomes, thus enabling the greater or smaller detail of the representation, in global terms or even locally in some region of the domain. To achieve this feature, the individuals in the population are randomly generated and have chromosomes with distinct sizes. So, when creating an individual, its size is determined from an uniform distribution in the interval [minS, maxS] (in the experiments maxS = 12 and minS = 2).
Furthermore, two mutation operators were created in order to allow dynamic changes in the size of the individuals:
* Grow: consists in the introduction of a new gene into the genome, in a random position. The time label is randomly selected between the time labels of the adjacent genes. The value of the new gene is randomly selected in the allowed domain. * Shrink: a randomly selected gene is removed from the genome. Both operators are only applied when the maximum and minimum size constraints are obeyed. With the introduction of the new genetic operators, the probabilities used in the experiments are the following: the crossover operators have a probability value of 40%, the random and Gaussian mutation have probabilities of 20% each and the new mutation operators have a probability of 10% each.
The results are presented in Table 4 . The first column of the table represents the case study. The second column gives the mean of the number of genes in the chromosome from the best solution in each run. As before, the last two columns show the results, in terms of the PIs presented in terms of the mean of the runs, the 95% confidence intervals and the best result obtained. Therefore, the EA was clearly capable of automatically finding the best setup for the discretization, discovering the best points to perform linear interpolation. The G column also shows that the three case studies were indeed quite different once the number of genes in the best solutions shows a wide variation.
5 Discussion
In a number of studies, the smoothness of the trajectory has been considered an important feature of a good solution in the optimization of bioprocesses, and new filtering or smoothing reproduction operators were proposed [1 8] .
The proposed EA rewards smooth trajectories in the sense that its populations start with individuals that in average have a small number of points (around 10). The number only increases if the fitness function rewards a less smooth trajectory. As an example, in Figure 2 One important question to discuss is the capability of each of the algorithms to provide a good solution within limited CPU time constraints. The proposed approach does not impose an increase in the computational burden, when compared to the traditional EA.
Furthermore, the proposed EA reaches good solutions faster than the traditional EAs. In Figure 3 [8] obtains an average value of 20357.2, which is better than the results obtained in [4] , using sequential quadratic programming.
In case study III, the work reported in [19] It was shown that this new EA effectively optimizes the feeding trajectory, automatically handling interpolation/ discretization issues and producing good results in terms of the performance index and smooth profiles. Three distinct case studies were taken as benchmarks, with quite distinct features, namely when looking at the optimal feeding profiles.
In previous work, real valued EAs were developed to simultaneously optimize the feeding trajectory, the initial conditions and the duration of a fermentation process (case study I). In the future, the new representation proposed here will be extended to handle the optimization of the initial values of the state variables and also to allow the optimization of the final time of the process.
The quantitative model that serves as a base for the simulations done in this work is based on differential equa- Furthermore, a number of parameters in the proposed EA can be adjusted, namely the selection procedure (e.g. by considering stochastic universal sampling). Since the EA also makes use of several genetic operators, it would be interesting to study the adaptation of its probabilities along the evolution of tbe algorithm, following a strategy that was firstly proposed by Davis [6] .
