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This Online Supplement contains three parts. Each of these addresses concerns arising from
the fact that the flatness degree parameter L is typically unknown in practical work. The first
part proves that the oracle estimator L†n is consistent for L. The second part provides a key
result that is used to show that the plausible practical estimator L̂ defined in (3.12) of the main
paper is not consistent for L. The third part demonstrates that the adaptive bias estimator
B̂(z) that is designed for inference in the absence of knowledge of L is not consistent for the true
bias hL
∗BL(z) in either the stationary or the nonstationary case. Some further complications
with the adaptive approach to inference are also discussed.
1 Proof that L†n →p L
We use the Taylor series representation β (zt) − β (z) = β
(L)(z̃t)
L! (zt − z)
L where z̃t lies on the
line segment between zt and z and β
(L) (z) 6= 0 by assumption. Taking sample averages of the











∣∣∣∣∣ |zt − z|LKtz
∼a
∫ ∣∣∣∣∣β(L) (z̃t)L!







∫ ∣∣∣∣∣β(L) (z + s̃h)L!
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f (zt) dzt = h
∫


































− log (hf (z))



































since βL (z) 6= 0, and thus









so that the rate of convergence of L†n is O(log(h)) but with a deterministic bias function as
given on the right side of (1.2). Further, since the true value L ≥ 1 is known to be integer, it
follows that Ľ = max{[L†n], 1} →p L, giving consistency of the implied integer estimator Ľ. 
2 Order of magnitude of β̂(z + ph)− β̂(z)































β̂(z + ph)− β̂(z)















































































∼a [f (z) +O (h)]−1
[

















































In the nonstationary case, the proof can be carried out in similar fashion. We only outline the
essentials.































































































































β(z)f(z) + hβ(z)f (1)(z)
∫











































3 Failure of the adaptive approach
We provide some details to show that the adaptive approach does not work in the case of L > 1.




















is not consistent for the true bias hL
∗BL(z) = hL
∗ µL∗ (K)
f(z) CL(z) when L > 1. As before we
examine the stationary and nonstationary xt cases separately.
(i) Stationary xt In an attempt to show B̂(z) ∼a hL
∗ µL∗ (K)
f(z) CL(z) + o(h
L∗), the critical step

























(L+ 1)1{L=odd}. However, the asymptotic representation (3.2) does not hold, as we now show.














































=: Π1n + Π2n. (3.3)


























































































































































































=: Π2n1 −Π2n2 + Π2n3 −Π2n4. (3.6)
Consider the terms Π2ni, i = 1, 2, 3, 4 in turn. Start with Π2n1 and to simplify derivations
in what follows assume that the zt are independent and identically distributed. The weakly
dependent case involves much longer calculations but can be handled under Assumption 1 along
lines such as those used in the proof of Lemma B.2. Following a similar line of argument as















































































































































































































































































The second to last equation is due to the fact that when L = even, µjµL+1−j = 0 and when
L = odd, µjµL−j = 0.

















∼a Σ−1xx f−1(z)f(z)E(xsx′s)E[β(zs)− β(z)]Ksz ∼a Eξβt. (3.7)
So the leading terms of Π1n and Π2n2 are both asymptotically equivalent to Eξβt. Below we
will see Π2n3 − Π2n4 has zero mean and does not contribute to the bias centering expression.
It follows that the leading term of Π1n + Π2n is determined by that of Π2n1, which is very
complicated and involves the unknown value of L. Hence, (3.2) is unlikely to hold. As a result,
B̂(z) is not a consistent estimate of the bias hL
∗BL(z); and, due the dependence of the limit of
Π2n1 on unknown L, it is impossible to scale adjust B̂(z) to get consistent bias estimate.























which has zero mean and therefore does not contribute to the bias centering expression. But,
as in Phillips and Wang (2020), we need to analyze this term’s contribution to the variance of
the limit distribution of the statistic. For ease of presentation and calculation, set g = f−1,
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Ktz [Kstg (zt)−Kszg (z)]
)
, (3.9)








































E (KtzKrz [Kstg (zt)−Kszg (z)] [Ksrg (zr)−Kszg (z)])
=: D1 +D2. (3.10)
Noting that the particular case where s = t in the dual summation (3.9) is of smaller order and




































































K (p)2 [K (p− q)−K (q)]2 dpdq. (3.11)






































































K (p)K(w) [K (p− q) g (z + ph)−K (q) g (z)]













K (p)K(w) [K (p− q)−K (q)] [K(q − w)−K(q)]dpdqdw.
(3.12)
It follows that Π2n3−Π2n4 has zero mean and asymptotic variance D1+D2 = O(h/n) in view of
(3.10) - (3.12), so that Π2n3−Π2n4 = Op(
√













nh), which is of the same order with the asymptotic variance term in




























This analysis reveals that B̂(z) is not consistent for the true bias hL
∗BL(z). And also, it
retains a random element that is Op(1) after standardization by the convergence rate
√
nh in
the stationary case. So the bias term adjustment B̂(z) affects the limit distribution of the bias
corrected estimation error β̂(z) − β(z) − B̂(z). In effect, the adaptive bias adjustment B̂(z)
introduces an estimation error through the presence of the element β̂(zt)−β̂(z). This estimation





t)(Π2n3 −Π2n4) to the limit distribution that
has the same order Op(
1√
nh
) as the asymptotic variance term (the last term in (A.8) in the
main paper).
In view of these difficulites, we do not consider the adaptive variance estimators Ω̂n(z) (in
the stationary case) and Ω̂∗n(z) (in the nonstationary case). In short, without an adaptive
consistent bias estimator B̂(z) to adjust estimation error β̂(z)− β(z) even a correctly adjusted
variance matrix estimator would be unable to produce an asymptotically valid test statistic.
(ii) Nonstationary xt The adaptive approach to constructing a test statistic does not work in
this case either. First, as shown below, the adaptive bias estimator is not consistent for the same
reason as in the stationary case. Moreover, the adaptive bias estimator introduces additional
variation in the limit distribution and this additional variance takes a more complicated form
in the nonstationary case than in the stationary case and depends on the unknown flatness
parameter L and the derivative β(L)(z). Attempts to estimate these variances in an adaptive
way introduces further bias terms in the adaptive variance estimator. These interactions among
bias and variance effects make it difficult to formulate a successful adaptive approach to inference
that is not reliant on knowledge or consistent estimation of the parameter L in the nonstationary
9
case. Thus, in spite of the apparent simplicity of the adaptive statistic and its formulation
independent of L, the high technical complexity of its asymptotics and interactive bias and
variance effects are serious challenges that are left for subsequent research on adaptation in the
presence of flat function behavior.
We first show the bias estimator B̂(z) is not consistent. The analysis follows lines similar
to those used above while allowing for limiting moment behavior of the nonstationary xt. We










= Π∗1n + Π
∗
2n. (3.14)









∼a Eξβt. Proceeding in the nonsta-
































































































































=: Π∗2n1 −Π∗2n2 + Π∗2n3 −Π∗2n4. (3.15)
In analyzing these terms we employ similar arguments to those in the stationary case. For the




















































s[ξβst − Ez tξβst]
=: Π∗a2n1 + Π
∗b
2n1 (3.16)
where ξβst := [β(zs) − β(zt)]Kst. For the first term Π∗a2n1 we have Π∗a2n1 ∼a hL
∗+1DL(z) fol-
lowing the same lines as that of Π2n1 in the stationary case. For the second term Π
∗b
2n1, first
as in Lemma B.2 we can verify that Ez tξβst = O(hL













xdBξ,zt where Bξ,zt is































































































, which has the same order as the first term in (A.13) in the main paper. There-
fore it may contribute to the limit distribution and should be retained in the bias corrected
expression β̂(z)− β(z)− B̂(z).


















































































∼a f−1(z)f(z)E[β(zs)− β(z)]Ksz ∼a Eξβt. (3.19)
For the second term Π∗b2n2, first following Lemma B.2 Eξβs = O(hL









































































cancelled although they share the same order. So they both should be retained in the bias
corrected expression β̂(z)− β(z)− B̂(z).
The remaining two terms of (3.15) involve the difference
































which has zero mean and does not contribute to bias centering. As in the stationary xt case,
we need to examine this term’s contribution to the variance and limit distribution. For ease of




















Ktz [Kstg (zt)−Kszg (z)]
)
, (3.23)
















































































































































K (p)K(w) [K (p− q) g (z + ph)−K (q) g (z)]














K (p)K(w) [K (p− q)−K (q)] [K(q − w)−K(q)]dpdqdw.
(3.26)
It follows that Π∗2n3−Π∗2n4 has zero mean and conditional asymptotic variance D∗1+D∗2 = Op( hn2 )
in view of (3.24) - (3.26), so that Π∗2n3 −Π∗2n4 = Op(h
1/2













n2h), which is of the same order as
the asymptotic variance term in the nonstationary case. It therefore affects the limit distribution








tKtz we have the bias corrected estimation error














































































































































































where ξβt = [β(zt)− β(z)]Ktz and ηβt = ξβt − Eξβt.
In view of the above analysis, we find that the bias estimator B̂(z) is not consistent. Fur-
thermore, it introduces additional variation that affects the final limit distribution through
Π∗b2n1 − Π∗b2n2 and Π∗2n3 − Π∗2n4. In particular, note that the variance of Π∗b2n1 and Π∗b2n2 depends
on the unknown value of L and β(L)(z), like that of Bη,L(·) in Lemma B.2 (a). So the asymp-
totic variance of β̂(z)−β(z)− B̂(z) includes two parts: one part involves β(L)(z) and L through
the first two terms of (3.27), and the other involves the variation entering through the last
two terms of (3.27). Therefore, use of the inconsistent estimator B̂(z) produces both bias and
variance complications that lead to a non-pivotal limit theory for the adaptive statistic. 
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