Introduction
The present modelling is an attempt to provide a mathematical modelling framework in which certain hypotheses of the EROS21 project can be tested: e.g. whether ecosystem damage and the collapse of fisheries observed in the late 1980s-early 1990s in the Black Sea are due to-changes in the hydrologic regime of the Danube River caused by the ' Iron Gates '-the general increase in industry and agricultural fertilisers-the introduction of exotic species-or selective or excessive fishing. Many authors have suggested that human pressures are the reason for the profound changes observed in the Black Sea ecosystem structure. Quantifying the relative importance of these processes on the observed changes is one of the specific EROS21 objectives for the Black Sea (Lancelot et al., 2002a) , a project which focuses on the interaction between the Danube and the northwestern shelf of the Black Sea. It is in this region that questions dealing with changes in riverine inputs (whether hydrological or nutrients-related) must be correctly addressed before attempting to predict the basin scale behaviour. The problem of the coastal area acting as a buffer zone is evidently also relevant to other regions, but here we focus on the specific aspects of the Danube influence.
Since it is difficult to calibrate and validate a fully coupled 3-D biological-hydrodynamical model capable of dealing with changes in the ecosystem structure, the following strategy is applied: generally, the choice of an adequate biological model to be coupled with a 3-D hydrodynamical model is not inconsequential and takes into account questions like data availability, the number of calibration parameters, local specifities and mathematical/ numerical complexity [e.g. Nihoul (1998)] . A *Corresponding author. E-mail: JM.Beckers@ulg.ac.be simplified hydrodynamical model allows for a wide range of biological models to be tested and calibrated. We will therefore start by developing a fully 3-D model, on which diagnoses are performed so that a simpler local 0-D hydrodynamical model can be forced on a sound basis.
The purpose of the present paper is thus first of all to show the performance of the 3-D models by simulating the general circulation of the Black Sea. Secondly, it aims to use the model's results to calculate simplified exchange laws for a box integrated model of Danube-influenced waters.
In the second paper (Lancelot et al., 2002b) , these exchange parameters are used in the 0-D box coupled to the BIOGEN biological model, and the sensitivity of the model response to the input parameters is assessed.
The general circulation with its cyclonic pattern has already been studied by a series of authors (e.g. Stanev, 1988 Stanev, , 1990 Ozsoy et al., 1993; Oguz et al., 1995; Oguz & Malanotte-Rizzoli, 1996) . Of course, their results demonstrate that the shelf's dynamics are directly influenced by the so-called Rim current. This current flows cyclonically around the Black Sea and from the east along the northern coast and the shelf break, with some excursions onto the shelf. However, no diagnoses for a box model at the Danube river mouth have been calculated yet.
Classical simulations of the general circulation use relatively coarse resolution models (with a grid size comparable to or larger than the Rossby radius of deformation). In such models, the strong, non-linear behaviour of regions influenced by the river is unlikely to be well accounted for. We therefore implemented a high resolution model on the whole basin. This allowed a direct comparison with the standard lowresolution model and also helps design an appropriate nesting technique (Noméerange & Beckers, 1999) .
But even before operating a fully nested version, a diagnosis of the high-resolution model is performed to produce information for a 0-D coupled model. This is because an integrated 0-D model can be used very easily for sensitivity studies and calibration purposes in biological models. Once these studies have been carried out and the biological model behaviour is well understood, a 3-D nested version can be implemented and used for further refinements of the modelling studies, including the analysis of spatial effects etc.
Since the development of the integrated box model is based on results of a 3-D model, we will start by describing the mathematical 3-D model. Its implementation as a coarse resolution model and a high resolution model will then be detailed. We describe results of the coarse resolution model focusing on the climatological view of the circulation. After that, the same procedure is applied to the high resolution model, focusing on processes constraining the ecosystem. A comparison of the shelf-basin exchanges in both models is then outlined. From the results of the model simulations, we show how a 0-D model can be developed. Finally, analyses of the 0-D diagnostics are presented and discussed.
Hydrodynamical model: description and implementation
Several models have already been applied to simulate general circulation in the Black Sea. Stanev (1990) , give details of the performance of Bryan and Cox model, and Oguz et al. (1995) give details of the application of Princeton Ocean Model (POM) to the same area and Demirov (1994) shows how to use curvilinear models. Here we will analyse the results of the GHER model (Nihoul et al., 1989; Beckers, 1991) whose performance is compared to the DMG-MOM model in Stanev et al. (2002) .
The GHER 3-D mathematical model uses the free surface, the three components of the current field, temperature, salinity and turbulent kinetic energy as state variables. This quantity is used for the computation of a vertical diffusion coefficient through the classical k-l model. Numerical aspects are described in Beckers (1994) , Beckers and Deleersnijder (1993) , and Deleersnijder and Beckers (1992) . Detailed information on its implementation for the Black Sea can be found in Stanev and Beckers (1999) . The model design also allows coupling with a fully 3-D biological model on the same grid as the hydrodynamical model. General aspects of such coupling and biological modelling are described in Nihoul (1998) and Delhez (1998) . On this basis, a simple 3-D biological model of the Black Sea has been implemented by Gregoire et al. (1997) and , to test the response of biological processes to physical forcing of the large scale upwellings and frontal structures.
km resolution model
The coarse resolution model was set up to simulate the climatological seasonal cycle by forcing the model with climatological averages of monthly mean windstress fields (Sorokina, 1974) , sea surface temperature and sea surface salinity. The latter two were used to prescribe Haney-type surface relaxation fluxes with relatively weak relaxation coefficients (corresponding to adaptations of a mixed layer depth of 10 m in 10 days) .
Monthly mean data of Altman and Kumish (1986) are used to calculate the model river discharges at each time step using linear interpolation. River discharges at the Danube, Dnepr and Rioni are introduced by modifying boundary conditions at the solid boundary, providing the necessary lateral mass flux at the river mouth location. Smaller rivers or rivers very close to a major river were added to the three mentioned rivers (the Dnestr river contribution was for example included in the Dnepr river discharge).
In the Strait of Bosphorus, compensation of the fresh water flow at the sea surface takes place and is self-adapting to the evolution in the interior basin (see Stanev & Beckers, 1999 for details) and is a function of the sea level difference between the Mediterranean and Black Sea around the annual averaged value (Oguz et al., 1990) .
This model is called the coarse resolution model, though it already marginally resolves the first internal radius of deformation which is estimated to be 20 km. Here, the particular parameters set up for the model can be summarized as follows:
Horizontal resolution x=15 km, vertical resolution 25 levels in the twofold coordinate change of the GHER model, horizontal sub-grid scale diffusion for tracers ˜T=50 m 2 s those used for the coarse resolution model. In addition, the river input from the Danube was changed from a one grid point representation in the coarse resolution model to a three point representation in the present case. The three points correspond to the location of the three main branches of the Danube delta (St Georghe, Sulina and Chilia), which are about 30 km apart. The parameters used are horizontal resolution x=5 km, vertical resolution 25 levels in the twofold coordinate change of the GHER model, horizontal sub-grid scale diffusion for tracers T =20 m 2 s 1 , horizontal sub-grid scale viscosity for momentum ˜u=220 m 2 s 1 , barotropic time-step t 2D =15 s, baroclinic time-step t 3D =1200 s.
Both the coarse resolution and the high resolution model were spun up from a horizontally homogeneous situation for several years by the forcing which is repeated every year. Here we present some results after the spin-up.
Modelled general circulation

km resolution model
Previous results based on the dynamic method (Filippov, 1968) , diagnostic models (Gamsakhurdiya & Sarkisyan, 1976 ) and primitive equation model studies Oguz et al., 1995) indicate that the sea surface height of the Black Sea is highest in the coastal zone and decreases as the distance from the coast increases. This reflects the general cyclonic nature of the circulation. The application of the 15 km GHER model shows that circulation on the shelf exhibits large seasonal changes. An anticyclonic eddy is formed off the Danube delta in early spring [Figure 2(a) ] and widens to the east in summer (not shown). The meandering is typical of the extensions of the river plumes into the open sea (Chao & Boicourt, 1986; Hickey et al., 1998) .
Previous process analyses conducted for the same area proved that the scales of the front are determined by the Rossby radius of deformation (Stanev & Beckers, 1999) . The modelled looping frontal pattern is supported by physical observational results recorded in July 1992 (Oguz et al., 1993) , although the former presented a weaker amplitude. Later in the year, the current in front of the Danube river reverses again to flow southwards [Figure 2(b) ].
Theoretical analysis of the dynamics of river plumes proves that inertia tends to balance the Coriolis acceleration, which forms intrusion of open sea water towards the plume (Chao & Boicourt, 1986; Hickey et al., 1998) . Coherently, the highest values of the Rossby number are modelled in the region of the Danube and Dnepr river mouth [Figure 3(a) ].
The meandering of river-influenced waters provides one mechanism of water and tracer exchanges with the open sea. A second exchange mechanism is provided by the CIW (Cold Intermediate Waters defined by temperatures below 8 C) which are formed on the shelf and then entrained into the Cold Intermediate Layer (CIL) of the main basin. As shown in Stanev and Beckers (1998) , the coarse resolution model shows the signature of these water masses below the surface layer, which compares with the observations by Oguz et al. (1993) . The model simulates very cold waters on the shelf and then exports the CIL water by a slope current which enhances the exchange between the shelf and the open sea.
We will not analyse the results of the coarse resolution model any further (see Stanev et al., 1999) . However, with regard to the coupling with biological models, we can already indicate that the coarse resolution model has generated clear barotropic-baroclinic interactions, triggering internal waves which will determine the light environment of primary producers. Such processes are generally not resolved by coarse resolution models, but we will see that high resolution models reproduce additional processes relevant for biology.
We will come back to the issue of water and tracer exchanges with the open sea when comparing the results of the coarse resolution model with those of the high resolution model. Figure 3 , where the Rossby number in the high resolution model shows several locations where a non-linear effect is present. As expected, large values of the Rossby number are typical of regions with strong eddy activity. The finer description is however not the sole effect of the increased resolution. More interesting is the simulation of coastal upwellings induced by baroclinic instabilities along the Turkish coast. These were not resolved by the coarse resolution model [see Gregoire et al. (1998) for illustration of these effects]. This may partly be attributed to the finer representation of the bottom topography and the coastline. The coastal anticyclone at the Turkish coast around 37.5 E can be related to the presence of a topographic feature on its western side for instance ( Figure 5 ).
This is clearly apparent in
The high resolution model supports the idea of the CIL water mass formation on the shelf. Figure 6 indicates that penetration of the CIL into the open sea takes place much later in the year than the moment of deep convection. The formation and evolution of cold waters, illustrated by temperature patterns (Figure 6 ) clearly shows that the formation of intermediate waters occurs on the shelf. The area where the cold waters penetrate into the CIL starts from the westernmost point of the Crimea Peninsula and follows the isobaths, reaching the Bulgarian coast to the south. The cold water tongue splits into two branches at the end of summer: (1) west of the Crimean Peninsula, and (2) east of the Bulgarian and Romanian coasts. This splitting is caused in the model by the northern current, representing an extension of the surface loop current in the deep layers. A similar ' two-branch ' configuration has been observed at a depth of 100 dbar in July 1992 (Oguz et al., 1993) .
In order to assess both the differences between the model behaviours and the way the CIL enters the basin from the shelf, we will now analyse the fluxes and T-S characteristics in each model. For the coarse resolution model, additional information on the interannual variability of these features can be found in Stanev and Beckers (1998) . Figure 7 shows the water inflow across the section along the shelf-break shown on Figure 1 . Compared to the coarse resolution model, higher variability appears clearly in the high resolution model. The latter not only presents greater variability but also a higher average inflow. From the values of these inflows and the volume of the shelf waters (2 10 3 km 3 ) we infer shelf residence times which vary between 3 and 6 months, with an average of 4·5 months for the high resolution model. Figure 9 , it is observed that the high resolution model exports colder waters from the shelf and starts to export them to the open sea earlier than the coarse resolution model. This can be related to the enhanced circulation and transport in the high resolution model. The coarse resolution model retains the colder waters formed on the shelf for a longer time there before exporting them to the open sea in August. At this moment, compared to the high resolution model, the waters exported in the coarse resolution model are colder, because the high resolution model has already exported most of the cold waters from the shelf earlier. As the CIL has a volume of around 20 000 km 3 (Simonov & Altman, 1991) , the CIW formed on the shelf would lead to a renewal time of the CIL of about 15 years, which is on the upper limit of the estimates based on hydrographic data (Simonov & Altman, 1991) . In fact, CIW may also be formed in the open basin (Ivanov et al., 1997) , and renewal times are shorter. In the present work we focus however on the shelf-basin exchanges where the formation of CIW on the shelf is an efficient mechanism of exchange and obviously a major contribution to the overall CIW formation. Unfortunately, we cannot compare this formation rate to the formation in the open sea. This is due to our climatological forcing, which allows the complete mixing of shelf waters, but does not permit a sufficient mix of the open sea surface mixed layer down to the CIL in winter. This leads to the formation of cold waters in the open sea which are not available to fill the CIL. Also, since the actual formation rates are sensitive to the air-sea interactions (Stanev et al., 1995) , actual values vary from year to year. Model results of Stanev et al. (1995) predict renewal times of 5 to 15 years.
We close the description of the model results by analysing volumetric T-S diagrams (Figure 10 ). The area of dense isolines clearly suggests that most of the water in the Black Sea is confined in a rather narrow temperature interval. This sloped area indicates a mixing path between CIW and deep (large salinity) waters. The almost vertical branch of the volumetric T-S diagram (starting from the core of CIL) indicates mixing between surface (high-temperature) waters and CIW in the interior basin. The crossing of horizontal and vertical branches yields the approximate mean T-S index of intermediate water. The dispersion around this mean index illustrates the on observations recorded during the multinational coordinated surveys in September 1991 and July 1992. The simulated funnel-like pattern in spring in the area of low temperatures clearly illustrates the penetration of CIW into the intermediate layers.
Mixing with surrounding water tends to increase temperature and salinity, thus sinking occurs almost along the isopycnals (isolines of constant density are not superimposed on others to avoid too many lines on the plot) . The pool of extremely cold water reduces its volume from January to May, but water with temperatures below 6 C persist until the next cooling in the coarse resolution model.
It is also interesting to observe the correlation between the low salinity patch on the shelf in May (Figure 4 ), CZCS images (Barale & Murray, 1995) and the results of a five-compartment biological model (Gregoire et al., 1998) exemplified here by the phytoplankton response to nutrient enrichment by the Danube river (Figure 11 ). However, it is not the low salinity per se which leads to the correlation with the phytoplankton production. The relevant fact is that the water mass is discharged by the Danube river and then eventually trapped in an anticyclonic gyre. In this case, salinity values below 17 can be used to trace this water mass. This is also suggested by field data recorded during EROS21 cruises (Ragueneau et al., 2002) . A salinity value below 17 can thus be used to identify water masses which are enriched by nutrients from the river discharge. In these water masses we expect a different behaviour of phytoplankton, compared to open sea waters which gain their nutrients from upwellings and entrainments. A comparison of the modelled salinity field with the CZCS images of the same period (Barale & Murray, 1995) shows that the high resolution model produces frontal structures with similar scales and positions. The biological model of Gregoire et al. (1998) also produces a strong correlation between phytoplankton distributions and the salinity frontal structures. The results of the model and in situ data Ragueneau et al. (1999) suggest thus that the ecosystem in the regions of low salinity has distinct properties, a fact we will now try to exploit to reduce the complexity of the coupled model. For additional details on the 3-D modelling we refer to Stanev et al. (1999) .
0-D diagnoses for coupling with a biological model
As suggested by fields data and modelling results, the isohaline of salinity 17 defines the strong front which separates open sea from river-influenced waters. Since we have shown that a high resolution model exhibits much stronger and realistic frontal structures in the region of the Danube River, we suggest using the same model for diagnosis purposes. Since a salinity level of 17 defines an interface between coastal and open sea water masses, one can attempt to model them through a box version approach. Such box models have the advantage of being relatively inexpensive, allowing systematic sensitivity tests in complex biological models. In the second part of the paper (Lancelot et al., 2002b) , this box model is applied to a specific biological model of the Black Sea, but the method is applicable to any tracer model. To develop a box model, we have to take into account the following elements: The water mass of the box model moves and the boundary of the box is therefore not fixed. For mixed layer dynamics, the definition of a water volume whose size changes is classical (e.g. Fasham et al., 1990) . According to this definition, the interface moves up and down leaving behind part of the biologically active zone, or entraining water from below. Here, in the river-influenced region, a similar situation occurs when the Danube plume oscillates horizontally in addition to the variations in the mixed layer depth. The box volume used to define the plume cannot extend too far. It can't exceed the distance covered by a moving water parcel during a typical biological time scale of, for example, the delay between phytoplankton peaks and zooplankton peaks, otherwise the volume cannot be assumed to be homogeneous (this is one of the basic assumptions of box models).
This suggests that the definition of the box as the total low salinity volume delimited by the surface of salinity 17 is not recommended, since the corresponding volume is relatively large. During the transfer from the river mouth to a distant southern boundary, the biological system could have enough time to evolve, compared to the system near the river mouth.
Integration strategy
We therefore develop the following integration strategy making use of the notations of Figure 12 . We first define a fixed box ofi the Danube delta. In this box, we define the box volume to be the volume whose salinity is below 17. This allows to track displacement of the front, but needs to address the problem of inflows and outflows at the northern and southern fixed boundaries.
The choice of fixed zonal boundaries can a priori be supported by the fact that (particularly south of the Danube) the signature of the low salinity is relatively narrow, and actually evolves smoothly into a coastal salinity front (Figure 4) .
In the appendix we show how the actual integration over the moving and open 0-D box can be obtained mathematically and where additional hypotheses are needed to close the formulation in terms of integrated variables only: one assumes for example that the total integral of source term can be retrieved by applying the local source law P C to the average concentrations. This is only true when interaction laws are linear or if the laws have been adapted (through a specific calibration) to represent large scale interactions rather than local, physiologically-based interactions. Similarly, the sea-surface interactions generally depend on the evolution of the constituent in the water mass itself. We must assume that the integral of the sea-surface exchange can be expressed in terms of the average concentration of the tracer [Equation (22)]. The same hypotheses apply to the fluxes across the fixed boundaries 1 and 3 . Here one should bear in mind that these fluxes are dominated by advective fluxes whose integration can be written as the product of the water mass flow and concentrations of inflow or outflow [equations (23) and (24)].
F 12. Schematic representation of the box model. V is the volume of water considered between fixed latitudes and a moving interface defined by S=17. This volume is supposed not to detach from the river mouth, otherwise some lateral mixing exchanges should replace the river input. S is the sea surface delimited by the two latitudes and the intersection with the surface of constant salinity 2 . 1 is the vertical surface defined by a given northern latitude and its intersection with the isosurface S=17. This is the northern, upper limit of the box model. 2 is the isosurface S=17 delimited by the two latitudes and defines the eastern lateral limit of the box model. 3 is the vertical surface defined by a given southern latitude and its intersection with the isosurface S=17. This is the lower, southern limit of the box model. C r , C 1 , C 2 , C 3 , C is the concentration of a tracer in the river, the northern part, the open sea, the southern part and the plume respectively.
Based on such assumptions, in order to be able to force the box model, one must at least have either field data or diagnosed values from the 3-D model for the following parameters: river discharge Q r in m 3 s 1 into the sea, the water inflow Q in 1 into the volume coming from the north, the outflow Q out 1 to the north on the northern boundary, the inflow from the south Q in 3 , the outflow to the south Q out 3 , the sea surface flux counted positive upwards F C , the inflow concentrations in the north C 1 and the south C 3 .
Providing such parameters are known, based on our assumptions and omitting notations for averages, the evolution of the average concentration in the box is governed by:
( 1) where is the total diffusion flux across the moving interface and C the average concentration of the tracer in the volume V. D must also be parameterized. Unlike fluxes across the fixed boundaries, advection is not dominant (by construction, the surface is a material surface and no advection fluxes cross it) and the parameterization will be a diffusion-like flux. This requires the definition of an equivalent diffusion coefficient A. The calculation of the latter is based on an equivalent diffusion flux formulation for salinity or temperature. Its actual value for the total diffusion flux D can be diagnosed thanks to the physical high resolution model, integrating the actual salinity fluxes from Equation (2) and calculating A as follows:
where S and S 2 are the averaged salinities (or temperatures) from the model.
Combination of equations (1)- (3) gives:
In particular, mass conservation integrated over V can be retrieved by setting C * =1; P C =0; F C =0 which gives Figure 13 shows the evolution of the water volume of salinity below 17, defined by the moving lateral boundary and the fixed north and southern boundaries. The spring increase, attributable to the high Danube discharge (Qd), is clearly visible. Figure 14 shows the evolution of salinity concentrations over time. Basically open sea salinity remains constant while inflowing waters are clearly influenced by freshwater inputs from the north, the Dnepr and Dnestr discharges.
Application to the Danube river influenced region
As regards temperature (Figure 15 ), the seasonal cycle is clear, but so too is the input of warmer waters from the north (QT1/Q1), which do not result from the mixing of open shelf waters and plume waters, since their temperature values are higher than those of plume (T) and shelf waters (T2). This is most likely due to the heating of the water masses in the shallower northern region in spring and summer.
The evolution of inflowing water fluxes (Figure 16 ) shows the relatively large amplitude of these fluxes. One must however bear in mind, in view of Equation (6), that the important parameter for the evolution of the box average concentration C is not Q in but Q in (C in -C), which may be strongly influenced by the way the tracer concentration of the inflowing waters C in is assessed.
The high resolution 3-D model diagnostics for these quantities indicate that the model's precision is limited by several factors:
A is different when the calculation is based on salinity or heat fluxes, with differences larger than 100%. Values of C 2 , C 1 and C 3 are highly subjective, especially when assuming, for example, that C 3 is a mixing of C 2 and C. This would amount to a change the water inflow of Q 3 .
Only volume-averaged temperatures are available, which may be too approximate for use in functions limiting growth rate that are used in biological models. These may react to high temperatures in the surface but not to lower temperatures below the thermocline.
Unfortunately, the mixing coefficient A and the possible mixing of C 2 and C for inflow values C 1 and C 3 may be different for different state variables. This state of affairs may not be overcome. Indeed, the diagnosis of the mixing in the 3-D model can only be performed on variables of the 3-D model. We must thus make some assertions of how these coefficients, based on temperature and salinity fields, can be extended to biological variables. This ultimately implies sensitivity studies in the 0-D model, in which these coefficients should be systematically changed and responses compared. The amplitude of the uncertainty regarding such coefficients can be assessed by calculating the different mixing coefficients for temperature and salinity based on direct calculations in the 3-D model. An alternative would be to calibrate such coefficients in such a way that the 0-D model applied to salinity and temperature yields a response which is the exact average of the 3-D model response.
In other words, if we assume the inflow values C 1 and C 3 are a mixing of open sea waters C 2 and the modelled values C we obtain
In this case the evolution reads and we see that the evolution reduces to with the equivalent exchange coefficient which can be calibrated so that the time evolutions of S or T correspond to those of the 3-D model.
This can also be considered as an alternate method to compute the equivalent mixing coefficient A x which mixes zero water salinity waters with open sea waters so that the salinity to which the time evolution tends in absence of a surface forcing is which allows to have a rough estimate of A depending on the river discharge and the observed average plume salinity.
Finally, we observe that two time scales intervene V V Q r and A corresponding to the residence time of river waters and open sea waters in the volume over a period of 100 days.
From the detailed analysis shown here, it also appears that for the development of the volumeintegrated 0-D model the best response can be expected when the direction of the main current does not change. If, for example, the current flowed from north to south, integration would be performed on the northern boundary defined by S=17 and a fixed boundary in the south. In this case, Q in 1 and Q in 3 would be zero, since the northern boundary follows the fluid while the southern boundary only has an outflow. Also, all hypotheses on inflow concentrations could be dropped; the southern boundary would be chosen so that the biological time scale in this box is small compared to the advective time scale across the box. The model would thus only have a single parameter based on a strong hypothesis, i.e. coefficient A. Unfortunately, in the case of the Black Sea and the Danube, not only does the current direction change, from southward in winter to northward in summer, but the salinity boundary defined by S=17 may be influenced by other rivers. This makes it difficult to distinguish between Danube waters and Dnepr-Dnestr waters using only salinity values.
In the 3-D model, plume behaviour is observed in the salinity, but not in the temperature. Using temperature to diagnose the diffusion coefficient was not reliable, since the temperature within the plume is not homogeneous and the diffusion fluxes at the boundary are generally not related to the temperature difference between the average temperature in the plume and the open sea. The difference in behaviour also occurs because the forcing in the area is too different for T and S, (source point for S and homogeneously distributed source for T at the sea surface).
From the evolution of the inflow temperatures ( Figure 15 ) and salinities (Figure 14) , it is also observed that, as regards temperature, inflowing waters are not a simple mixing between open sea waters and the 0-D variable, since the water masses flowing in may have higher temperatures. This also appears in the diagnosed diffusion coefficient for the temperature calculated by inversion of Equation (12) for temperature. Indeed, negative equivalent diffusion coefficients indicate that temperature increases within the plume, even if its temperature is higher than that of deep waters, because some inflow from the north or south brings warmer waters into the system. For salinity the situation is different, since the Danube is the major fresh water source on the shelf. It means that situations where the main currents brings low salinity waters into the plume are rare and correspond to situations where the Dnepr and Dnestr have discharged large amounts of fresh waters arriving in the Danube region when discharges are already decreasing. For salinity, the equivalent diffusion coefficient is thus predominantly positive, but not so for temperature. Similarly, one may expect negative values of this equivalent diffusion coefficient for biological components in situations where the biosystem in the north of the Danube region has a distinct composition from both the open sea and the Danube region. Mathematically, this corresponds to situations where already for temperature and salinity when they are calculated directly from the total diffusive flux across the moving interface. They differ even more when evaluated from the inversion of the time evolution equation (calculating A which provides the 3-D model averaged temperature when using the 0-D model). This demonstrates that the box model can only be applied to variables which have plume-like behaviour.
Since hypotheses on the inflow concentrations of such variables must be formulated, one can also try to estimate equivalent diffusion coefficients, also taking into account some mixing of the inflow parameters [Equation (12)]. Figure 18 shows the seasonal evolution of the equivalent diffusion coefficient for salinity. The coefficient for temperature is not shown, since large variations and negative values are diagnosed, indicating a non-mixing behaviour of temperature, which is actually due to an advective heat inflow.
The values of the diagnosed diffusion coefficient give an idea of the range of values these coefficients can take, depending on the way the inflowing water masses carry mixed water masses from the Danube, Dnepr, Dnestr and the open sea.
Conclusions and discussions
We have shown that both coarse and high resolution models give a general circulation pattern compatible with classical views of circulation in the Black Sea.
Of these two models, the high resolution model has more marked fronts and greater internal variability. For the Danube region, both models simulate a reversal of the current during the summer season. The high resolution model results are better suited for the preparation of a 0-D coupled model: as was shown, only the high resolution model adequately resolves the frontal dynamics.
The 0-D model is certainly improved by using information from a 3-D model, but it still has some inherent limitations which must be recognized. The advantage of the 0-D model is of course its simplicity for a systematic sensitivity study with respect to biological parameters and the physical parameters of in-flow values and inflow mixing coefficients. If such sensitivity studies show that a change in the Danube river inflow has stronger impacts on the system response than the values of these coefficients, one can use the 0-D model to analyse the effect of human activity through the Danube discharge. However, if sensitivity is too high, a more complex model becomes indispensable in order to do away with the hypotheses underlying the calculation of these parameters. As shown in the companion paper of Lancelot et al. (2002b) , the model shows that the effect of the changing conditions in the Danube leads to stronger signals than due to changes in the exchange coefficient A of the 0-D model. This means that the resulting 0-D model can be used as a first approach to study the Danube river discharge effects, provided the exchange coefficients are taken in a reasonable range, as was effectively calculated by the 3-D model, and that the inflow conditions are well known.
When the mixing ratios of the inflowing waters are not known (reflected by uncertainties of the mixing values ), simulations can be performed, using mixing ratios for biological components similar to those of salinity. This shows that the biological model's response to such changes has a similar amplitude to changes in the Danube river discharge, indicating that the inflow conditions from the open sea are of major importance for the biological model at the mouth of the Danube.
Assuming that the problem of the inflow conditions can be solved thanks to a nesting technique, a further improvement of any model must then be achieved by the use of synoptic atmospheric data rather than climatological data.
The second term on the left hand side provides the correction of the balance. This is due to the fact that changes in volume are such that at each point on the surface the points of the surface move with velocity v , whose projection onto the normal n to the surface is needed to evaluate the ow across the moving surface.
Since is composed of fixed boundaries 1 , 3 , coasts and rivers, the correction only arises from the moving sea surface and the interface 2 . The sea surface is a material surface of the fluid, which means that its elements are actual water parcels which move with the fluid: v · n=v · n on the sea surface. In this case, the integration yields To express the different parts as functions of the averaged values, certain approximations must be performed:
Equation (20) defines the calculated 0-D variable as the average concentration in the volume being considered. This is not a hypothesis but a definition, whereas the remaining expressions need certain hypotheses to close the mathematical system: indeed, Equation (21) assumes for example that the total integral of the source term can be retrieved by applying the local source law to the average concentrations. This is only true when the interaction laws are linear or if the laws have been adapted (through specific calibration) to represent large scale interactions rather than local, physiologically-based interactions. The last condition assumes that the interface between the two parts is a material surface. Otherwise, the contribution of the advective part is to be formulated in terms of entrainment-detrainment Q e , Q d . The sea-surface interactions are generally dependent on the evolution of the constituent in the water mass itself, and again, we must assume that the integral of the sea-surface exchange can be expressed in terms of the average concentration of the tracer [Equation (22)]. The same hypotheses apply to the fluxes across the fixed boundaries 1 and 3 . Here we take into account that these fluxes are dominated by advective fluxes, whose integration can be written as the product of the water mass and in or outflow concentrations [equations (23) and (24)].
