In this paper, based on a block splitting of the coefficient matrix, we present a new generalized iterative method for solving the linear system Ax = b. This method is well-defined even when some elements on the diagonal of A are zero. Convergence analysis and comparison theorems of the proposed method are provided. Specially, the results show that our new generalized AOR iterative method also, converges when A is an H-matrix. And for L-matrices, our new generalized Jacobi iterative method is faster than the classical Jacobi. The Numerical examples are also given to illustrate our results.
Introduction
consider the linear system
where A ∈ R n×n is a known nonsingular matrix, b ∈ R n is known, and x ∈ R n is unknown. For the numerical solution of (1) the generalized AOR (GAOR) method is defined by
and
where γ and ω = 0 are real parameters and D, L, and U which need not be diagonal and strictly lower triangular and upper triangular, respectively, are required to satisfy A = D − L − U . It is also assumed that det(D − γL) = 0. This method is well-defined even when some elements on the diagonal of A are zero. Some very interesting results concerning the GAOR method were given in [2] , [3] , [5] , [6] , [7] , [11] , [15] . Authors showed that with spacial conditions, the GAOR iterative method converges when A is an M -matrix or is a Hermitian positive definite matrix. The new method satisfies in these conditions and also, we prove our new method, converges when A is an H-matrix too. We note that the classical AOR [3] method is a special case of GAOR method, where D is the diagonal, −L and −U are strictly lower and upper triangular parts of A, respectively. As the classical AOR method, for certain values of γ and ω we have the generalized Jacobi (GJ), the generalized Gauss-seidel (GGS), and the generalized SOR (GSOR) methods. This is one of the benefits of our new method that the new generalized Jacobi iterative method is faster than the classical Jacobi method, for L-matrices. This new method is practical too.
In the following we are going to consider A as a block matrix in the form 
where V , L V , and U V are block matrices as follows:
for n = 2l
for n = 2l + 1
In the following we consider the case n = 2l, the case n = 2l + 1 can be discussed in a similar way. By assuming that
is a nonsingular matrix, it is easy to see that
and we have det(V − γL V ) = 0, where γ is a real parameter. In this paper, based on the splitting (5), we define the GAOR method (called the AOR V method) as follows:
with the iteration matrix
where ω and γ are real parameters with ω = 0. As the AOR method for certain values of the parameter ω and γ, we can obtain the other iterative methods which are as follows:
1. J V (Jacobi V ) method for γ = 0 and ω = 1.
JOR
4. EGS V method for γ = 1.
SOR
By using (9) and (10), we have the following Algorithm:
2. For k = 0, 1, 2, . . ., until convergence Do:
5.
8.
End Do 9. End Do.
We observe that the method does not break down if the diagonal matrix
is a nonsingular matrix. In the following, in Section 2, we present the convergence analysis when A is a diagonally dominant, M-matrix or H-matrix, and Hermitian positive definite matrix. In section 3, comparison theorem is presented. In section 4, numerical examples are given to illustrate our results. Section 5 is devoted to concluding remarks.
Convergence Analysis

Diagonally dominant Matrices
In the sequel, we need the following. 
with strict inequality for at least one i.
Here we will assume that A is an n × n matrix with unit diagonal elements. 
, and
Proof. The proof is similar to that of Theorem 1 in [13] . Since the eigenvalues of L γ,ω are given from
after some manipulation, it is easy to verify that to solve (12) is equivalent to solving
where Q is
If we take the parameter γ, ω, λ, in order that Q be strictly diagonally dominant, we get
Since A is a strictly diagonally dominant matrix, we have d i = 0, for i = 1, 2, . . . , n. So, we get
The rest of proof is similar to that of theorem 1 in [13] .
Theorem 2.6. If A of (1) is a strictly diagonally dominant matrix and
Proof. First, from the fact that (11), we see that ρ( L γ,ω ) will be less than one if
For ω ≥ γ ≥ 0 and 0 < ω ≤ 1, these conditions will be satisfied. For ω > γ ≥ 0, and ω > 1, we observe that (14) will be satisfied if 0 < ω < 2 1+maxi(fi+gi) .
Now from Theorem 2.6 and Theorem of Extrapolation [4] we can state the following theorem for J V , JOR V , GS V , EGS V , and SOR V methods.
Theorem 2.7. If A of (1) is a strictly diagonally dominant matrix and det(I
Remark. In the case when A is only irreducibly diagonally dominant, Theorems 2.6 and 2.7 only show that [14] , by contradiction, we can show that in fact the strict inequality also holds.
Finally, from the fact that AOR V method is the extrapolated SOR V method, when γ = 0 and its extrapolation parameter is ω γ , we can state the following theorem by using Theorems 2.6, 2.7, and Theorem of Extrapolation [4] .
H-matrix, M-matrix, and L-matrix
. , n, we write A ≥ B (A > B). The same notation applies to vectors
Lemma 2.14. 
H-compatible splitting if < A >=< M > −|N |.
Lemma 2.16. [16] .
, the splitting is convergent.
For generalized AOR method (2) the two following theorems are given in [15] and [11] .
a nonsingular H-matrix with unit diagonal entries that partitioned as in (4). If
Proof. Since A is an H-matrix, we have from Definition 2.13 that
T , where r 1 , r 2 ∈ R l . By using the definition of comparison matrix (Definition 2.13), we have
where e 1 = (1, 1, . . . , 1) T ∈ R l . We now show that V −1 A r > 0 which will be useful to show that V −1 A is an H-matrix (Lemma 2.14). From (8), we have
where
.
From the assumption I − D 2 D 3 has positive diagonal entries, we have D ≥ 0. So, from the definition of comparison matrix, we have
By using the vector r = (r
T > 0 and the equation (8), we have
Then it is easy to see that 
Proof. (a) From (8) and the assumption I − D 2 D 3 has positive diagonal entries, we have
From parts (a) and (b), we have (ii) By Lemma 2.22, the splitting 
Proof. The proof follows immediately from Lemma 2.22 and Theorem 2.19.
Hermitian Positive Definite Matrix
For Hermitian positive definite coefficient matrix A, in [2] the author considered the splitting A = D − E − E H in which D is any Hermitian positive definite matrix and the generalized AOR method
where the iterative matrix of (16) is
And they also proved the following Theorem. (8), it is easy to verify that trace(
The proof of part (ii) follows immediately from Theorem 2.25, part (i), and the fact that det(V − γL V ) = 0.
Comparison Theorem
In this Section we need the following.
A has nonnegative real eigenvalue equal to its spectral radius ρ(A).
ρ(A) does not decrease when any entry of A is increased.
Here for comparing the asymptotic rate of convergence or equivalently the spectral radii of the iteration matrices of the Jacobi and the J V methods, we suppose that A has unit diagonal elements and define
So, from the definition of the Jacobi matrix J, we have
We now state the following theorem. 
Proof. By using the assumptions, we have V Sinceλ is an eigenvalue ofλS + B, we haveλ ≤ ρ(λS + B).
Ifλ ≤ 1, then by Theorem 3.1, ρ(λS + B) ≤ ρ(S + B) =μ, which implies thatλ ≤μ. So, we have
On the other hand, ifλ ≥ 1, then by Theorem 3.1, we havē
which implies thatμ ≥ 1. So, we have
Assume thatμ ≥ 1. By the definition of S, (I − 1 µ S) is nonsingular forμ ≥ 1. Since J = B + S ≥ 0, it follows, by Lemma 3.2,μ is an eigenvalue of J. Therefore for some y = 0, we have (B + S)y =μy and
In addition forμ ≥ 1, we have
This together with Theorem 3.1 and equation (19) implies that
Therefore,
Now, by (i) and (iii), we have (a); and by (ii) and (iii), we have (b).
Numerical results
In this section we give the numerical examples to illustrate the results obtained in Sections 2 and 3. All numerical experiments are carried out using MATLAB 7.9. In all Tables, we report the spectral radii of the corresponding iteration matrices for the classical AOR and the AOR V methods associated with the given matrices. The parameters γ and ω , ω = 0 are chosen in the convergence intervals. In the examples below n represents the dimension of matrices. For the classical AOR and the AOR V methods, the experimentally computed optimal value of γ and ω were also used and the corresponding spectral radii of the iteration matrices are represented by ρ * (L γ, ω ) and ρ * ( L γ, ω ) in the Tables, respectively.
Example 4.1. The coefficient matrix A of (1) is given by [9] .) The coefficient matrix A of (1) is given by [10] .) The H-matrix A is given by 
. The numerical results of this example are given in Table 3 . 
Example 4.4. The Hermitian Positive Definite matrix A is given by
This is an Toeplitz matrix which generated by f (θ) = θ 4 + 1. For n = 50, the numerical results are given in Table 4 .
Example 4.5. (See [12] .) The coefficient matrix A of (1) is given by . . . Tables 5 and 6 .
This is an L-matrix. The numerical results of this example are given in
Example 4.6. The coefficient matrix A of (1) is given by For this example, we have ρ(L 0,1 ) = 5.29, ρ(L 1,1 ) = 16.40, and ρ( L 0, 1 ) = 0.5211. So, the Jacobi and the GaussSeidel methods diverge, while the J V and the GS V methods converge.
Remark. From Tables 1-4 , it is easy to verify that the numerical results are consistent with the Theorems in Section 2. We observe that, for strictly diagonally dominant matrix, M-matrix, L-matrix, H-matrix, the rate of convergence of the AOR V method is faster than the rate of convergence of classical AOR method, while for Hermitian positive matrix, the AOR method is a little faster than the AOR V method. From Table 5 , we get that the results are in concord with Theorem 2.24 and the Theorem 3.3 in Section 3. In this table, we observe that in the case of L-matrix, when the Jacobi method converges, the J V method also converges, and when the J V method diverges the Jacobi method diverges too. We also observe that when both the Jacobi and J V methods converge, the spectral radius of the J V method is smaller than that of the Jacobi method. From Example 4.6, we see that, there is a coefficient matrix, A 6 , for which the J V and GS V methods converge, but the Jacobi and the Gauss-Seidel methods diverge.
