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MULTIPOINT SCHUR ALGORITHM, II: GENERALIZED
MOMENT PROBLEMS, GAUSSIAN PROCESSES AND
PREDICTION
L. BARATCHART, L. GOLINSKII, S. KUPIN
Abstract. We use nowdays classical theory of generalized moment
problems by Krein-Nudelman [9] to define a special class of stochastic
Gaussian processes. The class contains, of course, stationary Gaussian
processes. We obtain a spectral representation for the processes from
this class and we solve the corresponding prediction problem. The or-
thogonal rational functions on the unit circle lead to a class of Gaussian
processes providing an example for the above construction.
Introduction
It is a classical fact that a (discrete-time) stationary Gaussian process
admits a spectral representation which allows one to transfer the study of
various characteristics connected to the process to the study of the shift
operator on L2(dµ), µ being a positive Borel measure on the unit circle. The
measure µ is called the spectral measure of the process. The considerations
pertaining to the geometry of the space L2(dµ) provide striking applications
of the theory of orthogonal polynomials on the unit circle, see Simon [10]
for exhaustive treatment of the subject and its applications.
The purpose of the present paper is two-fold. Being interested in orthog-
onal rational functions on the unit circle (ORFs, for the sake of brevity),
the authors wanted to understand what role these systems of functions play
with respect to stochastic Gaussian processes. That is, is there a spectral
representation of certain stochastic processes via ORFs? What kind of sto-
chastic processes do arise in this way? How does one formulate (and solve)
prediction problems for these processes? etc. A brief discussion of some
aspects of this problem can be found in Dewilde-Dym [6]; the authors say
that, for a stationary Gaussian process, one can apply the spectral represen-
tation theorem (see Theorem 0.3). The past/future is given by subspaces
looking like X−n = lin {t
k : k ≤ n} and X+n = lin {t
k : k ≥ n+ 1}. Roughly
speaking, they suggest however to consider ”deformed” spaces Ln (see Sec-
tion 0.1), and, following the parallels with classical prediction problems, to
study the projections to Ln instead of X
±
n . The question is very natural
from the analytical point of view and leads readily to the introduction and
the study of ORFs. Nevertheless, the probabilistic meaning of Ln seems to
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be rather ”opaque”. One of questions we wanted to look at was to find a
probabilistic interpretation for the described procedure.
Second, the book by Bultheel et al. [4] treats, besides other interesting
topics, the moment problems coming from ORFs (see Chapter 10). This
made us think of a monograph by Krein-Nudelman [9], entirely devoted to
generalized moment problems, descriptions of their solutions, the study of
extremal solutions and different variations on the topic. The strong appeal
was to compare the results of both books and to attempt to ”mix up” their
approaches.
Following Krein-Nudelman, we introduce rather general class of moment
problems and obtain the necessary and sufficient condition for their solv-
ability (Section 1). The questions on determinacy/indeterminacy of the
problem, the description of solutions and the study of extremal solutions
are left aside. Then we define a class of varying Gaussian processes and
we obtain their spectral representation. The term ”varying” is intended
to be synonymous to ”generalized stationary”, but seems to better reflect
the situation. It means that the covariance matrices of the process change
accordingly to a concrete rule determined by a sequence of external (and
fixed) parameters. Corresponding prediction problems are formulated in a
natural way; their solutions involve generalized orthogonal polynomials (or
orthogonal Laurent polynomials). We specify the construction for the case
of ORFs in Section 3. This supplements [4, Ch. 10] with a solvability cri-
terion (where the solvability conditions are not discussed) and provides an
unified and natural approach to the problems of this type.
0.1. Generalized moment problems. Chapter 10 of the book by Bultheel
et al. [4] is devoted to the study of a special moment problem generated by
the ORFs. The considered problem is a particular case of the concept of
a generalized moment problem suggested by Krein-Nudelman in monograph
[9]. We adapt the latter point of view for our presentation since we believe
that this ”generalized” approach allows one to gain in clarity as well as in
generality.
The content of this subsection is borrowed from the monograph by Krein-
Nudelman [9, Ch. 1-3]. The definitions below are given for reader’s conve-
nience; we refer to the book [9] for an extensive discussion and deep results
on the subject. See also Grenander-Szego˝ [7] for a classical presentation of
a classical version of the topic.
All objects appearing in the first part of this subsection are real-valued.
Let M(T) be the set of positive finite Borel measures on T. Let U =
{uk}k=0,...,∞ be a system of continuous linearly independent real-valued
functions defined on T = {|z| = 1} (or an interval of R). Put Ln = Ln,U to
be the linear span of u0, . . . , un.
Let the system U satisfy the following property: there are coefficients
{a′k}k, a
′
k ∈ R, such that
(0.1)
n∑
k=0
a′kuk > 0
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on T. Let C : Ln → R be the linear functional
C(
n∑
k
akuk) =
n∑
k
akck,
where ck = C(uk) ∈ R. The functional is called positive, if C(f) ≥ 0 provided
f ∈ Ln, f ≥ 0 on T. The sequence {ck}k=0,...,∞ is called positive (w.r.to U),
if it defines a positive functional.
The following theorem is of fundamental importance.
Theorem 0.1 ([9], Ch. 3, Theorem 1.1). Let the system U satisfy (0.1).
The following assertions are equivalent:
- the functional C is positive (i.e., the sequence {ck}k is positive),
- {ck} is a sequence of generalized moments, that is, there is a σ ∈
M(T) such that
ck =
∫
T
ukdσ.
The same result verbatim holds for infinite systems {uk}k=0,...,∞ and
{ck}k=0,...,∞.
We now switch to complex-valued objects. Let W = {wk}k=0,...,∞ be
a system of continuous complex-valued functions on T. We require that
{wk}k∪{w¯k}k be linearly independent (w.r.to C). Setting U = {uk}k=0,...,∞,
V = {vk}k=0,...,∞ with uk = Rewk, vk = Im vk, we rewrite the real-valued
functional C defined originally on Ln,U∪V as a complex-valued linear func-
tional (denoted by the same letter) on Ln,W defined as C(uk + ivk) =
C(uk)+iC(vk). It is convenient to put w−k = w¯k and one sees C(w¯k) = C(wk).
From now on, Ln,W is abbreviated as Ln. The functions from Ln might
be thought of as ”analytic polynomials” of degree n; the space L¯n + Ln
contains ”trigonometric polynomials” of degree n.
Theorem 0.2 ([9], Ch. 3, Theorem 1.3). Let the system W satisfy
(0.2)
n∑
k=0
(akwk + akwk) > 0
for some coefficients {ak}, ak ∈ C. Then the following assertions for {ck}k, ck ∈
C, are equivalent:
- The relation
(0.3)
n∑
k=0
(akwk + akwk) ≥ 0
implies that
n∑
k=0
(akck + akck) ≥ 0.
- The coefficients {ck}k are generalized moments (w.r.to W), that is:
there exists a measure σ ∈M(T) with the property
ck =
∫
T
wkdσ.
The proof is by application of Theorem 0.1 to the real part of
∑n
k=0 akwk.
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0.2. Spectral representation for stationary Gaussian processes. We
recall some highly standard facts from the theory of stochastic processes;
much more information on the topic is, for instance, in the monographs by
Breiman [2] or Lamperti [8].
Let {Ω,F , P} be a probability space and {Xn}n∈Z,Xn : Ω → C be a
family of random variables. The system X = {Xn}n is called a stochastic
process. We assume that E(Xn) = 0, E(|Xn|
2) <∞.
Suppose now that Xn have joint normal distribution; then {Xn} is called
a (stochastic) Gaussian process. For {Xn1 , . . . ,Xnm} define the covariance
matrix by
C = Cn1,...,nm = [cnjnk ], cnjnk = E(XnkX¯nj ),
where j, k = 1, . . . ,m. The process is stationary if the covariance matrix is
invariant w.r.to the shift, i.e.,
Cn1,...,nm = Cn1+l,...,nm+l.
A ”stationary Gaussian process” will be often abbreviated as SGP or SG-
process.
It follows from Herglotz’ theorem (see [2, Theorem 11.19]) that there is
the unique µ ∈ M(T), called the spectral measure of the process, with the
property cjk =
∫
T
tk−jdµ(t).
The following theorem uses the concept of stochastic integral (see [2,
Ch. 11, Sect. 6] once again) and it gives the spectral representation of a
SGP.
Theorem 0.3 ([2], Theorem 11.21). Let {Xn}n be a SGP and µ be its
spectral measure. Then there exists a unique family of random variables
Zξ = Z(., ξ), ξ ∈ T (i.e., Z = Z(ω, ξ) with ω ∈ Ω, ξ ∈ T) having the
properties:
(1) For {ξ1, . . . , ξk}, ξj ∈ T, ξi 6= ξj, the random variables {Zξj}j are
jointly normally distributed.
(2) For I = [ξ1, ξ2) ⊂ T, one writes Z(I) = Zξ2 − Zξ1 and
E(|Z(I)|2) = µ(I), E(Z(I1)Z¯(I2)) = 0,
for I1 ∩ I2 = ∅.
(3) Finally,
Xn =
∫
T
ξndZ(., ξ).
Denote by L2(X) the closed linear span ofX; this is a subspace of L2(dP ).
Moreover, L2(X) is a Hilbert space with the scalar product (X,Y ) = E(XY¯ ).
The theorem says that the map U : L2(X)→ L2(dµ) defined by U(Xn) = ξ
n
is a unitary one. If Z : L2(X) → L2(X) acts as ZXn = Xn+1, its image
under conjugation by U (denoted by the same letter) is the usual shift,
Zf(t) = tf(t), f ∈ L2(dµ).
It is not difficult to guess that the classical orthogonal polynomials w.r.to
µ appear in this framework as solutions of forward/backward prediction
problems, see [4, Ch. 12]. One of the purposes of this paper is to show that
the ORFs play a similar role for a class of varying Gaussian processes, see
Section 2.
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1. Generalized moment problem revisited
We specify a little the construction from Section 0.1 to fit our needs. The
essential part of the business is in [9, Ch. 1,3]. Let W = {wk}k be a system
of functions described above and satisfying (0.2). Suppose that W has few
additional properties:
(1) w0 = 1,
(2) One has w¯jwk ∈ L¯j + Lk, or, equivalently,
(1.1) w¯jwk =
k∑
s=−j
βjk,sws,
where {βjk,s}s are some coefficients and, as before, w−s = w¯s.
(3) We have the following factorization property: if
n∑
k=0
(akwk + akwk) ≥ 0
on T, then necessarily
(1.2)
n∑
k=0
(akwk + akwk) =
∣∣∣∣∣
n∑
k=0
bkwk
∣∣∣∣∣
2
for some {bk}.
Notice that the coefficients {βjk,s} are uniquely determined by the system
W.
For a σ ∈ M(T), the matrix Cn = Cn,W,σ = [cjk]j,k=0,...,n is defined as
(1.3) cjk =
∫
T
w¯jwkdσ.
Since w0 = 1, one has c0k = ck and, moreover,
(1.4) cjk =
k∑
s=−j
βjk,scs,
where, once again, c−s = c¯s and obviously cjk = c¯kj. We say that a matrix
Cn = Cn,W = C
∗
n ≥ 0 is a generalized Toeplitz matrix w.r.to W (W-GTM,
GTM or GT-matrix, for short), if its entries satisfy relations (1.4). An
interesting and important question is whether all W-GT-matrices come from
a σ ∈ M(T).
The answer (also explaining the terminology) is given by a slightly mod-
ified version of Theorem 0.2. It says, in particular, that relations (1.3) and
(1.4) define the same object. Everything below is ”w.r.to W”.
Theorem 1.1. The following assertions are equivalent:
(1) the GT-matrix C = [cjk]j,k=0,...,n is positive, C ≥ 0,
(2) the sequence {ck}k=0,...,n is positive (in the sense of implication (0.3)),
(3) there is a measure σ ∈ M(T) with the property
cjk =
∫
T
w¯jwkdσ.
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(3’) one has
ck =
∫
T
wkdσ.
Proof. It is plain that (3) and (3’) are equivalent. Indeed, (3) implies (3’)
since ck = c0k =
∫
T
wkdσ. Conversely, let ck =
∫
T
wkdσ for any k. So, by
(1.4) and (1.1),
cjk =
k∑
s=−j
βjk,scs =
∫
T
k∑
s=−j
βjk,swsdσ =
∫
T
w¯jwkdσ.
Now, claims (2) and (3’) are equivalent by Theorem 0.2. Claim (3) yields
(1) by the standard argument (see, for example, [9, Ch. 3]). The only
implication to prove is that (1) ⇒ (3’), for instance.
By Theorem 0.2, we have to prove that if
∑n
k=0(akwk + akwk) ≥ 0 for
some {ak}, then necessarily
∑n
k=0(akck + akck) ≥ 0. By (1.2), one has
n∑
k=0
(akwk + akwk) =
n∑
j,k=0
b¯jbkw¯jwk,
and, consequently,
n∑
k=0
(akck + akck) =
n∑
k=0
(akT (wk) + a¯kT (w−k))
=
n∑
j,k=0
b¯jbkT (w¯jwk) =
n∑
j,k=0
b¯jbk
k∑
s=−j
βjk,sT (ws)
=
n∑
j,k=0
b¯jbk
k∑
s=−j
βjk,scs =
n∑
j,k=0
b¯jbkcjk ≥ 0.
The proof is complete. 
Let W = {wk},W
′ = {w′k} be two systems having the above properties
plus that Ln = lin{wk}k=0,...,n = lin{w
′
k}k=0,...,n. Suppose also that
(1.5) w′k =
k∑
s=0
dskws,
dkk 6= 0, so that the matrix D = DW→W′ = [dsk]s,k=0,...,n of the change of
the basis is upper triangular and non-degenerate. The GT-matrices Cn,W′
and Cn,W are connected in the obvious way
(1.6) Cn,W′ = D
∗Cn,WD.
Certainly, this is an equivalence relation and we may get from W′ to W if
necessary.
2. Varying Gaussian processes
2.1. Spectral representation for the process. The point is to carry the
construction of Section 0.2 over the processes whose covariance matrices are
generalized Toeplitz matrices in the sense of the previous section.
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So, let W be a fixed (infinite) system of functions. In addition to assump-
tions (1)-(3) on page 5, we suppose that the family W is separating, that
is:
(4) If, for a µ ∈ M(T), one has∫
T
wkdµ = 0
for all k, then µ = 0.
Before giving the definitions, let us discuss the terminology we use. Can-
didate labels for the objects introduced below, were ”generalized stationary
Gaussian processes” and ”non-stationary Gaussian processes”. It turned
out, however, that these names led to some misunderstanding instead of
clarifying the picture. For this reason, we stick with the name ”a varying
Gaussian process”. This sentence means that the statistics (e.g., covariance
matrices, etc.) of a Gaussian process under consideration vary accordingly
to a prescribed law depending on a system of external parameters we may
choose up to some extent. Of course, the class contains stationary Gaussian
processes. We do not imply at all that the processes from the above class are
non-stationary in a ”wild” sense (i. e., the statistics of the process change
absolutely arbitrarily with the shift of the index).
So, we say thatX is a varying Gaussian process (abbreviations: aW-VGP,
a VGP, or a VG-process), if C = Cn1,...,nm = C(Xn1 , . . . Xnm) is a generalized
Toeplitz matrix w.r.to {wn1 , . . . , wnm}. We denote by C = CX = {Cn}n the
sequence of the covariance matrices of the process; they are W-GT matrices
by definition. Theorem 1.1 implies that there exists the unique σ ∈ M(T)
such that
C = Cn1,...,nm =
[∫
T
w¯njwnkdσ
]
j,k
.
A counterpart to Theorem 0.3 in our situation is as follows.
Theorem 2.1. Let X be a VGP and σ be its spectral measure. Then there
exists a unique family of random variables Zξ = Z(., ξ), ξ ∈ T with the
properties:
(1) For {ξ1, . . . , ξk}, ξj ∈ T, ξi 6= ξj, the random variables {Zξj}j are
jointly normally distributed.
(2) For I = [ξ1, ξ2) ⊂ T, one writes Z(I) = Zξ2 − Zξ1 and
E(|Z(I)|2) = σ(I), E(Z(I1)Z¯(I2)) = 0,
for I1 ∩ I2 = ∅.
(3) Finally,
Xn =
∫
T
wn(ξ)dZ(., ξ).
As in Section 0.2, one has the unitary map U : L2(X)→ L = clos linL2(dσ){wk} =
L2(dσ) (by the separation property (4) on page 7) and U(Xn) = wn. The
shift defined as ZXn = Xn+1 goes to Z(
∑
k akwk) =
∑
k akwk+1; the sum
of course is finite.
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Proof. The argument follows the proof of Theorem 0.3 (= [2, Theorem
11.21]) with Bochner’s theorem replaced by Theorem 0.2. We give it for
the completeness of the presentation.
Let σ be the spectral measure of a W-VG-process. Consider L2(X) =
clos linL2(dP )X; this is obviously a Hilbert space w.r.to the scalar product
(X,Y ) = E(XY¯ ). Define a map U : L2(X)→ L2(dσ) by the relation UXn =
wn and extend it by linearity to finite linear combinations of {Xn}. The map
is obviously isometric, since for Yi =
∑
k ai,kXk, and fi =
∑
k ai,kwk, i =
1, 2, one has
(Y1, Y2) = E

∑
k,j
a1,ka¯2,jXkX¯j


=
∑
k,j
a1,ka¯2,jE(XkX¯j) =
∑
k,j
a1,ka¯2,jcjk
=
∑
k,j
a1,ka¯2,j
∫
T
wkw¯jdσ = (
∑
k
a1,kwk,
∑
k
a2,jwj)L2(dσ)
= (f1, f2)L2(dσ).
We extend the map U by continuity to act from L2(X) to L2(dσ). It is easy
to see that it is one-to-one and hence unitary.
Denote the (clockwise) arc [1, ξ) ⊂ T by Iξ. Since χIξ ∈ L
2(dσ), we set
Zξ = U
−1(χIξ) ∈ L
2(X), where χIξ is the indicator function of Iξ. We now
verify the properties of Zξ claimed in the formulation of the theorem. Let us
start with (1): let {Y n} = {(Y n1 , . . . , Y
n
m)}n=0,1,... be a sequence of vector-
valued random variables. Assume that (Y n1 , . . . , Y
n
m) are jointly normally dis-
tributed and Y n → Y = (Y1, . . . , Ym) in L
2(X). It follows that (Y1, . . . , Ym)
are jointly normally distributed and C(YjY¯k) = limn→∞C(Y
n
j Y¯
n
k ) (actually
one has to argue for real-valued random variables and then pass to complex-
valued ones separating real and imaginary parts).
As for (2), we have for arcs I, I1, I2 ⊂ T, I1 ∩ I2 = ∅
E(|Z(I)|2) = (χI , χI)L2(dσ) = σ(I).
and
E(Z(I1)Z¯(I2)) = (χI1 , χI2)L2(dσ) = 0,
For (3), let f be a continuous (and hence uniformly continuous) func-
tion on T. Take a partition T in a family of left-closed, right-open disjoint
intervals {Ik}. Set λk ∈ Ik and notice that
∑
k
f(λk)χIk = U
(∑
k
f(λk)Z(Ik)
)
.
When maxk |Ik| → 0 (k →∞), the argument of U goes to
∫
T
f(ξ)dZ(., ξ) (in
L2(dP )), and the left-hand side of the equality goes uniformly to f . Hence
U−1f =
∫
T
f(ξ)dZ(., ξ).
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Writing this for f = wn, we come to
Xn =
∫
T
wn(ξ)dZ(., ξ).
The theorem is proved. 
We continue with few remarks on the result. First, observe that we can
prove a likewise result for stochastic (varying) non-Gaussian processes drop-
ping the first point of the theorem; see Lamperti [8] for the stationary case.
Second, since we use only L2-convergence, the same proof goes through
for a fixed σ with the property
(2.1) sup
n
∫
T
|wn|
2 dσ <∞.
The condition means of course
(2.2) sup
n
E(|Xn|
2) <∞.
in terms of the process X.
Third, suppose two systems W and W′ are related by (1.6), but W′ does
not necessarily have property (2.1). Of course, Theorem 2.1 does not work
directly for W′-VG-processes. Nevertheless, applying an appropriate (non-
stationary) linear filter to a W′-VG-process Y, we can get to a W-VG-
process X, obtain its spectral representation from Theorem 2.1, and return
back to the initial process Y using the inverse filter. In formulas: let D =
DW→W′ , D
′ = D−1 = DW′→W. Given a W
′-VG-process Y, define the
filtered process X (compare to (1.5))
(2.3) Xk =
k∑
s=0
d′skYs.
An easy computation shows Cn,X = D
′∗Cn,YD
′, and the identification with
(1.6) shows that X is a W-VG-process. By the spectral representation the-
orem (i.e., Theorem 2.1) Xk =
∫
T
wk(ξ)dZX(., ξ). On the other hand,
(2.4) Yk =
k∑
s=0
dskXs,
and
(2.5) Yk =
∫
T
(
k∑
s=0
dskws(ξ)
)
dZX(., ξ) =
∫
T
w′k(ξ)dZX(., ξ).
Hence, speaking a bit loosely, Theorem 2.1 can be extended to VG-processes
which are ”similar”, in a proper sense, to processes satisfying its initial
assumptions.
2.2. Forward, backward and forward/backward prediction prob-
lems for VGPs. We start with a bit of terminology. LetW = {wk}k=0,...,∞
and σ ∈ M(T). Since the family W is linearly independent on T, it is also
linearly independent in L2(dσ). The (generalized) orthogonal polynomials
w.r.t to W are denoted by {ϕk}, ||ϕk||L2(dσ) = 1. They are well-defined and
obtained by the Gram-Schmidt orthonormalization procedure from {wk}k
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in L2(dσ). The (generalized) reversed orthogonal polynomials {ϕ∗k} w.r.to
W (warning: the notation is natural but slightly abusive!) are defined
by orthonormalization procedure to satisfy ϕ∗k ∈ Lk, ||ϕ
∗
k||L2(dσ) = 1, and
(ϕ∗k, wj) = 0 for j = 1, . . . , k. Equivalently, on can get {ϕ
∗
k} orthonor-
malizing {wk, wk−1, . . . , w0} and taking the last element in the obtained
sequence. The corresponding monic (also abusive!) orthogonal polynomials
are denoted by {Φk}, {Φ
∗
k}.
When W = {wk}k∈Z is a bilateral system of functions, we speak about
(generalized) orthogonal Laurent polynomials (GOLP, GOL-polynomials)
{χk}k=0,...,∞ (alternatively, {xk}k=0,...,∞) rather than ”usual” ones. They
are defined by the Gram-Schmidt procedure from the sequence {w0, w1, w−1,
w2, w−2, . . . }. The sequence {xk}k comes from orthonormalization of {w0, w−1,
w1, w−2, w2, . . . }. The monic versions of these sequences will be denoted by
{χmk }k and {x
m
k }k.
We are interested in one step prediction problems, see Bultheel et al. [4,
Ch. 12] for the details. To formulate the problem, let X0,n−1 = lin{Xk : k =
0, . . . , n − 1} and X1,n = lin{Xk : k = 1, . . . , n}. The forward prediction
problem is to compute Xˆn = (Xn|X0,n−1) = PrX0,n−1Xn and the backward
one targets Xˇ0 = (X0|X1,n−1) = PrX1,nX0. The projections are understood
in the L2(dP )-sense and (.| . . . ) is a probabilistic notation for the object.
Recall that the projections can be interpreted as conditioned random vari-
ables. We also look at corresponding innovation processes, Eˆn = Xn − Xˆn
and Eˇ0 = X0 − Xˇ0.
By the spectral representation theorem (i.e., Theorem 2.1), this is equiva-
lent to the computation of projections wˆn = PrW0,n−1wn and wˇ0 = PrW1,nw0,
where W0,n−1 = lin{wk : k = 0, . . . , n − 1} and W1,n = lin{wk : k =
1, . . . , n}. It is not difficult to see that, by definition, wˆn = wn − Φn and
wˇ0 = w0 − Φ
∗
n etc. Recalling that Xn = Z
nX0, we get back to the process
X. This gives
Xˆn = (Z
n − Φn(Z))X0, Eˆn = Φn(Z)X0,(2.6)
Xˇ0 = (I − Φ
∗
n(Z))X0, Eˇ0 = Φ
∗
n(Z)X0.
By mixed prediction problem (or backward-forward prediction problem)
we understand an estimate of the present from a part of the past plus a
part of the future. The construction goes along the same lines as above,
that is why we give the formulation of the problem followed by its solu-
tion. So, let X−n,−1;1,n = lin{Xk : k = −n, . . . , n, k 6= 0},X−(n+1),−1;1,n =
lin{Xk : k = −(n + 1), . . . , n, k 6= 0}, and X−n,−1;1,n+1 = lin{Xk : k =
−n, . . . , n + 1, k 6= 0}. The different mixed prediction problems are: find
˜˜X0 = (X0|X−n,−1;1,n),
ˆˆ
X0 = (X0|X−n,−1;1,n+1), and
ˇˇX0 = (X0|X−(n+1),−1;1,n)
and expressions for corresponding innovation processes. The first case can
be treated with the help either {χk}k or {xk}k, the second case suggests the
use of {χk}k, and the third one - the application of {xk}k. We obtain
˜˜X0 = (I − χ
m ∗
2n )(Z)X0,
˜˜E0 = X0 −
˜˜X0 = χ
m ∗
2n (Z)X0,
ˆˆ
X0 = (I − χ
m ∗
2n+1)(Z)X0,
ˆˆ
E0 = X0 −
ˆˆ
X0 = χ
m ∗
2n+1(Z)X0,
ˇˇX0 = (I − x
m ∗
2n+1)(Z)X0,
ˇˇE0 = X0 −
ˇˇX0 = x
m ∗
2n+1(Z)X0,
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3. Orthogonal rational functions and a special class of
moment problems and VG-processes
The point of this section is to illustrate the construction from Sections 1,
2 with the help of the so-called orthogonal rational functions (ORFs, to be
brief) on the unit circle T. The monograph by Bultheel et al. [4] gives the
state-of-art of the subject. A shorter overview is in Bultheel et al. [5]. The
paper Baratchart et al. [1] contains some recent advances on the topic; our
notation follows the last paper.
3.1. ORFs and generalized moment problems. Let {αk}k=0,...,∞, α0 =
0 be a given sequence of D and, as in [1],
(3.1)
∑
k
(1− |αk|) = +∞.
We suppose for simplicity that αk 6= αj , k 6= j; it goes without saying that
the general situation can be treated along the same lines. Let
ζk(t) =
t− αk
1− α¯kt
, B0 = 1, Bk =
k∏
j=1
ζj,
for k ≥ 1. Furthermore, let
Ln = lin{Bk : k = 0, . . . , n} = lin
{
1
1− α¯kt
: k = 0, . . . , n
}
.
We consider the following systems Wi = {wik}, i = 1, 2, 3:
(1) w10 = 1, w1k = Bk, k = 1, . . . , n,
(2) w20 = 1, w2k =
1
1− α¯kt
, k = 1, . . . , n,
(3) w30 = 1, w3k =
tk∏k
j=1(1−α¯j t)
, k = 1, . . . , n.
Obviously, every system Wi forms a basis of Ln. The first system is natural
in applications to VG-processes with the property supnE(|Xn|
2) <∞. The
second one is from [9, Ch. 3, Sect. 2] and appears readily from interpolation
(e.g., Schur-Nevanlinna-Pick) problems. One of its lacks though is that
the condition (2.1) for any σ ∈ M(T) is satisfied iff the sequence {αk} is
compactly contained in D. To fix this, one can consider the system W′2
w′20 = 1, w
′
2k =
1− |αk|
1− α¯kt
, k = 1, . . . , n
instead. The third system is from [4, Ch. 9] and it has nice invariance
properties w.r.to ∗-operation.
As the following proposition shows, the systems are completely equivalent
to our purposes.
Proposition 3.1. We have:
(1) The change-of-basis matrices taking one Wi to another are upper
triangular and non-degenerate.
(2) The systems Wi satisfy assumptions (1)-(3) and (4) on pp. 5, 7.
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Proof. First, observe that
(3.2) w1k = Bk = A0k +
k∑
j=1
1
Bk,jˇ(αj)
ζj,
where Bk,jˇ =
∏k
s 6=j ζs, and A0k is an easily computable constant. The proof
is by inspection of residues of the LHS and the RHS at point {1/α¯j}. We
also have ζk =
1
α¯k
( ρk1−α¯kt −1), where ρk = (1−|αk|
2) and k ≥ 1. So, the first
claim of the proposition is true for the passage from (2) to (1).
To go from (3) to (2), we write
w3k = B0k +
k∑
j=1
1(
α¯j
∏k
s 6=j(α¯j − α¯s)
) 1
1− α¯jt
,
the proof being similar; B0k is a constant once again. The rest follows
from the group properties of the square upper triangular matrices (with the
non-degenerate diagonal).
This shows that it is enough to prove the second claim of the proposition
for any of Wi, the rest will enjoy the same properties. The key (and ele-
mentary) point is the following very well-known fact (see, for instance, [9,
Ch. 3, Sect. 2]): a trigonometric polynomial is positive on T iff it can be
represented as an analytic polynomial times its conjugate, i.e.,
(3.3) 0 ≤
n∑
j=0
ajt
j + ajtj =
∣∣∣∣∣∣
n∑
j=0
bjt
j
∣∣∣∣∣∣ .
We go through the (easy) proof of (2) of the current proposition for the
system W1. (1), p. 5 being clear, we notice that, for j < k
w¯1jw1k = ζj+1 . . . ζk,
and relation (2), p. 5 follows from (3.2). As for (3), p. 5, let
n∑
k
(akBk + akBk) ≥ 0
on T for some {ak}. We can rewrite the latter expression as f(t)/
∏
k |1 −
α¯kt|
2, where f ≥ 0 on T is a positive trigonometric polynomial. Relation
(3.3) implies that f = p · p¯, where p is an analytic polynomial, deg p ≤ n.
Hence,
n∑
k
(akBk + akBk) = h · h¯,
where h = p/
∏
k(1− α¯kt), which is definitely in Ln.
As for (4), p. 7, we see that (3.1) says that lin{L¯n + Ln : n} is dense in
A(T)+A(T), which is, in turn, dense in C(T). The separation property and
the proposition follows. 
Suppose now that σ ∈M(T) and cik = c
i
0k =
∫
T
wikdσ, or, more generally,
(3.4) cijk =
∫
T
w¯ijwikdσ,
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for i = 1, 2, 3. Of course cijk = c¯
i
kj . The corresponding generalized moment
(Toeplitz) matrix looks like
Cin =


ci00 c
i
01 c
i
02 . . . c
i
0n
ci10 c
i
11 c
i
12 . . . c
i
1n
...
...
. . . · · ·
...
cin0 . . . . . . . . . c
i
nn

 ≥ 0.
As Proposition 3.1 shows, the matrices Cin are conjugated by non-degenerate
upper triangular matrices.
From now on, we deal mostly with C1n and C
2
n. The same development
works for C3n but is rather cumbersome, that is why we do not give it. Recall
that c1kk = c
1
00. Put Bjk =
∏k
s=j+1 ζs and notice that
(3.5) c1jk =
∫
T
w¯1jw1kdσ =
∫
T
Bjkdσ,
and, with the help of (3.2),
Bjk = Ajk +
k∑
s=j+1
1
Bjk,sˇ(αs)
ζs,
where Ajk is a coefficient (which is easy to compute) and Bjk,sˇ stays for the
product Bjk with dropped s-th factor. So,
(3.6) c1jk = Ajk +
k∑
s=j+1
1
Bjk,sˇ(αs)
c1s.
Hence, if matrix C1n is defined by relations (3.4), we have C
1
n = C
1
n
∗
≥ 0 and
it conforms to relations (3.6). It is natural to ask the inverse: is it true that
a non-negative matrix C1n satisfying relations (3.6) can be represented as a
Toeplitz matrix of a measure σ ∈ M(T) (i.e., satisfies (3.4))?
The answer is yes and it is given by a straightforward consequence of
Theorem 1.1.
Proposition 3.2. The following assertions are equivalent:
- There is a C1n = C
1
n
∗
≥ 0 satisfying relations (3.6) for all j, k.
- There is a measure σ ∈ M(T) generating C1n through relations (3.4)
for all j, k.
With little changes, the same proposition holds forW2, the only difference
is that one has to use(
1
1− α¯jt
)
1
1− α¯kt
=
1
1− αjα¯k
(
1
1− α¯kt
+
1
1− α¯jt
− 1
)
instead of (3.5).
For the sake of completeness, we give a criterion for the solvability of the
moment problem for {cik}. Up to inessential details, it is borrowed from [9,
Ch. 3, Sect. 2]
Proposition 3.3. The moment problem (see (3’), Theorem 1.1) is solvable
iff:
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(1) For W1:[
1
1− αkα¯j
(
ρjα¯kc
1
k + ρkαj c¯
1
j + c
1
0(1− |αk|
2|αj |
2)
)]
j,k
≥ 0
(2) For W2: [
c2k + c¯
2
j − c
2
0
1− αkα¯j
]
j,k
≥ 0
The remark on the link between ζk and 1/(1− α¯kt) next to (3.2) implies
that c2k =
1
ρk
(α¯kc
1
k + c
1
0), so the first claim follow from the second one.
3.2. ORFs, Blaschke-VG-processes and prediction problems. Once
again, the purpose of this subsection is to specify the content of Sections
2.1, 2.2 to the special case of system W1. The construction for Wi, i = 2, 3,
is completely analogous and we leave it to the interested reader.
So, let {αk}k be a sequence of points in D satisfying the assumptions
of the previous subsection. Let X be a varying Gaussian process (see the
definition in Section 2.1) such that C = Cn,...,n+m = C(Xn, . . . Xn+m) is a
generalized Toeplitz matrix w.r.to {w1n, . . . , w
1
n+m} (a Blaschke-VG-process,
to be brief). Proposition 3.2 implies that there exists the unique σ ∈ M(T)
such that
C = Cn,...,n+m =
[∫
T
w¯1jw1kdσ
]
j,k
.
Notice that C = C∗ ≥ 0 and it satisfies relations (3.6). This means that we
can calculate Cn,...,n+m+1 having Cn,...,n+m and the element Cn+m,n+m+1.
Indeed, just apply (3.6) to recover the last column and the last row of the
”new” matrix Cn,...,n+m+1. Hence, to get, say, Cn+l,...,n+m+l from Cn,...,n+m,
do the above step-by-step procedure to come to Cn,...,n+m+l and then throw
away the first l columns and rows. A counterpart to Theorem 2.1 in this
situation is as follows.
Proposition 3.4. Let X be a Blaschke-VGP and σ be its spectral measure.
Then there exists a unique family of random variables Zξ = Z(., ξ), ξ ∈ T
with the properties:
(1) For {ξ1, . . . , ξk}, ξj ∈ T, ξi 6= ξj, the random variables {Zξj}j are
jointly normally distributed.
(2) For I = [ξ1, ξ2) ⊂ T, one writes Z(I) = Zξ2 − Zξ1 and
E(|Z(I)|2) = σ(I), E(Z(I1)Z¯(I2)) = 0,
for I1 ∩ I2 = ∅.
(3) Finally,
Xn =
∫
T
Bn(ξ)dZ(., ξ).
Now, the generalized orthogonal polynomials {ϕk, ϕ
∗
k,Φk,Φ
∗
k} appearing
in Section 2.2 are precisely orthogonal rational functions (denoted by the
same letters) studied in [4, 5, 1]. So, the forward and backward prediction
problems from Section 2.2 for Blashke-VG-processes are solved precisely by
the ORFs. The asymptotics of the ORFs {ϕn, ϕ
∗
n} describe the behavior of
the predictors for n→∞. The study of these asymptotics is an interesting
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(and challenging) analytical problem; this is the main purpose of the paper
Baratchart et al. [1], where, in particular, a special attention is paid to the
measures σ from the so-called Szego˝ class.
In the rest of this subsection we extensively use the terminology and
notation of [1]; see especially [1, Sect. 5]. To give a sample of application
of results of the work, let us turn back to relations (2.6). Recall that Eˆn =
Xn − Xˆn is precisely one-step ahead prediction error and its ”energy” is
En = E(|Eˆn|
2)1/2 = E(|Xn − Xˆn|
2)1/2 =
1
|ϕ∗n(αn)|
.
Proposition 3.5. Suppose that assumptions of [1], Theorem 5.8, hold true.
Let X be a W1-VG-process and σ be its spectral measure (lying in the Szego˝
class). Let {αmn} be a subsequence of {αn} and limn→∞ αmn = α ∈ D¯.
• For α ∈ D, limn→∞Emn = (1− |α|
2)1/2|S(α)|.
• For α ∈ T, limn→∞Emn = 0.
The proposition says, in particular, that in the second case the corre-
sponding subprocess is asymptotically deterministic.
4. ARMA-processes and their varying Gaussian counterparts
4.1. Reminder on ”classical” ARMA-processes. ARMA-(p, q) (i.e.,
autoregressive moving average) processes form a subclass of stationary Gauss-
ian processes. They play an important role in applications and are widely
studied. This subsection recalls some basic definitions and results on the
topic. Its content is borrowed from Brockwell-Davis [3, Ch. 3, 4], which
extensively discusses different issues pertaining to the subject.
Let Z = {Zn}n be a SGP with covariance matrices C = {Cn}n of the
form Cn = diag {δ
2} and zero mean. The process Z is called a white noise
(WN(δ2, 0), to be brief).
Let X be a SGP with covariance matrices given by
(4.1) Cn = [ck−j]j,k=0,...,n =


c0 c1 . . . cn
c¯1
. . .
. . .
...
...
. . . c0 c1
c¯n . . . c¯1 c0


where, as always, c−s = c¯s.
Let Z ′ be a shift operator acting as Z ′Xn = Xn−1. For polynomials
ϕ, θ,degϕ = p,deg θ = q, X is called an ARMA-(p, q) process [3, Ch. 3,
Sect. 1], if it satisfies the equation
ϕ(Z ′)Xn = θ(Z
′)Zn,
where Z is a WN(δ2, 0). Notice that if the operator ϕ(Z ′) is invertible
(in some sense), we can rewrite the above equation formally as Xn =
ϕ(Z ′)−1θ(Z ′)Zn.
Assuming now that ψ = {ψj} ∈ l
1, we see that
Yn = ψ(Z
′)Xn =
∞∑
j=−∞
ψjXn−j
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converges in L2(dP ), [3], Proposition 3.1.1, and hence is well-defined. Set-
ting Y = {Yn}, we compute readily its covariance matrices [3], Proposition
3.1.2,
(4.2) CY = {C˜n}n, C˜n = [c˜k−j]j,k=0,...,n, c˜h =
∞∑
j,k=−∞
ψjψ¯kch−j+k.
We see, in particular, that Y is a GSP. We say that X is casual, if Xn =∑∞
j=0 ψjZn−j .
Theorem 4.1 ([3], Theorem 3.1.1). Let X be an ARMA-(p, q) process,
ϕ(Z ′)Xn = θ(Z
′)Zn and polynomials ϕ, θ do not have common zeroes. Then
X is casual iff the zeroes of ϕ lie in {|z| > 1}. In this case,
(4.3) Xn = ψ(Z
′)Zn =
∞∑
j=−∞
ψjZn−j,
where
ψ(z) =
θ(z)
ϕ(z)
=
∞∑
j=−∞
ψjz
j
for |z| ≤ 1.
Furthermore, the spectral measure for the above process X can be easily
written down, [3], Theorem 4.4.2,
(4.4) dσX(t) = δ
2 |θ(t¯)|
2
|ϕ(t¯)|2
dm(t),
where t = eiφ ∈ T and dm(t) = dt2piit =
1
2pidφ is the normalized Lebesgue
measure on the unit circle. Moreover, if Zn =
∫
T
ξndZZ(., ξ), we obtain the
spectral decomposition for X
(4.5) Xn =
∫
T
ξn δ
θ(ξ¯)
ϕ(ξ¯)
dZZ(., ξ),
see Theorem 0.3.
4.2. Varying analogues of ARMA-type processes. Here, we rewrite
the results of the previous subsection for varying Gaussian processes as in-
troduced in Section 2. We think especially of the VG-processes satisfying
formula (4.3) w.r.to a white noise Z. Of course, there are no mathematical
reasons to assume that the coefficients {ψj} come from a rational function,
but since the situation is important in practice, we keep it in mind and
do some comments on the issue. The corresponding VG-processes will be
called varying ARMA-type processes (W-VARMA- or VARMA-processes,
to be brief).
To start with, let W be a general system satisfying usual properties (see
the beginning of Section 1, p. 5). For a VG-processX we always assume (2.2)
and that the operator Z ′ = Z−1, Z being defined right after the formulation
of Theorem 2.1, is bounded, i.e. ||Z ′|| ≤ R for some R ≥ 1. Sometimes we
require that ||Z ′−1|| ≤ R, too. These assumptions on Z ′ (Z ′−1) can be
easily verified, for example, for some systems of ORFs (i.e., {αk} compactly
contained in D and c1m ≤ σ ≤ c2m on T with c1, c2 > 0).
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For instance, we may say that X is a varying white noise process (VWN),
if dσ = dm, σ being its spectral measure, see Theorem 1.1 and the discussion
at the beginning of Section 2.
Let ϕ, θ be polynomials of degree p and q, respectively. We say that Y
is VARMA-process w.r.to a W-VG-process X, if ϕ(Z ′)Yn = θ(Z
′)Xn. More
generally, a process Y is ψ-VARMA-process w.r.to X, if
(4.6) Yn =
∞∑
j=−∞
ψjXn−j ,
where ψ = {ψj} is so that
(4.7)
∞∑
j=−∞
|ψj |R
|j| <∞.
Notice that Y is not a W-VG-process in general, and the results of Section
2 do not apply. Nevertheless, we are able to obtain conclusions similar to
Theorems 1.1, 2.1 for these processes with the help of filtering tricks (2.3)-
(2.5) starting from the ”reference” VG-processes X. We also note that the
introduced classes of VARMA- (ψ-VARMA-) processes are exactly properly
filtered VG-processes. The filters are of course linear and stationary.
It is plain that conditions (2.2) and (4.7) imply that the sum (4.6) con-
verges in L2(dP ) and Y is well-defined. As before, we say that Y is casual
w.r.to X, if Yn =
∑∞
j=0ψjXn−j .
The covariance matrices CY = {Cn,Y} are easy to compute. Indeed, one
has
[
. . . Y−1 Y0 Y1 . . .
]
=
[
. . . X−1 X0 X1 . . .
]


. . .
. . .
. . .
. . . ψ0 ψ1 ψ2
. . .
. . . ψ−1 ψ0 ψ1
. . .
. . . ψ−2 ψ−1 ψ0
. . .
. . .
. . .
. . .


and, with Ψ denoting the above matrix,
Cn,Y = Ψ
∗Cn,XΨ,
compare to (4.2).
Proposition 4.2. Let Y be a VARMA-process w.r.to a W-VG-process X,
and ||Z ′|| ≤ R. Suppose that polynomials ϕ, θ do not have common zeroes.
Put
ψ(z) =
θ(z)
ϕ(z)
=
∞∑
j=−∞
ψjz
j .
If the zeroes of ϕ are in {|z| > R}, Y is casual w.r.to X and Yn =∑∞
j=0 ψjXn−j .
Turning to the spectral part of the matter, we see that spectral charac-
teristics of Y defined by (4.6), are readily expressible in terms of spectral
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parameters of X. In fact, one has
E(YkY¯j) =
∫
T
(
∞∑
s=−∞
ψswk−s
)(
∞∑
p=−∞
ψpwj−p
)
dσ,
where E(XkX¯j) =
∫
T
wkw¯j dσ and σ is a spectral measure of X. Further-
more,
Yn =
∫
T

 ∞∑
j=−∞
ψjwn−j

 (ξ)dZ(., ξ),
where Xn =
∫
T
wn(ξ)dZ(., ξ) is the spectral representation for X. It is
instructive to compare the last displayed formulas to (4.4) and (4.5).
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