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Abstract
One of the feature of the integrable systems is that all forward things are determined by its initial conditions. It is also well
known that the Toda lattice has poles in finite time. Thus the behavior of the blowing up of the Toda lattice have to be governed
by its initial conditions. Through the Painlevé analysis it is revealed that the blowing up themselves are characterized by the Weyl
group [Flaschka and Haine]. In this paper we study how the behavior at the blowing up point is governed by its initial condition.
For this purpose we realize the Painlevé divisor as the analytic variety. By virtue of this description we can compactify level set by
using monoidal transformation by Painlevé divisor. The study of Painlevé divisor and compactification in this paper bring us the
more precise informations on the blowing up of the Toda lattice than which has ever been obtained.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Une caractéristique essentielle des systèmes intégrables est que les comportements de la solution dépendent fortement de la
condition initiale. Il est aussi connu que le réseau de Toda à des pôles en temps fini. Par conséquent le comportement de l’explosion
du réseau de Toda dépend de la condition initiale. À partir de l’analyse de Painlevé, il devient clair que l’explosion du réseau de Toda
est caractérisée par le groupe de Weyl [Flaschka et Haine]. Nous étudions ici l’effet de la condition initiale sur le comportement
des explosions. Dans ce but nous considérons le diviseur de Painlevé comme variété analytique. Grâce à cette description, nous
pouvons imposer des variétés de niveau des réseaux de Toda à être compactes par transformation monoïdale de diviseur de Painlevé.
Sur l’explosion du réseau de Toda cette étude apporte des informations plus précises que celles que étaient connues auparavant.
© 2008 Elsevier Masson SAS. All rights reserved.
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In this paper we consider the Toda lattice of An−1 type:
q¨i (t) = eqi−1(t)−qi (t) − eqi(t)−qi+1(t), i = 1, . . . , n, (0)
where q0(t) = −∞ and qn+1(t) = +∞. The system of (0) is celebrated equation in the field of the completely
integrable systems. One of the feature of the completely integrable systems is the nature that everything is determined
by its initial value. It is also well known that (0) blows up in finite time. The purpose of this paper is how to describe
the blowing up of (0) by using its initial data, for example, the time when the Toda lattice of (0) will blow up and
points where the blowing up will occur, . . . . To describe the blowing up of the Toda lattice, it is necessary to study the
Painlevé divisor and compactification of the level sets. One can find the definition of Algebraic Complete Integrable
Systems [ACIS] in [1,2]. It is known that N -periodic Toda lattice is ACIS. The map from level set of the N -periodic
Toda lattice to the algebraic curve is defined (called eigen vector map). Thus the Toda flows are translated into the
linear flows on the Jacobi variety-Θ divisor associated with the algebraic curve and solutions are obtained by using
ϑ function. When P(L(t)), the point on the Jacobi variety, hits the Θ divisor, the corresponding point L(t) on the
level set blows up. To extract finite information on the blowing up, Adler, Haine and van Moerbeke considered the
regularization of the Lax operator near the singular points [2]. They find matrix B where Ad BL(t) is finite when
P(L(t)) hits the Θ divisor. In [5], Flaschka and Haine study the blowing up of the non periodic Toda lattice. For lack
of the spectrum parameters, the level set cannot be associated with algebraic curve in the case of non periodic Toda
lattice. But they accomplished the compactification avoiding blowing up of Toda lattice. They use Painlevé analysis
near the singular point and Bruhat decomposition of the flag variety. In this paper we consider the space of semisimple
elements of sl(n,C), A, at first. The space of wave operators of Toda lattice (N−: unipotent lower triangular group)
is parameterized by A through the Gauss decomposition W∞(X)−1W0(X) = eX , W∞(X) ∈ N−. In this paper the
Painlevé divisor is defined as the set of X ∈ A where eX has no longer exists in the big cell of the flag variety. In
this paper we prepare rather broad space to deal with blowing up of the Toda lattice. We use U¯φ , a certain completion
of N− instead of N−. When X hits the Painlevé divisor, W∞(X) goes to ∞. We add projective space P(Cn(n−1)/2)
to the point at infinity of U¯φ . This is application of the monoidal transformation which is often used for resolution
of singularities in the algebraic geometry. Then the wave operators corresponding to points of Painlevé divisor are
represented by sectors in the projective space. The resulting compact variety (we denote S¯) is the space where the
Toda flows and theirs blowing up are described. One of the virtue of this method is that the Painlevé divisor is given
explicitly as the analytic variety. Especially the Painlevé divisor is given as the analytic variety in Cn−1 in the case
of the Toda lattice. Thus we can predict when the blowing up will occur (see Example I in Section 5) and answer the
question as follows “If time is restricted to real, does blowing up would occur?” (see Example II in Section 5).
2. The monoidal transformation by Painlevé divisor and bundle of τ functions
The space of the semisimple elements. We fix the notations. Let g be sl(n,C), b+ ⊂ g be the Borel subalgebra of
upper triangular matrices, n+ ⊂ b+ be the nilpotent subalgebra, b− and n− be the opposite of b+ and n+ respectively
and h be the Cartan subalgebra. Let G,B+,B−,N+,N− and H be the Lie groups corresponding to g,b+,b−,n+,n−
and h respectively. Let A be the subset of semisimple elements of g, that is, A is the subset of the diagonalizable
elements. We know that A is open dense in g∼= Cn2−1.
Proposition 1. The space A is homeomorphic to P(Cn)⊗ Cn × Cn−1.
Proof. Since A is the set of semisimple elements. Then X, an element of A, is diagonalizable as follows:
X = Ξ diag(λ1, . . . , λn)Ξ−1,
where
∑n
i=1 λi = 0. Put Ξ = (ξ1, . . . , ξn). Then each column vector is the eigen vector of X, that is, Xξi = λi ξi . Thus
we can regard that each column vector of Ξ is the element of P(Cn). Then we see that A is homeomorphic to a space
P(Cn)⊗ Cn × Cn−1. 
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vector variables and (λ1, . . . , λn) as eigenvalue variables. Note that eigenvalue variables are not independent, that is,
λ1 + · · · + λn = 0.
The σ -corrected Gauss decomposition. For X ∈ A, put eX = (ϕi,j (X)). Since
eX = exp(ΞλΞ−1)= Ξ diag(eλ1, . . . , eλn)Ξ−1,
where λ = diag(λ1, . . . , λn), we see that each ϕi,j (X) is a meromorphic function of (ξμ,ν,1  μ,ν  n, eλη ,
1 η n). Let us consider the Gauss decomposition:
W∞(X)−1W0(X) = eX, (1)
where W∞(X) ∈ N− and W0(X) ∈ B+. From (1), we have equations:
(
wi,1(X), . . . ,wi,i−1(X)
)⎛⎝ ϕ1,1(X) · · · ϕ1,i−1(X)... · · · ...
ϕi−1,1(X) · · · ϕi−1,i−1(X)
⎞
⎠= −(ϕi,1(X), . . . , ϕi,i−1(X)),
i = 2, . . . , n, (2)
where we put W∞(X) = (wi,j (X))1i,jn. We can solve (2) in formal,
wi,j (X) = −τi,j (X)/τi(X), j = 1, . . . , i − 1, (3)
where
τi(X) =
∣∣∣∣∣∣
ϕ1,1(X) . . . ϕ1,i−1(X)
... . . .
...
ϕi−1,1(X) . . . ϕi−1,i−1(X)
∣∣∣∣∣∣ ,
and
τi,j (X) =
∣∣∣∣∣∣∣∣∣∣∣
ϕ1,1(X) . . . ϕ1,i−1(X)
... . . .
...
ϕi,1(X) . . . ϕi,i−1(X)
... . . .
...
ϕi−1,1(X) . . . ϕi−1,i−1(X)
∣∣∣∣∣∣∣∣∣∣∣
,
where the row of τi,j (X) where (ϕi,1(X), . . . , ϕi,i−1(X)) appears is j th row. We define the Painlevé divisor as follows:
Θ := {X ∈ A ∣∣ τ2(X) · · · τn(X) = 0}.
If X belongs to Θ , there exists i such that τi(X) = 0. In this case, the expression of (3) has no sense. But there exits
possibility that (2) has solution with some parameters and the Gauss decomposition would be accomplished. However
there are no such cases.
Proposition 2. Suppose X belongs to Θ , the Gauss decomposition (1) is impossible.
Proof. Since X ∈ Θ , there exists i such that τi(X) = 0. Take maximal i satisfying τi(X) = 0. If i = n, we can take
τn+1(X) = det eX = 0, then we can assume τi+1(X) = 0. Suppose that (2) has solution, then we see that
rank
⎛
⎝ϕ1,1(X) . . . ϕ1,i−1(X)... . . . ...
ϕi,1(X) . . . ϕi,i−1(X)
⎞
⎠< i − 1, (4)
for the following reason. Since τi(x) = 0, we see that
rank
⎛
⎝ ϕ1,1(X) . . . ϕ1,i−1(X)... . . . ...
ϕi−1,1(X) . . . ϕi−1,i−1(X)
⎞
⎠< i − 1.
If (2) has solution with some parameters, the rank of the matrix of (4) must be smaller than i − 1.
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rank
⎛
⎝ϕ1,1(X) . . . ϕ1,i (X)... . . . ...
ϕi,1(X) . . . ϕi,i(X)
⎞
⎠= i. (5)
The matrix of (5) is the one which only the column t (ϕ1,i (X), . . . , ϕi,i(X)) is attached to the matrix of (4). It is not
possible that the rank increases by two by attaching only one column. 
Let Sn be the nth symmetric group. For X ∈ Θ , we see that the Gauss decomposition (1) is not possible by the
proposition above. Then there exists σ ∈ Sn, σ = id such that
W∞(X)−1σW0(X) = eX. (6)
In another words eX mod B+ ∈ N−σB+/B+. In [7], we show that the decomposition (6) is equivalent to the decom-
position,
Wσ∞(X)−1Wσ0 (X) = σ−1eX, (7)
where Wσ∞(X) ∈ (N− ∩ σ−1N−σ) and Wσ0 (X) ∈ B+. We call the decomposition (7) as the σ -corrected Gauss de-
composition. Since σ−1eX = (ϕσ(i),j (X)), we see that τσi (X) = 0, for i = 2, . . . , n by Proposition 1, where
τσi (X) =
∣∣∣∣∣∣
ϕσ(1),1(X) . . . ϕσ(1),i−1(X)
... . . .
...
ϕσ(i−1),1(X) . . . ϕσ(i−1),i−1(X)
∣∣∣∣∣∣ .
Put
τσi,j (X) =
∣∣∣∣∣∣∣∣∣∣∣
ϕσ(1),1(X) . . . ϕσ(1),i−1(X)
... . . .
...
ϕσ(i),1(X) . . . ϕσ(i),i−1(X)
... . . .
...
ϕσ(i−1),1(X) . . . ϕσ(i−1),i−1(X)
∣∣∣∣∣∣∣∣∣∣∣
,
where the row which (ϕσ(i),1(X), . . . , ϕσ(i),i−1(X)) appears is the j th row. Since Wσ∞(X) ∈ N− ∩ σ−1N−σ , we have
τσi,j (X) = 0, where i and j satisfy i > j and σ(i) < σ(j).
3. Monoidal transformation and the bundle of τ functions
We denote τi(X) and τi,j (X) by τ idi (X) and τ
id
i,j (X) or τ
φ
i (X) and τ
φ
i,j (X) from now on. Put A′ = A − Θ .
We define the map Fφ : A′ → N− by Fφ(X) = W∞(X), where W∞(X) ∈ N− satisfies the Gauss decomposition
W∞(X)−1W0(X) = eX . Let ‖X‖ be the norm defined by max1i,jn |xi,j | for X = (xi,j ) ∈ Mat(n,C). We assume
that the topology defined by the norm ‖∗‖ are introduced into A′ and N− respectively. Suppose a sequence {Xn} ⊂ A′
satisfies that ‖Xn‖ → ∞ and Fφ(Xn) → W ∈ N−. We call that {Xn} Fφ-converges to W . Let us define the equiva-
lence relation in A′ such as {Xn} ∼ {Yn} ⇔ both {Xn} and {Yn} Fφ-converse to the same element of N−. Moreover
if ‖Xn‖ → ∞ and ‖Fφ(Xn)‖ → ∞, we call {Xn} Fφ-converges to ∞. We denote the equivalence class of {Xn}
by [{Xn}] := {{Yn} | {Xn} ∼ {Yn}}. We define the completion of A′, A¯′, by adding all these equivalence classes of
Fφ-convergence sequences to A′. We denote ImFφ by Uφ . We extend Fφ to A¯′ by continuity and denote its image
by U¯φ . We also define the map Ψσ : A → P(Cn(n−1)/2) for σ ∈ Sn by Ψσ (X) = [τσi,j (X)]1j<in. It is visible to
express as follows:
Ψσ (X) =
⎡
⎢⎢⎢⎣
τσ2,1(X) :
τσ3,1(X) : τσ3,2(X) :
...
. . .
σ σ
⎤
⎥⎥⎥⎦ .τn,1(X) : . . . : τn,n−1(X)
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 : Tau′ → U¯φ , where Tau′W = P(Cn(n−1)/2). Let us consider the map η : Tau → Tau′ such as η((X, ξ)) = (Fφ(X), ξ)
for X ∈ A¯′ and η((X, ξ)) = (∞, ξ) for X ∈ Θ . For σ ∈ Sn, the section sσ (X) ∈ Γ (A′ ∪ Θ,Tau) is defined by
sσ (X) = (X,Ψσ (X)). We define the subset −1σ (∞) ⊂ −1(∞) for σ ∈ Sn by:
−1σ (∞) :=
{(∞, [ξi,j ]1j<in) ∣∣ ξi,j = 0, i > j, σ (i) < σ(j)}.
We call −1σ (∞) as σ sector. We denote −1(∞) by Cell∞. Note that Cell∞ =
⊔
σ =id (−1σ (∞))int , where
(−1σ (∞))int is interior of −1σ (∞) with respect to the relative topology of P(Cn(n−1)/2), that is,(
−1σ (∞)
)int = −1σ (∞)− ⋃
τ>σ
{(∞, [ξi,j ]) ∣∣ ξi,j = 0 for i > j and τ(i) < τ(j)}.
Let us consider the disjoint union S = U¯φ unionsq Cell∞. We introduce the ordinary topology into U¯φ . We also introduce
the topology into Cell∞ as we mentioned above. Thus we can obtain the topology of S by defining W → A, where
W ∈ U¯φ and A ∈ Cell∞. Put X ∈ A¯′ −Θ and W(X) = Fφ(X). Suppose X → X0, X0 ∈ Θ . There exists unique σ ∈ Sn
such that eX0 satisfies σ -corrected Gauss decomposition. Then we see that η((X,Ψσ (X))) = (W(X),Ψσ (X)) goes to
(∞,Ψσ (X0)) ∈ −1σ (∞). Then on the occasion X → X0 ∈ Θ and eX0 satisfies σ -corrected Gauss decomposition,
we define that W(X) goes to (∞,Ψσ (X0)) ∈ −1σ (∞) ⊂ Cell∞. Since σ0 sector is {(∞, [0])}, we can identify σ0
sector with zero section of −1(∞), where σ0 is the longest element of Sn. We denote the resulting topological space
by S¯. Put Cellφ = U¯φ and Cellσ = (−1σ (∞))int, σ = id.
Theorem 1. The space S¯ is homeomorphic to the flag variety G/B+ and one has the cell decomposition:
S¯ =
⊔
σ∈Sn
Cellσ and Cellσ =
⊔
ησ
Cellη.
Proof. By definition of Cell∞ and the argument above, we see that S¯ = Cellφ unionsq Cell∞ as topological space. We see
that
Cellσ =
(
−1σ (∞)
)int = {(∞, [ξi,j ]) ∣∣ ξi,j = 0, for i > j, σ (i) < σ(j)}
−
⋃
τ>σ
{(∞, [ξi,j ]) ∣∣ ξi,j = 0 for i > j, τ (i) < τ(j)}.
But the set {(∞, [ξi,j ]) | ξi,j = 0, i > j, τ (i) < τ(j)} is nothing but −1τ (∞). Then we have:
Cellσ = Cellσ unionsq
⋃
τ>σ
−1τ (∞) = Cellσ
⊔
τ>σ
(
Cellτ
⊔
η>τ
−1η (∞)
)
= · · · .
Since −1σ0 (∞)int = −1σ0 (∞) = {(∞, [0])} and σ0  σ for any σ ∈ Sn, we have Cellσ =
⊔
τσ Cellτ . This im-
plies that S¯ =⊔σ∈Sn Cellσ . By definition we see that each Cellσ is homeomorphic to Dn2−n−2(σ ), where Dk is
k-dimensional real open ball. The space S¯ has the same cell decomposition as the Bruhat decomposition of G/B+.
Then S¯ is homeomorphic to G/B+. 
The Bruhat decomposition G/B+ = ⊔σ∈Sn N−σB+/B+ is one of a cell decomposition of G/B+. The cell
decomposition S¯(∼= G/B+) =⊔σ∈Sn Cellσ is the equivalent cell decomposition which is available for description
of the poles of the Toda lattice.
4. Application to the Toda lattice
Let Λ be the shift matrix Λ =∑n−1i=1 Ei,i+1. Let Lax be the set of Jacobi elements of tri-diagonal matrices, that is,
Lax =
{
L = Λ+
n∑
biEi,i +
n−1∑
aiEi+1,i
∣∣∣ L ∈ A
}
.i=1 i=1
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let Σα be the subset of Lax such as
Σα := {L | L ∈ Lax, the eigenvalue variables are fixed to α}.
We call Σα as the level set of the Toda lattice. Kostant shows in [8] that L ∈ Lax can be decomposed uniquely
such as L = WΛm(λ)W−1, where W ∈ N− and Λm(λ) = Λ +∑n−1j=1 mj(λ)En,j , where mj(λ), j = 1, . . . , n − 1, are
polynomials of eigenvalue variables. Let Hessen be the space of the Hessenberg matrices:
Hessen :=
{
L = Λ+
∑
1jin
Li,jEi,j
}
.
For L0 ∈ Hessen, we define the map DressL0 : U¯φ → Hessen by DressL0(W) = WL0W−1.
Proposition 3. The map DressL0 : U¯φ → Hessen is injective.
Proof. It is sufficient to show the proposition for the affine part of U¯φ . Suppose DressL0(W1) = DressL0(W2). Then
we have W1L0W−11 = W2L0W−12 . Since L0 is decomposed such as L0 = W0Λm(λ)W−10 ,W0 ∈ N− uniquely, then we
have:
W1W0Λm(λ)W
−1
0 W
−1
1 = W2W0Λm(λ)W−10 W−12 .
By the uniqueness of the decomposition, we have W1W0 = W2W0. Then we have W1 = W2. 
From this proposition, we see that U¯φ is embedded into Hessen and DressL0(W) goes to infinity when W ∈
U¯φ goes to infinity. We consider the compactification of DressL0(U¯φ) for L0 ∈ Hessen. Consider the disjoint union
Hessen = DressL0(U¯φ) unionsq Cell∞. The ordinary topology is introduced into DressL0(U¯φ) and the topology mentioned
in the previous section is introduced into Cell∞. As X → X0 ∈ Θ , Fφ(X) goes to ∞ in U¯φ , then DressL0(Fφ(X))
goes to infinity. Hence we define the topology of Hessen such as DressL0(Fφ(X)) goes to (∞,Ψσ (X0)) ∈ Cell∞
when X → X0 ∈ Θ and eX0 satisfies σ corrected Gauss decomposition. Each point (∞,Ψσ (X)) ∈ Cell∞ corresponds
to the Hessenberg matrix L = Wσ(X)L0Wσ(X)−1, Wσ (X) ∈ N− ∩ σ−1N−σ . For L ∈ Σα , put X(t) = t1L + · · · +
tn−1Ln−1. Suppose X(t) ∈ A′. Put L(t) := DressL(Fφ(X(t))) = W(t)LW(t)−1, where we denote Fφ(X(t)) by W(t).
This correspondence L → L(t) is nothing but the correspondence between initial value and solution of the Toda lattice.
Thus we see that L(t) is Jacobi element and belongs to the level set Σα [8,6]. But the dimension of the non-singular
orbit of L(t) is n − 1 and dimension of Σα is 2n − 1 − n = n − 1. Thus the non singular orbit of L(t) is Σα . Then
adding L(t), where X(t) ∈ Θ , to Σα makes the compactification of level set Σ¯α of Σα . In precisely we obtain the
following result.
Theorem 2. There exists compactification of Σα , Σ¯α , in which the Lax operators corresponding to the blowing up
points are exhibited.
Proof. Put Σ¯α = Σα unionsqCell∞. If X(t) → X0 ∈ Θ , L(t) = Fφ(X(t))Λm(α)Fφ(X(t))−1 goes to (∞,Ψσ (X0)) ∈ Cell∞
which corresponds to the Lax operator Wσ∞(X0)Λm(α)Wσ∞(X0)−1. 
Since L ∈ Σα is fixed as the initial value, the Painlevé divisor in this case is subvariety of Cn−1 = {(t1, . . . , tn−1)}.
Remark. We may only consider the sectors corresponding to balance [5] (see also [3]) in the case of Toda lattice.
5. Examples
I. We consider the case of G = SL(3,C). In this example we consider the case of full Kostant–Toda lattice whose Lax
operator is not Jacobi element but Hessenberg matrix [4,9]. Put α = (1,2,−3). Then we see that
L0 =
( 0 1 0
0 0 1
)
,−6 7 0
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etL0 = 1
20
( 30et − 12e2t + 2e−3t −5et + 8e2t − 3e−3t −5et + 4e2t + e−3t
30et − 24e2t − 6e−3t −5et + 16e2t + 9e−3t −5et + 8e2t − 3e−3t
30et − 48e2t + 18e−3t −5et + 32e2t − 27e−3t −5et + 16e2t + 9e−3t
)
.
Then we have:
τ
φ
1 (tL0) = 30et − 12e2t + 2e−3t , τ φ2 (tL0) = 180e3t − 100e−t + 320e−2t .
Let us solve the following equation (a) 6x5 − 15x4 − 1 = 0 or (b) 9x5 − 5x + 16 = 0. Only (a) has positive root
x = 2.50424 . . . , The other roots of (a) and the roots of (b) are not positive. Since log(2.50424 . . .) = 0.981785 . . . ,
we see that W∞(t) of this example blows up at t = 0.981785 . . . . Put
σφ =
(
1 2 3
1 2 3
)
, σ1 =
(
1 2 3
2 1 3
)
, σ2 =
(
1 2 3
1 3 2
)
,
σ3 =
(
1 2 3
3 2 1
)
, σ4 =
(
1 2 3
3 1 2
)
, σ5 =
(
1 2 3
2 3 1
)
.
Then Fφ(tL0) goes to the one of the following points of Cell∞ (i)–(v) as t → 0.981785 . . .
(i) σ1 sector (
∞,
[
0 :
τ
σ1
3,1(X0) : τσ13,2(X0)
])
,
(ii) σ2 sector (
∞
[
τ
σ2
2,1(X0) :
τ
σ2
3,1(X0) : 0
])
,
(iii) σ3 sector (zero section) (
∞,
[
0 :
0 : 0
])
,
(iv) σ4 sector (
∞,
[
τ
σ4
2,1(X0) :
0 : 0
])
,
(v) σ5 sector (
∞,
[
0 :
0 : τσ53,2(X0)
])
,
where X0 = t0L0, t0 = 0.981785 . . . .
II. Let L0 be the 2 × 2 Lax operator
L0 =
(
b 1
a −b
)
, a > 0, b ∈ R.
The Lax equation L˙(t) = [L(t)+,L(t)] induces the equation,
q¨(t) = e−2q(t). (8)
The eigenvalue variable of L0 is written by ±
√
a + b2. Fix α = √a + b2, and consider Σα . Put
Ξ =
(
1 1
α − b −α − b
)
.
Then the components of Ξ become the eigenvector variables. Then we have:
etL0 = −1
(−2α cosh tα − 2b sinh tα −2 sinh tα
−2a sinh tα −2α cosh tα + 2b sinh tα
)
.2α
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Since τφ2 (tL0) = −2α cosh tα − 2b sinh tα, we see that the Painlevé divisor is:
Θ = {t ∈ C | tanh tα = −α/b}.
If t ∈ Θ , we have:
t = 1
2α
log
b − α
b + α . (9)
Note that b − α = b − √b2 + a and a > 0, we see that t /∈ R. From this, we see that Eq. (8) is stable within finite real
time. Let us extend t to C. Thus we can write:
Θ =
{
t ∈ C
∣∣∣ t = 1
α
{
log
∣∣√(α − b)/(b + α)∣∣+ i(π/2 + nπ)}, n ∈ Z}.
Put
W∞ =
(
1 0
w 1
)
,
and consider the Gauss decomposition W−1∞ W0 = etL0 . We have:
w = −a sinh tα
α cosh tα + b sinh tα . (10)
In this case τσ2 (tL0) = τφ2,1(tL0) = a sinh tα, where σ ∈ S2 is
( 0 1
1 0
)
. Then we have {t | τφ2,1(tL0) = 0} = {t = nαπi |
n ∈ Z}. Let us plot the points of Θ and points of {τφ2,1(tL0) = 0} in t-plane. For t ∈ Θ , we regard b as parameter.
Since α = √b2 + a and a > 0, we have b2 − α2 < 0 and −α < b < α. Since limb→α−0 log |
√
α−b
α+b | = −∞ and
limb→α+0 log |
√
α−b
α+b | = +∞, the permitted place where the points of Θ exist are drawn by bold line in Fig. 1.
t = x + i
α
(π/2 + nπ), x ∈ R, n ∈ Z. On the other hand points of {τφ2,1(tL0) = 0} = {t = inπα , n ∈ Z} are dotted on the
pure imaginary axis of t-plane. Note that this figure demonstrate that Θ ∩ {τφ2,1(tL0) = 0} = φ (recall Proposition 1).
Since σ is the longest elements of S2, then σ sector is the zero section of −1(∞). We see that Cell∞ is one
point {∞} in this case. Hence we see that Σ¯α is Riemann sphere. In general the map Cn−1 − Θ → Σα , t → L(t)
is homeomorphism. Thus the compactification of Cn−1 − Θ brings us the compactification of Σα . We consider the
compactification of C−Θ in this example. Note that τφ2 (tL0) and τφ2,1(tL0) have period 2πi/α. Thus we may consider
the t-cylinder. We bond two lines of Painlevé divisor {x − iπ | x ∈ R} and {x + iπ | x ∈ R}. Remove Painlevé divisor2α 2α
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from t cylinder. Then we obtain a infinite long cylinder with slit Fig. 2. From (10), we have w = −a/(b + α coth tα).
Put u = Re t and v = Im t , −π/2α < v < π/2α. Since
w = −a
b + α eiαveαu+e−iαve−αu
eiαveαu−e−iαve−αu
, (11)
we have w → −a/(b + α) (u → +∞) and w → −a/(b − α) (u → −∞). Then we see that the values on the both
infinite ends of t cylinder do not depend on Im t . Thus we can shrink each infinite end of the cylinder, we obtain the
sphere with slit which corresponds A¯′ (left-hand side of Fig. 3). By contraction the slit to the one point (right-hand
side of Fig. 3), we obtain sphere with a hole. Add one point (corresponding to the zero section of Cell∞) to this hole
we obtain P(C).
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