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AbstractIn the pursuit of improved energy efciency, older
and new buildings are being tted with Building Energy Man-
agement System (BEMS). BEMS can be used to extract valuable
building data that can be further analysed to discover problems
related to user comfort, building maintenance and energy wastage
in buildings. The main focus of this paper is to demonstrate and
effective method to remotely analyse and categorise the different
Heating, Ventilation and Air-Conditioning (HVAC) Terminal
Unit (TU) behaviours using BEMS data. Using a data-driven,
unsupervised learning strategy to identify anomalous behaviours
enabling notications to the building manager regarding faulty
TUs can go a long way in providing energy savings and improving
building performance.
A novel feature extraction method based on event discovery
from TU data is proposed and applied to multidimensional
data streams retrieved from a building based in the city of
London. Further, X-means clustering has been performed over
the extracted features to group the different TU behaviours.
The clustering results, validated through established statistical
methods, successfully yield several distinct TU behaviour patterns
in addition to the outliers. The clustering behaviour has been
further veried across daily and weekly TUs.
Index TermsHeating, Ventilation and Air-Conditioning
(HVAC), Building Energy Management System (BEMS), Termi-
nal Unit (TU), Feature Extraction, X-means Clustering, Fault
Detection and Diagnosis (FDD).
I. INTRODUCTION
Buildings are becoming more and more complex energy
consuming systems consisting of several elements for exam-
ple: HVAC, lighting, effort and control systems etc. Moni-
toring a building’s energy consumption and concern over our
environment has been the focus in recent years. Equipment
failure and performance degradation of HVAC systems in
commercial buildings often goes unnoticed until it negatively
impacts occupant comfort, triggers an equipment-level alarm,
reduces equipment lifespan or results in excessive energy
consumption. Therefore buildings are installed with BEMS
to pre-empt or promptly react to such issues via a dedicated
staff member. BEMS has been defined as an IT-based solu-
tion proposed to extend the capabilities of sensing, control,
and automation hardware to direct automated and/or manual
improvements and system operations utilizing the data from
multiple data streams.
The presented work focuses specifically on analysing the
real BEMS data to discover anomalies that potentially lead to
high-energy consumption and poor performance in buildings.
Existing building stock is specifically being retrofitted with
BEMS and it is challenging to study the large amount of
data being generated rapidly by different plant components.
Therefore, dedicated research investigation is being carried out
to analyse data retrieved from BEMS systems using big data
and machine learning approaches.
The main focus of the presented research is on the Fault
Detection and Diagnosis (FDD) of specific HVAC subcom-
ponents known as TU. The primary goal of this research is
to develop novel approaches based on statistical techniques
and machine learning to understand different TU behaviours
and identify faulty TUs. The algorithms employ a data driven
approach harnessing the hidden information buried in the
vast amount of historical building data. One of the expected
outcomes of this research is to detect and/or predict faults
remotely and provide real time basis for maintaining building’s
occupant comfort. This is done through automatic notifications
generation on faulty behaviour of TUs, which will then in turn
help building managers take appropriate corrective measures.
Terminal Unit, a specific subcomponent of HVAC system
found in residential, commercial, and industrial buildings, is
the research focus as it is responsible for the final delivery
of comfort inside built environments. A TU is a common
and simple device consisting of a heating and/or cooling heat
exchanger or ’coil’ and fan. It is generally ceiling-mounted
and usually controlled by local thermostats. They may either
primarily recirculate internal air, or can introduce proportion of
’fresh’ air with the re-circulated air. Usually inside buildings,
there is a central chiller plant that distributes cold water to
all the cooling coils, and a central boiler that pumps out
hot water to all the heating coils. The fan is operational at
all the times. When the environment becomes too warm, the
thermostat senses and signals the chilled water valve, and cold
water is subsequently passed through the coil, thus extracting
the heat from the air being blown by the fan. If it gets too
cold depending on the local set point, the heating coil begins
working in the same way. Fig. 1 shows the schematic of a TU.
Poorly controlled or faulty TUs such as, fan coil units can be
responsible for significant energy wastage and user discomfort.
For example, a faulty fan coil unit can signal a false heating de-
mand to the boiler, causing the boiler and ancillary equipment
to activate and begin distributing hot water, leading to energy
FAN
FS
TFI
L
T
E
R
Cooling
Valve
Heating
Valve
Fan
Speed
Thermostat
temperature
sensor
Outside
Air
Desired
Air
Cooling
Coil
Heating
Coil
Fig. 1: TU schematic diagram
wastage and user discomfort. There are a multitude of issues
that can lead to faulty TU behaviour and need expert building
engineer knowledge to identify each one of these issues. The
manual TU data investigation can be extremely tedious and
impossible with the ever-increasing amount of building data.
Hence this process needs to be automated using data mining
and machine learning approaches.
A. Background
FDD in HVAC systems has evolved tremendously and addi-
tionally, significant development has been made in terms of
data mining techniques. Active research and exploration in
this area began in the 1980s [1], [2], but from the onset,
there have been practical limitations such as scalability and
complexity issues related to HVAC systems that have made
FDD extremely challenging. Based on our literature survey,
the FDD techniques have been classified into three categories:
model based, rule based and data-driven based approaches.
The data generated from plants and industries is considered
in model based approachs. Shaw et.al. [3] further evolved a
modified physical model to reduce the computational cost.
In [4], [5], the model proposed by Shaw et al. has been
augmented to include real time HVAC application.
Rule-based or Knowledge-based perspective for FDD in
HVAC systems is applicable when there is insufficient data
available for building the mathematical models. This type of
method is applicable for large scale, complex HVAC system,
and requires a large amount of expert knowledge of the faults
of such systems [6]. Expert knowledge of a system can be
implemented using some rules and can generally be divided
into three types: (a) system with partial knowledge by fram-
ing IF-THEN rules, (b) system with deep-expert knowledge
involving functional reasoning, and (c) system with machine
learning capabilities. There are three different techniques:
casual analysis, pattern classification, and expert systems that
have been already developed for Air Handling Unit (AHU).
Signed Directed Graph (SDG) has been proposed for ca-
sual analysis by employing the fault symptoms without first
principles [7]. Schein et. al., [8] developed a FDD system
for operational control with partial or limited knowledge by
setting up IF-THEN rules for an AHU. Schein and Bush
by [9] expanded the concept by proposing hierarchical rules
for FDD. Yet, expert knowledge based techniques are limited
when real data is unavailable. Pattern classification based
algorithms can be used to build the non-linear correlations
between data patterns and fault classes in the absence of clear
model structures. Some popular pattern classification based
methods are Bayes Classifier [10], Artificial Neural Networks
(ANN) [11], Support Vector Machine (SVM) Classifier [12],
Fuzzy Logic [13].
Data-driven based techniques build relationships between
data patterns and fault classes for a system [14]. These
approaches extract the key data components and transform the
dimension of the entire data. Then, these key components are
used instead of the whole dataset for FDD. This approach is
fit for modern HVAC systems being used in huge commercial
buildings. There are two types of categories for this approach:
Signal based FDD and Multi Variable Statistics (MVS) based
FDD. Some existing signal based procedures are wavelet trans-
formation and short-time Fourier analysis [15]. A combined
method using wavelet transformation and PCA is proposed to
diagnose faults for AHU system in [16]. It detects faults in
large systems using dimensionality reduction technique that
maps the data to a lower dimensional space.
All of these above stated approaches are limited to particular
fault categories (e.g. fan failure, valve stuck) or fixed data.
However, in the recent times due to the installation of a huge
number of sensors, there is a growing amount of data that
needs to be stored and processed. The BEMs are trying to
solve this problem and in that context, the BEMS data analysis
is fairly novel. The data gathered from the terminal units inside
building amass a wealth of key hidden information related to
building behaviour and in fact, the characterisation of the TU
behavioural patterns using real BEMS data has not been given
much attention in the current research, which is indeed the
focus of this current work.
The outline of the remaining paper is as follows. Section
2 focuses on the proposed methodology and provides details
about the feature extraction technique proposed as a part of
this work. Section 3 gives the experimental result analysis and
discussion of the different TU behaviour patterns obtained as
a result of the clustering. Section 4 concludes the paper and
provides the future research directions of this work.
II. PROPOSED METHODOLOGY
A novel feature extraction technique is proposed and exper-
imentally evaluated in this paper in order to project the high
dimensional TU data into a lower dimensional space followed
by an unsupervised learning algorithm to characterize different
TU behaviours. Fig. 2 shows the different steps involved as a
part of this work: raw data gathering from buildings, data pre-
processing, feature extraction, feature clustering and a detailed
behaviour analysis to produce final insights on TU behaviours.
The following subsections describe each of these steps on
more details.
A. TU Data Selection and Pre-processing
The present case study is based on a building located in the
city of London. The building has 17 floors and 731 terminal
Fig. 2: Steps involved in proposed methodology
units spread across the different floors. The data collected from
a terminal unit is shown in Fig. 3 and various data streams
that are examined for a single terminal unit are as follows:
• Control temperature [◦C] (reported space temperature),
frequently measured by each terminal unit or in some
cases a zone space temperature is used.
• Set point temperature and deadband [◦C].
• Heating and cooling (power/effort) valve or damper ac-
tuator control and feedback signals.
• Enabled signal to indicate the hours of operation.
For a TU, each datum is sampled at a 30-minute time
interval have been extracted from the BEMS data and used
for further investigation.
Data pre-processing plays a vital role in selecting the
appropriate data from the raw data. The pre-processing helps
deal with problems like different sampling rate, missing values
etc. Therefore, the TUs with the missing data are filtered out
in the analysis phase and linear interpolation has been used
to resample data at every 10-minute time interval. For further
analysis, the proposed feature extraction has been implemented
using the multiple data streams.
B. Feature Extraction Using TU Data
The novel feature extraction method generates events (E)
which is divided into three different stages as described in the
following subsections:
1) Event Discovery
2) Event Area Calculation
3) Event Aggregation
1) Event Discovery: In the event discovery stage, the events
are marked using pre-processed temperature and effort data
streams. On a given day, when the heating and cooling units
inside a building are enabled during the operational hours, the
temperature starts changing depending upon the environmental
demand. Now depending on the temperature variations, the
data stream is sliced into different time periods and used to
designate different events. Whenever the temperature values
change with respect to the set point value, an event is consid-
ered to happen.
Four different types of events are identified in this event
characterization stage as shown in the Fig. 3.
• Event Start (ES) is assumed to occur when BMS starts
on a given day (enabled signal gets switched on) and the
time instant when the temperature starts to change.
• Due to the process variable delay during the dead time,
the temperature starts to respond only after a certain delay
from the previous point when the BMS start happens and
this event is termed as Response Delay (RD).
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Fig. 3: Event discovery process for daily TU data
• When the temperature reaches to the desired set point,
it is assumed as Goal Achieved (GA). GA can be con-
sidered as the time instant when the control temperature
reaches the steady-state, or final value.
• The temperature may either continue to be within the
dead band till it exceeds the dead band, and then it is
assumed to be an Event End (EE).
2) Event Area Calculation: Once the appropriate heating
and cooling events have been discovered, next the approximate
area under the curve for each event needs to be calculated.
Depending on the event type, whether it is a heating (H) or a
cooling (C) event, the area calculations respectively for both
the temperature and effort curves are carried out. So, in effect,
six areas (three from temperature and three from effort curve)
are calculated for each heating event and similarly, six areas
are calculated for each cooling event. Finally, twelve different
areas are derived using the daily data for every TU. Eq. (1)
shows the area (AE) computation under the curve f(x) at
every time interval ∆x.
AE =
n∑
i=0
f(xi)∆x (1)
For a heating event, the calculated areas for temperature
(T ) are denoted by AH1 − AH3 and the areas for effort (P )
are denoted by AH4 −AH6 . Similarly for a cooling event, the
calculated areas for temperature (T ) are denoted by AC1−AC3
and the areas for effort (P ) are denoted by AC4 −AC6 . Once
these areas have been computed, they are normalized to get
the features as FH1 − FH6 and FC1 − FC6 as represented by
(2) - (5).
Eq. (2) and (3) show the area calculations for a heating
event.
FH1 =
AH1
TH1
, FH2 =
AH2
TH1
, FH3 =
AH3
TH2
where, TH1 = max(AH1 + AH2)
and, TH2 = max(AH3)
(2)
FH4 =
AH4
PH1
, FH5 =
AH5
PH1
, FH6 =
AH6
PH2
where, PH1 = max(AH4 + AH5)
and, PH2 = max(AH6)
(3)
Eq. (4) and (5) show the area calculations for a cooling
event.
FC1 =
AC1
TC1
, FC2 =
AC2
TC1
, FC3 =
AC3
TC2
where, TC1 = max(AC1 + AC2)
and, TC2 = max(AC3)
(4)
FC4 =
AC4
PC1
, FC5 =
AC5
PC1
, FC6 =
AC6
PC2
where, PC1 = max(AC4 + AC5)
and, PC2 = max(AC6)
(5)
3) Event Aggregation: Event Aggregation is the next step
in the feature extraction process since multiple heating and
cooling events can occur during the duration of a single day.
Therefore, all the events of a given type need to be aggregated
to represent the averaged values.
The final aggregated features can be represented using
equations where, k denotes the event number and n denotes
total no of occurrences for event of each type. Thus, the
daily data for a TU can be represented using twelve features
representing both the heating and cooling events as shown in
(6) and (7).
FHk =
1
n
n∑
i=1
(FHki ) (6)
FCk =
1
n
n∑
i=1
(FCki ) (7)
C. X-means Clustering
Clustering is carried out on the twelve extracted features of
the TU daily data. This is performed in order to discover a set
of TU behaviours into meaningful groups that are similar to
each other. This unsupervised technique is applied since there
is very limited knowledge about the datasets.
Here, an extended K-Means (X-means) [17] is used to
avoid the constraint of conventional K-means clustering,
which tries to automatically determine the number of clusters
based on Bayesian Information Criterion (BIC) scores. X-
means consists of the following two operations repeated until
completion:
1) Improve-params - This step consists of running the con-
ventional K-means to convergence. The average square
distance is used as a similarity measure to determine
cluster membership at each iteration of the K-Means.
2) Improve-structure - This step consists of picking one
centroid and producing a new centroid nearby, run K-
means to completion and see if the resulting model
scores better. If it does, new centroid is accepted, else
the previous structure is retained. X-means makes local
decisions about which subset of the current centroids
should split themselves in order to provide a better
fitting of the data. The splitting decision is determined
by computing the BIC criterion.
3) If K > Kmax stop and report the best scoring model
found during the search, else goto 1.
D. Internal Evaluation of Clustering
To assess an unsupervised learning technique where the
external benchmarks or known class labels are not present,
the use of internal validation criteria is appropriate. The
internal criteria are built using statistical methods to evaluate
the effectiveness of a clustering algorithm. This evaluation
measures the degree of intra-cluster cohesion and inter-cluster
separation. Here, Silhouette (SI) criterion has been used for the
evaluation of the clustering technique. The silhouette indexing
is measured by the similarity of each point with other points
in its own cluster, when compared to points in other clusters.
The silhouette value is defined in (8). Here ai is the average
dissimilarity of a data point i with all other data points within
the same cluster, and bi is the lowest average dissimilarity of
i to any other cluster, of which i is not a member.
SI =
1
nk
∑
i∈k
bi − ai
max(ai, bi)
(8)
The silhouette value ranges from -1 to +1. A high value
indicates that i is well-matched to its own cluster. The clus-
tering solution is considered appropriate if most points have a
high silhouette value [18].
III. RESULTS
The results as obtained after performing the proposed fea-
ture extraction and X-means clustering on the pre-processed
TU data are presented. Given that the main motive of this
research is to identify the significant TU patterns and the faulty
TUs so that appropriate action can be taken and subsequently
maintenance of the essential building services can be carried
out, an explanation of the TU behaviour patterns and outlier
analysis both are given in details in the subsections below.
A. Experimental Data
The experiments have been conducted on daily and weekly
selected data for the month of July, 2015 for all the HVAC TUs
locatd inside the building chosen in the city of London. The
day analysis has been performed on 17th July 2015 TUs while
the weekly analysis has been performed from 17th July to
23rd July for 5 days since weekends have been excluded from
the analysis shown in Table I. Operating TUs represent the
TUs after data pre-processing and filtering TUs with missing
data.
No of Days Total no of TUs Operating TUs Description
1 Day 731 723 17th July, 2015
1 Week 3655 3615 17th-23rd July, 2015
TABLE I: Experimental data details
B. Cluster Analysis
In this section, the clustering results obtained after perform-
ing X-means clustering algorithm are presented. Based on BIC
for the best model selection, the number of clusters were varied
from 2 to 10 and 6 has been obtained as the number of optimal
clusters to describe the different TU behaviours. Each cluster
captures discrete TU behaviour depending on the extracted
feature data.
Fig. 4: Cluster wise feature distribution for daily TU analysis
Fig. 4 shows cluster wise distribution of the twelve features
with respect to both temperature and corresponding effort for
the daily TU data. Each radar graph represents an individual
cluster and each of its axes represents a separate feature.
Each graph represents a particular TU behaviour based on the
variations of the extracted features. The six cooling features
(FC1−FC6) and six heating features (FH1−FH6) are plotted
in blue and in pink colour respectively.
It can be observed that cluster 2, 4 and 5 shows cooling,
cluster 3 shows heating and clusters 0 and 1 shows both
heating and cooling trend. It is to be further noted that more
area under RD to EE area is acceptable than the area under
ES-RD because this implies that TU achieves the set point
(goal) and spends more time within the dead band. When the
area under ES-RD is more, it denotes that the temperature is
not within the dead band or takes a long time to reach the set
point.
For example: cluster C1 captures the TU behaviour where
the areas are mostly in GA-EE state and the TU makes
adequate effort to achieve the set point and therefore has more
area under ES-RD for the effort curve. This behaviour pattern
is indicative of well behaving cooling TU patterns. This good
behaviour holds for cluster C0 as well given that most of
them too achieve the goal, given that there is more area under
RD-GA and they have more area under ES-RD for the effort
curve. Whereas in case of cluster C3, the area under RD-GA
is more which indicates higher heating effort are required,
though the goal is achieved, hence indicating good behaviour.
Cluster C5 is similar to cluster C3 in terms of more areas
under the RD-GA, but captures the cooling TU behaviour and
also the associated effort levels are higher. Cluster C2 is good
with respect to temperature behaviour because of more area
under GA-EE and more area under the ES-RD for the effort
curve, it implies that the TU exerts initial effort to achieve the
goal. In case of cluster C4, more time is spent in the ES-RD
state that indicates that the TUs take longer to reach the set
point and hence struggle to achieve the goal. Thus, it is seen
that based on the cluster analysis, distinct TU patterns can be
captured and distinguished from one another.
The above experiment is further conducted on weekly TU
data to capture the behaviour patterns. Table II shows the
summary of the clustering behaviour across the different
experiments with both daily and weekly selected TUs. It has
been observed that the clustering yields similar TU behaviour
patterns across these experiments too.
Day Week
Cluster No No of TU Cluster No No of TU
0 41 0 218
1 481 2 2142
2 60 5 359
3 58 1 254
4 42 3 259
5 41 4 383
TABLE II: Number of TUs per cluster and mapping of cluster
behaviours for both daily and weekly TU analysis
C. Cluster Validation
In order to validate the clustering results, internal cluster
evaluation criteria has been used since the method is com-
pletely unsupervised and there is no prior label information
available for the data. SI has been used to validate the clus-
tering results. Fig. 5 shows the summarized cluster validation
results across daily and weekly selected TUs. A high SI index
value indicates good clustering. It can thus be seen that the
clustering results are appropriate since highest index values
are achieved at the number of selected clusters i.e. 6.
D. Outlier Analysis
The purpose of outlier analysis is to detect the faulty TUs
from the well behaving TUs within each cluster. Therefore,
based on the intra cluster distance measurements obtained
from the clustering analysis, it has been experimentally tested
that when the distance value of a data point from the
centre of a cluster is greater than a particular threshold
(2× standarddeviation+mean), it is considered as a faulty
TU.
This experiment has been done for daily and weekly,
selected TU’s, though the results are presented only for the
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Fig. 5: Cluster validation using SI
day TU data. Fig. 6 shows the data plots for different clusters,
where the blue dots represent the normal behaving TUs,
whereas the red ones depict the outliers for a particular
cluster. These outliers have been further verified with the help
of expert building engineers as fault occurrences across the
HVAC TU’s.
Fig. 6: Outlier Analysis for different clusters
IV. CONCLUSIONS
In this paper, a novel feature extraction technique has been
proposed to generate twelve features from a huge amount of
TU data. These features provide a good approximation for
the HVAC TU data. Further on application of unsupervised
learning technique, a number of different cluster patterns have
been identified that help in the identification of different TU
behaviours and can be used to further identify the faulty and
abnormal TU’s. Currently the work is limited to a particular
type of TU’s (Fan coil units); but it is going to be extended to
study different types of terminal units like VAVs and chilled
beams etc. Additionally based on the obtained clustering
behaviours, categorical label assignment is going to be done
to build an automated TU classification system.
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