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Abstract
This paper studies the light-tailed asymptotics of the stationary tail probability vectors of
a Markov chain of M/G/1 type. Almost all related studies have focused on the typical
case, where the transition block matrices in the non-boundary levels have a dominant
impact on the decay rate of the stationary tail probability vectors and their decay is ape-
riodic. In this paper, we study not only the typical case but also atypical cases such
that the stationary tail probability vectors decay periodically and/or their decay rate is
determined by the tail distribution of jump sizes from the boundary level. We derive
light-tailed asymptotic formulae for the stationary tail probability vectors by locating the
dominant poles of the generating function of the sequence of those vectors. Further we
discuss the positivity of the dominant terms of the obtained asymptotic formulae.
Keywords: Light-tailed asymptotics; Markov chain of M/G/1 type; stationary tail probability
vector; generating function; dominant pole.
Mathematics Subject Classification: Primary 60K25; Secondary 60J10.
1 Introduction
This paper considers a Markov chain {(Xn, Sn); n = 0, 1, . . . } of M/G/1 type [20], where
Xn ∈ {0, 1, . . . } and
Sn ∈M0 , {1, 2, . . . ,M0}, if Xn = 0,
Sn ∈M , {1, 2, . . . ,M}, otherwise.
The sets of states {(0, j); j ∈ M0} and {(k, j); j ∈ M} (k = 1, 2, . . . ) are called level 0 and
level k, respectively. Arranging the states in lexicographical order, the transition probability
∗This is a revised version of the paper published in Stochastic Models vol. 26, no. 4, pp. 505–548, 2010.
In the revised version, some errors are corrected.
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matrix T of {(Xn, Sn); n = 0, 1, . . . } is given by
T =

lev. 0 1 2 3 · · ·
lev. 0 B(0) B(1) B(2) B(3) · · ·
1 C(0) A(1) A(2) A(3) · · ·
2 O A(0) A(1) A(2) · · ·
3 O O A(0) A(1) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
, (1)
where A(k) (k = 0, 1, . . . ) is an M × M matrix, B(0) is an M0 × M0 matrix, B(k) (k =
1, 2, . . . ) is an M0 ×M matrix, and C(0) is an M ×M0 matrix.
We define A and B as
A =
∞∑
k=0
A(k), B =
∞∑
k=1
B(k),
respectively. We assume that A is a stochastic matrix and B(0)e +Be = e, where e denotes
a column vector of ones with an appropriate dimension. Let pi denote a 1×M vector such that
piA = pi and pie = 1. Note here that if A is irreducible, pi is uniquely determined.
Throughout this paper, we make the following assumption.
Assumption 1.1
(a) T is irreducible.
(b) A is irreducible.
(c) ρ , piβA < 1, where βA =
∑∞
k=1 kA(k)e.
(d) βB ,
∑∞
k=1 kB(k)e is a finite vector.
Let x denote the stationary probability vector of T , i.e., xT = x and xe = 1. It is known
that under Assumption 1.1, {(Xn, Sn); n = 0, 1, . . . } is irreducible and positive recurrent (see
Proposition 3.1 in Chapter XI of [4]). Therefore if Assumption 1.1 holds, then x > 0, which is
uniquely determined. Let x(k) (k = 0, 1, . . . ) denote a subvector of x corresponding to level
k. We then have x = (x(0),x(1),x(2), . . . ) and
x(k) = x(0)B(k) +
k+1∑
l=1
x(l)A(k + 1− l), k = 1, 2, . . . . (2)
Further let x(k) =
∑∞
l=k+1 x(l) (k = 0, 1, . . . ), which is a positive vector. We call x(k)’s
stationary tail probability vectors of T hereafter.
In this paper, we study the light-tailed asymptotics of {x(k); k = 0, 1, . . . }. The following
is the definition of a light-tailed sequence of nonnegative matrices (including vectors).
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Definition 1.1 Let Y (k)’s (k = 0, 1, . . . ) denote nonnegative matrices with the same dimen-
sion, and let Y ∗(z) denote the generating function of {Y (k)} defined by the power series∑∞
k=0 z
kY (k), whose convergence radius is given by sup{y > 0;∑∞k=0 ykY (k) < ∞}. The
sequence {Y (k)} is said to be light-tailed if the convergence radius of Y ∗(z) is greater than
one.
Remark 1.1 Let Y (k) =
∑∞
l=k+1Y (l) for k = 0, 1, . . . , and let Y
∗
(z) denote the generating
function of {Y (k)} defined by ∑∞k=0 zkY (k). We then have
Y
∗
(z) =
Y ∗(1)− Y ∗(z)
1− z ,
which implies that {Y (k)} is light-tailed if and only if {Y (k)} is light-tailed.
Letx∗(z) andx∗(z) denote the generating functions of {x(k); k = 0, 1, . . . } and {x(k); k =
1, 2, . . . }, respectively. We then have
x∗(z) =
x∗(1)− x∗(z)
1− z . (3)
It also follows from (2) that
x∗(z)(I −A∗(z)/z) = (x(0)B∗(z)− x(1)A(0)), (4)
where A∗(z) and B∗(z) denote the generating functions of {A(k)} and {B(k)} defined by∑∞
k=0 z
kA(k) and
∑∞
k=1 z
kB(k), respectively.
Let rA and rB denote the convergence radii of A∗(z) and B∗(z), respectively. We then
make the second assumption.
Assumption 1.2 (a) rA > 1, and (b) rB > 1.
Proposition 1.1 below follows from Remark 1.1, Theorem 3.1 in [15] and Theorem 2 in
[16].
Proposition 1.1 Under Assumption 1.1, {x(k)} is light-tailed if and only if Assumption 1.2
holds.
For further discussion, we introduce the following definition.
Definition 1.2 For any finite square matrix X with (possibly) complex number elements, let
δ(X) denote a maximum-modulus eigenvalue ofX , whose argument arg δ(X) is nonnegative,
and whose real part Re δ(X) is not less than those of the other eigenvalues of maximum modu-
lus. Clearly, |δ(X)| is the spectral radius ofX . In addition, ifX is nonnegative and irreducible,
δ(X) > 0 is the Perron-Frobenius eigenvalue of X .
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We now make the third assumption, Assumption 1.3 below. Unless otherwise stated, As-
sumptions 1.1, 1.2 and 1.3 are valid throughout this paper. However we will not assume unnec-
essary conditions in each of the propositions, lemmas, theorems and corollaries presented in the
rest of this paper.
Assumption 1.3 There exists some finite θ such that 1 < θ < rA and θ = δ(A∗(θ)).
Remark 1.2 It is easy to see that δ(A∗(1)) = 1 and δ(A∗(es)) (s < log rA) is the Perron-
Frobenius eigenvalue of A∗(es). It is known [12] that δ(A∗(es)) is a non-decreasing convex
function of s (see also Proposition 7 in [9]). Further it follows from Lemma 2.3.3 in [20] that
under Assumption 1.1 (b), lims↑0(d/ds)δ(A∗(es)) = ρ. Therefore Assumption 1.1 (b), (c) and
Assumption 1.2 (a) are a necessary condition for Assumption 1.3, though they are not sufficient.
In fact, limy↑rA δ(A∗(y))/y ≤ 1 in some cases (such an example is given in Appendix E). A
sufficient condition for Assumption 1.3 can be found in Theorem 4.12 in [6], and see also
Section 3 in [9]. Finally, it should be noted that Assumption 1.3 requires
d
dy
δ(A∗(y))
∣∣∣∣
y=θ
− 1 > 0, (5)
which will be used to show that the prefactors of the asymptotic formulae presented in Section 3
are positive.
As is well known, the constant θ in Assumption 1.3 plays a role in the light-tailed asymptotic
analysis of {x(k)}. Several researchers have studied the light-tailed asymptotics of {x(k)}
under the assumption of θ < rB , where {x(k)} decays geometrically with rate 1/θ. Using the
Tauberian theorem, Abate et al. [1] presented a necessary condition for
lim
k→∞
θkx(k) = d, (6)
where d is some positive vector. Note here that (6) yields
lim
k→∞
θkx(k) = (θ − 1)−1d. (7)
Møller [19] studied the asymptotic formula (6) by considering the inter-visit times of level
zero, though his approach does not yield an explicit expression of d. Falkenberg [7] and
Gail et al. [10] obtained the asymptotic formula (6) by locating the dominant poles (i.e., the
maximum-order minimum-modulus poles; see Definition A.1.) of the generating function x∗(z)
of {x(k)}. However, Falkenberg’s sufficient condition for (6) includes a redundant condition
(see Remark 3.2).
Takine [26] presented geometric asymptotic formulae of the following form:
lim
n→∞
θnh+lx(nh + l) = dl, l = 0, 1, . . . , h− 1, (8)
where h is some positive integer and dl’s (l = 0, 1, . . . , h−1) are some positive vectors. Clearly
(8) includes (7) as a special case. For simplicity, the cases of h = 1 and h ≥ 2 are called the
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exactly geometric case and the periodically geometric case, respectively. Using the Markov
renewal approach, Takine [26] derived the expression of d for the exactly geometric case (i.e.,
h = 1) and that of dl (l = 0, 1, . . . , h − 1) for the periodically geometric case (i.e., h ≥ 2),
separately.
Li and Zhao [16] studied the light-tailed asymptotics of the stationary distribution of a
Markov chain of GI/G/1 type. Corollary 1 therein would imply that the periodically geometric
case is impossible, which is inconsistent with Lemma 3.1 in this paper. Therefore their results
are valid only under the condition that excludes the periodically geometric case.
In all the studies mentioned above, it is assumed that the phase space is finite. Meanwhile,
Miyazawa [17], Miyazawa and Zhao [18] and Li et al. [14] considered structured Markov chains
with infinitely many phases, excluding the periodically geometric case. Miyazawa [17] and
Miyazawa and Zhao [18] studied Markov chains of M/G/1 type and GI/G/1 type, respectively,
and they derived asymptotic formulae like (6). Li et al. [14] derived an exactly geometric
asymptotic formula for the stationary distribution of a quasi-birth-and-death (QBD) process and
applied the obtained results to a generalized join-the-shortest-queue model. The infiniteness of
the phase space causes some difficulties in asymptotic analysis of the stationary tail probability
vectors. That is a challenging problem, but it is beyond the scope of this paper.
This paper studies the light-tailed asymptotics of {x(k)} of a Markov chain of M/G/1 type,
not excluding the periodically geometric case. The complex analysis approach used in this paper
is basically the same as Falkenberg [7]’s approach, i.e., that is based on locating the dominant
poles of x∗(z). Indeed, the approach is classical, but it enables us to deal with the case of θ ≥ rB
as well as the exactly and periodically geometric cases under the condition θ < rB in a unified
manner. In addition, the complex analysis approach gives us a deeper insight into the period in
the light-tailed asymptotics of {x(k)}, compared with the Markov renewal approach [17, 26].
In this paper, we first present a simple and unified formula for both the exactly geometric and
periodically geometric cases, assuming θ < rB. We also show that h in (8) is closely related to
the period of a Markov additive process (MAdP) with kernel {A(k + 1); k = 0,±1,±2, . . . },
where A(k) = O for k ≤ −1. As for the case of θ ≥ rB, we derive light-tailed asymptotic
formulae for {x(k)} under some mild conditions. We can find no previous studies paying
special attention to the case of θ ≥ rB . As far as we know, only a few examples of this case
have been shown in Li and Zhao [16]. Therefore this paper is the first comprehensive report of
the light-tailed asymptotics in the case of θ ≥ rB .
The rest of this paper is organized as follows. In section 2, we provide some preliminaries
on {x(k)} and the period of a MAdP related to the Markov chain of M/G/1 type. In section 3,
we present light-tailed asymptotic formulae for three cases: θ < rB , θ > rB and θ = rB in
subsections 3.1, 3.2 and 3.3, respectively. Further in the appendix, we describe fundamental
results of the period of MAdPs, which play an important role in the asymptotic analysis of the
stationary distributions of structured Markov chains such as ones of M/G/1 type and GI/G/1
type.
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2 Preliminaries
Throughout this paper, we use the following conventions. Let Z = {0,±1,±2, . . . } and N =
{1, 2, . . . }. Let C denote the set of complex numbers. Let ω denote a complex number such that
|ω| = 1. Let ι denote the imaginary unite, i.e., ι = √−1. For any matrixX (resp. vector y), its
(i, j)th (resp. jth) element is denoted by [X]i,j (resp. [y]j). When a (possibly complex-valued)
function f and a nonnegative function g on [0,∞) satisfy |f(x)| ≤ Cg(x) for any sufficiently
large x, we write f(x) = O(g(x)). We also write f(x) = o(g(x)) if limx→∞ |f(x)|/g(x) = 0.
2.1 Some known results on the stationary tail probability vectors
Let G denote an M ×M matrix whose (i, j)th (i, j ∈ M) element represents Pr[Sa(k) = j |
X0 = k + 1, S0 = i] for any given k (k ∈ N), where a(k) = inf{n ∈ N;Xn = k}. It is clear
from the definition of G that
G =
∞∑
k=0
A(k)Gk. (9)
It is known [20] that G is the minimal nonnegative solution of X = ∑∞k=0A(k)Xk. If As-
sumption 1.1 (b) and (c) hold, G is stochastic (see Theorem 2.3.1 in [20]).
The following result is an extension of Theorem 7.2.1 in [13] to the Markov chain of M/G/1
type.
Proposition 2.1 If Assumption 1.1 (a) and (b) hold, then G is irreducible, or after some per-
mutations it takes a form such that
G =
(
G1 O
G•,1 G•
)
,
where G1 is irreducible and G• is strictly lower triangular.
Proof. See Appendix C.1. ✷
Remark 2.1 The proof of Proposition 2.1 does not require that G is stochastic. Thus Assump-
tion 1.1 (c) is not needed.
Let K denote an M0 ×M0 matrix whose (i, j)th (i, j ∈M0) element represents Pr[Sa(0) =
j | X0 = 0, S0 = i]. Matrix K is given by
K = B(0) +
∞∑
k=1
B(k)Gk−1
(
I −
∞∑
m=1
A(m)Gm−1
)−1
C(0),
and x(0) is given by
x(0) =
[
1 +
κ
1− ρ
{
βB +
(
B −
∞∑
k=1
B(k)Gk
)
[I −A+ epi]−1βA
}]−1
κ,
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where κ denotes the stationary probability vector ofK (see Theorem 3.1 in [22]). Further x(k)
(k = 1, 2, . . . ) is determined by Ramaswami’s [21] recursion:
x(k) =
(
x(0)U 0(k) +
k−1∑
j=1
x(j)U(k − j)
)
(I −U(0))−1, (10)
where U(k) (k = 0, 1, . . . ) and U 0(k) (k = 1, 2, . . . ) are given by
U(k) =
∞∑
m=k+1
A(m)Gm−k−1, U 0(k) =
∞∑
m=k
B(m)Gm−k, (11)
respectively. Note here that for any fixed k ∈ N,
[U(0)]i,j = Pr[Sa(k) = j,Xn ≥ k (n = 1, 2, . . . , a(k)) | X0 = k, S0 = i],
i, j ∈M,
and thus I −U(0) is nonsingular due to Assumption 1.1 (a).
We now define R(k) and R0(k) (k ∈ N) as
R(k) = U(k)(I −U(0))−1, R0(k) = U 0(k)(I −U(0))−1, (12)
respectively. For convenience, let R(0) = O. We then rewrite (10) as
x(k) = x(0)R0(k) +
k∑
j=1
x(j)R(k − j). (13)
Let R∗(z) and R∗0(z) denote the generating functions of {R(k)} and {R0(k)} defined by∑∞
k=0 z
kR(k) and
∑∞
k=1 z
kR0(k), respectively. It then follows from (13) that
x∗(z) = x(0)R∗0(z)[I −R∗(z)]−1,
from which and (3) we have
x∗(z) =
x∗(1)− x(0)R∗0(z)[I −R∗(z)]−1
1− z .
Using (9), (11) and (12), we can readily have the following result.
Proposition 2.2 If Assumption 1.1 (a) and (b) hold, then
I − Γ∗A(z) = (I −R∗(z))(I −U(0))(I −G/z), 0 < |z| < rA, (14)
B∗(z)−U 0(1)G = R∗0(z)(I −U (0))(I −G/z), 0 < |z| < rB, (15)
where
Γ
∗
A(z) = z
−1A∗(z). (16)
8 Kimura et al.
Remark 2.2 Equation (14) shows the RG-factorization of the Markov chain of M/G/1 type
(see, Theorem 14 in [28]).
Proposition 2.3 Suppose Assumption 1.1 (a), (b) and Assumption 1.2 (a) hold. Then
det(I − Γ∗A(z)) = 0 if and only if det(I −R∗(z)) = 0, 1 < |z| < rA. (17)
Proof. Since I −U (0) and I −G/z are nonsingular for |z| > 1, (14) leads to (17). ✷
It follows from (16) that Γ∗A(θ) = A∗(θ)/θ and thus Assumption 1.3 yields
δ(Γ∗A(θ)) = δ(A
∗(θ))/θ = 1. (18)
The matrix Γ∗A(θ) is irreducible, because [A∗(θ)]i,j > 0 if and only if [A∗(1)]i,j = [A]i,j > 0.
Therefore δ(Γ∗A(θ)) = 1 is the Perron-Frobenius eigenvalue ofΓ∗A(θ). Letµ(θ) and v(θ) denote
the Perron-Frobenius left- and right-eigenvectors of Γ∗A(θ), which are normalized such that
µ(θ)e = 1, µ(θ)v(θ) = 1.
Clearly µ(θ) > 0 and v(θ) > 0. Further (14) yields µ(θ)R∗(θ) = µ(θ). It thus follows from
Corollary 8.1.30 in [11] that
δ(R∗(θ)) = 1. (19)
Using this, we can prove the following result.
Proposition 2.4 If Assumption 1.1 (a)–(c), Assumption 1.2 (a) and Assumption 1.3 hold, then
R , R∗(1) is irreducible, or after some permutations it takes a form such that
R =
(
R1 R1,•
O R•
)
,
where R1 is irreducible and R• is strictly upper triangular.
Proof. This proposition can be proved in a similar way to the proof of Theorem 7.2.2 in [13],
but some modifications are needed. A complete proof is given in Appendix C.2. ✷
Remark 2.3 Because of some dual properties between G and R, it might seem that the state-
ment of Proposition 2.4 would be true under the conditions of Proposition 2.1, i.e., Assump-
tion 1.1 (a) and (b). In fact, if T is the transition probability matrix of a QBD, the statement of
Proposition 2.4 is true under Assumption 1.1 (a) and (b) (see Theorems 7.2.1 and 7.2.2 in [13]).
However, this is not the case in general. Assume that A(k) = O for all k = 2, 3, . . . and the
other block matrices of T in (1) are all positive. Then Assumption 1.1 (a) and (b) are satisfied,
whereas R = O.
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Since [R]i,j > 0 implies [R∗(θ)]i,j > 0 (vice versa), it follows from (19) and Proposition
2.4 that δ(R∗(θ)) = 1 is a simple eigenvalue. Let s(θ) = (I − U(0))(I −G/θ)v(θ). From
(14), we then have R∗(θ)s(θ) = s(θ). Note here that
(I −G/θ)−1(I −U (0))−1s(θ) = v(θ) > 0,
(I −G/θ)−1(I −U(0))−1 ≥ O 6= O.
Thus s(θ) ≥ 0, 6= 0 (see, e.g., Theorem 8.3.1 in [11]). The following proposition summarizes
the results on the spectral radius of R∗(θ) and its corresponding eigenvectors.
Proposition 2.5 (Lemma 5 in [16]) Suppose Assumption 1.1 (a)–(c), Assumption 1.2 (a) and
Assumption 1.3 hold. Then µ(θ) > 0 and s(θ) ≥ 0, 6= 0, which are left- and right-eigenvectors,
respectively, of R∗(θ) corresponding simple eigenvalue δ(R∗(θ)) = 1.
We define ΓR(k) (k ∈ Z) as
ΓR(k) =
{
θkdiag(µ(θ))−1R(k)tdiag(µ(θ)), k = 1, 2, . . . ,
O, k = 0,−1,−2, . . . , (20)
where super-subscript t denotes transpose and diag(µ(θ)) denotes an M ×M diagonal matrix
whose jth diagonal element is equal to [µ(θ)]j . Let Γ∗R(z) denote the generating function of
{ΓR(k)} defined by
∑
k∈Z z
k
ΓR(k). We then have
Γ
∗
R(z) = diag(µ(θ))
−1R∗(θz)tdiag(µ(θ)). (21)
It is easy to see that Γ∗R(1) is stochastic. Further it follows from Propositions 2.4 and 2.5 that
either Γ∗R(1) is irreducible or after some permutations, Γ∗R(z) takes a form such that
Γ
∗
R(z) =
( M(1) M(2)
M(1) Γ
∗
R,1(z) O
M(2) Γ
∗
R,2,1(z) Γ
∗
R,2(z)
)
,
whereΓ∗R,1(1) is irreducible and stochastic andΓ∗R,2(z) is strictly lower triangular, i.e., δ(Γ∗R,2(z)) =
0. Thus according to Theorem B.1, we define h as
h = max{n ∈ N; δ(Γ∗R(ωn)) = 1}, (22)
where ωx = exp(2piι/x) for x ≥ 1. Note that h is the period of the recurrent class M(1) in an
MAdP {ΓR(k); k ∈ Z}. Let hi,j (i, j ∈ M) denote the first jump point of the distribution of
the first passage time from state i to state j in the MAdP {ΓR(k); k ∈ Z}. Then Takine [26]’s
asymptotic formulae are as follows.
Proposition 2.6 (Theorem 2 in [26]) Suppose Assumptions 1.1–1.3 hold and θ < rB. Let
pi∗ =
∑∞
k=1 x(k), which is given by (see Lemma 3 in [26])
pi∗ = [x(0){B + βBg} − x(1)A(0)](I −A+ (e− βA)g)−1,
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where g denotes the stationary probability vector of G. If h ≥ 2, then for l = 0, 1, . . . , h− 1,
lim
n→∞
θnh+l[x(nh+ l)]j = [dl]j , j ∈M,
where
[dl]j =
h
(d/dy)δ(A∗(y))|y=θ − 1
∑
ν∈M
∞∑
k=0
θl+kh−hj,ν
×
∞∑
m=l+kh−hj,ν+1
[x(0)R0(m) + pi∗R(m)]ν [(I −U(0))(I −G/θ)v(θ)]ν [µ(θ)]j.
Proposition 2.7 (Theorem 3 in [26]) Suppose Assumptions 1.1–1.3 hold and θ < rB . If h = 1,
then
lim
k→∞
θkx(k) =
[x(0)B∗(θ)− x(1)A(0)] v(θ)
(θ − 1){(d/dy)δ(A∗(y))|y=θ − 1} · µ(θ). (23)
2.2 Period of a related Markov additive process
We consider a MAdP {(X˘n, S˘n);n = 0, 1, . . . } with state space Z×M and kernel {ΓA(k); k ∈
Z}, where
ΓA(k) =
{
A(k + 1), k = −1, 0, 1, . . . ,
O, k = −2,−3,−4, . . . . (24)
It follows from (16) and (24) that ∑k∈Z zkΓA(k) = Γ∗A(z). It is easy to see that for i, j ∈M,
Pr[X˘n+1 = k∗ + k, S˘n+1 = j | X˘n = k∗, S˘n = i]
= Pr[Xn+1 = k∗ + k, Sn+1 = j | Xn = k∗, Sn = i], k∗ + k ∈ N, k∗ ∈ N.
(25)
For any two states (k1, j1) and (k2, j2) in Z×M, we write (k1, j1) → (k2, j2) when there exists
a path from (k1, j1) to (k2, j2) with some positive probability.
Proposition 2.8 Suppose Assumption 1.1 (a) and (b) hold. Then for each j ∈M, there exists a
nonzero integer kj such that (0, j)→ (kj, j).
Proof. See Appendix C.3. ✷
Assumption 1.1 (b) and (16) show that Γ∗A(1) = A is irreducible, from which and Proposi-
tion 2.8 it follows that the period of the MAdP {(X˘n, S˘n);n = 0, 1, . . . } is well-defined and is
denoted by τ (see Definition B.1). Note here that from (25) and the definition of G,
[G]i,j = Pr[S˘a˘(k) = j | X˘0 = k + 1, S˘0 = i], i, j ∈M,
where a˘(k) = inf{n ∈ N; X˘n = k}. Note also that G has no zero rows due to Assump-
tion 1.1 (a). Proposition 2.1 then implies that there exists a path such that
(k, j0)→ (k − 1, j1)→ (k − 2, j2)→ · · · → (k −M, jM),
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where k ∈ Z and jn ∈ M for n = 0, 1, . . . ,M . In the above path, a phase appears at least two
times, and thus τ ≤M .
Proposition 2.9 (Propositions 13 and 14 in [8]) Under Assumption 1.1 (a) and (b),
τ = max{n ∈M; δ(Γ∗A(ωn)) = 1}.
Lemma B.2 shows that there exists a function‡1 p from M to {0, 1, . . . , τ − 1} such that
[ΓA(k)]i,j > 0 only if k ≡ p(j)− p(i) (mod τ).
Let ∆M(z) denote an M ×M diagonal matrix such that
∆M(z) =

z−p(1)
z−p(2)
.
.
.
z−p(M)
 .
Let µ(z) and v(z) (z ∈ C) denote left- and right-eigenvectors of Γ∗A(z) corresponding to eigen-
value δ(Γ∗A(z)), normalized such that
µ(z)∆M(z/|z|)e = 1, µ(z)v(z) = 1.
Note that if z is real,∆M(z/|z|) = I and therefore the definition of µ(z) and v(z) is consistent
with that of µ(θ) and v(θ).
The following proposition is an immediate consequence of Lemma B.3.
Proposition 2.10 If Assumption 1.1 (a) and (b) hold, then for 0 < y < rA,
δ(Γ∗A(yω
ν
τ )) = δ(Γ
∗
A(y)), ν = 0, 1, . . . , τ − 1, (26)
µ(yωντ ) = µ(y)∆M(ω
ν
τ )
−1, ν = 0, 1, . . . , τ − 1, (27)
v(yωντ ) = ∆M(ω
ν
τ )v(y), ν = 0, 1, . . . , τ − 1. (28)
It follows from (16) that
δ(Γ∗A(y)) = y
−1δ(A∗(y)), 0 < y < rA. (29)
Thus according to the property of δ(A∗(y)) (see Remark 1.2), we obtain
δ(Γ∗A(y)) < 1, 1 < y < θ. (30)
Further from (29), we have
d
dz
δ(Γ∗A(z))
∣∣∣∣
z=θ
=
d
dy
δ(Γ∗A(y))
∣∣∣∣
y=θ
=
1
θ
(
d
dy
δ(A∗(y))
∣∣∣∣
y=θ
− 1
)
> 0, (31)
‡1corrected: “an injective function”−→ “a function”
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where the second equality follows from (18) and the last inequality follows from (5).
The following proposition can be easily obtained by (18), Proposition 2.9 and Theorem B.1.
Proposition 2.11 Suppose Assumption 1.1 (a)–(c), Assumption 1.2 (a) and Assumption 1.3
hold. Then δ(Γ∗A(θω)) = 1 if and only if ωτ = 1. Thus
τ = max{n ∈M; δ(Γ∗A(θωn)) = 1}.
Further if δ(Γ∗A(θω)) = 1, the eigenvalue is simple.
Proposition 2.12 If Assumption 1.1 (a)–(c), Assumption 1.2 (a) and Assumption 1.3 hold, then
τ is equal to period h of the MAdP with kernel {ΓR,1(k); k ∈ Z}.
Proof. It follows from (22) and Proposition 2.11 that h = τ if the following is true.
δ(Γ∗R(ω)) = 1 if and only if δ(Γ∗A(θω)) = 1. (32)
In fact, (21) shows that
δ(Γ∗R(ω)) = 1 if and only if δ(R∗(θω)) = 1. (33)
Since δ(Γ∗A(θ)) = δ(R∗(θ)) = 1, |δ(Γ∗A(θω))| ≤ 1 and |δ(R∗(θω))| ≤ 1 (see Theorem 8.1.18
in [11]). Therefore Proposition 2.3 implies that
δ(R∗(θω)) = 1 if and only if δ(Γ∗A(θω)) = 1.
This and (33) yield (32). ✷
3 Main Results
Proposition 1.1 and Definition 1.1 show that [x∗(z)]j (j ∈ M) is holomorphic in the domain
{z ∈ C; |z| ≤ 1} and thus has no pole in the same domain. It follows from (3), (4) and (16) that
for z such that [I − Γ∗A(z)]−1 exists,
x∗(z) =
x∗(1)
1− z −
x(0)B∗(z)− x(1)A(0)
1− z [I − Γ
∗
A(z)]
−1 . (34)
By definition,
[I − Γ∗A(z)]−1 =
adj(I − Γ∗A(z))
det(I − Γ∗A(z))
, (35)
where adj(I − Γ∗A(z)) denotes the adjugate of I − Γ∗A(z). Therefore the roots of det(I −
Γ
∗
A(z)) = 0 with |z| > 1, if any, are candidates for the dominant poles of [x∗(z)]j (j ∈ M).
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Let rm(z)’s (m = 1, 2, . . . ,M) denote the eigenvalues of Γ∗A(z) such that
r1(z) = δ(Γ
∗
A(z)), |r1(z)| ≥ |r2(z)| ≥ · · · ≥ |rM(z)|, (36)
det(I − Γ∗A(z)) =
M∏
m=1
(1− rm(z)). (37)
For convenience in what follows, let ε0 denote a sufficiently small positive number, which may
take different values in different places.
Lemma 3.1 Suppose Assumption 1.1 (a)–(c), Assumption 1.2 (a) and Assumption 1.3 hold.
Then the equation det(I − Γ∗A(z)) = 0 has exactly τ roots θωντ (ν = 0, 1, . . . , τ − 1) in the
domain {z ∈ C; 1 < |z| < θ + ε0}. In addition, each of the roots is simple.
Proof. It follows from (26) and (31) that (d/dz)δ(Γ∗A(z))|z=θωντ > 0 for ν = 0, 1, . . . , τ − 1.
Thus, according to the former part of Proposition 2.11, {θωντ ; ν = 0, 1, . . . , τ − 1} are simple
roots of the equation δ(Γ∗A(z)) − 1 = 0. Further the latter part of the proposition implies that∏M
m=2(1 − rm(θωντ )) 6= 0 for ν = 0, 1, . . . , τ − 1. Therefore {θωντ ; ν = 0, 1, . . . , τ − 1} are
simple roots of the equation det(I−Γ∗A(z)) = 0. Note here that det(I−Γ∗A(z)) is holomorphic
and not identically zero in the domain {z ∈ C; 0 < |z| < rA}. As a result, it suffices to show
that det(I − Γ∗A(z)) = 0 has no other roots in the domain {z ∈ C; 1 < |z| ≤ θ}.
By definition, if δ(Γ∗A(θω)) 6= 1, then rm(θω) 6= 1 for all m = 2, 3, . . . ,M . Thus det(I −
Γ
∗
A(θω)) = 0 only if ω = ωντ (ν = 0, 1, . . . , τ − 1). In addition, it follows from (30) and
Theorem 8.1.18 in [11] that for m = 2, 3, . . . ,M ,
|rm(z)| ≤ |δ(Γ∗A(z))| ≤ δ(Γ∗A(|z|)) < 1, 1 < |z| < θ.
This and (37) show that det(I − Γ∗A(z)) 6= 0 in the domain {z ∈ C; 1 < |z| < θ}. ✷
Remark 3.1 In the proof of Corollary 1 in [16], it is stated that det(I − Γ∗A(z)) = 0 has one
and only one root on the circle {z ∈ C; |z| = θ}, which is, in general, incorrect.
Lemma 3.2 Suppose Assumptions 1.1 (a)–(c), Assumption 1.2 (a) and Assumption 1.3 hold.
Then for ν = 0, 1, . . . , τ − 1,
adj(I − Γ∗A(θωντ )) =
M∏
m=2
(1− rm(θωντ ))v(θωντ )µ(θωντ ) 6= O,
ν = 0, 1, . . . , τ − 1. (38)
Proof. See Appendix C.4. ✷
In the rest of this section, we first derive a light-tailed asymptotic formula for the case of
θ < rB in subsection 3.1. We then discuss the cases of θ > rB and θ = rB in subsections 3.2
and 3.3, respectively.
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3.1 Case of θ < rB
Lemmas 3.1 and 3.2 imply that if θ < min(rA, rB), [x∗(z)]j (j ∈M) is holomorphic for |z| < θ
and meromorphic for |z| ≤ θ, and thus the candidates for the dominant poles of [x∗(z)]j are
the simple roots {θωντ ; ν = 0, 1, . . . , τ − 1} of det(I − ΓA(z)) = 0. Note here that z = θωντ
(ν = 0, 1, . . . , τ − 1) is a simple pole of [x∗(z)]j (j ∈M) if and only if
0 < lim
z→θωντ
∣∣∣∣(1− zθωντ
)
[x∗(z)]j
∣∣∣∣ <∞.
Thus it follows from Theorem A.1 and Remark A.3 that if each [x∗(z)]j (j ∈ M) has at least
one pole of {θωντ ; ν = 0, 1, . . . , τ − 1}, then
x(k) = θ−k
τ−1∑
ν=0
1
(ωντ )
k
lim
z→θωντ
(
1− z
θωντ
)
x∗(z) +O((θ + ε0)
−k)et, (39)
where the dominant term on the right hand side of (39) is positive for any k = 0, 1, . . . (see
Theorem A.1 (d)), i.e., for any j ∈M and k = 0, 1, . . . ,[
θ−k
τ−1∑
ν=0
1
(ωντ )
k
lim
z→θωντ
(
1− z
θωντ
)
x∗(z)
]
j
> 0. (40)
We now note that (34) yields
lim
z→θωντ
(
1− z
θωντ
)
x∗(z) =
x(0)B∗(θωντ )− x(1)A(0)
θωντ − 1
× lim
z→θωντ
(
1− z
θωντ
)
[I − Γ∗A(z)]−1. (41)
We then obtain the following result.
Lemma 3.3 Suppose Assumptions 1.1 (a)–(c), Assumption 1.2 (a) and Assumption 1.3 hold.
Then for ν = 0, 1, . . . , τ − 1,
lim
z→θωντ
(
1− z
θωντ
)
[I − Γ∗A(z)]−1 =
∆M(ω
ν
τ )v(θ)µ(θ)∆M(ω
ν
τ )
−1
(d/dy)δ(A∗(y))|y=θ − 1 . (42)
Proof. It follows from (35), (37) and (38) that
lim
z→θωντ
(
1− z
θωντ
)
[I − Γ∗A(z)]−1 = lim
z→θωντ
1− z
θωντ
1− r1(z) · limz→θωντ
adj(I − Γ∗A(z))
M∏
m=2
(1− rm(z))
=
1
θωντ
1
(d/dz)r1(z)|z=θωντ
· v(θωντ )µ(θωντ ), (43)
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where we use l’Hoˆpital’s rule in the second equality. Note that (26), (31) and (37) yield
θωντ
d
dz
r1(z)
∣∣∣∣
z=θωντ
= θ
d
dz
r1(z)
∣∣∣∣
z=θ
=
d
dy
δ(A∗(y))
∣∣∣∣
y=θ
− 1, ν = 0, 1, . . . , τ − 1.
Thus (43) leads to
lim
z→θωντ
(
1− z
θωντ
)
[I − Γ∗A(z)]−1 =
v(θωντ )µ(θω
ν
τ )
(d/dy)δ(A∗(y))|y=θ − 1 , ν = 0, 1, . . . , τ − 1.
Finally, substituting (27) and (28) into the above equation, we obtain (42). ✷
Applying Lemma 3.3 to (41), we have
lim
z→θωντ
(
1− z
θωντ
)
x∗(z) = c(ωντ ) · µ(θ)∆M(ωντ )−1, ν = 0, 1, . . . , τ − 1, (44)
where c(ωντ ) (ν = 0, 1, . . . , τ − 1) is a scalar such that
c(ωντ ) =
[x(0)B∗(θωντ )− x(1)A(0)]∆M(ωντ )v(θ)
(θωντ − 1){(d/dy)δ(A∗(y))|y=θ − 1}
. (45)
It follows from (44) that c(ωντ ) 6= 0 if and only if z = θωντ is a simple pole of [x∗(z)]j for any
j ∈M.
Lemma 3.4 Suppose Assumptions 1.1–1.3 hold and θ < rB . Then c(ω0τ) = c(1) > 0 and
therefore z = θ is a simple pole of [x∗(z)]j for any j ∈M.
Proof. From (45), we have
c(1) =
1
(θ − 1){(d/dy)δ(A∗(y))|y=θ − 1} · [x(0)B
∗(θ)− x(1)A(0)]v(θ).
Thus according to (5) and θ − 1 > 0, it suffices to show that
[x(0)B∗(θ)− x(1)A(0)]v(θ) > 0. (46)
From (10) and G = (I −U(0))−1A(0), we have x(1)A(0) = x(0)U0(1)G and therefore
[x(0)B∗(θ)− x(1)A(0)]v(θ) = x(0) (B∗(θ)−U 0(1)G) v(θ). (47)
Letting z = θ in (15) and substituting it into the right hand side of (47), we have
[x(0)B∗(θ)− x(1)A(0)]v(θ) = x(0)R∗0(θ)s(θ),
where s(θ) = (I − U(0))(I − G/θ)v(θ) ≥ 0, 6= 0 (see Proposition 2.5). Note here that
[R∗0(θ)]i,j > 0 if and only if [R∗0(1)] > 0. Note also that [R∗0(1)]i,j represents the expected
number of visits to phase j during the first passage time from state (0, i) to level zero. Thus
R∗0(θ) ≥ O has no zero column due to Assumption 1.1 (a). Consequently, x(0)R∗0(θ)s(θ) > 0
because x(0) > 0. ✷
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Remark 3.2 In Theorem 3.5 in [7], (46) is assumed in order to prove c(1) > 0.
Lemma 3.4 ensures that (39) holds. Thus substituting (44) into (39) yields
x(k) = θ−k
τ−1∑
ν=0
1
(ωντ )
k
c(ωντ ) · µ(θ)∆M(ωντ )−1 +O((θ + ε0)−k)et. (48)
According to (40), the dominant term of (48) is positive for any k = 0, 1, . . . . Letting k = nτ+l
(l = 0, 1, . . . , τ − 1, n = 0, 1, . . . ) in (48), we readily obtain the following theorem.
Theorem 3.1 Suppose Assumptions 1.1–1.3 hold and θ < rB . Then
x(nτ + l) = θ−nτ−lcl +O((θ + ε0)
−(nτ+l))et, l = 0, 1, . . . , τ − 1,
where
cl =
τ−1∑
ν=0
1
(ωντ )
l
[x(0)B∗(θωντ )− x(1)A(0)]∆M(ωντ )v(θ)
(θωντ − 1){(d/dy)δ(A∗(y))|y=θ − 1}
· µ(θ)∆M(ωντ )−1 > 0. (49)
Remark 3.3 Theorem 3.1 and Propositions 2.6 and 2.12 imply that cl (l = 0, 1, . . . , τ − 1) in
(49) must be equal to dl in Proposition 2.6. However in the case of τ = h ≥ 2, it seems difficult
to demonstrate cl = dl (l = 0, 1, . . . , τ − 1), because these two expressions are completely
different. On the other hand, in the case of τ = h = 1, we can readily confirm c0 is equal to the
constant vector on the right hand side of (23) (see Proposition 2.7).
Corollary 3.1 Suppose Assumptions 1.1–1.3 hold and θ < rB . If C(0) = A(0), then cl
(l = 0, 1, . . . , τ − 1) is given by
cl =
τ−1∑
ν=0
1
(ωντ )
l
x(0) [B∗(θωντ ) +B(0)− I]∆M(ωντ )v(θ)
(θωντ − 1){(d/dy)δ(A∗(y))|y=θ − 1}
· µ(θ)∆M(ωντ )−1. (50)
In addition, if B(k) = A(k) for all k = 0, 1, . . . , then (50) is reduced to
cl =
τ−1∑
ν=0
1
(ωντ )
l
(1− ρ)g∆M(ωντ )v(θ)
(d/dy)δ(A∗(y))|y=θ − 1 · µ(θ)∆M(ω
ν
τ )
−1, l = 0, 1, . . . , τ − 1. (51)
Proof. When C(0) = A(0), x(1)A(0) = x(0)− x(0)B(0). Substituting this into (49) yields
(50). We now suppose that C(0) = A(0) and B(k) = A(k) for all k = 0, 1, . . . . We then have
[B∗(θωντ ) +B(0)− I]∆M(ωντ )v(θ) = [A∗(θωντ )− I]∆M(ωντ )v(θ)
= [(θωντ )Γ
∗
A(θω
ν
τ )− I]∆M(ωντ )v(θ)
= (θωντ − 1)∆M(ωντ )v(θ), (52)
where the second equality follows from (16) and the third one follows from v(θωντ ) = ∆M(ωντ )v(θ)
and δ(ΓA(θωντ )) = 1 (see (28) and Proposition 2.11). Substituting (52) and x(0) = (1 − ρ)g
(see, e.g., Takine [25]) into (50), we have (51). ✷
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We close this subsection by discussing the period of the geometric asymptotics of {x(k)}.
It should be noted that Theorem 3.1 does not necessarily show that the period in the geometric
asymptotics of {x(k)} is equal to τ . This is because c(ωντ ) (ν = 1, 2, . . . , τ − 1) may be equal
to zero i.e., z = θωντ (ν = 1, 2, . . . , τ − 1) may not be a pole of [x∗(z)]j’s (j ∈ M). Let PA
denote the set of poles of [x∗(z)]j’s on {z ∈ C; |z| = θ}. Since c(1) > 0 (see Lemma 3.4), PA
includes θ and thus
PA = {θωντ ; ν ∈ H},
where H = {0} ∪ {ν ∈ {1, 2, . . . , τ − 1}; c(ωντ ) 6= 0}. Let τ ′ = τ/ gcd{ν ∈ {τ} ∪ H \{0}}.
Let H denote the number of elements in H. It is easy to see that there exists H nonnegative
integers, νm’s (m = 0, 1, . . . , H − 1), such that 0 = ν0 < ν1 < · · · < νH−1 ≤ τ ′ − 1 and
PA = {θωνmτ ′ ;m = 0, 1, . . . , H − 1}. (53)
Note that since x(k) > 0 (k = 0, 1, . . . ), each [x∗(z)]j (j ∈M) has pairs of complex conjugate
poles and therefore
ωνmτ ′ ω
νH−m
τ ′ = 1, m = 1, 2, . . . , ⌊(H − 1)/2⌋. (54)
It follows from (48) and c(ωντ ) = 0 for ν 6∈ H that
x(k) = θ−k
H−1∑
m=0
1
(ωνmτ ′ )
k
c(ωνmτ ′ ) · µ(θ)∆M(ωνmτ ′ )−1 +O((θ + ε0)−k)et.
Letting k = nτ ′ + l (l = 0, 1, . . . , τ ′ − 1, n = 0, 1, . . . ) in the above equation yields
x(nτ ′ + l) = θ−nτ
′−lc′l +O((θ + ε0)
−(nτ ′+l))et, l = 0, 1, . . . , τ ′ − 1,
where
c′l =
H−1∑
m=0
1
(ωνmτ ′ )
l
[x(0)B∗(θωνmτ ′ )− x(1)A(0)]∆M(ωνmτ ′ )v(θ)
(θωνmτ ′ − 1){(d/dy)δ(A∗(y))|y=θ − 1}
· µ(θ)∆M(ωνmτ ′ )−1 > 0.
As a result, the period in the geometric asymptotics of {x(k)} is equal to τ ′.
3.2 Case of θ > rB
For simplicity, we denote, by C(ζ, r), the circle {z ∈ C; |z − ζ | = r} in the complex plane,
where ζ ∈ C and r ≥ 0. In this subsection, we make the following assumption.
Assumption 3.1 (a)B∗(z) is meromorphic in an open set containing the domain {z ∈ C; |z| ≤
rB}‡2, and (b) there exists some positive integer mB and some finite nonnegative matrix B˜(rB)
‡2In the published version, it is assumed that “B∗(z) is meromorphic in the domain {z ∈ C; |z| ≤ rB}”. However,
by the definition of meromorphicness, the revised description is more appropriate. The same is true of Assump-
tion A.1.
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such that
lim
z→rB
(
1− z
rB
)mB
B∗(z) = B˜(rB) 6= O.
Remark 3.4 From the definition, B∗(z) is holomorphic in the domain {z ∈ C; |z| < rB}.
Thus Assumption 3.1 is an additional condition for the behavior of B∗(z) on the convergence
radius. In fact, Assumption 3.1 shows that B∗(z) is holomorphic on C(0, rB) except for its
poles.
It follows from Lemma A.1 that under Assumption 3.1, any pole of [B∗(z)]i,j’s on C(0, rB)
is of order less than or equal to mB . Thus we assume the following.
Assumption 3.2 There exist exactly N (N ∈ N) complex numbers ζn’s (n = 0, 1, . . . , N − 1)
on C(0, 1) such that 0 = arg(ζ0) < arg(ζ1) < · · · < arg(ζN−1) < 2pi and
lim
z→rBζn
(
1− z
rBζn
)mB
B∗(z) = B˜(rBζn), n = 0, 1, . . . , N − 1,
where B˜(rBζn) is some finite non-zero matrix.
Remark 3.5 Since B(k) ≥ O for all k = 1, 2, . . . ,
[B∗(conj(z))]i,j = conj ([B
∗(z)]i,j) , i, j ∈M,
where conj(z) (z ∈ C) denotes the complex conjugate of z. Thus if z = rBζ is a pole of
[B∗(z)]i,j , so is z = rBconj(ζ). This fact implies that
ζnζN−n = 1, n = 1, 2, . . . , ⌊(N − 1)/2⌋, (55)
and therefore for any i, j ∈M,[
B˜(rBζN−n)
]
i,j
= conj
(
[B˜(rBζn)]i,j
)
, n = 1, 2, . . . , ⌊(N − 1)/2⌋.
Lemma 3.1 implies that if θ > rB, then I − Γ∗A(z) is nonsingular in the domain {z ∈
C; |z| ≤ rB} and therefore x∗(z) in (34) is holomorphic in the same domain. It thus follows
from Assumptions 3.1 and 3.2 that for n = 0, 1, . . . , N − 1,
lim
z→rBζn
(
1− z
rBζn
)mB
x∗(z) =
x(0)B˜(rBζn)
rBζn − 1 [I − Γ
∗
A(rBζn))]
−1 . (56)
Note here that for each n = 0, 1, . . . , N−1, z = rBζn is anmBth order pole of [x∗(z)]j (j ∈M)
if and only if [
x(0)B˜(rBζn) [I − Γ∗A(rBζn)]−1
]
j
6= 0.
Note also that
x(0)B˜(rB) [I − Γ∗A(rB)]−1 > 0,
which follows from x(0) > 0, B˜(rB) ≥ O, 6= O and [I − Γ∗A(rB)]−1 > O. Therefore we
obtain the following lemma.
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Lemma 3.5 If Assumptions 1.1–1.3 and 3.1 hold and θ > rB , then z = rB is an mBth order
pole of [x∗(z)]j for any j ∈M.
Remark 3.6 Suppose all the conditions of Lemma 3.5 hold except Assumption 1.3. Then in
this case, we can readily show that if rA > rB (instead of θ > rB), x(0)B˜(rB) [I − Γ∗A(rB)]−1 >
0 and thus z = rB is an mBth order pole of [x∗(z)]j for any j ∈M.
From (56) and Theorem A.1, we readily obtain the following result.
Theorem 3.2 Suppose Assumptions 1.1–1.3, 3.1 and 3.2 hold and θ > rB . We then have
x(k) =
kmB−1
(mB − 1)!
1
rkB
ξ(k) +
{
O((rB + ε0)
−k)et, mB = 1,
O(kmB−2r−kB )e
t, mB ≥ 2,
(57)
where
ξ(k) =
N−1∑
n=0
1
ζkn
x(0)B˜(rBζn)
rBζn − 1 [I − Γ
∗
A(rBζn)]
−1 .
Further lim supk→∞ ξ(k) > 0 and ξ(k) ≥ 0 for all k = 0, 1, . . . .
Remark 3.7 According to Theorem A.1 (d), if (arg ζn)/pi is rational for any n = 0, 1, . . . , N−
1, then ξ(k) > 0 for any k = 0, 1, . . . .
Corollary 3.2 Suppose Assumptions 1.1–1.3 and 3.1 hold and θ > rB . If N = 1, then
x(k) =
x(0)B(k)
rB − 1 [I − Γ
∗
A(rB)]
−1 +
{
O((rB + ε0)
−k)et, mB = 1,
O(kmB−2r−kB )e
t, mB ≥ 2.
(58)
The dominant term on the right hand side of (58) is a positive vector for any k = 0, 1, . . . .
We now mention the case where Assumption 1.3 does not hold, i.e., there does not exist θ
such that 1 < θ < rA and θ = δ(A∗(θ)). In this case, det(I − Γ∗A(z)) = 0 has no root in the
domain {z ∈ C; 1 < |z| < rA}, and thus if Assumption 3.1 holds and rA > rB, then z = rB is
a dominant pole with order mB of [x∗(z)]j for any j ∈ M (see Remark 3.6). Therefore we have
the following result.
Theorem 3.3 Suppose there does not exist θ such that 1 < θ < rA and θ = δ(A∗(θ)). Further
suppose Assumptions 1.1, 1.2, 3.1 and 3.2 are satisfied and rA > rB . Then (57) holds, and (58)
does if N = 1.
3.3 Case of θ = rB
This subsection considers the case of θ = rB under Assumptions 1.1–1.3, 3.1 and 3.2. Lemmas
3.4 and 3.5 show that z = θ (resp. rB) is a simple pole (resp. an mBth order pole) of each
[x∗(z)]j (j ∈ M). Thus if θ = rB , z = θ (= rB) is the (mB + 1)st order pole of each
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[x∗(z)]j and its dominant poles are included in P , PA ∩ PB , where PA is given in (53) and
PB = {θζn;n = 0, 1, . . . , N − 1}. Let L denote the number of elements in P . Let ηm (m =
0, 1, . . . , L− 1)’s denote L nonnegative integers such that 0 = η0 < η1 < · · · < ηL−1 ≤ τ ′ − 1
and
P = {θωηmτ ′ ;m = 0, 1, . . . , L− 1}.
Let τ̂ denote
τ̂ = τ ′/ gcd{η1, η2, . . . , ηL−1, τ ′}.
For simplicity, let ω̂m = (ωτ̂ )η̂m (m = 0, 1, . . . , L− 1), where η̂m = (τ̂ /τ ′)ηm. It then follows
that P = {θω̂m;m = 0, 1, . . . , L − 1}. Note here that ω̂mω̂L−m = 1 for m = 1, 2, . . . , ⌊(L −
1)/2⌋ due to (54) and (55).
Theorem 3.4 If Assumptions 1.1–1.3, 3.1 and 3.2 hold and θ = rB, then
x(nτ̂ + l) =
(nτ̂ + l)mB
mB!
1
θnτ̂+l
ĉl +O((nτ̂ + l)
mB−1θ−(nτ̂+l))et, (59)
where
ĉl =
L−1∑
m=0
1
(ω̂m)l
x(0)B˜(θω̂m)∆M(ω̂m)v(θ)
(θω̂m − 1){(d/dy)δ(A∗(y))|y=θ − 1} · µ(θ)∆M(ω̂m)
−1 > 0.
Remark 3.8 Theorem 3.4 shows that the period in the geometric asymptotics of {x(k)} is
divisor of τ̂ . It seems difficult to say more about the period in the general setting.
Proof of Theorem 3.4 Recall that z = θ is an (mB + 1)st order pole of [x∗(z)]j for any j ∈ M
and that z = θω̂m (m = 1, 2, . . . , L − 1) can be minimum-modulus poles of order mB + 1. It
then follows from Theorem A.1 that
x(k) =
kmB
mB!
1
θk
L−1∑
m=0
1
(ω̂m)k
lim
z→θω̂m
(
1− z
θω̂m
)mB+1
x∗(z) +O(kmB−1θ−k)et, (60)
where the dominant term is positive for any k = 0, 1, . . . . Applying Assumption 3.2 and Lemma
3.3 to (34) yield
lim
z→θω̂m
(
1− z
θω̂m
)mB+1
x∗(z)
= lim
z→θω̂m
(
1− z
θω̂m
)mB x(0)B∗(z)− x(1)A(0)
z − 1
· lim
z→θω̂m
(
1− z
θω̂m
)
[I − Γ∗A(z)]−1
=
x(0)B˜(θω̂m)
θω̂m − 1
∆M(ω̂m)v(θ) · µ(θ)∆M(ω̂m)−1
(d/dy)δ(A∗(y))|y=θ − 1 ,
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from which and (60) we obtain
x(k) =
kmB
mB!
1
θk
L−1∑
m=0
1
(ω̂m)k
x(0)B˜(θω̂m)
θω̂m − 1
∆M(ω̂m)v(θ) · µ(θ)∆M(ω̂m)−1
(d/dy)δ(A∗(y))|y=θ − 1
+O(kmB−1θ−k)et.
As a result, we obtain (59) by letting k = nτ̂ + l (n = 0, 1, . . . , l = 0, 1, . . . , τ̂ −1) in the above
equation and using (ω̂m)nτ̂+l = (ω̂m)l. ✷
3.4 Remarks
One of the referees informed the authors that a parallel research by Dr. Tai [24] was open to
the public after the submission of this paper. The research is on the light-tailed asymptotics of
the stationary probability vectors {x(k)} of the Markov chain of GI/G/1 type. Tai derives the
decay rate of {x(k)} in a weak sense, i.e., − log limk→∞ ([x(k)]j)1/k, and also presents sev-
eral conditions under which {x(k)} is asymptotically geometric, or light-tailed but not exactly
geometric, assuming the aperiodicity of the MAdP driven by the transition block matrices in
the non-boundary levels. As with this paper, Tai’s research includes the case where the jumps
from the boundary level have the dominant impact on the decay of the stationary tail probability
vectors.
A Tail Asymptotics of Nonnegative Sequences
Let {xk; k = 0, 1, . . . } denote a sequence of nonnegative numbers, an infinite number of which
are positive. Let σ denote
σ = sup
{
|z|;
∞∑
k=0
xkz
k <∞, z ∈ C
}
,
which is called the convergence radius of the power series. Let f(z) denote the generating
function of {xk; k = 0, 1, . . . }. We then have
f(z) =
∞∑
k=0
xkz
k, |z| < σ. (61)
Further by definition, f(z) is holomorphic inside the convergence radius.
In what follows, we make the following assumption.
Assumption A.1 f(z) is meromorphic in an open set containing the domain {z ∈ C; |z| ≤
σ}‡3, and the point z = σ is an m˘th pole of f(z), where m˘ is some finite positive integer.
‡3In the published version, it is assumed that “f(z) is meromorphic in the domain {z ∈ C; |z| ≤ σ}”.
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Lemma A.1 Under Assumption A.1, any pole of f(z) on C(0, σ) is of order less than or equal
to m˘.
Proof. We define g(z) as
g(z) = f(z)
(
1− z
σ
)m˘
.
From (61), we have for any ε > 0,
g(σ − ε) = f(σ − ε)
( ε
σ
)m˘
=
∞∑
k=0
xk(σ − ε)k
( ε
σ
)m˘
. (62)
It thus follows from (61) and (62) that for any ω∗ ∈ C such that |ω∗| = 1 and ω∗ 6= 1,
lim inf
z=(σ−ε)ω∗
ε↓0
∣∣∣∣∣f(z)
(
1− z
σω∗
)m˘∣∣∣∣∣ = lim infε↓0
∣∣∣∣∣
∞∑
k=0
xk(σ − ε)k(ω∗)k
( ε
σ
)m˘∣∣∣∣∣
≤ lim sup
ε↓0
∞∑
k=0
xk(σ − ε)k
( ε
σ
)m˘
= lim sup
ε↓0
g(σ − ε) = g(σ) <∞, (63)
where the last inequality holds because g(z) is holomorphic in some neighborhood of z = σ.
Let m˘∗ denote
m˘∗ = inf
{
m ∈ N ∪ {0}; lim
z→σω∗
∣∣∣∣f(z)(1− zσω∗
)m∣∣∣∣ <∞} ,
where f(z)(1 − z/(σω∗))m is meromorphic in the domain {z ∈ C; |z| ≤ σ} for m = 0, 1, . . . .
Thus, if m˘∗ > m˘, we have
lim inf
z=(σ−ε)ω∗
ε↓0
∣∣∣∣∣f(z)
(
1− z
σω∗
)m˘∣∣∣∣∣ ≥ lim infz→σω∗
∣∣∣∣∣f(z)
(
1− z
σω∗
)m˘∣∣∣∣∣ =∞,
which contradicts (63). As a result, m˘∗ ≤ m˘, which implies that this lemma is true. ✷
According to Lemma A.1, we introduce the following definition.
Definition A.1 Under Assumption A.1, a dominant pole of f(z) is a pole that is located on its
convergence circle C(0, σ) and is of the same order as that of pole z = σ. Thus the order of any
dominant pole of f(z) is equal to m˘.
We make the following assumption, in addition to Assumption A.1.
Assumption A.2 There exist exactly P (P ≥ 1) dominant poles, σj’s (j = 0, 1, . . . , P − 1), of
f(z), where σ0 = σ and 0 = arg σ0 < arg σ1 < · · · < arg σP−1 < 2pi.
Light-tailed asymptotics of Markov chains of M/G/1 type 23
Remark A.1 Since f(z) is the generating function of the nonnegative sequence {xk}, the set
{σj ; j = 0, 1, . . . , P−1} consists of one or two real numbers and ⌊(P−1)/2⌋ pairs of conjugate
complex numbers. Therefore σjσP−j = σ2 for j = 1, 2, . . . , ⌊(P − 1)/2⌋.
Theorem A.1 Suppose Assumptions A.1 and A.2 hold, and let a1,k = 1/(σ + ε0)k (k =
0, 1, . . . ), where ε0 > 0 is a sufficiently small number; and for m = 2, 3, . . . , am,k = km−2/σk
(k = 0, 1, . . . ). Then the following are true.
(a) The sequence {xk; k = 0, 1, . . . } satisfies
xk =
(
k + m˘− 1
m˘− 1
)
1
σk
ξk +O(am˘,k)
=
km˘−1
(m˘− 1)!
1
σk
ξk +O(am˘,k), (64)
where
ξk =
P−1∑
j=0
(
σ
σj
)k
lim
z→σj
(
1− z
σj
)m˘
f(z). (65)
(b) lim supk→∞ ξk > 0.
(c) ξk ≥ 0 for all k = 0, 1, . . . .
(d) In addition, if {xk} is eventually‡4 nonincreasing and (arg σj)/pi is a rational number for
any j = 0, 1, . . . , P − 1, then ξk > 0 for all k = 0, 1, . . . .
Proof. See Appendix C.5. ✷
Remark A.2 A result similar to the statement (a) is given in Theorem 5.2.1 in [27]. Further
when P = 1, (65) is reduced to eq. (2) at p. 238 in [5].
Remark A.3 Suppose the candidates for the dominant poles are σj’s (j = 0, 1, . . . , P − 1)
and at least one of them is indeed a dominant pole (according to Assumption A.1, z = σ is a
dominant pole). For σj not a dominant pole, we have
lim
z→σj
(
1− z
σj
)m˘
f(z) = 0.
Thus the statements (a)–(d) of Theorem A.1 still hold, though the right hand side of (65) may
include some null terms.
‡4In this revised version, we add “eventually” in order to (slightly) strengthen the statement.
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B Period of Markov Additive Processes
This appendix summarizes fundamental results of the period of MAdPs. In fact, most of the
results described here are already implied in [2, 23], though that is done in not an accessible
way. Further a MAdP related to the Markov chain of M/G/1 type (and slightly more general
one) are discussed in [8].
We consider a MAdP {(Γn, Jn);n = 0, 1, . . . }, where the level variable Γn takes a value in
Z = {0,±1,±2, . . . } and the phase variable Jn takes a value in J , {1, 2, . . . , J}. Let Γ(k)
(k ∈ Z) denote a J × J matrix whose (i, j)th (i, j ∈ J) element represents
Pr[Γn+1 = k0 + k, Jn+1 = j | Γn = k0, Jn = i],
for any fixed k0 ∈ Z. For simplicity, we denote the MAdP {(Γn, Jn);n = 0, 1, . . . } with kernel
{Γ(k); k ∈ Z} by MAdP {Γ(k); k ∈ Z}. For any two states (k1, j1) and (k2, j2) in Z × J, we
write (k1, j1) → (k2, j2) when there exists a path from (k1, j1) to (k2, j2) with some positive
probability.
Assumption B.1
(a) Γ ,∑k∈Z Γ(k) is irreducible.
(b) For each j ∈ J, there exists a nonzero integer kj such that (0, j)→ (kj, j).
Let Kj (j ∈ J) denote
Kj = {k ∈ Z\{0}; (0, j)→ (k, j)},
which is well-defined under Assumption B.1.
Lemma B.1 Under Assumption B.1, let dj = gcd{k ∈ Kj} for j ∈ J. Then dj’s (j ∈ J) are all
identical.
Proof. See Appendix C.6. ✷
Definition B.1 According to Lemma B.1, we write d to represent dj’s and refer to the constant
d as the period of MAdP {Γ(k); k ∈ Z}.
We choose a state i0 ∈ J and then define J(i0)0 as
J
(i0)
0 = {j ∈ J; (0, i0) → (k, j), k ≡ 0 (mod d)}.
We also define J(i0)m (m = 1, 2, . . . , d− 1) as
J
(i0)
m = {j ∈ J; (0, i0)→ (k, j), k ≡ m (mod d)}.
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Since Γ is irreducible, each j ∈ J must belong to at least one of {J(i0)m ;m = 0, 1, . . . , d − 1}.
Further for any i ∈ J(i0)m ,
(0, i)→ (k, i0) only if k ≡ −m (mod d),
which implies that J(i0)m1 ∩ J(i0)m2 = ∅ for m1 6≡ m2 (if not, it would hold that (0, i0) → (k, i0)
for some k ≡ m1 −m2 6≡ 0 (mod d)). Thus J(i0)0 + J(i0)1 + · · · + J(i0)d−1 = J and there exists a
function‡5 q0 from J to {0, 1, . . . , d − 1} such that j ∈ J(i0)q0(j). It follows from the definition of
J
(i0)
m ’s that
[Γ(k)]i,j > 0 only if k ≡ q0(j)− q0(i) (mod d).
As a result, we obtain the following result.
Lemma B.2 Under Assumption B.1, the period d is the largest positive integer such that
[Γ(k)]i,j > 0 only if k ≡ q(j)− q(i) (mod d), (66)
where q is some function‡6 from J to {0, 1, . . . , d − 1}. Further let Jm = {j ∈ J; q(j) =
m} for m = 0, 1, . . . , d − 1. Then Jm’s (m = 0, 1, . . . , d − 1) are disjoint each other and
J0 + J1 + · · ·+ Jd−1 = J.
In the rest of this section, we discuss the relationship between the period d of MAdP
{Γ(k); k ∈ Z} and the eigenvalues of the generating function Γ∗(z) defined by ∑k∈Z zkΓ(k).
Let∆(z) denote a J × J diagonal matrix whose jth diagonal element is equal to z−q(j). It then
follows from (66) that
Γ
∗(z) =∆(z)Λ∗(zd)∆(z)−1 = ∆(z/|z|)Λ∗(zd)∆(z/|z|)−1, (67)
where Λ∗(z) denotes a J × J matrix whose (i, j)th element is given by
[Λ∗(z)]i,j =
∑
n∈Z
zn[Γ(nd+ q(j)− q(i))]i,j.
Let γ(z) and g(z) denote left- and right-eigenvectors of Γ∗(z) corresponding to eigenvalue
δ(Γ∗(z)), normalized such that
γ(z)∆(z/|z|)e = 1, γ(z)g(z) = 1. (68)
We then have the following lemma.
Lemma B.3 Suppose Assumption B.1 holds, and let Iγ = {y > 0;
∑
k∈Z y
k
Γ(k) < ∞} and
ωx = exp(2piι/x) (x ≥ 1). Then the following hold for any y ∈ Iγ and ν = 0, 1, . . . , d− 1.
(a) δ(Γ∗(yωνd)) = δ(Γ∗(y)), both of which are simple eigenvalues.
‡5corrected: “an injective function”−→ “a function”
‡6The published version states that function q is injective. However, this is not true, in general.
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(b) γ(yωνd) = γ(y)∆(ωνd)−1 and g(yωνd) = ∆(ωνd)g(y).
Proof. It follows from (67) that for ν = 0, 1, . . . , d− 1,
Γ
∗(yωνd) = ∆(yω
ν
d)Λ
∗(yd)∆(yωνd)
−1,
= ∆(ωνd)[∆(y)Λ
∗(yd)∆(y)−1]∆(ωνd)
−1
= ∆(ωνd)Γ
∗(y)∆(ωνd)
−1, (69)
which implies the statement (a) because Γ∗(y) is nonnegative and irreducible. Next we prove
the statement (b). Pre-multiplying both sides of (69) by γ(y)∆(ωνd)−1 and using δ(Γ∗(yωνd)) =
δ(Γ∗(y)), we have [
γ(y)∆(ωνd)
−1
]
Γ
∗(yωνd) = δ(Γ
∗(y))
[
γ(y)∆(ωνd)
−1
]
= δ(Γ∗(yωνd))
[
γ(y)∆(ωνd)
−1
]
. (70)
Similarly we obtain
Γ
∗(yωνd) [∆(ω
ν
d)g(y)] = δ(Γ
∗(yωνd)) [∆(ω
ν
d)g(y)] . (71)
It follows from (70) and (71) that there exist some constants ϕ1 and ϕ2 such that
γ(yωνd) = ϕ1γ(y)∆(ω
ν
d)
−1, g(yωνd) = ϕ2∆(ω
ν
d)g(y).
We can easily confirm that ϕ1 = ϕ2 = 1 satisfies the normalizing condition (68). ✷
Theorem B.1 Suppose Assumption B.1 holds and δ(Γ∗(y)) = 1 for some y ∈ Iγ , and let ω
denote a complex number such that |ω| = 1. Then δ(Γ∗(yω)) = 1 if and only if ωd = 1.
Therefore
d = max{n ∈ N; δ(Γ∗(yωn)) = 1}. (72)
Further if δ(Γ∗(yω)) = 1, the eigenvalue is simple.
Proof. Although Theorem B.1 can be proved in a similar way to Proposition 14 in [8], the proof
is given in Appendix C.7 for completeness and the readers’ convenience. ✷
Remark B.1 Theorem B.1 provides a definition of the period of MAdP {Γ(k); k ∈ Z}. In
a very similar way, Shurenkov [23] defined the period of MAdPs with proper kernels. In the
context of this paper, his definition is as follows:
d = max
{
n ∈ N;Γ∗(ωn)f = f for some f ∈ CJ s.t. |[f ]j | = 1 (j ∈ J)
}
. (73)
We can confirm that (73) is equivalent to Theorem B.1 if Γ∗(1) is stochastic. Shurenkov [23]
also implied that the statement of Lemma B.2 holds, based on which Alsmeyer [2] defined the
period of MAdPs.
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C Proofs
C.1 Proof of Proposition 2.1
In order to prove this proposition by the reduction to absurdity, we assume the negation of the
statement, i.e., either (i) G is strictly lower triangular, or (ii) G takes a form such that
G =
 G1 O OG2,1 G2 O
G3,1 G3,2 G3
 , (74)
where Gi (i = 1, 2) is irreducible and G2 may be equal to G• (in that case, G• is irreducible).
If case (i) is true, then G is a nilpotent matrix and thus Gm = O for some m ∈ N, which is
inconsistent with Assumption 1.1 (a).
In what follows, we consider case (ii). For simplicity, we denote {(k, j); j ∈ M} by L(k)
(k ∈ N), and then partition L(k) into subsets L1(k), L2(k) and L3(k) corresponding to G1, G2
andG3, respectively. According to (74) and the definition ofG, for any k ≥ 2 and l (1 ≤ l < k)
there exists no path from L1(k) to L2(l) avoiding L(0) , {(0, j); j ∈M0}.
We now fix k ≥ M + 1 (≥ 2). Since the cardinality of M is equal to M , it follows from
Assumption 1.1 (b) that there exists a path from L1(k) to ∪∞m=0L2(m) of length at most M .
Such a path does not go through any state of L(0) because of the skip-free-to-the-left property
of T . Thus for some l′ ≥ 1, there exists a path from L1(k) to L2(l′) avoiding L(0). If l′ < k,
we immediately have a contradiction. In fact, for l′ ≥ k, we also have a contradiction because
there exists a path from any state of L2(l′) to any state of L2(1) avoiding L(0), which follows
from the irreducibility of G2. ✷
C.2 Proof of Proposition 2.4
We prove this proposition by reduction to absurdity. The negation of the statement is that either
(i) R is strictly upper triangular or (ii) R takes a form such that
R =
 R1 R1,2 R1,3O R2 R2,3
O O R3
 , (75)
whereRi (i = 1, 2) is irreducible andR2 may be equal toR•. If case (i) is true,R is a nilpotent
matrix, which contradicts (19).
Next we consider case (ii). We partition L(k) into subsets L1(k), L2(k) and L3(k) corre-
sponding to R1, R2 and R3, respectively. Note here that‡7
[R]i,j = E
 ∞∑
k=1
a(k)−1∑
n=1
1(Xn = k + 1, Sn = j)
∣∣∣∣∣∣ X0 = 1, S0 = i
 ,
‡7The equation of [R]i,j is corrected.
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where 1(χ) denotes the indicator function of event χ. Thus (75) implies that for any l ≥ 2 there
exists no path from L2(1) to L1(l) avoiding L(1). On the other hand, owing to the irreducibility
ofR2, there exists some integer k∗ ≥ M +2 such that L2(k∗) is reachable from L2(1) avoiding
L(1). Further for some l∗ ≥ 2, there exists a path from L2(k∗) to L1(l∗) avoiding L(1), because
the cardinality of M is equal to M , A is irreducible and T has the skip-free-to-the-left property.
Therefore we have a path from L2(1) to L1(l∗) via L2(k∗) (l∗, k∗ ≥ 2) avoiding L(1). This
yields a contradiction. ✷
C.3 Proof of Proposition 2.8
We suppose that there exists some i ∈ M such that (0, i) → (k, i) only for k = 0. Since∑
k∈Z ΓA(k) = A is irreducible (see Assumption 1.1 (b)), for each j ∈M there exists a unique
pair (ki,j, kj,i) such that ki,j + kj,i = 0 and
(0, i)→ (ki,j, j), (0, j)→ (kj,i, i).
It thus follows that for any k0 ∈ Z,
Pr[X˘n ≥ k0 +Kmin (∀n = 1, 2, . . . ) | X˘0 = k0, S˘0 = i] = 1, (76)
where Kmin = minj∈M ki,j . We now fix k0 to be k0 = max(1, 1 −Kmin). Clearly k0 ≥ 1 and
k0 +Kmin = max(1, 1 +Kmin) ≥ 1. Therefore (76) yields
Pr[X˘n ≥ 1 (∀n = 1, 2, . . . ) | X˘0 = k0, S˘0 = i] = 1. (77)
As a result, from (25) and (77), we have
Pr[Xn ≥ 1 (∀n = 1, 2, . . . ) | X0 = k0, S0 = i] = 1,
which contradicts Assumption 1.1 (a). ✷
C.4 Proof of Lemma 3.2
It follows from the definition of rm(z)’s (m = 1, 2, . . . ,M) that
adj(xI − Γ∗A(z))(xI − Γ∗A(z)) =
M∏
m=1
(x− rm(z))I. (78)
Since r1(θωντ ) = δ(Γ∗A(θωντ )) = 1 (ν = 0, 1, . . . , τ − 1), (78) leads to
adj(I − Γ∗A(θωντ ))(I − Γ∗A(θωντ )) = O, ν = 0, 1, . . . , τ − 1. (79)
On the other hand, differentiating both sides of (78) with respect to x yields[
d
dx
adj(xI − Γ∗A(z))
]
(xI − Γ∗A(z)) + adj(xI − Γ∗A(z)) =
M∑
l=1
∏
m∈M\{l}
(x− rm(z))I.
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Post-multiplying both sides of the above equation by v(z)µ(z), we obtain[
d
dx
adj(xI − Γ∗A(z))
]
[x− r1(z)]v(z)µ(z) + adj(xI − Γ∗A(z))v(z)µ(z)
=
M∑
l=1
∏
m∈M\{l}
(x− rm(z))v(z)µ(z). (80)
Since r1(θωντ ) = 1 and
∏M
m=2(1− rm(θωντ )) 6= 0, letting x = 1 and z = θωντ in (80) yields
adj(I − Γ∗A(θωντ ))v(θωντ )µ(θωντ ) =
M∏
m=2
(1− rm(θωντ ))v(θωντ )µ(θωντ ),
from which and (79) it follows that
adj(I − Γ∗A(θωντ ))[I − Γ∗A(θωντ ) + v(θωντ )µ(θωντ )]
=
M∏
m=2
(1− rm(θωντ ))v(θωντ )µ(θωντ ). (81)
Note here that I − Γ∗A(θωντ ) + v(θωντ )µ(θωντ ) is non-singular and
µ(θωντ ) [I − Γ∗A(θωντ ) + v(θωντ )µ(θωντ )]−1 = µ(θωντ ).
Thus (81) leads to (38). ✷
C.5 Proof of Theorem A.1
Statement (a). It follows from Assumption A.1 that there exists some R > σ such that f(z)
is holomorphic in the domain {z ∈ C; σ < |z| ≤ R}. We can choose P positive numbers rj’s
(j = 0, 1, . . . , P − 1) such that all the C(σj , rj)’s are strictly inside C(0, R) and any two of
them have no intersection. Let D denote
D = {z; |z| < R, |z − σj | > rj , j = 0, 1, . . . , P − 1}.
Clearly f(z) is holomorphic in domain D ∪ C(0, R) ∪ C(σ0, r0) ∪ · · · ∪ C(σP−1, rP−1). Thus
by the Cauchy integral formula, we have
f(z) =
1
2piι
∮
C(0,R)
f(ζ)
ζ − zdζ −
1
2piι
P−1∑
j=0
∮
C(σj ,rj)
f(ζ)
ζ − zdζ, z ∈ D, (82)
where the integrals are taken counter-clockwise.
We now consider the first term in (82). For any z ∈ D and ζ ∈ C(0, R), we have |z/ζ | < 1
and therefore
1
2piι
∮
C(0,R)
f(ζ)
ζ − zdζ =
1
2piι
∮
C(0,R)
f(ζ)
ζ
∞∑
n=0
zn
ζn
dζ, z ∈ D. (83)
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Since f(ζ) is holomorphic for ζ ∈ C(0, R), there exists some fmax > 0 such that
|f(ζ)| ≤ fmax, ζ ∈ C(0, R). (84)
Thus for any fixed z ∈ D,∣∣∣∣∣f(ζ)ζ
∞∑
n=0
zn
ζn
∣∣∣∣∣ ≤ fmaxR
∞∑
n=0
∣∣∣ z
R
∣∣∣n = fmax
R
1
1−
∣∣∣ z
R
∣∣∣ <∞, ζ ∈ C(0, R),
which shows that the order of summation and integration on the right hand side of (83) is
interchangeable. As a result, it follows from (83) that
1
2piι
∮
C(0,R)
f(ζ)
ζ − zdζ =
∞∑
n=0
(
1
2piι
∮
C(0,R)
f(ζ)
ζn+1
dζ
)
zn =
∞∑
n=0
cnz
n, (85)
where
cn =
1
2piι
∮
C(0,R)
f(ζ)
ζn+1
dζ, n = 0, 1, . . . . (86)
Next we consider the second term in (82). Since |ζ − σj |/|z − σj | < 1 for any z ∈ D and
ζ ∈ C(σj , rj),
1
ζ − z =
1
(σj − z)− (σj − ζ) =
1
σj − z ·
1
1− σj − ζ
σj − z
=
1
σj − z
∞∑
n=0
(
σj − ζ
σj − z
)n
.
Thus we have
1
2piι
∮
C(σj ,rj)
f(ζ)
ζ − zdζ =
1
2piι
∮
C(σj ,rj)
∞∑
n=1
f(ζ)(σj − ζ)n−1
(σj − z)n dζ, z ∈ D.
In a way very similar to the right hand side of (83), we can confirm that the order of summation
and integration in the above equation is interchangeable, and then obtain
1
2piι
∮
C(σj ,rj)
f(ζ)
ζ − zdζ =
∞∑
n=1
(−1)n−1
(
1
2piι
∮
C(σj ,rj)
f(ζ)(ζ − σj)n−1dζ
)
· 1
(σj − z)n , z ∈ D. (87)
Since z = σj is an m˘th order pole,
1
2piι
∮
C(σj ,rj)
f(ζ)(ζ − σj)n−1dζ = 0, for all n = m˘+ 1, m˘+ 2, . . . ,
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from which and (87) we have
1
2piι
∮
C(σj ,rj)
f(ζ)
ζ − zdζ
=
m˘∑
n=1
(−1)n−1
(
1
2piι
∮
C(σj ,rj)
f(ζ)(ζ − σj)n−1dζ
)
1
(σj − z)n
= −
m˘∑
n=1
σm˘j
[
(−1)n+m˘
(
1
2piι
∮
C(σj ,rj)
f(ζ)(1− ζ/σj)m˘
(ζ − σj)m˘−n+1 dζ
)]
1
(σj − z)n
= −
m˘∑
n=1
σm˘j cj,n
(σj − z)n , (88)
where
cj,n = (−1)n+m˘ · 1
2piι
∮
C(σj ,rj)
f(ζ)(1− ζ/σj)m˘
(ζ − σj)m˘−n+1 dζ. (89)
Substituting (85) and (88) into (82), we have
f(z) =
∞∑
n=0
cnz
n +
P−1∑
j=0
m˘∑
n=1
σm˘j cj,n
(σj − z)n , z ∈ D,
and therefore
∞∑
n=0
xnz
n =
∞∑
n=0
cnz
n +
P−1∑
j=0
m˘∑
n=1
σm˘j cj,n
(σj − z)n , z ∈ D ∩ {z ∈ C; |z| < σ}. (90)
Differentiating both sides of (90) k times with respect to z, dividing them by k! and letting
z = 0 yield
xk = ck +
P−1∑
j=0
m˘∑
n=1
σm˘−nj cj,n
(
k + n− 1
n− 1
)
1
σkj
. (91)
It follows from (84) and (86) that
|ck| ≤ 1
2pi
∮
C(0,R)
∣∣∣∣f(ζ)ζk+1
∣∣∣∣dζ ≤ 12pi
∮
C(0,R)
fmax
Rk+1
dζ =
fmax
Rk
,
which leads to
lim
k→∞
∣∣∣∣∣∣∣∣
ck
1
σkj
∣∣∣∣∣∣∣∣ = limk→∞ |ck|σ
k ≤ lim
k→∞
fmax
( σ
R
)k
= 0, for all j = 0, 1, . . . , P − 1, (92)
where we use |σj | = σ (j = 0, 1, . . . , P − 1) and 0 < σ/R < 1. From (91) and (92), we have
xk =
(
k + m˘− 1
m˘− 1
)
1
σk
P−1∑
j=0
(
σ
σj
)k
cj,m˘ +O(am˘,k)
=
km˘−1
(m˘− 1)!
1
σk
P−1∑
j=0
(
σ
σj
)k
cj,m˘ +O(am˘,k). (93)
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Note here that (89) yields
cj,m˘ =
1
2piι
∮
C(σj ,rj)
f(ζ)(1− ζ/σj)m˘
ζ − σj dζ = limζ→σj
(
1− ζ
σj
)m˘
f(ζ), (94)
where we use the Cauchy integral formula in the last equality. As a result, the statement (a) is
true.
Statement (b). From (64) and the definition of {am˘,k}, we have
xk =
km˘−1
(m˘− 1)!
1
σk
ξk + o
(
km˘−1
σk
)
. (95)
We now suppose lim supk→∞ ξk ≤ 0. Then (95) yields
lim sup
k→∞
xk
km˘−1σ−k
= 0,
which implies that for any ε > 0 there exists some positive integer Kε ≥ m˘ − 1 such that
xk < ε(k
m˘−1/σk) for all k = Kε, Kε + 1, . . . . Thus we have
f(y) ≤
Kε−1∑
k=0
ykxk + ε
∞∑
k=Kε
km˘−1
(y
σ
)k
, 0 ≤ y < σ. (96)
Note that for l = 1, 2, . . . ,
∞∑
k=l
k(k − 1) · · · (k − l + 1)
(y
σ
)k
= (−1)l+1l! σy
l
(y − σ)l+1 . (97)
Note also that there exists an (m˘− 1)-tuple (b1, b2, . . . , bm˘−1) of real numbers such that
km˘−1 =
m˘−1∑
l=1
bl · k(k − 1) · · · (k − l + 1). (98)
It follows from (96), (97) and (98) that for any ε > 0,
0 ≤ lim sup
y↑σ
(
1− y
σ
)m˘
f(y) ≤ εbm˘−1(m˘− 1)!.
Letting ε→ 0 in the above inequality, we have limy↑σ {1− (y/σ)}m˘ f(y) = 0, which is incon-
sistent with Assumption A.1.
Statement (c). It follows from (94), Assumption A.2 and Remark A.1 that c0,m˘ is a real
number and (cj,m˘, cP−j,m˘) (j = 1, 2, . . . , ⌊(P −1)/2⌋) is a pair of complex conjugates, and thus
ξk is a real number such that
ξk = y0 +
⌊(P−1)/2⌋∑
j=1
yj cos(2pikαj), k = 0, 1, . . . , (99)
where yj ∈ R (j = 0, 1, . . . , ⌊(P − 1)/2⌋) and 0 ≤ αj < 1 (j = 1, 2, . . . , ⌊(P − 1)/2⌋).
In what follows, we assume ξk0 < 0 for some nonnegative integer k0 and then prove the
following.
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Claim: There exists some b > 0 such that ξk < −b for infinitely many k’s.
If this is true, (95) implies that xk < 0 for a sufficiently large k, which contradicts the fact that
xk ≥ 0 for all k = 0, 1, . . . . As a result, for all k = 0, 1, . . . , ξk must be nonnegative, i.e., the
statement (c) is true.
We split A , {αj; j = 1, 2, . . . , ⌊(P − 1)/2⌋} into rational numbers and irrational num-
bers. We then define A0 as the set of the rational numbers of A. Next we choose an irra-
tional number αj1 from A\A0 (if any) and let A1 = {αj ∈ A\A0;αj/αj1 is rational}. Fur-
ther we choose an irrational number αj2 from A\(A0 ∪ A1) (if any) and let A2 = {αj ∈
A\(A0 ∪ A1);αj/αj2 is rational}. Repeating this procedure, we can obtain P˜ sets, Aj’s (j =
1, 2, . . . , P˜ ), where P˜ may be equal to zero, i.e., all members of A may be rational. Let α˜j
(j = 0, 1, . . . , P˜ ) denote some number such that all members of Aj are multiples of α˜j . Then
α˜j’s (j = 0, 1, . . . , P˜ ) are linearly independent over the rationals (see Definition D.1). Note
here that for n = 1, 2, . . . ,
cos(nt) = Tn(cos t), t ∈ R,
where Tn(t)’s (n = 1, 2, . . . ) denote the Chebyshev polynomials of the first kind. It thus follows
from (99) that there exist some polynomial functions ψ(Aj )’s (j = 0, 1, . . . , P˜ ) on R such that
ξk = y0 + ψ
(A0) ◦ cos(2pikα˜0) +
P˜∑
j=1
ψ(Aj) ◦ cos(2pikα˜j), k = 0, 1, . . . , (100)
where ψ(Aj )◦cos(·) denotes a composite function ψ(Aj )(cos(·)) of functions ψ(Aj)(·) and cos(·).
Since α˜0 is rational, there exists some g ∈ N such that
ψ(A0) ◦ (2pi(ng + k)α˜0) = ψ(A0) ◦ cos(2pikα˜0), for all k, n = 0, 1, . . . . (101)
Therefore in the case of P˜ = 0, it follows from (100) and (101) that
ξng+k0 = y0 + ψ
(A0) ◦ cos(2pik0α˜0) = ξk0 < 0, for all n = 0, 1, . . . ,
which implies the above claim.
We next consider the case of P˜ ≥ 1. Since gα˜1, gα˜2, . . . , gα˜P˜ are linearly independent over
the rationals, it follows from Proposition D.1 that for any ε > 0 and any t , (t1, t2, . . . , tP˜ ) ∈
RP˜ , there exist integers n∗ := n∗(ε, t) and lj := lj(ε, t) (j = 1, 2, . . . , P˜ ) such that
|(n∗g + k0)α˜j − lj − tj| < ε
2pi
, j = 1, 2, . . . , P˜ .
Thus since ψ(Aj) ◦ cos(2pix) is a continuous function of x, there exists some δ := δ(ε) > 0 such
that limε↓0 δ = 0 and
|ψ(Aj) ◦ cos(2pi(n∗g + k0)α˜j)− ψ(Aj ) ◦ cos(2pitj)| < δ, j = 1, 2, . . . , P˜ . (102)
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It follows from (100), (101) and (102) that
∣∣∣∣∣∣ξn∗g+k0 −
y0 + ψ(A0) ◦ cos(2pik0α˜0) + P˜∑
j=1
ψ(Aj) ◦ cos(2pitj)
∣∣∣∣∣∣
≤
P˜∑
j=1
∣∣ψ(Aj) ◦ cos(2pi(n∗g + k0)α˜j)− ψ(Aj) ◦ cos(2pitj)∣∣ < P˜δ. (103)
We define V+(k) and V−(k) (k = 0, 1, . . . ) as
V+(k) = y0 + ψ
(A0) ◦ cos(2pikα˜0) + max
t∈RP˜
P˜∑
j=1
ψ(Aj ) ◦ cos(2pitj),
V−(k) = y0 + ψ
(A0) ◦ cos(2pikα˜0) + min
t∈RP˜
P˜∑
j=1
ψ(Aj) ◦ cos(2pitj),
respectively. It follows from the above definition and (100) that V−(k0) ≤ ξk0 ≤ V+(k0).
Further (103) implies that {ξng+k0;n = 0, 1, . . . } is dense in the interval [V−(k0), V+(k0)].
Thus there exist infinitely many n’s such that ξng+k0 < V−(k0)/2 < 0. This completes the proof
of the statement (c).
Statement (d). We prove this by reduction to absurdity, assuming ξkˆ ≤ 0 for some non-
negative integer kˆ. Since (arg σj)/pi is a rational number for any j = 0, 1, . . . , P − 1, there
exist a positive integer g and nonnegative integers l0, l1, . . . , lP−1 such σj = σ exp(ι2pilj/g)
(j = 0, 1, . . . , P − 1). Clearly, ξng+kˆ ≤ 0 for all n = 0, 1, . . . . It thus follows from (95) that for
any ε > 0 there exists some nonnegative integer nˆ such that nˆg + kˆ ≥ m˘− 1 and
xng+kˆ ≤ ε
(ng + kˆ)m˘−1
σng+kˆ
, for all n = nˆ, nˆ+ 1, . . . .
We now fix nˆ to be such that {xk} is nonincreasing for all k ≥ nˆg + kˆ (recall that {xk} is
eventually nonincreasing)‡8. It then follows that
xng+kˆ+l ≤ ε
(ng + kˆ)m˘−1
σng+kˆ
, n = nˆ, nˆ+ 1, . . . , l = 0, 1, . . . , g − 1,
‡8This part is the only difference from the proof of the published version.
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which yields for 0 ≤ y < σ,
0 ≤ f(y) ≤
nˆg+kˆ−1∑
k=0
ykxk + ε
∞∑
n=nˆ
(ng + kˆ)m˘−1
σng+kˆ
yng+kˆ
g−1∑
l=0
yl
≤ C1 + ε1− σ
g
1− σ
∞∑
n=nˆ
(ng + kˆ)m˘−1
(y
σ
)ng+kˆ
≤ C1 + εC2
∞∑
k=m˘−1
km˘−1
( y
σ
)k
≤ C1 + εC2
∞∑
k=m˘−1
km˘−1
( y
σ
)k−m˘+1
, (104)
where C1 =
∑nˆg+kˆ−1
k=0 σ
kxk < ∞ and C2 = (1 − σg)/(1 − σ). Note here that the second last
inequality in (104) follows from nˆg + kˆ ≥ m˘− 1 and the last one follows from 0 ≤ y/σ < 1.
Let φ(y) =
∑∞
k=0(y/σ)
k = −σ(y − σ)−1 for 0 ≤ y < σ. We then have for 0 ≤ y < σ,
dm˘−1
dym˘−1
φ(y) =
∞∑
k=0
dm˘−1
dym˘−1
(y
σ
)k
=
1
σm˘−1
∞∑
k=m˘−1
k(k − 1) · · · (k − m˘+ 2)
(y
σ
)k−m˘+1
.
Thus for 1 ≤ l ≤ m˘− 1,
∞∑
k=m˘−1
k(k − 1) · · · (k − l + 1)
(y
σ
)k−m˘+1
≤ σm˘−1 d
m˘−1
dym˘−1
φ(y).
Using this inequality and (98), we can bound f(y) in (104) as follows.
0 ≤ f(y) ≤ C1 + εC d
m˘−1
dym˘−1
φ(y),
where C = C2σm˘−1
∑m˘−1
l=1 bl. Further,
dm˘−1
dym˘−1
φ(y) = −σ d
m˘−1
dym˘−1
(y − σ)−1 = σ(−1)m˘(m˘− 1)!(y − σ)−m˘.
As a result,
0 ≤ lim sup
y↑σ
(
1− y
σ
)m˘
f(y) ≤ εC(m˘− 1)!σ−m˘+1.
Letting ε→ 0 in the above inequality, we have limy↑σ (1− y/σ)m˘ f(y) = 0, which contradicts
Assumption A.1. ✷
C.6 Proof of Lemma B.1
Under Assumption B.1, for any i, j ∈ J (i 6= j) there exist integers ki,j and kj,i (ki,j + kj,i 6= 0)
such that (0, i)→ (ki,j, j) and (0, j)→ (kj,i, i). Let Kj→i→j denote
Kj→i→j = {kj,i + ki,j} ∪ {kj,i + k + ki,j; k ∈ Ki}. (105)
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Clearly Kj→i→j ⊆ Kj and therefore
gcd{k ∈ Kj→i→j} ≥ gcd{k ∈ Kj} = dj. (106)
In what follows, we prove gcd{k ∈ Kj→i→j} ≤ di, from which and (106) it follows that
dj ≤ di. Interchanging i and j in the proof of dj ≤ di, we can readily show that di ≤ dj .
Therefore we have di = dj .
Since (0, i)→ (ki,j, j) → (ki,j + kj,i, i), we have ki,j + kj,i ∈ Ki and therefore ki,j + kj,i =
a0di for some integer a0 6= 0. Note here that Ki has at least two elements because
{ki,j + kj,i} ∪ {ki,j + k + kj,i; k ∈ Kj} ⊆ Ki.
Thus there exists a couple of nonzero integers (a1, a2) such that {a1di, a2di} ⊆ Ki and gcd{a1, a2} = 1,
due to di = gcd{k ∈ Ki}. It follows from (105) and ki,j + kj,i = a0di that
Kj→i→j ⊇ {kj,i + ki,j} ∪ {kj,i + a1di + ki,j, kj,i + a2di + ki,j}
= {a0di} ∪ {a0di + a1di, a0di + a2di}
= {a0di, (a0 + a1)di, (a0 + a2)di},
which leads to gcd{k ∈ Kj→i→j} ≤ gcd{a0di, (a0 + a1)di, (a0 + a2)di} = di. ✷
C.7 Proof of Theorem B.1
Since the if-part follows from Lemma B.3, we prove the only-if part. Let V (ω) denote a J × J
matrix such that
V (ω) = diag(g(y))−1Γ∗(yω)diag(g(y)), |ω| = 1,
where diag(x) denotes a diagonal matrix whose jth diagonal element is equal to [x]j for a
vector x. It is easy to see that V (1) is irreducible and stochastic and δ(V (ω)) = δ(Γ∗(yω)) =
1. Let f = (fj ; j ∈ J) denote a right eigenvector of V (ω) corresponding to δ(V (ω)) = 1. We
then have for any n ∈ N, (V (ω))nf = f and thus
fi =
∑
j∈J
[(V (ω))n]i,jfj =
∑
j∈J
∑
k∈Z
yk[Γ(n)(k)]i,j
[g(y)]j
[g(y)]i
· ωkfj , i, j ∈ J, (107)
where {Γ(n)(k); k ∈ Z} is the nth-fold convolution of {Γ(k); k ∈ Z} with itself. Note that∑
j∈J
∑
k∈Z y
k[Γ(n)(k)]i,j [g(y)]j/[g(y)]i = 1 because (V (1))ne = e. Let i′ denote an element
of J such that |fi′ | ≥ |fj | for all j ∈ J. It then follows from (107) that for any j ∈ J,
ωk
fj
fi′
= 1 if [Γ(n)(k)]i′,j > 0. (108)
Since Γ∗(1) is irreducible, for any j ∈ J there exist some n ∈ N and k ∈ Z such that
[Γ(n)(k)]i′,j > 0. Thus (108) implies that |fj|’s are all equal, because |ω| = 1. We now
consider a path from phase i to phase i such that
(0, i)→ (k1, i1)→ (k2, i2) → (km, im) , (km, i),
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where (kl, il) ∈ Z × J for l = 1, 2, . . . , m and m ∈ N. Since the period of MAdP {Γ(k)} is
equal to d, k1 + k2 + · · ·+ km is a multiple of d. From (108), we have ωk1+k2+···+km = 1 and
thus ωd = 1. The proof of the only-if part is completed.
As for the remaining statements, (72) is obvious, and it follows from Lemma B.3 (a) that if
δ(Γ∗(yω)) = 1, then the eigenvalue δ(Γ∗(yωνd)) = 1 is simple for ν = 0, 1, . . . , d− 1. ✷
D Kronecker’s Approximation Theorem
The following is Kronecker’s approximation theorem. For details, see, e.g., Theorem 7.10 in
[3].
Proposition D.1 Let γi’s (i = 1, 2, . . . , n) denote arbitrary real numbers. Let βi’s (i = 1, 2, . . . , n)
denote arbitrary real numbers such that β1, β2, . . . , βn and 1 are linearly independent over
the rationals (see Definition D.1 below). Then for any ε > 0, there exist an (n + 1)-tuple
(k, l1, l2, . . . , ln) of integers such that
|kβi − li − γi| < ε, for all i = 1, 2, . . . , n, (109)
and thus for any ε > 0 and any γ˜i ∈ [0, 1],
|kβi − ⌊kβi⌋ − γ˜i| < ε, for all i = 1, 2, . . . , n,
which implies that kβi − ⌊kβi⌋ (k ∈ Z) is dense in the interval [0, 1].
Definition D.1 Arbitrary real numbers βi’s (i = 1, 2, . . . , n) are said to be linearly independent
over the rationals (equivalently integers) if there exists no set of rational numbers qi’s (i =
1, 2, . . . , n) such that (q1, q2, . . . , qn) 6= 0 and
β1q1 + β2q2 + · · ·+ βnqn = 0. (110)
Therefore if βi’s are linearly independent over the rationals, (110) implies that q1 = q2 = · · · =
qn = 0.
E Example against Assumption 1.3
We suppose A(k)’s (k = 0, 1, . . . ) are scalars such that for some finite r > 1,
A(k) =
1
rk
1
(k + 1)3
/ ∞∑
n=0
1
rn
1
(n+ 1)3
, k = 0, 1, . . . .
Clearly, rA = r. We define F (x) (x ≥ 1) as
F (x) = x
∞∑
k=0
1
xk
1
(k + 1)3
.
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It then follows that for any x ≥ 1,
F ′(x) = 1−
∞∑
k=2
1
xk
k − 1
(k + 1)3
,
which leads to
F ′(1) ≥ 1−
∞∑
k=2
1
(k + 1)2
=
9
4
− pi
2
6
> 0,
F ′′(x) > 0.
Thus since F (rA) > F (1), we have
1
rA
δ(A∗(rA)) =
1
rA
A∗(rA) =
F (1)
F (rA)
< 1.
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