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The Nakajima-Zwanzig generalized quantum master equation provides a general, and formally
exact, prescription for simulating the reduced dynamics of a quantum system coupled to a quantum
bath. In this equation, the memory kernel accounts for the influence of the bath on the system’s
dynamics, and the inhomogeneous term accounts for initial system-bath correlations. In this paper,
we propose a new approach for calculating the memory kernel and inhomogeneous term for
arbitrary initial state and system-bath coupling. The memory kernel and inhomogeneous term are
obtained by numerically solving a single inhomogeneous Volterra equation of the second kind for
each. The new approach can accommodate a very wide range of projection operators, and requires
projection-free two-time correlation functions as input. An application to the case of a two-state
system with diagonal coupling to an arbitrary bath is described in detail. Finally, the utility and
self-consistency of the formalism are demonstrated by an explicit calculation on a spin-boson
model. © 2006 American Institute of Physics. DOI: 10.1063/1.2218342I. INTRODUCTION
A common approach for studying quantum dynamics in
the condensed phase is based on the observation that, in
practice, one can often directly probe and/or manipulate only
a small number of degrees of freedom DOFs. The sub-
system subject to direct observation and/or manipulation
may correspond to the reaction coordinate, a relaxing vibra-
tional mode of a solute molecule, or an optically active tran-
sition in a solvated molecule. This observation naturally
leads to a strategy that combines an accurate description of
the subsystem, which will be referred to as the system from
now on, with a minimal, yet accurate treatment of the rest of
the DOF, which will be referred to as the bath. The key to the
success of such an approach relies on one’s ability to accu-
rately filter out those aspects of the many-body bath dynam-
ics which affect the system.
A general approach for dealing with the nonequilibrium
quantum dynamics of a system coupled to a bath can be
based on the Nakajima-Zwanzig generalized quantum master
equation GQME.1–16 This GQME can be derived with the
help of projection operator techniques. It requires as input
such quantities as the memory kernel, which accounts for
bath-induced non-Markovian dissipative dynamics, and the
inhomogeneous term, which reflects initial system-bath cor-
relations. The calculation of these quantities is associated
with two major complications: 1 they involve the many-
body dynamics of the overall system i.e., system+bath and
2 they depend on the projection operator in a nontrivial
manner i.e., exponentially. A very popular approach for
bypassing at least the second difficulty is based on employ-
ing the following approximations: 1 Calculating the
memory kernel at the limit of weak system-bath coupling,
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much faster than the system’s relaxation rate, and 3 ne-
glecting the inhomogeneous term. These assumptions lead to
a Markovian quantum master equation of the Bloch-Redfield
type. The corresponding memory kernel is projection inde-
pendent and can be given in terms of free-bath two-time
correlation functions.6,8,10–12,14,15,17–35 Unfortunately, the as-
sumptions regarding weak system-bath coupling and Marko-
vity also make it impossible to account for such important
phenomena as solvation dynamics and solvent memory ef-
fects, which are central to solution chemistry. Thus, the de-
velopment of new ways for using the GQME beyond the
limit of weak system-bath coupling and Markovity is clearly
highly desirable.
In a previous paper,16 we presented a theoretical frame-
work for calculating the Nakajima-Zwanzig memory kernel
for arbitrary system-bath coupling. The proposed scheme
was based on a set of two, formally exact, coupled inhomo-
geneous Volterra equations of the second kind, which al-
lowed for the calculation of the projection-dependent
memory kernel from projection-free input that could be put
in terms of overall system two-time correlation functions.
Since the majority of DOF usually belong to the bath, the
computational cost of calculating overall system two-time
correlation functions is comparable to that of calculating
free-bath ones. Thus, the computational cost of calculating
the memory kernel for arbitrary system-bath coupling within
the new approach is comparable to that of calculating it in
the limit of weak system-bath coupling.
A demonstration of the new approach in the case of a
two-level system linearly coupled to a harmonic bath has
been provided in Ref. 16. In this case, it was possible to
compute the input two-time correlation functions in a nu-
merically exact manner, via the quasiadiabatic propagator
36,37path integral QUAPI method. A similar numerically ex-
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functions in the case of many-body anharmonic systems is
not feasible. However, a variety of approximate semiclassical
and mixed quantum-classical techniques for computing these
quantities are available.38 Indeed, in previous papers we have
demonstrated the applicability of the linearized
semiclassical39 and mixed quantum-classical Liouville40
methods for computing the memory kernel beyond the limit
of weak system-bath coupling.
In the present paper, we propose a new GQME-based
approach to nonequilibrium quantum dynamics in the con-
densed phase. The new approach represents a significant im-
provement over the scheme proposed in Ref. 16 in the fol-
lowing respects:
1 Whereas the approach in Ref. 16 was derived for a
specific choice of projection operator, the new approach
can accommodate a wide range of possible projection
operators.
2 The calculation of the memory kernel within the new
approach is based on solving a single inhomogeneous
Volterra equation of the second kind, instead of the two
coupled Volterra equations required by the approach in
Ref. 16.
3 The new approach includes a new scheme for comput-
ing the inhomogeneous term, which requires
projection-free input similar to that used for calculating
the memory kernel.
4 The new approach is applicable to driven systems with
explicitly time-dependent Hamiltonians.
Another goal of this paper is to consider the application of
the new approach to the case of a two-state system with
diagonal system-bath coupling. This application further illus-
trates some of the unique features of the new approach, and
sets the stage for its future application to the calculation of
optical spectra in condensed phase systems.
The structure of the remainder of this paper is as fol-
lows. A short overview of the GQME formalism is provided
in Sec. II. The new theoretical framework for calculating the
memory kernel and inhomogeneous term, in the case of ar-
bitrary system-bath coupling and initial state of the overall
system, is outlined in Sec. III. The new framework is applied
to the case of a two-state system diagonally coupled to a bath
in Sec. IV. An illustrative application to a spin-boson model
is described in Sec. V. We end with a summary of the main
results in Sec. VI.
II. PRELIMINARY CONSIDERATIONS
Consider an overall system with the following general
quantum-mechanical Hamiltonian:
Hˆ = Hˆ s + Hˆ b + Hˆ bs. 1
Here, Hˆ s is the system Hamiltonian, Hˆ b is the bath Hamil-
tonian, and Hˆ bs is the coupling between them throughout
this paper, capped symbols such as Hˆ represent operators. In
this and the following sections, we will assume that Hˆ s is
time independent. An extension of the formalism to the caseof a time-dependent system Hamiltonian is described in Ap-
pendix A.
We assume, without loss of generality, that
Hˆ bsR  TrbHˆ bsRˆ  = 0. 2
Here, Trb corresponds to a partial trace over the Hilbert
space of the bath, and Rˆ is an overall system operator which
must satisfy
TrbRˆ  = 1ˆ s, 3
where 1ˆ s is the unity operator in the system’s Hilbert space.
The operator Rˆ will be used later as part of the projection
operator cf. Eq. 11.
It should be noted that one can always redefine the sys-
tem Hamiltonian and system-bath coupling term such that
the condition in Eq. 2 is satisfied. More specifically, sup-
pose that
Hˆ = Hˆ s + Hˆ b + Hˆ bs , 4
such that TrbHˆ bs Rˆ 0. Then, one may define Hˆ s=Hˆ s
+ Hˆ bs R and Hˆ bs=Hˆ bs − Hˆ bs R, such that Hˆ bsR=0. It should
also be noted that, at least formally, Hˆ bs can always be put in
the form
Hˆ bs = 
j
Bˆ j  Sˆ j , 5
where Bˆ j and Sˆ j are independent bath and system operators,
respectively. Hˆ bsR=0 implies that Bˆ jR=0 for all 	Bˆ j
.
The state of the overall system at time t is described by
the density operator ˆt, whose dynamics is dictated by the
Liouville equation as follows:
d
dt
ˆt = −
i

Hˆ , ˆt  −
i

Lˆt
= −
i

Hˆ s + Hˆ b + Hˆ bs, ˆt
 −
i

Ls + Lb + Lbsˆt . 6
The state of the system at time t is described by the reduced
density operator
ˆt = Trbˆt . 7
Unlike ˆt, the time evolution of ˆt is not unitary, and
therefore cannot be described by a Liouville-type equation of
motion. Several formal approaches for describing such non-
unitary dynamics have been proposed in the past.1–9 The ap-
proach that we will adopt in this paper is based on projection
operator techniques and leads to a formally exact non-
Markovian equation of motion for ˆt, which is known as
the Nakajima-Zwanzig GQME.1–12,14–16 An outline of the
derivation of the GQME is given below for the case of a
time-independent system Hamiltonian the generalization to
the case of a time-dependent system Hamiltonian is de-
scribed in Appendix A.Consider a linear projection operator P, which satisfies
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The specific choice of P is dictated by what we choose to
project out, as well as convenience see below. Following
the standard procedure, one operates on Eq. 6 from the left
with either P or its complimentary projection operator
Q = 1ˆ − P , 9
where 1ˆ =1ˆ s 1ˆ b is the overall system unity operator. This
results in a set of two coupled linear first order differential
equations, one for Pˆt and another for Qˆt. Explicitly
solving the equation for Qˆt and substituting the result in
the equation for Pˆt then leads to the GQME in its most
general form as follows:
d
dt
Pˆt = − i

PLPˆt − 1
2

0
t
dPLe−iQLt/QLPˆt − 
−
i

PLe−iQLt/Qˆ0 . 10
It should be noted that in deriving Eq. 10, we have assumed
that Hˆ s is time independent.
The choice of P is dictated by the desire to project out
the bath DOF, and is given by
P· = Rˆ Trb· , 11
where Rˆ is as in Eq. 3. Substituting Eq. 11 in Eq. 10,
then leads to the following GQME for ˆt:
d
dt
ˆt = −
i

Lsˆt −
i

TrbLbsRˆ ˆt
− 
0
t
dKˆt −  + Iˆt . 12
Here, K is the memory kernel a system superoperator
and Iˆt is the inhomogeneous term a system operator. They
are explicitly given by
K = 1
2
Trb	Lbse−iQL/QLRˆ 
 , 13
Iˆt = −
i

Trb	Lbse−iQLt/Qˆ0
 . 14
In deriving Eqs. 12–14, we have used the following iden-
tities:
TrbLb ·  = 0, TrbPLs ·  = TrbLsP ·  = Ls Trb· ,
15
Trbe−iQL/Q ·  = 0.
The first term on the right-hand side of Eq. 12,
−iLsˆt /, accounts for the unitary bath-free system dy-
namics. The second term, −i TrbLbsRˆ ˆt /, accounts for
the bath-induced shift of the system’s unitary dynamics. This
term vanishes as a result of our assumption that Hˆ bsR=0
cf. Eqs. 2 and 5:TrbLbsRˆ ˆt = TrbHˆ bsRˆ ˆt − TrbRˆ ˆtHˆ bs
= 
j
TrbBˆ j  Sˆ jRˆ ˆt − TrbRˆ ˆtBˆ j  Sˆ j
= 
j
Sˆ jBˆ jRˆt − Bˆ jRˆtSˆ j = 0. 16
The third term, −0t dKˆt−, represents a nonunitary
and non-Markovian bath-induced contribution to the sys-
tem’s dynamics. The fourth term, Iˆt, accounts for
projected-out correlations between the system and the bath at
t=0. It should be noted that the latter two bath-induced terms
need not be Hermitian. However, their sum must be Hermit-
ian since dˆ /dt is. We also note that it is possible although
not necessary! to express the GQME in terms of Hermitian
bath-induced terms, for example, by employing a symme-
trized projection operator of the form P·= 	Rˆ Trb·
+Trb·Rˆ †
 /2 cf. Appendix B.
Equation 12 corresponds to a family of possible equa-
tions of motion for a system coupled to a bath. These equa-
tions differ with respect to the choice of reference operator,
Rˆ , but are otherwise exact and equivalent. It should also be
noted that Eq. 12 can accommodate system-bath coupling
of arbitrary strength, non-Markovian dynamics, and initial
system-bath correlations. The same features are not accom-
modated by the commonly used Bloch-Redfield quantum
master equation. The latter corresponds to an approximate
version of Eq. 12, which can be obtained by imposing
weak system-bath coupling in the sense of first order time-
dependent perturbation theory, Markovity, and the assump-
tion of an uncorrelated initial state.
III. EVALUATION OF THE MEMORY KERNEL
AND INHOMOGENEOUS TERM
In order to use Eq. 12 in practice, it is necessary to be
able to compute K Eq. 13 and Iˆt Eq. 14. A major
difficulty in calculating these quantities has to do with their
explicit and nontrivial dependence on the projection operator
Q. In this section, we propose a general approach that makes
it possible to compute K and Iˆt from projection-free
input.
The evaluation of K and Iˆt is facilitated by the fol-
lowing general identity:41–43
e−iQLt/ = e−iLt/ +
i


0
t
de−iLt−/PLe−iQL/. 17
Equation 17 can be derived by integrating both sides
of the differential equation deiL/e−iQL/ /d
= i /eiL/PLe−iQL/ from 0 to t, and operating on the re-
sult from the left by e−iLt/. This identity has been employed
in the past mostly in terms of its Fourier-Laplace transform
1,44–48
representation,
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z + iQL/ =
1
z + iL/ +
i

1
z + iL/PL
1
z + iQL/ , 18
in a variety of applications of the projection operator formal-
ism. It is extremely general and does not even depend on the
actual choices of P or L.
We first consider the evaluation of the inhomogeneous
term, Iˆt. To this end, we substitute Eq. 17 in Eq. 14.
Specializing to the projection operator in Eq. 11 then leads
to the following operator inhomogeneous Volterra equation
of the second kind49 for Iˆt:
Iˆt =ˆ t +tˆ0 + 
0
t
dt − Iˆ . 19
Here, ˆ t and t are projection-free system operator and
superoperator, respectively, which are explicitly given by
ˆ t = −
i

TrbLbse−iLt/ˆ0 20
and
t =
i

TrbLbse−iLt/Rˆ  . 21
We next consider the evaluation of the memory kernel
K. To this end, we substitute Eq. 17 in Eq. 13. Spe-
cializing once again to the projection operator in Eq. 11
leads to the the following inhomogeneous Volterra equation
of the second kind for K:
K =˙  + i

Ls + 
0

d − K , 22
where t is as in Eq. 21.
Equations 19 and 22 constitute compact and general
relations between the projection-dependent K and Iˆt and
the projection-free t and ˆ t. Thus, the problem of com-
puting K and Iˆt translates into that of calculating t
and ˆ t, followed by solving Eq. 19 for Iˆt and Eq. 22
for K.
It should be noted that Eqs. 19 and 22 are not unique.
More specifically, K and Iˆt can be related to projection-
free quantities in other ways. For example, an alternative
route for computing K can be based on the observation
that
K = ˙  , 23
where
 =
i

TrbLbse−iQL/Rˆ  . 24
Substituting Eq. 17 in Eq. 24 then yields the following
equation: = + 
0

d −  i

Ls +  , 25
where  is as in Eq. 21. Thus, the projection-dependent
 can be obtained from the projection-free . Once
 is known, K can be easily obtained by taking its time
derivative cf. Eq. 23. It can also be verified that Eq. 22
can be obtained from Eq. 25 by taking the time derivative
of the latter.
Yet another route for obtaining K from projection-
free input can be derived with the help of the identities
e−iQLt/Q = Qe−iLQt/ 26
and
e−iLQt/ = e−iLt/ +
i


0
t
de−iLt−/LPe−iLQ/. 27
Upon substituting these identities in Eq. 13, it can be
shown that
K =˙  + i
0

d˙  − K , 28
where
K = 1

Trbe−iLQ/LRˆ  . 29
Substituting the identity in Eq. 27 back in Eq. 29 then
leads to the following equation:
K =  + i
0

d − K , 30
where
 =
1

Trbe−iL/LRˆ  . 31
Thus, given the projection-free  as input, Eq. 30 can be
solved for the projection-dependent K. The latter can
then be substituted in Eq. 28, which can be solved for K,
with the projection-free  as input. In the case where Rˆ
= ˆb
eq
=e−	H
ˆ
b /Trbe−	H
ˆ
b, Eqs. 30 and 28 reduce to Eqs. 9
and 10 of Ref. 16 to this end, note that ˙ , K, and
 coincide with K1, K2, and K3 of Ref. 16, re-
spectively. At the same time, it should also be noted that Eq.
22 provides a more convenient route to K because it
involves solving only one Volterra equation and a smaller
number of projection-free quantities as input.
The limit of weak system-bath coupling can be obtained
by substituting Rˆ = ˆb
eq
=e−	H
ˆ
b /Trbe−	H
ˆ
b and e−iQL/
−iQLb+Ls/e in Eq. 24 as follows:
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i

TrbLbse−iQLb+Ls/ˆbeq
=
i

TrbLbsP + Qe−iLb+Ls/ˆbeq
=
i

TrbLbse−iLb+Ls/ˆbeq = . 32
The second equality in Eq. 32 can be obtained by rewriting
e−iQLb+Ls/ in terms of its Taylor expansion and noting that
QLb+LsQ=QLb+Ls. The third equality is based on the
fact that TrbLbsRˆ =0. It should be noted that  coincides
with  and that K coincides with ˙  in the limit of
weak system-bath coupling.
It is interesting to note that the projection-free input re-
quired for calculating K in the case of arbitrary system-
bath coupling is rather similar to that in the case of weak
system-bath coupling. The main difference between the two
cases appears to be that the relationship between K and
the projection-free input is more direct in the weak coupling
case. However, the computational bottleneck in actual appli-
cations to anharmonic systems often lies in calculating the
projection-free input, rather than in obtaining K from it.
Thus, somewhat surprisingly, one finds that the computa-
tional cost of calculating K in the case of arbitrary
system-bath coupling is expected to be similar to that in the
case of weak system-bath coupling.
In order to proceed, it is convenient to put Eqs. 12,
19, 22, and 25 in matrix form. To this end, it is useful to
work in terms of the system’s N2-dimensional Liouville
space, where N is the dimension of the system’s Hilbert
space. Within this formalism, system operators such as Iˆ are
represented by vectors of length N2, and superoperators such
as K are represented by N2
N2 matrices. The corre-
sponding matrix elements of Iˆt and K are given by
Iijt = ijIˆt = Trsij†Iˆt = iIˆj , 33
Kij,klt = ijKkl = Trsij†Kkl . 34
Here, Trs corresponds to tracing over the system’s Hilbert
space, and 	i , j , k , l
 are system states that belong to an
orthonormal basis set of one’s choice.
The GQME, Eq. 12, can now be put in matrix form as
follows:
d
dt
ijt = −
i


k,l
Lsij,klklt
− 
k,l

0
t
dKij,klklt −  + Iijt . 35
Similarly, Eqs. 19, 22, and 25 can also be put in matrix
form as follows:
Iijt =ijt + 
k,l
ij,kltkl0
+ t dij,klt − Ikl , 36
k,l 0Kij,kl =˙ ij,kl +
i


m,n
ij,mntLsmn,kl
+ 
m,n

0

dij,mn − Kmn,kl , 37
ij,kl =ij,kl + 
m,n

0

dij,mn − 

 i

Lsmn,kl + mn,kl . 38
Closer inspection reveals that the matrix elements ij,kl,
˙ ij,kl, and ijt can all be given in terms of overall sys-
tem two-time correlation functions of the form
TrAˆ eiH
ˆ t/Bˆ e−iH
ˆ t/ as follows:
ij,kl =
i

Tr	Rˆ kleiH
ˆ /ji,Hˆ bse−iH
ˆ /
 , 39
˙ ij,kl = −
1
2
TrRˆ kleiHˆ / i

Hˆ ,ji,Hˆ bse−iH
ˆ / ,
40
ijt = −
i

Tr	ˆ0eiH
ˆ t/ji,Hˆ bse−iH
ˆ t/
 . 41
In this context, it is also interesting to note that the Bloch-
Redfield quantum master equation also requires two-time
correlation functions as input, albeit of the free bath rather
than the overall system. However, except for the rather spe-
cialized case of the harmonic bath, the computational effort
involved in calculating overall system correlation functions
would be comparable to that involved in calculating the free-
bath correlation functions. Thus, going beyond the weak cou-
pling limit within the approach proposed here does not ap-
pear to carry a significant computational overhead.
IV. A TWO-STATE SYSTEM DIAGONALLY COUPLED
TO A BATH
The theoretical framework presented in Sec. III is very
general and can be applied to practically any system, as long
as one can calculate the projection-free input accurately
enough and solve the corresponding GQME. In this section,
we demonstrate and test the consistency of this general the-
oretical framework in the special case of a two-state system
and a system-bath coupling which is diagonal in terms of the
system’s stationary state representation. Models of this type
have been extensively studied in the past, for example, in the
context of dephasing processes and optical spectroscopy in
condensed phase systems.50–52
The overall Hamiltonian that we consider has the form
of Eq. 1, with
Hˆ s = 0ee 42and
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Here, g and e are the system stationary states, such that
Hˆ sg=0 and Hˆ se=0 e 00. It should be noted
that the system-bath coupling term Hˆ bs only involves the
diagonal system eigenprojector ee, but not the off-
diagonal creation and annihilation operators, eg and
ge. The bath operator Uˆ corresponds to the bath-induced
modulation of the energy gap between the ground and ex-
cited states. The results presented in this section are valid
regardless of the specific choice of Hˆ b and Uˆ .
For this model, one can represent the system density
operator ˆt by the 2
2 matrix, whose elements are
	ggt ,get ,egt ,eet
. The initial state of the overall
system can be generally written in the following form:
ˆ0 = gg0ˆg  gg + ee0ˆe  ee
+ ge0ˆb  ge + eg0ˆb
†
 eg , 44
where gg0+ee0=1 and 	ˆb , ˆb
†
, ˆg , ˆe
 are bath opera-
tors with unity trace. The time evolution of the system den-
sity operator can be shown to be given by
ˆt = Trb	e−iH
ˆ t/ˆ0eiH
ˆ t/

=  gg0 ge0ei0tJbt
eg0e−i0tJb
*t ee0
 , 45
where
Jbt = eiH
ˆ
b+U
ˆ t/e−iH
ˆ
bt/b exp− i0t dtUˆ tb.
46
Here, Aˆ b=TrbˆbAˆ , Uˆ t=eiH
ˆ
bt/Uˆ e−iH
ˆ
bt/, and exp
−
	¯

stands for a negatively time-ordered exponential operator:
exp
−
t0
t
dtAˆ t  1 + 
t0
t
dt1Aˆ t1
+ 
t0
t
dt1
t0
t1
dt2Aˆ t2Aˆ t1 + . . . .
47
Our goal in this section is to investigate the GQME that
governs the dynamics of ˆt as given in Eq. 45. The analy-
sis starts with the general GQME in Eq. 12. It is also con-
venient to choose Rˆ = ˆb, such that LQˆ0=0, and therefore
Iˆt=0. It should be noted that in this case, Iˆt=0, regardless
of the specific choices of ˆg and ˆe in Eq. 44.
The memory kernel superoperator K can be repre-
sented by a 4
4 matrix in terms of the systems Liouville
space basis set 	gg , ge , eg , ee
. The memory kernel
matrix elements, 	Kij,kl
, can be obtained by solving Eq.
37. To this end, the matrix elements 	ij,kl
 and
	Lsij,klt
 are needed as input. These matrix elements can
be calculated explicitly and are given byLsmn,kl = − 0 if mn,kl = ge,ge ,+ 0 if mn,kl = eg,eg ,0 otherwise,  48
and
ij,mn = − e
i0J˙b if mn,kl = ge,ge ,
− e−i0J˙b
* if mn,kl = eg,eg ,
0 otherwise.
 49
Substituting Eqs. 48 and 49 in Eq. 37, one can
verify that all the matrix elements Kij,klt, except for
Kge,get and Keg,egt, satisfy a homogeneous Volterra equa-
tion of the second kind, and therefore vanish.49 This imme-
diately verifies that dgg /dt=dee /dt=0 cf. Eq. 45. At
the same time, the time evolution of get is seen to be
dictated by the following equation:
d
dt
get = i0get − 
0
t
dKget −  , 50
where the memory kernel function KKge,ge satisfies
the following inhomogeneous Volterra equation of the second
kind:49
K = − ei0J¨b − 
0

dei0−J˙b − K .
51
Equation 50 is written in terms of the Schrödinger pic-
ture. However, working instead in terms of the interaction
picture leads to even simpler equations. The transformation
between the Schrödinger-picture representation of the matrix
element get and its interaction-picture counterpart, de-
noted by ˜get, is given by
˜get = e−i0tget . 52
The equation of motion for ˜get can be easily derived from
Eq. 50, and is given by
d
dt
˜get = − 
0
t
dK˜ ˜get −  , 53
where
K˜   Ke−i0. 54
Finally, one can use Eq. 51 in order to derive the following
inhomogeneous Volterra equation of the second kind for
K˜ :
K˜  = − J¨b − 
0

dJ˙b − K˜  . 55
It is interesting to note that Eq. 55 can also be derived via
an alternative route, starting from Eq. 45 cf. Appendix C.
Next, we consider the limit of weak system-bath cou-
pling. In this limit, Eq. 53 reduces to
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dt
˜get = − 
0
t
dK˜ wc˜get −  , 56
where
K˜ wc =
1
2
TrbLbse−iLs+Lb/Lbsˆbeq
=
1
2
Uˆ Uˆ b 
1
2
CUU . 57
It should also be noted that in this limit, the expansion of
Jb in powers of the system-bath coupling can be truncated
after the second order term:
Jb  Jb
wc = 1 −
1
2

0

d
0

dCUU
= 1 − 
0

d
0

dK˜ wc , 58
such that
J˙b  J˙b
wc = −
1
2

0

dCUU = − 
0

dK˜ wc
59
and
J¨b  J¨b
wc = −
1
2
CUU = − K˜ wc . 60
It is interesting to note that K˜ wc coincides with −J¨b at
the weak coupling limit. It is also interesting to note that
K˜ 0=−J¨b0 cf. Eq. 55, such that the initial values of
K˜  and K˜ wc coincide in general.
Equation 56 can be further simplified if K˜ wc decays
much faster than ˜get. In such cases, one may replace
˜get− in Eq. 56 by ˜get, such that
d
dt
˜get = − t˜get , 61
where
t = 
0
t
dK˜ wc . 62
At times longer than the lifetime of K˜ wc, t becomes
time independent such that
d
dt
˜get = − ˜get  −  1T2 + i˜get , 63where1
T2
 Re =
1
2

0

d ReCUU
=
1
22
−

dCUU ,
64
 Im =
1
2

0

d ImCUU .
V. A SPIN-BOSON EXAMPLE
In this section, we test and further explore the results of
Sec. IV in the case of a relatively simple spin-boson
model.53–55 To this end, we assume that the bath consists of
N independent harmonic modes of mass-weighted coordi-
nates and momenta 	Qj
 and 	Pj
, respectively:
Hˆ b = 
j=1
N Pˆ j2
2
+
1
2
 jQˆ j2 . 65
Hˆ s and Hˆ bs are as in Eqs. 42 and 43, respectively, and Uˆ
is assumed to be linear in the bath coordinates:
Uˆ = 
j=1
N
cjQˆ j . 66
We also define the bath spectral density in the following
manner:
J = 
j=1
N cj2
2 j
 −  j , 67
and assume that ˆb= ˆb
eq
, such that Hˆ bsR=Trbˆb
eqHˆ bs=0.
For this model, the weak coupling memory kernel
Kwc and Jb can be obtained analytically and are given
by
Kwc =
1
2
CUU
=
1


0

dJcoth	2 cost
+ i sint , 68
Jb = exp− 120 d0 dCUU
= exp− i0 dJ − 10 dJ2

coth	2 1 − cos − i sin .
69
The fact that Kwc and Jbt can be expressed in terms of
the very same two-time correlation function, CUU
ˆ
eq ˆ iHˆ b/ ˆ −iHˆ b/=Trbb Ue Ue , should be attributed to the fact
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expansion of Jbt is exact. It should be noted that a Gauss-
ian approximation can also be employed for calculating Jbt
in the case of an anharmonic bath, by truncating the corre-
sponding cumulant expansion at second order.
Finally, we note that although the Markovian weak cou-
pling quantum master equation Eq. 61 is, in principle,
more approximate than the non-Markovian weak coupling
quantum master equation Eq. 56, it actually yields the
exact result for this spin-boson model. This is a fortuitous
coincidence, which is intimately related to the fact that the
bath is harmonic. More specifically, d˜ge /dt=−t˜get im-
plies that cf. Eqs. 62, 57, and 45
˜get
˜ge0
= exp− 
0
t
d
= exp− 
0
t
d
0

dKwc
= exp− 120t d0 dCUU = Jbt . 70
The calculation reported below were performed for
Ohmic and Debye spectral densities with exponential cut-
offs:
JO = o2e− for  0,0 for  0, 71
JD = d4/63e− for  0,0 for  0. 72
In both cases, the parameters 	 and  were assigned as 	
=1.0 and =5.0, respectively.
A. Ohmic bath
We first consider the case of an Ohmic bath cf. Eq.
71. The real and imaginary parts of the memory kernel
K˜  were calculated by numerically solving the correspond-
ing inhomogeneous Volterra equation of the second kind, Eq.
55.56 The real and imaginary parts of the resulting memory
kernels are shown in Fig. 1 for values of o ranging from
0.0001, which corresponds to weak system-bath coupling, to
0.1000, which corresponds to strong system-bath coupling.
Also shown on this plot is the weak coupling memory kernel,
Kwc cf. Eq. 68. The memory kernels all converge to the
same value at t=0, as expected. Furthermore, the exact K˜ 
converges to its weak coupling counterpart, K˜ wc, at the
limit of weak system-bath coupling. However, increasingly
larger deviations are observed between K˜  and K˜ wc as
the coupling becomes stronger. More specifically, K˜  be-
comes shorter-lived as o increases, and develops a region
where K˜  becomes increasingly more negative.
The relaxation of the real and imaginary parts of ˜get
in the case of strong system-bath coupling o=0.1000 is
shown in Fig. 2. The results obtained by numerically solving
the GQME with the exact memory kernel, Eq. 53, via thefourth order Runge-Kutta method56 are seen to coincide with
the exact result. It should also be noted that the system re-
laxation occurs on a time scale which is comparable to the
lifetime of the exact memory kernel. Finally, the prediction
FIG. 1. The memory kernel in the case of an Ohmic bath 	=1.0, =5.0.
Shown are the real and imaginary parts of the exact memory kernel, K˜ ,
for the indicated values of o. Also shown for comparison is the correspond-
ing weak coupling approximation, K˜ wc.
FIG. 2. The real and imaginary parts of ˜get as it relaxes to equilibrium in
the case of an Ohmic bath o=0.1000, 	=1.0, =5.0. Shown are the exact
results, Eq. 45 solid line, and the results obtained by solving the GQME
circles. The inset shows the corresponding predictions based on the weak
system-bath coupling treatment cf. Eq. 56.
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damped, longer lived, and qualitatively incorrect cf. inset of
Fig. 2.
B. Debye bath
We next consider the Debye bath case cf. Eq. 72. The
real and imaginary parts of the memory kernels are shown in
Fig. 3 for values of d ranging from 0.01 weak system-bath
coupling to 1.000 strong system-bath coupling. As in the
case of the Ohmic bath, K˜  becomes increasingly shorter-
lived in comparison to K˜  as the coupling becomes stron-
ger. It should also be noted that the detailed behavior of K˜ 
is different in comparison to the Ohmic bath.
The relaxation of the real and imaginary parts of ˜get
in the case of strong system-bath coupling d=1.00 is
shown in Fig. 4. The results obtained by numerically solving
the GQME with the exact memory kernel are seen to coin-
cide with the exact result. At the same time, the prediction of
the weak coupling treatment, Eq. 56, is once again clearly
underdamped, longer lived, and qualitatively incorrect cf.
inset of Fig. 4.
VI. SUMMARY
In this paper, we proposed a new approach for calculat-
ing the memory kernel and inhomogeneous term of the
GQME, for arbitrary initial state and system-bath coupling.
The proposed theoretical framework allows for the calcula-
tion of the memory kernel and inhomogeneous term by solv-
ing an inhomogeneous Volterra equation of the second kind
FIG. 3. The memory kernel in the case of a Debye bath 	=1.0, =5.0.
Shown are the real and imaginary parts of the exact memory kernel, K˜ ,
for the indicated values of d. Also shown for comparison is the correspond-
ing weak coupling approximation, K˜ wc.for each. The new approach is considerably more general andstreamlined in comparison to our original proposal.16 It can
accommodate a wide range of possible projection operators
and can even deal with explicitly time-dependent Hamilto-
nians. The application of the new approach to the case of a
two-state system with diagonal system-bath coupling was
considered, and its self-consistency was demonstrated on a
spin-boson model.
The next natural step is to apply the new method to
systems where the exact quantum dynamics is not known. Of
particular interest are systems where the bath is anharmonic
e.g., liquid solutions, systems that involve population trans-
fer between the system quantum states either nonradiative
or laser driven, and systems where initial system-bath cor-
relations are important. It should be noted that in most cases
of practical interest, calculating the quantum-mechanical
projection-free two-time correlation functions in Eqs.
39–41 will have to be done numerically. Furthermore,
approximate semiclassical and mixed quantum-classical
techniques, many of which were especially designed for
computing such two-time correlation functions, will have to
be employed in applications to anharmonic systems such as
liquid solutions e.g., see Refs. 39 and 40. In such cases, the
quality of the results will obviously depend on the reliability
of the underlying approximations. However, it should be
noted that approximating the memory kernel, followed by
solving the GQME, would often lead to more accurate sys-
tem dynamics than that obtained by direct application of the
same approximation.39,40 Work on these issues is underway,
FIG. 4. The real and imaginary parts of ˜get as it relaxes to equilibrium in
the case of a Debye bath d=1.000, 	=1.0, =5.0. Shown are the exact
results, Eq. 45 solid line, and the results obtained by solving the GQME
circles. The inset shows the corresponding predictions based on the weak
system-bath coupling treatment cf. Eq. 56.and will be reported in forthcoming publications.
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APPENDIX A: EVALUATION OF THE MEMORY
KERNEL AND INHOMOGENEOUS TERM
FOR A SYSTEM WITH A TIME-DEPENDENT
HAMILTONIAN
In this appendix, we generalize the formalism described
in Secs. II and III to cases where Hˆ is explicitly time depen-
dent. We focus on the rather prevalent situation where the
system is driven by an external time-dependent classical
field. In such cases, one can assume that only Hˆ s is explicitly
time dependent. A commonly encountered example corre-
sponds to photoexcitation by laser light of a chromophore
embedded in a condensed phase host.
1. The GQME for a system with an explicitly
time-dependent Hamiltonian
Consider an overall system with the following general
quantum-mechanical Hamiltonian:
Hˆ = Hˆ st + Hˆ b + Hˆ bs, A1
where the system Hamiltonian, Hˆ st, is now assumed to be
explicitly time dependent, while Hˆ b and Hˆ bs are as in Sec. II.
Following a similar procedure to that outlined in Sec. II, it
can be shown that the GQME in this case is given by6
d
dt
ˆt = −
i

Lstˆt − 
0
t
dK,tˆt −  + Iˆt . A2
A detailed derivation of the explicit expressions for the
memory kernel, K , t, and inhomogeneous term, Iˆt, can
be found in Ref. 6. The final results are given by
K,t = 1
2
TrbLbs exp+− it−t dtQLt

QLt − Rˆ , A3
Iˆt = −
i

TrbLbs exp+− i0t dtQLtQˆ0 ,
A4
where exp+	. . .
 stands for a positively time-ordered exponen-
tial superoperator:
exp+
t0
t
dtAt  1 + 
t0
t
dt1At1
+ 
t0
t
dt1
t0
t1
dt2At1At2 + . . . .
A5
It should be noted that the memory kernel is now explicitly t
dependent as well as  dependent.2. Evaluation of the memory kernel
and inhomogeneous term
The identity in Eq. 17 can be generalized to the case of
an explicitly time-dependent Hamiltonian:
exp+− it0t dtQLt
= exp+− it0t dtLt + it0t dt

exp+− itt dtLtPLt

exp+− it0t dtQLt . A6
Equation A6 can be derived by integrating both sides of the
differential equation
d
dtexp− it0t dtLtexp+− it0t dtQLt
= exp
− it0t dtLtPLt

exp+− it0t dtQLt A7
from t0 to t, and multiplying the result from the left by
exp+	−i /t0
t dtLt
. Here, exp
−
	. . .
 stands for a nega-
tively time-ordered exponential superoperator:
exp
−
t0
t
dtAt  1 + 
t0
t
dt1At1
+ 
t0
t
dt1
t0
t1
dt2At2At1 + . . . .
A8
Substituting Eq. A6 in Eq. A4, and using the projec-
tion operator in Eq. 11 then leads to an equation which is
analogous to Eq. 19:
Iˆt =t +0,tˆ0 + 
0
t
d,tIˆ , A9
where
t = −
i

TrbLbs exp+− i0t dtLtˆ0 A10
and
,t =
i

TrbLbs exp+− it dtLtRˆ . A11
Similarly, substituting Eq. A6 in Eq. A3, and using the
projection operator in Eq. 11, leads to the following equa-
tion for the memory kernel, which is analogous to Eq. 22:
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
,t +
i

,tLst
+ 
0

d − ,tK,t −  . A12
APPENDIX B: EVALUATION OF THE MEMORY
KERNEL AND INHOMOGENEOUS TERM IN THE CASE
OF A SYMMETRIZED PROJECTION OPERATOR
In this appendix, we generalize the formalism described
in Secs. II and III to the case of a symmetrized projector
operator of the form
P· = 12 Rˆ Trb· + Trb·Rˆ † , B1
where Rˆ is an overall system operator, Rˆ † is its Hermitian
conjugate, and TrbRˆ =TrbRˆ †=1ˆ s. For example, Romero-
Rochin et al.13–15 have employed a symmetrized projector
operator of this form, with
Rˆ = e−	H
ˆ
Trbe−	H
ˆ
−1, B2
in order to retain the Hermiticity of the individual terms in
the GQME and eliminate the inhomogeneous term in cases
where ˆ0=e−	Hˆ /Tre−	Hˆ .
Similar to Eq. 2, we assume without loss of generality
that
Hˆ bsR 
1
2 TrbRˆ Hˆ bs + TrbHˆ bsRˆ
† = 0. B3
The GQME in matrix form can then be shown to have the
same form as Eq. 35, with
Kij,kl = Tr	ij†Lbse−iQL/QLRˆ kl + klRˆ †

B4
and
Iˆijt =
i

iLbse−iQLt/ˆ0 − 12 Rˆ ˆ0 + ˆ0Rˆ †j .
B5
As in the case of the one-sided projector operator, the
evaluation of the matrices 	Kij,kl
 and 	Iˆijt
 is facilitated
by the identity in Eq. 17. The matrix 	Iˆijt
 can be shown
to satisfy an equation of the same form as Eq. 36, where
ijt is as in Eq. 41, and
ij,klt =
i

Tr12 Rˆ kl + klRˆ †eiHˆ t/j

i,Hˆ bse−iH
ˆ t/ B6
is the symmetrized analog of Eq. 39. The matrix 	Kij,kl

can be shown to satisfy an equation of the same form as Eq.
37, where ij,klt is as in Eq. B6.
APPENDIX C: AN ALTERNATIVE DERIVATION
OF EQ. „55…According to Eq. 45˜get
˜ge0
= Jbt . C1
Taking the time derivative of Eq. C1, and employing the
ansatz d˜ge /dt=−0t dK˜ ˜get−, then leads to the fol-
lowing equation:
J˙bt = − 
0
t
dK˜ Jbt −  . C2
Taking the derivative with respect to t of both sides of Eq.
C2 and rearranging, then leads to Eq. 55.
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