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We theoretically investigate the behavior of a mobile impurity immersed in a one-dimensional
quasi-periodic Fermi system with topological p-wave superfluidity. This polaron problem is solved
by using a standard variational approach, the so-called Chevy ansatz. The polaron states are
found to be strongly affected by the strength of the quasi-disorder and the amplitude of the p-
wave pairing. We analyze the phase diagram of the polaron ground state and find four phases: two
extended phases, a weakly-localized phase and a strongly-localized phase. It is remarkable that these
polaron phases are directly corresponding to the four distinct phases experienced by the underlying
background Fermi system. In particular, the weakly-localized polaron phase corresponds to an
intriguing critical phase of the Fermi system. Therefore, the different phases of the background
system can be unambiguously probed by measuring the polaron properties via radio-frequency
spectroscopy. We also investigate the high-lying excited polaron states at an infinite temperature
and address the possibility of studying many-body localization (MBL) of these states. We find that
the introduction of p-wave pairing may delocalize the many-body localized states and make the
system easier to thermalize. Our results could be observed in current state-of-the-art cold-atom
experiments.
I. INTRODUCTION
Impurity and disorder are key ingredients of many in-
triguing phenomena in quantum systems. Disorder in a
non-interacting system can lead to an unexpected phe-
nomenon, namely Anderson localization (AL) [1], which
has been widely investigated and observed experimen-
tally in various systems, including microwaves [2, 3], op-
tical waves [4, 5], and matter waves [6, 7]. Another in-
triguing phenomenon that has recently received intensive
interest is many-body localization (MBL), in which a dis-
ordered, interacting many-body quantum system fails to
act as its own heat bath [8, 9] and never achieves local
thermal equilibrium. As a result, MBL challenges the
very foundations of quantum statistical physics, e.g., the
absence of thermalization and a violation of the eigen-
state thermalization hypothesis (ETH) [10, 11]. MBL
also leads to striking theoretical predictions and exper-
imental observations [12, 13], such as the preservation
of local quantum information for a very long time [14]
and the slow logarithmic growth of entanglement entropy
with time [15–18]. Remarkably, MBL was recently ob-
served in an experiment by trapping ultracold atoms in
a one-dimensional (1D) quasi-periodic lattice [19], which
can be well described by the Aubry-Andre´-Harper (AAH)
model [20–22].
The AAH model has been extensively applied in con-
densed matter systems to investigate the transportation
and AL properties of 1D quasiperiodic systems. Based
on this model, many excellent works have studied a va-
riety of transitions between metallic (extended), critical,
and insulating (localized) phases [23–29]. Recently, the
AAH model has been extended to understand some topo-
logical states of matter [30–40]. In particular, a non-
abelian extension of the AAH model that includes p-
wave pairing/superfluidity was used to address the in-
terplay between localization and non-trivial topology in
a non-interacting system [33, 34, 39, 40]. It was shown
that, if the quasidisorder strength is large enough the sys-
tem becomes localized and topologically trivial. On the
contrary, all the states of the system are extended and
topologically non-trivial, if the quasidisorder strength is
smaller than a threshold. In these studies, the inverse
participation ratio (IPR) has been applied to characterize
the phase transitions [34, 39, 40]. In the thermodynamic
limit L→∞, the IPR approaches a finite value that does
not depend on the size of the system L in the localized
phase, approaches zero as 1/L in the extended phase, and
decays to zero slower than 1/L in the intermediate critical
regime [39]. In the presence of inter-particle interactions,
one may also expect to observe the MBL transition in a
generalized non-abelian AAH model, where the effect of
the topologically non-trivial p-wave superfluidity in MBL
system can be explored.
The purpose of this work is two-fold. First, we aim to
determine the ground-state phase diagram of the gener-
alized AAH model by introducing a mobile impurity that
creates the so-called quasiparticle “polaron” as a probe
[41, 42]. In condensed matter community, a quenched
static impurity has been widely applied as an important
local probe that characterizes the underlying nature of
the hosting quantum many-body systems [43]. For exam-
ple, individual impurity has been experimentally imple-
mented to determine the superconducting pairing sym-
metry of high-temperature superconductors [44] and has
been theoretically proposed to probe topological super-
fluidity [45]. Here, using a mobile impurity (and the cor-
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FIG. 1: (color online). Ground-state phase diagram of a mov-
ing impurity in a quasi-disordered Fermi system, as functions
of a p-wave pairing parameter ∆ and a disorder strength V0,
both of which are measured in units of the hopping ampli-
tude t. The color in the logarithmic scale represents the value
of the inverse participation ratio αIPR of the impurity wave
function, from which one may identify two extended phases
(I and II) and two localized phases (III and IV). Here, we
set the length of the system L = 21 and the offset phase of
the disorder potential θ = pi/(2L). The interaction strengths
between impurity and fermions are U1 = U2 = 2t.
responding polaron) as a probe is similar to a static one,
but is sometimes easier to access experimentally, partic-
ularly in the highly controllable cold-atom experiments
[41, 42], where polaron, either Fermi polaron or Bose po-
laron, can be easily created, controlled and detected. As
a concrete example, we consider a single mobile impurity
immersed in a Fermi “sea” of two-component fermionic
atoms with p-wave pairing as described by the general-
ized non-abelian AAH model [34, 39]. In addition, there
is a tunable contact interaction between impurity and
fermionic atoms. We anticipate that the quasiparticle
properties of the resulting polaron should strongly de-
pend on the underlying phases of the non-abelian AAH
model. Therefore, by measuring these quasiparticle prop-
erties (such as the polaron energy and residue) via radio-
frequency spectroscopy, we can map out the ground-state
phase diagram of the non-abelian AAH model at zero
temperature. Second, we wish to understand how the
MBL transition is affected by the p-wave superfluidity in
the non-abelian AAH model. At infinite temperature, a
polaron presents one of the simplest many-body local-
ization system [46]. The polaron may become localized
with a strong enough interaction between impurity and
fermionic atoms, the phase transition thus provides im-
portant information of the interplay between the topo-
logical superfluidity and localization.
Our main results on the ground polaron state are
briefly summarized in Fig. 1. We can distinguish four
different phases by the IPR of the polaron ground state.
In phases I and II, the background AAH system is ex-
tended and the polaron IPR depends on the size of the
system L and behaves like 1/L. The IPR thus decreases
to zero when the system size is large enough. In phase
IV, the system becomes localized and the polaron IPR
remains to be a finite value that is independent of the
system size. Interestingly, in phase III, the polaron IPR
exhibits a suppression with respect to the system size L,
but eventually approaches a finite but small value in the
thermodynamic limit L → ∞. We name it as a weakly-
localized phase and interpret it as a direct reflection of the
critical phase of the background AAH system. As a re-
sult, the large critical area in the non-abelian AAH model
due to the p-wave superfluidity may be easily identified
through the measurement of the IPR of the polaron.
At infinite temperature, on the other hand, the MBL
transition is also significantly affected by the existence
of p-wave pairing. We find that the introduction of a
p-wave superfluidity usually delocalizes the MBL state
and makes the system easier to thermalize, i.e., the crit-
ical disorder strength for the MBL transition increases
rapidly with increasing p-wave pairing (not shown in Fig.
1).
The remainder of this paper is organized as follows:
In Sec. II, we outline the model. In Sec. III, we de-
scribe the details of a variational approach to solve the
single polaron problem, which was developed by Chevy
a decade ago. We also describe our diagnostics for deter-
mining the localization of the ground polaron state and
the many-body localization at infinite temperature. In
Sec. IV and Sec. V, we discuss the numerical results
of the polaron ground state and many-body localization,
respectively. Finally, we conclude in Sec. VI.
II. THE MODEL
Our system consists a mobile impurity immersed in
a sea of noninteracting two-component fermionic atoms
loaded into a 1D non-abelian quasi-disordered lattice.
The system can be described by the model Hamiltonian,
H = H0 +H1, (1)
where
H0 =
L∑
n=1
[(
c
†
n+1Tˆ1cn +H.c.
)
+ Vnc
†
nTˆ2cn
]
(2)
is the simplest non-Abelian AAH model [39] with a two-
component annihilation field operator cn ≡ (cn,↑, cn,↓)
and SU(N = 2) hopping matrices
Tˆ1 = tσz − i∆σy (3)
and
Tˆ2 = tσz. (4)
3Here σz and σy are the usual 2 by 2 Pauli matrices,
and t is the hopping amplitude between the nearest-
neighboring lattice sites and is set as the unit of energy
(i.e., t = 1). The quasi-disorder lattice is characterized
by
Vn = 2V0 cos (2pinβ + θ) , (5)
where V0 ≥ 0 is the amplitude of the quasi-disorder,
β is an irrational number that determines the quasi-
periodicity, and θ is an offset phase. If ∆ = 0, this model
H0 reduces to two identical copies of the well-known AAH
Hamiltonian (i.e., one copy for each component). In the
case that ∆ > 0, H0 is invariant under the particle-hole
transformation, i.e., cn,↑ ↔ c†n,↓. The two spin compo-
nents of the system can then be viewed as the particle
and hole components of a spinless p-wave superfluid and
the parameter ∆ can be conveniently regarded as the
p-wave pairing [39]. Therefore, we term the model H0
as the generalized AAH model with p-wave superfluity.
There are four phases in the modelH0 separated by three
critical lines (V0 = t +∆ or V0 = |t−∆|) (see Fig. 1 in
Ref. [39] for details). For strong quasi-disorder strength
V0 > t+∆, all the states of the system are localized and
the system is topologically trivial [34]. For small quasi-
disorder strength V0 < |t−∆|, all the states are extended
and the system is topologically non-trivial. At last, for a
moderate quasi-disorder strength |t−∆| < V0 < t + ∆,
the three separation lines enclose a large critical area, in
which all the states of the system are multifractal.
In Eq. (1), H1 describes the motion of the impurity
and its interactions with fermionic atoms in the lattice,
H1 =
L∑
n=1
[
U1c
†
n,↑cn,↑d
†
ndn + U2c
†
n,↓cn,↓d
†
ndn
]
+td
(
d†n+1dn + d
†
ndn+1
)
. (6)
Here, dn is the the annihilation field operator for impu-
rity and U1(2) represents the interactions between impu-
rity and atoms with spin up (down). In this work, we
mainly focus on the case that the interactions are repul-
sive (U1,2 > 0) and equal (U1 = U2). We assume that the
impurity is not affected by the quasi-periodic potential
and can move freely through the lattice with a hopping
amplitude td = t.
Following the typical choice in the literature, for the
quasi-disorder potential, we use an irrational number β =
(
√
5−1)/2, which is the inverse of the golden mean. It can
be gradually approached by using the series of Fibonacci
numbers Fl:
β = lim
l→∞
Fl−1
Fl
, (7)
where Fl is recursively defined by the relation Fl+1 =
Fl+Fl−1, starting from F0 = F1 = 1. Thus, in numerical
calculations we take the rational approximation: β ≃
βl = Fl−1/Fl. To minimize the possible effect of the
boundary, we take the periodic boundary condition (i.e.,
cn+L,σ = cn,σ and dn+L = dn) and assume that the
length of the system L is periodic with a period Fl.
III. CHEVY’S VARIATIONAL APPROACH
Inspired by the great success of Chevy ansatz in solving
the polaron problems [42, 47], in this section we diago-
nalize the impurity Hamiltonian Eq. (1) by using the
same variational ansatz in real space bases, within the
one particle-hole approximation.
A. Chevy ansatz with one particle-hole excitation
For the non-Abelian AAH model H0 with a two-
component field operator, expanding the wave-function
in real space bases in the form [39],
|ψ〉 =
L∑
n=1
[uncn,↑ + vncn,↓] |0〉, (8)
we can diagonalize the model Hamiltonian H0 in Eq. (2)
to obtain all the eigenvalues Eη and the corresponding
eigenvectors [39]
ψη = [u1,η, v1,η, ..., un,η, vn,η, ..., uL,η, vL,η]
T
, (9)
where n is the number of the lattice site, and η =
1, 2, ..., 2L is the index of the η-th single-particle state
of atoms, and un,η and vn,η are the corresponding η-th
wavefunction at the n-th site. By denoting cη as the an-
nihilation field operator in the η-th eigenstate, we then
have {
cn,↑ =
∑2L
η=1 un,ηcη
cn,↓ =
∑2L
η=1 vn,ηcη
. (10)
Therefore, the local density of spin-up and -down atoms
at the n-th site is,
{
c†n,↑cn,↑ =
∑
η1η2
u∗n,η1un,η2c
†
η1
cη2
c†n,↓cn,↓ =
∑
η1η2
v∗n,η1vn,η2c
†
η1
cη2
. (11)
Throughout this work, we consider a Fermi sea of
fermionic atoms that are occupied up to the chemical
potential µ ≃ 0:
|FS〉 =
∏
Eη<0
c†η|0〉, (12)
which corresponds to the case of the half-filling of
fermionic atoms in the lattice, i.e.,〈
c†n,↑cn,↑ + c
†
n,↓cn,↓
〉
≃ 1. (13)
4Here, the level index η of the single-particle states runs
from 1 (i.e., the ground state) to L − 1 (i.e., Eη=L−1 <
0 but Eη=L > 0), and, finally, to 2L (i.e., the highest
energy state). Thus, we obtain the energy of fermionic
atoms at zero temperature,
EFS ≡
∑
Eη<0
Eη. (14)
Following Chevy’s variational approach, we take into
account only single particle-hole pair excitation. A mo-
bile impurity may then be described by the following ap-
proximate many-body wave function in real space:
|P〉 =
∑
n
znd
†
n|FS〉+
∑
n,Eηp > 0
Eηh
< 0
αn(ηh, ηp)d
†
nc
†
ηp
cηh |FS〉,
(15)
where zn gives the residue of the impurity at each lattice
site n. The second term with amplitude αn(ηh, ηp) de-
scribes the single particle-hole excitation. We note that,
the site index n takes L values, the level index ηh (for hole
excitations) runs from 1 to L− 1, and ηp (for particle ex-
citations) takes L + 1 values. Therefore, the dimension
of the whole Hilbert space of Chevy’s ansatz that we will
deal with is
D = L[1 + (L− 1)(L+ 1)] = L3. (16)
Thus, in our calculations, the length of the lattice and
the dimension of the Hilbert space are respectively, L =
Fl=7 = 21 and Dl=7 = 9, 261, L = Fl=8 = 34 and Dl=8 =
39, 304, L = Fl=9 = 55 and Dl=9 = 166, 375, and L =
Fl=10 = 89 and Dl=10 = 2, 985, 984.
We also note that, Chevy’s variational ansatz pro-
vides an excellent description for both low-lying impu-
rity states (i.e., attractive polarons in the context of a
mobile impurity in cold-atoms [42]) and high-lying im-
purity states (i.e., repulsive polarons).
B. Numerical solutions of Chevy’s ansatz
The real space bases of Chevy’s ansatz within the one
particle-hole pair approximation is given by, |i〉 = d†n|FS〉
or |i〉 = d†nc†ηpcηh |FS〉, where the index i runs from 1 to
D. Although the dimension of the corresponding Hilbert
space is still quite large (i.e., D ∼ 104−106), most of the
matrix elements of the interaction Hamiltonian H1 are
zero. Therefore, the total Hamiltonian H = H0+H1 can
cast into a sparse matrix that can be easily diagonalized
by standard exact diagonalization techniques [46]. To be
specific, we have three kinds of matrix elements Hij :
〈FS|dnHd†n′ |FS〉 = δnn′EFS + U1δnn′
∑
Eη<0
|un,η| 2 + U2δnn′
∑
Eη<0
|vn,η| 2 + tdδn±1,n′ , (17)
〈FS|dnHd†n′c†η′pcη′h |FS〉 = U1δnn′un,η′pu
∗
n,η′
h
+ U2δnn′vn,η′pv
∗
n,η′
h
, (18)
and
〈FS|c†ηhcηpdnHd†n′c†η′pcη′h |FS〉 =
[
δnn′
(
EFS + Eηp − Eηh
)
+ tdδn±1,n′
]
δηpη′pδηhη′h
+U1δnn′

δηpη′pδηhη′h ∑
Eη<0
|un,η| 2 + δηhη′hu∗n,ηpun,η′p − δηpη′pu∗n,η′hun,ηh


+U2δnn′

δηpη′pδηhη′h ∑
Eη<0
|vn,η| 2 + δηhη′hv∗n,ηpvn,η′p − δηpη′pv∗n,η′hvn,ηh

 . (19)
By using the exact diagonalization technique for a sparse
matrix, we can find the ground polaron state on for the
lattice size L up to 89 (the corresponding dimension of
the Hilbert space is up to several millions) [48]. How-
ever, many disorder realizations are need to address the
many-body localization for the excited polaron states
in the middle of the many-body spectrum. For conve-
nience, we have used the exact diagonalization routine for
a dense matrix and restrict our calculations to L = 13
(for which the dimension of the corresponding Hilbert
space is Dl=6 = 2, 197).
5C. Quasi-particle properties of the polaron state
To characterize the quasi-properties of the polaron
state, we define a normalized wave function as:
Ψn =
zn√Z , (20)
where Z = ∑n z2n is the total residue of the polaron
state. Moreover, a useful quantity in characterizing the
localization properties of the ground polaron state is the
inverse participation ratio (IPR). It is given by
αIPR =
L∑
n=1
|Ψn|4, (21)
which measures the inverse of the number of lattice sites
being occupied by the moving impurity. In the presence
of disorder, for a spatially extended polaron state, it is
well known αIPR ∼ 1/L, while for a localized state, αIPR
tends to a finite value at the order of O(1). The αIPR
may also have other size dependence that is different from
1/L or O(1), for possible critical states. By tuning the
disorder disorder strength, we anticipate a sharp change
in αIPR, when the system transits from one phase to an-
other. Hence, αIPR can be used to determine the phase
boundaries separating the extended, critical, and local-
ized phases.
D. The MBL indicator
On the other hand, to investigate the localization prop-
erties of high-lying excited polaron states at infinite tem-
perature or MBL, we adopt a common quantum chaos
indicator, the average ratio between the smallest and the
largest adjacent energy gaps,
rn =
min
{
δEn , δ
E
n−1
}
max
{
δEn , δ
E
n−1
} , (22)
where δEn = En − En−1, and En is the ordered list of
many-body energy levels [49]. In the thermalized ex-
tended phase, the statistics of the level spacing exhibits
a Wigner-Dyson distribution and the average ratio is
rWD ≃ 0.536, while in the MBL phase, the statistics
of the level spacing exhibits a Poisson distribution and
the average ratio is rP = 2 ln 2− 1 ≃ 0.386 [49].
IV. PHASE TRANSITIONS OF THE GROUND
POLARON STATE
In this section, we discuss the quasi-particle properties
of the moving impurity in its ground state, through the
analyses of the wave-function, inverse participation ratio,
energy and residue, as functions of the disorder strength
V0, pairing parameter ∆, and atom-impurity interactions
U1 and U2. This leads to our main result of the ground-
state phase diagram as shown in Fig. 1.
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FIG. 2: (color online). The amplitude of the wave function of
the ground polaron state, at three different disorder strengths
as indicated. The inset shows the amplitude in logarithmic
scale. Here, we set the length of the system L = 89 and the
offset phase θ = pi/(2L). The p-wave pairing parameter is
∆ = 2t and the interaction strengths between impurity and
fermions are U1 = U2 = 2t.
A. The wave function and inverse participation
ratio
Figure 2 reports typical wave-functions of the ground
polaron state in the three different phases for the system
length L = 89, as we observe with increasing disorder
strengths at a nonzero p-wave pairing parameter ∆ =
2t and at the atom-impurity interaction strengths U1 =
U2 = 2t. At small disorder (V0 = 0.25t, black solid line),
the normalized occupation amplitude of the polaron is
nearly a constant at each site, suggesting that the polaron
state is extended. At a larger disorder strength (V0 =
1.5t, red dashed line), however, this uniform distribution
changes into a broad peak located near the site n = 80.
Although the occupation amplitude away from the peak
is tiny, it is not exponentially small, as can be seen from
the inset of Fig. 2. It thus seems reasonable to treat such
a state as a weakly-localized state. At an even larger
disorder strength (V0 = 4t, blue dot-dashed line), the
peak position moves to the site n ∼ 37 and the width
of the peak becomes much narrower. In addition, away
from the peak the occupation amplitude of the polaron
decays exponentially (see the blue dot-dashed line in the
inset), indicating the appearance of a fully or strongly
localized state.
We remark here that the value of the peak position is of
little importance. In our calculations, a periodic bound-
ary condition is always assumed and the position of the
peak, if exists, is determined by the offset phase θ, which
sets a preferable potential minimum. Therefore, one can
shift the peak position by simply taking a different offset
phase. We also emphasize that the observed localization
of the occupation amplitude of the polaron is induced by
interactions between impurity and fermionic atoms, as
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FIG. 3: (color online). The inverse participation ratio αIPR
as a function of the quasidisorder strength V0 at two p-wave
pairing parameters: ∆ = 2t (a) and ∆ = t (b). The different
lines correspond to the different sizes of the system, as indi-
cated. As V0 increases, one may identify transitions at some
critical disorder strengths. The two insets reports the length
dependence of the critical strength V0,C and the dashed lines
indicate V0,C in the thermodynamic limit L→ ∞. In all the
cases, U1 = U2 = 2t and θ = pi/(2L).
the impurity itself does not experience the quasi-random
disorder potential.
It is thus clear that with increasing disorder strength,
there are transitions between phases with different lo-
calization properties. As the localization properties of a
single-particle state can be conveniently represented by
an inverse participation ratio αIPR, in Fig. 3(a) we report
αIPR as a function of the disorder strength at ∆ = 2t.
Four different system sizes have been considered, ranging
from L = 21 to L = 89. It can be seen that the gen-
eral behavior of the inverse participation ratio is rather
independent on the system size L: αIPR is initially a
constant with increasing disorder strength; At a thresh-
old, it then jumps suddenly; As the disorder strength
increases further, αIPR decreases gradually and exhibits
a local minimum before finally rises and saturates to-
wards a length-independent value. This general behavior
is consistent with the existence of two phase transitions
between three typical wave functions shown in Fig. 2.
For a given L, intuitively we may define the inflection
point of the jump and the position of the local minimum
as the critical disorder strengths for the two transitions.
In the inset of Fig. 3(a), we show the critical disorder
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FIG. 4: (color online). The length dependence of the in-
verse participation ratio αIPR in different phases at two p-
wave pairing parameters: ∆ = 2t (a) and ∆ = t (b). The
black squares, red circles and blue triangles correspond to the
selected cases of extended phase (V0 = 0.25t), weakly local-
ized phase (V0 = 1.5t in (a) and V0 = t in (b)) and strongly
localized phase (V0 = 4t in both (a) and (b)), respectively.
For other parameters, we take U1 = U2 = 2t and θ = pi/(2L).
strengths as a function of the inverse system size L−1. In
the thermodynamic limit of L → ∞, the critical disor-
der strengths approach V0,C = t and V0,C = 3t, respec-
tively. Interestingly, these two critical disorder strengths
are exactly identical to the two thresholds of the back-
ground generalized AAH model with p-wave superfluidity
that separate the extended, critical and localized single-
particle states, which are given by |t−∆| and t+∆ [39],
respectively. By varying the p-wave pairing parameter
∆, we have checked that this identicalness actually holds
for any values of ∆. In Fig. 3(b), we provide another
example at ∆ = t. In this case, the first critical disorder
strength decreases to V0,C = |t−∆| = 0 and therefore
cannot be identified from the plot.
As a brief conclusion, we find that the moving impu-
rity or polaron in the ground state shares a similar phase
diagram as the background fermionic atoms, which has
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FIG. 5: (color online). The polaron energy EP as a func-
tion of the quasidisorder strength V0 at two p-wave pairing
parameters: ∆ = 2t (a) and ∆ = t (b). The different lines
correspond to the different sizes of the system, as indicated.
Here, we take U1 = U2 = 2t and θ = pi/(2L).
already been illustrated by the figure of αIPR in logarith-
mic scale for a small system size L = 21, as shown in
Fig. 1. This is a very useful observation, since it is then
reasonable to anticipate that the measurements of the
polaron quasi-particle properties, such as its energy and
residue, could provide a useful probe of the background
non-abelian AAH model with p-wave superfluidity.
The only difference between the two phase diagrams
is that the critical phase in the non-abelian AAH model,
enclosed by the curves |t−∆| and t+∆, has now been re-
placed by the weakly localized phase of the polaron. This
is not surprising, since in some sense the critical phase
of fermionic atoms is fragile and may not be mirrored by
the polaron. To confirm it, we check the inverse partic-
ipation ratio αIPR of the three typical wave-functions in
the thermodynamic limit L→∞. As shown in Fig. 4(a),
αIPR of the extended state (black squares) vanishes lin-
early as a function of 1/L. On the contrary, αIPR of the
localized state (blue triangles) takes a finite value at the
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FIG. 6: (color online). The polaron residue Z as a function
of the quasidisorder strength V0 at two p-wave pairing pa-
rameters: ∆ = 2t (a) and ∆ = t (b). The different lines
correspond to the different sizes of the system, as indicated.
Here, we take U1 = U2 = 2t and θ = pi/(2L).
order of O(1) and is essentially unchanged with decreas-
ing 1/L. The intermediate state (red circles) seems to
have much smaller αIPR than the localized state. But, it
does not vanish as L−1 → 0, unlike a critical phase. This
justifies the use of our terminology of a weakly localized
state.
B. The polaron energy and residue
Fig. 5 and Fig. 6 present the polaron energy EP =
E −EFS −E(0)imp and the polaron residue Z as a function
of the disorder strength at U1 = U2 = 2t, respectively.
Here, E is the energy of the ground state obtained by
exact diagonalization and E
(0)
imp = −2td = −2t. As an-
ticipated, both energy and residue show non-monotonic
dependences on the disorder strength, which are consis-
tent with the existence of some phase transitions. Let us
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FIG. 7: (color online). The occupation number of fermionic
atoms at three different disorder strengths: (a) V0 = 0.25t,
(b) V0 = 1.5t, and (c) V0 = 4t. Here, we set the length of the
system L = 89 and the offset phase θ = pi/(2L). The p-wave
pairing parameter is ∆ = 2t and the interaction strengths
between impurity and fermions are U1 = U2 = 2t.
focus on the energy at ∆ = 2t, as shown in Fig. 5(a).
At small disorder, the energy of the polaron slowly de-
creases with increasing disorder strength. This is because
in the extended state, the fermionic atoms and impurity
are miscible and are able to optimize their distance to
reduce the repulsive interaction energy. At large disor-
der, the energy again decreases as the disorder strength
increases. In this limit, the atoms and impurity are es-
sentially phase separated. This is evident by comparing
the blue dot-dashed lines in Fig. 7(c) and in Fig. 2,
which show the atomic density distribution and the im-
purity density distribution, respectively. The phase sep-
aration favors a small repulsive interaction energy, which
in turns provides a mechanism for the full localization
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FIG. 8: (color online). The amplitude of the wave function of
the ground polaron state at three different disorder strengths:
(a) V0 = 0.25t, (b) V0 = 1.5t, and (c) V0 = 4t and at three
different interaction strengths as indicated. The inset in (b)
shows the amplitude in logarithmic scale. Here, we set the
length of the system L = 89 and the offset phase θ = pi/(2L).
The p-wave pairing parameter is ∆ = 2t.
of the polaron. At an intermediate disorder strength
(i.e., t < V0 < 3t in Fig. 5(a)), the system is actu-
ally frustrated. The fermionic atoms and impurity try
to avoid each other to reduce the interaction energy, but
the strength of the disorder is not large enough to cre-
ate a well-localized polaron state. This leads to a slight
oscillation of the atomic density distribution around the
impurity, as can be seen from Fig. 7(b). The frustration
is responsible for the enhancement of the polaron energy
shown in 5(a), as the disorder strength increases.
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FIG. 9: (color online). The averaged ratio of adjacent en-
ergy gaps 〈rn〉 as a function of the disorder strength at differ-
ent values of the p-wave pairing parameter ∆. The average
is calculated over the central half of the spectrum, averag-
ing over 100 quasi-random disorder realizations, by randomly
generating the phase offset θ. The two dashed lines show the
anticipated average ratios for the Wigner-Dyson distribution
(rWD = 0.536) and for the Poisson distribution (rP = 0.386),
respectively. The dot-dashed line indicates a critical aver-
aged ratio 〈rn〉MBL = 0.41, below which all the states of the
polaron may become localized, i.e., MBL occurs. The inset
shows the critical disorder strength for MBL as a function of
the pairing parameter ∆, with a straight line as a guide to
the eye. Here, we take U1 = U2 = 2 and a small system size
L = 13.
C. The dependence on the atom-impurity
interaction
We consider so far for the case of fixed atom-impurity
interaction strengths U1 = U2 = 2t. Nevertheless, the
phase diagram of the ground polaron state does not
change if we take larger interaction strength. In Fig.
8, we report the three typical wave-functions at differ-
ent interaction strengths. In the extended phase (a), the
wave-function is basically unchanged upon increasing in-
teraction strength. On the other hand, in the weakly
localized phase (b) or the localized phase (c), the inter-
action strength tends to sharpen the localization peak
and hence make the state more localized. One may ex-
pect that the weakly localized phase turns into a well
localized phase at sufficiently large interaction strength.
This seems unlikely, however, since the full width at half
maximum (FWHM) of the peak of the weakly localized
phase does not decrease too much with increasing inter-
action strength. It remains large at U1 = U2 = 8t (i.e.,
∼ 10 sites), much larger than that of a fully localized
phase (i.e., ∼ 2 sites)
V. MANY-BODY LOCALIZATION OF THE
EXCITED POLARON STATES
We now turn to consider the localization of the high-
energy polaron states or MBL. A convenient way to iden-
tify the MBL is to calculate the averaged ratio of adjacent
energy levels, which is defined in Eq. (22). In Fig. 9, we
report the averaged ratio 〈rn〉 as a function of the dis-
order strength for different values of the p-wave pairing
parameter ∆. Here, we take U1 = U2 = 2 and L = 13.
The three different lines correspond to the different values
of ∆. The two horizontal dashed lines show the averaged
ratio for the Wigner-Dyson distribution (rWD ≃ 0.536)
and for the Poisson distribution (rP ≃ 0.386), respec-
tively. Quite generally, we find that when the disorder
is weak, 〈rn〉 tends to rWD, which means the system can
be thermalized. In contrast, when the disorder is strong,
〈rn〉 approaches rP, indicating the appearance of MBL.
It is readily seen that the averaged ratio depends sen-
sitively on the pairing parameter. By increasing ∆, the
curve is shifted horizontally to the right side of the fig-
ure. The system thus seems to become more difficult
to be many-body localized as ∆ increases. To have a
qualitative characterization, we may estimate the critical
disorder strength of MBL, V MBL0 , by using the criterion,
〈rn〉 (V MBL0 ) = 0.41. (23)
This na¨ıve estimation is qualitative only and is motivated
by the fact that the MBL in the disordered spin-chain
[49, 50] and Hubbard models [51] occurs at a similar av-
eraged ratio 〈rn〉MBL ∼ 0.41. In the figure, we show
this MBL averaged ratio by a dot-dashed line and de-
termine V MBL0 at the three pairing parameters from the
three cross points, labelled as A, B and C, respectively.
As shown in the inset, roughly speaking, the critical dis-
order strength for MBL V MBL0 depends linearly on the
p-wave pairing parameter ∆.
VI. CONCLUSIONS
In summary, we have theoretically investigated the
ground-state and excited states properties of a mo-
bile impurity or polaron immersed in a one-dimensional
quasiperiodic Fermi system with topological p-wave su-
perfluidity. On the one hand, for the ground state we find
four distinct phases of the polaron: two extend phases, a
weakly localized phase and a localized phase (see Fig. 1),
according to the inverse participation ratio of the polaron
wave-function. This phase diagram of the polaron is a
perfect mirror of the phase diagram of the background
fermionic atoms, which is described by the non-abelian
Aubry-Andre´-Harper model. As a result, experimentally
we may probe the phase diagram of the non-abelian AAH
model by measuring the quasi-particle properties of the
polaron. On the other hand, we have briefly considered
the many-body localization of the excited polaron states
10
at infinite temperature. We find that the existence of a p-
wave pairing parameter helps delocalize MBL and makes
the system easier to thermalize.
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