Abstract-We introduce a dictionary of elementary waveforms, called harmonic atoms, that extends the Gabor dictionary and fits well the natural harmonic structures of audio signals. By modifying the "standard" matching pursuit, we define a new pursuit along with a fast algorithm, namely the Fast Harmonic Matching Pursuit, to approximate N -dimensional audio signals with a linear combination of M harmonic atoms. Our algorithm has a computational complexity of O(MKN ), where K is the number of partials in a given harmonic atom. The decomposition method is demonstrated on musical recordings, and we describe a simple note detection algorithm that shows how one could use a harmonic matching pursuit to detect notes even in difficult situations, e.g., very different note durations, lots of reverberation, and overlapping notes.
I. Introduction
Audio signals contain superimposed structures such as transients and stationary parts. It has been noticed [26] , [22] , [23] that Gabor atoms 
provide a redundant family (dictionary) of elementary waveforms (atoms) that is well suited for decomposing such signals. However, given the strong harmonic content of most audio signals, it seems more natural to use a dictionary of harmonic atoms
where ξ k ≈ kξ0, 1 ≤ k ≤ K. Indeed, these elementary waveforms reflect well the prior knowledge about the structure of the signal. We define in this paper a modification of the matching pursuit algorithm [22] to decompose efficiently audio signals into linear combinations of such harmonic atoms. Dictionaries of harmonic atoms are defined in Section II. In Section III, we recall the definition of the "standard" matching pursuit and introduce our modified matching pursuit, stating a convergence theorem (the proof is given in the appendix). A fast implementation of this pursuit, namely the Fast Harmonic Matching Pursuit, is described in more details in Section V. Some applications of the harmonic matching pursuit are then described : a time-frequency representation is defined in Section VI, examples of the analysis of real audio signals are given in Section VII, and a simple note detection algorithm is experimented in Section VIII.
II. Dictionaries of harmonic atoms
A. Gabor and harmonic atoms
A.1 Gabor atoms
Gabor atoms (Eq. (1)) are obtained by dilating, translating and modulating a mother window w(t), which is generally realvalued, positive and of unit norm |w(t)| 2 dt = 1. A Gabor atom g s,u,ξ (t) is located around time u with a duration of the order of s, and its Fourier transform g s,u,ξ (ω) is centered at frequency ξ with a dispersion in frequency of the order of 1/s.
A.2 Harmonic atoms
Harmonic atoms (Eq. (2)) are defined by their scale s, time u, frequency components ξ1 < ξ2 < . . . < ξK, and by the complex coefficients (c k ) K k=1 . A harmonic atom has the same localization in time as a Gabor atom, and its Fourier transform has essentially K peaks, located around frequencies ξ k , 1 ≤ k ≤ K, with a common width of the order of 1/s.
Remark 1: Obviously, Gabor atoms are special cases of harmonic atoms, with K = 1. Moreover, real-valued Gabor atoms g s,u,ξ,φ (t) := c s,ξ,φ w t − u s cos (2πξ(t − u) + φ) ,
are also harmonic atoms, with K = 2, ξ1 = −ξ, ξ2 = ξ and c s,ξ,φ a normalizing constant. In practical applications, we will also consider real-valued harmonic atoms, which are simply harmonic atoms with ξ −k = −ξ k , 1 ≤ k ≤ K.
In the context of audio signals, it seems natural to "tune" the harmonic atoms in order to fit one of the main structure of these signals, namely the (almost)harmonicity ξ k ≈ kξ0 between the frequency ξ k of the k-th partial g s,u,ξ k and the fundamental frequency ξ0 [7] , [8] . Taking into account the spectral width (of the order of 1/s) of the k-th partial g s,u,ξ k , the (almost)harmonicity can be written
B. Harmonic subspace -Quasi-orthogonality of the partials
The set of all harmonic atoms at scale s, time u, and with frequency components ξ1 < ξ2 < . . . < ξK is exactly the unit sphere S s,u,ξ 1 ,...,ξ K in the subspace of L 2 (R)
which will be referred to as a harmonic subspace. When it is possible, it is helpful to specify a range of possible fundamental frequencies ξ min 0
This may come from a priori knowledge on the audio signal. For some technical reason that will become clearer later on, we need the partials {g s,u,ξ k , 1 ≤ k ≤ K} to be quasi-orthogonal, that is to say for some 0 < δ ≤ 1
1 If some prior knowledge is available, one could improve the analysis presented here by using a more precise model of the (almost)harmonicity of the partials. For example if the signal is a recording of a piano piece, the relation ξ k ≈ kξ 0 1 + bk 2 [10] makes it possible to define more adapted harmonic atoms.
It is not difficult to check that this is satisfied if ξ min 0 (s, u) ≥ B/s for some constant B = B(δ, K, w).
C. Gabor and harmonic dictionaries

C.1 Gabor dictionaries
The Gabor dictionary is the set Dg = {g s,u,ξ , (s, u, ξ) ∈ Γg = R+ × R 2 } of Gabor atoms at every scale s > 0, time location u ∈ R and frequency ξ ∈ R.
C.2 Harmonic dictionaries
A harmonic dictionary D h is an extension of the Gabor dictionary Dg
for some set of indices Γ h . We will use the notation Γ = Γg ∪Γ h , and γ ∈ Γ will denote the index of either a Gabor atom (s, u, ξ) or a harmonic subspace (s, u, ξ1, . . . , ξK). Notice that, due to the constraint (5) , not all Gabor atoms g ∈ Dg lie in some Sγ , γ ∈ Γ h .
III. Standard Matching Pursuit
The matching pursuit [22] is a greedy algorithm very similar to the projection pursuit introduced in statistics [11] , [19] . Given a complete dictionary D, i.e. a redundant family of unit vectors in a Hilbert space H such that span(D) = H, and an arbitrary number M , it decomposes a signal s(t) into a residual term RM (t) and a linear combination of M atoms chosen among D
with the essential energy conservation property
The strong convergence limM→∞ RM = 0 was proved by Jones [21] and shows that one can get as good an approximation to s(t) as wanted.
A. Standard matching pursuit ¿From a decomposition of the signal into M − 1 ≥ 0 atoms
one gets an M -atom decomposition in the following way :
2. Select a (near) best atom of the dictionary
B. Standard matching pursuit in harmonic dictionaries
With harmonic dictionaries, one can write
where PV is the orthonormal projection onto V. Consequently, the standard matching pursuit can take the following form :
2. Select a (near) best harmonic subspace
3. Compute the new residual as in Eq. (7) with
This formulation shows that no exhaustive search over the parameters (c k ) K k=1 is needed for the optimization of a harmonic atom. In particular, following Remark 1, when the dictionary consists of real-valued Gabor atoms (Eq. (3)), the phase φm can be automatically optimized [22] , [4] , [14] , [16] .
IV. An Approximate and Weak Harmonic Matching Pursuit
At each step of the standard matching pursuit described above, one needs to compute PV γ RM−1 for every subspace Vγ , γ ∈ Γ, as well as the exact projection PV M RM−1(t) for the selected subspace. For Gabor atoms (K = 1) this is easily done as PV γ RM−1(t) = RM−1, gγ gγ (t). A fast and exact computation is also possible with real-valued Gabor atoms (K = 2) [4] , [14] , [16] .
For general harmonic dictionaries, computing PV γ RM−1 for every subspace Vγ , γ ∈ Γ is time consuming, and, from a practical point of view, makes the standard matching pursuit unusable. In the next section we describe how the quasiorthogonality of the partials (Eq. (6)) along with some recent results on the convergence of approximate weak greedy algorithms [18] can be used to define a modified pursuit that avoids these computations.
A. A Modified Harmonic Matching Pursuit
Thanks to the quasi-orthogonality condition (Eq. (6)), the set of Gabor atoms {g k = g s,u,ξ k , 1 ≤ k ≤ K} used to define Vγ in Eq. (4) is nearly an orthonormal basis of Vγ . The modified matching pursuit is a standard matching pursuit acting as if the partials were exactly an orthonormal basis of the corresponding harmonic subspace.
If the partials were orthogonal, one would have
and
The modified matching pursuit is thus defined as follows:
1. Compute for all γ the correlation function
2. Select a harmonic subspace VM such that
where 0 ≤ ρM ≤ 1 may depend on M , see Theorem 1 below. 3. Compute the new residual according to
where
with the notation g m,k (t) = g sm,um,ξ m,k (t). After M steps, this modified matching pursuit provides a decomposition of an audio signal as
(12)
B. Convergence -Approximate and Weak pursuit
The conditions for the convergence of the so-defined pursuit are given in the following theorem (the proof is in the appendix):
Theorem 1: Assume that the harmonic dictionary satisfies the quasi-orthogonality condition (Eq. (6)). Let {ρm} m≥1 with 0 ≤ ρm ≤ 1 such that ρm m = +∞.
Then the residual obtained with the modified matching pursuit (i.e. Eqs. (8), (9), (10) and (11)) converges strongly to zero. Thus, the so-obtained matching pursuit is weak in the sense that the choice (9) of a "good" harmonic atom can be much weaker than in a standard matching pursuit. Indeed, one is not restricted to ρm ≥ ρ > 0, and we will see in Section V an example where ρm ∈ {0, 1}, in which case convergence is guaranteed if m ρm/m = m|ρm=1 1/m = ∞.
Moreover, it is approximate in the sense that, at each step, λmhm(t) defined by Eq. (11) is only an approximation of Rm−1, hm hm(t), and the energy conservation is approximate too, i.e.
as long as δ (defined by Eq. (6)) satisfies δ ≃ 1. The proof and the precise formulation of this last equation can be found in the appendix.
Let us now describe a fast implementation of this modified harmonic matching pursuit, namely, the Fast Harmonic Matching Pursuit.
V. Fast Harmonic Matching Pursuit
A. Main principles
The main idea of the fast harmonic matching pursuit is that it is possible to select the "best" harmonic subspace Vm in a finite sub-dictionary Dm ⊂ D h
By choosing the sub-dictionaries {Dm} m≥1 much smaller than the whole harmonic dictionary D h , we decrease the numerical complexity. By using condition (13) we can indeed construct small sub-dictionaries without loosing the convergence of the pursuit. The general principle is the following :
At some steps m1 = 1 < m2 < . . . < mp < . . . the finite sub-dictionary Dm p is initialized so that it satisfies max γ|Sγ ⊂Dm p QV γ (Rm−1) = max γ|Sγ ⊂D h QV γ (Rm−1);
A.2 Update
At the intermediate steps m ∈]mp, mp+1[, the sub-dictionary Dm ⊂ Dm−1 is updated by removing some harmonic subspaces from Dm−1.
B. Convergence
¿From the brief description above, one can easily show that, at each step, the selected harmonic subspace Vm satisfies the "pessimistic" estimate QV m (Rm−1) ≥ ρm sup Sγ ⊂D h QV γ (Rm−1) with
is an acceptable "weakness" sequence (according to Theorem 1), and the pursuit will be convergent.
C. Adaptive sub-dictionaries of local maxima
Let us describe how Dm p is initialized and how Dm is updated from Dm−1.
C.1 Initialization
At each step mp, we detect the local maxima of the function
for every value of s and ξ0, as well as the local maxima of the function
for every value of s and u, and keep the location of the Np largest (the choice of Np will be discussed in a moment). This corresponds to keeping only the local maxima 2 for which the correlation is above some threshold ηp.
C.2 Update
The same threshold is used to update Dm for m ∈]mp, mp+1[ : once hm(t) ∈ Dm has been selected, one recomputes the correlation of the new residual with the subspaces of Dm, and the threshold ηp is applied to obtain Dm+1.
The next initialization step mp+1 occurs when the process of throwing away subspaces from Dm p has emptied it.
D. The fast matching pursuit algorithm
When one deals with a finite but high-dimensional signal of N samples, the standard discretization D Let us describe in details the implementation and the numerical complexity of the fast harmonic matching pursuit.
2 It has been observed [27] that local maxima of correlation functions such as (16) and (17) are likely to correspond to signal features. This is a desirable fact, because it shows that for m ∈]mp, m p+1 [, the harmonic atom hm ∈ Dm ⊂ Dm p will likely be a feature of the signal rather than an artefact of the matching pursuit, as it was sometimes the case with the standard matching pursuit [20] , [17] , [6] .
g . This is equivalent to computing several Short Time Fourier Transforms (STFT) based on windows at each possible scale, which is done using a fast algorithm (FFT or direct convolution).
There is at most O(N log N ) such discrete values of (s, u, ξ0). 
[O(KN )] Update the residual according to Eq. (10). 4. [O(K 2 Np)] Update the inner products of the useful Gabor atoms
There are at most KNp useful Gabor atoms : K in each subspace of Dm. Each inner product g m,k , g can be computed in O(1) with an analytic formula (see e.g. 
E. Computational complexity and convergence
In practice we choose a constant size of Dm p
The number of steps necessary to empty each sub-dictionary Dm p is at least its size, i.e. mp+1 − mp ≤ N0. Because local maxima of the correlation function have a tendency to be almost orthogonal one to another, only few subspaces are removed from Dm at each step, hence it is reasonable to assume that mp+1 − mp ≥ αN0 for some α > 0. As a result, the computational complexity of M iterations of this pursuit is at most
The convergence Rm → 0 follows from Theorem 1 and the fact that mp ≤ N0 × p ⇒ p (mp) −1 = +∞.
VI. Time-frequency representation
The harmonic matching pursuit described in the previous sections allows one to decompose a signal s(t) as the sum of a residual term and of a linear combination of an arbitrary number M of harmonic atoms, i.e.,
One fundamental property of this decomposition is that it satisfies the approximate energy conservation law
(let us recall that the λm's are complex numbers and that hm = 1). Moreover, each harmonic component corresponds to a linear combination of Gabor atoms,
and consequently
Let us note that, from a numerical point of view, these energy conservation relations (see Eq. (14) and its precise formulation in the appendix) can be considered, in a very good approximation, to be exact equalities. Following the usual representation used for the standard matching pursuit [22] , we choose to represent each Gabor atom g s,u,ξ (t) in the (t, ω) time-frequency half-plane by its WignerVille distribution [9] W V [g s,u,ξ ](t, ω). The energy density EM [s](t, ω) of the signal s(t) in the time-frequency half-plane at the step M of the pursuit is then naturally defined by Figure 1 illustrates the so-obtained time-frequency representation using the asymetric window w(t) defined by equation (23) and displayed in Figure 2 . It shows the energy density EM corresponding to a signal made of two harmonic atoms (with K = 5) starting respectively at time u1 = 220 and u2 = 244. The black spots in Figure 1 (b) represent the Wigner-Ville distributions of the corresponding Gabor atoms. The 2 lower spots correspond to the fundamental frequencies of the two harmonic atoms and the other ones to their harmonics. In this case, since there are only 2 harmonic atoms, it is of course very easy to relate which spots belong to which harmonic atom. However, for real audio signals, this can get rather complicated and make this representation very hard to "read". For the sake of simplicity we will use a "reduced" version of this representation, consisting in representing only the first partial of each harmonic atom. This reduced energy density E (r)
M [s](t, ω) is then simply defined as
and it is illustrated in Figure 1(c) .
In the next section we illustrate the harmonic matching pursuit on a real audio signal.
VII. Harmonic matching pursuit of a real audio signal
Sound signals are asymetric in time. They often consist in a short transient part (e.g., the attack of the sound) followed by a stationary part which eventually slowly fades out (e.g., the sustained/decay parts of the sound). Consequently, as shown in a previous work [17] , if a symetrical window w(t) is used, the matching pursuit will often pick up, as the most energetic atom, an atom which overlaps the actual starting time location of the transient. It results in "creation of energy" just before this transient. Thus, for instance, if the signal consists in a succession of notes played by an instrument, the matching pursuit timefrequency representation will display the energy of each note as if it was starting before its actual starting time location. This results in a pre-echo effect in the resynthesized audio signal:
As suggested in [20] , [17] , in order to avoid creation of energy, one could use a high-resolution matching pursuit. However, it slows down the pursuit quite a bit. In the case of audio signals, since the time asymetry is basically always the same (e.g., the transients generally come before the stationary parts), the preecho effect can be taken care of (as shown in Figure 3 ) by simply using an asymetric window that reproduces a generic transient followed by a generic slowly decaying part [14] , [15] . In order to keep a fast algorithm, one has to choose a window which enables an analytic formula of the inner product of two atoms (Eq. (19)) [22] . For that purpose, we chose the FoF function [24] defined by
where C is a normalization factor, β allows one to adjust the size of the transient and α is the damping factor (let us note that α will be chosen so that the discontinuity at t = 1 is of the order of the numerical noise). The analytical formulas of the inner product of two such atoms are rather complicated and can be found in [1] , [3] . In the following we will always choose β = 4π and α = 10 5 . The graph of this window is displayed on Figure 2 . The computation of Rm−1, g at the initialization step are performed based on the FFT, however, as suggested in [15] , they may be sped up by using recursive filters.
The harmonic matching pursuit using this asymetric window is illustrated on Figure 3 . It has been performed on a real audio signal which consists in an 11-note melodic recording of a clarinet [5] . Figure 3(c) shows the residual RM for M = 100. It shows that 100 harmonic atoms are enough to capture most of the energy of the original signal (the relative L 2 error is of the order of 9dB). Moreover, as it can be seen in Figure 3(b) , each note (with all its harmonic structure) is captured by very few atoms (to make this figure easier to read, each note has been indexed by order of appearance from the first one (1) to the last one (11)). Moreover, the use of the asymetric window (23) prevented any preecho, i.e., the beginning of the notes can be detected very precisely looking at the Figure 3(b) .
Thus, it seems very natural to use this harmonic decomposition to build a note detection algorithm. In the following section, we elaborate what could be the basis of such an algorithm.
VIII. A note detection algorithm using Harmonic
Matching Pursuit decomposition
The note detection algorithm we describe here is basic and it should not be used as it is for note detection applications. The purpose of this section is to show that, though it is a first naive version of what should be a more elaborate algorithm, it can detect notes successfully even in some very difficult situations, e.g., very different note durations, lots of reverberation... Moreover, let us point out that, apart from the frequency range (Eq. (5)), the only prior information on the audio signal that is implicitly used by the algorithm is that the pitches of the notes do not change significantly through time. There is no prior information on what instruments are playing, how they are tuned, how many notes can be played at the same time, what type of music is played...
A. The note detection algorithm
The basic idea of the algorithm is that the most energetic harmonic atoms are good candidates for notes. Given such an atom, the algorithm first evaluates what the fundamental frequency ω of the corresponding note is, based on the simplifiying assumption that it corresponds to the most energetic partial. Then it computes (using all the atoms of the decomposition) the energy density profile EM [s](t, ω) at this frequency ω (Eq. (20)). A simple thresholding on this profile will allow to detect the beginning and the end of the corresponding note. The algorithm then loops by considering the "next" most energetic harmonic atom skipping all the atoms that have been "marked" as belonging to some formerly detected notes. The algorithm stops when the only harmonic atoms left have small energy.
Let us describe each step of this algorithm more precisely. First, of course, the harmonic matching pursuit is performed on the considered signal. At the beginning of the detection algorithm none of the harmonic atoms are marked. 1. Locate the most energetic harmonic atom λihi(t) which is not marked.
If |λ
2 is smaller than a given threshold ǫstop, the algorithm stops. 3. The most energetic partial of this harmonic atom is considered to be the fundamental frequency ω = ξ i,k * of the note, i.e., k * = arg max k |c i,k |. 4. Compute the energy density profile Dω(t) = EM [s](t, ω) at this frequency. 5. Let ui be the time location of the considered harmonic atom (si, ui, ξi,1, . . . , ξi,K). Let D (max) ω the maximum value of Dω(t) in a neighborhood of ui (of size of the order of si). Compute the largest (resp. smallest) time t < ui (resp. t > ui) for which 10 log 10 (Dω(t)/D (max) ω ) is larger than a given threshold θ beg (resp. θ end ). The so-obtained time location t beg (resp. t end ) is considered as being the beginning (resp. end) of the note. 6. If the duration t end − t beg is large enough (i.e., > ∆tmin) a note is detected at frequency ω at time t beg till time t end . 7. We mark the current harmonic atom along with all the harmonic atoms hj (t) that correspond to the same note, i.e., which satisfy t beg ≤ uj ≤ t end and for which at least one partial atom c j,k g j,k satisfies, for a given threshold ǫ mark ,
8. Go back to step 1.
B. Note detection with some musical signals
In this section we apply the note detection algorithm described in the previous section to some musical signals. The parameters for the algorithm have been chosen in the following way: ǫstop = 0.01, θ beg = θ end = −14dB, ∆tmin = 0.03s and ǫ mark = 2.10 −5 . We first apply it to the clarinet signal previously analyzed (cf. Figure 3 ). As illustrated in Figure 4 (a) all the notes are successfully detected though they are of very different durations and, as shown by the time-frequency representation, some of them overlap each other (due to reverberation). Moreover, the beginning of each note is very accurately estimated. This estimation (i.e., step 5 of the algorithm) is illustrated on Figure 4 (b). Let us point out that the detection of notes of very different durations and of their starting time locations using "standard" techniques is difficult. In the particular case where the musical instrument that is playing is a piano, it has been shown in [25] that, if one performs an extensive learning phase on the specific piano that is used, then STFT-based algorithms can achieve polyphonic note detection with few errors. However, in the case there is none or little prior information on the specific instruments that are playing, these algorithms no longer apply and precise note detection using STFT techniques becomes really difficult. A major problem one has to face when using STFT is the fact that one has to choose, once for all, the size of the window. Ideally, one would want to use both a very short window (for very short notes or for estimating accurately the starting time of each note) and longer windows (of the order of the note durations). In a way, the harmonic matching pursuit changes the size of the window adaptatively according to these requirements and makes the detection very accurate.
The next signal we have tested our note detection algorithm on is a recording of the beginning of the Chromatic Fantasy by J.S.Bach [2] . Detection is much harder than on the previous signal: this recording involves much more reverberation, the melody is really fast and the attacks of the notes are very soft. Moreover, since the melody is made of 3 successive scales (ascending, descending and then ascending again), there are a lot of reverberating octaves or fifths which make the detection all the more difficult. Actually, at a given time t, the only way to "understand" that an octave has been played (and not just a single note) is to look at the energy density at time locations that can be arbitrarily far from time t, i.e., at times when only one of the two notes of the octave could be heard. Though this is very hard to achieve using a regular algorithm based on a STFT, this is automatically performed when using the harmonic matching pursuit. As illustrated in Figure 5 , the detection is quite good. The reverberating fifths and the octaves are all detected. Moreover, though the attack of each note is very soft, all the notes are detected.
However, the algorithm makes a few mistakes. Most mistakes are due to the sensitivity of the algorithm to the parameters values (mainly θ beg and θ end ). The value of θ beg must be chosen relatively to how hard the attacks of the notes are. As seen in Figure 5 , most of the attack time locations are well estimated except for very few (e.g., the 'A' detected at time t ≃ 0.8 which has been detected to start after the 'B' leading to an inversion of the scale) . Moreover, low values for θ beg and θ end will lead the algorithm to merge notes that have the same frequency and that are close enough one to each other whereas large values will lead the algorithm to split single notes into two notes, as if the note was played twice. Actually, in Figure 5 , one can see that all the notes are detected, but the 'G' (starting at time t ≃ 2.2) is detected twice (one after the other) though only one 'G' has been played.
Let us point out, that these decisions (mainly the one note versus two notes decision and the estimation of the time location of the beginning of a note) are really hard to make, especially because of the reverberation and of the soft attacks. If the attacks were a little harder, just decreasing the θ beg would improve a lot the result.
Considering the difficulty of the note detection on this signal, the fact that this rather simple algorithm succeeds in finding all the notes and in estimating precisely most of their starting time locations, makes, we think, the harmonic matching pursuit a very promising tool for note detection. 
IX. Conclusion
The flexibility of the matching pursuit paradigm makes it possible to design dictionaries of elementary waveforms that reflect the expected structures of the analyzed signals. Harmonic structures, which are common in audio signals, are easily described as linear combinations of a few quasi-orthogonal Gabor atoms : this enables the efficient realization of a harmonic matching pursuit decomposition. One can indeed notice that the complexity O(M KN ) of the Fast Harmonic Matching Pursuit is essentially that of building the approximant m,k c m,k g m,k , i.e. the cost of selecting the harmonic atoms of interest is negligible.
Because of its demonstrated ability to decompose a musical recording into harmonic structures of very different durations and that could overlap each other, the harmonic matching pursuit is a very promising tool for note detection. However, the note detection algorithm we proposed is still too sensitive to its parameter values. We actually believe that this sensitivity is inherent to the use of the harmonic matching pursuit itself rather than to the detection algorithm and that, consequently, (21)) obtained through the harmonic matching pursuit. It is grey-coded from the smallest values (white) to the largest values (black). To make this figure easier to read, each note has been indexed by order of appearance from the first one (1) to the last one (11) . (c) The residual RM (t) = s(t) − sM (t) where sM (t) is the resynthesized signal (Eq. (22)). The relative L 2 error is of the order of 9dB. M [s](t, ω) defined by Eq (21) . The harmonic matching pursuit is performed using the same parameters as for Figure 3 . The detected notes obtained using the detection algorithm described in Section VIII-A are indicated using triangle shapes and the corresponding symbolic names for each note is in parentheses (using the standard notation A,B,C,D,E,F,G). (b) The function Dω (t) = E (r) M [s](t, ω) for the first note (A). The beginning time t beg and ending time t end of this note are estimated using simple thresholding (i.e., step 5 of the algorithm) with θ = θ beg = θ end = 19dB. M [s](t, ω) as defined in Eq. (21) . The harmonic matching pursuit is performed using the asymetric window w(t) (cf. Figure 2) , with M = 100, ξmin = 130Hz and ξmax = 1700Hz (Eq. (5)). The detected notes obtained using the detection algorithm described in Section VIII-A are indicated using triangle shapes and the corresponding symbolic names for each note is in parentheses (using the standard notation A,B,C,D,E,F,G).
the pursuit should not be used "as is". We believe that the selection of harmonic atoms for note detection should rather be done simultaneously with the detection algorithm itself, which may imply using tracking techniques [12] , [13] and penalizing those harmonic atoms where the coefficients {c m,k } K k=1 "oscillate" to much.
As a last remark, we believe the "subspace matching pursuit" framework that we have defined in this paper may be the basis for other applications where it is possible to use dictionaries that are the union of the unit spheres of small dimensional spaces spanned by simple quasi-orthogonal atoms.
