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Abstract
Let X be a continuous-time Markov chain in a finite set I, let h be a mapping of I onto
another set, and let Y be defined by Yt = h(Xt), (t ≥ 0). We address the filtering problem
for X in terms of the observation Y , which is not directly affected by noise. We write down
explicit equations for the filtering process Πt(i) = P(Xt = i | Y0t ), (i ∈ I, t ≥ 0), where (Y
0
t
)
is the natural filtration of Y . We show that Π is a Markov process with the Feller property.
We also prove that it is a piecewise-deterministic Markov process in the sense of Davis, and
we identify its characteristics explicitly. We finally solve an optimal stopping problem for
X with partial observation, i.e. where the moment of stopping is required to be a stopping
time with respect to (Y0
t
).
1 Introduction
In the classical formulation of the filtering problem in continuous time the basic datum is a
pair of stochastic processes (Xt)t≥0 and (Yt)t≥0, defined on some probability space (Ω,F ,P)
with values in measurable spaces (I,I) and (O,O) respectively. X is called the unobserved (or
signal) process and Y the observation process. The filtering process is defined as
Πt(A) = P(Xt ∈ A | Y
0
t ), A ∈ I, t ≥ 0,
where Y0t = σ(Ys, s ∈ [0, t]) are the σ-algebras of the filtration generated by the observation
process. The filtering problem consists in a description of the measure-valued process Π and its
properties. Often, Π is shown to satisfy some differential equations, called the filtering equations,
and in several cases it can be characterized as the unique solution of such equations.
Various kinds of unobserved processes have been considered in the literature. X is often
taken to be a diffusion process solution of a stochastic differential equations driven by the
Wiener process. The case of X being a Markov chain, or more generally a marked point process,
is also frequently addressed.
Concerning the observation process, the large majority of cases considered in the literature
are variants of the following situation: Y takes values in the euclidean space O = Rm and has
the form
Yt =
∫ t
0
H(Xs) ds+ σWt, t ≥ 0, (1.1)
where W is a standard Wiener process in Rm, H : I → Rm is a given function and σ is a
constant, σ 6= 0.
As is well known, special results are available in the linear gaussian case, the so called
Kalman-Bucy filter.
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Recently, the following different model has been addressed by several authors:
Yt = h(Xt), t ≥ 0, (1.2)
where h : I → O is a given function. We call Y a noise-free observation, since it is not directly
affected by noise but rather all sources of randomness are included in the unobserved process X
(in [14], Y is called perfect observation).
A basic motivation for studying noise-free observations arises in connection with the following
variant of (1.1)
Yt =
∫ t
0
H(Xs) ds+
∫ t
0
σ(Xs) dWs, t ≥ 0, (1.3)
where a state-dependent diffusion coefficient σ occurs. It can be proved that this model can be
converted into another one where the observation process has two components: one is similar to
the traditional model (1.1) and the other is noise-free, i.e., of the form (1.2): see [19], [15], [8].
Noise-free observations have also been considered in connection with the classical topic of the
filter stability. It has been discovered that several ergodicity properties of the filtering process
Π fail to hold when the observation is noise-free: see for instance [2] and the discussion and
references therein; see also our remark 3.5.
Another motivation, pointed out in [14], is that a clear picture of the noise-free case may
also lead to a better understanding of the limiting behavior of the model (1.1) as σ → 0.
Beside these motivations, it is our opinion that the case of noise-free observation deserves
attention in its own. The few existing results are already mathematically interesting. More
important, it seems to be the natural mathematical model to describe situations where the
available observations are indeed very accurate. For instance, when randomness is introduced
in order to represent uncertainty about the state of an evolving dynamical system it might be
unnatural to introduce a noise affecting the observation in order to fit the standard framework
(1.1) unless this corresponds to a substantial description of inaccuracy of measurements.
In spite of its interest, there are few existing results on the case of noise-free observation, with
the important exception of the Kalman-Bucy filtering theory (for the latter we limit ourselves to
noting that generalizations of (1.1) to the case of degenerate noise acting on Y date back at least
at the paper [6], and we will not give detailed references for the linear gaussian case). In fact,
we are only aware of [14] as the only paper entirely devoted to nonlinear filtering in the case of
noise-free observation. In [14], X is defined as the solution to a stochastic differential equation
in I = Rn, the observation takes values in O = Rm and the function h in (1.2) is assumed to
satisfy special assumptions. The main result is that the filtering equation can be formulated as
a stochastic equation on a submanifold of Rn, and under appropriate conditions the law of Πt
admits a density with respect to the surface measure. These results are used in [8] to study the
model (1.3).
The purpose of the present paper is a systematic study of the filtering problem with noise-
free observation when X is assumed to be a time-homogeneous Markov chain in a finite set I.
Thus, our basic data will be a pair of finite sets I and O, a function h : I → O (assumed to be
surjective without loss of generality), the rate transition matrix Λ of a Markov chain X in I,
and the noise-free observation process defined by (1.2). The filtering process is specified by the
finite set of scalar processes
Πt(i) = P(Xt = i | Y
0
t ), i ∈ I, t ≥ 0,
where Y0t = σ(Ys, s ∈ [0, t]).
Our main results are the following. In section 2, after some notation and preliminary results,
we present the filtering equations: they are a system of ordinary differential equations with
2
jumps and with random coefficients (depending on the observation process) and their unique
solution provides a modification of the filtering process Π. The method of proof is based on a
discrete approximation: we first write down the filtering equations corresponding to observing
the process Y only at times k2−n (k = 0, 1, . . .) and we pass to the limit as n→∞.
The noise-free case has the following special feature: if at some time t we observe Yt = a ∈ O
then we know that Πt has support in the corresponding level set of the function h, namely
h−1(a) = {i ∈ I : h(i) = a}. So the natural state space of the process Π consists of probability
measures on I which are supported in one of the level sets h−1(a) (a ∈ O). We call this space the
effective simplex ∆e. In section 3, after introducing an appropriate canonical set-up and solving
the so called prediction problem, we establish that Π is a Markov process in ∆e with respect to
the filtration (Y0t ): see Proposition 3.4. We also recall a known counterexample about the lack
of ergodic properties of the filtering process in the case of noise-free observation: see Remark
3.5.
Since the trajectories of the observation process are piecewise constant, the law of Y is com-
pletely determined by the finite-dimensional distributions of the process Y0, T1, YT1 , T2, YT2 , . . .
where Tj denote the jump times of Y . In section 4 we find explicit formulae for those distribu-
tions in terms of the filtering process Π. Although this is mainly a technical point in preparation
of the results to follow, it has some immediate application: see for instance Proposition 4.4 where
we prove an explicit formula for the law of the exit time of a finite Markov chain from a given
set, a result that we could not find in the literature.
We note that in our model new information is available only at jump times Tj. Therefore it
is not surprising that the filtering equations prescribe a smooth, deterministic evolution of the
trajectories t 7→ Πt(ω) among such jump times, and a jump of Π at each time Tj . An important
class of Markov processes, having jumps at some random times and otherwise evolving along
a deterministic flow, was introduced by M.H.A. Davis in [9] and named piecewise-deterministic
Markov processes (PDPs). In section 5 we show that the filtering process Π is a PDP in the
sense of Davis, and we explicitly describe its characteristics (the flow, the jump rate function and
the transition measure): see Theorem 5.4. Since PDPs are processes that have been extensively
studied, see for instance the book [10], a lot of known results on PDPs immediately applies
to the filtering process. For instance, a precise description of its generator is known, in terms
of the characteristics. Moreover, we are able to show the Feller property for the process Π
using arguments from [10]: see Proposition 5.5, where we prove in addition that the transition
semigroup of Π is strongly continuous in the space of continuous functions on the state space
∆e, equipped with the supremum norm.
In section 6 we study an optimal stopping problem for the Markov chain X with partial
observation. The functional to be minimized has classical form, but the moment of stopping
is subject to be a stopping time with respect to the filtration (Y0t ) generated by Y , i.e., it
has to be based only on the observed process. We follow the classical approach to first solve
an optimal stopping problem for the filtering process Π, appropriately formulated and with
complete observation, and then to show how this gives a solution to the original problem: see
for instance [16] and the references therein for this approach in a general framework. Once more
the theory of PDPs turns out to be a very useful tool here, since the existence of an optimal
stopping time for Π, as well as a characterization of the value function and the stopping rule, are
a direct application of known results on PDPs. We obtain corresponding results for the original
problem with partial observation.
When X is a finite Markov chain and the observation has the classical form (1.1), the
corresponding process Π is called the Wonham filter, see [20]. In spite of the simple structure of
the unobserved process X, this case is still the subject of current study, see for instance [2] for
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investigations on stability of the Wonham filter. In section 3 of that paper the following earlier
example of noise-free observation due to [11] is analyzed: X is the Markov chain in the space
I = {1, 2, 3, 4} with rate transition matrix
Λ =


−1 1 0 0
0 −1 1 0
0 0 −1 1
1 0 0 −1

 (1.4)
and Y takes values in O = {0, 1} with the function h in (1.2) given by
h(1) = h(3) = 1, h(2) = h(4) = 0. (1.5)
In this specific case the filtering equations are deduced: see Proposition 3.2 in [2]. The method
of proof is different from ours and relies on martingale methods. It should be mentioned at
this point that several methods are known to prove that the filtering process is a solution of
the corresponding filtering equations, in the case of noisy observation (1.1). It is possible that
some of them can be applied to deduce the filtering equations in the general case of noise-free
observation as well. For instance one may try to generalize Proposition 3.2 in [2] mentioned
above, or one may rely on the fact that the natural filtration of a jump process (in our case,
the filtration (Y0t )) can be described in a precise way: see for instance [10] or the earlier works
[4]. However in this paper we present an elementary proof of the filtering equations, based on
discrete approximation, that is self-contained and does not use deep results from the general
theory of stochastic processes.
We finally mention that the main results of this paper have been presented at the First
CIRM-HCM Joint Meeting: Stochastic Analysis, SPDEs, Particle Systems, Optimal Transport,
Levico Terme (Italy), January 24-30, 2010.
2 The filtering problem
2.1 Formulation
The filtering problem will be described starting from the following basic objects, which are
assumed to be given throughout the paper.
1. I is a finite set.
Elements of I, usually denoted by letters i, j, k . . ., are called states, and I is called state
space.
2. Λ is a rate transition matrix on I (sometimes called a Q-matrix, see e.g. [17]), i.e. a
square matrix (λij)i,j∈I whose elements are real numbers satisfying λij ≥ 0 for i 6= j and∑
j∈I λij = 0 for all i ∈ I.
3. h is a surjective function defined on I taking values in another finite set O.
O is called the observation space. Its elements will be denoted by letters a, b, c . . .. The
assumption that h is surjective does not involve any loss of generality, since O may be
replaced by the image of h in all that follows.
Suppose that on some probability space (Ω,F ,P) a process (Xt)t≥0 is defined, taking values
in I. (Xt) will be called the unobserved process. We assume that it is a Markov process with
generator Λ, i.e. for every t, s ≥ 0 and every real function f on I we have
E[f(Xt+s)|F
0
t ] = (e
sΛf)(Xt), P− a.s.
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where F0t = σ(Xs : s ∈ [0, t]), t ≥ 0, are the σ-algebras of the natural filtration of (Xt). We
denote by µ the initial distribution of (Xt), i.e. µ(i) = P(X0 = i), i ∈ I.
Next we define the observation process (Yt)t≥0 by the formula
Yt = h(Xt), t ≥ 0,
and we introduce its natural filtration (Y0t )t≥0, where
Y0t = σ(Ys : s ∈ [0, t]), t ≥ 0.
The filtering problem consists in describing the conditional distribution of Xt given Y
0
t , for all
t ≥ 0. In other words, we look for a description of the processes P(Xt = i|Y
0
t ), t ≥ 0, for all
i ∈ I. The main result of this section, Theorem 2.3, states that an appropriate modification
of those processes, denoted by Πt(i), are the unique solutions of suitable differential equations,
called the filtering equations, driven by the observation process. In addition, these equations
are explicitly written and their solution is clearly described.
In order to present those equations we need to introduce some notation and preliminary
results, presented in the next subsections.
2.2 The effective simplex and the flow
By ∆ we denote the set of probability measures on I. ∆ can be naturally identified with the
canonical simplex of RN , where N is the cardinality of I, i.e. with the set of µ = (µ(i)) ∈ RN
such that µ(i) ≥ 0 for all i = 1, . . . , N and
∑N
i=1 µ(i) = 1.
We note that the sets h−1(a) = {i ∈ I : h(i) = a} form a partition of I as a varies in O.
We denote by ∆a the set of probability measures on I supported in h
−1(a). Each ∆a can be
considered as a subset of ∆, so an element in ∆a is an N -dimensional vector µ = (µ(i)) in ∆
such that µ(i) = 0 if h(i) 6= a. This way each ∆a is a simplex in the euclidean space R
N and it
is a face of ∆, i.e. its vertices are also vertices of ∆. Moreover, as a varies in O, the vertices of
the simplices ∆a form a partition of the vertices of ∆.
Finally we define ∆e = ∪a∈O∆a. This is a subset of ∆, which we call the effective simplex.
It is a proper subset unless h is constant. ∆e is obviously a compact space.
As a general rule probability measures µ on I, or equivalently elements of ∆, will be con-
sidered as row vectors (µ(i)) of dimension N equal to the cardinality of I, whereas functions
f : I → R will be identified with the N -dimensional column vector (f(i)) consisting of its val-
ues. The integral of f with respect to µ is denoted simply µf =
∑
i∈I f(i)µ(i). Given a row
vector (ν(i)) (not necessarily a probability measure) and a column vector (f(i)), both real and
N -dimensional, we denote by f ∗ ν the row vector obtained by pointwise multiplication, i.e.
having components (f ∗ ν)(i) = f(i)ν(i), i ∈ I.
In describing properties of the filtering process a basic role will be played by a flow φ on
the effective simplex ∆e. The following lemma is used to define φ by means of a differential
equation.
Proposition 2.1 For every a ∈ O and x ∈ ∆a the differential equation
y′(t) = 1h−1(a) ∗ (y(t)Λ)− (y(t)Λ1h−1(a)) y(t), t ≥ 0, (2.1)
with initial condition y(0) = x, has a unique global solution y : R+ → R
N , where N denotes the
cardinality of I.
Moreover y(t) ∈ ∆a for all t ≥ 0.
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We will write φa(t, x) instead of y(t), to stress dependence on a and x. By standard results
on ordinary differential equations, φa is a continuous function of (x, t) and it enjoys the flow
property φa(t, φa(s, x)) = φa(t+ s, x), for t, s ≥ 0, a ∈ O and x ∈ ∆a. φa is the flow associated
to the vector field
Fa(y) = 1h−1(a) ∗ (yΛ)− (yΛ1h−1(a)) y, y ∈ ∆a,
on ∆a. To simplify the notation a little, it is convenient to define a global flow φ on ∆e = ∪a∈O∆a
in the obvious way, setting φ(t, x) = φa(t, x) if x ∈ ∆a. This way φ(t, ·) is a function ∆e → ∆e
leaving each set ∆a invariant.
The rest of this subsection is devoted to the proof of Proposition 2.1 by means of a suitable
viability theorem. For this we have to recall the notion of contingent cone (see, e.g., [1] Chapter
1).
Definition 2.1 Let X be a normed space, K be a nonempty subset of X and x belong to K.
The contingent cone to K at x is the set
TK(x) =
{
v ∈ X : lim inf
h→0+
dK(x+ hv)
h
= 0
}
,
where dK(y) denotes the distance of y to K, defined by
dK(y) := inf
z∈K
||y − z||.
In other words, v belongs to TK(x) if and only if there exist a sequence of hn > 0 converging
to 0+ and a sequence of vn ∈ X converging to v such that
∀n ≥ 0, x+ hnvn ∈ K
We need to compute the contingent cone to the set ∆a.
Lemma 2.2 The contingent cone T∆a(y) to ∆a at y ∈ ∆a is the cone of elements v ∈ R
N
satisfying ∑
i∈h−1(a)
vi = 0 &
{
vi = 0, for i /∈ h
−1(a)
vi ≥ 0, if yi = 0 for i ∈ h
−1(a)
(2.2)
Proof. Let us take v ∈ T∆a(y). There exist sequences hn > 0
+ converging to 0 and vn
converging to v such that zn := y + hnvn belongs to ∆a for any n ≥ 0. Then
∑
i∈h−1(a)
vni =
1
hn

 ∑
i∈h−1(a)
zni −
∑
i∈h−1(a)
yi

 = 0,
so that
∑
i∈h−1(a) vni = 0. On the other hand, if i /∈ h
−1(a), then yi = zni = 0, then vni =
zni−yi
hn
= 0, so that vni = 0. If yi = 0 for i ∈ h
−1(a), then vni =
zni
hn
≥ 0, since zn belongs to ∆a.
So vni ≥ 0.
Conversely, let us take v satisfying (2.2) and deduce that z := y + tv belongs to ∆a for t
small enough. First we have∑
i∈h−1(a)
zi =
∑
i∈h−1(a)
yi + t
∑
i∈h−1(a)
vi =
∑
i∈h−1(a)
yi = 1.
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Second, if i /∈ h−1(a), then vi = 0 and since y ∈ ∆a also yi = 0. Hence if i /∈ h
−1(a) then zi = 0.
Moreover if i ∈ h−1(a), then zi ≥ 0. In fact if yi = 0 then zi = tvi ≥ 0, because in this case vi is
nonnegative. If yi > 0 it is sufficient to take t ≤
yi
|vi|
for having zi ≥ 0. Hence z belongs to ∆a.
Proof of proposition 2.1. ∆a is closed and is a viability domain of Fa. This means that, for
all y ∈ ∆a, Fa(y) belongs to T∆a(y), the contingent cone to ∆a at y. In fact v = Fa(y) satisfies
(2.2): ∑
i∈h−1(a)
vi =
∑
i∈h−1(a)
[1h−1(a) ∗ (yΛ)]i −
∑
i∈h−1(a)
(yΛ1h−1(a))yi
= [1h−1(a) ∗ (yΛ)]1h−1(a) − (yΛ1h−1(a))y1h−1(a)
= (yΛ1h−1(a))− (yΛ1h−1(a))y1h−1(a)
= (yΛ1h−1(a))(1− y1h−1(a)) = 0,
since y ∈ ∆a and
∑
i∈h−1(a) yi = y1h−1(a) = 1. Moreover if i /∈ h
−1(a), then vi = [1h−1(a) ∗
(yΛ)]i − (yΛ1h−1(a))yi = 0, since the components of vi are both equal to zero. If yi = 0 for
i ∈ h−1(a), then
vi = [1h−1(a) ∗ (yΛ)]i =
∑
j∈h−1(a),j 6=i
yjλji ≥ 0,
since λji ≥ 0 for j 6= i and yj ≥ 0 for j ∈ h
−1(a).
Moreover |Fa(y)| ≤ C(1 + |y|) for all y ∈ ∆a. Then by Theorem 1.2.4 in [1], page 28, ∆a is
viable under Fa: for every initial state x there exists a solution y(·) to differential equation (2.1)
such that y(t) ∈ ∆a for each t ∈ [0,∞). The uniqueness follows from the fact that the function
Fa(y) is locally Lipschitz on R
N .
2.3 The operator H
For every a ∈ O we define a functionHa, mapping row vectors µ ∈ R
N to row vectors Ha[µ] ∈ R
N
defined for i ∈ I by
Ha[µ](i) =


0, if h(i) 6= a,
µ(i)∑
j∈h−1(a) µ(j)
, if h(i) = a,
∑
j∈h−1(a) µ(j) 6= 0,
νa if h(i) = a,
∑
j∈h−1(a) µ(j) = 0,
where νa is a fixed arbitrary probability on I supported in h
−1(a), whose exact values are
irrelevant. Using the notation introduced in the previous section we may write
Ha[µ] =


1
µ1h−1(a)
1h−1(a) ∗ µ, if µ1h−1(a) 6= 0,
νa if µ1h−1(a) = 0.
We note that if µ(i) ≥ 0 for all i then Ha[µ] is a probability measure on I supported on h
−1(a),
i.e. an element of ∆a. If in addition µ is a probability thenHa[µ] is the corresponding conditional
probability given the event {h = a}.
The relevance of the operator H to the filtering problem is well known. Indeed suppose that
(X¯k)k∈N is a discrete-time Markov process in I with transition matrix P and initial distribution
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µ and the observation process is defined by Y¯k = h(X¯k). Then, see for instance [7], the discrete-
time filtering process defined for i ∈ I by the formula Π¯k(i) := P(X¯k = i|Y¯0, . . . , Y¯k) satisfies the
recursive equations {
Π¯0 = HY¯0 [µ],
Π¯k = HY¯k [Π¯k−1P ], k ≥ 1.
(2.3)
2.4 The filtering equation
Let (Tj)j≥1 denote the sequence of jumps times of (Yt), with the convention that Tj =∞ for all
j if no jump occurs and Tj < Tj+1 = Tj+2 = . . . =∞ if precisely j jumps occur. We set T0 = 0.
We define a process (Πt) and we will eventually prove that it is a modification of the filtering
process. For every ω ∈ Ω we consider the corresponding trajectory Yt(ω) and jumps times Tj(ω).
Next we set Π0(ω) = HY0(ω)[µ] and for j ≥ 1,
Πt(ω) = φ(t− Tj−1(ω),ΠTj−1(ω)) for Tj−1(ω) ≤ t < Tj(ω),
ΠTj−(ω) = φ(Tj(ω)− Tj−1(ω),ΠTj−1(ω)), if Tj(ω) <∞,
ΠTj (ω) = HYTj (ω)[ΠTj−(ω)Λ], if Tj(ω) <∞,
(2.4)
where φ is the global flow defined in Section 2.2.
Note that ΠTj− and ΠTj are only defined on {Tj <∞} and on this set ΠTj−(ω) is the usual
left limit limt→Tj(ω),t<Tj(ω) Πt(ω).
It follows from the properties of the operator H that ΠTj is supported on h
−1(YTj), (j ≥ 0);
equivalently, ΠTj ∈ ∆Y (Tj). Moreover, since the flow φ leaves each set ∆a invariant, we conclude
that Πt is supported on h
−1(YTj−1) for Tj−1(ω) ≤ t < Tj(ω), (j ≥ 1).
The process (Πt) can also be described in the following way. Its starting point is Π0 = HY0 [µ]
and it has jumps precisely at times Tj (j ≥ 1). At each jump time it jumps from ΠTj− to
ΠTj = HYTj [ΠTj−Λ]. Among jump times, trajectories evolve deterministically. Namely, for
Tj−1 ≤ t < Tj , we have Πt(i) = 0 if i /∈ h
−1(YTj−1) and
Π
′
t(i) = (ΠtΛ)(i) − (ΠtΛ1h−1(YTj−1 )
)Πt(i) (2.5)
if i ∈ h−1(YTj−1), where the time derivative is understood as the right derivative at time t = Tj−1.
Using previously introduced notation we can write the differential equation in vector form
Π
′
t = 1h−1(YTj−1 )
∗ (ΠtΛ)− (ΠtΛ1h−1(YTj−1 ))Πt t ∈ [Tj−1, Tj)
and we could even replace YTj−1 by Yt, since Y is constant among jump times.
Finally, it is also possible to describe the process (Πt) by a single integral equation: for every
ω ∈ Ω,
Πt(ω) = HY0(ω)[µ] +
∫ t
0
{
1h−1(Ys(ω)) ∗ (Πs(ω)Λ)− (Πs(ω)Λ1h−1(Ys(ω)))Πs(ω)
}
ds
+
∑
0<Tj(ω)≤t
{
HYTj (ω)[ΠTj−(ω)Λ]−ΠTj−(ω)
}
, t ≥ 0.
(2.6)
Note that only indices j ≥ 1 enter the sum, since 0 = T0(ω) < Tj(ω).
We will refer to (2.6) as the filtering equation. This is justified by next theorem.
Theorem 2.3 The process (Πt), defined by equation (2.6), is a modification of the filtering
process: for t ≥ 0 and i ∈ I we have Πt(i) = P(Xt = i|Y
0
t ) P-a.s.
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Recall that in the definition of the operator H we used some arbitrary probabilities, denoted
νa. It is worth noting that they do not affect the definition of the filtering process, in the sense
that we have, P-a.s.,
ΠTj = HYTj [ΠTj−Λ] =
ΠTj−Λ
ΠTj−Λ1h−1(YTj )
(2.7)
for every j ≥ 1. Therefore, the filtering equation (2.6) can also be written as follows:
Πt(ω) = HY0(ω)[µ] +
∫ t
0
{
1h−1(Ys(ω)) ∗ (Πs(ω)Λ)− (Πs(ω)Λ1h−1(Ys(ω)))Πs(ω)
}
ds
+
∑
0<Tj(ω)≤t
{
ΠTj−(ω)Λ
ΠTj−(ω)Λ1h−1(YTj (ω))
−ΠTj−(ω)
}
, t ≥ 0.
To prove (2.7) it is enough to show that the denominator ΠTj−Λ1YTj never vanishes. This is the
content of lemma 2.4, which is stated in a slightly more general form, as required in the proof
of theorem 2.3 that will follow.
Lemma 2.4 Let (Πt)t≥0 be a process with nonnegative components Πt(ω, i) satisfying, for some
fixed j ≥ 1, the following conditions:
1. for Tj−1(ω) <∞ and Tj−1(ω) ≤ t < Tj(ω), we have Πt(ω, i) = 0 if i /∈ h
−1(YTj−1(ω)) and
Π
′
t(ω, i) = (Πt(ω)Λ)(i) − (Πt(ω)Λ1h−1(YTj−1 (ω)))Πt(ω, i) (2.8)
if i ∈ h−1(YTj−1(ω));
2. for every t ≥ 0
Πt(i)1Tj−1≤t<Tj = P(Xt = i|Y
0
t )1Tj−1≤t<Tj P− a.s. (2.9)
Then
ΠTj−Λ1h−1(YTj )
> 0 P− a.s. on {Tj <∞}. (2.10)
Proof. First we prove that for all i ∈ I
{ΠTj−(i) = 0, Tj <∞} ⊂ {XTj− 6= i, Tj <∞}, P− a.s. (2.11)
We fix ω ∈ Ω such that Tj−1(ω) <∞, and argue for Tj−1(ω) ≤ t < Tj(ω). Define
Et := exp
(∫ t
0
ΠsΛ1h−1(YTj−1 )
ds
)
, Ut := EtΠt.
Since Et > 0, Ut and Πt have the same support. Then Ut(i) = 0 if i /∈ h
−1(YTj−1). Now let
i ∈ h−1(YTj−1). It follows from (2.8) that U satisfies U
′
t(i) = (UtΛ)(i) so that
U
′
t(i) =
∑
k∈h−1(YTj−1 )
Ut(k)λki ≥ Ut(i)λii.
This implies that Ut(i) ≥ e
λii(t−s)Us(i) for Tj−1 ≤ s ≤ t < Tj , hence Us(i) > 0 implies Ut(i) > 0
for all t ∈ [s, Tj) and in particular UTj−1(i) > 0 implies Ut(i) > 0 for all t ∈ [Tj−1, Tj). The same
result holds for Πt(i), so we conclude that, for every i ∈ I, the process
1Πt(i)=01Tj−1≤t<Tj (2.12)
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has at most two jumps on [0,∞). We also deduce that, if Tj <∞,
ΠTj−(i) = lim
t→Tj ,t<Tj
Πt(i) = lim
t→Tj ,t<Tj
E−1t Ut ≥ E
−1
Tj
eλii(Tj−s)Us(i), Tj−1 ≤ s < Tj
and we also conclude that, for every i ∈ I, on {Tj <∞},
ΠTj−(i) = 0 ⇐⇒ Πt(i) = 0 ∀t ∈ [Tj−1, Tj). (2.13)
On the other hand, by (2.9), for every t ≥ 0,
P(Xt = i,Πt(i) = 0, Tj−1 ≤ t < Tj) = E[1Xt=i1Πt(i)=01Tj−1≤t<Tj ]
= E[1Πt(i)=01Tj−1≤t<TjP(Xt = i|Yt)] = E[1Πt(i)=01Tj−1≤t<TjΠt(i)] = 0.
Therefore the process 1Xt=i1Πt(i)=01Tj−1≤t<Tj is a modification of the zero process. Recalling
the process in (2.12) and the fact that X is piecewise constant, it is also indistinguishable from
zero.
Now we are ready to prove (2.11), which is equivalent to P(ΠTj−(i) = 0,XTj− = i, Tj <∞) = 0.
Suppose that for some ω ∈ Ω we have Tj < ∞, ΠTj−(i) = 0 and XTj− = i. By (2.13) we also
have Πt(i) = 0 for all t ∈ [Tj−1, Tj) and denoting by S ≥ Tj−1 is the last jump time of the chain
X before Tj it follows that Πt(i) = 0 and Xt = i for all t ∈ [S, Tj). However, since P-a.s. we
have 1Xt=i1Πt(i)=01Tj−1≤t<Tj = 0 for every t, this is only possible with zero probability.
Now we are able to prove (2.10). Noting that ΠTj− is supported on h
−1(YTj−1), we have, on
{Tj <∞},
ΠTj−Λ1h−1(YTj )
=
∑
i∈h−1(YTj−1 ),k∈h
−1(YTj )
ΠTj−(i)λ(i, k).
Since Tj is a jump time for Y , the sets h
−1(YTj−1) and h
−1(YTj ) are disjoint, so that in the
previous sum all nonzero terms correspond to indices i 6= k and consequently all terms are
nonnegative. Since XTj ∈ h
−1(YTj ) it follows that
ΠTj−Λ1h−1(YTj )
≥
∑
i∈h−1(YTj−1 )
ΠTj−(i)λ(i,XTj ) =
∑
i∈I
ΠTj−(i)λ(i,XTj ) on {Tj <∞}.
To conclude the proof it is enough to show that P(
∑
i∈I ΠTj−(i)λ(i,XTj ) = 0, Tj < ∞) = 0.
Since again all terms in the last sum are nonnegative we have
P
(∑
i∈I ΠTj−(i)λ(i,XTj ) = 0
)
= P
(
∩i∈I [ΠTj−(i)λ(i,XTj ) = 0, Tj <∞]
)
= P
(
∩i∈I [{ΠTj−(i) = 0, Tj <∞} ∪ {λ(i,XTj ) = 0, Tj <∞}]
)
≤ P
(
∩i∈I [{XTj− 6= i, Tj <∞} ∪ {λ(i,XTj ) = 0, Tj <∞}]
)
= P(∩i∈I [{XTj− 6= i, λ(i,XTj ) > 0, Tj <∞}
∪{λ(i,XTj ) = 0, Tj <∞}])
where we have used (2.11) in the inequality. But clearly
P(∩i∈I [{XTj− 6= i, λ(i,XTj ) > 0, Tj <∞} ∪ {λ(i,XTj ) = 0, Tj <∞}]) = 0
since, at time Tj , the chain X must jump from some state i ∈ I to XTj .
The rest of this section is devoted to the proof of Theorem 2.3. The method we use is to
construct a sequence (Πnt (i))t≥0,i∈I of approximate filtering processes, each corresponding to
observing the process Y in a discrete set Pn of times. Π
n
t (i) are constructed so as to converge to
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P(Xt = i|Y
0
t ) as n →∞. Then we write down explicit filtering equations for Π
n
t (i). Passing to
the limit in these equations we prove that Πnt (i) converges to the solution Πt(i) of (2.6). This
way we identify Πt(i) with a modification of the filtering process P(Xt = i|Y
0
t ).
For all integers n, k ≥ 0 we set tnk = 2
−nk and consider the grid Pn := {t
n
k}k≥0 with mesh
tnk+1 − t
n
k = 2
−n. For fixed n and for t ≥ 0 we introduce the σ-algebras Ynt = σ(Ytn0 , . . . , Ytnk :
tnk ≤ t). The filtration (Y
n
t )t≥0 corresponds to observing the process Y only at times t
n
k .
For any t ≥ 0, we have Ynt ⊆ Y
n+1
t and Y
0
t is generated by ∪nY
n
t , so by a martingale
convergence theorem we have
lim
n→∞
P(Xt = i|Y
n
t ) = P(Xt = i|Y
0
t ), P -a.s., i ∈ I. (2.14)
Next we show that the filtering processes P(Xt = i|Y
n
t ) have modifications, denoted Π
n
t (i), which
satisfy explicit filtering equations. Recalling that µ denotes the initial distribution of X, let us
introduce processes (Πnt (i))t≥0,i∈I as follows: for all n ≥ 0 and ω ∈ Ω define
Πn0 (ω) = HY0(ω)[µ], (2.15)
Πnt (ω) = Π
n
tn
k−1
(ω)e(t−t
n
k−1
)Λ if tnk−1 ≤ t < t
n
k , (2.16)
Πntn
k
(ω) = HYtn
k
(ω)[Π
n
tn
k
−(ω)] (2.17)
for k ≥ 1, where of course Πntn
k
−(ω) = Π
n
tn
k−1
(ω)e(t
n
k
−tn
k−1
)Λ = Πntn
k−1
(ω)e2
−nΛ.
Lemma 2.5 For t ≥ 0 and i ∈ I we have Πnt (i) = P(Xt = i|Y
n
t ) P-a.s.
Proof. We fix n and to simplify the notation we write tk instead of t
n
k . For every n and t
we denote Π¯nt (i) an arbitrary version of P(Xt = i|Y
n
t ). We consider the discrete-time processes
(Xtk )k≥0 and (Ytk)k≥0 obtained evaluating (Xt)t≥0 and (Yt)t≥0 at times tk. (Xtk )k≥0 is a Markov
chain with initial law µ and transition matrix P = e(tk−tk−1)Λ = e2
−nΛ. Therefore, for every
k ≥ 0, Π¯ntk(i) = P(Xtk = i|Y0, . . . , Ytk) satisfies, P-a.s.,
Π¯n0 = HY0 [µ] (2.18)
and the recursive equations
Π¯ntk = HYtk [Π¯
n
tk−1
P ] = HYtk [Π¯
n
tk−1
e(tk−tk−1)Λ], (2.19)
compare (2.3).
Next we fix tk−1 ≤ t < tk, we take f : I → R (identified with f ∈ R
N ) and, using the fact
that σ(Ytj ) ⊂ σ(Xtj ) for every j, and the Markov property of (Xt)t≥0, we obtain, P-a.s.,
E(f(Xt)|Y
n
t ) = E(f(Xt)|Y0, . . . , Ytk−1)
= E[E(f(Xt)|X0, . . . ,Xtk−1)|Y0, . . . , Ytk−1 ]
= E[(e(t−tk−1)Λf)(Xtk−1)|Y0, . . . , Ytk−1 ]
= Π¯ntk−1e
(t−tk−1)Λf,
which shows that
Π¯nt = Π¯
n
tk−1
e(t−tk−1)Λ. (2.20)
Comparing (2.18), (2.19), (2.20) with (2.15), (2.16), (2.17), we conclude that Πn and Π¯n are
modifications of one another, and this proves the lemma.
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Equations (2.15)-(2.17) describe the time evolution of the trajectories of Πnt . For k ≥ 1, Π
n
t
satisfies the differential equation
(Πnt )
′ = Πnt Λ for t
n
k−1 ≤ t < t
n
k . (2.21)
where the derivative is understood as the right derivative at t = tnk−1. At each time t
n
k , Π
n
t takes
on the value HYtn
k
[Πntn
k
−], thus possibly making a jump. Therefore equations (2.15)-(2.17) can
also be written as a single integral equation, namely
Πnt = Π
n
0 +
∫ t
0
ΠnsΛds+
∑
0<tn
k
≤t
(
HYtn
k
[Πntn
k
−]−Π
n
tn
k
−
)
, t ≥ 0. (2.22)
In what follows we will often use the fact that Πnt is continuously differentiable on each
interval [tnk−1, t
n
k), k ≥ 0 and moreover from (2.21) it follows that there exists a constant C > 0
(depending only on Λ) such that for all ω ∈ Ω and for all t /∈ Pn
|(Πnt )
′(ω)| = |Πnt (ω)Λ| ≤ C. (2.23)
Proof of Theorem 2.3. We consider again the jumps times Tj (j ≥ 1) of the process Y and
for every n define t¯nj = min{t
n
l ∈ Pn : Tj < t
n
l } and t
n
j = max{t
n
l ∈ Pn : t
n
l < Tj} on {Tj < ∞};
t¯nj = t
n
j = ∞ on {Tj = ∞}. Note that, P-a.s., no time Tj belongs to Pn for j ≥ 1. Then, for
sufficiently large n (depending on ω), we have tnj < Tj < t¯
n
j < t
n
j+1 < Tj+1 < t¯
n
j+1 on {Tj <∞}.
We also define T0 = t¯
n
0 = t
n
0 = 0.
For each j ≥ 0 we consider the following statements:
aj) Π
n
t¯nj
→ ΠTj , P-a.s. on {Tj <∞};
bj) we have, P-a.s.,
sup
t∈[t¯nj ,Tj+1)
|Πnt −Πt| → 0 on {Tj+1 <∞},
sup
t∈[t¯nj ,T )
|Πnt −Πt| → 0 for every T > 0 on {Tj <∞, Tj+1 =∞};
cj) for all t ≥ 0 and i ∈ I
Πt(i)1Tj≤t<Tj+1 = P(Xt = i|Y
0
t )1Tj≤t<Tj+1 P-a.s. (2.24)
Note that a0 trivially holds, since Π
n
0 = HY0 [µ] = Π0. We will prove that the following implica-
tions hold for all j ≥ 0:
aj ⇒ bj (2.25)
bj ⇒ cj (2.26)
bj + cj ⇒ aj+1 (2.27)
By induction on j it follows in particular that cj holds for all j ≥ 0. This implies that for all
i ∈ I and t ≥ 0 we have
Πt(i) = P(Xt = i|Y
0
t ) P− a.s.
and concludes the proof of the theorem.
Now it remains to prove (2.25)-(2.27).
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Proof of (2.25). Suppose that aj is verified for some j ≥ 0. First fix ω such that Tj+1(ω) <
∞. On the interval [Tj , Tj+1) the process Y is constant. For short, we denote a := Yt for all
t ∈ [Tj , Tj+1). It follows from (2.17) that Π
n
tn
k
is supported in h−1(a) for tnk ∈ [t¯
n
j , t¯
n
j+1).
First take i /∈ h−1(a). For t ∈ [t¯nj , t¯
n
j+1) there exist two points t
n
k , t
n
k+1 ∈ Pn such that
t¯nj ≤ t
n
k ≤ t < t
n
k+1 ≤ t¯
n
j+1. By (2.21) we have
Πnt (i) = Π
n
tn
k
(i) +
∫ t
tn
k
(ΠnsΛ)(i) ds. (2.28)
But Πntn
k
(i) = 0 for each tnk ∈ [t¯
n
j , Tj+1); hence Π
n
t (i) =
∫ t
tn
k
(ΠnsΛ)(i)ds and from (2.23) it follows
that |Πnt (i)| ≤ C(t − t
n
k) ≤ C2
−n. We conclude that supt∈[t¯nj ,t¯nj+1)Π
n
t (i) → 0 as n → ∞ for
i /∈ h−1(a), or equivalently
sup
t∈[t¯nj ,t¯
n
j+1)
|1I\h−1(a) ∗ Π
n
t | → 0, (2.29)
which also implies
sup
t∈[t¯n
j
,Tj+1)
|1I\h−1(a) ∗ (Π
n
t −Πt)| → 0, (2.30)
since Πt(i) = 0 for i /∈ h
−1(a) and t ∈ [Tj , Tj+1) ⊂ [t¯
n
j , Tj+1).
To study Πnt (i) in the case i ∈ h
−1(a), we define for t ∈ [t¯nj , t¯
n
j+1)
mn(t) =
1∑
j∈h−1(a) Π
n
t (j)
=
1
Πnt 1h−1(a)
.
Since
∑
i∈I Π
n
t (i) ≡ 1 for all t ≥ 0, by (2.29) we have
sup
t∈[t¯nj ,t¯
n
j+1)
∣∣∣∣∣∣
∑
j∈h−1(a)
Πnt (j)− 1
∣∣∣∣∣∣→ 0,
so that mn(t) is well defined and
sup
t∈[t¯nj ,t¯
n
j+1)
|mn(t)− 1| → 0. (2.31)
We also note that mn is cadlag on [t¯nj , t¯
n
j+1), and on each interval [t
n
k , t
n
k+1) contained in [t¯
n
j , t¯
n
j+1)
it is continuously differentiable and satifies mn(tnk) = 1.
On the interval [t¯nj , t¯
n
j+1), if i ∈ h
−1(a), Πnt (i) satisfies
Πnt (i) = Π
n
t¯nj
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds +
∑
t¯nj <t
n
k
≤t
(
Ha[Π
n
tn
k
−](i)−Π
n
tn
k
−(i)
)
= Πnt¯nj
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds +
∑
t¯nj <t
n
k
≤t
(
Πntn
k
−(i)
Πntn
k
−1h−1(Ya)
−Πntn
k
−(i)
)
= Πnt¯n
j
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds +
∑
t¯nj <t
n
k
≤t
Πntn
k
−(i)(m
n(tnk−)−m
n(tnk−1)) =
= Πnt¯nj
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds +
∫ t
t¯nj
∑
t¯n
j
<tn
k
≤t
Πntn
k
−(i)1[tnk−1,t
n
k
)(s)(m
n)′(s)ds.
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In the third equality we used the fact thatmn(tnk) = 1 for t
n
k ∈ [t¯
n
j , t¯
n
j+1). Adding and subtracting∫ t
t¯nj
Πns (i)(m
n)′(s)ds we get
Πnt (i) = Π
n
t¯nj
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds +
∫ t
t¯nj
Πns (i)(m
n)′(s)ds+Ant (i) (2.32)
where
Ant (i) =
∫ t
t¯nj

 ∑
t¯nj <t
n
k
≤t
Πntn
k
−(i)1[tnk−1 ,t
n
k
)(s)−Π
n
s (i)

 (mn)′(s) ds.
Thanks to (2.23), which also implies that |(mn)′(s)| ≤ C for a.e. s, we obtain
sup
t∈[t¯nj ,t¯
n
j+1)
|Ant (i)| → 0 as n→∞. (2.33)
Moreover we can compute
(mn)′(t) = −
∑
j∈h−1(a) Π
n
t (j)
′
(
∑
j∈h−1(a) Π
n
t (j))
2
= −
∑
j∈h−1(a)
Πnt (j)
′ +Bn(t),
where
Bn(t) =
∑
j∈h−1(a)
Πnt (j)
′
(
1−
1
(
∑
j∈h−1(a) Π
n
t (j))
2
)
=
∑
j∈h−1(a)
Πnt (j)
′
(
1−mn(t)2
)
and we have
sup
t∈[t¯nj ,t¯
n
j+1)
|Bn(t)| → 0 as n→∞ (2.34)
by (2.23) and (2.31). Now (2.32) becomes
Πnt (i) = Π
n
t¯nj
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds −
∫ t
t¯nj
Πns (i)
∑
j∈h−1(a)
Πns (j)
′ds+
+
∫ t
t¯nj
Πns (i)B
n(s)ds+Ant (i)
= Πnt¯nj
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds −
∫ t
t¯nj
Πns (i)
∑
j∈h−1(a)
Πns (j)
′ds + Cnt (i) +A
n
t (i)
where we have defined
Cnt (i) =
∫ t
t¯n
j
Πns (i)B
n(s)ds. (2.35)
By (2.21), for s ∈ [t¯nj , t), s /∈ Pn, we have
∑
j∈h−1(a) Π
n
s (j)
′ =
∑
j∈h−1(a)(Π
n
sΛ)(j) = Π
n
sΛ1h−1(a)
and we get
Πnt (i) = Π
n
t¯nj
(i) +
∫ t
t¯nj
(ΠnsΛ)(i)ds −
∫ t
t¯nj
Πns (i)(Π
n
sΛ1h−1(a))ds + C
n
t (i) +A
n
t (i).
We denote with Ant and C
n
t the N -dimensional vectors with components A
n
t (i) and C
n
t (i),
respectively, if i ∈ h−1(a), and 0 otherwise. Introducing the vector field Ga defined by
Ga(ν) = 1h−1(a) ∗ [(νΛ)− (νΛ1h−1(a))ν], ν ∈ ∆
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we finally arrive at
1h−1(a) ∗ Π
n
t = 1h−1(a) ∗ Π
n
t¯nj
+
∫ t
t¯nj
Ga(Π
n
s ) ds+ C
n
t +A
n
t , t ∈ [t¯
n
j , Tj+1).
Now we are able to obtain an estimate on the difference 1h−1(a) ∗ [Πt−Π
n
t ] for t ∈ [t¯
n
j , Tj+1).
We recall that Πt ∈ ∆a for all t ∈ [Tj , Tj+1), so that (2.5) implies
1h−1(a) ∗ Πt = 1h−1(a) ∗ ΠTj +
∫ t
Tj
Ga(Πs) ds, t ∈ [Tj , Tj+1).
So, for t ∈ [t¯nj , Tj+1),
|1h−1(a) ∗ (Πt −Π
n
t )| ≤ |1h−1(a) ∗ (ΠTj −Π
n
t¯nj
)|+
∫ t¯nj
Tj
|Ga(Πs)| ds + |C
n
t |+ |A
n
t |
+
∫ t
t¯nj
|Ga(Πs)−Ga(Π
n
s )| ds
Note that Ga is bounded and globally Lipschitz on ∆. We denote K some bound and by L
its Lipschitz constant (K and L depend on ω, since a = YTj(ω)). Then we obtain, noting that
t¯nj − Tj ≤ 2
−n
|1h−1(a) ∗ (ΠTj −Π
n
t¯n
j
)|+
∫ t¯nj
Tj
|Ga(Πs)| ds + |C
n
t |+ |A
n
t |
≤ |1h−1(a) ∗ (ΠTj −Π
n
t¯nj
)|+K2−n + |Cnt |+ |A
n
t |
and
|1h−1(a) ∗ (Πt −Π
n
t )| ≤ |1h−1(a) ∗ (ΠTj −Π
n
t¯nj
)|+K2−n + |Cnt |+ |A
n
t |
+L
∫ t
t¯nj
|Πs −Π
n
s | ds.
Since 1h−1(a) ∗Πs = Πs we have |Πs−Π
n
s | ≤ |1h−1(a) ∗ (Πs−Π
n
s )|+ |1I\h−1(a) ∗Πs| and we obtain
|1h−1(a) ∗ (Πt −Π
n
t )| ≤ |1h−1(a) ∗ (ΠTj −Π
n
t¯nj
)|+K2−n + |Cnt |+ |A
n
t |+ L
∫ t
t¯nj
|1I\h−1(a) ∗ Π
n
s | ds
+L
∫ t
t¯nj
|1h−1(a) ∗ (Πs −Π
n
s )| ds
=: Dnt + L
∫ t
t¯nj
|1h−1(a) ∗ (Πs −Π
n
s )| ds.
From the induction assumption aj and from (2.29), (2.35), (2.33), (2.34) it follows that
supt∈[t¯nj ,Tj+1) |D
n
t | → 0. From the Gronwall lemma we conclude that supt∈[t¯nj ,Tj+1) |1h−1(a) ∗
(Πt −Π
n
t )| → 0. Recalling (2.30), this proves bj in the case Tj+1(ω) <∞.
The case Tj(ω) < ∞, Tj+1(ω) = ∞ can be proved by the same arguments, replacing the
interval [t¯nj , Tj+1) by [t¯
n
j , T ) in the previous passages.
Proof of (2.26). Assume that bj holds for some j ≥ 0. For every i ∈ I and t ≥ 0, by lemma
2.5 we have
Πnt (i) 1Tj<t<Tj+1 = P(Xt = i|Y
n
t ) 1Tj<t<Tj+1 , P-a.s.
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Let n → ∞. Since t¯nj → Tj , for large n we have t¯
n
j ≤ t and bj implies that Π
n
t (i) → Πt(i).
Recalling (2.14) we conclude that
Πt(i) 1Tj<t<Tj+1 = P(Xt = i|Y
0
t ) 1Tj<t<Tj+1 , P-a.s.
Since P(Tj = t) = 0 this shows that cj holds.
Proof of (2.27). We suppose that bj and cj hold for some j ≥ 0. We write Π
n(i, t) and
Πn(t) instead of Πnt (i) and Π
n
t for better readability. We recall that, by (2.5), for Tj ≤ t < Tj+1,
we have Πt(i) = 0 if i /∈ h
−1(YTj ) and
Π
′
t(i) = (ΠtΛ)(i) − (ΠtΛ1h−1(YTj )
)Πt(i)
if i ∈ h−1(YTj ). Since we also assume that cj) holds, Lemma 2.4 ensures that
Π(Tj+1−)Λ1h−1(YTj+1 )
> 0 on {Tj+1 <∞}. (2.36)
Now we fix ω such that Tj+1 <∞ and we wish to prove that limn→∞Π
n(t¯nj+1) = ΠTj+1 . Note
that YTj+1 = Yt¯nj+1 so that if i /∈ h
−1(YTj+1) = h
−1(Yt¯nj+1), then Π
n(i, t¯nj+1) = 0 = ΠTj+1(i). Let
now i ∈ h−1(YTj+1); then, since by (2.17) we have Π
n(t¯nj+1) = HYt¯n
j+1
[Πn(t¯nj+1−)], we therefore
have
Πn(i, t¯nj+1) =
Πn(i, t¯nj+1−)∑
k∈h−1(Yt¯n
j+1
)Π
n(k, t¯nj+1−)
=
Πn(i, t¯nj+1−)∑
k∈h−1(YTj+1 )
Πn(k, t¯nj+1−)
, (2.37)
provided the denominator is not zero, and we will check that this is indeed the case. Thanks to
(2.21) we can compute the right-hand side by a Taylor’s expansion around tnj+1:
Πn(t¯nj+1−) = Π
n(tnj+1) + (t¯
n
j+1 − t
n
j+1) (Π
n)
′
(tnj+1) + o(t¯
n
j+1 − t
n
j+1)
= Πn(tnj+1) + (t¯
n
j+1 − t
n
j+1) Π
n(tnj+1)Λ + o(t¯
n
j+1 − t
n
j+1).
Noting that t¯nj+1 − t
n
j+1 = 2
−n and that Πn(i, tnj+1) = Π
n(k, tnj+1) = 0 for k ∈ h
−1(YTj+1) we
obtain
Πn(i, t¯nj+1) =
2−n [Πn(tnj+1)Λ](i) + o(2
−n)
2−n
∑
k∈h−1(YTj+1 )
[Πn(tnj+1)Λ](k) + o(2
−n)
.
Since tnj+1 tends to Tj+1−, and since bj shows that Π
n(t) converges to Πt uniformly in a left
neighborhood of Tj+1, we have Π
n(tnj+1)→ Π(Tj+1−) and we finally obtain
lim
n→∞
Πn(i, t¯nj+1) =
[Π(Tj+1−)Λ](i)∑
k∈h−1(YTj+1 )
[Π(Tj+1−)Λ](k)
=
[Π(Tj+1−)Λ](i)
Π(Tj+1−)Λ1h−1(YTj+1 )
. (2.38)
We note that the right-hand side of (2.38) is well defined by (2.36). For the same reason the
denominator in (2.37) is strictly positive for large n, which justifies previous passages. Finally,
since ΠTj+1 = HYTj+1 [Π(Tj+1−)Λ] by (2.4), (2.38) also shows that limn→∞Π
n(i, t¯nj+1) = ΠTj+1(i)
and concludes the proof that aj+1 holds.
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3 Basic properties of the filtering process
3.1 Canonical set-up
In the rest of this paper it is convenient to assume that the unobserved process is defined in a
canonical set-up as follows.
1. Let Ω be the set of cadlag functions ω : R+ → I, i.e. the set of right-continuous functions
having finite left limits on (0,∞). We denote Xt(ω) = ω(t) for ω ∈ Ω and t ≥ 0, and we
introduce the σ-algebras
F0t = σ(Xs : s ∈ [0, t]), F
0 = σ(Xs : s ≥ 0).
(F0t )t≥0 is thus the natural filtration of (Xt)t≥0.
2. Let ∆ denote the set of probability measures on I, identified with the canonical simplex
of RN , where N is the cardinality of I.
3. For every µ ∈ ∆ we denote by Pµ the unique probability measure on (Ω,F
0) that makes
(Xt) a Markov process on I with generator Λ and initial distribution µ, i.e. such that for
every t, s ≥ 0 and every real function f on I we have
Eµ[f(Xt+s)|F
0
t ] = (e
sΛf)(Xt), Pµ − a.s.
and Pµ(X0 = i) = µ(i), i ∈ I. Here Eµ denotes of course the expectation with respect to
Pµ.
If µ is concentrated at some i ∈ I we write Pi instead of Pµ.
4. We still define the observation process (Yt)t≥0 and its natural filtration (Y
0
t )t≥0 by
Yt = h(Xt), Y
0
t = σ(Ys : s ∈ [0, t]), t ≥ 0.
Remark 3.1 We could also define the space Ω as the set of all functions ω : R+ → I which
are piecewise-constant, right-continuous and with a finite number of jumps in every bounded
interval, i.e. of the form ω(t) =
∑∞
k=0 ak1[tk,tk+1)(t) for ak ∈ R and for 0 = t0 < t1 < t2 < . . .
where the sequence (tk) has no cluster point in [0,∞). The other definitions remain unchanged,
and all the subsequent results still hold.
Let (Tn)n≥1 denote the sequence of jumps times of (Yt), with the convention that Tn = ∞
for all n if no jump occurs and Tn < Tn+1 = Tn+2 = . . . =∞ if precisely n jumps occur.
For every ω ∈ Ω we consider the corresponding trajectory Yt(ω) and jump times Tn(ω) and
we define the filtering process Πµt (ω) as the solution of
Πµt (ω) = HY0(ω)[µ] +
∫ t
0
{
1h−1(Ys(ω)) ∗ (Π
µ
s (ω)Λ) − (Π
µ
s (ω)Λ1h−1(Ys(ω)))Π
µ
s (ω)
}
ds
+
∑
0<Tn(ω)≤t
{
HYTn(ω)[Π
µ
Tn−
(ω)Λ]−ΠµTn−(ω)
}
, t ≥ 0,
(3.1)
where, as usual, ΠµTn−(ω) = limt→Tn(ω),t<Tn(ω) Π
µ
t (ω) is defined on {ω ∈ Ω : Tn(ω) <∞}.
Equation (3.1) is the same as (2.6) and, as explained before, uniquely determines a (Y0t )-
adapted, cadlag process (Πµt ) taking values in the effective simplex ∆e = ∪a∈O∆a. By theorem
2.3, for every µ ∈ ∆, t ≥ 0 and i ∈ I we have Πµt (i) = Pµ(Xt = i|Y
0
t ), Pµ-a.s. and, consequently,
Πµt (i) = Pµ(Xt = i|Y
µ
t ), Pµ-a.s.
In what follows the process (Πµt ) will also be considered under a different probability Pρ with
ρ ∈ ∆, ρ 6= µ. In this case the equality Πµt (i) = Pρ(Xt = i|Y
0
t ) is generally false.
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Remark 3.2 We note that the process (Πµt ) depends on µ through its initial value Π
µ
0 = HY0 [µ].
In general Πµ0 is a random variable and Π
µ
0 6= µ. However if the unobserved process (Xt) has
initial distribution ν in the effective simplex ∆e then the filtering process (Π
ν
t ) starts at ν, Pν-a.s.
Indeed, if ν ∈ ∆a, then Y0 = a Pν -a.s. and since Ha[ν] = ν it follows that Π
ν
0 = ν Pν -a.s.
3.2 Prediction
Preliminary to further properties of the filtering process we need to prove the following result
which has an intrinsic interest, since it solves the so called prediction problem: at any time t
it allows to compute the distribution of the unobserved process after time t conditional on the
available observation up to t.
Proposition 3.3 For every µ ∈ ∆, t ≥ 0 and Γ ∈ F0 we have
Pµ(Xt+· ∈ Γ|Y
0
t ) = PΠµt (Γ), Pµ − a.s.
In this statement PΠµt (Γ) denotes
∑
i∈I Pi(Γ)Π
µ
t (i). Roughly, the proposition states that
for every present time t, and conditional on the past observation of Y up to t, the probability
that the future trajectories of X will belong to some set Γ is best predicted by PΠµt (Γ), i.e. one
computes Pµ(Γ) and replaces µ by Π
µ
t .
Proof. Noting that Y0t ⊂ F
0
t , by the Markov property of X and the fact that Π
µ is the filtering
process we have
Pµ(Xt+· ∈ Γ|Y
0
t ) = Eµ[Pµ(Xt+· ∈ Γ|F
0
t )|Y
0
t ] = Eµ[PXt(Γ)|Y
0
t ] =
∑
i∈I
Pi(Γ)Π
µ
t (i).
3.3 The Markov property of the filtering process
For t ≥ 0, ν ∈ ∆e and A ∈ B(∆e) (the Borel σ-algebra of ∆e) we define
Rt(ν,A) = Pν(Π
ν
t ∈ A).
It can be easily verified that Rt is a Markov kernel on (∆e,B(∆e)). The following proposition
asserts the Markov property of the filtering process (Πµt ), corresponding to arbitrary fixed initial
distribution µ ∈ ∆ of the unobserved process (Xt).
Proposition 3.4 (Rt) is a Markov transition function on (∆e,B(∆e)) and for µ ∈ ∆, t, s ≥ 0
and A ∈ B(∆e) we have
Pµ(Π
µ
t+s ∈ A|Y
0
t ) = Rs(Π
µ
t , A), Pµ − a.s.
In other words, for every µ ∈ ∆, in the probability space (Ω,F0, Pµ) the process (Π
µ
t ) is a Markov
process with respect to (Y0t ), taking values in ∆e and having transition function (Rt).
Proof. We first introduce a family of stochastic processes (Πt(ν)) parametrized by ν ∈ ∆e. For
every ω ∈ Ω we define Πt(ω, ν) as the solution of
Πt(ω, ν) = ν +
∫ t
0
{
1h−1(Ys(ω)) ∗ (Πs(ω, ν)Λ)− (Πs(ω, ν)Λ1h−1(Ys(ω)))Πs(ω, ν)
}
ds
+
∑
0<Tn(ω)≤t
{
HYTn (ω)[ΠTn−(ω, ν)Λ]−ΠTn−(ω, ν)
}
, t ≥ 0.
(3.2)
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Since ν belongs to ∆e, (Πt(ν)) takes values in ∆e and it is a (Y
0
t )-adapted, cadlag process.
Moreover (ω, t, ν)→ Πt(ω, ν) is measurable with respect to F
0 × B(R+)× B(∆e).
Note that the pathwise evolution of (Πt(ν)) is described by the same differential equation
as for (Πµt ), but these two processes differ in general because of the initial condition: (Πt(ν))
starts at ν, whereas Πµ0 (ω) = HY0(ω)[µ]. Clearly, we have Π
µ
t (ω) = Πt(ω,Π
µ
0 (ω)). If µ = ν ∈ ∆e
then, as noted in remark 3.2, we have Πν0 = ν and consequently (Π
ν
t ) and (Πt(ν)) are the same
process.
Let us define the translation operators θt : Ω→ Ω by (θtω)(s) = ω(t+ s) for t, s ≥ 0. By the
uniqueness of the solution of equation (3.2) we have, for all t, s ≥ 0 and ω ∈ Ω,
Πt+s(ω, ν) = Πs(θtω,Πt(ω, ν))
and replacing ν by Πµ0 (ω) we obtain
Πµt+s(ω) = Πt+s(ω,Π
µ
0 (ω)) = Πs(θtω,Πt(ω,Π
µ
0 (ω))) = Πs(θtω,Π
µ
t (ω)).
Fixing t, s ≥ 0 and noting that Πµt is Y
0
t -measurable it follows that
Pµ
(
Πµt+s ∈ A|Y
0
t
)
= Pµ
(
Πs(θt(·),Π
µ
t )) ∈ A|Y
0
t
)
= g(Πµt ), Pµ − a.s., (3.3)
where we define
g(ρ) := Pµ
(
Πs(θt(·), ρ)) ∈ A|Y
0
t
)
, ρ ∈ ∆e.
Note that the event {Πs(θt(·), ρ)) ∈ A} can be written in the form {Xt+· ∈ Γρ} where Γρ :=
{ω ∈ Ω : Πs(ω, ρ)) ∈ A}. So it follows from proposition 3.3 that
g(ρ) = Pµ
(
Xt+· ∈ Γρ|Y
0
t
)
= PΠµt (Γρ) = PΠ
µ
t
(Πs(ρ) ∈ A) .
Replacing in (3.3) we obtain the required equality Pµ
(
Πµt+s ∈ A|Y
0
t
)
= g(Πµt ) = Rs(Π
µ
t , A).
The Chapman-Kolmogorov equation for (Rt) now follows from this equality and the fact noted
earlier that Πνt = Πt(ν) for ν ∈ ∆e.
Remark 3.5 (Filter instability). An important issue, both for theoretical and computational
viewpoint, is the stability of the filtering process. Stability is often formulated in terms of
appropriate ergodic properties of the Markov filtering process. It is an interesting fact that
stability essentially fails to hold in the case of noise-free observation under consideration. This
is the content of section 3 of [2], where the authors consider the Markov chain with rate transition
matrix given by (1.4) and the observation process corresponding to the function h defined in
(1.5). They show that the filtering process has infinitely many invariant measures, and that the
solutions of the filtering equations corresponding to different initializations do not converge to
one another: see subsection 3.2 in [2] for a detailed discussion.
4 The filtering process and the distribution of the observation
process
In this section we show that the law of the observation process can be described by means of
the filtering process through explicit formulae. These results will be applied in section 5, but
they also have some intrinsic interest: we present an application in subsection 4.1.
We will use the canonical set-up introduced in subsection 3.1, we fix µ ∈ ∆ as an initial
distribution of X and we construct the probability space (Ω,F0, Pµ). In the rest of this section
all stochastic processes will be considered under Pµ.
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Let (Tn)n≥1 be the sequence of jumps times of Y , with the convention that Tn =∞ for all n
if no jump occurs and Tn < Tn+1 = Tn+2 = . . . =∞ if precisely n jumps occur. We let T0 = 0.
In the following we will consider the sojourn times Sn = Tn − Tn−1 and the positions YTn−1 ,
YTn−1−, of Y at jump times and immediately before jump times respectively (n ≥ 1). These
random variables are only defined on the event {Tn−1 <∞}. Nevertheless the σ-algebras
Σn−1 = σ(Y0, T1, YT1 , . . . , Tn−1, YTn−1), Σ
+
n−1 = σ(Y0, T1, YT1 , . . . , Tn−1, YTn−1 , Tn), (4.1)
can be defined in the usual way. In particular Σ0 = σ(Y0), Σ
+
0 = σ(Y0, T1).
Since the trajectories of Y are constant among jump times, the law of Y is completely
determined by the finite-dimensional distributions of the stochastic process {Y0, T1, YT1 , T2, YT2 ,
. . .}. These in turn can be described by specifying the distribution of Y0, which is obvious, and
the family of conditional probabilities
Pµ(Sn > t, Tn−1 <∞|Σn−1), Pµ(YTn = b, Tn <∞|Σ
+
n−1), t ≥ 0, b ∈ O, n ≥ 1.
In order to present explicit formulae for these probabilities we need to introduce some nota-
tion. For ν ∈ ∆e we define a probability q(ν) = (q(ν, b))b∈O on O in the following way. For every
a ∈ O we first fix an arbitrary probability qa = (qa(b))b∈O on O supported in O\{a} (we exclude
the trivial case where h is constant); the exact values of qa are irrelevant. Next, if ν ∈ ∆a for
some a ∈ O, we define for every b ∈ O
q(ν, b) =


νΛ1h−1(b)
−νΛ1h−1(a)
1b6=a, if νΛ1h−1(a) 6= 0,
qa(b), if νΛ1h−1(a) = 0.
To check that q(ν) is a probability measure we first note that for ν ∈ ∆a and b 6= a we have
νΛ1h−1(b) =
∑
i∈h−1(a)
∑
j∈h−1(b)
νiλij ≥ 0,
since the sums are extended to distinct indices i, j and therefore λij ≥ 0. Moreover for ν ∈ ∆a
νΛ1h−1(a) +
∑
b∈O,b6=a
νΛ1h−1(b) =
∑
b∈O
νΛ1h−1(b) = νΛ1 = 0,
since Λ1 = 0, so that −νΛ1h−1(a) ≥ 0 and q(ν, ·) is in fact a probability measure. Note that if
ν ∈ ∆a and νΛ1h−1(a) = 0 then also νΛ1h−1(b) = 0 for all b 6= a and consequently the equality
− νΛ1h−1(a)q(ν, b) = νΛ1h−1(b), (4.2)
holds for all ν ∈ ∆a and b 6= a. Finally note that if ν ∈ ∆a then q(ν, a) = 0.
Let (Πµt ) denote the the filtering process, solution of (3.1).
Theorem 4.1 Let µ ∈ ∆. Then for t ≥ 0, b ∈ O, n ≥ 1 we have
Pµ(Sn > t, Tn−1 <∞|Σn−1) = exp
(∫ t
0
φ(s,ΠµTn−1)Λ1h−1(YTn−1 )
ds
)
1Tn−1<∞, (4.3)
Pµ(YTn = b, Tn <∞|Σ
+
n−1) = q
(
ΠµTn−, b
)
1Tn<∞ = q
(
φ(Sn,Π
µ
Tn−1
), b
)
1Tn<∞. (4.4)
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Remark 4.2 Recall that Σn−1 and Σ
+
n−1 were defined in (4.1). The equalities (4.3)-(4.4) may
be written
Pµ(Sn > t |Σn−1) = exp
(∫ t
0
φ(s,ΠµTn−1)Λ1h−1(YTn−1 )
ds
)
on {Tn−1 <∞},
Pµ(YTn = b |Σ
+
n−1) = q
(
ΠµTn−, b
)
= q
(
φ(Sn,Π
µ
Tn−1
), b
)
on {Tn <∞}.
The intuitive meaning of (4.3)-(4.4) is as follows: suppose we know Y0, T1,Π
µ
T1
, . . . , Tn−1, YTn−1 ,
or equivalently we know the trajectory of Y up to the jump time Tn−1. This also determines the
trajectory of Πµ up to Tn−1. Suppose that YTn−1 = a, Π
µ
Tn−1
= ν ∈ ∆a. Then the probability
that the sojourn time will exceed t is exp
(∫ t
0 φ(s, ν)Λ1h−1(a)ds
)
. If the following jump occurs
at time Tn <∞ then Y jumps to b with probability q
(
ΠµTn−, b
)
, which depends on the position
ΠµTn− = φ(Tn− Tn−1, ν) of the process Π
µ immediately before the jump. Thus, conditionally on
the “past” (Yt)0≤t≤Tn−1 , the distribution of the “future” (Yt)t>Tn−1 is determined by the present
value of the filtering process ΠµTn−1 .
As a preparation for the proof of theorem 4.1 we need the following lemma.
Lemma 4.3 Let Jbt denote the number of jumps of Y to b ∈ O in the time interval (0, t]:
Jbt =
∞∑
k=1
1Tk≤t1YTk=b, t ≥ 0.
Then the process
Mt := J
b
t −
∫ t
0
ΠµsΛ1h−1(b) 1Ys 6=b ds, t ≥ 0,
is a martingale with respect to (Y0t ).
Moreover
Eµ
[
Mt∧Tn −Mt∧Tn−1
∣∣Σn−1] = 0, t ≥ 0, n ≥ 1. (4.5)
Proof. We start recalling the well known fact that for every f : I → R the process
Πµt f −Π
µ
0f −
∫ t
0
ΠµsΛf ds, t ≥ 0,
is a (Y0t )-martingale (see e.g. [18] formula VI-(8.17)). Choosing f = 1b ◦ h = 1h−1(b) we have
Πµt f = Eµ[1b(Yt)|Y
0
t ] = 1b(Yt) and we deduce that
mt := 1b(Yt)− 1b(Y0)−
∫ t
0
ΠµsΛ1h−1(b) ds, t ≥ 0,
is a martingale. Next we set
Mt :=
∫
(0,t]
1I\{b}(Ys−) dms =
∫
(0,t]
1Ys− 6=b dms, t ≥ 0.
Mt is defined as a pathwise Stieltjes integral and it is a martingale, since the integrand process
is (Y0t )-predictable and bounded. Finally we note that
Mt =
∫
(0,t]
1Ys− 6=b d1b(Ys)−
∫
(0,t]
1Ys− 6=bΠ
µ
sΛ1h−1(b) ds
= Jbt −
∫ t
0
1Ys 6=bΠ
µ
sΛ1h−1(b) ds.
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The last equality holds since d1b(Ys) is a measure equal to 1 at each point where Y jumps to b,
and equal to −1 at each point where Y leaves b, and since we have Ys− = Ys almost everywhere
with respect to the Lebesgue measure ds.
For fixed t, the stopped process (Ms∧t)s≥0 is a uniformly integrable (Y
0
t )-martingale and
by optional stopping Mt∧Tn−1 = Eµ
[
Mt∧Tn
∣∣Y0Tn−1
]
. Since Σn−1 ⊂ Y
0
Tn−1
this proves the last
assertion of the lemma.
Proof of theorem 4.1. We continue the notation of the previous lemma and we consider, for
t ≥ 0 and n ≥ 1,
Mt∧Tn −Mt∧Tn−1 = J
b
t∧Tn − J
b
t∧Tn−1 −
∫ t∧Tn
t∧Tn−1
ΠµsΛ1h−1(b) 1Ys 6=b ds.
Since Jbt∧Tn =
∑n
k=1 1Tk≤t1YTk=b we have J
b
t∧Tn
− Jbt∧Tn−1 = 1Tn≤t1YTn=b. Next∫ t∧Tn
t∧Tn−1
ΠµsΛ1h−1(b) 1Ys 6=b ds =
∫ t
0
1Tn−1≤s<TnΠ
µ
sΛ1h−1(b) 1Ys 6=b ds
=
∫ t
0
1Tn−1≤s<Tnφ(s − Tn−1,Π
µ
Tn−1
)Λ1h−1(b) 1YTn−1 6=b ds,
since for Tn−1 ≤ s < Tn we have Π
µ
s = φ(s − Tn−1,Π
µ
Tn−1
) and Ys = YTn−1 . Then from (4.5) it
follows that
Pµ(Tn ≤ t, YTn = b |Σn−1) = Eµ
[∫ t
0
1Tn−1≤s<Tnφ(s− Tn−1,Π
µ
Tn−1
)Λ1h−1(b) ds 1YTn−1 6=b
∣∣Σn−1
]
.
By standard arguments, for every t ≥ 0 we can choose a version of the conditional probability
Pµ(Tn > t |Σn−1) in such a way that the function t → Pµ(Tn > t |Σn−1) is nonincreasing and
right-continuous Pµ-a.s. In particular, Pµ(Tn > t |Σn−1)(ω) is jointly measurable in (ω, t). An
application of the Fubini theorem shows that
Pµ(Tn ≤ t, YTn = b |Σn−1) =
∫ t
0
Pµ(Tn > s|Σn−1) 1Tn−1≤sφ(s−Tn−1,Π
µ
Tn−1
)Λ1h−1(b) 1YTn−1 6=b ds.
(4.6)
Now we sum over all b ∈ O. Denote a = YTn−1 and ν = φ(s − Tn−1,Π
µ
Tn−1
) for short. Then
ΠµTn−1 ∈ ∆a and consequently ν ∈ ∆a since the flow leaves ∆a invariant. The identity
νΛ1h−1(a) +
∑
b∈O,b6=a
νΛ1h−1(b) = 0,
already noticed before, shows that∑
b∈O
φ(s − Tn−1,Π
µ
Tn−1
)Λ1h−1(b) 1YTn−1 6=b = −φ(s− Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
and we arrive at
Pµ(Tn ≤ t |Σn−1) = −
∫ t
0
Pµ(Tn > s|Σn−1) 1Tn−1≤s φ(s − Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 ) ds. (4.7)
It follows that, Pµ-a.s., the function t→ Pµ(Tn > t |Σn−1) is absolutely continuous with deriva-
tive
d
dt
Pµ(Tn > t |Σn−1) = Pµ(Tn > t|Σn−1) 1Tn−1≤t φ(t− Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
.
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Together with the condition Pµ(Tn ≥ 0|Σn−1) = 1 this implies
Pµ(Tn > t |Σn−1) = exp
(∫ t
0
1Tn−1≤s φ(s− Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
ds
)
. (4.8)
This equality will be used in three ways. First, substituting in (4.6), we obtain a formula for
the joint distribution of Tn and YTn conditional on Σn−1:
Pµ(Tn ≤ t, YTn = b |Σn−1) =
∫ t
0
exp
(∫ s
0
1Tn−1≤r φ(r − Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 ) dr
)
·
·1Tn−1≤sφ(s− Tn−1,Π
µ
Tn−1
)Λ1h−1(b) 1YTn−1 6=b ds.
(4.9)
Second, (4.8) shows that the random variable Tn (which may take the value∞) has the property
that its conditional distribution with respect to Σn−1, restricted to [0,∞), posses a density dn
with respect to the Lebesgue measure and dn can be computed by differentiating the right-hand
side of (4.8):
dn(t) = − exp
(∫ t
0
1Tn−1≤s φ(s − Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 ) ds
)
·
·1Tn−1≤t φ(t− Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
.
(4.10)
Third, (4.3) can be easily deduced from (4.8) as follows: since
Pµ(Sn > t, Tn−1 <∞|Σn−1) = Pµ(Tn > t+ Tn−1, Tn−1 <∞|Σn−1),
and since Tn−1 is Σn−1-measurable we deduce from (4.8) that
Pµ(Sn > t, Tn−1 <∞|Σn−1)
= 1Tn−1<∞ exp
(∫ t+Tn−1
0
1Tn−1≤s φ(s − Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
ds
)
= 1Tn−1<∞ exp
(∫ t
0
φ(s,ΠµTn−1)Λ1h−1(YTn−1 )
ds
)
.
It remains to prove (4.4). To this end we compute
Eµ
[
q
(
ΠµTn−, b
)
1Tn≤t |Σn−1
]
= Eµ
[
q
(
φ(Tn − Tn−1,Π
µ
Tn−1
), b
)
1Tn≤t |Σn−1
]
.
Noting that Tn−1 and Π
µ
Tn−1
are Σn−1-measurable and recalling the expression of the conditional
density (4.10) we obtain
Eµ
[
q
(
ΠµTn−, b
)
1Tn≤t |Σn−1
]
=
∫ t
0
q
(
φ(s− Tn−1,Π
µ
Tn−1
), b
)
dn(s) ds
= −
∫ t
0
q
(
φ(s− Tn−1,Π
µ
Tn−1
), b
)
φ(s− Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
·
·1Tn−1≤s exp
(∫ s
0
1Tn−1≤r φ(r − Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
dr
)
ds.
For a moment denote YTn−1 by a and φ(s−Tn−1,Π
µ
Tn−1
) by ν. Then ΠµTn−1 ∈ ∆a, which implies
ν ∈ ∆a by the invariance of ∆a under the flow φ. If a = b then q (ν, b) = 0. If a 6= b then
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q (ν, b) νΛ1h−1(a) = −νΛ1h−1(b) as noticed in (4.2). So we obtain
Eµ
[
q
(
ΠµTn−, b
)
1Tn≤t |Σn−1
]
= 1YTn−1 6=b
∫ t
0
φ(s− Tn−1,Π
µ
Tn−1
)Λ1h−1(b)·
·1Tn−1≤s exp
(∫ s
0
1Tn−1≤r φ(r − Tn−1,Π
µ
Tn−1
)Λ1h−1(YTn−1 )
dr
)
ds.
Comparing with (4.9) we conclude that
Pµ(Tn ≤ t, YTn = b |Σn−1) = Eµ
[
q
(
ΠµTn−, b
)
1Tn≤t |Σn−1
]
.
Since Σ+n−1 is generated by Σn−1 and by Tn, this immediately implies (4.4).
4.1 An application to exit time distributions
As an example of the kind of results that can follow from theorem 4.1 we prove an explicit
formula for the law of the exit time of a finite Markov chain from a given set.
We start from formula (4.3) written for n = 1:
Pµ(S1 > t |σ(Y0)) = exp
(∫ t
0
φ(s,Πµ0 )Λ1h−1(Y0)ds
)
, t ≥ 0.
Assume in addition that µ = δi is the measure concentrated at some i ∈ I and let a = h(i) ∈ O.
We denote Pµ by Pi and we note that Y0 = a and Π
µ
0 = δi, so we obtain
Pi(S1 > t) = exp
(∫ t
0
φ(s, δi)Λ1h−1(a)ds
)
, t ≥ 0.
Finally assume that O = {a, b} consists of exactly two points, and denote A = h−1(a). Then S1
coincides with the first exit time from A:
τ = inf{t ≥ 0 : Xt /∈ A}. (4.11)
Note that y(t) := φ(t, δi) is a solution of the differential equation
y′(t) = 1h−1(a) ∗ (y(t)Λ)− (y(t)Λ1h−1(a)) y(t), t ≥ 0,
with initial condition y(0) = δi. By proposition 2.1 there exists a unique global solution with
values in ∆a. So the only possibly nonzero components are y(t, j), for j ∈ A, and the equation
can be written in scalar form as
y′(t, j) =
∑
k∈A
y(t, k)λkj −

 ∑
k,h∈A
y(t, k)λkh

 y(t, j), j ∈ A, t ≥ 0, (4.12)
with initial conditions
y(t, i) = 1, y(t, j) = 0, j ∈ A, j 6= i. (4.13)
We have finally proved the following:
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Proposition 4.4 Suppose X is a time-homogeneous Markov chain in a finite set I with rate
transition matrix Λ = (λnm)n,m∈I . Let A be a proper subset of I, let Pi denote the law of the
chain starting at i ∈ A and let τ be the first exit time from A as defined in (4.11). Then we
have
Pi(τ > t) = exp

∫ t
0
∑
k,h∈A
y(s, k)λkh ds

 , t ≥ 0,
where y(t, j), (j ∈ A, t ≥ 0) is the unique solution of (4.12)- (4.13).
Remark 4.5 Proposition 4.4 is a statement on the law of the exit time of a finite Markov chain
from a given set. Since it is not directly related to filtering theory, but it rather concerns a
basic topic in the theory of Markov chains, it may be possibly proved by different arguments.
However we were not able to find a reference providing such an explicit formula.
Remark 4.6 Proposition 4.4 follows from an application of formula (4.3). Similar arguments
based on (4.4) provide the distribution of the Markov chain at the exit time from the set A. We
omit the details.
5 Filtering processes and piecewise-deterministic Markov pro-
cesses
The main purpose of this section is to show that the filtering process is a piecewise-deterministic
Markov process (PDP) in the sense of Davis [9], [10], and to present some consequences. To this
end we first recall the definition of this class of processes.
5.1 Piecewise-deterministic Markov processes (PDPs)
We limit ourselves to the special case when the state space of the PDP is the effective simplex
∆e, since this is the only case we will deal with. Other differences from the general framework
considered in [10] are pointed out in remark 5.1 below. We recall that ∆e is a disjoint union
∪a∈O∆a where each ∆a is a compact subset of the euclidean space. We assume that we are also
given the following objects.
1. A flow φ on ∆e. By this we mean a continuous function φ : R+ × ∆e → ∆e such that
φ(t, φ(s, x)) = φ(t + s, x) for t, s ≥ 0 and x ∈ ∆e and leaving each set ∆a invariant, i.e.
φ(t, x) ∈ ∆a if x ∈ ∆a.
2. A jump rate function λ : ∆e → R+. We require that it is measurable and that for every
x ∈ ∆e there exists ǫ > 0 (depending on x) such that
∫ ǫ
0 λ(φ(s, x))ds <∞.
3. A transition measure Q on (∆e,B(∆e)), i.e. a stochastic kernel Q(x,A) defined for x ∈ ∆e,
A ∈ B(∆e). We require that Q(x, {x}) = 0 for every x ∈ ∆e.
A process (Zt)t≥0, defined on some probability space (Ω
′,F ′, P ′), is called a PDP with respect
to (φ, λ,Q), starting at z0 ∈ ∆e, if there exists a sequence of nondecreasing random variables
Tn : Ω
′ → [0,∞] (n ≥ 1), such that the following holds.
(i) Z0 = z0 and the trajectories of (Zt) are cadlag functions, with discontinuities occurring
precisely at times (Tn), P
′-a.s.
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(ii) Among jump times the process evolves deterministically along the flow; more precisely we
have, for n ≥ 1, P ′-a.s.,
Zt = φ(t− Tn−1, ZTn−1) for Tn−1 ≤ t < Tn, (5.1)
where we set T0 = 0. This implies that the random variables ZTn− := limt→Tn,t<Tn Zt,
defined on {Tn <∞}, are also given by the formula
ZTn− = φ(Tn − Tn−1, ZTn−1) = φ(Sn, ZTn−1), on {Tn <∞}, n ≥ 1,
where Sn = Tn − Tn−1 (Sn are defined for n ≥ 1 on the event {Tn−1 <∞}).
(iii) For t > 0 and A ∈ B(∆e),
P ′(T1 > t) = exp
(
−
∫ t
0
λ(φ(s, z0)) ds
)
,
P ′(ZT1 ∈ A |T1) = Q(ZT1−, A) = Q(φ(T1, z0), A), on {T1 <∞},
(5.2)
and for n ≥ 2,
P ′(Sn > t |T1, ZT1 , . . . , Tn−1, ZTn−1) = exp
(
−
∫ t
0
λ(φ(s, ZTn−1)) ds
)
on {Tn−1 <∞}
P ′(ZTn ∈ A |T1, ZT1 , . . . , Tn−1, ZTn−1 , Tn) = Q(ZTn−, A)
= Q(φ(Sn, ZTn−1), A) on {Tn <∞}.
(5.3)
Formulae (5.2)-(5.3) allow to interpret Q(x,A) as the probability to find the process in the
set A ⊂ ∆e at a jump time, conditional to the fact that the process was in x ∈ ∆e immediately
before the jump. They also explain the terminology jump rate for the function λ.
Formulae (5.2)-(5.3) also show that (φ, λ,Q) and the starting point z0 uniquely determine
the finite-dimensional distributions of the stochastic process {T1, ZT1 , T2, ZT1 , . . .}. In view of
(5.1) we conclude that the law of (Zt) is completely determined by (φ, λ,Q) and z0.
Remark 5.1 The present definition differs from the one given in [10] for the following reasons.
(i) In [10] a specific probability space is chosen, namely the one consisting of a countable
product of unit intervals equipped with the product Lebesgue measure. However the law
of the constructed process is the same, and this is what matters in the following.
(ii) In [10] the state space ∆e = ∪a∈O∆a is replaced by a general, finite or countable, union
E = ∪νEν of open sets Eν of the euclidean space. The fact that ∆a are compact does not
affect the basic results. Similar slight differences are sometimes present in the literature,
for instance in [12] the state space E is assumed to be closed; also compare the discussion
in [10], at the beginning of section 24, on possible generalizations to cases where each Eν
may be a differentiable manifold.
(iii) In [10], instead of the flow, a vector field is chosen as a starting point. This field is assumed
to be locally Lipschitz and to generate a flow which is defined up to the time when it hits
the boundary of Eν , for every starting point in Eν . In the specific situation of the filtering
process which we are about to study we will also exhibit the vector field associated to the
flow.
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(iv) The main difference is the fact that in [10] the trajectories of the PDP process (Zt) are
required to jump at each time when they hit the boundary of some Eν . Jumps at the
boundary will not occur for the filtering process presented later. This difference does
not affect the basic results we are going to use, and in fact it results in a simplification:
for instance the delicate “boundary conditions” presented in [10] in connection with a
description of the extended infinitesimal generator of the PDP process are not needed.
Again, similar differences are already present in the literature, for instance in [12] a jump
occurs whenever the process hits some prescribed closed set Γ ⊂ E, not necessarily the
boundary of E.
5.2 The filtering process as a PDP
Now we come back to the canonical set-up introduced in subsection 3.1, we fix ν ∈ ∆e and we
construct the probability space (Ω,F0, Pν). In the rest of this section all stochastic processes
will be considered under Pν , so that in particular ν is the initial distribution of (Xt). Since
ν belongs to the effective simplex, as noted in remark 3.2, the filtering process (Πνt ) starts at
ν, i.e. Πν0 = ν. It is our purpose to show that (Π
ν
t ) is a PDP and to describe explicitly the
corresponding triple (φ, λ,Q).
1. As the flow φ we take the flow introduced in subsection 2.2 after proposition 2.1. We recall
that it is the flow associated to the vector field F defined on ∆e = ∪a∈O∆a by the formula
F (ν) = 1h−1(a) · (νΛ)− (νΛ1h−1(a))ν, ν ∈ ∆a.
2. As the jump rate function we take the function λ : ∆e → R+ defined by
λ(ν) = −νΛ1h−1(a), ν ∈ ∆a. (5.4)
It was shown in section 4 that λ(ν) ≥ 0.
3. The transition measure Q(ν,A) is defined for ν ∈ ∆e and A ∈ B(∆e) by
Q(ν,A) =
∑
b∈O
1A(Hb[νΛ]) q(ν, b), (5.5)
where q(ν, b) was introduced in section 4 (we still exclude the trivial case where h is
constant). Thus, for ν ∈ ∆a, Q(ν, ·) is the measure concentrated on the finite set
{Hb[νΛ] : b ∈ O\{a}} ⊂ ∆e\∆a,
and each point Hb[νΛ] has mass q(ν, b). More explicitly, for ν ∈ ∆a,
Q(ν, {Hb[νΛ]}) =
νΛ1h−1(b)
−νΛ1h−1(a)
1b6=a,
provided νΛ1h−1(a) 6= 0.
Remark 5.2 In the literature on PDPs the requirement that Q is a Feller kernel is often
formulated among the assumptions: this means that for every bounded continuous g : ∆e → R,
the function ν 7→
∫
∆e
g(ρ)Q(ν, dρ) is continuous (and necessarily bounded). This condition fails
in general in our case, due to the occurrency of the exceptional set where νΛ1h−1(a) = 0 (ν ∈ ∆a)
in the formulae above. However, in our case we have the following weaker form of the Feller
property of Q.
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Proposition 5.3 The function ν 7→ λ(ν)
∫
∆e
g(ρ)Q(ν, dρ) is continuous (and obviously bounded)
on ∆e for every bounded continuous function g : ∆e → R.
Proof. We start from formula (4.2): by the previous definitions it can be written, for ν ∈ ∆a
and b 6= a:
λ(ν) q(ν, b) = νΛ1h−1(b).
Therefore, since q(ν, a) = 0 for ν ∈ ∆a, we obtain
λ(ν)Q(ν,A) =
∑
b∈O,b6=a
1A(Hb[νΛ]) νΛ1h−1(b), ν ∈ ∆a, A ∈ B(∆e),
and it follows that, for ν ∈ ∆a,
λ(ν)
∫
∆e
g(ρ)Q(ν, dρ) =
∑
b∈O,b6=a
g(Hb[νΛ]) νΛ1h−1(b).
Now if νn → ν then for all large n we have νn ∈ ∆a and we distinguish two cases.
If νΛ1h−1(a) 6= 0 then for b 6= a
Hb[νnΛ] =
1
νnΛ1h−1(a)
1h−1(a) ∗ (νnΛ)→
1
νΛ1h−1(a)
1h−1(a) ∗ (νΛ) = Hb[νΛ],
and the result follows from the continuity of g;
If νΛ1h−1(a) = −λ(ν) = 0 then for all b 6= a we have νnΛ1h−1(b) → νΛ1h−1(b) = 0, which
implies g(Hb[νnΛ]) νnΛ1h−1(b) → 0 by the boundedness of g.
We are now ready to present the main result of this section.
Theorem 5.4 For every ν ∈ ∆e the filtering process (Π
ν
t ), defined in the probability space
(Ω,F0, Pν) and taking values in ∆e, is a piecewise-deterministic Markov process with respect to
the triple (φ, λ,Q) defined above and with starting point ν.
Proof. Let (Tn)n≥1 be the sequence of jumps times of Y , with the convention that Tn =∞ for
all n if no jump occurs and Tn < Tn+1 = Tn+2 = . . . = ∞ if precisely n jumps occur. We let
T0 = 0 and define Sn = Tn − Tn−1 for n ≥ 1 on the event {Tn−1 <∞}.
According to equation (3.1), (Πνt ) can be explicitly described as follows: the starting point
is Πν0 = ν and for n ≥ 1,
Πνt = φ(t− Tn−1,Π
ν
Tn−1
) for Tn−1 ≤ t < Tn,
ΠνTn− = φ(Sn,Π
ν
Tn−1
), ΠνTn = HYTn [Π
ν
Tn−
Λ].
It is clear that Πν can jump only at times when Y jumps. We now claim that each Tn (n ≥ 1) is
also a jump time of Πν and therefore the jump times of Πν and Y coincide. Indeed, if a denotes
YTn− = YTn−1 and b denotes YTn then a 6= b and since Π
ν
Tn−
∈ ∆a, Π
ν
Tn
∈ ∆b, it follows that
ΠνTn− 6= Π
ν
Tn
.
In (4.1) we defined for n ≥ 1
Σn−1 = σ(Y0, T1, YT1 , . . . , Tn−1, YTn−1), Σ
+
n−1 = σ(Y0, T1, YT1 , . . . , Tn−1, YTn−1 , Tn).
Note that Y0 is constant Pν-a.s. since if ν ∈ ∆a for some a ∈ O then Y0 = a. Also note that by
the filtering equation (3.1) T1, YT1 , . . . , Tn−1, YTn−1 uniquely determine T1,Π
ν
T1
, . . . , Tn−1,Π
ν
Tn−1
.
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However, the converse is also true, since if ΠνTk ∈ ∆a for some a ∈ O at a jump time Tk < ∞
then YTk = a. So we conclude that up to Pν-null sets, for n ≥ 1,
Σn−1 = σ(T1,Π
ν
T1
, . . . , Tn−1,Π
ν
Tn−1
), Σ+n−1 = σ(T1,Π
ν
T1
, . . . , Tn−1,Π
ν
Tn−1
, Tn),
and in particular Σ0 is the trivial σ-algebra and Σ
+
0 = σ(T1).
Formula (4.3) in theorem 4.1 shows that for t ≥ 0 and n ≥ 1,
Pν(Sn > t, Tn−1 <∞|Σn−1) = exp
(∫ t
0
φ(s,ΠνTn−1)Λ1h−1(YTn−1 )ds
)
1Tn−1<∞.
Denoting YTn−1 by a, we have Π
ν
Tn−1
∈ ∆a and φ(s,Π
ν
Tn−1
) ∈ ∆a by the invariance of ∆a
under the flow. So by the definition of the jump rate function λ (formula (5.4)) we have
φ(s,ΠνTn−1)Λ1h−1(YTn−1 ) = −λ(φ(s,Π
ν
Tn−1
)) and we conclude that on the event {Tn−1 < ∞} we
have
Pν(Sn > t |Σn−1) = exp
(
−
∫ t
0
λ(φ(s,ΠνTn−1)) ds
)
. (5.6)
This formula shows that the sojourn times Sn have the required conditional distributions.
Now we proceed to compute the conditional distributions of ΠνTn . We note that at each jump
time Tn <∞ (n ≥ 1) we have Π
ν
Tn
= HYTn [Π
ν
Tn−
Λ] and therefore
{ΠνTn ∈ A,Tn <∞} =
⋃
b∈O
{Hb[Π
ν
Tn−Λ] ∈ A,YTn = b, Tn <∞}.
Since ΠνTn− = φ(Sn,Π
ν
Tn−1
) on {Tn < ∞} the set {Hb[Π
ν
Tn−
Λ] ∈ A,Tn < ∞} belongs to Σ
+
n−1
and therefore
Pν(Π
ν
Tn
∈ A,Tn <∞|Σ
+
n−1) =
∑
b∈O
1Tn<∞1A(Hb[Π
ν
Tn−Λ])Pν(YTn = b, Tn <∞|Σ
+
n−1).
The right-hand side can be computed using formula (4.4) in theorem 4.1 and we obtain
Pν(Π
ν
Tn
∈ A,Tn <∞|Σ
+
n−1) =
∑
b∈O
1Tn<∞1A(Hb[Π
ν
Tn−Λ]) q
(
ΠνTn−, b
)
= 1Tn<∞Q(Π
ν
Tn−, A),
where the last equality follows from the definition of the transition measure Q (formula (5.5)).
Together with (5.6), this shows that the properties (5.2) and (5.3) hold true and therefore
(Πνt ) is a PDP with the prescribed jump rate function λ and transition measure Q.
At this point several properties of the filtering process might be stated as immediate con-
sequences of general results on PDPs. For instance, an explicit description of the extended
generator of its transition semigroup can be given in term of the triple (φ, λ,Q): see [10]. In
section 6 below we will use known results on standard optimal stopping problems for PDPs in
order to solve an optimal stopping problem with partial observation for the process X. In the
present section we will exploit general knowledge on PDPs in order to prove that the filtering
process has the Feller property.
5.3 The Feller property of the filtering process
We still use the canonical set-up of subsection 3.1 and for every ν ∈ ∆e we consider again the
filtering process (Πνt ) defined in the probability space (Ω,F
0, Pν) and taking values in ∆e. It is
a piecewise-deterministic Markov process with respect to the triple (φ, λ,Q) defined above and
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with starting point ν. Here we wish to investigate further properties of its transition semigroup
(Rt) introduced before proposition 3.4. We denote by C(∆e) (respectively, B(∆e)) the space of
real continuous (respectively, Borel measurable) functions on ∆e. Since ∆e is compact, we have
C(∆e) ⊂ B(∆e). It is clear that Rt maps B(∆e) into B(∆e) for all t ≥ 0. The fact that Rt also
maps C(∆e) into C(∆e) is known as Feller property and it is proved in the following proposition,
together with a statement on continuity which shows that (Rt) is a strongly continuous semigroup
on the space C(∆e) equipped with the supremum norm.
Proposition 5.5 For every f ∈ C(∆e) we have
Rtf ∈ C(∆e), t ≥ 0,
and Rtf → f uniformly on ∆e as t→ 0.
Proof. Let us define an operator G acting on continuous and bounded functions ψ : R+×∆e →
R by the formula
Gψ(t, ν) = f(φ(t, ν))e−M(t,ν) +
∫ t
0
∫
∆e
ψ(t− s, ρ)Q(φ(s, ν), dρ)λ(φ(s, ν))e−M(s,ν)ds,
for t ≥ 0, ν ∈ ∆e, where M(t, ν) =
∫ t
0 λ(φ(s, ν)) ds. Let G
n denote the n-th iterate of G. Since
the function ν 7→
∫
∆e
g(ρ)Q(ν, dρ)λ(ν) is continuous for every g ∈ C(∆e) by proposition 5.3,
therefore Gψ (and hence Gnψ) is continuous and bounded on R+ × ∆e. It is proved in [10],
proof of Theorem 27.6, that for every fixed ψ we have Gnψ(t, ν)→ Rtf(ν) uniformly in ν ∈ ∆e
for all t ≥ 0 as n→∞, so we immediately conclude that Rtf ∈ C(∆e) for every t ≥ 0.
To prove the final statement of the proposition note that
Rtf(ν) = Eν [f(Π
ν
t )1t<T1 ] + Eν [f(Π
ν
t )1t≥T1 ]
= f(φ(t, ν))Pν(t < T1) + Eν [f(Π
ν
t )1t≥T1 ],
so that
|Rtf(ν)− f(ν)| = |f(φ(t, ν))− f(ν)− f(φ(t, ν))Pν(t ≥ T1) + Eν [f(Π
ν
t )1t≥T1 ]|
≤ |f(φ(t, ν))− f(ν)|+ 2(sup |f |)Pν(t ≥ T1).
By the properties of the flow we have |f(φ(t, ν)) − f(ν)| → 0 as t → 0, uniformly in ν ∈ ∆e.
Recalling formula (5.2) for the distribution of T1 and denoting by λ¯ an upper bound for the
jump rate function λ we have
Pν(T1 ≥ t) = 1− exp
(
−
∫ t
0
λ(φ(s, ν)) ds
)
≤ 1− exp
(
−tλ¯
)
,
which shows that Pν(T1 ≥ t)→ 0 as t→ 0, uniformly in ν ∈ ∆e.
5.4 A canonical version of the PDP filtering process
The introduction of a canonical version is useful for applications and will be used in section
6. We follow the notation of [10], section 25. Proposition 5.6 is the only new result in this
subsection, which will be applied in section 6.
1. Let Ω¯ be the set of cadlag functions ω¯ : R+ → ∆e. We denote Π¯t(ω¯) = ω¯(t) for ω¯ ∈ Ω¯ and
t ≥ 0, and we introduce the σ-algebras
F¯0t = σ(Π¯s : s ∈ [0, t]), F¯
0 = σ(Π¯s : s ≥ 0).
(F¯0t )t≥0 is thus the natural filtration of (Π¯t)t≥0.
30
2. For every ν ∈ ∆e, we denote by P¯ν the law of the process (Π
ν
t ) defined in (Ω,F
0, Pν). Thus,
P¯ν is the probability measure on (Ω¯, F¯
0) such that P¯ν(Γ) = Pν(ω ∈ Ω : Π
ν
· (ω) ∈ Γ) and
ν is the starting point of (Π¯t) under P¯ν . This definition is meaningful since the trajectory
t 7→ Πνt (ω), denoted Π
ν
· (ω), belongs to Ω¯ for Pν -almost all ω and the map ω 7→ Π
ν
· (ω) is
measurable from (Ω,F0) to (Ω¯, F¯0).
For every Borel probability measure Q on ∆e, we define a probability P¯Q on (Ω¯, F¯
0) by
P¯Q(Γ) =
∫
∆e
P¯ν(Γ)Q(dν) for Γ ∈ F¯
0. Thus, Q is the initial distribution of (Π¯t) under P¯Q.
3. We denote by F¯Q the P¯Q-completion of F¯
0 and we assume that P¯Q is extended to F¯
Q in
the natural way. We denote by N¯Q the family of elements of F¯Q with zero P¯Q-probability
and we define
F¯Qt = σ(F¯
0
t , N¯
Q), F¯t =
⋂
Q
F¯Qt , t ≥ 0,
where the intersection is taken over all Borel probability measures Q on ∆e.
(F¯t)t≥0 is called the natural completed filtration of (Π¯t). It is right-continuous, i.e. for all
t ≥ 0 we have F¯t = F¯t+ := ∩ǫ>0F¯t+ǫ: see [10], theorem 25.3.
We will refer to the PDP on ∆e constructed above as the 5-tuple (Ω¯, F¯ , (Π¯t)t≥0, (P¯ν)ν∈∆e ,
(F¯t)t≥0).
Now suppose that µ ∈ ∆ and consider the probability space (Ω,F0, Pµ) and the filtering
process (Πµt ) defined by (3.1). Since µ does not belong to ∆e in general, the law of (Π
µ
t ) is not
immediately known.
Proposition 5.6 For every µ ∈ ∆ the law of (Πµt ) under Pµ is P¯Q, where Q is the Borel
probability measure on ∆e concentrated at points Ha[µ] ∈ ∆e (a ∈ O) such that
Q({Ha[µ]}) = µ(h
−1(a)), a ∈ O.
Proof. Define ρ ∈ ∆ setting ρ =
∑
a∈O µ(h
−1(a))Ha[µ]. Since ρ is a convex combination of
probabilities Ha[µ] in ∆e, the law of (Π
µ
t ) under Pρ is
∑
a∈O µ(h
−1(a)) P¯Ha[µ] = P¯Q. So to
finish the proof it is enough to show that the laws of (Πµt ) under Pµ and Pρ are the same. The
filtering equation (3.1) and the definition of the observation process Yt = h(Xt) imply that the
trajectories Πµ· (ω) of the filtering process are a deterministic functional of the corresponding
trajectories X·(ω) of the process X. So it is enough to show that Pµ and Pρ coincide on the
canonical space (Ω,F0). Since the generator Λ is fixed, it only remains to check that the law of
X0 is the same under Pµ and Pρ. This is, however, immediate, since recalling the definition of
the operator H in subsection 2.3 we verify that if i ∈ I and h(i) = b ∈ O then we have
Pρ(X0 = i) = µ(h
−1(b))Hb[µ](i) = µ(i) = Pµ(X0 = i).
6 Optimal stopping with partial observation
We assume that I, Λ, h are given as in the previous paragraphs and we consider again the
canonical set-up introduced in subsection 3.1. Thus (Xt) is the canonical coordinate process
in the space Ω of cadlag functions ω : R+ → I, (F
0
t ) is the natural filtration and F
0 is the
σ-algebra generated by X. For µ ∈ ∆, Pµ denotes the probability on (Ω,F
0) that makes (Xt) a
Markov process on I with generator Λ and initial distribution µ. The observation process and
its natural filtration are still denoted (Yt) and (Y
0
t ) respectively.
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For µ ∈ ∆ we denote by Fµ the Pµ-completion of F
0 and we assume that Pµ is extended to
Fµ in the natural way. We denote by N µ the family of elements of Fµ with zero Pµ-probability
and we define
Yµt = σ(Y
0
t ,N
µ), t ≥ 0.
(Yµt )t≥0 is called the natural completed filtration of (Yt). As a consequence of the fact that (Yt)
has piecewise-constant, right-continuous trajectories under Pµ, with a finite number of jumps
in every bounded interval a.s., it can be proved that (Yµt ) is right-continuous, i.e. for all t ≥ 0
we have Yµt = Y
µ
t+ := ∩ǫ>0Y
µ
t+ǫ: see [5], Appendix A2, or [10], Appendix A2. Consequently the
filtered probability space (Ω,Fµ, (Yµt ), Pµ) satisfies the usual conditions.
We denote by T µ the class of functions τ : Ω→ [0,∞] that are stopping times with respect
to (Yµt ).
In addition to I, Λ, h, the stopping problem with partial observation is defined by a pair
of functions g, l : I → R, called stopping cost and running cost respectively, and a real number
α > 0, called discount factor. This terminology is justified by the introduction of the following
cost functional:
J(µ, τ) = Eµ
[
e−ατg(Xτ ) +
∫ τ
0
e−αsl(Xs) ds
]
, µ ∈ ∆, τ ∈ T µ,
that one tries to minimize with respect to τ ∈ T µ. Here we adopt the convention that
e−ατg(Xτ ) = 0 if τ = ∞; similar conventions will be tacitly used in the following. The corre-
sponding value function is defined by
V (µ) = inf
τ∈T µ
J(µ, τ), µ ∈ ∆.
A stopping time τ∗,µ ∈ T µ is called optimal (relatively to µ ∈ ∆) if V (τ∗,µ) = J(µ, τ∗,µ).
The optimal stopping problem consists in finding characterizations of V and giving conditions
ensuring the existence of an optimal stopping time and a description of it, for all µ ∈ ∆.
Remark 6.1 In the definition of J and V we could replace the class T µ of stopping times
relatively to (Yµt ) by the class of stopping times relatively to the natural, uncompleted filtration
(Y0t ). However, the former is much larger and, due to the fact that (Y
µ
t ) satisfies the usual
conditions, it includes many interesting random times (for instance the first entry time of a
cadlag adapted process in a Borel set). For this reason we have chosen the formulation above.
For every µ ∈ ∆ we still denote by (Πµt ) the filtering process defined by equation (3.1).
Lemma 6.2 For every µ ∈ ∆ and τ ∈ T µ we have
J(µ, τ) = Eµ
[
e−ατΠµτ g +
∫ τ
0
e−αsΠµs l ds
]
.
Proof. This is a direct consequence of the properties of the optional projections of (e−αtg(Xt))
and (e−αtl(Xt)), but it can also be easily proved by elementary considerations as follows.
Assume first that τ has a finite number of values. Excluding the trivial case of τ being
constant, there exist an integer n > 1, numbers 0 ≤ t1 < . . . < tn−1 < tn =∞ and disjoint sets
Ai ⊂ Ω (1 ≤ i ≤ n) such that ∪
n
i=1Ai = Ω, Ai ∈ Y
µ
ti
for 1 ≤ i < n and τ =
∑n
i=1 ti1Ai . Since
Πµt (i) = Pµ(Xt = i|Y
µ
t ) we have Eµ[g(Xti ) 1Ai ] = Eµ[Π
µ
ti
g 1Ai ] and it follows that
Eµ[e
−ατg(Xτ )] =
n−1∑
i=1
Eµ[e
−αtig(Xti ) 1Ai ] =
n−1∑
i=1
Eµ[e
−αtiΠµtig 1Ai ] = Eµ[e
−ατΠµτ g].
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Given a general τ ∈ T µ, let τn be a nonincreasing sequence of (F
µ
t )-stopping times such
that τn → τ and each τn has a finite number of values. In the equality Eµ[e
−ατng(Xτn)] =
Eµ[e
−ατnΠµτng] we let n→∞. We note that Xτn → Xτ , Π
µ
τn → Π
µ
τ by the right-continuity of X
and Πµ, and we conclude that Eµ[e
−ατg(Xτ )] = Eµ[e
−ατΠµτ g].
The equality Eµ
∫ τ
0 e
−αsl(Xs) ds = Eµ
∫ τ
0 e
−αsΠµs l ds can be proved in a similar way.
Let again (Ω¯, F¯ , (Π¯t)t≥0, (P¯ν)ν∈∆e , (F¯t)t≥0) be the PDP on ∆e defined in section 5.4. We
first need a technical result.
Lemma 6.3 For every µ ∈ ∆ and τ ∈ T µ, there exists an (F¯0t+)-stopping time τ¯ such that
τ(ω) = τ¯(Πµ. (ω)) for Pµ-almost all ω ∈ Ω. τ¯ is also an (F¯t)-stopping time.
Proof. The last assertion of the lemma is obvious, since F¯0t ⊂ F¯t and (F¯t) is a right-continuous
filtration.
Let us also note that the mapping Πµ : Ω→ Ω¯, ω 7→ Πµ· (ω) is measurable with respect to F
0
and F¯0: it is enough to note that for every t the composition Π¯t ◦ Π
µ : Ω → ∆e is measurable
with respect to F0 and B(∆e) since (Π¯t ◦ Π)(ω) = Π
µ
t (ω).
The rest of the proof consists in the construction of τ¯ and will be divided into several steps.
Step 1: we show that Yµt := σ(Y
0
t ,N
µ) coincides with H := {A ⊂ Ω : ∃B ∈ Y0t , A△B ∈ N
µ}.
The argument is standard. The inclusion H ⊂ Yµt is easy and the inclusion Y
µ
t ⊂ H is proved
by verifying that H is a σ-algebra containing Y0t and N
µ.
Step 2: for every t ≥ 0 we have Y0t = (Π
µ)−1(F¯0t ).
F¯0t is generated by the family of sets of the form
B = {ω¯ ∈ Ω¯ : ω¯(s1) ∈ A1, . . . , ω¯(sn) ∈ An}, (6.1)
for some integer n and some 0 ≤ s1 ≤ . . . ≤ sn ≤ t, Ai ∈ B(∆e) (1 ≤ i ≤ n). Then (Π
µ)−1(B)
is the set
{ω ∈ Ω : Πµs1(ω) ∈ A1, . . . ,Π
µ
sn(ω) ∈ An}, (6.2)
and this proves that (Πµ)−1(F¯0t ) ⊂ Y
0
t .
Conversely, Y0t is generated by sets of the form (6.2), and each such set belongs to (Π
µ)−1(F¯0t )
since it has the form (Πµ)−1(B) for B given as in (6.1). So we deduce that also Y0t ⊂ (Π
µ)−1(F¯0t ).
Step 3: we prove the result assuming that τ ∈ T µ has a finite number of values.
Excluding the trivial case where τ is constant, there exist an integer n > 1, numbers 0 ≤ t1 <
. . . < tn−1 < tn = ∞ and disjoint sets Ai ⊂ Ω (1 ≤ i ≤ n) such that ∪
n
i=1Ai = Ω, Ai ∈ Y
µ
ti
for
1 ≤ i < n and τ(ω) =
∑n
i=1 ti1Ai(ω). By Step 1 there exist Ni ∈ N
µ and Bi ∈ Y
0
ti
(1 ≤ i < n)
such that Ai△Bi = Ni. By Step 2 there exist Ci ∈ F¯
0
ti
(1 ≤ i < n) such that (Πµ)−1(Ci) = Bi.
Let us define τ¯ : Ω¯→ [0,∞] setting
τ¯(ω¯) = t1, ω¯ ∈ C1,
τ¯(ω¯) = ti, ω¯ ∈ Ci\(C1 ∪ . . . ∪ Ci−1), 1 < i < n,
τ¯(ω¯) =∞, ω¯ /∈ C1 ∪ . . . ∪ Cn−1.
τ¯ is clearly a (F¯0t )-stopping time. To finish the proof of Step 3 it is enough to show that
τ(ω) = τ¯(Πµ(ω)), ω /∈ N1 ∪ . . . ∪Nn−1. (6.3)
Let us fix ω /∈ N1 ∪ . . . ∪ Nn−1. First suppose that Π
µ(ω) ∈ Ci\(C1 ∪ . . . ∪ Ci−1) for some
1 < i < n. Then in particular Πµ(ω) ∈ Ci and therefore ω ∈ Bi and since ω /∈ Ni it follows that
ω ∈ Ai and τ(ω) = ti = τ¯(Π
µ(ω)). In the case Πµ(ω) ∈ C1 the argument is similar. Finally if
33
Πµ(ω) /∈ C1 ∪ . . . ∪ Cn−1 then for 1 ≤ i < n we have ω /∈ Bi and since ω /∈ Ni it follows that
ω /∈ Ai, so we deduce that τ(ω) =∞ = τ¯(Π
µ(ω)). Now (6.3) is proved.
Step 4: conclusion.
Given a general τ ∈ T µ, let τn be a nonincreasing sequence of (F
µ
t )-stopping times such that
τn → τ and each τn has a finite number of values. Let τ¯n be constructed starting from τn as in
Step 3, so that Pµ-a.s. we have τn = τ¯n(Π
µ) for all n. Let us define τ¯(ω¯) = lim infn→∞ τ¯n(ω¯)
for all ω¯ ∈ Ω¯ and let A ⊂ Ω¯ be the set where limn→∞ τ¯n exists (finite or infinite). Then τ¯ is
a (F¯0t+)-stopping time. Moreover for Pµ-almost all ω ∈ Ω we have τ¯n(Π
µ
. (ω)) = τn(ω) → τ(ω)
which shows that Πµ. (ω) ∈ A and τ¯(Π
µ
. (ω)) = τ(ω).
Lemma 6.4 For every µ ∈ ∆ and τ ∈ T µ, let τ¯ denote an (F¯t)-stopping time such that
τ(ω) = τ¯(Πµ. (ω)) for Pµ-almost all ω ∈ Ω. Then we have
J(µ, τ) = E¯Q
[
e−ατ¯ Π¯τ¯g +
∫ τ¯
0
e−αsΠ¯sl ds
]
,
where Q is the probability measure on ∆e concentrated at points Ha[µ] (a ∈ O) such that
Q({Ha[µ]}) = µ(h
−1(a)), a ∈ O.
Proof. Define a real function Φ on Ω¯ by
Φ(ω¯) = e−ατ¯(ω¯)Π¯τ¯ (ω¯)(ω¯)g +
∫ τ¯(ω¯)
0
e−αsΠ¯s(ω¯)l ds, ω¯ ∈ Ω¯.
It can be checked that Φ is bounded and F¯-measurable. Taking ω¯ = Πµ. (ω) we obtain Π¯s(ω¯) =
ω¯(s) = Πµs (ω) and for τ¯(ω¯) < ∞ we have Π¯τ¯ (ω¯)(ω¯) = ω¯(τ¯ (ω¯)) = Π
µ
τ¯(ω¯)
(ω). Since τ¯(ω¯) = τ(ω)
Pµ-a.s. we conclude that
Φ(Πµ. (ω)) = e
−ατ(ω)Πµ
τ(ω)(ω)g +
∫ τ(ω)
0
e−αsΠµs (ω)l ds, Pµ − a.s.
From lemma 6.2 and proposition 5.6 we have
J(µ, τ) =
∫
Ω
Φ(Πµ. (ω)) Pµ(dω) =
∫
Ω¯
Φ(ω¯) P¯Q(dω¯) = E¯Q
[
e−ατ¯ Π¯τ¯g +
∫ τ¯
0
e−αsΠ¯sl ds
]
.
We now formulate an auxiliary optimal stopping problem with complete observation for the
PDP (Ω¯, F¯ , (P¯ν)ν∈∆e , (Π¯t)t≥0, (F¯t)t≥0). We denote by T¯ the class of (F¯t)-stopping times defined
on Ω¯ and we define the cost functional
J¯(ν, τ¯) = E¯ν
[
e−ατ¯ Π¯τ¯g +
∫ τ¯
0
e−αsΠ¯sl ds
]
, τ¯ ∈ T¯ , ν ∈ ∆e,
and the value function
v(ν) = inf
τ¯∈T¯
J¯(ν, τ¯ ), ν ∈ ∆e.
Note that in this formulation the class of stopping times T¯ does not depend on ν, but it is
sufficiently rich since it satisfies the usual conditions: compare remark 6.1.
The proof of the following result can be found in [3], Chapter VII, Theorem 6.1. We do not
repeat the assumptions of this theorem but we note that they are all trivially verified in our
situation; the only nontrivial verifications are the properties of the semigroup (Rt) which were
proved above in proposition 5.5.
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Theorem 6.5 The value function v is continuous. The random time defined by
τ¯∗ = inf{t ≥ 0 : Π¯tg = v(Π¯t)}
belongs to T¯ and it is optimal relatively to every ν ∈ ∆e:
v(ν) = J¯(ν, τ¯∗), ν ∈ ∆e.
We are now ready to present the main result of this section.
Theorem 6.6 For µ ∈ ∆, let (Πµt ) be the filtering process defined by equation (3.1). Define the
random time
τ∗,µ = inf{t ≥ 0 : Πµt g = v(Π
µ
t )}.
Then τ∗,µ belongs to T µ and it is optimal relatively to µ. Moreover the value function is given
by the formula
V (µ) =
∑
a∈O
µ(h−1(a)) v(Ha[µ]), µ ∈ ∆.
Remark 6.7 (i) The notation emphazises that τ∗,µ depends on µ, since (Πµt ) does.
(ii) If ν ∈ ∆e then we have V (ν) = v(ν). Indeed if ν ∈ ∆b for some b ∈ O then for all a ∈ O
we have ν(h−1(a)) = 1a=b and Hb[ν] = ν.
(iii) τ∗,µ is the first entry time of Πµ in the contact set {ν ∈ ∆e : νg = v(ν) = V (ν)}.
Proof. Let µ ∈ ∆ be fixed. For arbitrary τ ∈ T µ, by lemma 6.3 there exists an (F¯t)-stopping
time τ¯ such that τ = τ¯(Πµ. ) Pµ-a.s. By lemma 6.4 and the definitions of P¯Q and J¯ ,
J(µ, τ) = E¯Q
[
e−ατ¯ Π¯τ¯g +
∫ τ¯
0
e−αsΠ¯sl ds
]
=
∑
a∈O
µ(h−1(a))E¯Ha[µ]
[
e−ατ¯ Π¯τ¯g +
∫ τ¯
0
e−αsΠ¯sl ds
]
=
∑
a∈O
µ(h−1(a))J¯(Ha[µ], τ¯ ).
(6.4)
An application of theorem 6.5 shows that
J(µ, τ) ≥
∑
a∈O
µ(h−1(a))J¯(Ha[µ], τ¯
∗) =
∑
a∈O
µ(h−1(a))v(Ha[µ]). (6.5)
Now consider τ∗,µ and note that it is an element of T µ by the continuity of v. Moreover we
have τ∗,µ = τ¯∗(Πµ. ) Pµ-a.s. and so, arguing as in (6.4) we obtain
J(µ, τ∗,µ) =
∑
a∈O
µ(h−1(a))J¯ (Ha[µ], τ¯
∗).
Applying again theorem 6.5 we have
J(µ, τ∗,µ) =
∑
a∈O
µ(h−1(a))v(Ha[µ]).
Comparing with (6.5) we conclude that τ∗,µ is optimal relatively to µ and that the right-hand
side of the last formula equals V (µ).
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A satisfactory solution of the partially observed optimal stopping problem should also in-
clude a characterization of its value function V . The last assertion of theorem 6.6 shows that this
problem is reduced to finding characterizations of the value function v of the optimal stopping
problem for the PDP. Since this is a fully observable problem many results on analytical char-
acterizations of v are known, mostly in the form of obstacle problems. For instance in Theorem
6.1 of Chapter VII of [3], mentioned above as theorem 6.5, it is also proved that v satisfies the
system of inequalities on ∆e
u ≤ ψ, u ≤ e−αtRtu+
∫ t
0
e−αsRsL ds, t ≥ 0, (6.6)
where (Rt) is the transition semigroup of the PDP introduced before, the obstacle ψ is simply
ψ(ν) = νg and the function L is L(ν) = νl (ν ∈ ∆e), and moreover u is the maximum element
among all real continuous functions on ∆e satisfying (6.6).
In the specific case of optimal stopping for PDPs many other analytical characterizations of
v can be found in the literature, (although sometimes under assumptions slightly different from
ours): see for instance [12], [13] or the monograph [10] and the references therein.
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