Abstract Surface ozone is a secondary air pollutant formed from reactions between nitrogen oxides (NO x = NO + NO 2 ) and volatile organic compounds in the presence of sunlight. In this work we examine effects of the climate pattern known as the El Niño-Southern Oscillation (ENSO) and NO x variability on surface ozone from 1990 to 2007 over the South African Highveld, a heavily populated region in South Africa with numerous industrial facilities. Over summer and autumn (December-May) on the Highveld, El Niño, as signified by positive sea surface temperature (SST) anomalies over the central Pacific Ocean, is typically associated with drier and warmer than normal conditions favoring ozone formation. Conversely, La Niña, or negative SST anomalies over the central Pacific Ocean, is typically associated with cloudier and above normal rainfall conditions, hindering ozone production. We use a generalized regression model to identify any linear dependence that the Highveld ozone, measured at five air quality monitoring stations, may have on ENSO and NO x . Our results indicate that four out of the five stations exhibit a statistically significant sensitivity to ENSO at some point over the December-May period where El Niño amplifies ozone formation and La Niña reduces ozone formation. Three out of the five stations reveal statistically significant sensitivity to NO x variability, primarily in winter and spring. Accounting for ENSO and NO x effects throughout the study period of 18 years, two stations exhibit statistically significant negative ozone trends in spring, one station displays a statistically significant positive trend in August, and two stations show no statistically significant change in surface ozone.
Introduction
The South African provinces of Mpumalanga, Gauteng, and Free State partially comprise a region known as the Highveld (Figure 1 )-a plateau with elevations ranging from approximately 1 to 2 km. The region is home to the most industrialized and populous section of the country, containing the majority of South African coal-fired power plants along with about 27% of households [Statistics South Africa, 2012; Tyson et al., 1988] . Air pollution has long been recognized as a significant issue for the Highveld, but extensive documentation of this topic is not widely available in the peer-reviewed literature [Laakso et al., 2008] . For instance, because many households cannot afford to use electricity for cooking and especially heating, serious issues regarding indoor air pollution, resulting from burning of coal and kerosene among other fuels, ensue [Liousse et al., 2012; Norman et al., 2007] . In the atmosphere criteria, pollutants such as nitrogen oxides (NO x = NO + NO 2 ), ozone (O 3 ), carbon monoxide (CO), particulate matter, and sulfur dioxide (SO 2 ) exceed World Health Organization levels over the industrialized Highveld, contributing to a high rate of acute respiratory infections [Liousse et al., 2012; Matooane et al., 2004] . In this paper we focus explicitly on surface ozone over the Highveld area for the approximate time period of 1990-2007. Surface ozone is a secondary air pollutant formed from reactions between NO x and volatile organic compounds (VOCs) in the presence of sunlight. [Jenkin and Clemitshaw, 2000] . It is generally agreed that relatively high concentrations of ozone have negative effects on human lung functions [Uysal and Schapira, 2003 ] and crop production [Avnery et al., 2011] . One focus of the Southern African Fire-Atmosphere Research Initiative in 1992 (SAFARI-92) was to understand how biomass burning affects ozone over southern Africa by emitting essential gaseous precursors [Fishman et al., 1996; Thompson et al., 1996] . The campaign mainly concentrated on tropospheric ozone; however, this led to important findings regarding the regional ozone seasonal cycle. Typically, tropospheric ozone over the Highveld reaches its peak during the southern hemispheric spring BALASHOV ET AL. months of September-October-November (SON) and minimum values are in the autumn months of MarchApril-May (MAM) [Diab et al., 1996] . The ozone maximum in SON originates from a variety of sources, including seasonal biomass burning, a process that includes savanna fires, forest fires, agricultural waste combustion, and domestic biofuel combustion. A semipermanent anticyclonic pattern with vertical stable layers allows pollutants to accumulate in these layers; stratospheric intrusions caused by westerly waves also add to the tropospheric ozone burden [Diab et al., 2004] . Burning processes result in the emission of CO, methane (CH 4 ), NO x , and nonmethane hydrocarbons that are the precursors to photochemical O 3 formation [Marufu et al., 2000] . The ozone minimum often occurs in MAM, although this is more complicated because different layers of the troposphere may reach seasonal minimum values at various times from summer (December-JanuaryFebruary, DJF) through autumn (MAM) depending on a number of complex meteorological conditions that vary from year to year [Diab et al., 2003 [Diab et al., , 2004 .
Stevens [1987] counted 84 cases from September 1984 to August 1985 in which the Johannesburg area exceeded an 80 ppbv surface ozone hourly average. Combrink et al. [1995] analyzed surface ozone data from two sites on the Highveld: Elandsfontein in the middle of the industrialized area and Verkykkop that is generally downwind of the industrialized area. They found that on average at both locations, ozone typically peaks between 1400 and 1700 h (local time) due to photochemical formation, which is typical of a polluted environment. Combrink et al. [1995] also analyzed monthly surface ozone cycles from 1988 to 1991 and reported maxima in SON and minima in DJF. Rorich and Galpin [1998] calculated trends of several trace gases at four monitoring stations located in and downwind of the industrialized areas on the Highveld-Elandsfontein, Verkykkop, Palmer, and Makalu-from 1984 to 1994 and found no significant trends in ozone concentrations 
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at all of the sites except Verkykkop. Clain et al. [2009] used ozonesondes from the Irene site, located near Pretoria, to calculate ozone trends for different layers over the 1990-2007 time period. The study found a statistically significant positive surface ozone trend for Irene; however, the data set used was missing 1994-1997 data and suffered from inconsistent launch times [Balashov et al., 2013; Is tropospheric ozone over Southern Africa really increasing? Evidence from sonde and aircraft profiles submitted to Atmospheric Chemistry and Physics, 2014] . A few other studies have addressed spatial ozone variability in southern Africa [Josipovic et al., 2010; Laakso et al., 2012; Lourens et al., 2011; Zunckel et al., 2004] , but these have not examined ozone oscillations over extended periods of time at the Highveld.
Year-to-year ozone fluctuations over the Highveld are substantial (Figure 2) . In many cases, NO x may be considered as the limiting ozone precursor and therefore an important predictor of ozone variability [Sillman, 1999] . Figure 3 shows time series and monthly anomalies of NO x corresponding to the ozone time series in Figure 2 . The variability of NO x is complicated at the Highveld because different stations are affected by different sources (see Figure 1) . No clear trend of NO x mixing ratios from the stations (Figure 3b ) is apparent in the region despite the fact that the Highveld NO x emissions have probably increased about 20% over the 1990-2007 interval (Source: EC-JRC/PBL. EDGAR version 4.2. http://edgar.jrc.ec.europa.eu/, 2011). One possible reason for this discrepancy is that monitoring stations do not correspond to locations with the most emissions ( Figure 1 ). It is important to note that in general ozone is not proportional to NO x over the Highveld; in-depth discussion of this topic can be found in section 2.1 (see Figure 6 and Table 2 ).
As a secondary photochemical pollutant, ozone also is dependent on meteorology in complex ways [Cox and Chu, 1996; Duenas et al., 2002] . For instance, through alteration of hydroxyl (OH) radical concentrations, the moisture content in air is able to influence ozone chemistry, where wetter conditions tend to reduce ozone while drier conditions tend to favor ozone formation [Klonecki and Levy, 1997; Lelieveld and Crutzen, 1990; Murazaki and Hess, 2006] . Clouds may also significantly reduce photochemical processes vital for surface ozone production [Flynn et al., 2010; Lelieveld and Crutzen, 1990; Thompson, 1984] . Air temperature is typically cited as one of the closest direct associates with boundary layer ozone because it affects rates of photolytic chemistry and also reflects the amount of surface radiation [Aw and Kleeman, 2003; Klonecki and Levy, 1997; Sillman and Samson, 1995] . Calm conditions are typically more advantageous for ozone build up as O 3 is not being removed from the location where it has formed; however, ozone advection and transport from the free troposphere may present exceptions to this rule [Tu et al., 2007] . In summary, there is ample evidence for a strong relationship between meteorology and the formation of surface ozone. Therefore, if a region is prone to a high frequency of anomalous weather conditions, the surface ozone record should at least partially reflect this variability.
The Highveld presents a good example of such a region. Located at the subsiding edge of Southern Hadley and Ferrel cells, eastern South Africa, where the Highveld is located, generally experiences mean anticyclonic circulation throughout the year. As the circumpolar vortex strengthens in the winter, westerlies expand, forcing the semipermanent high pressure northwestward over the southeastern part of African continent. The resulting synoptic regime generates stable, sunny, and cloudless conditions in the region for most of austral winter from May to September. Starting in October as heating intensifies, westerlies weaken, allowing for the easterlies to expand southward, leading to occurrences of easterly waves and lows. These conditions bring precipitation and clouds to the region, peaking between December and February and lasting approximately until end of April [Tyson and Preston-Whyte, 2000] . Year-to-year variability in synoptic patterns over the eastern South Africa, however, can be substantial due to the apparent teleconnection of local meteorology with sea surface temperature (SST) anomalies of the Atlantic, Pacific, and Indian Oceans [Goddard and Graham, 1999; Reason and Jagadheesha, 2005] .
Of the bodies of water mentioned, the tropical Pacific and central Indian Oceans have the greatest importance for modifying normal patterns of weather variability over the Highveld [Goddard and Graham, 1999] . SST and pressure variations in the tropical Pacific are normally classified as ENSO (El Niño-Southern Oscillation) or El Niño/La Niña-Southern Oscillation, where generally El Niño refers to positive tropical central Pacific SST anomalies and La Niña refers to negative tropical central Pacific SST anomalies [Trenberth, 1997] . Studies have shown a strong relationship between ENSO and summer-autumn precipitation, temperature, and wind fields over eastern South Africa where usually El Niño is associated with warm and dry conditions while La Niña is accompanied by cool and wet weather [Lindesay, 1988; Tyson, 1986, chapter 8] . It has also been argued that the influence of Indian Ocean SSTs on precipitation in the region is significant [Goddard and Graham, 1999] . Thus, it seems reasonable to expect that both oceans influence rainfall over the Highveld and perhaps other weather variables, either directly or indirectly, or both. Effects of the ENSO on air flow in the region are extensively discussed in Kanyanga [2009] . Linear correlations between Niño 3.4 (one of the ENSO indices) and major meteorological variables from NCEP/NCAR reanalysis [Kalnay et al., 1996] and CMAP [CPC (Climate Prediction Center) Merged Analysis of Precipitation] enhanced precipitation [Xie and Arkin, 1996] data sets likewise suggest a strong relation between ENSO and local meteorology (Figure 4) . Recent research has shown that ENSO may affect free tropospheric ozone by causing changes in large-scale convection and circulation [Doherty et al., 2006; Thompson et al., 2001] .
The main aim of this study is to understand to what extent meteorological variability, as signified by ENSO, and NO x , as representative of chemical variability, influence seasonal surface ozone concentrations over the South African Highveld. A second objective is to calculate surface ozone trends for the region over the 18 years examined. Figure 5 summarizes a number of pathways by which the weather may influence formation of lower tropospheric ozone. Climate regimes that are thought to influence meteorology of the Highveld are at the top of the diagram. ENSO influences Indian Ocean SSTs and positions of the Walker Circulation. Atlantic Ocean SSTs, the Antarctic Oscillation (AAO), and perhaps other climate modes may play a role in eastern South African weather variability, but these effects are thought to be less important than tropical Pacific and Indian Ocean SSTs. In Figure 5 , these climate oscillations appear in the dashed orange box; the affected meteorological parameters over the Highveld are displayed in the dashed blue box. The green dashed box shows ozone precursors, and the black dashed box denotes various sources of NO x and VOCs. The interaction between ozone precursors (green dashed box) and meteorology (blue dashed box) essentially determines the amount of surface ozone created. Temperature affects the rates of ozone producing reactions. Precipitation can reduce NO x amounts through the process of wet deposition [Seinfeld and Pandis, 2006, pp. 224-227] . Water vapor impacts the oxidation of NO x and VOCs [Thompson, 1992] . Clouds have a significant influence on solar radiation needed to photo dissociate NO 2 leading to ozone formation. Air flow can bring or remove NO x , 
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VOCs, and O 3 . Atmospheric stability determines the extent to which ozone precursors can accumulate in the atmosphere. Thus, La Niña years experiencing anomalously wet, cloudy, and cool summers should observe a drop in seasonal ozone, whereas El Niño years, tending to be comparatively drier, clearer, and warmer in summers, should exhibit a rise in seasonal ozone. Given the pathways above, it is reasonable to expect that at a least partial relationship exists between tropical Pacific SSTs and seasonal surface ozone amounts over the Highveld. We will examine this hypothesis using data from five monitoring stations over the Highveld with a multivariate regression model.
Analysis Methods
Data
We use O 3 and NO x measurements from five Eskom air quality monitoring stations, namely, Elandsfontein, Kendal 2, Palmer, Verkykkop, and Makalu ( Figure 1 ). Eskom is the power utility in South Africa responsible for the supply of electricity to the country, as well as for funding and maintaining of monitoring stations that were set up in strategic locations in the 1980s and 1990s [ESKOM, 2000] . These stations are sited with different objectives: to measure the direct impact of power station plumes (Kendal 2), regional influence of emissions from power stations and industries on the Highveld (Elandsfontein, Verkykkop, Makalu), or upwind conditions (Palmer). In addition to coal-fired power plants, petrochemical and metallurgical industries, other anthropogenic and biogenic sources may significantly affect the concentrations of local NO x and other ozone precursors near each station. In our analysis, only measurements taken during local 1100-1600 h are used to produce daily and monthly averages of ozone and NO x . This allows us to characterize the composition of the well-mixed daytime atmospheric boundary layer and to avoid complexities of the nighttime chemistry and boundary layer dynamics [Cooper et al., 2012] . The monthly averaged value is also based on a criterion of having at least 75 h of data (about a third of a month). Table 1 summarizes some technical aspects of the mentioned air quality monitoring stations. The gas analyzers utilized to measure ozone and NO x were all US-EPA approved equivalent and reference methods, respectively. Detailed records of instrument calibration and zero and span checks exist and have been used to assess the data quality for the measurement period by Eskom measurement specialists. Elandsfontein is located 25 km east of the Kriel and Matla Power Stations and 50 km south-southeast of eMalahleni (previously Witbank) in central Mpumalanga. The site is surrounded by coal mining and other industries, low income townships, and motor vehicle emission sources. Kendal 2 is located 2 km southsoutheast (downwind) of the Kendal Power Station [Rorich and Galpin, 1998 ]. The station is close to direct pollution sources and at times exhibits chaotic diurnal or weekly behavior depending on exposure to pollution plumes. Nevertheless, it is expected to be sensitive to meteorology on longer seasonal scales [Thomas and Scorgie, 2006] . Verkykkop is positioned 10 km north of the town of Volksrust and 35 km away from the nearest power plant [Mokgathle, 2006] . Palmer is within an approximately 20 km radius of three towns; the major power plants are to the southwest and usually downwind [Rorich and Galpin, 1998 ]. Finally, Makalu is situated in agricultural farmlands and is generally a rural station. Other times, because it is 5 km east of the Sasolburg industrial area and 12 km south-southwest of the Lethabo Power Station, it is exposed to industrial emissions [Rorich and Galpin, 1998 ].
In the Highveld, the relationship between ozone and NO x is complex, as illustrated in Figure 6 , where ozone is plotted versus NO x . The scatter plots are divided into early and later time segments. (Figures 6a and 6b ), statistically significant change is observed in the ozone and NO x values over the two segments. This is not surprising as both of these sites are located between the industrialized Gauteng and power plants (see Figure 1 ). Being somewhat removed from emission sources, Verkykkop and Palmer (Figures 6c and 6d ) mostly exhibit no statistical change in ozone and NO x values over the two periods (Table 2) . Also, NO x values at these two stations are noticeably lower than at all other stations ( Figure 3a and Table 2 ). The Makalu station ( Figure 6e and Table 2 ) tends to have a substantially different ozone-NO x behavior compared to the other four stations, where on many occasions ozone is comparatively low when NO x is relatively high.
Meteorological data are provided by the South African Weather Service from the Irene weather station located near Pretoria (Figure 1 ). Variables obtained are near-surface values of temperature in Celsius, relative humidity in percent, precipitation in millimeters, and cloud cover in total cloud octas where the observations are taken three times a day: 0800, 1400, and 2000 local time. We average all three readings to obtain an average cloud cover for a single day. Temperature and cloud cover data are available for the 18 years (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) , relative humidity data begins in 1992, and precipitation measurements only start in 1993. One way to identify a signal such as ENSO in surface ozone data is to use a generalized regression model similar to the one described in Ziemke et al. [1997] [see also Bloomfield et al., 1996; Randel and Cobb, 1994; Stolarski et al., 1991] . Such a model assumes a linear relationship between the variable in question and selected predictors as a first approximation of the problem. In our case, the expected predictors are time, ENSO index, and 3 month moving averaged NO x anomalies leading to the following four equations:
where α is seasonal fit, β is trend coefficient, t is time, γ is the regression coefficient for the time series ENSO(t), and δ is the regression coefficient for the time series NO x (t). Finally, ϵ(t) is the residual that is calculated by subtracting the modeled time seriesT t ð Þfrom the actual observed time series T(t). Time t is the first predictor, time series ENSO(t) is the second predictor, and the time series NO x (t) is the third predictor. Because the variables of interest exhibit strong seasonal variability, each regression parameter is presented by a cosine and sine harmonic expansion with α employing four harmonics-12 month, 6 month, 4 month, and 3 month -and other coefficients employing three harmonics-12 month, 6 month, and 4 month. For example, α expansion with A, B, and C being constants can be written as following:
A similar procedure is carried out for the other regression coefficients. In order to calculate these coefficients, this model uses the least squares estimates method [Bloomfield, 2000, Chapter 2; Wilks, 2011, Chapter 9] .
It is common practice to use the Oceanic Niño Index (ONI) to study ENSO impacts on meteorology over eastern South Africa; this has been done for precipitation and air transport anomalies [Kanyanga, 2009; Landman et al., 2012] . ONI is an ENSO operational index used by National Oceanic and Atmospheric Administration (NOAA) that is defined as a 3 month moving average of the SST anomalies from 1971-2000 climatology in the 3.4 Niño region located in the equatorial Pacific Ocean. An event is classified as El Niño if the 3 month SST anomaly mean exceeds +0.5°C for five consecutive months, while La Niña conditions require 3 month SST anomaly mean to persist below À0.5°C for five consecutive months (ONI; http://www.cgd.ucar.edu/cas/ENSO/enso.html). Table 3 specifies which years from 1990 to 2007 are categorized as El Niño events and which years are categorized as La Niña events according to ONI. The typical way to represent t is in months; however, for consistency with the ONI proxy, the time series is smoothed by 3 month moving averages.
We are interested in determining whether adding parameters to our model such as ENSO and NO x improves the observed data fits; therefore, we determine adjusted coefficients of determination for each time we run the model. The adjusted coefficient of determination, R 2 a , establishes how well a model fits the data with the added independent variables. It is determined in the following way:
where T is an average of time series, p is a number of coefficients used, and n is a sample size. In order to estimate an error of calculated parameters, we employ a bootstrap resampling technique where residuals are resampled generating 10,000 new time series while keeping predictors fixed [Efron and Tibshirani, 1993; Freedman, 1981] . Since this method is only valid for independent data, we use moving-blocks bootstrap when resampling our residuals to account for autocorrelation in the time series [Wilks, 1997] . After these procedures, we are left with a distribution of 10000 coefficients from which we can determine the standard deviation of any desired parameter [Higgins, 2003] .
Results
ENSO and Meteorology Over the Highveld
We are interested in quantifying effects of ENSO on surface ozone and some chemistry-affecting meteorology over the Highveld from 1990 to 2007. In this section, we apply the regression equations (1) and (2) to four meteorological fields at Irene: temperature, relative humidity, cloud cover, and precipitation (we do not expect NO x to have any effect on meteorology). First, we use only two parameters in our model: the seasonal cycle and trend. Then we employ three parameters, where the ENSO term is added to seasonal cycle and trend terms. Afterward we are able to compare two cases and see what effect, if any, ENSO has on meteorology over the Highveld (Figure 7 ). Applying equation (1) and dry periods; this allows the seasonal cycle term in the model to explain significant portion of each meteorological variable considered. Thus, when we add an ENSO parameter, there are only slight increases in R 2 a values for all of the meteorological variables. ENSO parameters for the weather variables indicate the calculated seasonal ENSO effect on each of the variables using equation (2) (Figure 8 ). An ENSO parameter is grouped into 12 3 month moving average periods or 12 smoothed monthly averages (DJF ¼ e J; JFM ¼ e F; etc:Þ such that each smoothed month has its own sensitivity toward the ENSO time series. A coefficient (parameter) tells us how many units of a variable are changed by the one unit of ONI (1°C SST anomaly of the Pacific Ocean region Niño 3.4). In order for the coefficient to be significant at the 0.05 α level, it is necessary for an error bar not to touch or cross the zero line, in other words to be significantly different from zero. For temperature (Figure 8a ), smoothed January (from now on just month name) has an ENSO coefficient of approximately 0.5°C per one unit of ONI. The coefficient is largest for March and April, where we see 1°C per 1 ONI, although the effect is still significant from December to April. For June through October, the effects of ENSO are insignificant. Thus, even though the October response is positive, we cannot ascertain its robustness because of the uncertainty in calculating the regression coefficient. For relative humidity (Figure 8b ), an opposite effect of ENSO compared to temperature is observed in January-March. The maximum drop occurs in April where about 7% of the relative humidity is reduced per ONI. The cloud cover ENSO coefficient (Figure 8c ) generally follows the relative humidity sensitivity toward ENSO, but with a few minor differences. April for cloud cover exhibits a minimum with 0.7 octas reduced per 1 ONI; however, the effect is still statistically significant in May. Precipitation (Figure 8d ) decreases with the largest rate of 30 mm per ONI in February and March. Smaller but significant reductions in precipitation are evident in January, October, and November.
In summary, meteorology, expressed in the four variables examined, is primarily sensitive toward the wet season ENSO events starting in November until about May. Temperature, humidity, and cloud cover appear to vary with Pacific Ocean temperature more smoothly than precipitation, with cloud cover extending its significant response as far as May. In the next section, we discuss our results regarding the dependency of surface ozone over the Highveld on ENSO and NO x .
ENSO, NO x , and Surface Ozone at the Highveld
To understand the nature of surface ozone variability over the Highveld, we apply equations (1)- (4) to each of the five air quality monitoring stations and determine adjusted coefficients of determination, respectively. This method allows us to compare four different fits and see if our predictors, ENSO and NO x , help us to describe observed surface ozone time series more accurately than seasonality and trends alone. It is important to notice that even though on the whole our fit improves, at certain times the fit gets worse. In the example of Kendal 2, maxima for 2000 and 2001 are represented less accurately with all of the four parameters than just with two parameters and ENSO. A similar procedure is carried out for the other four stations (Figure 10 ). The corresponding adjusted coefficients of determination are summarized in Table 4 , where the best model fits are marked in bold. Even though details are not precise, the overall shape of the time series is discernible from the four parameter model at Elandsfontein. Furthermore, the adjusted coefficient of determination has increased from 0.18 to 0.26 with the two additional factors. For Verkykkop (Figure 10b ), the NO x term does not help the fit (not shown) and actually slightly reduces overall model accuracy. The three parameter model, where the third parameter is ENSO, gives the best improvement over the two parameter model. This station has a clear seasonality, but adding an ENSO term increases model accuracy significantly (from R ENSO and only improves when we apply the three parameter model adding the NO x term. The model accuracy is not bad because Makalu observations exhibit a regular yearly ozone cycle. However, lack of relationship to ENSO variability implies that Makalu station may be exposed to an environment different from the other four stations.
To estimate ENSO and NO x impacts on surface ozone over the Highveld, we examine coefficients for all of the parameters that went into the best model fit for each of the five aforementioned stations (Figure 11) . According to the model, the seasonal ozone cycle at Elandsfontein (Figure 11a ) has a minimum in early winter and maximum in early spring. An ozone trend is not statistically significant over the 18 years studied. ENSO effects are not significant; however, as we previously noted, the ENSO helps slightly with the fit of the model. The NO x effect is generally important in winter and spring. The seasonal cycle at Kendal 2 ( Figure 11b ) has a minimum in late summer and a maximum in early spring. Except for a positive ozone trend in August of about 0.4 ppbv per year, no statistically significant trend is found. ENSO influence is evident from January to May with maximum in April of about 6 ppbv per ONI. NO x is seen to affect parts of winter and parts of spring. At Verkykkop (Figure 11c ), the seasonal cycle is minimum in autumn and maximum in spring. There is no statistically significant trend in any of the months. The ENSO effect in Verkykkop peaks during April-July with a magnitude of approximately 7 ppbv per ONI and is statistically significant for all months of the year except October. Similar to Verkykkop, Palmer (Figure 11d ) exhibits an ozone minimum in autumn and ozone maximum in spring. A small but statistically significant negative ozone trend of about 0.5 ppbv per year is observed in spring and early summer. With respect to ENSO, Palmer closely resembles Verkykkop with statistically significant ENSO coefficients for all months except October and with a maximum in April of approximately 8 ppbv per ONI. Makalu (Figure 11e ) has the lowest ozone in early winter and maximum ozone in spring. The ozone trend is negative for September (1 ppbv per year). NO x has a slight effect on Makalu ozone in November through January. These results indicate some nonhomogeneity among the stations and support our hypothesis that there are multiple reasons for the large-scale variability of surface ozone over the Highveld. 
Discussion
If ozone time series of all the five stations (Figures 9 and 10 ) are compared, we observe that Elandsfontein exhibits the greatest irregular variability of surface ozone. The most striking contrast relative to the other stations is evident in the surface ozone seasonal cycle that sometimes is difficult to identify in the Elandsfontein 18 year ozone record, whereas at the other four stations, the annual cycle is almost always visibly present. Large-scale temporal variability is pronounced at Elandsfontein, with a dramatic ozone drop during 1998 and 1999 and a peak in 2005. It is likely that both natural and anthropogenic factors regulate ozone amounts over this location because the model displayed significant NO x effects on ozone concentrations in spring. Elandsfontein may be influenced by colliery stock piles, coal mine spontaneous combustion, and domestic burning of coal and wood from nearby low income areas. Additional NO x is transported to the Highveld in spring as the seasonally varying African biomass burning zone propagates southward [Marufu et al., 2000] . Fluctuations in regional meteorology may play an important role in controlling local ozone perturbations. In the previous section, we determined that at Elandsfontein ENSO effects on ozone are not significant over any of the months. However, if we rerun our model for Elandsfontein using the time period 1991-2004, to focus only on the stronger ENSO episodes, we observe that the ENSO effect is now significant for November, December, and February through May (not shown), which is more in line with the other three stations.
Variations at Elandsfontein are well represented in the shorter-run model, especially the 1998-1999 ozone decrease that is attributed to a NO x decrease and the strong La Niña of 1998-2000 (Figure 12 ).
The other stations show more of a pronounced ozone cycle, indicating relative consistency of ozone precursors over time (Figures 9 and 10 ). Kendal 2, the closest station to Elandsfontein, has a significant NO x effect on ozone in winter and spring, probably due to biomass burning, domestic fuel use and proximity to numerous industries. The Kendal 2 station is also prone to plumes from the local power station, which at times lead to high NO concentrations and much reduced ozone concentrations [Collett et al., 2010] . With regard to ENSO, Kendal 2 resembles the reduced Elandsfontein case with noticeable ozone drops during the 1998-2000 La Niña events. At Makalu, NO x is found to have an effect on ozone in the November-January period, perhaps signifying the impact of local anthropogenic NO x sources. On the map in Figure 1 , it appears that Makalu is located in closer proximity to relatively strong NO x emission sources than the other stations. Additionally, Figure 6 shows that the NO x versus ozone relationship at Makalu differs from other stations. These reasons may explain the lack of ozone-to-ENSO relation at Makalu. Verkykkop and Palmer are not sensitive to NO x anomalies. Both of these locations are somewhat removed from the heaviest industrial zone (Figure 1 ), indicating that the meteorological variability is of greater prominence than NO x variability. Therefore, Verkykkop and Palmer experience greater perturbations in surface ozone than other three stations during ENSO events.
Additional analysis on the ozone-NO x relationship during El Niño and La Niña years appears in Table 5 . Table 5 shows basic statistics applied to daily averages of three variables: ozone/NO x , ozone, and NO x . At all of the stations, the variables means for El Niño and La Niña, with the exception of NO x at Elandsfontein and ozone/ NO x at Kendal 2, are statistically different from each other. This is not surprising because meteorology affects both: ozone and NO x . For all of the stations, the ozone mean during El Niño years is larger than the ozone mean during La Niña years. This is partially explained by the dependence of ozone formation on the meteorological processes.
In Figure 8 , we looked at the ENSO coefficients for the four weather variables and concluded that ENSO significantly influences temperature during December-April, relative humidity during January-May, -1991 , 1992 , 2005 , 2006 -and Approximate La Niña Years-1995 , 2000 , 2001 Ozone/NO (Figure 11e ), it appears that meteorological effects on ozone are significant in summer and autumn, whereas anthropogenic effects are more pronounced during winter and spring.
A summary of ozone trends over the Highveld as calculated with the regression model appears in Table 6 and Figure 11 . Based on annual data, it is seen that no site has a statistically significant trend but some seasonal trends appear. Palmer station exhibits a statistically significant seasonal ozone trend in spring. Makalu and Kendal 2 have statistically significant monthly ozone trends. Makalu shows a negative trend in September, and Kendal 2 shows a positive trend in August. Elandsfontein and Verkykkop do not display any significant ozone trends (Figures 11a and 11c) . The Kendal 2 positive trend over one month (Figure 11b) is not enough to make any definitive conclusions about the change in ozone at this location. Negative trends at Palmer and Makalu (Figures 11d and 11e ) may be partly due to them having smaller data sets. To generalize, there is not much evidence for an increase in surface ozone over the stations examined; on the contrary, Palmer station displays a pronounced ozone decrease.
Conclusions
This study identifies El Niño-Southern Oscillation (ENSO) and NO x effects on surface ozone variability as well as surface ozone trends over the available time periods at the five Eskom air quality monitoring stations Elandsfontein, Kendal 2, Verkykkop, Palmer, and Makalu located in the South African Highveld. We use a generalized regression model to first fit this model to meteorological variables-temperature, relative humidity, cloud cover, and precipitation that are available from the representative weather station Irene. Then the model is applied to surface ozone time series at the mentioned stations to determine seasonal, In terms of ozone, the full Elandsfontein data set from 1990 to 2007 does not exhibit ENSO effects, whereas Elandsfontein data from 1991 to 2004 is sensitive to ENSO for November, December, and February through May. NO x effects are important in spring. Kendal 2 is affected by ENSO from January to May and by NO x in July, August, September, and October. Verkykkop shows statistically significant ENSO influences in all of the months of the year except October. The same is true for Palmer. Neither Verkykkop nor Palmer is affected by NO x anomalies. Both stations are removed from the heaviest industrial zone, which may explain the insensitivity to NO x . The fifth site, Makalu, does not appear to have any response to ENSO but does respond to NO x in November-January period. This may be in part attributed to its location near more complex emission sources, implying a different photochemical environment from the other sites investigated here. Generally, we observe that surface ozone is sensitive to ENSO during the months when ENSO most strongly affects the Highveld meteorology and to NO x mainly in October and November during the southern African biomass burning season.
We also examine surface ozone trends at each of the monitoring stations. Palmer and Makalu exhibit statistically significant negative trends in surface ozone over the spring season and the month of September respectively, whereas Kendal 2 has statistically significant positive ozone trend over August. Verkykkop and Elandsfontein show no statistically significant change in surface ozone. Our trend results are not in agreement with the positive trends of near-surface ozone presented in Clain et al. [2009] for 1990-2007 (A. Thompson et al., submitted manuscript, 2014) . Further research is needed as Johannesburg-Pretoria region is quickly developing and approaching Megacity status (>10 million population).
