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ABSTRACT
A New Method and Python Toolkit for General Access to
Spatiotemporal N-Dimensional
Raster Data
Riley Chad Hales
Department of Civil and Environmental Engineering, BYU
Master of Science
Scientific datasets from global-scale scientific models and remote sensing instruments are
becoming available at greater spatial and temporal resolutions with shorter lag times. These data
are frequently gridded measurements spanning two or three spatial dimensions, the time
dimension, and often several data dimensions which vary by the specific dataset. These data are
useful in many modeling and analysis applications across the geosciences. Unlike vector spatial
datasets, raster spatial datasets lack widely adopted conventions in file formats, data
organization, and dissemination mechanisms. Raster datasets are often saved using the Network
Common Data Format (NetCDF), Gridded Binary (GRIB), Hierarchical Data Format (HDF), or
Geographic Tagged Image File Format (GeoTIFF) file formats. Several of these are entirely or
partially incompatible with common GIS software which introduces additional complexity in
extracting values from these datasets. We present a method and companion Python package as a
general-purpose tool for extracting time series subsets from these files using various spatial
geometries. This method and tool enable efficient access to multidimensional data regardless of
the format of the data. This research builds on existing file formats and software rather than
suggesting new alternatives. We also present an analysis of optimizations and performance.

Keywords: spatiotemporal data, environmental modelling, multidimensional data, timeseries,
data management
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FOREWORD

Much of the data generated for and consumed by engineers and scientists are generated
from earth observations, remote sensing networks, and numerical models. These data are
typically gridded datasets; meaning the data are stored in an array structure on computers. Each
dimension of the grid or array corresponds to a parameter that describes the information in the
array. The arrays commonly have between three and five dimensions including the three spatial
dimensions, the time dimension, and others such as ensemble numbers. Datasets could have as
few as one dimension or grow to as many dimensions as necessary.
Frequently, these data are spatial and time series, or spatiotemporal, data and those who
consume this data need only a certain spatial and temporal subset from the arrays. Spatial data
processing is readily accomplished through GIS software or geoprocessing scripts. However, the
conventional spatial processing algorithms are capable of processing only two-dimensional raster
spatial datasets. Several pieces of software exist, and conventions have been proposed, for
handling spatiotemporal data. These are generally specific to point data. Little research or
software development has been done with the express purpose of seeking to unify how scientists
handle spatiotemporal data of more than one or two dimensions; that is, point data or spatial
raster data. This makes data difficult to work with since the data consumer is left to solve their
program without established resources.
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The objective of my research is to begin to address this problem in two ways. First,
perform a survey of the existing methods for working with time series gridded data and evaluate
the strengths and weaknesses of each. Second, develop a solution that reduces the difficulty in
retrieving spatiotemporal subsets of the large arrays.
The following paper describes the results of my research to address these two objectives.
It contains a section of literature and technology review which addresses the first objective. It
also contains a section detailing the approach I developed to solve this problem in a way
applicable to many data formats and its implementation in a python package titled Grids. It
includes an explanation of the method, software design, and tests performed to evaluate the
resulting code. This section addresses the second objective. The paper is prepared as a draft of an
article to be submitted for publication in a scholarly journal and was written with a tone,
organization, and length consistent with that purpose.
The python code and web apps described in this paper are available through GitHub and
the appropriate distribution networks for python packages. Links to these are presented below
and referenced in the article’s citations section.
•

Grids python package: https://github.com/rileyhales/grids

•

The GLDAS web app: https://github.com/rileyhales/gldas

•

The WMO web app: https://github.com/BYU-Hydroinformatics/tethysapp-

metdataexplorer
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INTRODUCTION

For many models in the planetary sciences, an important part of the required input data is a
time series of vector or raster spatial data. The global scientific community has been trending
towards generating and sharing more spatiotemporal datasets. One evidence of this is the
expanding global repository of satellite and remote sensing data, known as Earth Observations,
and numerical model results. The National Oceanic and Atmospheric Administration (NOAA)
alone produces on the order of tens of terabytes of observation and model result data each day
(Big Data Program, Government). The repository of data for the National Aeronautics and
Space Administration (NASA) Landsat dataset measures about three petabytes and grows by
roughly 700 gigabytes every day (NASA & USGS, 2018).
While there are existing, well-established standards for storing and sharing vector time
series data, raster data do not have similarly well-defined standards. Raster standards are
generally specific to the file format or the agency which created the data. This is problematic
since large volumes of data are available as raster datasets, but each can be stored in a different
format from other datasets and require case-by-case solutions. The common formats for storing
multi-dimensional raster data include the Network Common Data Form (NetCDF), Gridded
Binary (GRIB), Geographic Tagged Image File Format (GeoTIFF), and Hierarchical Data
Format (HDF) (OGC, 2019; R. Rew & Davis, 1990; Shea, 2015; The HDF Group, 2017). Each
of these formats are well established and have been adopted by recognized scientific agencies.
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This is evidenced by their use to disseminate important data products such as the NASA Global
Land Data Assimilation System (GLDAS), the NOAA Global Forecast System (GFS), and the
European Centre for Medium-Range Weather Forecasting’s (ECMWF) Hydrology Tiled

ECMWF Scheme for Surface Exchanges over Land (HTESSEL) land surface model
(Balsamo et al., 2009; Rodell, 2016).
Researchers and data consumers in many geosciences often access these datasets for a
subset, particularly time series subsets, of the entire array of information for their modeling
applications. Water models, for example, use time series values for input variables such as soil
moisture, precipitation, surface runoff, or evapotranspiration; each of which are generated,
archived, and distributed as gridded datasets. The variety of data formats and varying adherence
to data organization conventions make obtaining and extracting a subset from gridded data more
difficult. For each dataset a scientist needs, he or she may need to develop separate scripts which
performs the download, file format conversions, and processing. Developing and maintaining
several scripts can be time consuming and difficult. This barrier prohibits multidimensional
raster data, from being more broadly utilized in meaningful scientific applications.
This paper presents the design and development of a new method and its implementation
in a Python package to address the practical difficulties in acquiring and using gridded data that
stem from the lack of standards and many competing formats. Specifically, we seek to promote
better access and processing capabilities for multidimensional gridded data to support data
consumers. As there are already many competing software and conventions, this method builds
on existing technology and unifies existing conventions rather than developing and proposing
replacements. The goals for the method and resulting software include: (1) It should be
interoperable across existing multidimensional gridded data (raster) file formats and appropriate
4

web service technologies rather than create more variability; (2) It should be free and open
source, simple to use, and well documented in order to promote ease of access and distribution;
(3) It should be able to extract time series from gridded datasets at various geometries including
at minimum points, bounding boxes, and polygon shapes; and (4) It should work in common
scientific computing environments such as personal computers, cloud computers, and applicable
web apps and services.
This paper is organized as follows: Section 3 presents an analysis of current methods for
working with multidimensional spatiotemporal datasets and specific objectives for improving on
these options; Section 4 describes the new method for accessing data and software design of
Grids, the Python package which implements the method; Section 5 presents the fully
implemented software package in the context of a web app built to demonstrate its capabilities as
well as the results of the experimental code performance tests; and Section 6 includes a
discussion of the results, conclusions drawn from the work, and recommendations for working
with gridded data.

5
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EVALUATION OF CURRENT TECHNOLOGY

A gridded data consumer has several options for retrieving spatiotemporal subsets from
their data. These options are generally either use alternate file formats, use a Geographic
Information System (GIS) software or geoprocessing scripts, or use web services. Each of these
solutions have strengths and weaknesses described herein. We chose to evaluate these
alternatives on six criteria. These criteria are: does the solution (1) work on both local data files
and data services where available, (2) support several of the common file formats, (3) work for
any public data product, (4) require large amounts of complex scripting, (5) work in many
computing environments such as personal computers, web servers, and processing services, and
(6) require and subscriptions, licenses, or have other costs. The results are summarized below in
Table 1 and subsequently explained in further detail.
Table 1: Summary of Options and Objectives
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Option 1: New File Formats and Conventions
Several alternate data models and file formats and companion organization conventions
have been suggested. Each attempt to address the difficulty in retrieving data from the files or to
unify how raster data are stored and shared. For example, SciDB is a relational database model
developed for storing and processing multidimensional array data (Brown, 2010). Additionally,
Zarr is a file format ideal for storing compressed and chunked arrays with particular benefits for
cloud computing environments (Zarr, 2021). Each of these alternatives provides an improvement
over the file format it was intended to replace. While these alternate formats are useful for the
improvements they offer, current systems continue to generate terabytes of data every day in a
variety of formats. Data consumers would need to download and convert their data before
receiving the benefits of the new format. As such, these novel data structures and conventions
are primarily beneficial to a specific data producer or user rather than resolving the broader issue
of variability in data formats and often just results in one more option.

Option 2: GIS Software
The two core technologies for processing geospatial data are the Geospatial Data
Abstraction Library (GDAL), and the PROJ library (GDAL/OGR Contributors, 2021; PROJ
Contributors, 2021). GDAL and PROJ support operations on some gridded file formats. For
example, GDAL can operate on NetCDF data when the data conform to the Climate and Forecast
(CF) conventions (Eaton et al., 2018) and support reading and writing GRIB and HDF data if the
data have certain encodings and metadata (GDAL/OGR Contributors, 2021). Common GIS
software which utilizes these libraries, such as ArcGIS and QGIS, inherit some support for these
data formats.
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A data consumer with geoprocessing experience could develop geoprocessing scripts or
develop a plug-in or extension for a GIS software to help them retrieve subsets of their raster
data. However, a GIS based solution will generally be tied to the desktop installation
environment of the software which isn’t easily transferable to other computing environments
such as a web application or cloud computers. Additionally, GIS software may have licensing
and cost restrictions related to their use. These two limitations make GIS-based solutions less
than ideal for addressing the original data access problem since a GIS is rarely the only software
required in a scientific computing workflow. Scientists who are comfortable working with
multidimensional datasets programmatically may be comfortable pursuing this option for their
own purposes. Generally, however, not all scientists possess the experience to pursue this option.

Option 3: Web Services
Repositories of gridded datasets often become so large that the sheer volume of data makes
transferring and processing them impractical. One solution to this big data involves the use of a
web service. Web services are usually provided by the data generator and offer the most recent
and updated version of the dataset with short lag times. The two pertinent kinds of web services
for addressing the gridded data problem are data querying services and a Platform as a Service
(PaaS). Both of these options are only applicable when the dataset’s generator has chosen to
develop and maintain the web service.
An example of a data querying service is the Open-source Project for a Network Data
Access Protocol (OPeNDAP) (Cornillon et al., 2003). This protocol accepts queries for values
from points or bounding boxes within the arrays and returns the corresponding values. Data
querying services are generally quick and eliminate data transfer overhead but usually only have
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limited set of querying functions. An example of a data processing PaaS is Google Earth Engine
which offers free or low cost access to cloud computing resources and several datasets (Gorelick
et al., 2017). A cloud platform like Earth Engine generally still demands programming and
informatics skills from scientists but removes the big data problems.

9
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METHODS

Development Environment
We developed a new Python package called Grids to provide an efficient and flexible way
to access gridded data and meet each of the objectives described previously. Grids achieves
flexibility and efficiency through a design that minimizes the number of required inputs from the
user while being interoperable across data in many sources and formats. We developed Grids as
a Python package because Python is common in scientific computing and includes capabilities
for statistics, GIS, databases, and web apps. We felt that an open-source coding package would
be more likely to be easily integrated into scientific computing environments as compared to a
module or plug-in for existing software such as a GIS program. Not all geoscientists use the
same software and rarely does any single software address all a scientist’s needs. By developing
Grids as a Python package, we hope more geoscientists will be able to integrate these capabilities
into their work.

Software Architecture
The workflow to extract a subset of data from a single multidimensional, spatiotemporal
file consists of seven general steps: (1) programmatically open the file for reading, (2) read file
metadata including the names of the variables and the names and order of dimensions, (3) read
the values for the dimension variables (that is, the spatial coordinate values), (4) compare the
spatial coordinate values to the user-specified location to identify the corresponding array
10

segment, (5) read the array values of interest from the file, (6) read the time value(s)
corresponding to the extracted variable values, (7) format the extracted data into a tabular
structure, and (8) close the file.
The Grids package implements these steps in a software architecture diagrammed in
Figure 1. Step one and eight involve Grids interacting with the data source, which is the unique
file format used for the data. Steps two through six involve Grids using inputs from the user,
such as variable names, spatial locations and time ranges, to extract data from the files. Step
seven is where the Grids code outputs the time series in a tabular DataFrame structure in the
Python programming language which is returned to the user who can then format the data as
necessary.

Figure 1: Grids Python Package Architecture
As shown in Figure 1, the process for interacting with gridded datasets simplifies to the
data source, user provided inputs, a tool which executes the querying for the data source, and an
output. The Grids code accepts data source and user inputs and returns a time series in a tabular
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structure which the user can then easily integrate with databases and or other formats required by
the end software or model.

Connecting to Data Sources
The traditional process to extract time series subsets from a dataset begins with
downloading copies of a data files. Gridded, timeseries datasets are often so large in total size or
updated frequently enough that this step can become difficult and impractical. The inefficiencies
inherent in the downloading process can be improved by taking advantage of web services.
Several geospatial data web services already exist for providing visualization, known as mapping
services, dataset querying, custom processing services, and data processing Platforms as a
Service like Google Earth Engine (Gorelick et al., 2017). Data processing and querying services
allow for users to provide inputs in a request and get back a filtered subset of the data. Data
querying services, such as the Open-source Project for a Network Data Access Protocol
(OPeNDAP), are ideal for retrieving data because they mitigate some of the challenges of
working with big data such as the difficulty in downloading copies of the dataset (Cornillon et
al., 2003). Grids is compatible with web services when a web service is available and uses these
services to achieve greater efficiency.
Grids maintains can also directly interface with common gridded data set file formats to
provide flexibility. This allows users to use downloaded copies of datasets to be queried as web
services are not available for all datasets. To interface with each file format, we used the
definitive open-source Python packages for reading and writing any given file format. We used
the packages netCDF4, cfgrib, h5py, and rasterio which read NetCDF, GRIB, HDF, and
GeoTIFF files respectively (cfgrib Contributors, 2020; Rasterio Contributors, 2021; Russ Rew et
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al., 1989; The HDF Group, 2017). Since each file format has a different structure and varying
levels of rigidity for data and metadata organization, using the definitive interface package
allows us to leverage open-source development to keep Grids current with all the packages and
to access all the capabilities of each package. Prior to Grids, each user would need to be familiar
with each of these packages to access the different file formats which are very different as they
have different design philosophies. For instance, the GRIB format has loose requirements for
data formatting which makes the data difficult to interpret programmatically and the HDF format
is intentionally unstructured so that it is adaptable to many circumstances (Caron, 2011; UCAR,
2020). Conversely, GeoTIFF datasets are rigidly defined and NetCDF files, while still allowing
flexibility in data structure, have a well-defined set of conventions (Eaton et al., 2018; OGC,
2019).
Grids abstracts these differences away, allowing a common access interface to each file
format. Rather than developing new code to manage and access these different formats, variable
organizations, and structures, we used the authoritative library for reading these datasets, but
provided a common abstraction so the user does not need to have a deep understanding of the
differences. We also include other packages which provide common capabilities that many users
require when working with gridded data, these include: the xarray and pygrib packages (Hoyer &
Hamman, 2017; Jeff Whitaker et al., 2020). Pygrib, for example, can read many GRIB files as
binary messages. This is useful when the GRIB data are not sufficiently well organized and selfdescribing enough to be appropriately read and wrapped as a python object through the cfgrib
package.
The different Python packages to access these file formats function differently, and the
time to open, read and extract data from source files varies significantly with choice of Python
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package used for access. Grids allows users to specify which Python package is used as the data
reading and writing engine, allowing the user to use the package most closely related to their
requirements. For example, they may need a more complex but slow package if the data set is
very complex and detailed or be able to use a faster, less complicated package if the data are less
complex. These python packages used to read the various file formats is a modular component of
Grids which can be expanded to increase the number of file formats supported and provide
alternate methods necessary for a specific use case. The supported packages and the file formats
they support are shown in Table 2.
Table 2: Python Package Compatibility

Extracting Values at Points Using Coordinates
Time series of values are extracted from n-dimensional data series by reducing them to a
one-dimensional time series of values. The reduction happens in one of two ways depending on
whether the location of interest is a single point or a multidimensional area. If the location of
interest is a single point, or a single array cell, Grids reduces the data by extracting the value
contained in that cell of the array at each time step. When the location of interest is many cells
14

within the array, Grids reduces the data using a user-selected statistical measure such as the
average or median. Grids computes the statistical summary of those cells to represent the many
cells for each time step. The second method is frequently necessary for geospatial data since the
regions of interest are often large polygons such as a bounding box, country border, or watershed
boundary.
For example, extracting a time series of values from a set of three-dimensional GFS data
where the data for each time step consist of the latitude, longitude, and altitude or depth requires
the user to specify the coordinates (latitude and longitude) of a point or a bounding box defined
as a geometric shape in latitude, longitude, and altitude (a volume). For a given point or
multidimensional volume (e.g., area for 2D, volume for three or more). Grids then extracts the
data associated with each time step and computes the appropriate statistical reduction (i.e.
computing the median or mean) for the volume at each time step. To identify the data to extract,
the geospatial coordinates are mapped to the array cell or cells representing that
multidimensional location using the spatial resolution and affine transformation of the data; both
of which are readily determined via inspection of the coordinate variable values. Grids then
extracts the values associated with each cell or cells in the search range for each time step
available in the file. Grids maps a specified volume to the specific data in the file, for example a
user might specify an area that has a smaller resolution than the cells in the data set, in this case
Grids would treat the request as a request for point data and would not perform a statistical
reduction, where for requests that include cells in multiple dimensions, the statistical reduction
would be performed, data might be point data in one dimension while having a range in another.
Due to the size of the files, many data sets can be stored in multiple files, if this is the case, Grids
repeats the process for each additional file of data, extracting the data for each time step within
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that file in the specified area. A visual representation of the process to identify subsets of a threedimensional array using coordinates is shown in Figure 2.

Figure 2: Locating Data in a Three-Dimensional Grid with (X, Y, Z) Coordinate Values
Arrays of several different data dimensions store data in variables that depend on those
dimensions. A dataset can have many dimensions but not all variables use the same dimensions
or organize them in the same order. Consider a dataset which has five dimensions, x, y, z, time,
and ensemble number. There might be three-dimensional variables which depend on the three
spatial dimensions, x, y, and z. One variable in the dataset may store arrays of information
organized according to measurements made in the x-direction, followed by the y-direction, then
the z-direction (i.e. x, y, z). Other variables may also be three dimensional but arrange their
measurements according to the z-dimension, followed by x and y (i.e. z, x, y). Yet another
variable might depend on four dimensions arranged in the z-dimension, followed by the time
dimension, then the y- and x-dimension. These data could all be stored in a multidimensional file
format, similar to that shown in Figure 3. A user could Grids on each of these variables of data to
extract time series subsets.
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In other cases, multiple variables may organize data across the same data and in the same
order which yields the same grid structure. For example, multi-spectral data have many bands for
each cell, some measured and often some computed. A simple 2D time-varying raster data could
have temperature, humidity, soil moisture, or other values. If a user is only interested in soil
moisture and temperature from the environmental data set over an area that includes 9 cells (x,
y), Grids would extract data for these two variables or bands at each time step, average the
values for each variable over the 9 cells, then move to the next time step. Grids would then return
a time series with 2 different variables at each time step, temperature and soil moisture. For
many earth observation data, the file can include the calibrated data at each cell and time step, a
pixel quality value, and cloud coverage value, and often values that relate to the presence of
various targets such as water, burned area, or plants.
This procedure using coordinates scales to data of other dimensional sizes as long as the
number of dimensions of the array is equal to the number of specified coordinates. The
dimensions in datasets of more than three dimensions no longer correspond to a spatial
dimension but can be traversed in the same fashion. Figure 3 shows an example of how this
process expands to five dimensions consisting of the three spatial dimensions, the time
dimension, and a dimension to organize which ensemble number of a model produced the
dataset. Figure 3 presents a five-dimensional data set, ℝ5, which is a 3D spatial volume with
three different realizations along the ensemble number dimension and three across the time
dimension. The coordinates provided by the user determine multidimensional value in 5
dimensions, as is used as was shown with the previous example.
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Figure 3: Five-Dimensional Data
Extracting Values Within Boundaries Using Masks
In many cases, the subset of interest often does not correspond to a single point or a
rectangular bounding box. Multidimensional areas are often irregular polygons such as a
watershed, administrative boundary or water body shoreline or for example model results 1, 3,
and 5. Each point on and within the polygon can be mapped to a location on the
multidimensional grid following the same procedure as presented in the coordinate lookup
method. However, such a lookup would be cumbersome to program and not as efficient as
scripts using optimized geoprocessing algorithms such as GDAL. For this reason, we only
implemented masking for 2D areas using a raster mask. Depending on the resolution of spatial
18

dimensions and the size of the polygon of interest, a user might be interested in 1000’s or
1,000,000s of points in an irregular 2D area. Repeating GIS operations on that scale of data can
be time intensive which makes the approach of a precomputed mask more efficient.
We used geoprocessing scripts that are available for raster maps which contain exactly two
spatial dimensions, X and Y coordinates or an analogous pair such as northing and easting. The
steps to create the raster mask is shown in Figure 4 and requires the user to provide a vector
representation of the area of interest.

Figure 4: Creating a Raster Mask from Vector Data
Once the mask is created, the geoprocessing algorithm can be executed on the area defined
by the vector data rather than each full two-dimensional array. We create the masking array,
which is a rasterized interpretation of the vector data, using the same Coordinate Reference
System and grid resolution as the raster data it will mask. The mask contains the values 0 or 1,
shown as white and red respectively in Figure 4. Where the mask has a 1, we retrieve the data,
where it has a 0, we do not.
The mask array is created in advance of reading each file and then applied to each twodimensional array segment as it is retrieved from the file. The mask selects the same raster pixels
which would be selected by traditional algorithms that typical generate a mask for each time
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step. The selected pixels are processed using the same affine transformation and coordinate
reference system. This is more efficient than most GIS software which performs the mask
creating algorithm for each array even though the polygon is the same. Using a single mask for
the entire data set reduces the number of time-consuming geospatial operations to generate
masks from being equal to the number of unique files and time steps down to a single operation.
Reducing the number of spatial querying computations means that there is a fixed time cost to
performing spatial querying operations regardless of the number of files and time steps. That is
comparable to the fixed cost of identifying the array cell corresponding to queries for a set of
coordinates. This removes the additional computing time expense that would otherwise exist
when performing spatial operations. An example of applying a single mask to multiple datasets
is shown in Figure 5.

Figure 5: Apply Mask to Many Arrays
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5

RESULTS

We performed several speed tests and case studies to evaluate our mask generation and
application method and its implementation in the Grids tool. The data used for this evaluation
came from the GLDAS and GFS data products. The GLDAS data came from version 2.1 3hourly dataset from January 1, 2020 through February 29, 2020. These data were duplicated and
converted to GeoTIFF and HDF file formats. The GFS data were a subset of the full GFS
forecast files from January 2020. The subset included only as many arrays of variables as
necessary to keep the disc size of each file at an average of 25 megabytes and therefore
comparable in size to the GLDAS data. The file sizes were kept comparable to so that the
difference in observed performance would only result from the differences in the file formats.

Speed Performance on Local Datasets
When the datasets were stored locally on the same computer where the Grids code was
executed, the time taken to extract a series of values varies based on the file format, the size of
subset being extracted, and the Python package used to read and interpret data from the computer
disc. We test all three of these variables in a full factorial comparison which included all possible
parameter combinations. The results are summarized in Figure 6. The computation time to
extract the timeseries is shown with respect to the kind of extraction and the Python package
used as the file reading engine. Smaller columns indicate faster read times and therefore more
desirable performance.
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Figure 6: Time Series Extraction Times on Local Datasets
We interpretated these data by comparing the file reading engine with the file formats
supported (Table 2). These data indicate that for our test, the pygrib engine, which supports
reading only GRIB data, is the fastest, with an averaged time of less than one tenth of a second
per file in the series. The rasterio engine, which reads GeoTIFF data, follows closely behind. The
cfgrib engine is next with average read times between two and three tenths of a second. NetCDF
and HDF data, as read by the netcdf4 engine, come next with times ranging between 0.35 and 0.5
seconds, respectively. The slowest engine is the xarray engine with read times of 0.6 second.
The trend in speeds matches the work done by the engine to interpret the data and metadata
within the files as a programming object in Python. Pygrib does the least work while xarray does
the most work to try to match the arrays of data with a standard data model. Judging solely in
terms of reading speed, the GRIB format performed the best. However, GeoTIFF or NetCDF
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formats may be preferable to data generators or to end users since the GRIB format has other
weaknesses such as loose organization rules as mentioned previously.

Speed Performance on Remote Data
The time to extract subsets of data varies significantly when retrieving data from a remote
server. Some of the factors which influence the time include the internet upload and download
bandwidth available on the client and cloud server, the computing load on the cloud location at
the time the request is made, the amount of computing power available to the cloud service, and
the amount of user authentication required, among others. In order to minimize the variability
due to these factors, we created an instance of the Thematic Realtime Environmental Distributed
Data Services Data Server (THREDDS) on a stable cloud environment that we controlled (Caron
et al., 1997).
THREDDS is software which creates web services, including OPeNDAP, for gridded
datasets. This instance of THREDDS was only queried by code executing the performance tests
and had ample computing resources and internet bandwidth available. This setup does not fully
take advantage of all available cloud technologies for optimizing computing. Nevertheless, it
roughly approximates ideal conditions for a web server which a scientist might query with the
Grids tools. The results of the speed test are summarized in a plot shown in Figure 7. As with the
local datasets, the columns of this plot indicate total times and shorter columns means faster
speed and more desirable performance.
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Figure 7: Time to Query Remote Datasets Service Using the xarray Reader
The extraction times shown in this figure are nearly uniform across the four kinds of time
series tested. The approximate time per file is just above one second and is an average of 120
trials for each time series. These series were requested using the remote dataset capabilities of
xarray so there is no variability measured with differences in a file reading engine. The trials
were repeated with several formats of data and the variance in measurements and average times
were nearly identical. This suggests that there is not significant variability due to the file
structures or THREDDS software. However, users could expect considerable variation in their
measured times to extract values from remote servers in their applications because of the factors
affected web service performance already described. Additional optimizations or alternate
procedures may be necessary if greater speeds are required for specific use cases.
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Web App Case Study
We developed a web app (The GLDAS App) to validate that the Grid tools work
sufficiently fast for use in web environments. We developed The GLDAS App using the Tethys
Platform. Tethys is an extension of the Django Model View Controller framework built on opensource Python code as well as PostgreSQL databases. Tethys Platform is intended to “lower the
barrier” to creating web apps by providing a command line interface, template apps, code
samples and examples, and documentation which helps users more quickly develop and deploy
web apps (Swain et al., 2016). We selected the NASA monthly-averaged GLDAS product as the
gridded data for this test since the files are small in disc size, easily accessible, and plentiful
spanning more than 70 years. NASA provides an OPeNDaP web service for access to the
GLDAS dataset. However, The GLDAS App is not built to query that web service since it is
intended to demonstrate that, given any multidimensional dataset, this code executes sufficiently
fast to be used in web environments. The GLDAS product spans two spatial dimensions and the
time dimension with about thirty variables depending on these dimensions.
The GLDAS App design consists of a simple interface which shows an interactive map of
the GLDAS data and a server backend which has a copy of the GLDAS NetCDF dataset. The
interface prompts for the GLDAS variable to query, the time range of values to query, and the
location of interest using an interactive map. This query input is sent to the server backend which
uses that information to build and execute Grids code to extract the time series for the requested
area and variable and returns a plot of the variable over time. Figure 8 shows the interface of this
app.
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Figure 8: Web App User Interface for GLDAS Data
We deployed the App on web servers in multiple cloud environments including both
Amazon Web Services and Microsoft Azure. On these cloud instances, users are successfully
able to query time series of the GLDAS dataset with the available data range going from a few
months up to, and including, the entire time range (January 1948 through the present). At the
time of the tests, the web server which hosted the app was experiencing near-ideal conditions
similar to the THREDDS server described previously for retrieving data via web services.
Consequently, the measured speeds were comparable to those presented for an ideal web
processing service. When even greater speeds are required for larger datasets, a more
sophisticated web app could be developed to take advantage of technologies and web
optimization techniques appropriate for the situation. Figure 9 shows an example 10-year time
series of air temperature extracted using the web interface to the GLDAS App.

26

Figure 9: Air Temperature Series Extracted via Web App
World Meteorological Organization Case Study
We developed a second web app (The WMO App) to investigate the suitability of this
method and the Grids code as a general-purpose tool for interacting with gridded data services.
This app accesses the OGC Web Mapping Service and OPeNDAP data service generated by
THREDDS. This app is based on consuming THREDDS services since THREDDS can provide
both mapping and data access services and it is relatively simple to create an instance of a
THREDDS server for many kinds of multidimensional datasets. We developed The WMO App
in support of a World Meteorological Organization (WMO) effort to promote broader access to
multidimensional raster data. We designed The WMO App to function similar to The GLDAS
App except that the data source is an OPeNDAP data service rather than data which has been
downloaded to the server which hosts the web app.
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We used this app to attempt visualization and data retrieval from several datasets across
various THREDDS instances. In these trials, the Grids code was generally successful at
retrieving data time series. The trials revealed a few notable problems rooted in how data are
organized. The problems can be addressed with stronger adherence to existing conventions and
through improving existing data conventions as necessary. One such problem is that
multidimensional spatiotemporal datasets often do not strictly conform to spatial referencing
rules by using the standard Coordinate Reference Systems (CRS). For example, gridded datasets
often use a geographic coordinate system to organize spatial data such as the European
Petroleum Survey Groups (EPSG) 4326 CRS. EPSG 4326 measures longitude from -180 and
degrees to 180 degrees east and west of the prime meridian and measure latitude from -90 to 90
degrees from the equator. The GFS dataset, among others, measures longitude from 0 to 360
degrees from the prime meridian. While this difference can be understood by a researcher and
some map generating engines, most vector spatial datasets generally do not use this coordinate
system and reprojection tools are not available for every non-standard coordinate system. This
irregularity does not make gridded data unusable, but it does inhibit direct integration with
software based on standard geospatial libraries. Each deviation from standard geospatial
conventions makes automatic interpretation and processing of data more difficult.

28

6

DISCUSSION AND CONCLUSIONS

The Grids Python package improves access to multidimensional raster data by providing
simple tools for interacting with data through web services and through reading files directly.
The Grids code and method works on data in several common multidimensional raster file
formats and from appropriate data querying web services such as THREDDS and OPeNDAP.
Grids is flexible in handling data from many formats and has been optimized to reduce redundant
computations and computing time. We presented speed tests and example web apps that show
patterns of how the code performance varies with respect to the choice of file reading Python
package and whether the data are being retrieved from local files or via a web service.
The Grids tool was tested on additional datasets besides those presented. However, these
datasets were exclusively small or medium size files of multidimensional data. Several Earth
Observation data products are considerably larger in file size reaching many gigabytes per file.
These datasets are uniquely difficult to work with because of their size and require highly
specialized computer infrastructure, such as Google Earth Engine, to handle well. While Grids
has been used on some larger datasets, Grids is not recommended as a specialized tool for
handling extremely large datasets.
In all cases, even when using the Grids tool, data should conform to organizational
conventions in order to be queried programmatically and be compatible with web service
software. While noncompliance to conventions does not make data unreadable or unusable,
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compliance to conventions allows for data to be easily used and understood by both human users
and programs (Hoyer & Hamman, 2017). File formats differ on how rigidly they enforce data
organization and how simply they can be programmatically queried. GeoTIFF data are the most
rigid followed in order by NetCDF, GRIB, and HDF. Converging towards a common set of file
formats and conventions allows for tools and methods, such as the Grids tool, to access any
dataset and therefore lowers barrier to accessing data.
We recommend that new data should be generated to conform with existing standards
using existing file formats where possible. We recommend using the Climate and Forecast (CF)
conventions and the NetCDF file format because it is already adopted by web service software,
such as OPeNDAP and THREDDS, and NetCDF is a self-describing format (Cornillon et al.,
2003; Russ Rew et al., 1989). New data should strictly conform to a standard CRS format and
list that stores the metadata appropriately. These practices move data toward being accessible by
end users and their client software while avoiding the problems inherent to weakly defined data
standards.
Data generators should consider offering a web service for visualization and data querying
access where such is practical. This makes data easy to access with data tools such as Grids and
to visualize through mapping engines. Data access and visualization services simplify the
process to use datasets by minimizing or removing the need for scientists to transfer data in bulk
before executing their models. Data consumers should take advantage of web services when
appropriate to simplify their computing workflows.
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7

SOFTWARE AVAILABILITY

The Grids package is available for distribution via the Python Package Index (PYPI), the
Conda-Forge channel of the Conda package manager, and as source code via a GitHub
repository (Hales, 2021). Each of these distributions provide code documentation and examples.
The source code of the demonstration web app for GLDAS data is available through GitHub
(Hales, 2020). The source code of the demonstration web app for the WMO pilot project is also
available through GitHub (Jones et al., 2021). Installation instructions for the specialized Django
framework, Tethys, are referenced from the source code of each web app on GitHub.
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