Abstract-Studies of clustering in Wireless Sensor Networks (WSNs) usually tackle the problems of designing new algorithms and compare them based on a set of properties (e.g. energy efficiency, scalability), lacking the understanding of the underlying mechanisms and communication patterns that lead to these properties. Our approach tackles this lack of understanding by applying techniques developed by complex systems scientists. Functional topology graphs, which describe the interactions between system parts, are used to represent different implementations of clustering in WSNs. We employ a complexity metric -functional complexity (C F ) -to quantify the potential of the functional topology to transport information. Our analysis highlights the trade-off between scalability and energy efficiency, showing that higher values of C F indicate higher scalability and lower energy efficiency.
I. INTRODUCTION
As Wireless Sensor Networks (WSNs) represent large deployments of unattended sensors, which are disposable and expected to last until their energy drains, energy efficiency and scalability are critical factors involved in the design of communication protocols for these devices. The physical topology is dynamic because nodes exit due to the battery discharge resulting in a constant need for adding new nodes to the network. In order to adjust to the constant changes in the physical topology, clustering was proposed in the literature as a network reorganization technique.
Clustering is a technique that allows us to divide a network of nodes into groups called clusters. In addition to the energy efficiency, which explicitly affects the network lifetime, clustering algorithms have a great influence on scalability, load balancing, fault-tolerance, delay reduction, etc. [1] . Since different implementations of clustering in WSNs differ in organizational and communication patterns, the understanding of these patterns allows us to comprehend the aspects of the implementations that lead to certain characteristics, i.e., scalability and energy efficiency. The manner in which parts of the network share information and the extent to which information spreads throughout the network represent important aspects of a clustering algorithm, as they directly impact the system longevity and the scalability of the network. The complex systems science approach we adopt allows us to investigate the amount of information about the system subparts by examining the system as a whole and comparing this to the actual amount of information that exists within the system subparts. In other words, this allows us to quantify the amount of uncertainty of interaction that exists within smaller subparts of the system compared to the uncertainty of the whole system. Here, we extend the work presented in [2] by analyzing the Low Energy Adaptive Clustering Hierarchy (LEACH) algorithm. Additionally, we identify the structural patterns in the functional topology that lead to higher energy efficiency of the Wireless Sensor Network (WSN). We also show how the density of the connections in the functional topology is related to the scalability of the network.
Adaptive clustering, random competition based clustering, Hierarchical Control Clustering (HCC), energy efficient hierarchical clustering, distributed clustering, LEACH, and Hybrid Energy-Efficient Distributed (HEED) clustering are different approaches by the authors of [3] - [15] to solve the problem of clustering in WSNs. The authors of [1] and [16] do not focus on proposing new algorithms, instead they analyze the properties of clustering algorithms proposed by other authors, like scalability, fault-tolerance, connectivity, redundancy elimination, network lifetime, clustering criteria. We focus on the LEACH algorithm proposed in [14] and the HCC algorithm proposed in [13] , due to the importance of these algorithms for WSNs (the LEACH algorithm is one of the most wellknown clustering algorithms, and the HCC algorithm is the most popular multi-tier hierarchical clustering algorithm [1] ).
Complex systems science focuses on the underlying local interactions between system parts which give rise to the global network behavior. In [17] , we propose a framework which allows us to represent network functions with graphs called functional topologies. Therein, we also propose a metric to calculate the functional complexity of an implementation of a network function. Here, we employ our functional framework to model different implementations for clustering in WSNs. Our goal is to highlight the structural patterns present in the functional topology that result in certain properties (scalability and energy efficiency) of the implementation. This allows us to understand the underlying mechanisms that are a product of complex interactions between functional entities.
The main contributions of this paper are:
• We apply a complex systems science approach to analyze clustering in WSNs;
• Our study shows how the density of local connections in the functional topology affects the scalability of a clustering implementation;
• Our results highlight the structural patterns in the functional topology that lead to higher energy efficiency of the WSN;
• Our functional complexity allows us to analyze the 978-1-5090-4372-9/17/$31.00 ©2017 IEEE trade-off between energy efficiency and scalability of a clustering implementation.
II. CLUSTERING ALGORITHMS
Considering the limited energy resources and the size of WSNs, the best approach is to partition the network into interconnected subgroups (clusters), whose local behavior gives rise to the global objective of the network (e.g. minimizing the energy consumption). Generally, clustering includes two phases:
• Set-Up Phase -this phase implies choosing clusterheads. Cluster-heads are nodes that are responsible for the coordination of the clustering process.
• Maintenance Phase -this phase implies reorganization of the clusters in order to add new nodes to the cluster, deal with nodes that leave the cluster, or simply change the roles of nodes (cluster-head or ordinary node) in the cluster in order to achieve higher energy efficiency [18] .
As the maintenance phase implies the reorganization of clusters in order to achieve higher energy efficiency and to adjust to changes in the topology, we focus on this phase. As mentioned previously, we consider two clustering algorithms (the LEACH and the HCC algorithms) proposed in [14] and [13] .
The LEACH algorithm is based on rounds. Each round includes both phases (set-up and maintenance phase). Each node in the network runs the algorithm, and decides randomly which role to play (cluster-head or ordinary node). When a node decides to be a cluster-head it broadcasts this information, whereas each node that decided to be an ordinary node listens to the broadcast messages and joins the closest cluster-head. After all ordinary nodes join one of the cluster-heads, the set-up phase finishes and the maintenance phase starts. In the maintenance phase nodes that belong to the same cluster transfer sensing information to the cluster-head (Figure 1) , and as the LEACH algorithm involves rotating the role of clusterheads between nodes in a cluster, the nodes that belong to the same cluster communicate to each other in order to choose the next cluster-head candidate. The HCC algorithm is a multi-tier hierarchical clustering algorithm which has proven to be highly scalable. The set-up phase involves the Breadth-First Search (BFS) tree discovery and cluster formation. The tree discovery is a distributed formation of a BFS tree rooted at the initiator node. The cluster formation is shown in Figure 2 . The clustering formation process is distributed and it is executed on each node. Based on the tree discovery each node knows its parent node and its child nodes. Each node i discovers the size of its downstream subtree |V i | and reports this to its parent node. The information about the subtree sizes allows us to create the clusters based on the defined cluster size k (number of nodes per clusterthis number is predefined). Each node compares its subtree size |V i | to the defined cluster size k and if k ≤ |V i | < 2k the node initiates the cluster formation on its subtree. As the BFS tree denotes the routes to the base station, the sensing information of all sensors is transmitted using these routes. The maintenance phase involves just the maintaining up to date information on each node about its parent and child nodes.
III. FUNCTIONAL FRAMEWORK
In order to analyze the underlying connectivity patterns of a clustering algorithm, we employ the functional framework introduced in [17] . The framework allows us to represent the implementation of a clustering algorithm with a graph called functional topology. The functional topology is a graph that shows how parts of the system interact with each other in order to execute a network function (in our case the network function is clustering in WSNs). Nodes in this graph represent functional entities involved in the implementation of the network function, and links represent the interactions between them. In the present work we use the functional complexity (C F ) introduced in [17] to capture the non-linear effort of functional parts by analyzing the interactions between nodes involved in the clustering process. C F is based on the Shannon entropy (H(x n )). The reachability of node n (p r (x n = 1) = i n r / j, where i n r is the number of nodes that can reach node n and j is the number of nodes for the given subgraph), defines the potential of node n to interact with any other node in the topology. Since every node in the topology can be in one of the two possible states (reachable or not reachable), the Bernoulli random variable x n is a good fit to describe the potential of interacting among the nodes in the functional topology. In [17] , we introduce an approach which allows us to analyze the functional complexity on different scales r. The scale size r is defined as the number of allowed hops between two nodes. As the analyzed clustering algorithms rely on the communication established between one hop neighbors, in our analysis we focus on the scale size r = 1.
The multi-scale functional complexity is calculated with equation (1).
The functional complexity compares the uncertainty of interactions for a smaller subset ( I r (Λ j ) ) to the amount of information which is expected from the calculation performed on the whole system (I r (Λ N )).
The meaning of the terms appearing in equation (1) is shown in Table I . Due to the focus on the one hop communication (r = 1) for the given algorithms, in our case equation (1) can be simplified and the single-scale complexity is calculated with equation (2) .
is the total uncertainty calculated by considering the whole functional topology for the single scale r = 1.
is the total amount of information of the k th subgraph with j nodes for r = 1, and it is calculated with equation (3).
To maximize the total amount of information of the k th subgraph (I 1 (Λ j k )), the number of links in this subgraph should be small and the links should be uniformly distributed, because Shannon entropy reaches its maximum in this case. Such graphs (sparse graphs with uniformly distributed links for subgraphs with the size j < N) result in high functional complexity, whereas a fully connected and a disconnected graph have functional complexity equal to zero. For more details about the functional framework and the complexity metric expressed by equation (1) the reader is referred to [17] .
The graph shown in Figure 3 is an undirected graph created according to the Von Neumann neighborhood, and it depicts an example of a physical topology of a WSN. A wireless node A can transmit information to another wireless node B only if node B is within the transmission radius R A of node A. In the case of WSNs, we consider the communication between two nodes established only if both nodes can transmit information to each other. In other words, we consider that two nodes can exchange information only if the distance between them is d( A, B) ≤ Min{R A , R B }.
In [17] , we presented an approach to map different frequency allocation algorithms into functional topologies. We apply the same approach to examine the functional topologies of the LEACH and HCC algorithms.
We investigate the influence of the communication patterns on the objectives of clustering algorithms (specifically scalability and energy efficiency) during the maintenance phase. We Fig. 5 . The functional topology of the HCC algorithm for a network of twenty nodes, which represents the BFS tree created based on the physical topology shown in Figure 3 . The white nodes represent ordinary nodes, the black nodes represent cluster-heads, and the gray node represents the base station.
start with the LEACH algorithm. As discussed before, during the maintenance phase of the LEACH algorithm ordinary nodes that belong to the same cluster send their sensing information to the cluster-head, and they talk to each other in order to decide who is the next candidate for the cluster-head role. According to the approach in [17] , we imagine a virtual decision maker entity that is moving from one node to another. At each ordinary node the decision maker entity communicates with the cluster-head and all other ordinary nodes that belongs to the same cluster. At each cluster-head the decision maker entity communicates with each ordinary node that belongs to the same cluster and with the base station. This results in a functional topology with dense local connections (Figure 4 ).
To examine the functional topology of the HCC algorithm we use the same approach presented in the previous example. Again we focus on the maintenance phase of the algorithm in which nodes simply maintain their positions in the BFS tree. The virtual decision maker entity would collect information from the nodes that belong to the subtree of the given node and forward this information to its parent in the BFS tree. Therefore, the functional topology of the HCC algorithm is equivalent to the BFS tree of the physical topology ( Figure 5 ).
IV. ANALYSIS
In order to transfer the information collected at a sensor node to a base station, WSNs establish paths in an ad-hoc manner. Two nodes can exchange information if and only if they are within the transmission radius of each other. However, after the set-up phase of the clustering algorithm finishes, nodes do not communicate to all other nodes that are within their coverage area. At this stage, the information exchange depends on the rules of the clustering algorithm.
The topology of WSNs is subject to constant changes due to the disposable nature of wireless sensors and the constant need to expand and densify the sensing area. Therefore, besides the energy efficiency, clustering algorithms for WSNs have to exhibit scalability. Scalability is the capability of the network to adapt to new nodes joining the network, existing nodes leaving the network, and other nodes migrating from one cluster to another [13] .
The maintenance phase of the LEACH algorithm invokes the set-up phase, where nodes that belong to the same cluster talk to each other to decide which node is the next candidate for the cluster-head role, and each node transfers sensing information to the current cluster-head. Adding a new node to any cluster means establishing a connection to all nodes within the cluster because each node has to be aware of all other nodes that belong to the same cluster, in order to maintain the process of cluster-head elections.
The maintenance phase of the HCC algorithm is simpler than that of the LEACH algorithm. Each node forwards the information of its children and transfers its own sensing information to its parent node. Therefore, adding a new node to the cluster simply means that the new node gets connected to one of the existing nodes which is going to be its parent node. The new node does not need to inform all nodes in the cluster about its arrival, which simplifies the process of adding nodes to the network.
The authors of [3] - [6] and [19] discuss different objectives of clustering algorithms. Among other things, the authors focus on scalability issues and network longevity (energy efficiency) of these algorithms. Hierarchical approaches proved themselves to be more scalable than their non-hierarchical counterpart. The authors of [5] showed that a trade-off exists between network scalability and energy consumption in clustering schemes. Our goal is to investigate the relationship between these objectives and the functional complexity, which would allow us to analyze them together. In [3] - [6] and [19] , the authors emphasize that the LEACH algorithm is designed to extend the network longevity, whereas the HCC algorithm targets scalability as the main objective. In other words, the LEACH algorithm is less scalable and the HCC algorithm is less energy efficient.
The authors of [1] , [3] - [6] show that the cluster-head -base station communication highly affects the network longevity. Hence, we calculate the energy efficiency of a clustering implementation as the ratio between the average number of intra-cluster connections and the number of links between the base station and each cluster-head in the functional topology. If the ratio increases the energy efficiency increases, due to the bigger number of intra-cluster connections as compared to the number of connections between the base station and the cluster-heads. As the scalability of the networks represents the adaptability to changes, we calculate it as the average number of messages sent when a new node joins the network. If the average number of messages increases the scalability of the network decreases.
The relationship between the uncertainty of interactions calculated for all subset sizes and the amount of information which is expected from the uncertainty of the whole system for the LEACH algorithm is shown in Figure 6 . According to equation (2) , the difference between these two measures of uncertainty is the functional complexity of the LEACH algorithm. Figure 4 depicts the functional topology of the LEACH algorithm and it shows that the topology has dense Functional complexity of the LEACH algorithm; the functional topology has twenty nodes and the nodes are divided into 4 clusters; the maximum scale size R is 2; the functional complexity is the area between the green and the blue curves.
local connections (intra-cluster connections), whereas the intercluster connections are sparse. The dense intra-cluster connections result in low scalability of the algorithm, due to the need of interacting with all nodes that belong to the cluster in order to add a new node. In other words, in order to add a node to a cluster, all nodes that belong to the cluster have to update their information. Our analysis shows that for a network of twenty nodes which are divided into four clusters the average number of messages sent when a node joins the network is 3.75. The dense local connections result in smaller values of the average uncertainty of interactions for subsets with size three than we expected from the calculation performed on the whole topology. Figure 6 shows that the uncertainty for subgraphs with the size greater than or equal to four is much higher than expected from the uncertainty of the whole system. This is because of the sparse inter-cluster connections, due to which we can find a lot of subgraphs with these sizes which have uniform distributions of links among nodes. For example, in Figure 4 , if we choose any two ordinary nodes that belong to different clusters, we can create a sparse subgraph with size five. The functional complexity of the LEACH algorithm is 19.24, which is, as we will see below, relatively low compared to an algorithm that is highly scalable. Figure 7 depicts the functional complexity of the HCC algorithm. As shown in Figure 5 the functional topology of the HCC algorithm has sparse intra and inter cluster connections. As the links in the functional topology represent functional dependencies between nodes, a sparse connectivity pattern indicates weak dependencies which result in high scalability. In other words, adding a new node to the network means simply sending a single message to one of the nodes in the topology, declaring it as the parent of the given node. Therefore, the information about a new node joining the network does not have to be transmitted throughout the cluster. The functional complexity of the HCC algorithm is 38.31, which is high compared to the functional complexity of the LEACH algorithm. The energy efficiency of the HCC algorithm is 0.61, which is low compared to the LEACH algorithm (energy efficiency is 1.08) for the same number of nodes which are divided into Fig. 7 . Functional complexity of the HCC algorithm; the functional topology has twenty nodes; the maximum scale size R is 2; the functional complexity is the area between the green and the blue curves. four clusters. Table II shows how the functional complexity, the energy efficiency and the scalability of the LEACH algorithm change for different number of clusters. As shown the functional complexity increases until the number of clusters reaches sixteen, and then it starts decreasing. This is due to the fact that if the number of nodes is fixed, increasing the number of clusters decreases the number of nodes per cluster, which makes the graph more and more sparse until it reaches a point where the graph is not clustered any more and each node talks directly to the base station, i.e. a star graph. If the number of nodes per cluster decreases, the number of intra-cluster connections decreases, and hence, the implementation becomes more scalable. On the other hand, the implementation becomes less energy efficient, due to the increasing number of nodes that communicate directly to the base station.
Changing the number of clusters for the HCC algorithm does not affect the functional complexity of the implementation, because the functional topology does not change. As each node transfers information to its parent node, increasing the number of clusters decreases the number of nodes per cluster, but the information paths do not change (and therefore the functional topology does not change). As the information paths do not change and the information travels according to the established BFS routes, the main purpose of clustering is to logically group nodes in order to provide scalability (due to the hierarchical control architecture) and enable aggregation/fusion of the sensing information at the chosen cluster-heads.
Our analysis confirms the observation made by the authors of [5] , which highlights the trade-off between scalability and energy efficiency. With our complex systems science approach we showed that these aspects of different clustering algorithms can be analyzed together by analyzing the functional complexity of the specific implementation. According to Table II , increasing values of C F lead to the increase of scalability and the decrease of energy efficiency.
V. CONCLUSION
The growing interest in WSNs due to the various applications in IoT results in a great variety of clustering algorithms that support these applications. Very often, one compares these algorithms based on certain properties (e.g. fault-tolerance, delivery delay, energy efficiency, scalability). Comparing these algorithms based on a broad range of properties is very difficult. Additionally, a lack of understanding exists when we try to comprehend the mechanisms that lead to these properties. The aim of this paper is to apply a complex systems science approach to analyze these mechanisms. We use the functional framework that we proposed in [17] to model different implementations of clustering in WSNs. The framework allows us to represent the implementations of network functions with graphs, which are called functional topologies.
The next step after mapping the implementations of clustering into functional topologies is to calculate the functional complexity (C F ) of these topologies. The functional complexity captures the variety of structural patterns in the topology and quantifies the deviation in uncertainty of interactions for a smaller subset of the system from the uncertainty which is expected from the calculation performed on the whole system. In other words, C F quantifies how much information we can not capture simply by studying the whole system, due to the complex relationships that exist between smaller subsets of the system.
In this paper we focus on two clustering algorithms, i.e. the LEACH and the HCC algorithms. Our goal is to investigate the mechanisms that provide high scalability in the case of the HCC algorithm and high energy efficiency for the LEACH algorithm. We also study the trade-off between these two network properties. After briefly introducing the algorithms, we map their implementations into functional topologies, and calculate the corresponding functional complexities.
We show that high functional complexity indicates greater scalability of the implementation. We also show that increasing values of the functional complexity with the number of clusters, indicates lower energy efficiency. We then highlight that a sparse functional topology results in higher complexity. Therefore, our functional topology explicitly explains both the higher scalability (sparse graph) and lower energy efficiency of the HCC algorithm as compared to the LEACH algorithm. 
