An &invertible nonfinite totally positive matrix A is shown to have one and only one "main diagonal." This means that exactly one diagonal of A has the property that all finite sections of A principal with respect to this diagonal are invertible and their inverses converge boundedly and entrywise to A I. This is shown to imply restrictions on the possible shapes of such a matrix. In the proof, such a matrix is also shown to have an la-invertible
INTRODUCTION
Somewhat surprisingly, such restriction to banded matrices was found to be unnecessary in [BFP] , where it was proved that a tp (or, more generally, a sign-regular) matrix A mapping Z,(Z) to Z,(Z) is onto if and only if it has a uniformly alternating sequence in its range. This latter condition means that, for some bounded X, supi( Ax)(i)( Ax)(i + 1) < 0. A similar result had been proved in [Bs] for band matrices, following up a conjecture in [Ml. The argument in [Bs] provided much additional information about the inverse of a banded tp matrix. In the present paper, we obtain the same information for an arbitrary I,-invertible tp matrix.
We prove (in Section 1) that an Z,-invertible tp matrix A E OX IxJ has a "main diagonal." By this we mean that all sufficiently large square submatrices of A taken from consecutive rows and columns and principal with respect to a fixed diagonal are invertible and their inverses are bounded uniformly. This implies that A-' is the pointwise limit of these inverses. We even show that such convergence is monotone. As a consequence, D'A-'D' or its negative is again tp, with DK~ RKXK the diagonal matrix for which ox(Z~)=(-l)~, all kE K. In addition, we show (in Section 2) the uniqueness of such a main diagonal. For the proof, we establish a result of independent interest, namely the existence and uniqueness of an invertible LDU factorization for A. By this we mean the possibility of writing A as the product LDU of bounded and boundedly invertible tp matrices, with L and its inverse unit lower triangular, D and its inverse diagonal, and U and its inverse unit upper triangular.
We also follow up some consequences of the existence of a main diagonal for the matrix A:
(1) A can have only certain shapes. Explicitly, we must have J = I + T for some r. We settle (in Section 3) the related question of possible choices for Z and J in case we only know that A is tp and onto.
(2) The main diagonal must be bounded away from zero. This leads to the observation (made in Section 4) that the entries of A must decay at least linearly away from the main diagonal. We leave open the intriguing question whether, in fact, this decay is exponential, as was shown for arbitrary matrices with a banded inverse in [D] .
In the last section, we settle a conjecture from [BFP] whose consideration gave much impetus to the present paper. We prove that a sign-regular I,-invertible matrix A E R Ix' must already carry c,(J) to c,(Z), i.e., all its columns must vanish at infinity.
We use the following notation and conventions. We use lowercase letters to denote elements of R', i.e., real-valued functions (or sequences) on some integer interval (or, more generally, some integer set) I, with x(i) the ith entry, or value at i, of the sequence x. If K is a subset of I, then xx denotes the restriction of x to K. The ith unit sequence is denoted by e' and defined by ei( i) : = aji, alli,;.
We use the customary abbreviation Z,(Z) for the normed linear space of all sequences x on Z with Ilxll: = Ilxll,: = SUP\X(i)( finite, and use c,(Z) for its closed linear subspace of all bounded sequences x vanishing at infinity, i.e., for which {i E I: 1 x(i)\ > a} is finite for all positive (Y. We use Zr(Z) for the normed linear space of all absolutely summable sequences x on I, i.e., with Ilxlll: = z Ix(i)1 finite, and we make use of the fact that Z,(Z) is the dual of Z,(Z), which, in turn, is the dual of co(Z).
Let also J be an integer interval (or, more generally, a set of integers). We are interested in AE II3 Ix' which carries Z,(J) to Z,(Z), and we identify such a matrix A with the linear map from Z,(Z) to Z,(Z) induced by it. Such A is necessarily bounded, and we denote by II A 11 its map norm. If A is one-one and onto, it is boundedly invertible. We will then say that A is I,-invertible, for short. As with sequences,
We write A(. , i) for the sequence which makes up the jth column of A, and A(i, .) for the ith row. We call the sequence A(. , . + r) the rth band or diagonal of A.
If K X L c I X J, then we denote by A,,, the restriction of A to K X L.
At times, it is also convenient to use the alternate notation On replacing square brackets by round brackets, we get to the determinant:
Thus A(i, i) and A(i) both denote the ith diagonal entry of A -the latter involving an abuse of notation, since A( { i}) would have been correct.
We recall that A is srk (: = sign-regular of order k) if, for some si, . . . , QE {-l,l}andforallKXL~ZXJwithJKI=ILI~k, where I K 1 denotes the cardinahty of the index set K. If all ei = 1, then we use tp, (: = totally positive of order k) instead of srk. If A is srk (tpk) for all k, then A is simply called sr (tp). We intend to make use of Sylvester's determinant identity (see, e.g., [K, p. 31 ) and Hadamard's inequality (see, e.g., [K, P. 881).
EXISTENCE OF A MAIN DIAGONAL
We establish that any Z,-invertible tp matrix A must have a main diagonal. By this we mean that A is the stable limit of its finite sections which are principal with respect to a particular diagonal. It is this diagonal that we then call the "main diagonal." We use the definite article here in anticipation of the uniqueness established in the next section. showing that Ay' = e', and therefore yi = A-'( ., i), all i. We conclude that CL(. , i) converges pointwise on 1, and so, in particular, pointwise to A-'(. , i).
The remainder of the proof relies on the following known fact.
LEMMA 1. Zf BE RnXn is tp and invertible, then, for any intercal
and
The nonsingularity of C is a consequence of Hadamard's inequality. The rest of the lemma follows by repeated application of the special case M = {I,..., n -l}. For this case, use the checkerboard nature of the inverse of a tp matrix and the rank-one correction formula for an inverse (called the Woodbury-Sherman-Morrison formula by numerical analysts), which in this case states that
Of course, this identity also follows from Cramer's rule and Sylvester's determinant identity using
\i,\n as pivot block.
As a corollary, we find that, for an invertible tp BE RnXn, we have l/B(i) G B- '(i), i.e., 1 G B(i)B-'(i), all i, and hence
This shows that the (main) diagonal entries of an invertible tp matrix are bounded away from zero. Returning now to the invertible matrices A,,. obtained earlier, we conclude that their (main) diagonal entries must all be bounded below by l/llr II. Assuming for simplicity of notation that OE I, it follows that, for every L containing 0, the index iL for which A(0, jL) lies on the (main) diagonal of A,,, must come from the set {~EJ: A(O,j)~l/llxll}, and this set is finite since A(0, .) E I,. We are therefore permitted to choose a further subsequence of intervals L increasing to Z (and all containing 0) for which jL = r for some fixed integer r. Since J and L are intervals and A,, L is square, this implies that L + r c J for all such L.
Since A,, x-l (or, more precisely, its extension CL to all of J X Z) converges pointwise to A-', yet CL( j, =) = 0 for all j @ K, it follows that every Jo J is eventually in every K. Finally, Theorem 1 implies that Z + r = J for some r. Hence it is no restriction to assume, after a shift, that Z = J. If Z has a first or a last element, this then forces band 0 to be the main diagonal. 
.,i> '
We have recalled these well-known facts to facilitate discussion of an LDU factorization of a nonfinite matrix. We intend to obtain such a factorization by a limiting process and need therefore to consider the behavior of the LDU factorization of A as we add rows and columns to A.
Let now AE Iw rxJ. We say that the matrices L, D, and U provide a (normalized) LDU factorization for A provided A = LDU, L is unit lower triangular with band 0 as its rightmost (nontrivial) band, D has band 0 as its only nontrivial band, and U is unit upper triangular. We call such a factorization (boundedly) invertible if each factor is bounded and boundedly invertible, with L-l and U' being again triangular.
We are not certain that having a "good" diagonal (i.e., a diagonal all of whose principal minors are nonzero) is sufficient for having an LDU factorization; it may not even be sufficient to have a main diagonal. But if A is also tp, then having a main diagonal is sufficient for having a boundedly invertible LDU factorization. This insures that the main diagonal is unique, as we will see. hence also IIL~'lI,IIU~'II d llA,ll llA~lll d IIAII /IAp'll. Indeed, IA;'1 is again tp and, because of the checkerboard nature of inverses of tp matrices, IUi'l, IDr'l, and (L,'I give the UDL factorization for (A,'1 (i.e., the factorization obtained by starting Gauss elimination at the lower right comer rather than the upper left) and hence satisfy the same bounds. For, if B*(i, i): =B(-i, -i), all i, i-i.e., the order of both the rows and the columns is reversed-then tp is preserved as well as the max-row-sum norm, while, with M, E,V an LDU factorization for B, the matrices M*, E*, and V* provide a UDL factorization for B*. It follows that the inverse of any principal section of L, or U,, is also bounded by II A 1) II A ~ ' II (since it is the corresponding principal section of L,' or ZJ['). Since L, and U,, converge pointwise to L and ZJ, respectively, this implies that any section of L or U principal with respect to band 0 is invertible, with the inverse of that section bounded by II A II II A-' I(. This shows that also L and U (and, of course D) have band 0 as main diagonal, and are, in particular, invertible.
If now r # 0, then we obtain such an LDU factorization (with each factor having band 0 as main diagonal) for the matrix AE-', with E the shift, (Es)(i):
= a(i +l), all i. But then A= LD(UE') does it. n
COROLLARY.
Zf also band s of A is a muin diagonal for A, then s = r.
Proof. By Theorem 2, A has an invertible normalized LDU factorization with band r as the leftmost nontrivial band for the upper triangular factor, as well as one with band s as the leftmost nontrivial band of the upper triangular factor. But, by Lemma 2, these two factors must be the same. n
THE SHAPE OF A NONFINITE TP MATRIX
The fact that any invertible tp matrix AE lwzxJ has a main diagonal implies that Z + T = J for some r. In particular, it rules out certain combinations of Z and J which might, offhand, be possible. For example, the choice Z = -iW is not possible in conjunction with the choice J = N. If we merely know that A is onto or one-one, certain other combinations, though certainly not all, are possible.
In this context, the only properties of the integer intervals Z and J which matter are whether or not they have a first and/or last element. In effect, there are just four choices for Z and J: finite, N, -fW, Z. if A-' is m-banded. In such a case, A-' also decays exponentially, in a trivial way. It would be nice to know whether, in fact, all l,-invertible tp matrices decay exponentially away from their main diagonal.
INVERTIBLE SR MATRICES
It is not possible to extend the above results concerning main diagonals to invertible sr matrices. This is illustrated by the particular matrix B obtained from the identity matrix in Iw z xz by reversing the order of the rows. Every band has singular principal minors of arbitrarily large orders. Of course, one could weaken the notion of main diagonal to demand only that there be some sequence of principal submatrices converging stably to A. It is possible to show that an l,-invertible sr matrix has such main diagonals. For the particular matrix B, though, every band becomes main in this weaker sense, i.e., the distinction becomes empty. This is, of course, not surprising, since for B there is really nothing to distinguish one band from another.
Some of the work reported on in the preceding sections was initially based on the realization that the following conjecture is true. Indeed, this conjecture is now a simple consequence of Theorem 4. It is pointed out in [BFP] that the discussion there of the inverse of a sr matrix could be considerably shortened if this conjecture were to hold for sr matrices. We now prove the following generalization of the conjecture. 
