Non-ergodic delocalized states for efficient population transfer within
  a narrow band of the energy landscape by Smelyanskiy, Vadim N. et al.
Non-ergodic delocalized states for efficient population transfer within a narrow band
of the energy landscape
Vadim N. Smelyanskiy,1 Kostyantyn Kechedzhi,1, 2, 3 Sergio Boixo,1
Sergei V. Isakov,4 Hartmut Neven,1 and Boris Altshuler5
1Google, Venice, CA 90291, USA
2QuAIL, NASA Ames Research Center, Moffett Field, California 94035, USA
3University Space Research Association, 615 National Ave, Mountain View, CA 94043
4Google, 8002 Zurich, Switzerland
5Physics Department, Columbia University, 538 West 120th Street, New York, New York 10027, USA
(Dated: May 25, 2018)
We address the long-standing problem of the structure of the low-energy eigenstates and long-
time coherent dynamics in quantum spin glass models. This problem remains challenging due to
the complex nature of the distribution of the tunneling matrix elements between the local minima
of the energy landscape. We study the transverse field induced quantum dynamics of the following
spin model: zero energy of all spin configurations except for a small fraction of spin configuration
("marked states") that form a narrow band at large negative energy. The low energy dynamics can be
described by the effective down-folded Hamiltonian that acts in the Hilbert subspace involving only
the marked states. We obtain in an explicit form the heavy-tailed probability distribution of the off-
diagonal matrix elements of the down-folded Hamiltonian. This Hamiltonian is dense and belongs to
the class of preferred basis Levy matrices (PBLM). Analytically solving nonlinear cavity equations
for the ensemble of down-folded Hamiltonians allowed us to describe the statistical properties of
the eigenstates. In a broad interval of transverse fields, they are non-ergodic, albeit extended. It
means that the band of marked states splits into a set of narrow minibands. Accordingly, the
quantum evolution that starts from a particular marked state leads to a linear combination of the
states belonging to a particular miniband. Analytical description of this qualitatively new type of
quantum dynamics is a key result of our paper. Based on our analysis we propose the population
transfer (PT) algorithm: the quantum evolution under constant transverse field B⊥ starts at a low-
energy spin configuration and ends up in a superposition of Ω spin configurations inside a narrow
energy window. This algorithm crucially relies on non-ergodic nature of delocalized low energy
eigenstates. In the considered model the runtime of the best classical algorithm (exhaustive search)
is tcl = 2n/Ω. For
√
n B⊥  1, the typical runtime of the quantum PT algorithm
√
tcl e
n/(2B2⊥)
scales with n and Ω as that of the Grover’s quantum search, except for the small correction to the
exponent. Unlike the Hamiltonians proposed for analog quantum unstructured search algorithms,
the model we consider is non-integrable and the transverse field delocalizes the marked states. As a
result, our PT protocol does not require fine-tuning of the transverse field and may be initialized in a
computational basis state. We find that the runtimes of the PT algorithm are distributed according
to the alpha-stable Levy law with tail index 1. We argue that our approach can be applied to study
PT protocol in other transverse field spin glass models, with the potential quantum advantage over
classical algorithms.
I. INTRODUCTION
The idea to use quantum computers for the solution
of search and discreet optimization problems has been
actively pursued for decades, mostly notably in connec-
tion to Grover’s algorithm [1], quantum annealing [2–10],
and more recently, quantum approximate optimization
[11]. Quantum tunneling of collective spin excitations
was proposed and studied experimentally as a mecha-
nism for moving between states in the energy landscape
that can lead to shorter transition time scales compared
to classical Simulated Annealing approaches under cer-
tain conditions [4]. Experimental evidence of the faster
time scales was later corroborated numerically using an
imaginary-time Quantum Monte Carlo (QMC) algorithm
[12, 13]. Furthermore, recent studies [14, 15] have shown
that in QMC, the tunneling corresponds to the Kramers
escape through the free-energy barrier in an extended
spin system that includes spin replicas in an imaginary
time direction. As a result, the incoherent quantum tun-
neling rate does not have a scaling advantage over such a
QMC simulation. This happens because incoherent tun-
neling dynamics corresponded to sequential transitions
connecting individual minima, where each transition is
dominated by a single tunneling path [14]. In this paper
we explore the qualitatively different tunneling dynamics
where a large number of tunneling paths interfere con-
structively, giving rise to "minibands" of the non-ergodic
many-body states delocalized in the computational ba-
sis (i.e. in the Fock space). We demonstrate that the
transport within the minibnads can be used for efficient
quantum search in spin glass problems.
To describe the search task we start from the bi-
nary optimization problem where the goal is to find the
minimum of a classical energy function, E(z), defined
over the set of 2n configurations of n bits (bit-strings)
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2z = (z1, z2, . . . , zn) where zk = {0, 1}. In quantum algo-
rithms E(z) is typically encoded in an n-qubit Hamilto-
nian
Hcl =
∑
z
E(z) |z〉〈z| (1)
diagonal in the basis of states |z〉 called the compu-
tational basis. Hard optimization problems have their
counterparts in spin glass models of statistical physics
[16, 17]. The energy function of a hard optimization
problem is characterized by a large number of spurious
local minima. Low-energy minima can be separated by a
large Hamming distance (number of bit flips transforming
one to another). Such landscape gives rise to an interest-
ing computational primitive: given an initial bit-string
zj with atypically low energy, we wish to produce other
bit-strings with energies in a narrow range ∆Ecl around
the initial one. In general, this can be a difficult search
problem if the number of bit-strings of interest is expo-
nentially small compared to 2n.
Inspired by the Hamiltonian-based approaches to
quantum search [18] and optimization [2–4] we propose
the following quantum population transfer (PT) proto-
col: first preparing the system in a computational state
|zj〉 with classical energy E(zj), we then evolve it under
the Hamiltonian
H = Hcl +HD, HD = −B⊥
n∑
k=0
σkx , (2)
without fine-tuning the evolution time nor the strength
of the time-independent transverse field B⊥. At the final
moment we projectively measure in the computational
basis and check if the outcome z is a “solution”, i.e., z 6=
zj and the energy E(z) is inside the window ∆Ecl. The
second term in the Hamiltonian (2) proportional to B⊥ is
responsible for the PT. It is usually referred to as a “driver
Hamiltonian” in the Quantum Annealing literature [3].
We note that the output of PT z can be used as an in-
put of a classical optimization heuristic such as simulated
annealing or parallel tempering in a “hybrid” optimiza-
tion algorithm [19] where quantum and classical steps
can be used sequentially to gain the complementary ad-
vantages of both [20].
For random optimization problems diagonal matrix el-
ements E(z) of the Hamiltonian (1) correspond to a prob-
lem instance sampled from a particular statistical ensem-
ble. Since off-diagonal matrix elements connect states
separated by one bit-flip, Eq. (2) describes the Hamil-
tonian of the tight-binding model with diagonal disor-
der. The underlying lattice for this model is Boolean
hypercube [21] where individual sites correspond to bit-
strings. The model (2) can be viewed as a generalization
of the Anderson model initially introduced in the context
of transport in finite dimensional lattices [22]. In this
model, as well as in the original Anderson model, there
exist bands of localized and extended states separated in
𝐸
−2𝐵⏊
−(𝑛 − 2𝑚)	𝐵⏊
−(𝑛 − 2𝑚 + 2)	𝐵⏊
−(𝑛 − 2)	𝐵⏊−𝑛	𝐵⏊
−(𝑛 − 2𝑚 − 2)	𝐵⏊
0
−𝑛
band	of	marked	states
Figure 1. Cartoon of the level diagram. Horizontal blue lines
depict the energy levels −B⊥(n − 2m) of the driver Hamil-
tonian HD in Eq. (2) separated by 2B⊥. A narrow impu-
rity band of width W  B⊥ is marked in light green. The
sequence of short black lines depicts the energies of marked
states E(zi). Dashed lines depict the elementary path to lead-
ing order perturbation theory in B⊥ for the tunneling matrix
element cij(E) given in (16). In this paper we focus on the
case of relatively large transverse fields B⊥ > 1 so that the
IB energies lie above the ground state of the total Hamilto-
nian (2) that corresponds to nearly all qubits polarized in x
direction.
energy by a so-called “mobility edge”. Originally, exten-
sions of Anderson model appeared in a variety of many-
body problems in condensed matter physics [23, 24] giv-
ing rise to the concept of many-body localization (MBL).
It was demonstrated in Ref. [21] that MBL is responsible
for the failure of Quantum Annealing to find a solution
of the constraint satisfaction problem (although, the de-
tailed analysis of this effect is still needed [7, 25]).
In models of quantum spin glasses the existence of the
two types of eigenstates and the mobility edge were stud-
ied in Refs. [5, 26, 27]. We expect the Andreson models
on Boolean hypercube have an intermediate phase char-
acterized by the onset of non-ergodic delocalized states
forming narrow minibands. Such a phase has been ob-
served in tight binding models on Random Regular [28]
and fully connected graphs [29].
For spin glass models (2) with B⊥ below the quan-
tum spin glass transition, the probability density function
(PDF) of the eigenvalues Eβ of H is localized around the
mean classical energy, with an exponentially decaying tail
reaching towards the low energy states. We choose the
interval of energies ∆Ecl to be at the tail of the distribu-
tion, of Eβ but sufficiently far from the ground state so
that the typical spacing of eigenvalues is exponentially
small in n. Under these conditions classical states in-
3side the energy window ∆Ecl are located near deep local
minima of the classical energy landscape E(z). Hamming
distances between the minima scale with n and the num-
ber of them is exponentially small compared to 2n yet
still exponentially large in n.
In this paper we apply the PT protocol with Hamil-
tonian (2) to a simple yet nontrivial model of E(z) with
the properties mentioned above
Hcl =
∑M
j=1E(zj) |zj〉 〈zj | . (3)
Here M  1 marked states |zj〉 (n-bit-strings zj) are
chosen uniformly at random from all bit-strings of length
n, with energies E(zj) independently distributed around
−n within a narrow band of width W  B⊥. All other
states z have energies E(z) = 0 and are separated by a
large gap' n from the very narrow band of marked states
(see Fig. 1). This model is inspired by the impurity band
model in doped semiconductors [30]. It also corresponds
to a classical unstructured search problem with multiple
marked states.
We provide a detailed description of the PT dynamics
in the above model by developing a microscopic analyti-
cal theory of the "minibands" of non-ergodic delocalized
states [31]. We derived an effective downfolded Hamil-
tonian in the energy strip associated with the PT. Its
matrix elements correspond to the tunneling between the
deep local minima and obey the heavy-tailed statistics.
The ensemble of downfolded Hamiltonians for PT corre-
sponds to the preferred basis Levi matrices (PBLM). We
use the cavity method for Levi matrices [32–37] to find
analytically the fractal dimension of the delocalized mini-
bands, and the probability distribution of their spectral
width. This allowed us to find the probability distribu-
tion and the scaling with n of the PT times.
It is crucial that the dynamics within the IB of the
model (3) in the transverse field can be non-ergodic yet
delocalized in computational basis. The model is by
no means unique from this point of view. We believe
that the extended but non-ergodic quantum states ex-
ist for quantum extensions of any problem Hamiltonian,
which is characterized by a classical spin glass behavior:
for Random Energy Model [38], Sherrington-Kirkpatrick
model [39], p-spin model [40], K-Satisfiability [41], etc.
Indeed, the main difference between classical and quan-
tum spin-glass models is the existence of the many-
body localized (MBL) phase in the latter case. However
we see no reason to expect a direct transition between
the MBL and ergodic phases without intermediate non-
ergodic phase similar to the case of ordinary Anderson
localization in finite-dimensional space. This difference is
due to the fact that the number of relevant bit-strings at a
given Hamming distance d from a given one increases for
spin-glass models exponentially with d, or even quicker,
whereas for finite-dimensional models this increase is only
polynomial.
A key challenge in developing a theory of non-ergodic
delocalized phase for quantum spin glass models is the
calculation of the statistics of the tunneling matrix el-
ements between deep local minima separated by large
Hamming distances d. We derived analytically its depen-
dence on the transverse field B⊥ and Hamming distance d
using WKB theory of collective spin tunneling in asymp-
totic limit of large n. We demonstrated that in the delo-
calized phase it is qualitatively different from that given
by the leading order perturbation theory in B⊥, known
as a forward scattering approximation (FSA) that has
been previously used in these problems [26, 42–44]. As
a consequence, our results for the scaling of the PT time
with n and the structure of the delocalized eigenstates in
IB model are qualitatively different from the FSA pre-
dictions.
In model (3), the most efficient classical algorithm is
purely random search with running time ∼ 2n. We find
that the typical runtime of the PT algorithm tPT displays
the following scaling dependence on n
tPT ∝
(
2n
Ω log Ω
)1/2
en/(2B
2
⊥) . (4)
Here Ω 1 is the number of computational basis states
within the target window of energies that contribute with
comparable probabilities to the quantum state at the
end of PT. The expression applies in the range of trans-
verse fields n1/2  B⊥ − 1=O(1) (for arbitrary B⊥ see
Eq. (31)).
The dependence of tPT on Ω is the same as in the
multi-target Grover quantum algorithm that searches for
Ω marked states starting from the fully-symmetric state
|S〉 = 2−n/2∑z |z〉. In the Hamiltonian version of this
algorithm [18], one uses the projector to |S〉 as a driver,
HD = w |S〉 〈S|. This algorithm is proven to be optimal
for problems without structure. We emphasize that ac-
cording to Eq. (4) the exponential scaling of tPT with
n differs from that in the Grover algorithm by a term
∼ B−2⊥ that can be made arbitrary small at sufficiently
large transverse fields.
PT algorithm is qualitatively different from the quan-
tum annealing, adiabatic optimization and Hamiltonian
implementation of Grover search because it exploits the
structure of the excited energy spectrum. The PT Hamil-
tonian H (2) is non-integrable and its eigenstates are de-
localized in the low-energy manifold.
In analytically tractable example considered here the
PT algorithm has new and potentially advantageous fea-
tures compared to the Grover algorithm whose Hamilto-
nian is integrable and all of its eigenstates but one are lo-
calized. Therefore the quantum evolution resulting from
the Grover Hamiltonian cannot form a massive superpo-
sition of Ω 1 solutions if it starts from a computational
basis state. The algorithm must always start from the
state |S〉. Moreover, Grover’s algorithm performance is
exponentially sensitive to fine-tuning of the weight of the
driver w on the scale δw ∼ 2−n/2√Ω. In contrast, the
scaling of the runtime of PT (4) with n is robust to the
choice of B⊥ that can take on a broad range of values for
4B⊥  1.
The nearly optimal (Grover-like) performance of the
PT protocol is the consequence of the asymptomatic or-
thogonality between the eigenstates in the marked state
subspace to the rest of the Hilbert space. This suppresses
the population transport from the marked states to the
O(2n) of states |z〉 with classical energies Ez = 0 even at
large B⊥. Such "orthogonality catastrophe" cannot be
obtained within the perturbative in B⊥ approach such
as FSA.
The paper is organized as follows. Sec. II contains a
qualitative discussion of the main results. In Sec. III we
develop a down-folding procedure to reduce the original
problem to the nonlinear eigenproblem in the marked
state subspace. In Sec. IV we calculate the off-diagonal
(tunneling) matrix elements of the down-folded Hamilto-
nian and studied their dependence on n and Hamming
distance using Wentzel-Kramers-Brillouin (WKB) the-
ory. In Sec. V we develop an expansion of the nonlinear
eigenproblem near the center of the IB shifted by trans-
verse field and obtain the effective HamiltonianH of the
PT problem. In Sec. VI we study the statistical ensemble
of HamiltoniansH . Sec. VII discusses numerical results.
In Sec. VIII we study the PT within the Born approxi-
mation. In Sec. IX we estimate the number of states in
the miniband. In Sec. X we provide an overview of the
cavity method for dense random matrices. In Sec. XI we
solve the cavity equations and obtain the distributions of
the real and imaginary parts of self-energy. In Sec. XII
we discuss the complexity of PT algorithm. In Sec. XIII
we provide a comparison between PT and Grover’s algo-
rithm with multiple target states and systematic errors in
oracle phase and driver weight. In Sec. XIV we provide
a summary and concluding remarks.
II. QULATITATIVE DISCUSSION OF RESULTS
Each marked state |zj〉 is a deep local minimum of E(z)
separated from other minima by a typical Hamming dis-
tance n/2 while the separation from the nearest market
state is also extensive dmin=O(n) for M=2µn and µ < 1.
The transverse field B⊥ gives rise to multiqubit tunnel-
ing between the states. The tunneling amplitudes from
a given minimum to its neighbors located at a Ham-
ming distance d decrease exponentially with d while the
number of neighbors increases exponentially with d for
d = O(n). As a result, an eigenstate |ψβ〉 of H as-
sociated with the impurity band can become delocal-
ized over a large subset of marked states Sβ with size
1 |Sβ | ∝Mα and 0 < α ≤ 1. For α = 0 the eigenstate
|ψβ〉 is localized, for α = 1 the eigenstate is delocalized
in the entier space of marked states. For 0 < α < 1 the
eigenstate can be considered "non-ergodic" and its sup-
port set Sβ is sparse in the space of the marked states.
We express the transition probability from |zj〉 to |z〉,
P (t, z|zj) =
∣∣∣∑β 〈z|ψβ〉 〈ψβ |zj〉 e−iEβt∣∣∣2 , (5)
in terms of the eigenstates and corresponding eigenval-
ues of H, where H |ψβ〉 = Eβ |ψβ〉. In the delocalized
phase, for a given state |zj〉 there exists a large set of
eigenstates |ψβ〉 that have peaks at |zj〉. These eigen-
states possess important properties [28, 29, 45]: they
have largely overlapping supports ∩βSβ ≈ S (zj), and
they are close in energy thus forming a narrow mini-band.
The mini-band width Γ may be interpreted as the inverse
scrambling time and determines the width of the plateau
in the Fourier-transform of the typical transition prob-
ability P˜ (ω, z|zj) [29].1 In other words, the significant
PT of P (t, z|zj) from the initial marked state |zj〉 ∈ S
into the other states of the same miniband S occurs over
the time tPT ∼ 1/Γ. The window ∆Ecl is related to the
miniband width Γ.
Understanding the properties of non-ergodic delocal-
ized states is crucial for describing the dynamics of quan-
tum spin glasses driven by many-body coherent tunnel-
ing processes. Developing its microscopic theory is a
challenging problem. This paper studies the transport
problem in an "impurity band" (IB) model (3) by mak-
ing use of the down-folded Hamiltonian in the marked
state subspace derived in Secs. III, V. While the origi-
nal Hamiltonian (2) is sparse in the basis of states |z〉 (it
couples only states separated by Hamming distance 1),
the down-folded Hamiltonian H (38) is a dense M ×M
matrix.
The transverse field leads to a uniform shift ∼ B2⊥ of
the marked state energies as shown in Sec. V, (33)-(34).
Diagonal elements of Hii are given by the marked state
energies counted off from the center of the shifted im-
purity band. Their PDF is assumed to be exponentially
bounded with some width W .
Each pair of marked states is coupled via multi-qubit
tunneling. The off-diagonal matrix elements Hij =
V (dij) cosφ(dij) are completely determined by the Ham-
ming distance dij between the marked states zi and zj .
The amplitude V (d) decays steeply with d, inversely pro-
portional to a square root of
(
n
d
)
(see Eq. (39)). The
phase φ shown in Fig. 5 monotonically increases by O(1)
when d is changed by 1. In the analysis of spectral prop-
erties of Hij the quantity cosφ(dij) can be replaced by a
random sign. The explicit form of V (d) and phi(d) is ob-
tained using WKB theory of collective spin tunneling. At
B⊥ > 1 the tunneling paths correspond to long spin-flip
sequences connecting the initial and final states. They
include many loops passing through the the states with
Ez = 0 that are neglected in FSA.
1The same plateau width characterizes the frequency depen-
dence of the eigenfunction overlap correlation coefficient K(ω) =
M
∑M
j=1
∑
β,β′ | 〈j|ψβ〉 |2| 〈j|ψβ′ 〉 |2δ(ω − Eβ + Eβ′ ) [29].
5The typical matrix element between the two marked
states is Vtyp ∼ n22−n/2e−n/(4B2⊥). The typical matrix
element between a given marked state and its nearest
neighbor is also exponentially small in n but it is ex-
ponentially larger than the value Vtyp. This fact corre-
sponds to a strong hierarchy of the off-diagonal matrix
elements ofHij which is a signature of their heavy-tailed
probability density function [33, 37]. Such matrices are
called Levi matrices.
The PDF of the rescaled squared amplitudes wij =
V 2(dij)/V
2
typ derived in Sec. VIB is
PDF(w) =
1
w2
√
pi logw
, w ∈ [1,∞). (6)
The particular form of scaling is the direct consequence of
the fact that our problem has no "structure": the tunnel-
ing matrix elements depend only on Hamming distance
and marked states are chosen at random.
The key difference of the ensemble of matrices Hij
from Levy matrices studied in the literature [33–35, 37]
is that the dispersion, W , of the diagonal matrix ele-
ments is much larger than the typical magnitude of the
off-diagonal elements Vtyp. Therefore Hij can be called
preferred basis Levi matrices (PBLM).
We note that the existence of heavy tails in the PDF
of the off-diagonal matrix elements of the down-folded
Hamiltonian H is due to the infinite dimension of the
Hilbert space of the original problem (2) for n → ∞.
This happens because the exponential decay of the ma-
trix elements with the Hamming distance d is compen-
sated by the exponential growth of the number of states
at the distance d from a given state. We believe that
the PBLM structure is a generic feature of the effective
Hamiltonians for PT at the tail of the density of states
in quantum spin glass problems.
Unlike the standard Levi ensemble, the eigenstates of
PBLM allow for the existence of non-ergodic delocalized
states when the width W is much bigger than the largest
off-diagonal matrix element in a typical row of Hij and
much smaller than the the largest off-diagonal element in
a matrix
VtypM
1/2 W  VtypM . (7)
For smaller dispersion W > VtypM1/2 the matrix eigen-
states are ergodic while for W ? VtypM the eigenstates
are localized. Such phase diagram resembles the one in
the Rosenzweig-Porter (RP) model [29, 36]. The differ-
ence of RP from PBLM is that the statistics of the off-
diagonal matrix elements in the RP ensemble are Gaus-
sian [46] rather than polynomial (6). In this paper we will
focus on exploring PT transfer within the non-ergodic
delocalized phase, which is more likely to generalize to
other models. We note that the localized phase does not
support population transfer.
Because of the PBLM structure of the HamiltonianH
one can expect that the runtime of the PT protocol tPT
will have a heavy-tailed PDF whose form is of practical
interest. It is closely related to the PDF of the miniband
widths Γ ∼ 1/tPT. We obtained the PDF(Γ) by making
use of the cavity method for random symmetric matrices
[32, 33, 35, 47].
In previous work the cavity equations were solved only
in their linearized form, i.e., near the localization tran-
sition. We were able to solve fully nonlinear cavity
equations in the delocalized non-ergodic phase. We ob-
tained the boundaries of the phase in terms of the ra-
tio of W/Vtyp and also the form of P(Γ) inside the
phase. It is given by the alpha-stable Levi distribu-
tion [33, 48] with the tail index 1, most probable value
Γtyp = Vtyp(piΩ log Ω/4)
1/2, and characteristic dispersion
piΓtyp/(4 log Ω) where Ω is the typical number of states
in the miniband. This number Ω = (piMVtyp/W )2 is
a square function of the ratio of the typical tunneling
matrix element Vtyp to the level separation W/M . In
a non-ergodic delocalized phase M  Ω  1 and the
typical PT time tPT ∼ 1/Γtyp obeys the condition
(M logM)−1/2  tPTVtyp ∼ (Ω log Ω)−1/2  1 . (8)
We build on the observations made in the IB model
and provide qualitative arguments that PT will have a
quadratic speed up over QMC in some quantum search
problems where tunneling is a computational bottleneck.
III. DOWNFOLDING INTO THE SUBSPACE
OF THE MARKED STATES AND NONLINEAR
EIGENPROBLEM
The driver Hamiltonian HD in Eq (2) connects bit-
strings that are separated by a Hamming distance d=1.
We note that, on one hand, marked states are sepa-
rated by large Hamming distances dij with typical value
d = n/2. Therefore a pair of marked states |i〉 and |j〉
is coupled by elementary spin-flip processes correspond-
ing to high orders (HD)k of the driver Hamiltonian with
k ≥ dij . On the other hand, the resolvent of the driver
Hamiltonian
G(E) =
1
E −HD . (9)
connects directly every pair of marked states. Further-
more, because HD is invariant under permutations of
bits, the matrix elements Gij(E) = 〈zi|G(E) |zj〉 depend
only on the Hamming distance dij between the corre-
sponding states. They are exponentially small in n for
extensive dij = O(n). Therefore, one might expect that
under certain conditions the quantum evolution stays ap-
proximately confined to the marked state subspace and
can be naturally described by the downfolded Hamilto-
nian whose M ×M matrix representation is dense in the
basis of marked states.
6We use the identity
G(E)Hcl |ψ〉 = |ψ〉 , (10)
where E and |ψ〉 is an eigenvalue and the corresponding
eigenvector of H. We introduce a new vector
|A〉 =
√
Hcl |ψ〉 (11)
that has no support in the subspace orthogonal to that of
marked states. Then, multiplying both parts of equation
(10) by
√
Hcl, we obtain after simple transformations
(Hcl + Λ) |A〉 = E |A〉 , (12)
where
Λ =
√
HclHDG(E)
√
Hcl . (13)
The operator Λ plays the role of a “driver Hamiltonian”
in the downfolded picture, and it couples states in the
marked subspace.
Equation (12) can be written in matrix form (see Ap-
pendix, Sec. A for details)
M∑
j=1
Hij(E)Aj = EAi, (14)
where Ai = 〈A|zi〉 and Hij is a dense symmetric M ×M
matrix
Hij(E) = δijE(zi) +
√
E(zi)E(zj) cij(E) . (15)
Here δij is the Kronecker delta and
cij(E) = c(E, |zi − zj |) = 〈zi|HD 1
HD − E |zj〉 , (16)
is a coupling coefficient that depends only on a Hamming
distance |zi − zj | between the bit-strings zi and zj .
We note that (14) has the form of a nonlinear eigen-
problem. A solution of (14) for theM -dimensional vector
|A〉 with nonzero norm requires
det[H(E)− IE] = 0, (17)
where I is the identity matrix. Because the downfolded
Hamiltonian H(E) explicitly depends on the energy E,
different roots Eβ of the equation (17) correspond to dif-
ferent Hamiltonian matricesHij(Eβ). This can be under-
stood from the fact that the original 2n×2n Hamiltonian
(2) couples the M dimensional marked state subspace to
the rest of the Hilbert space. Therefore, the projections
of the eigenvectors |ψβ〉 of H onto the subspace are, in
general, neither normalized nor orthogonal. The same
is true for the corresponding vectors |Aβ〉 =
√
Hcl |ψβ〉.
The normalization condition for the projections has the
form (see Appendix A for details)
M∑
j,i=1
1
Qji(Eβ)
ψβ(zj)ψβ(zi) = 1. (18)
where
1
Qij(E)
=
√
E(zi)E(zj) d
dE
(Hij(E)
E
)
. (19)
This condition along with Eqs. (14)-(17) completely de-
fines the eigenvector projections onto the marked state
subspace and the corresponding eigenvalues.
We observe that there are exactly M roots Eβ of (17)
that originate from M classical energies of the marked
states E(zj) at B⊥ = 0. These eigenvalues and the corre-
sponding eigenstates will be the sole focus of our study.
Here we just mention briefly that the rest of the states
originate in the limit Hcl → 0 from the eigenstates of the
driver Hamiltonian whose energy levels −B⊥(n − 2m)
(shown in Fig. 1) correspond to the total spin-x projec-
tions n−2m ∈ [−n, n]. The levels −B⊥(n−2m) have de-
generacy
(
n
m
)
, which is partially lifted due to the coupling
to the impurity band with M states. The splitting of the
driver energy levels −B⊥(n−2m) increases as a function
of transverse field in the vicinity of “resonances” with the
levels of the impurity band where B⊥(n− 2m) ≈ −n for
integer values of m. At resonance, the eigenstates of the
driver with total spin-x projection n−2m are strongly hy-
bridized with the marked states |zj〉. As will be discussed
below, the width of the resonances remains exponentially
small in n for B⊥ = O(n0). In Fig. 6 we plot the evolu-
tion of the energy spectrum of the Hamiltonian H as a
function of transverse field for the case of two impurity
states M = 2.
IV. COUPLING COEFFICIENTS IN THE
DOWNFOLDED HAMILTONIAN
The coupling coefficient cij(E) ≡ c(E, dij) for i 6= j
determines the off-diagonal matrix element of the down-
folded Hamiltonian (15) corresponding to the tunneling
transition that connects marked states |zi〉 and |zj〉. In
the IB model, the tunneling matrix element depends only
on the Hamming distance dij between the states. It can
be calculated in explicit form from Eq. (16). For this we
use the basis of eigenstates |x〉 of the driver Hamiltonian
HD |x〉 = HxD |x〉 in Eq. (16). They correspond to bit-
strings x = (x1, . . . , xn) of individual qubits polarized in
positive xa = 0 and negative xa = 1 direction of the x
axis. The eigenvalues of the driver HxD = −B⊥(n− 2hx)
depend only on the Hamming weight of the bit-strings x.
Therefore one can perform explicitly the partial summa-
tion over basis vectors |x〉 in (16) under the conditions
that
∑
a x
a = k for all bit positions a such that zaj 6= zai ,
and
∑
a x
a = l for all a where zaj = zai . Finally the result
(16) can be written as a double sum over k ∈ (0, n− dij)
7and l ∈ (0, dij)
cij(E) =
n−dij∑
k=0
dij∑
l=0
(
n
k
)(
n− dij
l
)
(−1)l 2−n
1 + EB⊥(n−2k−2l)
.
(20)
Here dij is the Hamming distance between bit-strings zi
and zj . Plots of coupling coefficients as a function of
Hamming distance d based on (20) are given in Fig. 2.
They display qualitatively different behavior depending
on the value of the parameter nB⊥/|E|.
For nB⊥/|E| < 1 the coefficient c(E, d) decays expo-
nentially with d in the entire range of values d ∈ [0, n].
For nB⊥/|E| > 1 the coefficient decays until d ∼ n/2,
corresponding to minimum overlap between the marked
states, and then begins to grow. For large transverse
field B⊥  1 the behavior with d is nearly symmetric
with respect to d = n/2 and to leading order it does
not depend on B⊥. Unfortunately, the expression (20)
is quite involved and is not suitable for the study of the
asymptotic properties of the population transfer in the
limit of large n.
For a very weak transverse field B⊥  n−1/2 using
perturbation theory in B⊥ to the leading order one can
obtain a standard expression [26] for the coupling coef-
ficient, |c(E, d)| ' d !(B⊥/n)d. It is given by the sum of
the transition amplitudes over the d! shortest paths be-
tween the states |zi〉 and |zj〉 separated by a Hamming
distance d. Intermediate states |z〉 along each path cor-
respond to E(z) = 0 while energies of initial and final
states are −n (see Fig. 1).
For larger transverse field values (but still B⊥  1)
the perturbative expression in the small-B⊥ limit can
be modified to include the range of B⊥ = O(n0) but
B⊥  1. In that range
|c(E, d)| ' d !
(
B⊥
n
)d
e
B2⊥
(
d2(3n−2d)
6n2
+ n12
)
. (21)
One can see that for small B⊥ matrix element falls down
with d extremely steeply despite the presence of the fac-
torial factor d ! in (21). We note that this perturba-
tion (FSA) expression is qualitatively valid in the range
B⊥ < |E/n|  1. It gives a correct leading order form of
the mobility edge in quantum REM [26, 42–44] at small
B⊥  1.
For transverse field, B⊥ > |E|/n, the dependence of
cij(E) on dij changes qualitatively. It becomes non-
monotonic, reaching its minimum at the point n/2 of
minimum overlap between the bit-strings zi and zj . In a
certain region around the minimum it has oscillatory be-
havior, as seen in Fig. 2. The boundary of this region is
shown with black dots. The details of the behavior in the
oscillatory region are shown in Fig. 4. The exponential
dependence of the envelope of c(E, d) on d is captured
by the factor 1/
(
n
d
)
and is independent on the transverse
field strength. This region of d and values of B⊥ > |E|/n
are of the most relevance to the transport in non-ergodic
minibands which is of central interest to in this paper.
A. WKB calculation of coupling coefficients
In this paper we develop an approach (described in the
Appendix B) based on the WKB theory for large spin
[49] to calculate the coefficient c(E, d) for n  1 and
arbitrary values of transverse fields B⊥ without relying
on perturbation theory in B⊥. The coefficient cij(E) can
be expressed in terms of the operator of the total spin-x
projection Sx = 1/2
∑n
j=1 σ
j
x
cij(E) = δij − E 〈zi| (E + 2B⊥Sx)−1 |zj〉 . (22)
We will utilize the basis of eigenstates |m〉 of the op-
erator Sz =
∑n
k=1 σ
k
z corresponding to its eigenvalues
m ∈ [−n/2, n/2] and the maximum value of the total
spin S = n/2
Sz |m〉 = m |m〉 , m = −n/2, . . . , n/2 . (23)
The state |n/2− d〉 is a normalized sum of all computa-
tional basis states |z〉 with d spins pointing in the nega-
tive z direction and n − d spins pointing in the positive
z direction (m = n/2− d)
|n/2− d〉 = 1√(
n
d
) ∑
z∈{0,1}n
δ|z|, d |z〉 . (24)
Here |z| = ∑nk=1 zk and δk,d is a Kronecker delta.
Because the coefficients cij(E) (20) depend only on
the Hamming distance |zi−zj | between the bit-strings zi
and zj , we can assume, without loss of generality, that in
Eq. (22) one of the bit-strings, e.g., |zj〉, corresponds to
all individual spins pointing in the positive z direction
|zj〉 = |00 . . . 0〉 ≡ |n/2〉 (mz = n/2) (25)
The main observation is that we can pick, instead of
the state |zi〉, any computational basis state |z〉 whose
Hamming weight satisfies the condition |z| = |zi| without
changing the value of the coefficient cij(E) = c(E, |zi|).
Therefore averaging both sides of the Eq. (22) over the
states |zi〉 that satisfy the condition |zi| = d for some
integer d ∈ [0, n] we obtain
c(E, d) = δd,0 − E√(
n
d
)Gn2−d,n2 (E) . (26)
Here Gm,n2 (E) = 〈m| (E + 2B⊥Sx)−1 |n/2〉 are the ma-
trix elements of the resolvent (9) of the transverse field
Hamiltonian HD between the states (24) that belong to
a maximum total spin subspace S = n/2.
As will be shown below, for typical instances of the en-
semble of Hamiltonians H, the Hamming distance from
a randomly selected marked state to its closest neigh-
bor is an extensive quantity O(n). Therefore the above
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Figure 2. Colored lines show the dependence of the
rescaled logarithm of the coupling coefficient n−1 log c2(E, d),
Eq. (20), on the rescaled Hamming distance d/n for n = 400.
The energy E is set to the value E(0) ' −n−B2⊥ that reflects
the overall shift of the impurity band due to the transverse
field (cf. (33),(34)). Different colors correspond to differ-
ent values of the transverse field B⊥=1.93 (red), 1.43 (blue),
1.11 (green), 1.01 (brown), 0.99 (purple), 0.95 (gray). The
scale along the y-axis suggests that c(E(0), d) scales exponen-
tially with n for d/n = O(n0). The inset shows the leading
order factor in the d-dependence of the coupling coefficient
for B⊥ > |E|/n (cf. (30)). Black dots show the boundaries
d = n/2−m0, n/2+m0 of the region of the oscillatory behavior
of c(E, d) with d given by WKB theory (29) (see Appendix B
for details).
off-diagonal matrix elements of the resolvent can be ana-
lyzed in a semiclassical approximation corresponding to
S = n/2 1. This approximation for the quantum prop-
agator of a large spin and diagonal elements of the resol-
vent was considered in [50, 51] using the spin coherent
state path-integral representation. The analysis in these
papers was quite involved because the path-integral for-
mulation requires a careful treatment of the fluctuation
determinant and a so-called Solari-Kochetov correction
in the action. Also, these results were focused on a gen-
eral case of large spin Hamiltonian and only considered
diagonal elements of the resolvent. Because of this, in-
stead of trying to extend the results in [50, 51] to our
case, we follow a different path.
The resolvent satisfies the equation
I − 2B⊥SxG(E) = EG(E)
where I is the identity operator. We write this equation
in the basis of states |m〉 (23). From (9) we obtain
δm,n2 +
∑
s=±1
u(m− s/2)Gm+s,n2 = EGm,n2 , (27)
u(m) = −B⊥
√
L2 −m2, L = n+ 1
2
. (28)
In the limit of large n  1 we solve this equation us-
ing the discrete Wentzel-Kramers-Brillouin (WKB) ap-
proximation method [49, 52]. In the WKB analysis of
Eq. (27) the function 2u(m) plays the role of an effec-
tive potential for the classical system with coordinate
m and energy E. For 2u(m) > E the WKB solution
for the resolvent Gm,n/2(E) displays an oscillatory be-
havior with m while for 2u(m) < E it exponentially in-
creases with m. The boundaries of the oscillatory region
m ∈ [−m0(E),m0(E)] are “turning points” of the classi-
cal motion and are given by the condition 2u(m0) = E
(see Fig. 3) where
m0 =
√
L2 −
(
E
4B⊥
)2
. (29)
In Fig. 4 we plot the comparison between the coefficient
c(E, d) computed based on the exact expression (20) and
the WKB asymptotic (details of the WKB analysis are
given in Appendix B).
𝐴 = 𝜋𝑟%
Type	equation	here.
−2𝐵8𝐿
−𝐿 𝐿0 𝐸−𝑚= 𝑚= 𝑚
2𝑢(𝑚)
Figure 3. The black line shows the plot of 2u(m) (28) vs
m between the interval boundaries ±m=L=(n + 1)/2. The
horizontal dashed-dotted blue line depicts the region of oscil-
latory behavior of Gm,n/2(E) with m for a given E described
by the WKB solution (30) (see also Eq. (B5) in Appendix)
and shown in Fig. 4. The boundaries of this region are the
turning points m = ±m0(E) given by Eq. (29) and depicted
with blue dots. The regions ofm ∈ [m0(E), L]∪[−L,−m0(E)]
correspond to the exponential growth of Gm,n/2(E) with m
(or decrease with d = n/2 −m). The WKB solution for the
right region is given in Eq. (B10).
In what follows we will be interested in the region
d ∈ [n/2−m0, n/2+m0] withm0 '
√
(n/2)2 − (E/B⊥)2
defined by the condition u(m0) = E. This is the region
9of oscillatory behavior of c(E, d) with d where the lead-
ing order exponential dependence on n is given by the
expression
c(E, d) ∝ 1√(
n
d
)e−nθ(B⊥) sinφ(E, d) , (30)
with the prefactor given in Appendix, Eqs. (B23),(B24).
The function θ(B⊥) in (30) equals
θ(B⊥) =
2 arctanh
(
B−1⊥
)
+B⊥ ln
(
1−B−2⊥
)
4B⊥
. (31)
It behaves at large argument as θ ' 1/(4B2⊥).
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Figure 4. The blue curve shows the d-dependence of the
(rescaled) coupling coefficients c(E, d) computed from the ex-
act expression (20) with n = 224 and E = −226.15. We
denote the binomial coefficient as
(
n
d
) ≡ Cnd . The transverse
field is B⊥ = 1.459. For this value of B⊥ the impurity band
levels E(zj) lie approximately in the middle of the interval
between the p = 34th and p = 35th excited energy levels
−B⊥(n−2p) of the driver Hamiltonian. Red points depict the
d-dependence of the same rescaled coefficients c(E, d) given by
Gn/2−d,n/2 exp(nθ) and determined by the asymptotic WKB
expressions given in Appendix (see (B10),(B13)). Dashed
lines indicate the boundaries of the oscillatory behavior of the
WKB solution (B9). The inset shows the plot for the exponen-
tial d-dependence of the rescaled coupling coefficient −c(E, d)
in the region of its monotonic behavior d ∈ [1, n/2 −m0(E)]
(cf. Eqs. (B13),(26)). The solid blue line corresponds to the
exact expression (20), while the approximate WKB solution
is shown with red points.
An explicit form of the WKB phase φ(E, d) in (30) is
given in Appendix, Eq. (B11). The dependence of the
phase on d for different values of B⊥ is shown in the
Fig. 5. This phase varies by O(1) when d is changed by
1 and it is responsible for fast oscillation of the coupling
coefficient with the Hamming distance between marked
states d. Its dependence on d simplifies in the limit of
large transverse field B⊥  1:
φ(E, d) ' pid
2
− pin
4
χ(1/2− d/n)
B⊥
, (32)
where χ(x) ' 1 − 2 arcsin(x)/pi + O(n−1). The second
term in (32) is much smaller the the first one, and varies
very little when d is changed by 1. A predominately
linear dependence of φ(E, d) on d at large fields can be
seen in Fig. 5. This property will be important in the
analytical study of population transfer.
-1.0 -0.5 0.0 0.5 1.0-0.6
-0.3
0.0
0.3
0.6
1-2d/n
(ϕ d-ϕ
n/2)/n
Figure 5. Plots of the WKB phase φd ≡ φ(E, d) of the oscil-
lations of the coupling coefficient c(E, d) with the Hamming
distance d for a number of qubits n = 1000. Both axes are
rescaled by n. The phase is plotted relative to its value at
d = n/2. We set the energy E = E0) where E(0) ' −n−B2⊥
reflects the overall shift of the impurity band due to the trans-
verse field (cf. (33),(34)). Different color curves correspond
to different values of B⊥ > |E|/n with B⊥ =1.1 (brown),
B⊥ =1.2 (orange), B⊥ =1.5 (red), B⊥ =2.1(green), B⊥=3.2
(blue), B⊥ = 10 (black). Each curve varies in its own range
n/2−d ∈ [−m0,m0] wherem0 is given in (29) and determines
the region of oscillatory behavior of the coupling coefficients
(see Appendix B for details). For B⊥ '1 the region of os-
cillatory behavior shrinks to a point d ' n/2. In the limit
of large values of B⊥  1 this behavior occupies almost the
entire range d ∈ [0, n].
For large transverse fields the magnitude of the squared
coupling coefficient (30) can be estimated to exponen-
tial accuracy as c2(E, d) ∼ exp[−n/(2B2⊥)]/
(
n
d
)
. We note
that the number of marked states Md accessible via all
possible d-bit flips from a given state is Md = M2−n
(
n
d
)
.
Therefore the leading order dependence of the coupling
coefficient on d is proportional to 1/
√
Md. As will be
shown later, in the limit of large transverse fields this
leads to a nearly Grover complexity of the PT algorithm,
up to a factor ∼ exp[−n/(4B2⊥)], which gives very small
correction to Grover scaling for large B⊥. However when
d decreases below the boundary value d < n/2 − m0,
the coupling coefficient grows exponentially faster than
1/
√
Md, as follows from the discussion in Appendix (cf.
Eq. (B13)).
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V. DOWNFOLDED HAMILTONIAN NEAR
THE CENTER OF THE IMPURITY BAND
The coupling coefficients c(E, d) (20) decay exponen-
tially with Hamming distances for d = O(n) (see details
in Sec. IV). Marked states are selected at random and
Hamming distances between them are order n when the
number of the statesM is exponentially smaller than 2n.
Because the off-diagonal matrix elements of the down-
folded HamiltonianHij(E) ∝ c(E, dij) they are exponen-
tially small in n. At the same time the width of the dis-
tribution of energies of the marked states E(zj) = −n+j
is also assumed to be very small, W  B⊥ (it is expo-
nentially small in n for the cases of interest). Therefore
we can solve the nonlinear eigenvalue problem (14)-(17)
by an iterative approach treating the off-diagonal part
of H(E) and terms ∝ j as a perturbation. Details are
given in Appendix C.
At zeroth-order in the perturbation, the down-folded
Hamiltonian H(0)ij (E) = δijn(c(E, 0)− 1) has one M -fold
degenerate energy level E(0) that is a root of the equation
H(0)ij (E) = E that originates from the marked state en-
ergy, E(0) → −n, in the limit of B⊥ → 0. Using c(E, 0)
from Eqs. (16), (20) the explicit form of the equation for
E(0) is
E(0) = −n−∆0 , (33)
∆0 = n2
−n
n∑
d=0
(
n
d
)
B⊥(n− 2d)
n+ ∆0 −B⊥(n− 2d) . (34)
Here ∆0 is the root of the above transcendental equation
that satisfies the condition limB⊥→0 ∆0 = 0. In general,
the sum (34) is dominated by the region of values of d
such that |d − n/2| = O(n1/2) where the factor 2−n(nd)
reaches its maximum ∼ n−1/2. In that region we replace
the binomial coefficient with a Gaussian function of d
and the summation with the integral over d. Taking the
integral we obtain ∆0 in a form of a series expansion in
powers of n−1
∆0 ' −B2⊥ −
B4⊥
n
+O(n−2), (35)
A comparison between the exact and asymptotic solu-
tions for ∆0 is shown in Fig. 6. For B⊥  n1/2 the
overall shift of the energies of the marked states is nega-
tive and quadratic in B⊥.
According to Eq. (18) all M degenerate eigenstates
|ψ〉β have the same weight Q(E(0)) =
∑M
j=1 |ψ(0)β (zj)|2
on the marked state subspace. In the large n limit we
have
Q(E(0)) ' 1− B
2
⊥
n
+O(B4⊥/n2). (36)
Under the condition ∝ B2⊥/n  1, the eigenstates are
1.0 1.2 1.4 1.6 1.8 2.0
-54
-53
-52
-51
-50
B⊥
Eβ
Figure 6. Solid lines show the dependence on the transverse
field B⊥ of the eigenvalues Eβ of the non-linear eigenvalue
problem with Hamiltonian H(E) for the case of n = 50 and
M = 2. The plot shows the repeated avoided crossing between
the two systems of eigenvalues. One system (colored lines)
corresponds to the eigenvalues of the transverse field (driver)
Hamiltonian HD = −B⊥
∑n
k=0 σ
k
x in the limit Hcl → 0. The
second system of eigenvalues corresponds to the energies of
the two marked states in the limit B⊥ → 0. The splitting of
the eigenvalues is exponentially small in n and not resolved
in the plot. The asymptotic expression (33),(34) for the two
eigenvalues E(0)1,2 = E
(0) neglecting the tunneling splitting and
setting E(zj) = −n for all j ∈ [1,M ] are shown with dashed
gray line.
dominated by their projections on the marked state sub-
space. In the limit n → ∞ they are asymptotically or-
thogonal to the computational basis states outside the
IB. Such "orthogonality catastrophe" cannot be obtained
within the perturbative in B⊥ approach such as FSA.
The exact dependence of the weight Q on transverse
field B⊥ is given in Fig. 7. The expression (36) is valid for
B⊥ away from their "resonant" values B⊥,p ' n/(n−2p)
where the M -fold degenerate energy level "crosses” the
eigenvalues of the driver Hamiltonian, E(0) = −B⊥(n −
2p), for integer values of p, as shown in Fig. 6. The width
of such resonance regions ∆B⊥,p ∝ 2−n/2
(
n
p
)
remains
exponentially small in n for n/2− p n1/2.
In this study we will focus on the off-resonance case
depicted in Fig. 1. One can see from Fig. 6 that B⊥,p
increases with p and so is the width of resonance region.
For B⊥ parametrically large compared to unity one needs
to make sure that n is also large enough so that the width
of the resonance regions is small (cf. Fig. 8). Away from
resonance, all M impurity band eigenstates are well lo-
calized in the marked states subspace (cf. (36)).
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Figure 7. The solid red line shows the dependence of the total
weight Q vs transverse field B⊥ for n = 40. Vertical black and
blue lines, respectively, depict the locations of p-even and p-
odd resonances B⊥ = B⊥ p defined in the text. The total
weight Q undergoes sharp decreases in the vicinity of even
resonances. For p < 5 the resonance regions are so narrow
that dips in Q are not seen. The width of the regions grow
steeply with p.
100 150 200 250 300
1.2
1.4
1.6
1.8
2.0
2.2
2.4
n
B
⊥max
Figure 8. Plot of the maximum value of the transverse field
at mid-resonance point Bmax⊥ as a function of n. We defined
Bmax⊥ = (B⊥ p +B⊥ p+1)/2 where B⊥,p ' n/(n− 2p) satisfies
the equation E(0) = −B⊥,k(n− 2p) and the integer p is equal
to its maximum possible value p = pmax for which the weight
factor Q = Q(B⊥ p +B⊥ p+1)/2) ≥ 0.98.
In the spirit of the degenerate perturbation theory,
there exists an effective Hamiltonian H that determines
the correct zeroth order eigenstates and removes the de-
generacy of the energy levels
H |ψ(0)β 〉 = E(1)β |ψ(0)β 〉 , (37)
Its matrix in the basis of the marked states has the form
Hij = δiji+nc(E(0), dij) where we neglected small non-
important corrections (see Appendix C). Using the ex-
pression for the coupling coefficient (30) given in Ap-
pendix B, ((B23),(B24)) we have
Hij = δijj + (1− δij)Vij
√
2 sinφ(dij) . (38)
Here φ(d) ≡ φ(E(0), d) is a WKB phase shown in Fig. 5
that describes the oscillation of the matrix elements with
the Hamming distance. Its explicit form is given in Ap-
pendix B, Eq. (B11) and also above in Eq. (32) for the
case of large transverse fields. The amplitude Vij equals
Vij ≡ V (dij), V (d) =
√
A(d/n)
n5/4 e−nθ(B⊥)√(
n
d
) , (39)
where i 6=j and the coefficient A(ρ) equals (cf. (B24))
A(ρ) =
√
pi
32
e−B⊥ arccothB⊥
(B2⊥ − 1)υ(ρ) sin4(φ(n/2))
, (40)
υ(ρ) =
(
1− (1− 2ρ)
2
1−B−2⊥
)1/2
. (41)
It is independent on n apart from the phase φ(n/2) whose
explicit form is
φ(n/2) =
pi
4
(
n(1−B−1⊥ )−B⊥
)
. (42)
The function θ(B⊥) is given in (31). Expanding (31) in
the limit B⊥  1,
θ ' 1
4B2⊥
+
1
24B4⊥
+
1
60B6⊥
+ . . . . (43)
In that limit θ  1. We note that even for modest values
of transverse field, e.g., B⊥ ' 1.46 (corresponding to that
in the Fig. 4) the first term provides a good estimate to
the value of θ ' 0.13 (error 9%). We shall refer to H in
(38) as the Impurity Band (IB) Hamiltonian.
The form of the IB Hamiltonian (38) only applies to the
region of oscillatory behavior dij ∈ [n/2−m0, n/2+m0] of
the coupling coefficients cij(E) with Hamming distance
dij wherem0 is given in (29). This above condition for dij
is always satisfied in a typical row of the matrix dij for the
values of M considered in the paper (see the discussion
in Appendix G and Eq. (G32)).
VI. STATISTICAL ENSEMBLE OF THE
IMPURITY BAND HAMILTONIANS
Properties of the eigenstates and eigenvalues (37) of
the IB Hamiltonian H (38) determine the population
transfer within the Impurity Band and are thus of the
central interest for us in this study. They depend on the
statistical ensemble of IB Hamiltonians. In the model
considered in this paper diagonal elements j of H are
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selected at random, independently from each other and
from the choice of the corresponding marked states |zj〉.
In the present discussion we assume that the PDF p() of
j is exponential bounded with the widthW . The results
do not depend on the particular form of p(). For the
sake of specificity in calculations we will use the window
function form
p() = θ (W/2− ||) , (44)
where θ(x) is a Heaviside theta function. For the physical
effects discussed in the paper to take place the width W
needs to scale down exponentially with n
lim
n→∞ log(W
1/n) = O(n0). (45)
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Figure 9. Red points show the empirical probability distri-
bution M (d)j vs d with M
(d)
j =
∑M
j=1 δ(dij − d). Here dij
is a matrix of Hamming distances dij between the set of M
randomly chosen n-bit-strings (marked states) and i is a ran-
domly chosen marked state. The distribution corresponds
to M = 107and n = 60. Black stars connected by a black
line show the samples md from multinomial distribution with
mean values 〈M (d)j 〉 = Mpd where pd is binomial distribution
(46).
A. Off-diagonal matrix elements
For fixed energies j the matrix of the IB Hamilto-
nianHij is entirely determined by the symmetric matrix
of Hamming distances dij between the bit-strings corre-
sponding to the marked states. The set of M bit-strings
is randomly sampled from the full set of all possible 2n
bit-strings {0, 1}n without replacement, see Appendix D.
Elements of the matrix dij above or below the main diag-
onal will be considered independent from each other and
taken from the binomial distribution pd,
pd =
1
Z
2−n
(
n
d
)
, Z =
n∑
d=1
2−n
(
n
d
)
, (46)
under condition 1  M  2n/2. Then, for a given row
of the matrix M × M of Hamming distances dij , the
numbers of elements M (d)j with dij = d are samples from
the multinomial distribution with mean values 〈M (d)j 〉 =
Mpd (see Fig. 9). According to (38),(30) the statistical
ensemble of IB Hamiltonians (38) corresponds to that
of symmetric random matrices whose associated graphs
are fully connected and matrix elements are statistically
independent.
As will be seen below the spectral properties ofH that
are relevant for our study are determined by V2ij and not
by the oscillatory factor in (38). Therefore we will be
interested in the PDF of V2ij
P (V2ij) =
n∑
d=1
pd δ(V
2(d)− V2ij) , (47)
where i 6= j.
1. Typical and extreme values of the off-diagonal matrix
elements Vij
For a randomly chosen row of the matrix of Hamming
distances dij the most probable value (mean) of its ele-
ments equals to n/2. According to (39), the off-diagonal
matrix elements Vij decrease rapidly with the Hamming
distance dij , reaching the minimum value at dij ' n/2.
Therefore a typical minimum value of the matrix ele-
ments Vij corresponds to a typical value overall. We
estimate it using Eq. (39) and Stirling’s approximation
Vtyp = V (n/2) '
(
piA2
2
)1/4
n22−n/2e−nθ . (48)
where coefficient A = A(E(0), 1/2) (40) is essentially n-
independent between the resonances and θ is given in
(31). The matrix elements Vij that scale with n as the
typical value in (48) correspond to |n/2− dij | = O(
√
n).
We note that in the Fig. 9 the plot points do not reach
the boundaries of the interval d = 0, n. In the matrix of
Hamming distances dij the typical smallest off-diagonal
element in a randomly chosen row can be estimated as
followsMpdmin = 1 where pd is binomial distribution (46)
min
j 6=i, 1≤j≤M
dij ∼ dmin, M2−n
(
n
dmin
)
= 1. (49)
Using Stirling’s approximation for factorials in the limit
n  1 it is easy to show that minimum Hamming dis-
tance in a row is extensive for M = 2µn, µ < 1.
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The typical largest magnitude off-diagonal matrix ele-
ment in a randomly chosen row of Vij is equal to V (dmin).
Using Stirling’s approximation in (39) we get,
max
j 6=i, 1≤j≤M
|Vij | ∼M1/2 Vtyp . (50)
Using (48) one can see that the maximum off-diagonal
matrix element in a randomly chosen row is still expo-
nentially small in n.
Similarly, one can estimate the typical value of the
absolute minimum dabs min of a Hamming distance dij
between a pair of marked states. This distance remains
extensive for µ < 1,M = 2µn. This distance corresponds
to the overall largest in magnitude element of the matrix
Vij
max
1≤i<j≤M
|Vij | ∼MVtyp . (51)
Using (48) the largest element is exponentially small in
n provided that µ < 1/2 which corresponds to the con-
dition of statistical independence of the elements of Vij .
A tight bound for the maximum eigenvalues of H can be
obtained using Gerschgorin circle theorem [53], see Ap-
pendix E.
B. Heavy tails
It can be shown that the variance of Hij is not a good
statistical characteristic of its PDF and is dominated by
the extremely rare atypical instances of the ensemble (see
details in the Appendix F). We observe that the relation-
ship between the typical matrix element (48), maximum
matrix element in a randomly chosen row of Vij (50), and
the largest element of Vij overall (51) form a strong hier-
archy that is a characteristic of the ensemble of dense ma-
trices with broad non-exponential distribution of matrix
elements (Levy matrices) [33]. The form of the hierarchy
[37] suggests (up to a logarithmic factors) the following
asymptotic behavior at the tail of the PDF of the matrix
elements:
PDF(V2ij) ∝ |Vij|−2,
for |Vij |  Vtyp.
We will build on the above observation and obtain the
explicit form of the PDF of the matrix elements P (V2ij)
(47), including its tails. In the asymptotic limit of large
n  1 we consider n to be a continuous variable (the
validity of this approximation will be justified below).
We replace the summation over d in (47) by an integral
and Kronecker delta δ(x) by Dirac delta
P (V2ij) '
∫ n
0
px δ(V
2(x)− V2ij)dx . (52)
This expression is obtained using the analytical contin-
uation of the binomial distribution pd (46) from the in-
teger domain d ∈ (0, n) onto the interval of a real axis
x ∈ (0, n) in terms of the Beta function and the resulting
identity
∫ n
0
dx px = 1 (see Appendix G for details).
In what follows we will study the rescaled quantities
wij =
V 2ij
V 2typ
≡ V
2(dij)
V 2typ
, (53)
where i 6= j and Vtyp is given in (48). We apply Stirling’s
approximation for the binomial coefficient in Eq. (39) and
(46) and obtain asymptotic expressions for V 2(d) and pd,
respectively. Plugging them into the (52) and taking the
integral there we can obtain the PDF
g(wij) = V
2
typ P (V
2
typ wij) . (54)
whose form is given in Appendix, Eqs. (G14),(G15).
The following assumption will be applied throughout
the paper
M = 2µn, µ 1. (55)
According to Eqs. (39), (49),(G5) a typical largest el-
ement in a randomly chosen row of the matrix wij is
∼M . Therefore based on (55) the following condition is
satisfied in a randomly chosen row of wij
1
n
log2 wij  1 (1 ≤ wij >M) . (56)
Under this condition, the PDF of wij takes a particularly
simple form, g(w) ' g∞(w)
g∞(w) =
1
w2
√
pi logw
, w ∈ (1,∞) , (57)
with normalization condition
∫∞
1
g∞(w)dw = 1. Details
of the derivation are given in Appendix G.
The above analysis assumes the scaling behavior (39)
of Vij with dij that requires |n/2 − dij | < m0 with m0
given in (29). As shown in Appendix G this condition
is always satisfied for a typical row of dij provided the
constraint (55) on the values of M .
C. Preferred basis Levy matrices (PBLMs)
The problem of population transfer is reduced to the
analysis of the described above ensemble of real symmet-
ric M ×M matrices Hij of the down-folded IB Hamilto-
nian (38). The matrices Hij form an ensemble of pre-
ferred basis Levy matrices (PBLMs), a generalization
of Levy matrices actively studied in the literature (cf.,
e.g., [33–35, 37]). Unlike Levy matrices PBLMs have
a new control parameter: the ratio of typical diago-
nal to off-diagonal matrix elements W/Vtyp that con-
trols the preferential basis (computation basis). This dis-
tinction is analogous to that between Gaussian Orthog-
onal ensemble (GOE) and the Gaussian ensemble with
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broken SU(N) symmetry, the Rosenzweig-Porter (RP)
model [46].
Recent studies of RP ensemble [29] demonstrated two
localization transitions that occur with varying parame-
ter that controls the relative weight of the diagonal and
off-diagonal matrix elements. One of them is the An-
derson transition from localized to the extended states
that are non-ergodic and posses distinct multifractal fea-
tures. These states and the corresponding eigenvalues
are organized in "minibands” so that the states within
the same miniband mostly share the same support over
basis states. The spectral width of the minibands is poly-
nomially small (inM) compared toW . The second tran-
sition is from the extended non-ergodic states to the ex-
tended ergodic states similar to the eigenstates of the
Gaussian Orthogonal Ensemble. We demonstrate analo-
gous behavior in the IB model and analyze the population
transfer in the non-ergodic regime.
VII. NUMERICAL SIMULATIONS:
MINIBANDS OF NON-ERGODIC DELOCALIZED
STATES
In this Section we report exact diagonalization analy-
sis of both the eigenvector statistics and the dynamical
eigenstate correlator. Instead of the sparse 2n×2n Hamil-
tonian Eq. (2), it is efficient to diagonalize the dense
M ×M matrices obtained by down-folding the Hamilto-
nian into the marked states subspace. This allows access
to systems of n = 200 qubits, reducing the finite size ef-
fects. The down-folded matrix Hamiltonian ensemble, is
constructed as in Sec. VI,
Hii = i, Hij = nc(E
(0), dij), (58)
where the diagonal elements m are distributed uniformly
in the energy window [−n−W/2,−n+W/2], and the
off-diagonal elements are constructed by sampling Ham-
ming distances between uniformly random bitstrings of
length n and using Eq. (20) with E = E(0) determined
from Eqs. (33),(34).
We introduce the scaling of the width of the distribu-
tion of m with the matrix size M ,
W = λMγ/2Vtyp , (59)
where γ is a real non-negative parameter that controls
the scaling of the typical diagonal to off-diagonal matrix
element Vtyp given in Eq. (48), and λ is an auxiliary
constant of order one.
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Figure 10. The inverse participation ratio I2 =
∑
i | 〈i|ψβ〉 |4
as a function of the average classical (at vanishing transverse
field) energy level spacing δ in units of the typical coupling
Vtyp for different numbers, M , of states in the impurity band.
We see that for δ/Vtyp ≥ 1 the eigenstates become local-
ized and I2 → 1 independent of M , indicative of eigenstates
localized on single bitstring each.
A. Eigenvector statistics
We define the inverse participation ratios (IPRs) Iq
and the entropy Hz as,
Iq =
∑
i
|〈ψβ |i〉|2q, (60)
Hz = −
∑
i
|〈ψβ |i〉|2 ln |〈ψβ |i〉|2, (61)
where ψβ denotes an eigenstate with eigenvalue Eβ . IPR
I2 is the second moment of the wave function probabil-
ity distribution |〈ψβ |i〉|2 in the computational basis (bit-
strings) |i〉. The entropy Hz characterizes the support
set of an eigenstate in the computational basis [54], i.e.
the subset of bitstrings where the probabilities |〈ψβ |i〉|2
are concentrated.
Fig. 10 shows the participation ratio I2 as a function
of the ratio of mean level spacing δ to the typical ma-
trix element Vtyp, a measure of the number of states in
resonance with a typical classical level i. The regime
δ  Vtyp corresponds to the localized phase, where the
eigenstates have significant weight on a small number of
bitstrings that are close to each other in Hamming dis-
tance. In this regime I2 ∼ 1 and is system size inde-
pendent. In our model marked states are separated by
Hamming distance d ≈ n/2 + O(√n) with high prob-
ability and therefore most localized states have sharp
peaks at exactly one bitstring, hence I2 ≈ 1. As the ra-
tio δ/Vtyp decreases I2 becomes system size dependent.
Fig. 11 indicates that the combination I2M/3 ∼ 1 be-
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Figure 11. The re-scaled inverse participation ratio I2M/3 as
a function of the re-scaled impurity band width W/(MVtyp)
for different numbers, M , of states in the impurity band. We
see that in the ergodic regime, W/(MVtyp) ≤ 1, we have
I2M/3 = 1, corresponding to the orthogonal Porter-Thomas
distribution of states in the impurity band. The inset shows
the numerical probability distribution of normalized proba-
bilities Mp for an eigenstate over computational states z in
the ergodic regime in black, and the analytical orthogonal
Porter-Thomas distribution in red. Qualitative arguments
in Section VIII suggest that in the non-ergodic delocalized
regime I2M/3 ∝ (W/(MVtyp))2. The black line is propor-
tional to (W/(MVtyp))2 and we see that I2M/3 aligns with
this quantity as long as we do not enter the localized regime
δ/Vtyp ≥ 1, see Fig. 10.
comes system size independent as level spacing becomes
smaller than the typical matrix element, characteristic
of the delocalized regime, where the wave function am-
plitude spreads over O(M) bitstrings, |〈ψβ |i〉|2 ∼ 1/M .
Saturation value of I2M ∼ 3 is consistent with approach
to Porter-Thomas distribution of the wave function am-
plitudes. Both Figs. 10 and 11 show a wide intermediate
region between the localized and ergodic phases where
non-ergodic dynamics is expected. This intermediate
regime becomes apparent in Fig. 12 where we introduce
the multi-fractal dimensions Dq and D1 which determine
the scaling of Iq and Hz with M , respectively,
ln Iq(M) = −Dq(q − 1) lnM + cq, (62)
Hz(M) = D1 lnM + c1, (63)
where cq is a q-dependent fitting parameter. The ex-
tracted dimensions shown in Fig. 12 as a function of the
parameter γ vary continuously between Dq = 1 in the
ergodic phase γ ≤ 1 and Dq = 0 in the localized phase
γ ≥ 2, with 1 < γ < 2 corresponding to non-ergodic
regime for q = 1, 2.
0
0.2
0.4
0.6
0.8
1
1 1.2 1.4 1.6 1.8 2
D
q
γ
D1
D2
D from K(ω)
D from K(ω) with log
2 − γ
Figure 12. The multifractal dimensions D1 (defined in
Eq. (63)) and D2, (defined in Eq. (62)) as functions of γ
for the ensemble of IB Hamiltonians with the dispersion of
classical energies W = λVtypMγ/2, with λ = 3.3. All the
multifractal dimensions Dq approach 1 in the ergodic regime
(γ = 1) and 0 in the localized regime (γ = 2). The difference
between D1 and D2 is also likely due to finite size effects. We
also extract a scaling exponent from the dynamical correlator
(see Eqs. (65),(66)). Dot-dashed line corresponds to the ana-
lytical value in the Rosenzweig-Porter limit given by Eq. (69).
B. Eigenstate overlap correlator for non-ergodic
minibands
Population transfer dynamics in the non-ergodic
regime can be characterized by the survival probability,
see Section II. The Fourier transform of the survival
probability for a given initial marked state i is given by,
pi (ω) = Re
∫ ∞
0
dteiωt |〈i|ψ(t)〉|2
= pi
∑
β,β′
|〈i|ψβ〉|2 |〈ψβ′ |i〉|2 δ(Eβ − Eβ′ − ω). (64)
Note that the limit ω → 0 gives the inverse participation
ratio of a given bitstring in the basis of eigenstates,
pi (0) = pi
∑
β
|〈i|ψβ〉|4 . (65)
The average of pi(ω) over the initial state is related to
the overlap correlation function K(ω) defined by [29],
K(ω) ≡ 1
M
∑
i,β,β′
|〈ψβ |i〉|2|〈ψβ′ |i〉|2δ(Eβ − Eβ′ − ω)
=
1
piM
∑
i
pi (ω) . (66)
The fractal dimension extracted from the scaling of K(0)
with M is shown in Fig. 12, it follows closely those ex-
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Figure 13. We plot the rescaled overlap correlation
function K(ω)Γε vs. ω/Γε, where Γε = ΓtypMε and
Γtyp = 2Σ
′′
typ is the typical mini-band width and Σ′′typ ∝
VtypM
1−γ/2(logM)1/2, Eq. (125). Different curves corre-
spond to different values of M , and collapse well with ε =
0.05. We used the ensemble of IB Hamiltonians with a dis-
persion of classical energies W = λVtypMγ/2, with γ = 1.2
and λ = 3.3.
tracted from the IPR in the computational basis. The
collapse of the plots in Fig. 13 is achieved when the fre-
quency is rescaled by the characteristic energy,
Γε = ΓtypM
ε, Γ ∝ VtypM1−γ/2(logM)1/2, (67)
with a fitting parameter ε  1. The correlator K(ω) is
constant for a range of energy differences ω < Γε and de-
cays quickly ∝ ω−2 as ω > Γε. This can be interpreted
in terms of the formation of non-ergodic mini-bands of
eigenstates that share support in computation basis: for
an average bitstring there is a range of eigenenergies Eβ
within a width Γε around a bitstring dependent value j
where the eigenfunction overlaps with zj are relatively
large, whereas for larger energy difference the correlation
decays quickly below the value corresponding to uncor-
related case K(ω) < 1/M i.e. the amplitudes repel each
other. The relation between the survival probability and
eigenfunction overlap correlator, Eq. (66) suggests that
the characteristic population transfer is given by the in-
verse of the characteristic energy scale of the miniband
width Γε, the range of energy eigenstates with significant
amplitude at the given bitstring. The auxiliary fitting
parameter takes a small value ε = 0.05 indicating only
a small deviation from Γtyp most likely due to finite size
effects. In Appendix M we show the results of direct sim-
ulation of dynamics of the model in the course of the PT
protocol and confirm the scaling of the PT time.
C. Discussion of numerical results
The size of the matrix of marked states used in exact
diagonalization M ≤ 20000 is a small fraction of the size
of the total Hilbert space Hamiltonian 2n × 2n with n =
200. For such a small sample the distribution of Ham-
ming distances dij between marked states is dominated
by |dij − n/2| ∼ O(
√
n). In this regime the square of
the off-diagonal matrix element, see Sec. IV, has approx-
imately Gaussian dependence on dij (cf. Eqs. (39),(48))
H 2ij ≈ V 2typ exp
(
2
n
(
dij − n
2
)2)
, (68)
and the probability to find a pair of bitstrings at a smaller
distance dij is strongly suppressed. The sign of Hij
rapidly fluctuates as a function of dij resulting in a neg-
ligible average 〈Hij (d)〉 ∼ O(2−n). The distribution of
off-diagonal matrix elements in Eq. (68) is non-Gaussian
and instead has a heavy tail that cannot be fully charac-
terized by the variance alone, see Section VIB and Ap-
pendix F where we introduced the class of Preferred Ba-
sis Levy Matrices and derived the asymptotic form of
the distribution of matrix elements. For numerically ac-
cessible matrix sizes M we expect the deviation from the
Gaussian distribution in the observables to be very small.
The eigenstate statistics and the respective fractal di-
mensions for the model Eq. (68) can be calculated using
strong disorder perturbation theory. The calculation pro-
ceeds similarly to that in Ref. 29 resulting in,
D1 = D2 = 2− γ. (69)
Comparison of the approximate Eq. (69) with numerical
results is shown in Fig. 12 as the dot-dashed line. It
appears that the D1 and D2 do not quite coincide with
each other nor with Eq. (69), which may be due to finite
size effects.
It is instructive to draw an analogy between character-
istics of the PBLMs and that of the Rosenzweig-Porter
(RP) model from random matrix theory, see Ref. 29 and
46 and references therein, where the matrix elements are
given by Gaussian random variable with zero mean and
variance for diagonal and all off-diagonal matrix elements
set 〈H2ii〉 = 1 and 〈H2ij〉 ∝ Mγ . Transition points be-
tween localized, delocalized and non-ergodic delocalized
regimes as well as perturbative expressions for fractal di-
mensions Eq. (69) are consistent in the two models. The
dynamical correlator also shows similar behavior indica-
tive of the formation of minibnads of non-ergodic eigen-
states with the leading exponent 1−γ/2 in the scaling of
the population transfer time withM coinciding in the two
models. The prefactor (logM)1/2 however is affected by
the heavy tail of the distribution of the matrix elements
and needs to be calculated analytically. It is difficult to
extract it accurately from the numerical simulations due
to the finite size effects.
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VIII. BORN APPROXIMATION FOR THE
TRANSITION RATES
In this section we develop a simple picture relying on
Fermi Golden Rule (FGR) to study the rates of popu-
lation transfer away from a given marked state to a set
of other marked states inside the same miniband. As-
sume that the system is initially prepared at a randomly
chosen marked state |zj〉. The probability amplitude to
remain in the initial state |zj〉 equals
ψ(zj , t) =
∑
β
ψ2β(zj)e
−iEβt , (70)
where |ψ(t)〉 evolves with the IB Hamiltonian H (38)
and H |ψβ〉 = Eβ |ψβ〉. If the eigenstates dominantly
coupled to the marked state |zj〉 are extended then the
amplitude ψ(zj , t) will undergo decay in time.
Here we calculate ψ(zj , t) using a simple effective Fano-
Anderson model for the decay of a discrete state into a
continuum [55]. This model captures the Born approx-
imation for the ensemble of Hamiltonians introduced in
Sec. VI. The model Hamiltonian H˜ is obtained from the
IB Hamiltonian H (38) by zeroing out all off-diagonal
matrix elements except those in the jth column and the
jth row connecting state |zj〉 to the rest of the marked
states. The Hamiltonian H˜ has the form
H˜ = j |zj〉 〈zj |+
∑
m6=j
(m − iη) |zm〉 〈zm| (71)
+
∑
m6=j
Hjm(|zj〉 〈zm|+ |zm〉 〈zj |) ,
where the summation is over m ∈ [1..M ], m 6= j. We
consider the dynamics on a time scale when the popu-
lation of the state |zj〉 decays into the other states and
introduce a small imaginary part −iη to their energies.
It is assumed to be much bigger than the typical energy
spacing, η  δ = W/M but smaller than the time scale
on which the decay takes place. We introduce the param-
eterization similar to that in Sec. VII for the distribution
of energies j ,
W = λVtypM
γ/2 , (72)
where λ is a (redundant) number of order of O(M0).
The amplitude ψ(t, zj) has a well-known form [55]
ψ(zj , t) =
∫ ∞
−∞
dz
pi
Σ′′j (z) exp(−izt)
(z − Σ′j(z)− j)2 + (Σ′′j (z))2
, (73)
where we used a short-hand notation
Σj(z) = Σ
′
j(z)− iΣ′′j (z) (74)
for real and imaginary parts of self-energy of the marked
d jm=d3 d jm=d2 d jm=d1 
miniband 
Figure 14. Cartoon of the energies of the marked states m
within the impurity band. Energy levels are shown with solid
black lines forming groups arranged vertically. All states |zm〉
within one group lie at the same Hamming distance djm = d
from a given state |zj〉 with d increasing from right to left. The
energy level j is depicted at the right side of the figure with
thick black line. Arrows depict the transitions away from the
initial state |ψ(0)〉 = |zj〉 into the marked states |zm〉 whose
energy levels lie inside the miniband of the width Γj centered
at j , i.e., they satisfy the condition |j− m| > Γj . Miniband
width is indicated with the gray shading area. Arrows of
the same color depict transitions within one decay channel,
connecting the state |zj〉 to the states a Hamming distance d
away from it. Smaller values of d correspond to bigger typical
level spacings δdj (84) and fewer states in a miniband Ωd (95)
within the decay channel given by d.
state |zj〉
Σj(z) =
∑
m6=j
H 2jm
z − m + iη , (75)
and we keep z real. Calculating the above integral to the
leading order in Hjm (j 6= m) we get
ψ(zj , t) ' exp
[
−i(j + ∆j)t− 1
2
Γjt
]
, (76)
where
∆j ' Σ′j(j), Γj ' 2Σ′′j (j) . (77)
The quantity Γj above is the total decay rate of the
state |zj〉 which is twice the imaginary part of the self-
energy Σ′′j . The latter equals to the "width" of the level
j due to the decay. Expressions (76),(77) correspond to
a well-known Born approximation for the self-energy Σ′′j .
Using (75) we get,
Σ′′j = pi
∑
m∈[1...M ]/j
H 2mj δ(j − m, η) . (78)
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where we defined a function,
δ(, η) ≡ 1
pi
η
2 + η2
. (79)
The matrix elements H 2mj , see (38),(39), depend only
on the Hamming distance dmj . The dominant contribu-
tion in to the sum (78) comes from the transitions to the
states with |j − m| > η. If the number of such states
is large the sum can be replaced by the integral cor-
responding to the approximation where the Lorentzian
δ(j− m, η) ≈ 〈δ(j− m, η)〉 is replaced with its average
over realizations of m. The average is independent of
η  W which therefore drops out from the PDF of the
transition rate Γ and the resulting level width Σ′′ = Γ/2.
This case corresponds to the leading order Born approx-
imation described in the next Section VIIIA.
A more accurate treatment of δ(j−m, η) as a random
variable results in the form of the PDF of Γ (and Σ′′)
being explicitly dependent on η. The physical meaning
of η is the decay rate at the "children" sites m,m 6= j
which gives rise to the width Σ′′ or the energy level j
at the parent site. In a large system the statistics of the
decay rate for children and parents are expected to be the
same. The crude approximation that captures this effect
is obtained by substituting η with typical value of Σ′′.
This corresponds to self-consistent Born approximation
described in Sec. XIA 2. It gives rise to a more accurate
expression for PDF of Σ′′ (and Γ) whose shape is rescaled
compared to the leading order Born. Systematic analysis
is given by the cavity method described in Secs. X, XI.
A. Leading order Born approximation
We can break down the decay rate Γj = 2Σ′′j into a
sum over different decay channels
Σ′′j = pi
n∑
d=1
V 2(d)(1− cos 2φ(d))%jη(d) , (80)
where each term in the sum corresponds to the transi-
tion rate from the initial state |zj〉 into the subset of the
marked states on a given Hamming distance d from |zj〉
(see Fig. 14). The factor %jη(d) in (80) is a spectral den-
sity of the marked states located at a distance d from the
state |zj〉 within the window of energies η around j
%jη(d) =
∑
m6=j
δ(j − m, η)∆(d− djm) , (81)
where ∆(d) is a Kronecker delta and δ(, η) is defined in
(79).
We denote as M (d)j the number of marked states that
are separated by a Hamming distance d from the state
|zj〉 (number of terms in the sum (81))
M
(d)
j =
∑
m6=j
∆(d− djm) . (82)
As discussed in Sec. D the elements of the set {M (d)j }nd=1
are sampled from the multinomial distribution with mean
values
〈M (d)j 〉 = Mpd , pd ' 2−n
(
n
d
)
, (83)
where coefficient pd defined in (46) is the probability that
a randomly chosen state is located on a Hamming dis-
tance d 6= 0 from |zj〉. The mean separation between the
adjacent energies m in the sum (81) equals
W
M
(d)
j
∼ δ 2
n(
n
d
) , (M (d)j ≥ 1) , (84)
where δ = W/M is mean spacing between the marked
state energies. A substantial contribution to the sum in
(81) comes from the terms corresponding to the marked
states whose energy levels j lie within the width η from
the energy m, i.e., they satisfy the resonant condition
|j − m| > η as shown in Fig. 14.
The contribution to a sum from each resonance is ∼
1/η and the number of the resonances in a given decay
channel is Ωd ∼ M (d)j η/W (cf. Fig. 14). It is shown in
the Appendix J that the dominant contribution to the
typical values of Σ′′j (80) comes from the values of d that
correspond to Ωd  1. For them the function δ(j−m, η)
in Eq. (81) changes weakly between the adjacent values
of m, and in the leading order Born approximation we
estimate the sum over m in (81) by replacing it with an
integral. Then the spectral density can be estimated as
%jη(d) 'M (d)j p(j) , (85)
where we required
δ η W . (86)
and p() is PDF of the marked state energies  with the
width W (see (44)).
We plug (85) into the expression (80), obtaining the
following relation
Σ′′j = pi p(j)
n∑
d=1
M
(d)
j V
2(d)(1− cos 2φ(d)) , (87)
where the sum is dominated by values of d correspond-
ing to large values M (d)j  1 (see Appendix J). The
steep exponential decrease with d of the matrix element
V 2(d) ∝ 1/(nd) (39) is canceled by equally steep growth
with d of the average number of states in the d channel
〈M (d)j 〉 ∝
(
n
d
)
(83). As a result, the binomial factors can-
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cels out and the average quantity 〈M (d)j 〉V 2(d) changes
only by O(n−1) when d changed by 1.
The term involving cos 2φ(d) above oscillates around
0 on the scale d ∼ 1 (cf. Eq. (32)). Therefore the con-
tributions to the sum from the terms ∝ 〈M (d)j 〉 cos 2φ(d)
average out. In what following we shall neglect the cross-
product of fluctuational and oscillatory parts (M (d)j −
〈M (d)j 〉) cos 2φ(d) and drop the second term in the r.h.s
of (87) that contains cos 2φ(d).
Essentially, the above approximation corresponds to
replacing the oscillatory part in the expression for the off-
diagonal matrix elements Hij 6=i = V (dij)
√
2 sinφ(dij)
(38) as follows:
Hij → V (dij)βij , βij = ±1, i < j , (88)
where βij are instances of a dichotomous random variable
that takes values ±1 with probability 1/2. This approx-
imate model of the ensemble of Hij will be also used in
cavity method calculation in Sec. XI.
Using the expression (44) for p() and also Eqs. (53),
(39),(48), we obtain the relation between the PDFs of the
random variables
Σ′′ =d Σ′′∗sM , Σ
′′
∗ = pi
V 2typ
W/M
, (89)
sM =
1
M
M∑
m=1
wm . (90)
Here wm are random variables independently sampled
from the probability distribution g∞(w) given in (57).
The level widths Σ′′j of individual marked states for 1 ≤
j ≤M are samples of the random variable Σ′′.
In Eq. (89) we introduced the characteristic value of
the level width Σ′′∗ . This equation relates the PDF of
Σ′′ (or the decay rate Γ = 2Σ′′) to that of  and MsM .
We note that the resulting expression for the level width
Σ′′ of a marked state formally corresponds to that given
by FGR for the decay of the discrete level into the con-
tinuum [55]. The energies of the marked states m into
which a given marked state |zj〉 decays form a miniband
of the width Σ′′j . The decay occurs simultaneously in
many channels corresponding to different Hamming dis-
tances between the initial marked state and the states of
the miniband.
The heavy-tailed PDF of the random variable sM is
studied in details in Appendix I. Using Generalized Cen-
tral Limit Theorem (GCLT) for the sums of a large num-
ber of identical heavy-tailed random variables [33, 48] it
can be represented in the form
sM =
d σMx+ bM (91)
where x obeys a so-called Levy alpha-stable distribution
L1,11 (x) [33] defined in the Appendix, Eq. (I8), and shown
in Fig. 15. Scaling factor and shift are
σM =
√
pi
4 logM
, (92)
bM ' σ−1M −
2
pi
σM log(σ
−1
M ) +
2
pi
(1− γEuler)σM , (93)
(γEuler ' 0.577 is the Euler constant). They display very
weak logarithmic dependence onM as compared with the
main factor ∝ V 2typ/δ in (89). The width of the PDF of
sM is shrunk by a factor (logM)1/2  1 and the location
of its maximum is increased by a factor (logM)1/2  1
compared to L1,11 (x).
L11,1(x) ~ 2π x2x ≫1
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Figure 15. Black solid line shows the plot of the Levy alpha-
stable distribution LC,βα (x) [33] with tail index α = 1, asym-
metry parameter β = 1 and unit scale parameter C = 1.
Inset shows asymptotic behavior of the distribution at large
positive x. At −x  1 the function decays steeply as a dou-
ble exponential, logL1,11 (x) ∝ −exp(−pi2 x). Blue line shows
the Cauchy distribution L1,01 (x) =
1
pi(1+x2)
. We follow here
the definition introduced in [33] and used in subsequent pa-
pers on Levi matrices in physics literature. In mathematical
literature [56, 57] a different definition is usually used, corre-
sponding to f(x;α, β, C1/α, 0) = LC,βα (x).
The PDF of sM has polynomial tail. Therefore decay
rates of marked states Γj = 2Σ′′j can take a range values
that are much bigger than their typical values 2Σ′′∗ (89),
up to M times bigger in the sample of the size M . These
atypically large decay rates correspond to rare clusters
of marked states that are located anomalously close to
each other. When clusters are formed by O(1) states the
above picture of the decay fails.
IX. NUMBER OF STATES IN A MINIBAND
WITHIN BORN APPROXIMATION
Using the expression (89) for the miniband width we
can estimate the number of marked states Ω in a mini-
band corresponding to a given state |zj〉. As before, we
divide the states into the groups of the sizes Ωd, each
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corresponding to the transitions away from |zj〉 with a
fixed number of flipped bits d. The level width can be
written in the form Σ′′j =
∑M
d=1 Σ
′′
j,d where Σ
′′
j,d is the
partial level-width due to the transitions with flipping d
bits. Then, using (87) and making use of the expression
(83) for the average values of M (d)j we obtain
Σ′′j,d ' pi
V 2typ
δ
1√
pin/2
M
(d)
j
〈M (d)j 〉
. (94)
The quantity M (d)j /〈M (d)j 〉 ∼ 1 in (94). This results
in the interesting phenomenon due to cancellation men-
tioned din the previous section: while the typical number
of marked states in a decay channel varies very steeply
with d, typical values of partial decay rates Σ′′j,d in dif-
ferent channels do not.
The estimate for the typical number of states in the
miniband at the distance d from |zj〉 is Ωd ∼ Σ′′j,d/δdj ,
Ωd ∼ Ω pd, Ω ∼
Σ′′j
δ
∼
(
Vtyp
δ
)2
, (95)
where pd = 2−n
(
n
d
)
and Ω is the total number of states
in the miniband.
One can also write the partial decay rate as Γ(d)j ∼
V (d)Ωd where the product V (d)Ωd does not depend on
d (except from the prefactor). Of course, the analysis
based on the decay rate does not apply for the transition
to the channels with very few states. The condition Ωd '
1 leads to Γ(d)j ∼ V (d) for d = dresmin corresponding to
the typical Hamming distance from |zj〉 to the nearest
marked state in a miniband where the condition V (d) '
δdj is satisfied (see Eq. (J1) in Appendix).
The above estimate gives the correct time scale ∼
1/V (dresmin) over which the two states become hybridized.
We note however that the total number of channels is
n− 2dresmin = O(n). As all Γ(d)j are nearly the same, each
channel contributes a small fraction O(1/n) to the total
rate. Therefore V (dresmin) ∼ Γj/n and marked state |zj〉
decays into the large number of marked states within
a miniband before it has a chance to hybridize with the
nearest one at a distance dresmin. This property is markedly
different from the situation at finite dimension [22].
Using the scaling ansatz (72) we estimate the mean
separation between the energies of marked states as
δ =
W
M
= λVtypM
γ/2−1 . (96)
Using the Eqs. (89) and (95) we obtain the estimates for
typical values of the decay rates and number of marked
states in a miniband
Γ = 2Σ′′ ∼ VtypM1−γ/2, Ω ∼M2−γ . (97)
We immediately observe that in the range of γ > 2
the number of marked states in a miniband vanishes.
It corresponds to a localized phase, consistent with the
fact that typical energy spacing δ becomes greater than
the typical tunneling matrix element Vtyp connecting the
states. The number of states in a miniband Ω cannot be
greater than the total number of statesM in the IB. The
expression above does not apply for γ ≤ 1. This regime
corresponds to ergodic phase.
In the region 2 > γ > 1 the separation between adja-
cent eigenvalues of H is of the same order as δ. The
typical number of marked states in a miniband Ω corre-
sponds to the typical number of non-ergodic delocalized
eigenstates of H that form the miniband.
W  Γ δ = W
M
. (98)
The number of states in a miniband scales as a fractional
power of M less than one. This is a hallmark of non-
ergodic delocalized phase.
X. CAVITY METHOD: SUMMARY OF THE
PREVIOUS RESULTS
The cavity method has been actively used to study An-
derson Localization in Levy matrices in the last several
decades [33–37, 47, 58] starting from the seminal work
[33]. In the present work we use cavity method to study
the properties of minibands of delocalized non-ergodic
states that were previously discovered in the studies of
Rosenzweig-Porter [29, 36] and Regular Random Graph
(RRG) [28, 45] models. Initial studies suggested the exis-
tence of the mixed region with localized but non-ergodic
states [33]. However, recent numerical studies based on
exact diagonalization using very large number of sam-
ples established that initially large crossover region be-
tween localized and extend states collapses in the limit
of increasing matrix sizes [35]. Multifractal properties of
eigenstates in the localized phase and at criticality were
studied in [37] using strong disorder perturbation theory.
Numerical solution of cavity equations to study local-
ization transition in Levi matrices with power-law distri-
butions P (H 2ij ) ∝ 1/H 2(α+1)ij were obtained using pop-
ulation dynamics algorithm [34] utilizing the approach
developed in [58]. An alternative approach is based on
the integral equation for the PDF of the diagonal ele-
ments of the resolvent [33, 47]. It was obtained in the
limit where imaginary part of the self-energy is vanish-
ingly small [33, 35, 47] (with the limit of infinite matrix
size taken first). This allows one to derive analytically
the global density of states [33, 47] and the mobility edge
E∗(α) which gives the α-dependence of the energy E∗
separating extended and localized eigenvalues of H [35].
The cavity method proceeds as follows. First, we gen-
erate a random M × M matrix Hij (38) from the en-
semble described in Sec. VI. Then we add a new row
(and a symmetric column) of independent numbers iden-
tically distributed as those in the old matrixHij . This is
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done by generating a random energy 0 from the distri-
bution 1W pA(/W ); then generating a random bit-string
z0, computing the array of Hamming distances dj0 be-
tween z0 and zj and the corresponding matrix elements
Hj0 = H0j for integer j ∈ [1,M ]. As a result we obtain
a new (M + 1) × (M + 1) matrix H +1, where +1 em-
phasizes that it has one more row and one more column
than H . We will number elements of the new matrix by
indices running over the range [0,M ] where the index 0
corresponds to the added marked state |z0〉. The cavity
equations have the form [33, 47]
Σ+10 (z) =
M∑
m=1
H 20mGmm(z) ,
where
Gmm(z) = (z − m − Σm)−1 .
It does not involve the non-diagonal matrix elements of
the Green’s function Gmm′(z) when statistical average
〈H0m〉 = 0. This is effectively our case as well (see
Eq.(F1)).
The main assumption of cavity method is that in the
limitM →∞ the difference between the PDFs of Σ+10 (z)
and Σ0(z) disappears. This results in a self-consistent
equations for the self-energy. Following [32] we add small
imaginary parts to the diagonal matrix elementsHmm =
m − iη. It is a small “fictitious” quantity that is still
assumed to be much bigger than the marked state energy
spacing η  W/M . Results are not expected to depend
on the value of η provided its scaling with M is chosen
appropriately, as will be discussed below. We separate
the real and imaginary parts of the self-energy, Σm(z) =
Σ′m(z)− iΣ′′m(z) (cf. (74)), obtaining
Σ′0 =
d pi
M∑
m=1
H 20m δ(Σ
′′
m + η, z − m − Σ′m) , (99a)
Σ′′0 =
d pi
M∑
m=1
H 20m δ(z − m − Σ′m,Σ′′m + η) . (99b)
where the function δ(x, y) ≡ 1pi yx2+y2 was already intro-
duced in (79).
The self-consistent Eqs. (99) were derived by Abou-
Chacra, Anderson and Thouless [32] for matrices on
Bethe lattices and by Bouchaud and Cizeau for Levy ma-
trices [33]. The solution of these equation was only found
in the case when they can be linearized in Σ′′m [32, 33, 35]
giving the location of mobility edge E∗(α) as a function
of the power α in the tail of the PDF of the matrix ele-
ments P (H 2ij ) ∝ 1/H 2(α+1)ij . Here we will provide a full
solution of the nonlinear equations.
We will solve the self-consistent equations (99) un-
der the assumption that pairs of variables (Σ′m,Σ′′m) for
each state m ∈ [0,M ] are taken from the same PDF
P(Σ′,Σ′′; z) defined over the domain x ∈ (−∞,∞),
y ∈ [0,∞). In what following for brevity we omit the
explicit dependence on the parameter z. Following [32]
we introduce the characteristic function F (k1, k2) of the
PDF P(Σ′,Σ′′)
F (k1, k2) =
∫ ∞
−∞
dΣ′
∫ ∞
0
dΣ′′P(Σ′,Σ′′)eik1Σ
′+ik2Σ′′ ,
that satisfies the equation Fη(k1, k2)=GMη (k1, k2) where
G (k1, k2) = 〈eifk1 δ(η+Σ′′,z−−Σ′)+ifk2 δ(z−−Σ′,η+Σ′′)〉
Here f=H 20m and the average is performed with the joint
PDF P(Σ′,Σ′′) 1W pA
(

W
)
dfP (f). The above relation
between F (k1, k2) and G (k1, k2) is actually an equation
for the PDF P(Σ′,Σ′′) because both G and F depend
on P.
XI. SOLUTION OF CAVITY EQUATIONS IN
NON-ERGODIC DELOCALIZED PHASE
A. Analysis of the imaginary part of self-energy
We note that the exponent in the integrand of the
above expression for G depends on Σ′ and  − z only
via their combination Σ′+ −z. In the non-ergodic delo-
calized phase the typical width of the PDF of Σ′ is much
more narrow than the width W of p() (44). We will also
consider small values of |z|  W . Therefore in the first
approximation we will neglect Σ′ and z compared to .
Then G (k1, k2) depends only on the marginalized PDF
P(Σ′′) =
∫ ∞
−∞
dΣ′P(Σ′,Σ′′) . (100)
Once this PDF is obtained, the PDF P(Σ′,Σ′′) can
be analyzed from its characteristic function F (0, k2).
Inverting it we obtain the self-consistent equation for
P(Σ′′) in the limit M →∞
P(Σ′′) =
1
2pi
∫ ∞
−∞
dkeMθ(k)−ikΣ
′′
. (101)
θ(k) =
∫ ∞
0
dfdΣ′′dhP (f)P(Σ′′)pη+Σ′′(h)(eikfh − 1)
Here θ(k) = 1 − Gη(0, k) and the domain of integration
for all variables is [0,∞). The function pη+Y (h) above is
a conditional PDF of a random variable
h = δ(, η + Y )
with Y fixed and δ(x, y) given in (79). The explicit form
of the PDF pη+Y (h) is obtained in Sec. K of the Ap-
pendix, Eqs. (K6),(K8).
To achieve further progress we use the approximation
(88) and drop oscillatory factors in the off-diagonal ma-
trix elements H0m. Then we have for the PDF P (f) =
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g∞(f/V 2typ)/V
2
typ (57) and in what follows we will use the
rescaled variable w = f/V 2typ for the squared matrix ele-
ments, in accordance with (53). Instead of the variable
h in (101) we will use the re-scaled variable
y =
√
h(η + Σ′′) , (102)
that obeys the distribution
pη+Σ′′(y) =
2(η + Σ′′)
W
1
y2
√
1− y2 (103)
(see details in Appendix K, (K19)). Then θ(k) takes the
form
θ(k) =
∫ ∞
0
dΣ′′P(Σ′′)φΣ′′+η
(
kV 2typ
Σ′′ + η
)
. (104)
Here φY (u) is a characteristic function
φY (u) =
∫ ∞
0
dx gY (x)(e
iux − 1) . (105)
of the PDF gY (x) of the random variable x = wy2 where
w obeys g∞(w) and y obeys pY (y) (103). Detailed study
of gY (x) is given in Appendix L. The PDF gY (x) depends
on Y via the ratio Y/W and its plot is shown in Fig. 16.
It goes over into g∞(y) for Y →∞.
W/2Y = 30
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Figure 16. Plot of the PDF gY (x) of the random variable
x= wY
2
(z−)2+Y 2 where random variables  and w obey distribu-
tions W−1pA(/W ) and g∞(w), respectively, and W/(2Y ) =√
30. Detailed discussion of gY (x) is given in Appendix L
(see Eq. (L7)). Its maximum is located at x ∼ (Y/W )2. The
singularity at x = 1 corresponds to  = z. For large values of
x  1 the conditional PDF of Y 2
(z−)2+X2 is narrowly peaked
around its mean value piY/W with |− z| ∼ Y , giving rise to
the relation in Eq. (106).
We now make a key observation: in the limit of large
x  1 and for W  Y the following relations holds for
the PDF φY (u) and its characteristic function (see the
corresponding Eqs. (L26) and (L10) in Appendix L)
gY (x) ' piY
W
g∞(x), φY (u) ' piY
W
φ∞(u) . (106)
The reason for this can be explained as follows. For large
deviations of x = wY 2/(2 + Y 2) the conditional PDF
p(|x) of the marked state energy  is narrowly peaked in
the range of values || ∼ Y . In contrast, typical energy
values are much bigger  ∼ W . This narrowing of the
conditional PDF p(|x) gives rise to a small factor piY/W
in the r.h.s. of (106).
We observe that limk→∞ θ(k) = 0 and forM →∞ the
integral in (101) is dominated by |k|  1. We make an
assumption (whose validity becomes obvious below) that
for small enough k the integral in (104) is dominated by
values of Σ′′ such that kV 2typ/(Σ′′ + η)  1. Therefore
we will use in (104) the approximate expression for the
characteristic function φΣ′′+η given by Eq. (106). We
rescale Σ′′ with the typical value of imaginary part of self-
energy of marked states Σ′′∗ (89) obtained in FGR-based
calculation in Sec. VIII. Making a change of variables
Σ′′ = Σ′′∗s, P(Σ
′′) =
1
Σ′′∗
ρ(s) , (107)
we rewrite the self-consistent equation (101) in the limit
x 1,W  Y for the rescaled PDF ρ(s) in the following
form:
ρ(s) =
1
2pi
∫ ∞
−∞
du e−ius+Φ(u,Ω) , (108)
Φ(u,Ω) =
∫ ∞
−∞
dν ρ (ν − βη) Ω ν φ∞
( q
Ω ν
)
,
βη =
η
Σ′′∗
, (109)
and
Ω =
piΣ′′∗
δ
=
(
piVtyp
W/M
)2
, (110)
Σ′′∗ and Vtyp are defined in (89) and (48), respectively.
We observe that Ω corresponds to the typical number
of marked states in the mini-band that we estimated in
Sec. VIII using the Born approximation.
Assuming Ω  1 (delocalized phase) we expand
Ωνφ∞(q/(Ων)) in inverse powers of log Ω using asymp-
totic form of the characteristic function φ∞(u) at small
argument studied in Appendix H, Eqs. ((H13)),(H14).
Truncating the expansion at terms ∼ (logM)−1/2 we get
Ω Reφ∞
( q
Ω
)
' − pi|q|
2
√
log Ω
, (111)
Ω Imφ∞
( q
Ω
)
' 2q
(
log Ω
pi
)1/2
+ q
1− C − log |q|
(pi log Ω)1/2
,
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where C ≈ 0.577 is the Euler constant. It is clear from
comparing individual terms in Eq. (111) with the expo-
nential in Eq.(108) that q = O(√log Ω). This justifies the
order of truncation (see details in Appendix I, Eq. I5).
We make change of variables in the integral in (108)
q = 2
√
log Ω/pi t and obtain
ρ(s) = σ−1Ω L
1,1
1 ((s− µΩ)/σΩ) , (112)
where quantity µΩ satisfies the equation
µΩ = bΩ +
2σΩ
pi
∫ ∞
−∞
ds ρ(s) log |s+ βη| . (113)
Above L1,11 (x) is Levy distribution [33] defined in the
Appendix, Eq. (I8), and shown in Fig. 15. Coeffi-
cients σΩ =
√
pi/(4 log Ω) and bΩ ' 1/σΩ are given in
Eqs. (92),(93) where the parameter M needs to be re-
placed by Ω.
We plug the above expression for ρ(s) into (113) and
express µΩ in terms of a new variable x
µΩ ≡ bΩ − 2σΩ
pi
log σ−1Ω + σΩ x . (114)
Then this variable satisfies the following equation
x =
2
pi
∫ ∞
−∞
dsL1,11 (s) log |s+ x+ ζΩ| , (115)
that involves a scale-free Levy distribution and a single
parameter ζΩ
ζΩ =
bΩ
σΩ
− 2
pi
log
(
1
σΩ
)
+
1
σΩ
η
Σ′′∗
(116)
where we used an explicit form of βη (109). We note that
the self-consistent equation for the function ρ(s) is now
reduced to the simple transcendental equation (115).
Using explicit form of σΩ and bΩ (92),(93) one can
see that ζΩ is large compared to unity in the delocalized
phase, ζΩ ' σ−2Ω ∼ log Ω  1. With this property the
equation for x (115) can be solved by iteration using the
asymptotic expansion of Levy distribution at large ar-
guments, L1,11 (ν) ' (2/pi)ν−2 (ν  1). To the leading
order
x ' 2
pi
log ζΩ +O
(
log ζΩ
ζΩ
)
. (117)
Then using (114) the expression for µΩ is
µΩ ' 1
σΩ
+
2σΩ
pi
log
(
1 +
η σΩ
Σ′′∗
)
+
2σΩ(1− γEuler)
pi
(118)
where we neglected terms ∼ σ3Ω log Ω that are much
smaller than the width σΩ of the distribution ρ(s) =
σ−1Ω L
1,1
1 ((s− µΩ)/σΩ).
We note that the dependence of µΩ (118) on the initial
(fictitious) level broadening η disappears when the later
is chosen to be much smaller than the mini-band width
[28, 36, 45], W/M  η  Σ′′∗σΩ. Using (89), (72) the
scaling behavior of η with M in the non-ergodic delocal-
ized regime must satisfy the condition
η = Mκ, |κ| < 1− γ
2
, γ ∈ (1, 2) . (119)
Finally the expression for the distribution function of
the imaginary part of self-energy has the form
P(Σ′′) =
1
C
L1,11
(
Σ′′ − Σ′′typ
C
)
, (120)
Σ′′typ = µΩΣ
′′
∗ , C = σΩΣ
′′
∗ . (121)
Here Σ′′typ is a shift of the distribution and C its scale
parameter (characteristic width). Also,
µΩ ' 1
σΩ
+
2σΩ(1− γEuler)
pi
. (122)
σΩ =
√
pi
4 log Ω
. (123)
Using the scaling ansatz (72) for the width W of the
IB in terms of M , the typical number of states in a
mini-band (number of resonances) equals,
Ω =
(pi
λ
)2
M2−γ . (124)
Using the same scaling ansatz (72) and the expressions
for σΩ (92) and µΩ (122) we obtain,
Σ′′typ '
2pi1/2
λ
VtypM
1−γ/2(log Ω)1/2 , (125)
C ' pi
3/2
2λ
VtypM
1−γ/2(log Ω)−1/2 . (126)
Here Vtyp∼n1/22−n/2e−n/(4B2⊥) is given in (48). The
shift Σ′′typ corresponds to the typical value of Σ′′. One
can see from the above that it is log Ω ∼ logM  1
times bigger than the distribution width. We note in
passing that distribution of Σ′′ determines that of the
miniband width Γ = 2Σ′′ (97).
1. Comparison between the cavity method and leading-order
Born approximation
It is instructive to compare the above distribution
of Σ′′ obtained using the cavity method with that ob-
tained within the Born approximation (89)-(93). In both
cases the distribution of Σ′′ is given by the appropri-
ately rescaled and shifted Levy alpha-stable distribution
L1,11 (x). In both cases, the scale parameter C (charac-
teristic width) of the disribution has the form C = σSΣ′′∗
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with σS =
√
pi/(4 logS). In the case of the Born ap-
proximation S = M , corresponding to the total num-
ber of marked states, and in the case of cavity method
S = Ω M , corresponding to the (much smaller) num-
ber of states in the mini-band. Using (124) we estimate
σM
σΩ
=
√
2− γ < 1 (W = λMγ/2) . (127)
Therefore Born approximation underestimates the width
of the distribution of Σ′′. The ratio (127) is especially
pronounced near the localization transition γ = 2. Value
of σ−1Ω shrinks to zero at the transition while that of σM
does not depend on the closeness to the transition point.
We note however that factors σΩ and σM depend on
M only logarithmically. At the same time, the leading
order (power-law) dependence of the rescaling coefficient
onM is given by the factor Σ′′∗ ∝M1−γ/2, and is identical
in the cavity method and the Born approximation-based
expressions.
The situation is similar with the shift parameter Σ′′typ
in the Levy distribution of Σ′′ corresponding its typical
value, Σ′′typ ' Σ′′∗/σS with S=M (Born approximation)
and S=Ω (cavity method). The leading-order depen-
dence of the shift on M is the same in both cases and
is given by Σ′′∗ . In both cases the shift is greater than the
rescaling coefficient by a factor ∼ logM . However the
Born approximation overestimates the shift by a factor
(2− γ)−1/2 .
2. Comparison between the cavity method and
self-consistent Born approximation
The leading-order Born approximation recovers the
typical shift Σ′′typ and the scale parameter C of the distri-
bution of Σ′′ with exponential accuracy in logM . How-
ever it gives an incorrect dependence of the prefactor on
logM in these coefficients. The main approximation in
Sec. VIIIA was to assume that the sum in the expression
for the spectral density ρjη(d) (81) can be replaced by an
integral. We revisit the decay rate equation (78) using
the statistical ensemble (88)
Σ′′ =
V 2typ
η
M∑
m=1
xm, xm =
wmη
2
2m + η
2
. (128)
Here in the l.h.s. we omitted the subscript in Σ′′j and
made the rescaling V (djm)2 = V 2typwm. Random vari-
ables xm are sampled from the distribution gη(x) given
in (106) and plotted in Fig. 16). Using GCLT for the
sum in (128) one can obtain the PDF of Σ′′. The details
are given in Appendix L and here we provide the result,
Σ′′ =d Σ˜′′typ + xC,
Σ˜′′typ = bΩη Σ
′′
∗ , C = σΩη Σ
′′
∗ . (129)
Here x is a random variable that obeys Levy distribution
L1,11 (x), coefficient σΩ is given in (123) and bΩ is given
in (93) where one should replace M with the number of
marked states in a mini-band of width η
Ωη =
piη
δ
. (130)
Unlike the discussion in the cavity method, the statistics
of Σ′′ explicitly depends on η. We make a self-consistent
assumption and set η equal to the characteristic width of
the miniband
η = Σ′′∗ =⇒ Ωη =
piΣ′′∗
δ
. (131)
We conclude that the typical number of states in a mini-
band Ωη = Ω given by the self-consistent Born approxi-
mation is the same as that given by the cavity method,
Eqs. (110). Therefore using (129) one can see that the
width C of the distribution of Σ′′ is also the same in both
methods. The difference between the typical values of Σ′′
in the two methods is
Σ′′typ − Σ˜′′typ =
2
pi
C log σ−1Ω  Σ′′typ
This error is much smaller than in the case discussed
in Sec. XIA 1 (cf. Eq. (127)) where the self-consistent
condition is not used. However it exceeds the distribution
width C for sufficiently large M  1 because in the non-
ergodic delocalized phase log σ−1Ω ∼ log logM .
B. Real part of self-energy
In this section we will find the marginalized probability
distribution of real parts of self-energy
P(Σ′) =
∫ ∞
0
dΣ′′P(Σ′,Σ′′) . (132)
We consider the first equation in (99). Following the
arguments provided in Sec. XIA we neglect the terms
z−Σ′m in the r.h.s of the equation and drop the oscillatory
factors inH0m using the probability distribution P (f) =
g∞(f/V 2typ)/V
2
typ (57) instead. Then Eq. (99a) takes the
form
Σ′ =d
M∑
m=1
rm . (133)
Here rm are instances of a random variable R such that
r = f

2 + (Σ′′)2
, (134)
where , f, Σ′′ are random variables independently sam-
pled from the distributions p(), P (f) and P(Σ′′), re-
spectively. Using GCLT, in the asymptotic limit of
M →∞ the sum in (133) is determined by the tail of the
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probability distribution of r at |r| → ∞. This analysis is
very similar to the one already discussed in Sec. VIII,XIA
and in Appendix I. Here we omit details of the calcula-
tions and simply provide the result. The tail of the PDF
of r in the limit |r| → ∞ has the form
ρ =
r
2Σ′′∗/(piM)
, PDF(ρ) ' 1
ρ2
√
log(ρ)
pi
. (135)
(ρ  1). The distribution function P(Σ′) of the sum in
(133) is the Cauchy distribution
P(Σ′) = 1
pi
Σ′typ
(Σ′typ)2 + (Σ′)2
, Σ′typ =
Σ′′∗
σM
. (136)
Here the expression for σM ∼ 1/
√
logM is given in (92).
Cauchy distribution has the form very similar to the sta-
ble distribution L1,11 (x) that describes the fluctuations of
the Σ′′ (120) up to the shift and rescaling coefficients.
Both distributions are displayed in Fig. 15. The tail of
the Cauchy distribution differs from that of L1,11 (x) by
a factor of 2. Unlike that of Σ′′ the distribution of Σ′
is symmetric for impurity states with energies near the
center of the band. The typical value of Σ′ is greater
than that of Σ′′ by a constant factor
Σ′typ
Σ′′typ
=
1√
2− γ (W = λM
γ/2) . (137)
The width of the distribution of Σ′ is the same as its
typical value while the width C of the distribution of Σ′′
is smaller by a factor ∼ 1/ logM (cf. Eqs. (125),(126)).
These relations between the distributions of Σ′ and Σ′′
have implications for the complexity of the population
transfer as discussed below. We also note that the real
and imaginary parts of self-energy of a given marked state
are correlated with each other because according to Eqs.
(99a),(99b) the values of Σ′j and Σ′′j depend on the same
set of parameters (Hjm, m, etc). In this work we will
not study their correlations.
C. Dynamic correlations
For states close to the center of the band of marked
states the typical value of the mini-band width can
be connected to the average of the dynamical correla-
tor, with the delta function regularized by a finite scale
η,Σ′′typ  η  δ, δ(x)→ δη(x) ≡ 1pi ηx2+η2 ,
1
Σ′′typ + η
=
1
pi
∫ ∞
−∞
dω
η
η2 + ω2
p(ω), (138)
which can be inverted to obtain,
p(ω) ≈
 1Σ′′typ , ω ≤ ωTh
1
Σ′′typ
(
ωTh
|ω|
)2
, ω > ωTh
(139)
where we introduced the Thouless energy,
ωTh =
1
2
piΣ′′typ. (140)
The typical value of the mini-band width was obtained in
Eq. (125). From the comparison of the respective Fig. 12
we conclude that the scaling of the typical population
transfer time 1/ωTh and the scaling of the value of the
dynamical correlator K(ω) are consistent in numerical
and analytical calculations, subject only to a small cor-
rection in the scaling exponent ε = 0.05.
XII. COMPLEXITY OF THE POPULATION
TRANSFER PROTOCOL
After the system is prepared at a given marked state
|zj〉 at t = 0 the probability for the population to be
transferred to other marked states is 1−ψ2(zj , t). At the
initial stage the survival probability decays exponentially
(76) with the mean decay time 1/Γj = 1/(2Σ′′j ).
The initial marked state decays into the eigenstates
|ψβ〉 of the IB Hamiltonian H with typical energies Eβ
inside the narrow interval corresponding to the miniband
associated with |zj〉. It has a width Σ′′j and is centered
around Hjj = j . Typical classical energies  of the bit-
strings measured at the end of PT protocol will obey
the probability distribution P(− j −Σ′j) with P given
in (136). The success of PT protocol is to find a bit-
string distinct from zj at a time t with energy inside that
window ∆Ecl around j . The expected time to succeed
in PT equals
tjPT =
1
2Σ′′j p∆E
, p∆E =
∫ ∆Ecl
0
P
(
− Σ′j −
∆Ecl
2
)
d .
Here p∆E is the probability of detecting a bit-string inside
the target window ∆Ecl under the condition that initial
state has decayed. Let us assume that the PT window
is as wide as the typical miniband width, ∆Ecl = Σ′′typ.
In this case pmb differs from 1 only by a constant factor
that does not depend on M (cf. (137)). Therefore we
will detect the bit-string inside the PT window with fi-
nite probability as long as we waited long enough for the
transition away from the initial marked state to occur.
Because the initial state |zj〉 is picked at random we can
estimate typical time to success of PT tPT ∼ 1/Σ′′typ cor-
responding to the inverse typical width of the miniband.
All of the states in a miniband are populated at (roughly)
the same time tPT because transition rate to a subset of
states on a distance d away from |zj〉 depends on d very
weakly (see Eq. (94) and related discussion in Sec. IX)).
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From a computational perspective it is of interest to
characterize the PT by the relation between the the typ-
ical success time of PT tPT and the number of states Ω
over which the population is spread during PT
tPT ∼ 1
Vtyp
√
Ω log Ω
∼
(
2n
nΩ log Ω
)1/2
e2θn . (141)
where we set ∆Ecl ∼ Σ′′∗ (see discussion above). We
note that the time tG for the Grover algorithm for un-
structured quantum search to find Ω items in a database
of the size 2n is tG ∼ (2n/Ω)1/2. PT time tPT scales
worse than Grover time tG by an additional exponen-
tial factor e2θn ' e
n
2B2⊥ (43). The scaling exponent 2θ
can be made arbitrarily small at large transverse fields
1 B⊥ = O(n0).
One can expect that the distributions of eigenvalues
and eigenvectors inside the mini-band are very similar to
those in the ergodic case, albeit with the appropriately
rescaled effective dimension Ω of the Hilbert space [29].
For example, the energy spectrum of the mini-bands in
the non-ergodic delocalized phase of Rosenzweig-Porter
(RP) model corresponds to the Gaussian Orthogonal en-
semble. There, according to the semicircle law [59], the
typical spectral width of the mini-band (∼ 1/tPT) is pro-
portional to the square root of the number of states Ω in
it. Therefore the Grover scaling (141) for PT is consis-
tent with semicircle law in the Gaussian random matrix
models that allow for non-ergodic delocalized phase such
as RP model.
However in the case of Levy matrices the distribution
of eigenvalues has polynomial tails [33], their spectrum
is not bounded and semi-circle law does not apply. As
mentioned above, this leads to a broad distribution of
PT rates. There exist statistically significant clusters of
states of a relatively small size that will be populated
faster than typical case because the corresponding clas-
sical bit-strings are located closer to each in Hamming
distance than the typical inter-state separation. At first
glance, this tendency is counter to the Grover scaling
(141). We note however that fluctuations of Σ′ and Σ′′
are correlated with each other. Faster decay of a marked
state will also correspond to bigger self-energy shift which
will reduce the likelihood of finding a marked state with
its energy inside the target window ∆Ecl ∼ Σ′′∗ .
However the Grover scaling still survives in a typical
case corresponding to PT away from a randomly selected
bit-string. For Levy matrices [33] it reflects the fact that
the typical width Σ′′typ of the curve of the global density
of states along the energy axis must scale as a square
root of the corresponding typical number of states (area
under the curve).
XIII. COMPARISON WITH THE ANALOGUE
GROVER SEARCH
A. Grover search starting from a fully
symmetrized state
So far we have studied the PT protocol with the Hamil-
tonian (2) H = HD+Hcl that starts from a given marked
state of an IB model Hcl (3) and aims at finding a differ-
ent marked state inside a given window of energies using
a transverse field Hamiltonian HD = −B⊥
∑n
m=1 σ
x
m (2)
as a driver.
We consider here a different protocol inspired by the
Hamiltonian version of Grover algorithm proposed in
[18]. The new protocol finds marked states in the IB
model Hcl starting from the ground state of HD which is
a fully symmetric state |S〉 = 2−n/2∑nj=1 |z〉 in a com-
putational basis. This protocol can be implemented by
adjusting the value of transverse field B⊥ ≈ 1 so that the
ground state energy of the driver is set near the center
of the IB. Then we can replace the full driver with the
projector on its ground state, HD → −nB⊥ |S〉 〈S|. The
quantum evolution is guided by the Hamiltonian:
HG = −nB⊥ |S〉 〈S|+
M∑
j=1
E(zj) |zj〉 〈zj | . (142)
With the initial condition |ψ(0)〉 = |S〉. In the case
where all impurity energies are equal to each other,
{E(zj) = −n}Mj=1, and B⊥ = 1 the Hamiltonian HG is
a generalization of the analog version of Grover search
[18] for the case of M target states. The system per-
forms Rabi oscillations between the initial state |S〉 and
the state which is an equal superposition of all marked
(solution) states. Time to solution is the half-period of
the oscillations, the "Grover time" tG
tG =
pi
2nB⊥
√
2n
M
. (143)
Hamiltonian versions of Grover search with transverse
field driver whose ground state were tuned at resonance
with that of the solution state were considered in [60, 61].
Robustness of the Grover algorithms to phase noise
was considered previously in the case of a single marked
state [62, 63]. Here we investigate the role of systematic
phase errors in quantum oracle for the case of multiple
solutions by assuming that marked state energies take
distinct values E(zj) = −n + j randomly distributed
over some narrow range W . We will also investigate the
systematic error in the Grover diffusion operator[1]. In
the Hamiltonian formulation [18] this corresponds to the
deviation from unity of the parameter B⊥ that controls
the weight of the driver in (143). We will define
B⊥ = 1− 0
n
, (144)
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where 0 is the driver error.
We denote the computational basis states as |j〉 ≡ |zj〉
with j ∈ [1, N ], N = 2n and assume that marked states
correspond to the range j ∈ [1,M ]. We also introduce
the state |0〉 = 1√
N−M
∑N
j=M+1 |j〉 that is orthogonal
to all the marked states. The subset of basis vectors
S = {|j〉}Mj=0 spans the M + 1 dimensional subspace
with the remaining set S⊥ of basis vectors spanning the
orthogonal N −M − 1 dimensional subspace. One can
show that HG does not have matrix elements that couple
S with S⊥.
Assuming that N  M one can consider the decay of
the state |0〉 instead of the state |S〉. We use (144) and
omit constant terms and small corrections O(M/N) in
HG. The non-zero matrix elements H
ij
G = 〈i|HG |j〉 in
this subspace S have the form
HjjG = j , H
j0
G = −(1− δj0)V, V = n2−n/2 , (145)
where j ∈ [0,M ] and Hj0G = H0jG . On a time scale
t  1/δ = M/W much smaller than the inverse spac-
ing of the energies j the quantum evolution with initial
condition |ψ(0)〉 = |0〉 corresponds to the decay of the
discrete state with energy 0 into the continuum [55] with
the finite spectral width W [64]. It is a similar problem
to that discussed in the Sec. VIII.
1. Sensitivity to systematic oracle phase error
We first consider the case of relatively large oracle er-
rors (wide energy band W )
V
√
M W  VM , (146)
and modest driver errors
0 = n(1−B⊥) >W . (147)
In this case, following the results of the Sec. VIII on the
solution of the Fano-Andreson model [64] we obtain an
exponential decay of the initial amplitude (cf. (76))
ψ0(t) ' exp
[−Σ′′0 t− i0t− iΣ′0(0 + i0+)t] . (148)
where Σ0(z) = Σ′0(z) + iΣ′′0(z) is a self-energy and
Σ0(z) = V
2
M∑
m=1
1
z − m , Σ
′′
0 ≡
1
2
Γ0 =
piV 2
W/M
. (149)
The state |0〉 undergoes an exponential decay with the
rate Γ0 = 2Σ′′0 . After the characteristic time tPT ∼ 1/Γ0
the population is transferred into a subset of the marked
states with energies inside the window |j − 0| ' Σ′′0 
W .
The number of marked states (solutions) to which the
population is transferred is Ω ∼ Σ′′0/δ. The relation
between tPT and Ω is
tPT ∼ 1
V
√
Ω
, Ω ∼
(
V
W/M
)2
, (150)
the same as in the Grover algorithm (143). It also
recovers the scaling with Ω and n, up to a factor
exp(−n/(2B⊥2)), for the time of PT considered in the
rest of the paper that uses transverse field as a driver and
starts from any marked state instead of a fully-symmetric
state.
To characterize the effect of oracle errors we introduce
the scaling ansatz for the marked states bandwidth W ∼
2−n/2Mγ/2 similar to that in (72). We observe that the
number Ω of solution states populated over the time tPT
cannot be greater than M by construction. For W >
V
√
M (or γ < 1) the value of Ω ' M and the scaling
of the transfer time tPT with M is the same as tG in
the ideal Grover algorithm (143). In the region given
by (146) (or 2 > γ > 1) the algorithm performance is
degraded because ΩM . For W  VM (or γ > 2) the
algorithm fails to find even one solution.
2. Sensitivity to the systematic driver error
We now consider the sensitivity of the algorithm to an
error in the weight of the driver Hamiltonian, i.e., to the
nonzero value of the parameter e0 = n(1 − B⊥) (144).
We assume that 0 W while the spread of the marked
state energies the condition (146), so that absent driver
errors, PT time would follow a Grover-like scaling law
(150).
In this case the state |0〉 is coupled non-resonantly to
a continuum with narrow bandwidth. The expression
for the population transfer to the marked states can be
obtained from the time-dependent perturbation theory
in the parameter 0/W
M∑
m=1
|ψm(t)|2 = 2MV
2
20
(
1− cos(0t) sin(Wt/2)
Wt/2
)
.
Maximum transfer occurs at the time t0 = pi/0 with
the total transferred probability p0 = 4MV 2/20. Typi-
cal time tPT ' t0/p0 to achieve the successful population
transfer to marked states involves repeating the experi-
ment 1/p0 times
tPT =
1
Γ0
pi20
W
, (151)
where Γ0 is given in (149) and the first multiple in r.h.s
gives the typical transfer time in the absence of driver
errors. The later leads to an increase of the transfer time
by a large factor 0/W .
For the maximum possible bandwidth W when nearly
all states are populated, W ∼ Γ0∼V
√
M , the time of
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population transfer (151) is
tPT ∼ tG (tG0) (0  t−1G ∼ V
√
M) . (152)
As expected, when the driver error exceeds inverse
Grover time 1/tG the performance of analogue Grover
algorithms (142) degrades relative to tG. This is a direct
consequence of the fact that the quantum evolution be-
gins from fully symmetric state which is a ground state
of the driver Hamiltonian whose energy is tuned at res-
onance with the marked states. In this case the trans-
verse field Hamiltonian driver effectively corresponds to
the projector (142). Because the ground state is not de-
generate, the resonance region is exponentially narrow
(∼ 2−n/2√M). This results in the exponential sensitiv-
ity of the Grover algorithm performance to the value of
driver weight. This critical behavior was studied in the
work on quantum spatial search [65] for the case of one
marked state.
In contrast, in the PT protocol considered earlier in
the paper there was no need to fine-tune the value of B⊥
other than making it large, B⊥  1. This happened be-
cause the effective coupling between the marked states
described by the down-folded Hamiltonian H (38) was
not due to any one particular eigenstate of the driver
(such as the state |S〉 for the Grover case). Instead this
coupling was formed due to an exponentially large (in n)
number of non-resonant, virtual transitions between the
marked states and highly exited states of the transverse
field Hamiltonian HD. This resulted in a significant im-
provement in robustness for the proposed PT relative to
the analogue Grover algorithm.
B. Grover search starting from a marked state
We now consider an implementation of the analogue
Grover search that starts from the marked state similar
to the PT protocol considered in previous Sections. The
transition amplitude Uij(t) = 〈i| exp(−iHGt) |j〉 between
the two marked states can be written in the form
Uji(t) =
∑
λ
e−iλtψλ(i)ψλ(j) . (153)
Here ψλ(j) = 〈j|ψλ〉 are amplitudes of the eigenstates of
HG in the M + 1 dimensional subspace and λ are the
corresponding eigenvalues that obey the equation
λ = 0 +
M∑
j=1
V 2
λ− ej , ψλ(j) =
V
λ− j
1√
Zλ
. (154)
Here
Z(λ) = 1 +
M∑
m=0
V 2
(λ− m)2 . (155)
Instead of providing a detailed analysis of the above so-
lution we provide an order of magnitude estimate to ex-
tract the relevant scaling behavior. We again assume
that the spread of the marked state energies, W = t−1G =
O(V√M) corresponds to the inverse of the Grover time
tG needed to find any one of the solutions with equal
probability. The typical separation between the adjacent
vales of j is δ = W/M ∼ V/
√
M .
It follows from (154) that in the ordered array obtained
by combining together the sets of energies {ej}Mj=0 and
eigenvalues {λm}Mm=0 their values appear alternatively
and sequentially, e.g., j−1 < λj < ej < λj+1. The
typical separation between the adjacent elements in the
array is |λj−j | ∼ δ. We observe that for a given value of
λ the sum in the expression for Z(λ) (155) is dominated
by the small, O(1), number of terms with |m − λ| ∼ δ,
each term of the order of M . Indeed, there are O(M)
remaining terms corresponding to |m − λ| ∼ W . The
magnitude of those terms is V 2/W 2 ∼ 1/M and their
aggregated contribution to the sum is O(1). Therefore
we can estimate Z(λ) = O(M) and for the amplitudes
we have
ψλ(m) ∼ V
λ− m
1√
M
, m = i, j . (156)
For a given initial state |i〉 at time t we pick the final
state |j〉 within the energy window j − j ∼ ∆ = 1/t
around i. The sum in the expression (153) for the
transition amplitude Uji(t) is dominated by the num-
ber of terms Ω = ∆/δ ∼ ∆√M/V corresponding to
the eigenvalues λ inside the same window of energies.
For those terms λ − i, j − λ ∼ ∆ giving the esti-
mate for the amplitudes ψλ(i), ψλ(j) ∼ 1/Ω (cf. (156)).
The magnitude of the sum in (153) can be estimated as
|Uij(t)| ∼ Ω|ψλ(i)ψλ(j)| ∼ 1/Ω. On the other hand, be-
cause ordered values of λ and m alternate in sequence the
probability |Uij(t)|2 is distributed over Ω marked states
and |Uij(t)| ∼ Ω−1/2. By equating the above two es-
timates for |Uij(t)| we immediately obtain Ω ∼ 1 and
therefore
∆ =
1
t
∼ δ ∼ V√
M
, (Ω ∼ 1). (157)
In the case when there are only a few marked states
(M ∼ 1 and W ∼ V ) the probability is initially localized
on a given marked state |i〉 and then it spreads over to
others states separated in energy by V during the time
tG ∼ 1/V ∼ 2n/2. In this case the algorithm time scales
with n identically to that of the analogue Grover search
that starts at the fully symmetric state |S〉. Similar per-
formance is achieved by the PT protocol using transverse
field B⊥  1 and discussed in previous sections.
The difference from analogue Grover search starting
at |S〉 from the above PT protocol using a transverse
field becomes dramatic for large number of marked states
M  1. Both analogue Grover search and the PT proto-
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col benefit from the increase in M : the algorithmic time
shrinks ∝ 1/√M and the number of marked (solution)
states Ω in the number of states in the final superposition
increases with M .
In contrast, the quantum search with HG starting form
the marked state |i〉 does not create massive superposi-
tions of solution states when M increases. Instead it in-
volves a very few others states that are adjacent in energy,
|j − i| ∼ V/
√
M . The time of the algorithm increases
withM (157). This happens because unlike the Hamilto-
nian H with a transverse field (2), the Hamiltonian HG
is integrable. The wave-function remains localized near
the initial marked state.
XIV. CONCLUSION
We analyze the computational role of coherent multi-
qubit tunneling that gives rise to bands of nonergodic de-
localized quantum states as a coherent pathway for pop-
ulation transfer (PT) between computational states with
close energies. In this regime PT cannot be efficiently
simulated by QMC.
We consider optimization problems with an energy
function E(z) defined over the set of 2n n-bit-strings z.
We define a computational primitive with the objective
to find bit-strings zj 6= zi inside some narrow energy win-
dow ∆Ecl around the energy of the initial bit-string zi.
The problem is hard for sufficiently low starting energy
E(zi) in the region proliferated by deep local minima that
are separated by large Hamming distances.
We propose to solve this problem using the following
quantum population transfer (PT) protocol: prepare the
system in a computational state |zj〉 with classical energy
E(zj), then evolve it with the transverse-field quantum
spin Hamiltonian. Classical energies E(z) are encoded in
the problem Hamiltonian diagonal in the basis of states
|z〉 similar to quantum annealing (QA) approaches [2–4].
A key difference from QA or analogue quantum search
Hamiltonians [18, 65] is that the transverse field is kept
constant throughout the algorithm and is not fine-tuned
to any particular value. At the final moment of PT
we projectively measure in the computational basis and
check if the outcome z is a “solution”, i.e., z 6= zj , and
the energy E(z) is inside the window ∆Ecl.
In this paper we analyzed PT dynamics in Impu-
rity Band (IB) model with a “bimodal” energy function:
E(z) = 0 for all states except for M “marked” states
|zj〉 picked at random with energies forming a narrow
band of the widthW separated by a large gap O(n) from
the rest of the states. This landscape is similar to that
in analogue Grover search [18, 60] with multiple target
states and a distribution of oracle values for the targets.
The best known classical algorithm for finding another
marked state has cost O(2n/M).
The transverse field gives rise to tunneling between
a pair of marked states corresponding to a sum over a
large number of virtual transitions connecting the two
marked states via the states with E(z) = 0. As a re-
sult the PT dynamics is described by the down-folded
M × M Hamiltonian H that is dense in the space of
the marked states |zj〉. Its off-diagonal matrix elements
Hij = V (dij) cosφ(dij) depend only on the Hamming
distance d and are obtained using WKB method. The
distribution of matrix elements Hij has a heavy tail de-
caying as a cubic power for V (d)  Vtyp. This is a
remarkable result of the competition between the very
steep decay of the off-diagonal tunneling matrix element
with the Hamming distance d, and the steep increase in
the number of marked states Md ∝
(
n
d
)
at distance d.
We emphasize that such polynomial tail in the distribu-
tion of matrix elements is only possible either in infinite
dimension or in presence of long-range interactions (e.g,
dipolar glass).
The dispersion of the diagonal elements Hjj = E(zj)
is expected to be large, W ∼ VtypMγ/2  Vtyp with
γ ∈ [1, 2]. Therefore we call Hij a Preferred Basis Levi
matrix (PBLM), a generalization of the Levi matrix from
the random matrix theory. We demonstrate two localiza-
tion transitions in the PBLM ensemble whose locations
are determined by the strong hierarchy of elements of
the PBLM Hij . In the range 1 < γ < 2 there exist mini-
bands of non-ergodic delocalized eigenstates ofH . Their
width is proportional to 1/tPT W . Each miniband as-
sociated with a support set S over the marked states. If
γ > 2 then W exceeds the largest matrix element of Hij
and the support set is empty, all eigenstates are local-
ized. If γ < 1 then W is smaller than the typical largest
element in a row of Hij and the support set extends to
all marked states – all eigenstates are “ergodic”.
We find the distribution of the miniband width Γ =
1/tPT analytically by solving the non-linear cavity equa-
tions for an ensemble of PBLMs. Unlike previous analy-
ses focused on linearized cavity equations near the Ander-
son transition, we find the solution of the fully non-linear
cavity equations in the non-ergodic delocalized phase.
The distribution of miniband widths Γ obeys alpha-
stable Levi law with tail index 1. The typical value of Γ
and its characteristic variance exceeds the typical matrix
element of H by a factor Ω1/2 where Ω = (MVtyp/W )2
is a size of the support set in a typical miniband.
We demonstrate that quantum PT finds another state
within a target window of energies Ω in time tPT ∝
2n/2Ω−1/2exp(n/(2B2⊥)). The scaling exponent of tPT
with n differs from that in Grover’s algorithm by a factor
∝ B−2⊥ , which can be made small with large transverse
fields n B2⊥  1.
Crucial distinctions between this case and the Hamilto-
nian in the analogue version of Grover’s algorithm [18] for
the case of multiple target states are the non-integrability
of our model, and the delocalized nature of the eigen-
states within the energy bandW . Furthermore, analogue
Grover’s algorithm for multiple targets is exponentially
sensitive in n to the weight of the driver Hamiltonian, and
cannot be initialized with a computational basis state.
The model (2) considered in the paper belongs to the
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class of n-local infinite range spin glasses similar to quan-
tum Random Energy Model in transverse field [66]. How-
ever the key feature of our analysis –transport via mini-
band of non-ergodic delocalized states at the tail of the
density of states dominated by deep local minima – is
ubiquitous to a broad class of quantum spin glass mod-
els (2), such as transverse field Sherrington Kirkpatrick,
p-spin model [40], K-Satisfiability, etc.
In the above models one can identify two distinct en-
ergy scales. The first scale is the typical change in classi-
cal energy corresponding to one bit flip: Eflip ? B⊥. The
second scale is the typical width of non-ergodic mini-
bands Γ < ∆Ecl, which decreases exponentially with n.
The tunneling transitions between the states inside the
miniband require a large number of spin flips, and there-
fore Eflip  Γ. Starting from the initial state |zi〉 inside
the strip of energies ∆Ecl, the quantum evolution is con-
fined within the corresponding miniband. The quantum
PT can be described by an effective down-folded Hamil-
tonian Hij defined over a subset of computational basis
states whose classical energies lie within the energy strip
∆Ecl at the tail of the density of states.
We note that once a computational problem contains
a structure, the associated minibands can be organized
in a more complex way than in the IB model considered
in our paper. E.g., the population transfer can proceed
via the tree of resonances [28, 45]. In the structured
problems the typical tunneling matrix elements Hij can
be exponentially greater in n than those in the Grover
algorithm and than the transition rates in the classical
local search algorithms. Extensions of our approach for
the analysis of the computational complexity of Popu-
lation Transfer for generic spin glass models presents a
promising direction for the future research.
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Appendix A: Matrix elements of the downfolded
Hamiltonian and the normalization condition for its
eigenvectors
We introduce eigenstates |x〉 of the transverse field
(driver) Hamiltonian
HD = −B⊥
n∑
j=0
σxj =
∑
x∈{0,1}n
HxD |x〉 〈x| , (A1)
Here
|x〉 = |x1〉 ⊗ . . .⊗ |xn〉 , (A2)
where |xk〉 is the state of kth qubit such that σx |xk〉 =
(1− 2xk) |xk〉 and x-bits take values xk = 0, 1. Also
HxD = −B⊥ (n− 2hx), hx =
n∑
k=1
xk, (A3)
where hx is a Hamming weight of the bit-string x and
−B⊥ (n− 2h), h ∈ (0, n) are eigenvalues of HD.
We expand the eigenstates |ψ〉 of the system Hamilto-
nian H (2) into the basis of the eigenstates |x〉
|ψ〉 =
∑
x∈{0,1}n
Ψ(x) |x〉 . (A4)
We write the Schrodinger equation H |ψ〉 = E |ψ〉 in the
form
HD |ψ〉+
M∑
j=1
E(zj) |zj〉ψ(zj) = E |ψ〉 , (A5)
where ψ(zj) = 〈zj |ψ〉. Then we multiply it from the left
by 〈x| and obtain Ψ(x) in terms of ψ(zj)
Ψ(x) =
∑M
j=1 E(zj)υx,jψ(zj)
E −HxD
. (A6)
In Eq. (A6) the coefficients υx,j = 〈x|zj〉 equal
υx,j = 2
−n/2(−1)x·zj , x · zj ≡
n∑
k=1
xkzkj , (A7)
and zkj = 0, 1.
We now multiply Eq. (A5) from the left by 〈zj | where
j ∈ (1,M) enumerates marked states and obtain∑
x∈{0,1}n
HxD Ψ(x)υx,j = (E − E(zj)) 〈zj |ψ〉 . (A8)
Plugging here the expression for Ψ(x) (A6) the matrix
eigenvalue problem (A5) we obtain
E(zi)ψ(zi)−
M∑
j=1
E(zj)cij(E)ψ(zj) = Eψ(zi) (A9)
where
cij(E) =
∑
x∈{0,1}n
υx,iυx,j
HxD
E −HxD
, (A10)
Because HxD depends on a bit-string x only via its Ham-
ming weight
∑n
j=1 x
j one can perform the partial sum-
mation in (A10) getting
cij(E) ≡ c(E, |zi−zj |), |zi−zj | =
n∑
k=1
|zki −zkj |, (A11)
where the function c(E, d) has he form
c(E, d) =
n−d∑
k=0
d∑
l=0
(
n
k
)(
n− d
l
)
(−1)l 2−n
1 + EB⊥(n−2k−2l)
. (A12)
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Above |zi − zj | denotes the Hamming distance between
the bit-strings zi and zj . We introduce the rescaling
ψ(zi) =
Ai√E(zi) , i ∈ [1..M ] . (A13)
Then Eq. (A9) can be written in the form
M∑
j=1
Hij(E)Aj = EAi, (A14)
where Hij is a symmetric M ×M matrix
Hij(E) = δkjE(zi) +
√
E(zi)E(zj)c(E, dij), (A15)
indices k, j = 1:M and δkj is Kronecker delta. This is a
nonlinear eigenproblem given in the main text, Eq. (15).
We note that the projections of the eigenvectors of H
onto the marked state subspace are not, in general, nor-
malized nor they are orthogonal. Let us consider the
eigenstate |ψβ〉 and the corresponding eigenvalue Eβ of
H. We calculate the corresponding amplitude Ψβ(x) us-
ing Eq. (A6) and plug it into the normalization condition∑
x∈{0,1}n
Ψ2β(x) = 1 , (A16)
obtaining after partial summation
M∑
i,j=1
EiEj r(Eβ , dij)ψβ(zi)ψβ(zj) = 1 , (A17)
where the coefficient r(E, d) equals
r(E, d) = 2−n
n−d∑
k=0
d∑
l=0
(−1)k(dk)(n−dl )
B⊥(n− 2(k + l) + E)2 . (A18)
It can be written in the form
r(E, d) =
∂
∂E
(
c(E, d)− δd,0
E
)
, (A19)
where δd,0 is the Kronnecker delta. We use (A15) and
write
r(E, dij) =
1√EiEj ∂Hij(E)∂E . (A20)
We now define the coefficients Qij(E) such that
1
Qij(E)
= EiEj r(E, dij) =
√EiEj ∂Hij(E)
∂E
. (A21)
Then Eq.(A17) takes the form∑
i,j
1
Qij(E)
ψβ(zi)ψβ(zj) = 1 . (A22)
The above equations (A21) and (A22) correspond to
Eqs. (18) and (19) of the main text.
Appendix B: Details of the WKB analysis of the
coupling coefficients
In the main text we expressed the coupling coefficient
c(E, d) in terms of the off-diagonal matrix elements of
the resolvent (9) of the transverse field Hamiltonian HD
between the states that belong to a maximum total spin
subspace S = n/2. The results are given in the expres-
sions (26), (27) from the main text repeated below for
convenience
c(E, d) = δd,0 − E√(
n
d
)Gn2−d,n2 (E) . (B1)
Here the resolvent Gn
2−d,n2 (E) obeys the inhomogeneous
equation
δm,n2 +
∑
s=±1
u(m− s/2)Gm+s,n2 = EGm,n2 , (B2)
u(m) = −B⊥
√
L2 −m2, L = n+ 1
2
. (B3)
We will solve the above equations for the case where
the energy E of the resolvent is not far from the center
of the Impurity Band
E = −n+ ∆, ∆ = O(n0) . (B4)
The WKB solution to Eq. (B2) is sought in the exponen-
tial form
Gm,n2 ∝ exp
(
i
∫ m
dk p(k)
)
. (B5)
It is assumed that
∫m
0
dk p(k) = O(n) and |p(k)| = O(n0)
so that Gm,n2 is varying steeply with m changing by 1.
However |p′(m)| = O(1/n) and p(m) is varying very
slowly with m due to the similar property of the coef-
ficients u(m)/L in the Eq. (B2). This property is at the
root of WKB approximation [52]. The quantity p cor-
responds to the “momentum" of the effective mechanical
system with coordinate m, energy E and Hamiltonian
function u(m) cos p. The function p = p(E,m) is ob-
tained from the equation
u(m) cos p = E. (B6)
This equation also defines the curve on the (m,E) plane
with p = 0 shown in Fig. 3. Points on that curve are
turning points of the classical motion with energy E.
For not too small transverse fields
B⊥ >
2L
|E| ' 1 , (B7)
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the Eq. (B6) has two types of WKB solutions that cor-
respond to real or imaginary momentum p(m) depend-
ing on the value of m relative to the turning points
m = ±m0(E) given below 2
m0 =
√
L2 −
(
E
2B⊥
)2
. (B8)
In the region
n/2 +m0 > d > n/2−m0, (B9)
the amplitude Gn
2−d,n2 (B5) is rapidly oscillating with d
and can be written in the form
Gn
2−d,n2 = −C (E)
sinφ(E, d)
[m20(E)− (n/2− d)2]1/4
, (B10)
where
φ(E, d) =
∫ m0
n/2−d
dk arcsin
√m20 − k2
L2 − k2
− pi
4
, (B11)
is a phase of WKB solution and C (E) is the constant of
integration that will be discussed below.
On the other hand, in the two regions
d ∈ [0, n/2−m0] ∪ [n/2 +m0, n] (B12)
the resolvent Gn
2−d,n2 is decreasing exponentially with d.
For example, in the left region
Gn
2−d,n2 =
C (E)
2
e|Imφ(E,d)|
[(n/2− d)2 −m20(E)]1/4
. (B13)
We omit here for brevity the expression in the right region
(B12).
1. Determination of the integration constant in
WKB solution
Within the WKB approach the integration constant
C (E) can be obtained by matching the exponential
asymptotic (B13) with the solution obtained near the
boundary of the interval d = 0. However as discussed in
Sec. VIB of the main text, for the relevant range of the
2The expression (B8) for m0(E) should be evaluated for the
energy E = E0) ' −n − B2⊥ corresponding to the eigenvalues of
impurity band (33),(35) In this case the O(n0) corrections in the
r.h.s. of (B8) vanishes.
m0(E
(0)) ' n
2
√
1−B−2⊥ +
1− 3B2⊥
4n
√
1−B−2⊥
.
The terms O(1/n) above and can be neglected in the exponents of
the WKB solutions (B10) and (B13).
model parameters the properties of the typical sample
in the ensemble of the IB Hamiltonians H depend only
on Gn
2−d,n2 in the region of its oscillatory behavior (B9)
away from the boundaries of the interval d = 0, n. To
avoid the analysis in the region of no consequence for us
we determine C (E) by equating the above WKB asymp-
totic for Gn
2−d,n2 at the center of the interval d = n/2
with expression for G0,n2 at that point obtained in a dif-
ferent way.
Using Eq. (20) we write c(E,n/2) in the integral form
c
(
E,
n
2
)
=
iE
2nB⊥
∫ ∞
0
dτ(1− e4iτ )n/2ei(E/B⊥−n+io)τ
(o→ +0). The integral can be expressed in terms of the
Gamma function Γ(x). In the region of not too small
transverse fields (B7) it has the form
c
(
E,
n
2
)
=
21−n pia(a2 − 1)−1Γ (n2 )
sin
(
pi(a−1)n
4a
)
Γ
(
(a+1)n
4a
)
Γ
(
(a−1)n
4a
) .
(B14)
where
a = −nB⊥
E
> 1 . (B15)
Using Sterling formulae for Gamma function we obtain
in the limit n 1, a = O(n0)
c
(
E,
n
2
)
=
√
npi
2a sin
(
pi(a−1)n
4a
)2−n/2e−nθ(a), (B16)
θ(a) =
2 arctanh
(
1
a
)
+ a ln
(
1− a−2)
4a
. (B17)
For large transverse fields a 1 and we have θ ' a2/4.
Using Eq. (B1) we obtain the asymptotic of the Green
function at the zone center
G0,n2 (E) =
( pi
8n3
)1/4 exp(−nθ(a))√
B2⊥ − 1 sinφ(n/2, E)
. (B18)
Here we used the equality for the phase WKB φ(E,n/2)
(B11) at the zone center
φ(E,n/2) = pi
(a− 1)n
4a
. (B19)
On the other hand, from the WKB expression (B10) we
get
G0,n2 = −C (E)
(
2
n
)1/2
sinφ(E,n/2)
(1−B−2⊥ )1/4
. (B20)
By comparing the Eqs. (B18) and (B20) we finally obtain
the constant of integration C (E)
C (E) = − pi
1/4
(32nB2⊥(B
2
⊥ − 1)1/4
exp(−nθ(a))
(sinφ(E,n/2))2
. (B21)
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One can use (B21) in (B10) and (26) to obtain the ex-
pression for c(E, d) in the region (B9). Before providing
the result we observe that for energies E not too far from
the Impurity Band center (cf. Eq. (B4)) the expression
for nθ(a) can be expanded in powers of 1/n
nθ(a) ' nθ(B⊥)− E + n
2B⊥
arccothB⊥ +O(n−1) . (B22)
where E + n ≡ ∆ = O(n0).
Finally the expression for the coupling coefficient has
the form
c(E, d) =
√
A(E, d/n)
n
1
4 e−nθ(B⊥)√(
n
d
) (B23)
×
√
2 sinφ(E, d) ,
where the WKB phase φ(E, d) is given in (B11) and the
coefficient A(E, ρ) equals
A(E, ρ) =
√
pi
32
e
E+n
B⊥ arccothB⊥
(B2⊥ − 1)υ(ρ) sin4(φ(E,n/2))
, (B24)
υ(ρ) =
(
1− (1− 2ρ)
2
1−B−2⊥
)1/2
, (B25)
It is related to A(ρ) in the Eq. (40) of the main text
as follows: A(ρ) = A(E(0), ρ). The phase φ(E,n/2) in
(B24) has an explicit form
φ(E,n/2) =
pi
4
(
n(1−B−1⊥ ) +
n+ E
B⊥
)
. (B26)
2. Limit of large transverse fields B⊥ 1
In the limit of large transverse fields the tuning point
m0 (B8) is very close to the boundary of the interval
m = L so that one has a small parameter√
L−m0
L
=
1√
8
|E|
LB⊥
 1 (B27)
In this case the expression for the WKB phase takes a
simple form
φ(E, d) =
pid
2
− pin
4
χ(E, d/n)
B⊥
, (B28)
χ(E, ρ) =
(
1− ∆
n
)(
1− 2
pi
tan−1
1− 2ρ√
1− (1− 2ρ)2
)
where ∆ = E + n = O(n0) and values of d are not too
close to the interval boundaries
n− d, d L−m0 ∼ n
B2⊥
. (B29)
We note that for large transverse fields B⊥  1 the phase
is a sum of the two terms. First term changes rapidly
with d with the slope pi/2 and second term changes very
little (by an amount O(n−1)) when d is changed by 1.
We note that unlike the study of the WKB eigenfunc-
tions where one has to select the WKB solution that
decays into the classically forbidden region (B12), the
Green function Gn/2−d,n/2(E) corresponds to the solu-
tion that increases exponentially withm = n/2−d > m0.
Using the oscillating (B10) and exponentially growing
(B13) WKB solutions one can obtain the coefficient
c(E, d) from the relation (26). This will provide an
asymptotic WKB form of c(E, d) almost everywhere on
the interval d ∈ [0, n] except for the small vicinities of
the turning points, |n/2 −m0(E) − d| = O(n0) and end
points, n − d, d = O(n0). In Fig. 4 we plot the compar-
ison between the coefficients c(E, d) computed based on
exact expression (20) and the results of asymptotic WKB
analysis using Eqs. (B10),(B13).
Appendix C: Linearization of the down-folded
Hamiltonian near the center of the Impurity Band
We divide the Hamiltonian H(E) for a given E on two
parts, accordingly
Hij(E) = H(0)ij (E) +H(1)ij (E) , (C1)
where we defined
H(0)ij (E) = n(c(E, 0)− 1) δij , (C2)
H(1)ij (E) = δij(1− c(E, 0))i + nc(E, dij)(1− δij). (C3)
We write similar expansions for energies and amplitudes
E ≈ E(0) + E(1), ψ(zj) ≈ ψ(0)(zj) + ψ(1)(zj), (C4)
and get
H(E) ≈ H(0)(E(0)) + H
(0)(E(0))
∂E
E(1) +H(1)(E(0)),
where the parts of the Hamiltonian H(0,1) are given
above. We plug the above expansions into the system of
equations (14)
∑M
j=1Hij(E)Aj=EAi, and use (A13) to
express A(0)j = n1/2ψ(0)(zj). Equating terms of the same
order in j and c(E, dij), i 6= j, we obtain the equation
for eigenstates and eigenvalues in zeroth order
n[c(E(0), 0)− 1]ψ(0)(zj) = E(0)ψ(0)(zj) , (C5)
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j ∈ [1..M ], and in the first order
a iψ
(0)(zj) + b
M∑
j 6=i=1
n c(E(0), dij)ψ
(0)(zj)
= E(1)ψ(0)(zj) (C6)
Above index j enumerates marked states. Also the coef-
ficients a, b equal
a = b(1− c(E(0), 0), b−1 = 1− n∂c(E
(0), 0)
∂E
. (C7)
Similarly to the above we find from Eqs. (18),(19) the
zeroth-order approximation to the the total probabilistic
weight of an eigenfunctions |ψ〉 over the marked state
subspace Q(0)jk = δjkQ where
Q
(0)
jk = δjkQ,
1
Q
= n2
∂
∂E
(
c(E, 0)− 1
E
)
E=E(0)
.
(C8)
a. Zeroth-order of the perturbation theory
Eq. (C5) admits the solution corresponding to the M -
fold degenerate energy level that originates from the band
of the marked states, E(0) → −n in the limit of B⊥ → 0.
The corresponding M eigenstates ψβ(zj) (β ∈ [1..M ])
have support over the part of computational basis corre-
sponding to marked states: ψβzj 6= 0, j ∈ (1,M). Using
c(E, 0) from (C16) the explicit form of the equation (C5)
for eigenvalue in zeroth order is given in the main text,
Eqs. (33),(34) which we repeat here for convenience.
E(0) = −n−∆0 , (C9)
∆0 = n2
−n
n∑
d=0
(
n
d
)
B⊥(n− 2d)
n+ ∆0 −B⊥(n− 2d) . (C10)
Here ∆0 is the root of the above transcendental equation
that satisfies the condition limB⊥→0 ∆0 = 0. In general,
the sum (34) is dominated by the region of values of d
such that |d − n/2| = O(n1/2). We obtain ∆0 in a form
of a series expansion in powers of n−1
∆0 ' −B2⊥ −
B4⊥
n
+O(n−2), (C11)
Similarly, using c(E, 0) from (20) in the equation (C8)
for the zeroth-order total weight over the marked state
subspace we obtain
M∑
k=1
|ψ(0)zk |2 = Q,
1
Q
=
1
2n
n∑
d=0
(
n
d
)
1
(B⊥(n− 2d)− n−∆0)2 . (C12)
Using (35) and employing similar approximations to that
from the above we get an asymptotical expression in large
n limit
Q ' 1− B
2
⊥
n
− 3B
4
⊥
n2
+O(n−3). (C13)
We recall that in our study n is asymptotically large and
we always assume that the transverse field B⊥ = O(n0)
(but can be parametrically large, B⊥  1).
The denominator in Eqs. (C10),(C12) corresponding
to d = m will become zero at “resonant" transverse field
value B⊥ = B⊥m which is a root of the equation (??) in
the main text. In the range of B⊥ under consideration
n/2−m n1/2.
Near the mth resonance the term with d = m in the
sum (34) becomes anomalously large due to a small de-
nominator despite the factor pm being very small. We
keep this term (34) along with the terms corresponding
to |n/2− d| ∼ n1/2 and obtain
∆0 ' δB
2
±
√
δ2B
4
+ n2pm , (C14)
where we introduced rescaled transverse field difference
from its value at resonance
δB = n
B⊥ −B⊥m
B
(0)
⊥m
, (C15)
where B(0)⊥m = n/(n− 2m).
Clearly, in the resonance region δB ∼ n p1/2m and
|B⊥ − B⊥m| ∼ ∆B⊥m where ∆B⊥m ∼ 2−n/2
(
n
m
)
B
(0)
⊥m.
There the weight factor Q is decreasing dramatically (cf.
Fig. 7) and the above perturbation theory breaks down.
The width of the resonant regions ∆B⊥m (??) remains
exponentially small in n for n/2−m n1/2.
In this study we will only focus on the off-resonance
case, assuming the condition
∆B⊥m  |B⊥m −B⊥| ∼ |B⊥m+1 −B⊥| = O(B⊥) .
b. First order of the perturbation theory
The first order equation (C6) determines the correct
zeroth order eigenstates {ψβ(zj)}Mβ=1 and removes the de-
generacy of the energy levels. To evaluate the coefficients
a, b in (C6) we calculate c(E, 0) away from resonance us-
ing the same approach as that in the evaluation of the
sum in (34)
c(E, 0) ' −nB
2
⊥
E2
+O
(
n2B4⊥
E4
)
. (C16)
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The coefficients a, b ' 1+O(B2⊥/n) and in what following
will be replaced by unity. Then Eq. (C6) corresponds to
the effective Hamiltonian H with the matrix elements,
Hii=i and Hij 6=i = nc(E(0), dij) where coupling coeffi-
cients c are given in (30). Using Eqs. (33),(34) for zeroth-
order energy E(0), the matrix Hij can be written in the
form (38).
Appendix D: Statistical independence of matrix
elements
In this paper the IB Hamiltonian Hij is determined
by the symmetric matrix of Hamming distances dij be-
tween the bit-strings corresponding to the marked states
sampled without replacement from the set of all possible
2n bit-strings. Instead of this ensemble one can consider
a different one, where each of the M bit-strings is sam-
pled with replacement from the full set {0, 1}n. In this
ensemble Hamming distances dij for distinct pairs i, j are
statistically independent allowing for much simpler sta-
tistical averaging. Indeed, for a given row i of the matrix
dij the joint probability distribution of the two distinct
off-diagonal matrix elements can be estimated as,
pdij1 ,dij2 − pdij1pdij2 ∝
1
2n
∆(dij1 − dij2)pdij1 . (D1)
Here ∆(d) denotes the Kronecker delta, j1 6= j2 6= i and
pd as before corresponds to the modified binomial distri-
bution,
pd =
1
Z
2−n
(
n
d
)
, Z =
n∑
d=1
2−n
(
n
d
)
, (D2)
(also
∑n
d1,d2=1
pd1,d2 = 1). One can see that the statis-
tical correlation between a pair of Hamming distances
dij1 , dij2 is exponentially small (in n) and can be ne-
glected.
Such an ensemble allows for multiple copies of the same
bit-string to be sampled. However this effect is not sta-
tistically significant for modest values of M
1M  2n/2 . (D3)
This can be seen by comparing the number of ways to
perform unordered sampling of M elements from the
group of 2n elements with and without replacement. Us-
ing Stirling’s formula we write the former number as,(
2n +M − 1
M
)
'
(
2n
M
)
exp
(
M2
2n
)
(1 + ε), (D4)
where the latter number is given by
(
2n
M
)
with ε ∼
M2−3n/4  1. It is clear that when condition (D3) is
satisfied the two ensembles are statistically equivalent be-
cause repetitions can be neglected.
Appendix E: Bound on the largest eigenvalue of Vij
from Gerschgorin circle theorem
One can use the above estimates of the typical largest
matrix elements of the matrix Vij to consider the bounds
on its eigenvalues given by the Gerschgorin circle theo-
rem [53]. For the case of real eigenvalues the theorem
states that every eigenvalue lies within at least one of
the intervals [Vii − Ri,Vii + Ri] where i ∈ [1..M ] and
Ri =
∑
j 6=i |Vij | is a sum of absolute values of the off-
diagonal elements in the ith row. For a randomly chosen
row the value of Ri can be estimated as follows
Ri 'M
n∑
d=1
pd|V (d)| , (E1)
where pd is defined in (46). From Eq. (39) one can see
that the above sum is dominated by the terms satisfying
|n/2 − d|  n. Using Stirling’s approximation we get
Ri ∼M2−n/2e−nθ. For typical diagonal matrix elements
|Vii| = |i| > W . Therefore from the Gerschgorin theo-
rem we conclude the eigenvalues E(1)β of H satisfy the
following bound
|E(1)β | ≤ max
{
W,M2−n/2e−nθ
}
. (E2)
One can see that Gerschgorin bound in our case precisely
corresponds to the typical maximum element in the ma-
trix Hij .
Appendix F: Mean value and standard deviation of
the off-diagonal matrix elements Hij
The mean value of the off-diagonal matrix element
〈Hij〉 = n
n∑
d=0
pdc(E, d) ' n
2n
B⊥
B⊥ − 1 . (F1)
is much smaller than its standard deviation
〈(Hij − 〈Hij〉)2〉1/2 ' B⊥
√
n
2n
. (F2)
This is related to the symmetry pd = pn−d and a rapid
oscillation of c(E(0), d) with d (cf. (30), (B11) and Fig. 4).
We note from (48),(F2) that the standard deviation is
exponentially larger than the typical value
〈(Hij − 〈Hij〉)2〉1/2 ∼ Vtyp enθ.
This can be understood by looking at the values of dij
that dominate the variance of Hij . We write
〈(Hij)2〉 = n2
n∑
d=0
c2(E(0), d)pd. (F3)
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It follows from the Eqs. (30) and (46) that for d ∈
(n/2 − m0, n/2 + m0) the coefficient c2(E, d) ∝ 1/
(
n
d
)
decreases exponentially with d, while the distribution
pd ∝
(
n
d
)
increases exponentially with d. The binomial
factors cancel out and the expression under the summa-
tion in (F3) contains very slowly-varying with d (non-
oscillatory) part. However for d ∈ (0, n/2 − m0) the
coefficient c(E, d) grows exponentially faster than 1/
(
n
d
)
with decreasing d (see Eqs. (B13), (26)). Therefore the
variance (F3) is dominated by non-extensive values of
d = O(n0) that are much smaller than the smallest Ham-
ming distance dmin = O(n) (49) in a randomly chosen
row of dij . Therefore the variance of Hij is not a good
statistical characteristic of the PDF of Hij . It is dom-
inated by the extremely rare atypical instances of the
ensemble.
Appendix G: PDF of the squared off-diagonal
matrix elements of impurity band Hamiltonian
In this section we provide the details of the derivation
of the PDF for the non-oscillatory parts of the (squared)
off-diagonal matrix elements V2ij of the IB Hamiltonian.
As discussed in the main text, in the asymptotical limit
of large n  1 one can make an approximation that n
is a continuous variable and we replace the summation
over d in (47) by an integral and Kronecker delta δ(x) by
Dirac delta. This results in the Eq. (52) displayed below
for convenience
P (V2ij) =
∫ n
0
px δ(V
2(x)− V2ij)dx . (G1)
It was discussed in the main text (see also below) that
the condition for this validity of this approximation is
1
n
log2M  1 . (G2)
It corresponds to the number of marked states M that
is not very large. For example, it can still scale expo-
nentially with n so that M = 2µn, µ = O(n0), but the
coefficient µ in the exponent needs to be small µ 1.
The expression (G1) is obtained using the analytical
continuation px of the binomial distribution pd (46) from
the integer domain d ∈ [0, n] onto the interval of a real
axis x ∈ [0, n] in terms of the Beta function B(x, y)
px = 2
−n
(
n
x
)
=
2−n
(n+ 1)B(x+ 1, n+ 1− x) , (G3)
and the resulting identity∫ n
0
dx px = 1. (G4)
In what following we will study the rescaled quantities
wij ≡
V2ij
V 2typ
=
(
2
pin
)1/2
1
pdij
, (G5)
where i 6= j, Vtyp is given in (48) and pd = 2−n
(
n
d
)
. Using
Stirling’s approximation in binomial coefficient
px ≡ pB(x/n), pB(ρ) = e
−nA(ρ)√
2pinρ(1− ρ) . (G6a)
A(ρ) = ρ log ρ+ (1− ρ) log(1− ρ) + log 2 . (G6b)
we get from Eq. (39) for Vij = V (dij)
w(ρ) ≡ V
2(nρ)
V 2typ
'
√
4ρ(1− ρ)
υ(ρ)
enA(ρ) , (G7)
where υ(ρ) is given in (41). Eq. (G5) takes the form
wij = w(dij/n) . (G8)
Then the expression for the PDF for wij
g(wij) = V
2
typ P (V
2
typ wij) , (G9)
can be written in the form (cf. (G1))
g(w) = 2n
∫ 1/2
0
pB(ρ)δ(w − w(ρ))dρ . (G10)
We note that the domain of g(w) is bounded from below
by w = 1 and from above by w = O(2n). Taking the
integral in (G10) we get
g(w) = 2n
pB(ρw)∣∣∣dw(ρ)dρ ∣∣∣
ρ=ρw
, (G11)
where the rescaled Hamming distance ρw is a root of the
transcendental equation
w(ρw) = w . (G12)
In the leading order in n 1 this equation gives
A(ρw) = 1
n
logw , (G13)
where A(ρ) is given in (G6b). Also using Eqs. (G6),(G7)
in (G11) we get
g(w) =
1
w2
√
pi`(w)
, (G14)
where
`(w) =
n
8
υ2(ρw) | log(ρ−1w − 1)|2 (G15)
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Here the dependence of `(w) on w is shown in Fig. 17. In
the entire range the dependence is logarithmically slow.
We note that the (G13) is a valid approximation to
(G12) for ρ− ρ0  1/n where ρ0 is a zero of υ(ρ)
υ(ρ0) = 0, ρ0 =
1
1−
√
1−B−2⊥
(G16)
It corresponds to Hamming distance nρ0 = n/2 − m0
(29) which lies at the boundary of the interval (B9) where
the WKB solution (30),(39) applies (see the discussion in
the Sec. IV). It is assumed that nρ0 is smaller than the
typical smallest Hamming distance dmin in a randomly
selected row
dmin − nρ0  1. (G17)
Using the asymptotic expression (G6) for the binomial
distribution in Eqs. (49) we get the equation for dmin in
the form
A(dmin/n) = 1
n
logM (G18)
The function A(ρ) is decreasing with ρ for ρ(0, 1/2).
Therefore Eq. (G17) leads to the condition A(ρ0) −
A(dmin/n) 1/n, or
A(ρ0)− 1
n
logM  1
n
. (G19)
Using explicit forms of A(ρ) and ρ0 we get in the limit
of B⊥  1
log 2− 1
n
logM >
2 logB⊥ + 2 log 2 + 1
4B2⊥
+ ε
0 < ε = O(B−4⊥ ) . (G20)
This is the condition for (G17). Clearly it corresponds
to a much weaker constraint on the values of M than the
condition 1n logM <
1
2 log 2 provided by the requirement
of a statistical independence of matrix elements of Vij
(cf. (D3)).
a. Case of 1
n
log2M  1
The rescaled Hamming distance ρw depends on w via
the logarithmic factor α = 1n log2 w. This dependence
is shown in the inset to the Fig. 17. In this section we
consider
α =
1
n
log2 w  1 . (G21)
Then we get
pB(ρ) '
(
2
pin
)1/2
e−nA(ρ) , (G22)
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Figure 17. Solid line shows the dependence of `(w) on
α = 1
n
log2 w from Eq. (G15). Dashed line shows the tan-
gent to the solid curve at the point α = 0 (w = 1) . This
line corresponds to `(w) ' √logw, in accordance with (G24).
Inset shows the dependence of the root ρw of the equation
(G12) on α = log2 w
1/n. Small α  1 corresponds to Ham-
ming distances ρw ≈ 1/2. Near that point the dependence of
ρw on α follows (G23).
A(ρ) ' 2
(
1
2
− ρ
)2
.
Then using (G13) we get
ρw ' 1
2
−
(α
2
)1/2
. (G23)
`(w) ' logw , (G24)
and finally,
g(w) ' g∞(w) = 1
w2
√
pi logw
. (G25)
The subscript here indicates that, unlike g(w), the PDF
g∞(w) has the upper boundary of its domain equal to
infinity. It is of interest to calculate for a given w the
magnitude of the relative changes of V 2(d) and of the
binomial coefficient pd when Hamming distance is chain-
ing by 1 (and ρw is changing by 1/n). We define as in
40
Eqs. (G8),(G7) w = V 2(d)/V 2typ and obtain
V 2(d+ 1)− V 2(d)
V 2(d)
' pd+1 − pd
pd
(G26)
' 4
(
1
2
− ρw
)
=
√
8α 1. (G27)
Here we used Eqs. (G23) and (G21). The above inequal-
ity justifies using the continues approximation (G1) in
(47).
In a randomly chosen row of wij the PDF that the
largest element equals w is
PDF(max
m
wm = w) ' Me
−Mw logw
w logw
, M  1 . (G28)
Typical largest element in a row max1<j<i wij ∼ M in
agrement with the results obtained earlier, cf. Eqs. (39),
(49) and (G5). Therefore in order to ensure that α  1
for all matrix elements in a typical row of wij we require
that log2M  n
1 ≤ w .M, 1
n
log2M  1 . (G29)
The typical value of the smallest element in a randomly
selected row of the rescaled matrix of Hamming distances
dij/n equals
ρmin =
dmin
n
=
1
2
−
√
log2M
2n
. (G30)
We note that in the case we consider
n n/2− dmin = O(n) , (G31)
minimum value dmin is close to n/2 but is still separated
by extensive distance from it.
In this paper we use the expression for the matrix ele-
ments of the IB Hamiltonian Hij (38) that only applies
in the region |n/2− dij | < m0 where m0 is given in (29).
The elements in a typical row of the matrix dij belong to
this region if the condition |n/2− dmin| < m0 is fulfilled.
Using (G30) we can re-write this as an inequality for M
M < 2
n
2 (1−B−2⊥ ) . (G32)
This inequality is satisfied under the condition (G29).
Appendix H: Characteristic function of the PDF of
the squared off-diagonal matrix elements of impurity
band Hamiltonian
Here we compute the characteristic function of the
PDF g∞(w) (G25) (also given in Eq. (57) of the main
text). It is defined as follows
φ∞(u) =
∫ ∞
1
dw g∞(w)(eiuw − 1) . (H1)
We will be interested in the asymptotic limi of the above
expression at small |u|  1. It is convenient to calculate
separately real and imaginary parts of φ∞(u).
For real part we have
−
√
pi
2
Re[φ∞(u)] =
∫ ∞
1
1
x2
√
log x
sin2
(ux
2
)
. (H2)
Because φ∞(−u) = φ∗∞(u) we can assume that u > 0
and break the interval of integration above on two parts
x ∈ [1, X/u] ∪ [X/u,∞), u X  1 . (H3)
We write
−
√
pi
2
Re[φ∞(u)] = R1(u) +R2(u) . (H4)
Here
R1(u) =
∫ X/u
1
1
x2
√
log x
sin2
(ux
2
)
, (H5)
R2(u) =
∫ ∞
X/u
1
x2
√
log x
sin2
(ux
2
)
. (H6)
Using (H3) asymptotic expansion of R1(u) has the form
R1(u) ' uX
4(log(1/u))1/2
+
uX log(1/X)
8(log(1/u))3/2
+ . . . (H7)
Also after some tedious calculations we obtain
R2(u) ' u
(log(1/u))1/2
(
pi
4
− X
4
)
+
u
2(log(1/u))3/2
pi(γEuler − 1)
4
. (H8)
where
γEuler ' 0.577 (H9)
is the Euler constant.
Similarly to the above we also break the interval of
integration in the imaginary part of φ∞(u) on two parts
given in (H3)
Im[φ∞(u)] = I1(u) + I2(u) . (H10)
where
I1(u) =
∫ X/u
1
sinux
x2
√
pi log x
, (H11)
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I2(u) =
∫ ∞
X/u
sinux
x2
√
pi log x
. (H12)
Expanding the integrand (H11) in u and using condition
(H3) we get
I1(u) '
2u
√
log 1|u|√
pi
− u log
1
X√
pi log 1|u|
+O
(
u log2X
log3/2 |u|
)
.
Performing similar asymptotic expansion in I2(u) we ob-
tain
I2(u) ' u(1− γEuler − logX)√
pi log 1|u|
+O
(
u log2X
log3/2 u
)
.
Finally, we combine together Eqs. (H7),(H8) into
Eq. (H4) to obtain first two terms in the asymptotic ex-
pansion of Re[φ∞(u)] in powers of 1/ log u 1
Re[φ∞(u)] = − |u|
√
pi
2
√
log |u|−1
(
1− 1− γEuler
2 log |u|−1
)
. (H13)
We also combine together the above expressions for
I1 and I2 to obtain a similar asymptotic expansion of
Im[φ∞(u)]
Im[φ∞(u)] '
2u
√
log 1|u|√
pi
+
u(1− γEuler)√
pi log 1|u|
. (H14)
Note that in both cases the terms involving X cancels
out confirming the validity of the matching procedures.
Appendix I: Generalized Central Limit Theorem for
the sum of M random variables wm that obey the
distribution g∞(w)
In this section we will study the asymptotic PDF for
the sum the independent identically distributed random
variables in Eq. (90) sampled from the probability distri-
bution (G25). We note that the variance of the random
variables does not exist. The PDFs with polynomial tails
at infinity are known as Pareto (heavy-tailed) distribu-
tions. According to the Generalized Central Limit Theo-
rem (GCLT), the PDF of the sum of M Pareto variables
for M →∞ approaches its asymptotic form given by the
stable law [48].This general property coincides with the
usual Central Limit Theorem for the case when random
variables in a sum have finite variances. In this case the
limiting PDF has Gaussian form.
We note that the PDF given by Eq. (G25) is not
strictly polynomial at w → ∞ because of the additional
logarithmic factor. We will derive the asymptotic form
of the sum (90) of random variables (G25) explicitly and
compare with the standard GCLT result without the log-
arithmic factor.
We are interested in the PDF of the random variable
sM such that (cf. (57),(90))
sM =
1
M
M∑
i=1
wi, g∞(w) =
1
w2
√
pi logw
. (I1)
Here wi are i.i.d random variables sampled from g∞(w)
and we are interested in the asymptotic limit M  1.
Using the convolution property of a sum of statistically
independent random variables we get for the PDF of sM
PDF(sM) =
1
2pi
∫ ∞
−∞
dq [ϕ∞(q/M)]M e−iqsM , (I2)
where
ϕ∞(u) = 1 + φ∞(u) ,
and φ∞(u) is given in (H1). The limit M  1 corre-
sponds to |u|  1. We note that
lim
u→0
φ∞(u) = 0 (I3)
Taking into account that φ(u) is small in the above limit
we write
PDF(sM) ' 1
2pi
∫ ∞
−∞
dq exp [−iqsM + Mφ∞(q/M)] .
(I4)
QuantityMφ∞(q/M) can be expanded in inverse pow-
ers of logM1 using asymptotic form of the characteris-
tic function at small argument given in Eqs. (H13),(H14).
First few terms of expansion have the form
M Reφ∞
( q
M
)
' − pi|q|
2
√
logM
+
√
pi|q| (1− γEuler − log |q|)
4(logM)3/2
,
M Imφ∞
( q
M
)
' 2q
(
logM
pi
)1/2
+ q
1− γEuler − log |q|
(pi logM)1/2
+
q log |q|(1− γEuler)
2
√
pi(logM)3/2
. (I5)
where γEuler is the Euler constant.
It is clear from comparing individual terms in Eq. (I5)
with the exponential in the integrand in Eq.(I4) that q =
O(√logM). Therefore we can drop in Eqs. (I5) terms
O(1/(logM)3/2). We make the change of variables in
the integral in (I4)
q = 2
√
logM
pi
t , (I6)
and obtain
PDF(sM) =
1
σM
L1,11
(
sM − bM
σM
)
, (I7)
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L1,11 (x) ≡
1
2pi
∫ ∞
−∞
dt e−itx−|t|−
2i
pi t log |t| . (I8)
Function L1,11 (x) above is a so-called Levy alpha-stable
distribution [33, 56, 57] shown in Fig. 15. The distribu-
tion is defined by its characteristic function. Parameters
bM and σM in (I7) are typical values that characterize
the shift of the maximum of the PDF(sM) from the ori-
gin and its overall scale, respectively. They are given in
Eqs. (93) and (92) of the main text and we also provide
them for convenience below
σM =
pi
2
1
(pi logM)1/2
, (I9)
bM ' σ−1M −
2
pi
σM log(σ
−1
M ) +
2
pi
(1− γEuler)σM , (I10)
where γEuler is the Euler constant.
It is instructive to compare the above expressions with
the result for the sum of random variables that obey a
standard Pareto distribution (i.e., without the logarith-
mic factor present in g∞(w))
s0M =
1
M
M∑
i=1
wi, wi ∼ g0(w) = w−2 . (I11)
The PDF of s0M has the same form as the PDF of sM
given in (I7) but the expressions for the shift b0M and the
overall scale σ0M are different
σ0M =
pi
2
, b0M = logM + 1− γEuler + log
(pi
2
)
(I12)
One can see that
σ0M
σM
∼ b
0
M
bM
∼ (logM)1/2  1 . (I13)
The rescaling factor (logM)1/2 between the PDFs of sM
and s0M can be explained by a similar logarithmic fac-
tor in the ratio g0(w)/g∞(w) ∼ (logw)1/2, taking into
account the fact that typical of w ∼M .
Appendix J: Justification of replacing sum with
integral in Eq.( 81).
We note that the number of marked states Ωd in a
miniband (95) on a Hamming distance d from a given
marked state |zj〉 decreases rapidly when d. There is a
typical minimum Hamming distance d ' dresmin such that
dresmin = argmin(Ωd) = O(1) . (J1)
There will be no states in the miniband located at the
Hamming distances d from the state |zj〉 that lie inside
the intervals d ∈ [1, dresmin)∪(n−dresmin, n]. For those values
of d we have Γ(d)j = 0. Using (G22) we get
dresmin '
n
2
−
√
n
2
log
2AΩ
pin2
. (J2)
where A = A(E(0), 1/2) (40).
On the one hand we assume throughout the paper that
the number of marked states in a miniband Ω 1 is suf-
ficiently large so that the number n− 2dresmin of dominant
terms in the sum (80) is much bigger than 1. For exam-
ple, using the scaling ansatz (72) we have Ω ∼M2−γ (97).
Then assuming that γ < 2 and 1 > 1n log2M = O(n0) we
can see that the second term in the r.h.s of (J2) is of the
order of n and therefore the number n− 2dresmin = O(n).
On the other hand we note that the number Ωd (95) of
marked states in a miniband on a Hamming distance d
from a given marked state |zj〉 is large (M (d)j > Ωd  1)
for almost all d, aside from O(n0) values of d near the
boundaries of the interval d ∈ [dresmin, n− dresmin].
We recall that all terms in a sum (80) are nearly equal
to each other and therefore the relative contributions to
Γj from the boundary terms is O(1/n) and can be ne-
glected in a leading order estimates of the typical quanti-
ties. For d away from the interval boundaries the function
δη(j−m) in Eq. (81) changes little between the adjacent
values of m (by an amount ∼ 1/Ωd  1). This provides
the justification for us to replace the sum over m in (81)
by an integral.
Appendix K: PDF of the random variable
h = η
(z−)2+η2
Consider the PDF pη(h; z) introduced in the Eq. (101)
pη(h; z) =
∫ ∞
−∞
1
W
pA(/W )δ[h− δ(z − , η) ]d , (K1)
Here the function of two arguments δ(x, y) is defined in
(79) and δ[x] is Dirac delta-function denoted here with
bold font to distinguish from the above function. We
also used the relation (44) for the PDF of marked state
energies. Solving equation
h =
η
(z − )2 + η2 , (K2)
for  we get
± = z ±
√
η(h−1 − η) (K3)
From here and from (K1) we get
pη(h; z) =
√
η
2h3/2
√
1− ηh (ϕ+(h; z) + ϕ−(h; z)) (K4)
ϕ±(h; z) = W−1pA(z ±
√
η(1/h− η)) (K5)
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For |z| W we get pη(h; η) ' pη(h; 0)
pη(h; 0) =
√
η
h3/2
√
1− ηh pA(
√
η(1/h− η)) . (K6)
pη(hmin)= η2 1 +Kη22Kη
0 hmin 1/η0
h
pη
Figure 18. Plot of the PDF of pη(h; 0) ≡ pη(h) given in (K6).
a. Uniform Distribution For the case of uniform dis-
tribution
pA() =
1
W
θ(W/2− ) , (K7)
where θ(x) is Heaviside theta-function we have
pη(h; 0) =
1
h3/2
√
η−1 − h . (K8)
Domain of values of h is h ∈ [hmin, hmax] where
hmin =
1
η(1 +K2η)
, hmax =
1
η
. (K9)
Kη ≡ W
2η
. (K10)
And the value of the PDF on the lower boundary is
pη(hmin) = η
2
(1 +K2η)
2
Kη
. (K11)
In the case of delocalized non-ergodic states (98)
M  Kη  1 . (K12)
The PDF pη(h; 0) ≡ pη(h) is plotted in Fig. 18. The
PDF reaches the local maximum on the lower bound-
ary hmin corresponding to values of marked state ener-
gies  ' W located at the edges of the IB. In the re-
gion h ∼ 1/η the probability density reaches very small
values, pη(h, z) ∼ η2, corresponding to the energies of
marked states | − z| ' η. Maximum value of h = 1/η
corresponds to exact resonance  = z. The PDF pη(h; 0)
has an integrable singularity at this point.
It is of interest to consider the PDF of the sum of
random variables hm over all marked states
shM =
1
M
M∑
m=1
hm, hm =
η
(z − m)2 + η2 . (K13)
In the non ergodic phase W  η mean value of hm is
much smaller than its standard deviation
〈hm〉 =
∑
σ=±1 arccot
(
2η
W−2σz
)
W
' pi
W
, (K14)
〈h2m〉 '
pi
2Wη
 〈hm〉2 . (K15)
Note that the mean is dominated by small marked state
energies m ∼ η while standard deviation is dominated
by m ∼W .
However for sufficiently large M the mean value of the
sum
∑M
m=1 hm is much greater than its standard devia-
tion provided that δ η
〈shM 〉2 − 〈shM 〉2
〈shM 〉2
' 1
2pi
δ
η
 1 (K16)
Therefore in the delocalized phase
η  δ = W
M
, (K17)
the sum
∑M
m=1 hm is self-averaging.
It is convenient to introduce rescaled variables
ym =
√
hm η . (K18)
Their PDF has the form
pη(y) =
1
Kηy2
√
1− y2 . (K19)
Boundaries of the domain of pη(y) are
ymin =
1√
1 +K2η
≤ y < ymax = 1 . (K20)
Appendix L: PDF of the imaginary part of
self-energy in self-consistent Born approximation
In this section we provide details of calculations of self-
consistent Born approximation presented in Sec. XIA 2
of the main text. We study the PDF of the sum
Σ′′ = V 2typ
M∑
m=1
wmη
(z − m)2 + η2 , (L1)
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where wm = V2(d0m)/V 2typ (see Eqs. (G7), (G8)) are
random variables sampled from the distribution g∞(w)
(57) and marked state energies m obey the dstribution
pA(/W )/W (44). The sum in (L1) can be written in the
form
Σ′′ =
V 2typ
η
M∑
m=1
xm, xm = wmy
2
m , (L2)
where ym are random variables (K18) sampled from the
distribution pη(y) (K19). For |z| W random variables
xm obey the PDF gη(x) such that
gη(x) =
∫ 1
ymin
dy
∫ ∞
1
dw pη(y)g∞(w) δ(x− wy2) . (L3)
Using (K19) and (K20) one can show that (cf. also (L7))
lim
η→∞ gη(x) = g∞(x) . (L4)
In order to calculate the PDF of the sum Σ′′ (L1) in the
limitM →∞ we use GCLT following the same approach
as that in Sec. I. The PDF of the random variable Σ′′
equals
PDF(Σ′′) ' 1
2pi
∫ ∞
−∞
dk e−ikΣ
′′+Mφη(kV2typ/η) , (L5)
where φη(u) is the characteristic function of the PDF
gη(x) (L7)
φη(u) =
∫ ∞
1
1+K2η
dx gη(x)(e
iux − 1) . (L6)
1. PDF of individual terms in the sum
zmax = 1.35147
gη(z) = 11 +Kη2 gη z1 +Kη2
1 2 3 4
0.0
0.1
0.2
z
gη
Figure 19. Plot of g¯η(z) given in (L8) for Kη =
√
30.
After some transformations we get from Eq. (L3)
gη(x) =
1
x2Kη
√
2pi
×
∫ min(1,√x)
1√
1+K2η
dy√
(1− y2)(log x1/2 − log y) . (L7)
The PDF is plotted in Fig. 16. Its maximum lies very
close to the left boundary of its domain x ∈ [1/(1 +
K2η),∞). For x  1 the PDF gη(x) depends on x in
terms of the rescaled parameter z = x(1 + K2η) whose
PDF is
g¯η(z) '
erf
(√
1
2 log z
)
z3/2
√
2
. (L8)
The plot of g¯η(z) is given in Fig. 19), its maximum zmax '
1.35. Typical values of xm ' zmax/K2η  1 correspond
to wm ∼ 1 and to a broad PDF of marked state energies,
|z − m| ∼W .
We are interested in the limits (cf. (K12))
x 1, Kη  1 . (L9)
We note that log x | log y| in the denominator of (L7)
for all y except for the small interval
1√
1 +K2η
≤ y . 1
x
,
whose contribution to the integral neglected. Expanding
the integrand in powers of (log x)−1/2 we get
gη(x) ' pi
2Kη
g∞(x)− pi log 2
2Kηpi1/2x2 log
3
2 x
, (L10)
where function g∞(x) is defined in (57).We observe from
(K10), (K14) that η〈hm〉 = pi2Kη . Using the expressions
for g∞ (57) and 〈h〉 (K14) we obtain under the condition
(L9)
gη(x) ' η 〈h〉 g∞
(
x
η 〈h〉
)
, x 1 . (L11)
Given a large deviation of xm satisfying (L9), the condi-
tional PDF of ηhm is narrowly peaked around its mean
value corresponding to |m − z| ∼ η. In contrast, typi-
cal values of xm correspond to a much broader PDF of
m ∼W . This gives rise to a small factor pi/2Kη ∼ η/W
in the leading order term in (L10).
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2. Characteristic function of the PDF of the
elements in the sum
The relation between the characteristic functions φη(u)
and φ∞(u) (H1) in the limit
|u|  1 , (L12)
should be the same as the relation (L10) between the
corresponding PDFs gη(x) and g∞(x) in the limit of large
x (L9). Here we will establish this directly. We break
φη(u) in two parts
φη(u) = φ
1
η(u) + φ
2
η(u) , (L13)
where
φ1η(u) =
∫ 1
1
1+K2η
dw gη(w)(e
iuw − 1) , (L14)
φ2η(u) =
∫ ∞
1
dw gη(w)(e
iuw − 1) . (L15)
Expanding φ1η(u) in u we get
φ1η(u) '
pi
2Kη
iζ1u , (L16)
where
ζ1 =
2
pi3/2
∫ 1
0
dx
x
∫ √x
0
dy
1√
(1− y2) log(x/y2) . (L17)
To calculate φ2η(u) in the limit of small |u| we introduce
X  1 such that
|u|  X|u|  1 , (L18)
and write
φ2η(u) = φ
2,−
η (u) + φ
2,+
η (u) . (L19)
Here
φ2,−η (u) =
∫ X
1
dx gη(x)(e
iux − 1) , (L20)
φ2,+η (u) =
∫ ∞
X
dx gη(x)(e
iux − 1) . (L21)
We use (L18) and expand φ2,−η (u) in u
φ2,−η (u) ' iu
∫ X
1
gη(x)dx . (L22)
To calculate the term φ2,+K (u) we use the approximation
(L10) and write
φ2,+η (u) =
pi
2Kη
φ∞(u)− iu pi
2Kη
∫ X
1
g∞(x)xdx . (L23)
− pi log 2
2Kη
∫ ∞
X
dx
eiux − 1√
pix2(log x)3/2
(L24)
where the characteristic function φ∞ is defined in (H1).
Combining φ2,±η (u) together and taking the limit X →
∞ we get after some transdormations
φ2η(u) '
pi
2Kη
(φ∞(u)− iζ2u) (L25)
ζ2 =
(
32
pi3
)1/2 ∫ 1
0
dy
(
log(1/y)
1− y2
)1/2
.
After some transformations one can show that ζ1 = ζ2.
Therefore terms ∼ u in φ1η(u) and φ2η(u) cancel each
other. Combining these two quantities together in (L13)
we finally get
φη(u) ' pi
2Kη
φ∞(u) +O
( |u|
Kη| log u|3/2
)
. (L26)
As expected, this relation corresponds to the relation
(L10) between the PDFs gk and g∞.
3. GCLT for the sum
We now revisit the expression (L5) for the PDF of the
variable Σ′′ (L1)). In the limit M →∞ the integral over
k in the r.h.s of (L5) is dominated by small values of the
argument in φη(kV 2typ/η). Then using (L26) and (K10)
we get after the change of a variable of integration in (L5)
PDF(Σ′′) =
1
2piΣ′′∗
∫ ∞
−∞
dqe
−iq Σ′′
Σ′′∗
+Ωηφ∞(q/Ωη)
, (L27)
where Σ′′∗ (89) is the characteristic value of imaginary
part of self-energy of marked states obtained in FGR-
based calculation in Sec. VIII and quantity Ωη equals
Ωη =
piM
2Kη
=
piη
δ
. (L28)
It has a meaning of the typical number of marked states
within the non-ergodic miniband of the width η (cf.
Eq. (95) and Fig. 14).
We make a self-consistent assumption (cf. Eq. (131) in
the main text) and set
η = Σ′′∗ . (L29)
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Then, one can immediately see that
Ωη = ΩΣ′′∗ = Ω , (L30)
where Ω is the typical number of marked states in a mini-
band defined in (110).
Comparing the expression (L27) with (I4) and (L30)
we represent the random variable Σ′′ in the form
Σ′′ =d σΩΣ′′∗ x+ bΩΣ
′′
∗ , PDF(x) = L
1,1
1 (x) . (L31)
Here random variable x obeys a Levy alpha-stable distri-
bution (I8) shown in Fig. 15. The quantities bΩ, σΩ are
given below
σΩ =
√
pi
4 log Ω
, (L32)
bΩ ' σ−1Ω −
2
pi
σΩ log(σ
−1
Ω ) +
2
pi
(1− γEuler)σΩ , (L33)
Their dependence on Ω is given in the main text,
Eqs. (93),(92), where we should replace M with Ω.
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Figure 20. Probability distribution of the ratio |Y/X| defined
in Eqs. (M1),(M2) for γ = 0.6.
Appendix M: Numerical simulations
In this Section we provide details of the numerical
analysis of the ensemble of Hamiltonians introduced in
Sec. VI in addition to the results in Sec. VII.
1. Numerical justification of cavity equations
Application of cavity method to the case of the en-
semble of dense matrices considered in this paper, see
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Figure 21. The same as in Fig. 20 but with γ = 1.2.
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Figure 22. The same as in Fig. 20 but for γ = 1.6.
Sec. VI, exploits the similarity between the local struc-
ture of the adjacency graph of the Hamiltonian H and
the Bethe lattice. The derivation of the cavity equa-
tions (99a),(99b) for the case of H outlined in Sec. X
neglects off diagonal terms Y in comparison to diagonal
X, which is justified for graphs with extensive number of
neighbors [33], where,
X =
1
M
∑
j
H 21jGjj (z) , (M1)
Y =
2
M
∑
j 6=k
H1jH1kGjk (z) , (M2)
where Gij is the single particle Green function corre-
sponding to the Hamiltonian H at energy near the cen-
ter of the band, introduced in Sec. X. It has been shown
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Figure 23. K(ω) rescaled with the characteristic energy
Γε = 2Σ
′′
typM
ε where the typical mini-band width is given
by Eq. (125). Here γ = 1 with fitting exponent ε = −0.025.
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Figure 24. The same as in Fig. 23 but with γ = 1.4 and fitting
exponent ε = 0.04.
for Levy matrices [33] that the ratio |Y/X| scales to zero
with growing matrix size M and therefore can be ne-
glected. This argument could be extended to PBLMs
considered in this paper. We confirm the validity of this
approximation numerically by analyzing the probability
distribution of the ratio |Y/X| as a function of the ma-
trix size M . In Figs. 20,21, 22 the distribution of |Y/X|
scales towards high weight at vanishing values of |Y/X|
with growing M .
2. Numerical analysis of population transfer time
a. Population transfer time from the dynamical correlator
In addition to Fig. 13 in Sec. VII of the main text,
we perform a similar collapse of the dynamical correlator
frequency dependence for different matrix sizes M for a
10−1
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Figure 25. The same as in Fig. 23 but with γ = 1.8 and fitting
exponent ε = −0.05.
10−2
10−1
100
101
102
101 102 103
K
(ω
)Γ
ǫ
ω/Γ
ǫ
M = 1000
M = 2000
M = 5000
M = 10000
M = 20000
Figure 26. The same as in Fig. 23 but with γ = 2 and fitting
exponent ε = −0.055.
range of different values of γ. In Figs. 23-26 the charac-
teristic energy scale extracted from each set of plots using
this procedure Γε = ΓtypMε corresponds to the typical
mini-band width with the respective value of the param-
eter γ. The fitting parameter in the scaling exponent ε is
small for all γ we considered and is consistent with finite
size effect.
b. Population transfer probability as a function of time
In the main text we analyzed the complexity of the PT
protocol using the solution of the full non-linear cavity
equations for the size of the typical mini-band and esti-
mated the number of states in the mini-band using the
classical value of the level spacing W/M . In this section
we analyze the scaling of the population transfer time
using exact numerical time evolution. We contrast the
population transfer time obtained from the characteristic
energy scale of the frequency dependence of the dynami-
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Figure 27. Population transfer probability as a function of
time t in units of 1/Vtyp for various values of parameter γ =
2a.
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Figure 28. Population transfer probability as a function of
time rescaled with the effective mini-band width
√
Ω where
the number of states in the mini-band is estimated using
Fermi’s golden rule Ω = M2−γ , see Eq. (97) of the main text.
cal correlator in Figs. 23-26 with the time dependence of
the transfer probability,
p(t) = |〈i|ψ(t)〉|2 , (M3)
where |i〉 is the initial bitstring and |ψ(t)〉 is the wave
function resulting from the evolution with the impurity
band Hamiltonian in transverse field H , see Sec. VI, for
a time t, which is the quantity directly observed exper-
imentally. Note that in Fig. 27 the time scale at which
the transfer probability becomes of order one depends
strongly on the parameter γ, reflecting the fact that the
characteristic time is determined by the size of the many-
body mini-band Γ rather than the typical off-diagonal
matrix element Vtyp. To verify this we rescaled the unit
of time with the square root of the number of states in
the mini-band
√
Ω, a good approximation for the scaling
of the mini-band, see Sec. VIII for qualitative discussion
and Sec. XI for rigorous results. We observe approximate
collapse of the curves for different values of γ corroborat-
ing the PT runtime scaling presented in the main text
as well as the estimate of the number of states in the
mini-band.
