Codiagnosticabilidade de sistemas a eventos discretos com observação dinâmica by Silveira, Wesley Rodrigues
CODIAGNOSTICABILIDADE DE SISTEMAS A EVENTOS DISCRETOS COM
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seria imposśıvel a conclusão.
Como disse Jesus:
“Todavia digo-vos a verdade, que
vos convém que eu vá; porque, se
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Neste trabalho é proposto um novo algoritmo para verificação da codiagnostica-
bilidade de uma linguagem em sistemas a eventos discretos (SED) com observação
dinâmica.
Este problema da codiagnosticabilidade em SEDs com observação dinâmica é
abordado por outros trabalhos na literatura. Cada um dos métodos existentes atu-
almente na literatura capazes de lidar com esse problema são abordados e compa-
rados com o método aqui proposto. Essa comparação valida os resultados, uma vez
que esse novo verificador, em geral, possui um menor custo computacional do que
os outros, apesar de todos terem complexidade polinomial.
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In this work, a new algorithm for verifying the codiagnosticability of a language
in discrete event systems (DES) with dynamic observation is proposed.
Codiagnosticability in DESs with dynamic observation has been addressed by
other studies in the literature. Each of the methods currently available in the lit-
erature capable of dealing with this problem are considered and compared with the
method proposed here. This comparison validates the results, since this new veri-
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3.1 Diagnosticabilidade de Falhas sob Observação Dinâmica . . . . . . . 28
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Discretos com Observação Dinâmica . . . . . . . . . . . . . . 31
4 Verificador Estendido para Sistemas a Eventos Discretos com Ob-
servação Dinâmica 48
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A automatização de trabalhos anteriormente realizados pelo homem tem se tornado
algo cada vez mais frequente em nossos dias. Com essa crescente substituição da
mão de obra humana por sistemas automatizados, pode-se destacar melhorias como:
aumento da produtividade, redução de custos e melhoria da qualidade. Um dos
motivos que levam à essa melhoria de qualidade, vem pela diminuição das falhas
que anteriormente eram causadas por ações humanas. Vale ressaltar que, mesmo
com a utilização de sistemas automatizados, as falhas são fact́ıveis e nenhum sistema
é invulnerável à ocorrência delas. Dáı, a necessidade de detectá-las e isolá-las, ou
seja, de diagnosticá-las.
1.2 Objetivo
Alguns sistemas automatizados têm como caracteŕıstica a não dependência tempo-
ral, e a sua evolução se dá, a partir da ocorrência de eventos. Exemplos de eventos
são a borda de subida de um sensor, a finalização de um processo ou ainda um botão
sendo pressionado. Sistemas que são dirigidos por eventos são denominados sistemas
a eventos discretos (SED). A modelagem utilizada para o controle clássico, isto é,
modelagem baseada em equações diferenciais não é a mais adequada para analisar
SEDs. Assim, necessitam-se de técnicas para poder representá-los melhor.
Os dois formalismos mais utilizados atualmente para se modelar sistemas a even-
tos discretos são as redes de Petri e os autômatos. As redes de Petri possuem a
caracteŕıstica de ter o estado do sistema distribúıdo pela estrutura da rede [1]. Essa
caracteŕıstica faz com que a rede de Petri seja vantajosa para sistemas com um
grande número de estados. Os autômatos possuem o conceito de estado concen-
trado, o que facilita a sua utilização quando o objetivo é o diagnóstico de falha
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[1–15].
A falha em SEDs é representada pela ocorrência de um evento não observável,
ou seja, a ocorrência da falha não pode ser detectada e transmitida a terceiros.
Outra caracteŕıstica das falhas em SEDs é que a sua ocorrência, não causa a parada
imediata do sistema. Sendo assim, para se detectar uma falha é necessário observar
a ocorrência dos eventos após a falha, e ser capaz de informar que a falha ocorreu.
Os estudos sobre diagnóstico de falhas utilizam, na sua maioria, modelos ba-
seados em autômatos, apesar de modelos com redes de Petri também poderem ser
utilizados [16, 17]. O problema da abordagem com redes de Petri é que esses métodos
não atendem todas as classes de redes de Petri [18].
O problema de diagnóstico de falha foi inicialmente proposto em [19]. Em se-
guida, em [2] foram apresentadas as condições necessárias e suficientes para o di-
agnóstico de falhas em SEDs, assim como, a construção do diagnosticador, que per-
mite tanto verificar se um sistema é diagnosticável ou não, como o seu diagnóstico
em tempo real.
O diagnóstico de falhas em sistemas a eventos discretos pode ser executado
utilizando-se arquitetura centralizada ou descentralizada. Na arquitetura centra-
lizada há apenas um diagnosticador central que irá inferir se houve ou não a falha
com base na ocorrência dos eventos observáveis executados pela planta. Já na ar-
quitetura descentralizada, existem diversos diagnosticadores locais, cada um com
um conjunto de eventos observáveis.
Em [6] foram propostos vários protocolos para diagnose descentralizada. O pro-
tocolo 3 que descreve a arquitetura descentralizada disjuntiva será utilizado nesse
trabalho. A arquitetura descentralizada disjuntiva considera que não há troca de
informação entre os diagnosticadores locais e a falha será diagnosticada quando ao
menos um dos agentes locais informar a ocorrência da falha.
Os sistemas propostos nos trabalhos [2–7, 9–15] consideram o problema de di-
agnóstico considerando observação estática. Entretanto, em muitas situações, a ob-
servação de eventos pode não ser fixa como, por exemplo, em problemas de ativação
de sensor, em que cada agente pode ligar ou desligar seus sensores dinamicamente
durante a evolução do sistema com base em seu histórico de observação, seja por
uma questão de restrição de energia, ou largura de banda, ou mesmo de segurança
[20–23]. Uma outra situação em que a observação pode ser dinâmica ocorre quando
há comunicação entre diferentes agentes, isto é, a comunicação entre agentes pode
levar um evento, que é observado na ocorrência de uma transição, não ser observado
na ocorrência de uma transição diferente [24, 25].
A diagnosticabilidade de falhas sob observação dinâmica já foi investigada em
trabalhos anteriores [20, 21, 26, 27], em que os trabalhos [20] e [21] abordam o caso
centralizado e os trabalhos [26] e [27] o caso descentralizado.
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O objetivo deste trabalho é apresentar um novo verificador capaz de diagnosticar
uma falha, considerando que o sistema trabalha com observação dinâmica. Esse
novo verificador será baseado no verificador para observação estática apresentado
em [15], uma vez que este é o verificador que apresenta a menor complexidade
computacional. Como consequência, esse novo verificador, em geral, apresenta um
menor custo computacional do que os outros, apesar de todos terem complexidade
polinomial. Para se obter este resultado, esse novo verificador será comparado com
os verificadores apresentados em [26] e [27], por serem os verificadores, encontrados
na literatura, que visam solucionar o mesmo problema.
1.3 Estrutura
Este trabalho está organizado da seguinte maneira: no caṕıtulo 2 serão apresentados
os fundamentos teóricos de sistemas a eventos discretos e como representá-los a
partir de autômatos. Além disso, será apresentada uma maneira de se calcular a
complexidade computacional de algoritmos. Por fim, será apresentado o diagnóstico
de falhas para sistemas a eventos discretos.
No caṕıtulo 3 será apresentada a diferença entre sistemas a eventos discretos
com observação estática e com observação dinâmica. Também será apresentado
o diagnóstico de falhas em sistemas a eventos discretos com observação dinâmica.
Por fim, serão apresentados os verificadores encontrados atualmente na literatura
capazes de verificar a diagnosticabilidade de um sistema com observação dinâmica.
No caṕıtulo 4 será apresentado um novo verificador capaz de verificar a diagnos-
ticabilidade de um sistema com observação dinâmica. Além disso, será apresentada
a sua complexidade computacional. Por fim, será feita uma comparação entre os
verificadores apresentados no caṕıtulo 3, encontrados atualmente na literatura, com
o verificador apresentado no caṕıtulo 4.
No caṕıtulo 5 serão apresentadas as conclusões gerais do trabalho, bem como




Neste caṕıtulo serão apresentadas as bases teóricas para o entendimento deste tra-
balho, começando pelos sistemas a eventos discretos, linguagens, autômatos, com-
plexidade computacional e diagnóstico de falhas.
2.1 Sistemas a Eventos Discretos
Sistemas a eventos discretos são sistemas que, em geral, não dependem da passagem
do tempo para que haja a mudança de um estado para outro, pois essa mudança
será feita com a ocorrência de eventos. Esses eventos são por natureza discretos
como, por exemplo, a borda de subida de um sensor ou o fim de uma determinada
tarefa.
De um modo geral, um SED é constitúıdo basicamente de dois elementos, estados
e eventos. O estado de um sistema dinâmico é definido a seguir.
Definição 2.1. O estado de um sistema dinâmico, em um instante de tempo t0, é
o conjunto de informações que junto do conhecimento da entrada do sistema, para
todo t ≥ t0, é suficiente para determinar unicamente a resposta do sistema, para
todo t ≥ t0 [1].
Uma definição mais intuitiva para evento seria dada como: a percepção de
est́ımulos pelo sistema em questão. Em termos mais formais e utilizando-se do
conceito de estados tem-se a seguinte definição de eventos.
Definição 2.2. Um evento é uma ocorrência instantânea que pode promover uma
mudança no estado do sistema.
Algo que deve ser salientado é a questão do evento ser caracterizado por
ocorrências abruptas e instantâneas, e ao perceber o evento, o sistema pode se
acomodar num novo estado, até que ocorra um novo evento. Assim, a simples pas-
sagem do tempo não é suficiente para garantir a evolução do sistema sendo, para
isso, necessária a ocorrência de eventos [28].
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Com as informações e definições acima, é posśıvel definir um SED da seguinte
forma.
Definição 2.3. Um Sistema a eventos discretos é um sistema dinâmico que evolui
de acordo com a ocorrência abrupta de eventos f́ısicos, em intervalos de tempo, em
geral, irregulares e desconhecidos [28].
2.2 Linguagens
Uma das maneiras de se estudar o comportamento de SED é por intermédio da teoria
de linguagens e autômatos [1]. Para se estudar SED a partir dessas ferramentas deve-
se ter em mente que todo SED tem um conjunto de eventos e que neste trabalho esse
conjunto será denotado por Σ. Os eventos desse conjunto são denominados o alfabeto
do sistema e a sequência desses eventos são denominados palavras ou simplesmente
sequências. O conjunto dessas palavras gera a linguagem que o sistema pode realizar.
A definição formal de linguagem é dada a seguir.
Definição 2.4. Uma linguagem L definida em um conjunto de eventos Σ é um con-
junto de sequências de eventos de comprimento finito formadas a partir dos eventos
em Σ.
O comprimento de uma sequência de eventos é o número de eventos da sequência,
contando as múltiplas ocorrências de um mesmo evento. O comprimento de uma
sequência s será denotado por ||s||.
A sequência que não possui eventos é chamada de sequência vazia e é denotada
por ε, cujo comprimento é zero e é o elemento neutro da concatenação, isto é, uma
sequência s = ab é igual a εab = aεb = abε e o comprimento de s é ||s|| = ||ab|| =
||abε|| = 2. A concatenação é a operação mais básica entre sequências e eventos, por
exemplo, s = ab é formado pela concatenação do evento a com o evento b, formando
ab, mas pode-se também concatenar s com s1 = bc formando assim a sequência
s2 = ss1 = abbc.
A linguagem L = {ε, a, ab, acb} é um exemplo de linguagem formada por quatro
sequências, incluindo a sequência vazia, geradas a partir do conjunto de eventos Σ =
{a, b, c, d}. Os conjuntos ∅, o próprio Σ e Σ∗ também são exemplos de linguagens,
em que o conjunto Σ∗ é formado por todas as sequências de comprimento finito
formados com eventos de Σ mais a sequência vazia ε; a operação ∗ é chamada de
fecho de Kleene.
Seja s = abc, com a, b, c ∈ Σ. Então, a é chamada de prefixo de s, b é chamada
de subsequência de s e c é chamada de sufixo de s. Por fim a notação s/t é utilizada
para se referir ao sufixo após a ocorrência de t, em que t ∈ Σ∗.
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2.2.1 Operações com Linguagens
As operações básicas para conjuntos são aplicáveis às linguagens, uma vez que essas
são representadas matematicamente por conjuntos. Outras operações também são
comumente definidas para linguagens como pode ser visto a seguir.
Concatenação
Como mencionado a concatenação é a operação mais básica entre eventos e
sequências, e a mesma pode também ser aplicada às linguagens.
Definição 2.5. Sejam La e Lb ⊆ Σ∗ então a concatenação entre La e Lb é definida
por:
L = LaLb = {s = sasb ∈ Σ∗ : (sa ∈ La) ∧ (sb ∈ Lb)}.
A concatenação de duas linguagens será a concatenação das sequências da lin-
guagem La com todas as sequências de Lb.
Fecho de Prefixo
Além da concatenação existe a operação fecho de prefixo de uma linguagem L,
denotada por L.
Definição 2.6. Seja L ⊆ Σ∗, então o fecho de prefixo de L é definido por:
L = {s ∈ Σ∗ : (∃t ∈ Σ∗) ∧ (st ∈ L)}.
Uma linguagem L, tal que L = L, é dita ser prefixo-fechada.
O fecho de prefixo de uma linguagem L é dado por todos os prefixos de cada
sequência que a compõe. Pode-se observar que L ⊆ L.
Fecho de Kleene
O fecho de Kleene de uma linguagem L é mais uma das posśıveis operações feitas
com linguagens e é denotada por L∗.
Definição 2.7. Seja L ⊆ Σ∗, então o fecho de Kleene de L é definido por:
L∗ = {ε} ∪ L ∪ LL ∪ LLL ∪ · · ·
O fecho de Kleene de uma linguagem L é o conjunto formado pela concatenação
de um número finito de elementos de L.
Note que a operação fecho de Kleene é idempotente, isto é, (L∗)∗ = L∗.
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Pós-Linguagem
A Pós-linguagem de uma linguagem L após uma sequência t será denotada por L/t.
Definição 2.8. Seja L ⊆ Σ∗ e t ∈ L então a pós-linguagem de L após t denotado
por L/t e é definida como:
L/t = {s ∈ Σ∗ : ts ∈ L}.
A Pós-linguagem de uma linguagem L após uma sequência t é o conjunto de
todas as sequências formadas a partir de t que pertençam à linguagem. Por definição
L/t = ∅ se t /∈ L.
O Exemplo 2.1 ilustra as operações já descritas.
Exemplo 2.1. Seja o conjunto de eventos Σ = {a, b, c}, e as linguagens L1 =
{ε, a, abc} e L2 = {a, c}, então, tem-se que L1L2 = {a, c, aa, ac, abca, abcc}. Pode-
se perceber que ambas as linguagens não são prefixo-fechadas, pois ab /∈ L1 e ε /∈
L2. Logo L1 = {ε, a, ab, abc} e L2 = {ε, a, c}. O fecho de Kleene de L1 e L2
será L∗1 = {ε, a, abc, aa, aabc, abca, abcabc, . . . } e L∗2 = {ε, a, c, aa, ac, ca, cc, . . . },
respectivamente e, por fim, L1/a = {ε, bc} enquanto que L2/b = ∅.
Projeção
Outra operação com linguagens usualmente utilizada é a projeção natural ou sim-
plesmente projeção, denotada por P .
Definição 2.9. Seja Σl e Σs conjuntos de eventos, tais que, Σs ⊂ Σl, então a
projeção P : Σ∗l → Σ∗s definida de modo recursivo para sequências é:
P (ε) = ε
P (σ) =
{
σ, se σ ∈ Σs,
ε, se σ ∈ Σl \ Σs.
P (sσ) = P (s)P (σ), para todo s ∈ Σ∗l , σ ∈ Σl.
A definição de projeção para linguagem estendida a partir da projeção para
sequências, em que Ll ⊆ Σ∗l , é dada por:
P (Ll) = {P (s) : s ∈ Ll}.
Como pode se ver na definição de projeção de uma sequência, após aplicá-la
a uma sequência do conjunto maior, ter-se-á como resultado uma sequência com
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apenas os eventos do conjunto menor. Já a projeção aplicada a uma linguagem
nada mais é do que aplicar à projeção a cada sequência da linguagem. Com isso, a
projeção pode ser utilizada para representar a linguagem observada em um sistema,
quando este tem parte dos seus eventos não observáveis, isto é, o conjunto maior
seria todo o conjunto de eventos do sistema e o menor seria a conjunto de eventos
observáveis. Logo, a projeção da linguagem desse sistema daria apenas a linguagem
observada pelo mesmo.
É posśıvel observar que duas sequências distintas podem se confundir em um
sistema que possui apenas parte dos seus eventos observáveis, uma vez que duas
sequências distintas podem possuir a mesma projeção.
Projeção Inversa
Além da projeção sobre linguagens há também a projeção inversa sobre linguagens.
Definição 2.10. Sejam Σl e Σs conjuntos de eventos tais que Σs ⊂ Σl, então, a
projeção inversa P−1 : Σ∗s → 2Σ
∗
l sobre uma sequência, é definida como:
P−1(t) = {s ∈ Σ∗l : P (s) = t}.
A projeção inversa para linguagens, em que Ls ⊆ Σ∗s, é dada por:
P−1(Ls) = {s ∈ Σ∗l : ∃t ∈ Ls tal que P (s) = t}.
Dada uma sequência t ∈ Σ∗s, então a projeção inversa de t será o conjunto formado
por todas as sequências de Σ∗l que têm a mesma projeção de t. Já a projeção inversa
sobre Ls será o conjunto formado pela união de todas as sequências que tenham a
mesma projeção que cada elemento de Ls.
Exemplo 2.2. Seja Σl = {a, b, c} e sejam Σs1 = {a, b} e Σs2 = {b, c}. Dado








• P1(Ll) = {a, ab, b, abbba};
• P2(Ll) = {ε, bc, ccbc, bbcbcc};
• P−11 (ε) = {c}∗;
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• P−11 ({a}) = {c}∗{a}{c}∗;
• P−12 ({bc, b}) = {a}∗{b}{a}∗{c}{a}∗ ∪ {a}∗{b}{a}∗.
2.3 Autômatos
Um automato é um dispositivo capaz de representar uma linguagem de acordo com
regras bem definidas [1]. Os autômatos podem ser determińısticos ou não deter-
mińısticos. A definição formal de um autômato determińıstico é apresentada a
seguir:
Definição 2.11. Um autômato determińıstico, denotado por G, é uma sêxtupla:
G = (X,Σ, f,Γ, x0, Xm),
sendo X o conjunto de estados, Σ o conjunto de eventos, f : X × Σ→ X a função
de transição, Γ : X → 2Σ a função de eventos ativos (viáveis), x0 ∈ X o estado
inicial e Xm ⊆ X o conjunto de estados marcados.
Além dessas regras, os autômatos possuem uma representação gráfica, em que
os vértices são representado por ćırculos, e as arestas por arcos direcionados. Os
estados são associados aos ćırculos e os eventos aos arcos. Os estados marcados são
representados por dois ćırculos concêntricos.
O Exemplo 2.3 representa o grafo de um autômato.
Exemplo 2.3. Seja G o automato representado pelo grafo da figura 2.1. O conjunto
dos estados de G é dado por X = {0, 1, 2}, o conjunto de eventos é dado por Σ =
{a, b, c}. A função de transição de estados de G é da seguinte forma: f(0, a) = 1,
f(0, c) = 2, f(1, a) = 1, f(1, b) = 0, f(2, a) = 1 e f(2, b) = 1. Note que a função
de transição não está definida para f(0, b), f(1, c) e f(2, c), dáı a função é dita
ser parcial em seu domı́nio. A função de eventos ativos de G é da seguinte forma:
Γ(0) = {a, c}, Γ(1) = {a, b} e Γ(2) = {a, b}. O estado inicial é identificado por
uma seta e, neste exemplo, x0 = 0. Por fim, o conjunto de estados marcados é
Xm = {1}.
Usualmente se estende o domı́nio da função de transição como sendo f : X×Σ∗ →
X ao invés de f : X × Σ → X e sua lei de formação é definida de forma recursiva
como mostrado a seguir:
f(x, ε) = x,








Figura 2.1: Grafo do autômato G.
Observação 2.1. Um autômato é dito ser determińıstico quando para todo estado
x ∈ X e para todo evento σ ∈ Γ(x), existe um único estado y ∈ X tal que f(x, σ) =
y. Note que, se um autômato for não determińıstico, f(x, σ) poderá levar não só
a um novo estado, mas sim a um conjunto de estados. Essa diferença pode ser
ressaltada a partir da função de transição de um autômato, em que f : X ×Σ→ X
denota a função de transição para um autômato determińıstico enquanto que f :
X × Σ→ 2X para um autômatos não determińısticos.
Um autômato possui duas linguagens associadas a ele, que são a linguagem
gerada e linguagem marcada. As definições a seguir descrevem matematicamente
cada uma delas.
Definição 2.12. A linguagem gerada por um autômato G é dada por:
L(G) = {s ∈ Σ∗ : f(x0, s) é definida}.
Pode-se notar que L(G) = L(G), isto é, a linguagem gerada por um autômato é
prefixo-fechada e L(G) = Σ∗ quando a função de transição é definida em todo o seu
domı́nio.
Definição 2.13. A linguagem marcada por um autômato G é dada por:
Lm(G) = {s ∈ Σ∗ : f(x0, s) ∈ Xm}.
A linguagem Lm(G) não é necessariamente prefixo-fechada e, evidentemente
Lm(G) ⊆ L(G).
Associa-se também aos autômatos as definições de caminho e caminho ćıclico
que serão usadas neste trabalho.
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Definição 2.14. Caminho é um sequência formada por estados e eventos:
c = (x1, σ1, x2, σ2, . . . , σk−1, xk)
em que x1, x2, . . . , xk ∈ X, σ1, σ2, . . . , σk−1 ∈ Σ e xi+1 = f(xi, σi) para i = 1, . . . , k−
1.
Um caminho (x1, σ1, x2, σ2, . . . , σk−1, xk) é dito ser ćıclico se xk = x1.
2.3.1 Operações com Autômatos
Um sistema pode ser representado por um autômato ou pela combinação de di-
versos autômatos que modelam cada parte individualmente desse sistema. Para se
combinar essas diversas partes modeladas individualmente existem as operações de
composição, que são a composição produto e a composição paralela. Além delas
existem algumas operações que são aplicáveis apenas sobre um autômato, que são
chamadas de operações unárias. A seguir será definida cada uma dessas operações
começando pelas unárias e posteriormente as de composição.
Parte Acesśıvel
A parte acesśıvel de um autômato G é denotada neste trabalho por Ac(G).
Definição 2.15. A parte acesśıvel de um autômato G = (X,Σ, f,Γ, x0, Xm) será:
Ac(G) = (Xac,Σ, fac,Γac, x0, Xm,ac),
em que Xac = {x ∈ X : ∃s ∈ Σ∗ tal que f(x0, s) = x}, fac : Xac × Σ∗ → Xac
é a função de transição, Γac : Xac → 2Σ é a função de eventos ativos (viáveis) e
Xm,ac = Xm ∩Xac.
A parte acesśıvel de um autômato G resultará no autômato que mantém todos
os estados alcançáveis a partir do estado inicial.
Um autômato G que seja igual à sua parte acesśıvel, isto é, G = Ac(G) é dito
ser acesśıvel.
O Exemplo 2.4 ilustra a parte acesśıvel de um automato G.
Exemplo 2.4. Seja G o autômato dado pela figura 2.2, a parte acesśıvel será dada
pela figura 2.3.
Parte Coacesśıvel

















Figura 2.3: Parte acesśıvel do autômato G.
Definição 2.16. A parte coacesśıvel de um autômato G = (X,Σ, f,Γ, x0, Xm) é
dada por:
CoAc(G) = (Xcoac,Σ, fcoac,Γcoac, x0, Xm),
sendo Xcoac = {x ∈ X : ∃s ∈ Σ∗ tal que f(x0, s) ∈ Xm}, fcoac : Xcoac × Σ→ Xcoac a
função de transição e Γcoac : Xcoac → 2Σ a função de eventos ativos (viáveis).
x0,coac =
{
x0, se x0 ∈ Xcoac,
indefinido, caso contrário.
A parte coacesśıvel de um autômato G resultará no autômato que mantém todos
os estados que a partir dele se é capaz de alcançar um estado marcado.
A linguagem marcada de G será igual à linguagem marcada pela sua parte coa-
cesśıvel, ou seja, Lm(G) = Lm(CoAc(G)). Contudo, L(CoAc(G)) pode ser diferente
de L(G), mais especificamente, L(CoAc(G)) ⊆ L(G).
Um autômato G que é igual à sua parte coacesśıvel, isto é, G = CoAc(G) é dito
ser coacesśıvel. Logo, se G é coacesśıvel então L(G) = Lm(G).
Exemplo 2.5. Seja G o autômato dado pela figura 2.2. A parte coacesśıvel de G é
apresentada na figura 2.4.
Trim
A operação Trim aplicada a um determinado autômato G é denotada por Trim(G).








Figura 2.4: Parte coacesśıvel do autômato G.
é definida como:
Trim(G) = Ac(CoAc(G)) = CoAc(Ac(G)).
Um autômato G que é acesśıvel e coacesśıvel é dito ser trim, ou seja, G =
Trim(G).
Exemplo 2.6. Seja G o autômato dado pela figura 2.2. Então Trim(G) é apresen-





Figura 2.5: Operação trim sobre o autômato G.
Projeção e Projeção Inversa
As operações de projeção e projeção inversa também são operações unárias. A
operação de projeção é responsável por gerar o autômato GP a partir do autômato
G, tal que, a linguagem gerada e marcada por GP seja igual à projeção da linguagem
gerada e marcada pelo autômatoG, considerando dois conjuntos Σs ⊂ Σl. Em outras
palavras, a projeção P : Σ∗l → Σ∗s aplicada sobre a linguagem L ⊆ Σ∗l gerada por G
é obtida substituindo-se os eventos de G que fazem parte do conjunto Σl \Σs por ε,
obtendo-se assim um autômato não determińıstico.
A operação de projeção inversa é responsável por gerar o autômato GIP a par-
tir do autômato G, tal que, a linguagem gerada e marcada por GIP seja igual à
projeção inversa da linguagem gerada e marcada pelo autômato G. Para isso, basta
acrescentar autolaços em cada estado de G com todos os eventos de Σl \ Σs.
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Composição Produto
A operação produto é uma composição completamente śıncrona, isto é, o autômato
resultante só terá eventos que sejam comuns a todos os autômatos envolvidos na
operação.
Definição 2.18. Sejam G1 = (X1,Σ1, f1,Γ1, x01 , Xm1) e G2 =
(X2,Σ2, f2,Γ2, x02 , Xm2) dois autômatos. Então, a composição produto é defi-
nida como:
G1 ×G2 = Ac(X1 ×X2,Σ1 ∪ Σ2, f1×2,Γ1×2, (x01 , x02), Xm1 ×Xm2),
em que
f1×2((x1, x2), σ) =
{
(f1(x1, σ), f2(x2, σ)), se σ ∈ Γ1(x1) ∩ Γ2(x2)
indefinido, caso contrário
e Γ1×2(x1, x2) = Γ1(x1) ∩ Γ2(x2).
A linguagem gerada pelo autômato resultante da composição produto é a in-
terseção das linguagens de G1 e G2, ou seja, L(G1 × G2) = L(G1) ∩ L(G2). O
mesmo ocorre com a linguagem marcada, isto é, Lm(G1×G2) = Lm(G1)∩Lm(G2).
A composição produto respeita a comutatividade, ou seja, G1 ×G2 = G2 ×G1,
a menos de uma reordenação de estados, e a associatividade, logo (G1×G2)×G3 =
G1 × (G2 ×G3).
Exemplo 2.7. Sejam G1 e G2 os autômatos apresentados nas figuras 2.6a e 2.6b,













Figura 2.6: Autômatos que compõem um sistema.
Composição Paralela
A composição paralela é uma composição śıncrona, isso significa que o autômato
resultante sincroniza os eventos em comum que pertencem aos autômatos envolvidos








Figura 2.7: Composição produto entre G1 e G2.
Definição 2.19. Sejam G1 = (X1,Σ1, f1,Γ1, x01 , Xm1) e G2 =
(X2,Σ2, f2,Γ2, x02 , Xm2) dois autômatos. Então, a composição paralela é defi-
nida como:
G1||G2 = Ac(X1 ×X2,Σ1 ∪ Σ2, f1||2,Γ1||2, (x01 , x02), Xm1 ×Xm2),
em que
f1||2((x1, x2), σ) =

(f1(x1, σ), f2(x2, σ)), se σ ∈ Γ1(x1) ∩ Γ2(x2)
(f1(x1, σ), x2), se σ ∈ Γ1(x1) \ Σ2
(x1, f2(x2, σ)), se σ ∈ Γ2(x2) \ Σ1
indefinido, caso contrário
e Γ1||2(x1, x2) = (Γ1(x1) ∩ Γ2(x2)) ∪ (Γ1(x1) \ Σ2) ∪ (Γ2(x2) \ Σ1).
Sejam P1 : (Σ1 ∪ Σ2)∗ → Σ∗1 e P2 : (Σ1 ∪ Σ2)∗ → Σ∗2. Então, a linguagem gerada
pela composição paralela é dada por L(G1||G2) = P−11 (L(G1)) ∩ P−12 (L(G2)) e a
linguagem marcada é Lm(G1||G2) = P−11 (Lm(G1)) ∩ P−12 (Lm(G2)).
A composição paralela respeita a comutatividade, ou seja, G1||G2 = G2||G1, a
menos de uma reordenação de estados, e a associatividade, logo (G1||G2)||G3 =
G1||(G2||G3).
Exemplo 2.8. Sejam G1 e G2 os autômatos apresentados nas figuras 2.6a e 2.6b,
então a composição paralelo entre G1 e G2 é representado na figura 2.8.
2.3.2 SEDs com Observação Parcial de Eventos
Até o momento foi considerado que o conjunto de eventos Σ possui todos os eventos
percept́ıveis pelo sistema, ou seja, qualquer evento de Σ pode ser observado de
alguma maneira pelo sistema, o que é feito na prática através de sensores. O que
ocorre é que nem todos os sistemas possuem todos os eventos observáveis, isso quer
dizer que o conjunto Σ é particionado em um subconjunto de eventos observáveis,














Figura 2.8: Composição paralelo entre G1 e G2.
Os eventos considerados como eventos de falha encontram-se no conjunto de
eventos não observáveis, uma vez que, se os eventos de falha fossem observáveis,
eles seriam trivialmente diagnosticados.
Para se obter a linguagem gerada e marcada observada por um sistema basta
aplicar à projeção, Po : Σ
∗ → Σ∗o sobre a linguagem do sistema. Caso essa linguagem
seja a linguagem gerada por um autômato G poder-se-ia aplicar à operação projeção
no autômato, resultando em um autômato não determińıstico.
Para se obter um autômato determińıstico que possui a mesma linguagem gerada
e marcada do autômato com observação reduzida é necessário apresentar o conceito
de alcance não observável e de autômato observador.
Definição 2.20. O alcance não observável de um estado x ∈ X, denotado por
UR(x), é definido por:
UR(x) = {y ∈ X : (∃t ∈ Σ∗uo)[f(x, t) = y]}.






Note que o alcance não observável de um estado x é o conjunto de estados
alcançados a partir do estado x através de eventos não observáveis incluindo o
próprio estado x, enquanto que o alcance para um conjunto de estados B é a união
dos alcances não observáveis para cada estado de B.
Definição 2.21. O observador de um autômato G com relação a um conjunto de
eventos observáveis Σo, denotado por Obs(G,Σo), é dado por:
Obs(G,Σo) = (Xobs,Σo, fobs,Γobs, x0,obs, Xm,obs),
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em que Xobs ⊆ 2X , fobs, Γobs, x0,obs e Xm,obs são obtidos seguindo os passos do
algoritmo 2.1 [1, 29].
Algoritmo 2.1. Autômato Observador
Entrada: Autômato G = (X,Σ, f,Γ, x0, Xm), e o conjunto de eventos observáveis
Σo, em que Σ = Σo∪̇Σuo.
Sáıda: Autômato observador Obs(G,Σo) = (Xobs,Σo, fobs,Γobs, x0,obs, Xm,obs).
1: Defina x0,obs = UR(x0). Faça Xobs = {x0,obs} e X̃obs = Xobs.
2: X̄obs = X̃obs. X̃obs = ∅.






3.2: Para cada σ ∈ Γobs(B),
fobs(B, σ) = UR({x ∈ X : (∃y ∈ B)[x = f(y, σ)]}).
3.3: X̃obs ← X̃obs ∪ fobs(B, σ).
4: Xobs ← Xobs ∪ X̃obs.
5: Repita os passos de 2 a 4 até toda a parte acesśıvel do Obs(G,Σo) ser cons-
trúıda.
6: Xm,obs = {B ∈ Xobs : B ∩Xm 6= ∅}
Exemplo 2.9. Seja G o autômato da figura 2.1. Suponha que Σo = {a, b} e Σuo =
{c}. O autômato observador de G obtido a partir do algoritmo 2.1 é mostrado na
figura 2.9. Observe que o estado inicial do observador é o conjunto dos estados
{0, 2}, uma vez que o evento c é não observável. Após a ocorrência dos eventos
a ou b, há a evolução para o estado 1. Já no estado 1, após a ocorrência de a,




Figura 2.9: Observador de G.
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2.4 Complexidade Computacional de um Algo-
ritmo
Para determinar se um determinado algoritmo realiza uma tarefa de maneria mais
eficiente do que outro, é necessário avaliar a taxa de crescimento de ambos os al-
goritmos, também chamada de complexidade computacional. Essa complexidade
representa uma estimativa de quanto tempo um algoritmo precisará para processar
uma entrada de tamanho n, uma vez que o tempo gasto por um algoritmo cresce
com o número de entradas [30].
Tradicionalmente, a eficiência de um algoritmo é determinada considerando-se
apenas os termos de maior ordem presentes na expressão matemática que define a
eficiência de um algoritmo [30]. Uma vez que a análise é realizada para o pior cenário
posśıvel, as constantes e termos de baixa ordem tornam-se irrelevantes ao atribuir-se
um valor elevado para o tamanho da entrada n. Essa é a ideia da análise de eficiência
assintótica de um algoritmo. A seguir, é apresentada a notação assintótica O usada
nesta dissertação para avaliar a complexidade dos algoritmos apresentados [31].
Definição 2.22. Para uma dada função g(n), denota-se O(g(n)) o seguinte conjunto
de funções:
O(g(n)) = {f(n) : ∃ c > 0 e n0 ∈ N tal que 0 ≤ f(n) ≤ cg(n), ∀n ≥ n0}.
A notação assintótica O é usada para atribuir um limitante superior para
uma função, ou seja, f(n) ≤ cg(n), ∀n ≥ no. Diz-se que uma função f(n) =
O(g(n)) para indicar que a função f(n) pertence ao conjunto O(g(n)), ou ainda,
f(n) ∈ O(g(n)). Por Exemplo, note que (an2 + bn + d) = O(n2) se c = 7a/4 e
n0 = 2max(|b|/a,
√
|d|/a), sendo a, b e d constantes e a > 0. Quando se diz que
a complexidade computacional de um algoritmo é da ordem de O(g(n)), quer dizer
que, no pior caso, independentemente da forma da entrada de tamanho n, o tempo
de execução desse algoritmo está limitado superiormente pelo valor de g(n) e de
sua taxa de crescimento. Além disso, é comum referenciar a ordem de crescimento
de um algoritmo apenas pela categoria da função g(n). Se um algoritmo possuir
complexidade O(g(n)) e g(n) for exponencial, por exemplo, g(n) = an, com a ∈ R,
diz-se que esse algoritmo tem complexidade exponencial. Da mesma forma, se g(n)
for um polinômio, por exemplo, g(n) = nk, com k ∈ N, diz-se que esse algoritmo
tem complexidade polinomial [31].
No contexto de computação, o autômato pode ser visto como um grafo G =
(V,E), em que V é o conjunto de vértices e E é conjunto de arestas. Essa repre-
sentação é útil para o cálculo da complexidade, uma vez que os algoritmos presentes
nesta dissertação têm como finalidade informar se uma linguagem é diagnosticável
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ou não. Para isso, esses algoritmos criam um autômato, denominado verificador, e
buscam por caminhos ćıclicos que violam a diagnosticabilidade da linguagem. Pela
própria construção desses verificadores, essa busca por caminhos ćıclicos pode ser
simplificada buscando-se por componentes fortemente conexos. O conceito de com-
ponentes fortemente conexos é definido a seguir.
Definição 2.23. O conjunto U ⊆ V é dito ser um componente fortemente conexo
se satisfaz às condições:
(i) Para todo u, v ∈ U existe um caminho de u para v e de v para u;
(ii) O conjunto U é maximal.
Exemplo 2.10. Na figura 2.10 é posśıvel perceber que o conjunto de estados
U = {1, 2, 3} satisfaz à definição de componente fortemente conexo, pois a par-
tir de qualquer estado é posśıvel alcançar qualquer outro do conjunto e o conjunto
é maximal. Os conjuntos {1, 2}, {2, 3} e {1, 3} apesar de satisfazerem à primeira
condição de definição 2.23, não são maximais, pois sempre é posśıvel acrescentar







Figura 2.10: Autômato com componente fortemente conexo
A busca por componentes fortemente conexos tem complexidade linear no
número de vértices e arestas, isto é, O(|V | + |E|) (vide [30]). Para um autômato
os vértices são os estados e as arestas as transições. Como, no pior caso, um
autômato determińıstico possui |X| × |Σ| transições, então, |V |+ |E| corresponde a
|X|+ |X|× |Σ|. Como, |X|+ |X|× |Σ| = |X|(1 + |Σ|) ≤ 2|X|× |Σ|, a complexidade
do algoritmo da busca por componentes fortemente conexos em um autômato deter-
mińıstico é O(|X| × |Σ|), em que, |X| × |Σ| é o número de transições do autômato
determińıstico. Se o autômato for não determińıstico, no pior caso, o autômato
possui |X|2 × |Σ| transições, dáı, |V | + |E| corresponde a |X| + |X|2 × |Σ|. Como,
|X|+ |X|2×|Σ| = |X|(1+ |X|×|Σ|) ≤ |X|(2|X|×|Σ|), a complexidade do algoritmo
da busca por componentes fortemente conexo para um autômato não determińıstico
é O(|X|2 × |Σ|). Pode-se perceber que |X|2 × |Σ| é o número de transições do
autômato não determińıstico. Assim, tanto o autômato determińıstico como o não
determińıstico têm a sua complexidade computacional na busca por componentes
fortemente conexos calculada sobre o seu número de transições. Essa informação
será útil quando houver a necessidade de se comparar os verificadores apresentados
nesta dissertação.
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2.5 Diagnóstico de Falha
As falhas em um sistema nem sempre são detectáveis de maneira trivial. Na prática,
isso significa que nem sempre é posśıvel monitorar ou implementar um sensor que
detecte a falha no exato momento em que ela ocorre. Essa incapacidade de monitorar
o sistema pode ocorrer por questões econômicas, isto é, seria muito caro acrescentar
um sensor no processo, ou pela própria inexistência de tal sensor.
Para se diagnosticar a ocorrência do evento de falha serão considerados os eventos
observáveis subsequentes a esta e tentar inferir a partir desses eventos se a falha
ocorreu ou não. Neste trabalho será considerado, sem perda de generalidade, a
hipótese de que há apenas um evento de falha, isto é, Σf = {σf} ⊆ Σuo, sendo Σf
o conjunto dos eventos de falha e σf o evento de falha. Essa hipótese é considerada
apenas por uma questão de simplicidade, pois no caso da existência de mais de um
evento de falha, bastaria analisar a diagnosticabilidade do sistema para cada um
desses eventos individualmente, ou seja, considerar um deles como sendo de falha e
os demais como eventos comuns não observáveis do sistema, e repetir o procedimento
até que todo o conjunto que representa as falhas do sistema tenha sido verificado.
Anteriormente, como por exemplo em [2] e [3], outras hipóteses eram considera-
das, tais como:
• A linguagem de G ser viva, isto é, Γ(x) 6= ∅ para todo x ∈ X;
• Não haver caminhos ćıclicos compostos somente por eventos não observáveis.
Nos trabalhos mais atuais como em [11] e [15] essas hipóteses não são mais
necessárias bastando colocar um autolaço rotulado por evento não observável nos
estados em que Γ(x) = ∅. Já nos casos de haver caminhos ćıclicos com eventos
não observáveis a própria metodologia empregada em [11] e [15], por não utilizar
os autômatos observadores, resolve o problema de diagnosticabilidade sem precisar
levar em consideração essa hipótese.
Seja L a linguagem gerada por um autômato G e LN ⊂ L a linguagem formada
por todas as sequências que não possuem um evento de falha, isto é, a linguagem
normal do sistema. Então L \LN é o conjunto formado por todas as sequências que
possuem um evento de falha. Com essas definições é posśıvel definir a diagnostica-
bilidade de uma linguagem.
Definição 2.24. Seja L a linguagem prefixo fechada gerada por um autômato G e
seja LN ⊂ L a linguagem prefixo fechada que representa o comportamento normal
do sistema. Então, L é diagnosticável com relação à Po : Σ
∗ → Σ∗o e Σf se
(∃n ∈ N)(∀s ∈ L \ LN)(∀st ∈ L \ LN , ||t|| ≥ n)⇒
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(Po(st) 6= Po(ω), ∀ω ∈ LN).
De acordo com a definição 2.24 a linguagem L é diagnosticável se para toda a
sequência de falha, a partir de um dado evento, após a ocorrência da falha, todas
essas sequências não se confundem mais com nenhuma sequência normal do sistema
em questão.
O diagnóstico de falhas em sistemas a eventos discretos pode ser executado
utilizando-se arquiteturas centralizada ou descentralizada. Na arquitetura centrali-
zada há apenas um diagnosticador central que irá inferir se houve ou não a falha
baseado na ocorrência dos eventos observáveis executados pela planta. Já na ar-
quitetura descentralizada existem diversos diagnosticadores locais, sendo que cada
um com um conjunto de eventos observáveis. Neste trabalho serão considerados m
diagnosticadores locais que serão chamados de agentes locais e serão denotados pelo
conjunto A = {1, . . . ,m}.
Em [6] foram propostos vários protocolos para diagnose descentralizada. O pro-
tocolo 3 que descreve a arquitetura descentralizada disjuntiva que será utilizada
nesse trabalho. A arquitetura descentralizada disjuntiva considera que não há troca
de informação entre os diagnosticadores locais e a falha será diagnosticada quando ao
menos um dos agentes locais informa a ocorrência da falha. Com essas considerações
é posśıvel definir a codiagnosticabilidade de uma linguagem.
Definição 2.25. Seja L a linguagem prefixo fechada gerada por um autômato G e
seja LN ⊂ L a linguagem prefixo fechada que representa o comportamento normal
do sistema. Então, L é codiagnosticável com relação à Poi : Σ
∗ → Σ∗oi com i ∈ A e
Σf se
(∃n ∈ N)(∀s ∈ L \ LN)(∀st ∈ L \ LN , ||t|| ≥ n)⇒
(∃i ∈ A)(Poi(st) 6= Poi(ω), ∀ω ∈ LN).
Conforme a definição acima, a linguagem L será codiagnosticável se para toda
a sequência de falha, a partir da observação de um dado evento, após a ocorrência
da falha, pelo menos um dos agentes locais for capaz de distingúı-las das sequências
normais do sistema em questão.
2.5.1 Verificação da Codiagnosticabilidade
Com o objetivo de se diagnosticar a ocorrência de uma falha, a partir da observação
dos eventos do sistema, foram propostos diversos trabalhos começando pelo diag-
nosticador apresentado em [2]. Contudo a verificação da diagnosticabilidade de uma
linguagem proposta em [2], tem no pior caso, complexidade exponencial na cardina-
lidade do espaço de estado, uma vez que se baseia no observador.
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Outros trabalhos visando melhorar a complexidade computacional da verificação
da (co)diagnosticabilidade, como visto em [11], [15] e de [12, 32–34] foram propostos.
Os trabalhos [12] e [32] desenvolveram métodos distintos na arquitetura centralizada
mas que ainda precisava das hipóteses da linguagem ser viva e da não existência de
ciclos formados por eventos não observáveis. Já os trabalhos [11], [33] e [34] foram
desenvolvidos na arquitetura descentralizada e as hipóteses sobre a linguagem ser
viva e a não existência de ciclos de eventos não observáveis foram relaxadas.
Dentre todos os trabalhos anteriormente citados o trabalho [15], além de ter a
menor complexidade computacional (vide [35]), também não necessita das hipóteses
da linguagem ser viva e da não existência de ciclos com eventos não observáveis. Com
isso o verificador utilizado como base para o desenvolvimento deste trabalho será o
apresentado em [15]. Como última observação quanto as hipóteses, vale ressaltar
que caso a linguagem não seja viva, basta acrescentar um autolaço com um evento
não observável no estado sem eventos ativos.
O algoritmo para a construção do autômato GV para a verificação da codiagnos-
ticabilidade proposta em [15] é apresentado abaixo.
Algoritmo 2.2. Construção de GV
Entrada: Autômato G = (X,Σ, f,Γ, x0, Xm), e os conjuntos Σf , Σoi e Σuoi∀i ∈ A.
Sáıda: Existência de caminhos ćıclicos no autômato GV .
1: Construa o autômato GN que modela o comportamento normal de G, da se-
guinte forma:
1.1: Defina ΣN = Σ \ Σf ;
1.2: Construa o autômato AN formado por um único estado N (também seu
estado inicial) com um autolaço com todos os eventos de ΣN ;
1.3: Construa o autômato que modela o comportamento normal de G, onde
GN = G× AN = (XN ,Σ, fN ,ΓN , x0N );
1.4: Redefina o conjunto de eventos de GN como sendo ΣN , i.e., GN =
(XN ,ΣN , fN ,ΓN , x0N ).
2: Construa o autômato GF que modela o comportamento de falha, da seguinte
forma:
2.1: Construa o autômato Al = (Xl,Σf , fl,Γl, x0l), onde Xl = {N,F}, x0l =
{N}, Γl(N) = Γl(F ) = σf , fl(N, σf ) = F e fl(F, σf ) = F, ∀ σf ∈ Σf ;
2.2: Calcule Gl = G||Al e marque todos os estados de Gl que tem a segunda
componente igual a F;
2.3: Calcule GF tomando a parte coacesśıvel de Gl, i.e., GF = CoAc(Gl).
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3: Defina a função Ri : ΣN → ΣRi como:
Ri(σ) =
{
σ, se σ ∈ Σoi ,
σRi, se σ ∈ Σuoi \ Σf .
3.1: Construa o autômato GNi = (XN ,ΣRi, fNi,ΓNi, x0N ) onde:
- ΣRi é o conjunto de eventos de GN renomeados, i.e., ΣRi = Ri(ΣN);
- fNi(xn, Ri(σ)) = fN(xn, σ), ∀ σ ∈ ΣN ;
- ΓNi(xn) = Ri(ΓN(xn)), ∀ xn ∈ XN .
4: Construa o autômato verificador GV através da composição paralela entre os
autômatos GNi e GF , i.e., GV = GN1||GN2|| · · · ||GNm||GF .
5: Verifique a existência de caminhos ćıclicos (xV1 , σ1, xV2 , σ2, . . . , σk−1, xVk) em
GV com pelo menos um j ∈ {1, 2, . . . , k − 1} tal que σj ∈ Σ e o rótulo de
xF em xVj = (xN1, xN2, . . . , xNm, xF ) seja igual a F .
No primeiro passo do algoritmo 2.2 é constrúıdo o autômato GN que tem como
linguagem LN , isto é, todas as sequências que não possuem eventos de falha. Já
no segundo passo é constrúıdo o autômato GF que modela o comportamento de
falha do sistema e tem como linguagem gerada L(GF ) = L \ LN e como linguagem
marcada Lm(GF ) = L\LN . No passo seguinte, a função de renomeação tem o papel
de renomear em GN apenas os eventos que são não observáveis para o agente em
questão, fazendo com que na composição paralela do passo seguinte, esses eventos
possam ocorrer sempre que posśıvel, e o autômato GV sincronize apenas os eventos
observáveis comuns a GNi, para i ∈ {1, . . . ,m}, e GF . Isso fará com que o verificador
exiba apenas as sequências de GF que possuam as mesmas projeções das sequências
do autômato GN , uma vez que apenas os eventos observáveis podem ocorrer si-
multaneamente. O último passo está relacionado com a questão da verificação da
propriedade de codiagnosticabilidade de uma linguagem utilizando-se verificadores.
O teorema a seguir mostra a necessidade deste último passo.
Teorema 2.1. Sejam L e LN linguagens prefixo-fechadas geradas por G e GN ,
respectivamente. Considere a projeção Poi : Σ
∗ → Σ∗oi, para i ∈ A, e o conjunto de
eventos de falha Σf . Então, L não será codiagnosticável com relação à Poi e Σf se,
e somente se, existir um caminho ćıclico em GV , (xV1 , σ1, xV2 , σ2, . . . , σk−1, xVk), que
satisfaz à seguinte condição:
∃j ∈ {1, 2, . . . , k − 1} tal que σj ∈ Σ e o rótulo de xF em











Figura 2.11: Autômato G.
Demonstração. Vide [15]. 
O exemplo a seguir apresenta a aplicação do algoritmo 2.2 considerando um
único agente local. Logo, o exemplo verifica a diagnosticabilidade do sistema em
questão.
Exemplo 2.11. Considere o autômato representado pela figura 2.11 cujo conjunto
de eventos observáveis é Σo = {a, c} e de não observáveis é Σuo = {b, σf}, em que
Σf = {σf}. O primeiro passo do algoritmo 2.2 consiste em usar AN (vide figura
2.12a) e através da composição produto encontrar GN (vide figura 2.12b). A figura
2.13 mostra os autômatos calculados no segundo passo desde Al até se obter GF . A
figura 2.14a mostra o autômato GN após a renomeação dos eventos não observáveis
e a figura 2.14b mostra GV , isto é, a composição paralela de GNr com GF .
Pode-se notar que o estado (4N, 4F ) de GV possui um ciclo com um evento de
Σ e que o estado de GF é rotulado por F . Logo, pelo teorema 2.1, a linguagem L
gerada por G não é diagnosticável com relação à Po : Σ








Figura 2.12: Obtenção de GN .
O exemplo a seguir apresenta a aplicação do algoritmo 2.2 considerando mais
de um agente local. Logo, o exemplo verifica a codiagnosticabilidade do sistema em
questão.
Exemplo 2.12. Considere o autômato representado na figura 2.15 cujo conjunto de
eventos observáveis para o primeiro agente é Σo1 = {a, b} e para o segundo agente
é Σo2 = {a, c}. O conjunto de eventos não observáveis é Σuo = {σf , σu}, em que
Σf = {σf}. O primeiro passo do algoritmo 2.2 consiste em encontrar GN e, a partir
da função de renomeação, encontrar os autômatos GN1 e GN2 (vide figura 2.16).
A figura 2.17 mostra os autômatos Gl e GF calculados no segundo passo. A figura
2.18 mostra GV , isto é, a composição paralela entre GN1, GN2 e GF .
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Figura 2.14: Obtenção de GV .
Pode-se notar que o estado (2N, 2N, 6F ) de GV possui um ciclo com um evento
de Σ, isto é, σu e que o estado de GF é rotulado por F . Logo, pelo teorema 2.1,
a linguagem L gerada por G não é codiagnosticável com relação à Poi : Σ
∗ → Σ∗oi ,
para i ∈ A, e Σf .
Até agora todos os trabalhos mencionados e as considerações de diagnosticabi-
lidade e codiagnosticabilidade consideraram o caso de observação estática, isto é,
o conjunto de eventos observáveis Σo e o conjunto de eventos não observáveis Σuo
são fixos. Entretanto, em muitas aplicações, um mesmo agente local pode ter um
evento observável em um dado estado, e em outro estado esse mesmo evento não
ser mais observável. Essa condição caracteriza o que se denomina como observação
dinâmica. No próximo caṕıtulo será considerado o problema da verificação da codi-
























































































Figura 2.18: Autômato GV .
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Caṕıtulo 3
Diagnóstico de Falhas em Sistemas
a Eventos Discretos com
Observação Dinâmica
Em muitas situações, a observação de eventos pode não ser fixa como, por exemplo,
em problemas de ativação de sensor, em que cada agente pode ligar ou desligar seus
sensores dinamicamente durante a evolução do sistema com base em seu histórico
de observação, seja por uma questão de restrição de energia, ou largura de banda,
ou mesmo de segurança (vide [20–23]). Uma outra situação em que a observação
pode ser dinâmica ocorre quando há comunicação entre diferentes agentes, isto é, a
comunicação entre agentes pode levar um evento que é observado na ocorrência de
uma transição, não ser observado na ocorrência de uma transição diferente. (vide
[24, 25]).
No caṕıtulo anterior, foram abordadas a diagnosticabilidade e a codiagnosticabi-
lidade de uma linguagem, assim como a verificação dessas propriedades considerando
o caso de observação estática. Neste caṕıtulo será considerado o caso de observação
dinâmica e suas implicações sobre as definições de diagnosticabilidade e codiagnos-
ticabilidade, bem como a verificação dessas propriedades utilizando as abordagens
apresentadas na literatura.
3.1 Diagnosticabilidade de Falhas sob Observação
Dinâmica
No caso de observação estática é considerado que se σ ∈ Σuo, então σ será não
observável em todas as transições rotuladas por σ. Por outro lado, se σ ∈ Σo, então
σ será observável em todas as transições rotuladas pelo evento σ. No caso da ob-
servação dinâmica, se um dado agente possui o evento σ observável em uma dada
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transição, esse mesmo evento σ pode ser não observável em outra transição. Há
ainda outras duas possibilidades: o evento σ ser observável em todas as transições
rotuladas por ele, ou σ ser não observável em todas as transições rotuladas por ele.
Mas a existência desse meio termo em que numa transição o evento σ é observável
e em outra transição não, é que faz a diferença entre a observação estática da ob-
servação dinâmica. Assim, é fácil ver que a observação estática pode ser vista como
um caso particular da observação dinâmica, em que só existe a possibilidade do
evento ser observável ou não.
Na observação dinâmica cada agente possui um subconjunto de eventos ob-
serváveis, Σoi ⊂ Σ, para i ∈ {1, . . . ,m}, mas como na observação dinâmica um
evento pode ser observável ou não dependendo da transição, o conjunto Σoi pos-
suirá todos os eventos que são observáveis em pelo menos uma transição pelo agente
i. Assim, o conjunto de eventos observáveis é definido como Σo =
⋃m
i=1 Σoi e repre-
senta o conjunto de eventos que são potencialmente observáveis por pelo menos um
agente diagnosticador. Já o conjunto de eventos não observáveis Σuo será definido
como Σuo = Σ \ Σo e representa o conjunto de eventos que nunca serão observados.
A diagnosticabilidade de falhas sob observação dinâmica já foi investigada em
trabalhos anteriores [20, 21, 26, 27], em que os trabalhos [20] e [21] abordam o caso
centralizado, e os trabalhos [26] e [27] o caso descentralizado.
Existem dois tipos de abordagem para a observação dinâmica: (i) baseada na
linguagem; (ii) baseada na transição. A observação dinâmica baseada na linguagem
considera que a observação de uma dada transição depende do caminho, a partir do
estado inicial, que se toma para se chegar naquela transição. A observação dinâmica,
baseada na transição, considera que uma determinada transição será observável ou
não independentemente do caminho escolhido para se chegar até ela. Este trabalho
se restringirá a observação dinâmica baseada na transição. O exemplo a seguir
mostra a diferença entre os dois tipos de abordagens.
Exemplo 3.1. Considere o autômato mostrado na figura 3.1, e suponha que o au-
tolaço com o evento “a” no estado 1 possua observação dinâmica baseada na lin-
guagem, isto é, o autolaço “a” será observável ou não dependendo da sequência que
se faça para chegar no estado 1. Por exemplo, suponha que o autolaço “a” seja
observável se for feita a sequência a partir do estado inicial “a” ou “ca”, enquanto
que se for feita a sequência “cb” o evento “a” é não observável. Considere agora
a observação dinâmica baseada na transição. Uma vez definido que seja fixado que
o evento “a” é não observável para um determinado agente, então, “a” será não
observável independente do caminho que se tome a partir do estado inicial para
se chegar no estado 1. Em outras palavras, independentemente se o estado 1 foi








Figura 3.1: Grafo do autômato G.
O exemplo anterior mostra que na observação dinâmica baseada na linguagem
uma determinada transição será observável ou não dependendo do caminho que
se tome para se chegar àquela determinada transição, enquanto que na observação
dinâmica baseada na transição, para um dado agente, uma transição será observável
ou não independentemente do caminho que se tome para se chegar à ela.
A seguir são apresentadas algumas definições necessárias para definir a diagnos-
ticabilidade com observação dinâmica baseada em transição.
Definição 3.1. O conjunto das transições, denotado por TR(G), de um autômato
G é dado por:
TR(G) = {(x, σ) ∈ X × Σ : f(x, σ) é definida}.
Definição 3.2. O mapeamento da observação para o agente i ∈ A é definido como
a função ωi : L(G) → 2Σoi . Então, para uma trajetória s ∈ L(G), o mapeamento
da observação ωi(s) é o subconjunto de Σo que corresponde aos eventos observáveis
após a sequência s.
De acordo com a definição 3.2, o mapeamento da observação considera o caso
da observação dinâmica baseada na linguagem. Para o caso da observação dinâmica
baseado na transição, que é o objeto estudado neste trabalho, o mapeamento da ob-
servação deve satisfazer à seguinte sentença: ∀s, t ∈ L(G) se f(x0, s) = f(x0, t),
então ωi(s) = ωi(t). A sentença anterior mostra que independentemente da
sequência executada para se alcançar um estado x ∈ X, a observação dos even-
tos ativos deve ser a mesma, isto é, a observação de um evento não deve depender
da sequência que se tome para se chegar a x.
Definição 3.3. O conjunto das transições observáveis para o agente i ∈ A é deno-
tado por Ωi ⊆ TR(G) e definido como:
Ωi = {(x, σ) ∈ TR(G) : ∃s ∈ L(G) t.q. [f(x0, s) = x] ∧ [σ ∈ ωi(s)]}.
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A partir da definição 3.3 pode-se definir projeção considerando-se observação
dinâmica.





PΩi(s)σ, se (f(x0, s), σ) ∈ Ωi
PΩi(s), se (f(x0, s), σ) /∈ Ωi.
No contexto da observação dinâmica, a definição de codiagnosticabilidade sofre
pequenas alterações pelo fato de se usar a nova definição de projeção apresentada
acima. A definição de codiagnosticabilidade no contexto da observação dinâmica
baseada na transição é apresentada a seguir:
Definição 3.5. Seja L a linguagem prefixo fechada gerada por um autômato G e
seja LN ⊂ L a linguagem prefixo fechada que representa o comportamento normal
do sistema. Então, L é codiagnosticável com relação à PΩi : L(G) → Σ∗oi, com
i ∈ A, e Σf se
(∃n ∈ N)(∀s ∈ L \ LN)(∀st ∈ L \ LN , ||t|| ≥ n)⇒
(∃i ∈ A)(PΩi(st) 6= PΩi(ω), ∀ω ∈ LN).
3.1.1 Verificação da Codiagnosticabilidade de Sistemas a
Eventos Discretos com Observação Dinâmica
Para verificar a codiagnosticabilidade, considerando a observação dinâmica base-
ada na transição, existem as abordagens dos trabalhos [26] e [27] atualmente na
literatura. A partir desse ponto será apresentada a abordagem de cada um desses
trabalhos com a finalidade de compará-los com o verificador proposto neste trabalho
(caṕıtulo 4).
C-Verifier
Em [26] é apresentado um verificador denominado C-Verifier. Antes de apresentá-lo
é necessário apresentar algumas definições para que se possa entender o seu algoritmo
de construção.
Definição 3.6. A função de indexação Ii : TR(G)→ {0, 1}, é definida como:
Ii(x, σ) =
{
0, se (x, σ) /∈ Ωi,
1, se (x, σ) ∈ Ωi,
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A função de indexação é definida apenas por conveniência para dizer se uma
transição é observável ou não por um agente local. Se Ii(x, σ) = 1, então a transição
(x, σ) é observável pelo agente i. Se Ii(x, σ) = 0, então a transição (x, σ) é não
observável pelo agente i. Com a definição da função de indexação, é posśıvel definir
o autômato cluster.
Definição 3.7. Seja G um autômato, com observação Ii do agente local i ∈ A.
O autômato cluster ci(x) é um sub-autômato de G, formado pelo alcance não ob-
servável, a partir do estado x, em que x pode ser o estado inicial de G, ou qualquer
outro estado de G alcançado por um evento observável.
A partir da definição do autômato cluster é posśıvel perceber que um autômato,
pode ter mais de um cluster, pois o estado inicial gera um cluster, e cada estado
alcançado por um evento observável gera outro. Assim, o conjunto Ci é o conjunto
de todos os clusters de G com relação à função de indexação Ii, para o agente local
i ∈ A.
O exemplo a seguir ilustra a construção dos clusters para o sistema mostrado
na figura 3.2. A figura 3.3 mostra o sistema da figura 3.2 sob a observação de dois
agentes locais. Os autômatos Gi, com i ∈ A, representam o autômato G sob a
projeção PΩi , isto é, representam o autômato G sob a observação do agente i. Os












Figura 3.2: Autômato G.
Exemplo 3.2. Considere o autômato G mostrado na figura 3.2, e a sua respectiva
observação para os agentes 1 e 2 na figura 3.3. O conjunto de clusters C1, para o
agente 1, é mostrado na figura 3.4 e o conjunto de clusters C2, para o agente 2, é
mostrado na figura 3.5. As linhas tracejadas indicam as transições observáveis que
levam ao estado inicial de outros clusters, enquanto que as linhas cont́ınuas indicam
as transições não observáveis. Por exemplo, na figura 3.4a o cluster c1(0) é iniciado
pelo estado inicial. Como o alcance não observável do estado 0 é ele mesmo, então,
c1(0) só possui o estado inicial. A transição (0, a) leva o cluster c1(0) para o cluster
c1(1), mostrado na figura 3.4b. O cluster c1(1) é formado pelos estados 1 e 3, pois
o alcance não observável do estado 1 resulta nos estados 1 e 3. Após as transições


























(b) Autômato G2: Observação para o agente 2
Figura 3.3: Autômato G com sua respectiva observação para o agente 1 e 2.
No cluster c1(2), a transição (2, a) leva para ele mesmo. Já a transição (2, c) é não
observável, e faz com que o alcance não observável do estado 2 seja ele mesmo. A
transição (3, b) leva o cluster c1(1) para o cluster c1(4), mostrado na figura 3.4d. No
cluster c1(4), a transição (4, c) leva para o cluster c1(5), mostrado na figura 3.4e.
No cluster c1(5), a transição (5, a) leva para o cluster c1(6), mostrado na figura 3.4f.
No cluster c1(6) não há transições observáveis e a transição não observável (6, σu)
faz com que o alcance não observável do estado 6 seja ele mesmo. O conjunto de
clusters para o agente 2 é constrúıdo da mesma maneira que o conjunto de clusters
do agente 1. Para exemplificar, considere apenas o cluster c2(1) (figura 3.5b) que é
formado pelos estados 1, 2 e 3, uma vez que o alcance não observável para o estado
1 do agente 2, resulta nos estados 1, 2 e 3. Observe, que as transições (1, c), (2, a)
e (2, c) levam o cluster c2(1) para o cluster c2(2) (figura 3.5c) e a transição (3, b)




























































Figura 3.5: Conjunto de clusters C1 baseado na observação do agente 2.
Definição 3.8. O autômato GNF é denominado autômato F-livre e é um sub-
autômato de G. GNF é constrúıdo tomando-se a parte acesśıvel de G após se remover
as transições rotuladas pelos eventos de falha de G.
Observe que o autômato F-livre GNF é igual ao autômato GN descrito no pri-
meiro passo do algoritmo 2.2.
Como o algoritmo de construção do C-Verifier depende dos clusters constrúıdos
a partir de GNF , então, o exemplo a seguir ilustra a construção dos autômatos






Figura 3.6: Autômato GNF .
Exemplo 3.3. Considere o autômato G mostrado na figura 3.2, e as suas respectivas
observações para os agentes 1 e 2 nas figuras 3.3a e 3.3b. Os dois conjuntos de
clusters, CNF1 e CNF2 , mostrados nas figuras 3.7 e 3.8, representam o conjunto de
clusters para os agentes 1 e 2, respectivamente, obtidos a partir do autômato GNF
(figura 3.6). O cluster c1(0) é iniciado pelo estado inicial e formado pelo alcance não
observável do estado 0 no autômato GNF com a observação do agente 1. Como o
alcance não observável do estado 0 é ele mesmo, então, o cluster c1(0) possui apenas
o estado inicial. A transição (0, a) leva o cluster c1(0) para o cluster c1(1), mostrado
na figura 3.7b. O alcance não observável do estado 1, considerando a observação
do agente 1, é ele mesmo. As transições (1, b) e (1, c) levam o cluster c1(1) para o
cluster c1(2), mostrado na figura 3.7c. A transição (2, a) leva o cluster c1(2) nele
mesmo, e a transição não observável (2, c) faz com que o alcance não observável
do estado 2 seja ele mesmo. O conjunto de clusters CNF2 é constrúıdo da mesma
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maneira que o conjunto CNF1 , levando em consideração a observação do agente 2 no
autômato GNF . Para exemplificar, considere apenas o cluster c2(1) (figura 3.8b) que
é formado pelos estados 1 e 2, uma vez que o alcance não observável para o estado
1 do agente 2, resulta nos estados 1 e 2. Observe, que as transições (1, c), (2, a) e











(a) Cluster c1(0) (b) Cluster c1(1)
(c) Cluster c1(2)














(a) Cluster c2(0) (b) Cluster c2(1)
(c) Cluster c2(2)
Figura 3.8: Conjunto de clusters CNF2 baseado na observação do agente 2.
O exemplo 3.3 leva à definição do alcance de um cluster.
Definição 3.9. Para o autômato F-livre GNF e a observação Ii do agente i ∈ A,
então, o alcance de um cluster R(σ, ci(x)) ⊆ CNFi é o conjunto de todos os clusters
ci(z) cujo estado inicial z segue de alguma transição (y, σ) observável para o agente
i, de algum estado y ∈ X|ci(x), sendo X|ci(x) o conjunto de estados do cluster ci(x),
ou pode ser dito ainda como o conjunto de estados X restrito ao cluster ci(x).
Intuitivamente, o alcance de um cluster, nada mais é, do que os clusters al-
cançados, a partir das transições observáveis nos seus estados. Para se entender
melhor a definição anterior, segue um exemplo.
Exemplo 3.4. Considere o cluster c2(1) apresentado na figura 3.8b. Então
R(c, c2(1)) = {c2(2)}, o que significa que estando no cluster c2(1), após a ocorrência
do evento c, alcança-se o cluster c2(2) (figura 3.8c) tanto pela transição (1, c) quanto
que pela transição (2, c) do cluster c2(1). Para o cluster c2(2), na figura 3.8c, tem-se
que R(a, c2(2)) = R(c, c2(2)) = {c2(2)}.
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Definição 3.10. Dados G e Ii, com i ∈ A, a função de pseudo-indexação Ip :
TR(G)→ {0, 1} é dada por:
Ip(x, σ) =
{
1, se ∃i ∈ A tal que Ii(x, σ) = 1,
0, caso contrário.
A função de pseudo-indexação é útil para a construção do C-Verifier. Como ve-
remos mais à frente, o verificador atualiza sua estimativa do sistema pela ocorrência
de um evento σ quando Ip(x, σ) = 1. Assim, defini-se cp(x) sendo o cluster do estado
x com relação à função de pseudo-indexação Ip e Cp denota o conjunto de todos os
cp(x).
Exemplo 3.5. Para o sistema mostrado na figura 3.2, a figura 3.9a mostra sua
observação baseada na função de pseudo-indexação Ip, isto é, G mesclando a ob-
servação dos seus dois agentes. A figura 3.9b mostra o conjunto de todos os clusters
Cp. O conjunto de clusters Cp é constrúıdo, a partir do sistema da figura 3.9a, da
mesma maneira que os conjuntos de cluster C1 e C2 no exemplo 3.2 e os conjuntos








































(b) Clusters Cp baseados em Ip
Figura 3.9: Observação baseada na função de pseudo-indexação Ip.
Definição 3.11. Para um dado cluster cp(x), o conjunto X|Fcp(x) ⊆ X|cp(x) contém
todos os estados de X|cp(x) que são alcançáveis a partir do estado x por alguma
sequência s ∈ L(cp(x)) que possui pelo menos um evento de falha. Similarmente, o
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conjunto X|NFcp(x) ⊆ X|cp(x) contém todos os estados de X|cp(x), que são alcançáveis
a partir do estado x, por alguma sequência s ∈ L(cp(x)) que não possui eventos de
falha.
A partir da definição 3.11, pode-se observar que o estado 1 do cluster cp(1)
pertence ao conjunto X|NFcp(x), pois não é alcançado por sequências que possuem
eventos de falha, enquanto que o estado 3 pertence ao conjunto X|Fcp(x), pois é
alcançado por uma sequência que possui um evento de falha, a saber s = σf .
As definições a seguir são importantes para a verificação da codiagnosticabilidade
após a construção do autômato C-Verifier.
Definição 3.12. Sob a função de pseudo-indexação Ip, CF−cyclep ⊆ Cp é o conjunto
de todos os clusters cujos elementos cp(x) contém um ciclo que é alcançado por uma
sequência s ∈ L(cp(x)) que possui um evento de falha, ou o próprio ciclo possui um
evento de falha. Matematicamente:
CF−cyclep = {cp(x) ∈ Cp : (∃ss′ ∈ L(cp(x))) com s′ 6= ε tal que f(x, s) ∈ X|Fcp(x) ∧
f(x, ss′) = f(x, s)}
Definição 3.13. Sob a função de pseudo-indexação Ip, Ccyclep ⊆ Cp é o conjunto de
todos os clusters que contém ciclos. Matematicamente:
Ccyclep = {cp(x) ∈ Cp : (∃ss′ ∈ L(cp(x))) com s′ 6= ε tal que f(x, ss′) = f(x, s)}
O conjunto de rótulos L = {NF,F} será usado para marcar se um evento de
falha ocorreu ou não para os estados do verificador. A seguir será apresentada a
definição da função de transição que rege a construção do C-Verifier.
Definição 3.14. Para (x, σ) ∈ TR(G) tal que x ∈ X|cp(xp) e Ip(x, σ) = 1,
l ∈ L e ci(xi) ∈ CNFi , então, a função de transição do autômato C-Verifier
Γ([c1(x1), . . . , cm(xm), (cp(xp), l)], (x, σ)) é definida como:
Γ([c1(x1), . . . , cm(xm), (cp(xp), l)], (x, σ))
=
{
[Γ1(c1(x1), (x, σ)), . . . ,Γm(cm(xm), (x, σ)),Γp((cp(xp), l), (x, σ))] :
Γi(ci(xi), (x, σ)) =
ci(xi), se Ii(x, σ) = 0,ci(yi), se Ii(x, σ) = 1 ∧ ci(yi) ∈ Ri(σ, ci(xi)),
Γp((cp(xp), l), (x, σ)) =





A função de transição Γ, da maneira que é enunciada em [26], não contempla
todos os casos posśıveis para as transições observáveis que estão ativas nos estados
do cluster cp(xp). Assim, a função de transição poderia ter sido melhor definida
como:
Γ([c1(x1), . . . , cm(xm), (cp(xp), l)], (x, σ))
=
{
[Γ1(c1(x1), (x, σ)), . . . ,Γm(cm(xm), (x, σ)),Γp((cp(xp), l), (x, σ))] :
Γi(ci(xi), (x, σ)) =

ci(xi), se Ii(x, σ) = 0,
ci(yi), se Ii(x, σ) = 1 ∧ ∃ci(yi) ∈ Ri(σ, ci(xi)),
Γ([·], (x, σ)) = ∅, Caso contrário,
Γp((cp(xp), l), (x, σ)) =




em que [·] é o estado atual do C-Verifier, isto é, [·] = [c1(x1), . . . , cm(xm), (cp(xp), l)].
O exemplo a seguir ilustra a função de transição para dois estados do C-Verifier
e apresenta o ponto exato onde a função de transição Γ furaria.
Exemplo 3.6. Considere o sistema apresentado na figura 3.2, e considere que a
observação dinâmica é apresentada nas figuras 3.3a e 3.3b, pelos agentes 1 e 2,
respectivamente. Suponha que σf seja o evento de falha. Então,
Γ([c1(0), c2(0), (cp(0), NF )], (0, a)) = {[c1(1), c2(1), (cp(1), NF )]}.
A transição (0, a) leva o estado [c1(0), c2(0), (cp(0), NF )] do C-Verifier para o
estado [c1(1), c2(1), (cp(1), NF )] pois I1(0, a) = 1 ∧ [c1(1) ∈ R1(a, c1(0))]. Logo, o
cluster c1(0) evolui para o cluster c1(1). A evolução do cluster c2(0) para o cluster
c2(1) ocorre por motivo similar, isto é, I2(0, a) = 1∧ [c2(1) ∈ R2(a, c2(0))]. O cluster
(cp(0), NF ) evolui para (cp(1), NF ), mantendo o rótulo NF , pois l = NF ∧ 0 ∈
X|NFcp(0).
Para o estado alcançado [c1(1), c2(1), (cp(1), NF )] há três transições posśıveis,
uma vez que no cluster cp(1) há três transições observáveis saindo dos seus estados,
(1, b), (1, c) e (3, b):
Γ([c1(1), c2(1), (cp(1), NF )], (1, c)) = {[c1(2), c2(2), (cp(2), NF )]},
Γ([c1(1), c2(1), (cp(1), NF )], (1, b)) = {[c1(2), c2(1), (cp(2), NF )]}
e
Γ([c1(1), c2(1), (cp(1), NF )], (3, b)) = ∅.
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A transição (1, c) leva o estado [c1(1), c2(1), (cp(1), NF )] do C-Verifier, para o
estado [c1(2), c2(2), (cp(2), NF )], pelos mesmos motivos que a transição (0, a) leva o
estado [c1(0), c2(0), (cp(0), NF )] para o estado [c1(1), c2(1), (cp(1), NF )].
A transição (1, b) leva o estado [c1(1), c2(1), (cp(1), NF )] do C-Verifier, para o
estado [c1(2), c2(1), (cp(2), NF )], pois I1(1, b) = 1 ∧ [c1(2) ∈ R1(b, c1(1))]. Logo, o
cluster c1(1) evolui para o cluster c1(2). O cluster c2(1) não evolui, pois I2(1, b) = 0.
O cluster (cp(1), NF ) evolui para (cp(2), NF ), mantendo o rótulo NF , pois l =
NF ∧ 1 ∈ X|NFcp(1).
A função de transição 3.1, para a transição (3, b), não é capaz de exprimir re-
sultado, pois, apesar da transição (3, b) levar o cluster c1(1) para o cluster c1(2), e
levar o cluster (cp(1), NF ) para o cluster (cp(4), F ). A transição (3, b) para o clus-
ter c2(1) não está definida, uma vez que I2(3, b) = 1 e R2(b, c2(1)) = ∅. Logo, a
função de transição 3.1, para a transição (3, b) no estado [c1(1), c2(1), (cp(1), NF )]
do C-Verifier não está definida. Para a função de transição 3.2, o resultado será
Γ([c1(1), c2(1), (cp(1), NF )], (3, b)) = ∅, significando que essa transição não deve ser
realizada.
Observação 3.1. Como pode ser visto no exemplo 3.6 a função de transição 3.1
não contempla o caso da transição (3, b), uma vez que I2(3, b) = 1 e R2(b, c2(1)) = ∅.
Para isso, deve-se considerar a função de transição 3.2.
Considere um sistema G e m agentes locais, o conjunto de eventos de falha
Σf ⊆ Σ e a função de indexação Ii, com i ∈ A. O autômato C-Verifier é constrúıdo
de acordo com o seguinte algoritmo.
Algoritmo 3.1. Construção do C-Verifier
Entrada: Autômatos G, G1, G2, . . . , Gm, e os conjuntos de clusters CNF1 ,
CNF2 , . . . , CNFm , Cp.
Sáıda: Autômato C-Verifier e decisão da codiagnosticabilidade de sistemas a even-
tos discretos com observação dinâmica.
1: Faça xD0 = [c1(x0), . . . , cm(x0), (cp(x0), NF )] como estado inicial e marque-o
com 0, isto é, XD = {(xD0 , 0)}.
2: Encontre um estado xD = [c1(x1), . . . , cm(xm), (cp(xp), l)] ∈ XD marcado com
0. Então, para cada transição (x, σ) ∈ TR(G) com o estado x ∈ X|cp(xp) e
Ip(x, σ) = 1, calcule Γ(x
D, (x, σ)). Adicione um novo estado zD no C-Verifier
se zD ∈ Γ(xD, (x, σ)) \XD e marque zD com 0. Construa uma transição que
começa em xD e termina em cada yD ∈ Γ(xD, (x, σ)) e rotule com o evento σ.
Em seguida, mude a marcação de xD de 0 para 1.
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3: Itere o passo 2 até todos os estados em XD sejam marcados por 1. Então, vá
para o passo 4.
4: Verifique se:
4.1: Um estado (xD, 1) ∈ XD possui cp(x) ∈ CF−cyclep ;
4.2: cp(x) ∈ Ccyclep com xD rotulado por F ;
4.3: Existe um ciclo rotulado por F no C-Verifier.
Caso ocorra um desses casos o sistema é não codiagnosticável com relação Ii,
com i ∈ A e Σf . Caso contrário, o sistema é codiagnosticável.
O automato C-Verifier observa todas as sequências (t1, t2, . . . , tm) pertencentes
ao produto cartesiano L(GNF )× · · ·×L(GNF ), tais que ti tem a mesma observação
que tp ∈ L(G), para o agente i. O autômato C-Verifier também marca se a sequência
tp possui ou não evento de falha, a partir dos rótulos F ou NF , respectivamente.
Caso haja pelo menos uma das três condições do passo 4, do algoritmo 3.1, no
autômato C-Verifier, significa que exite pelo menos uma sequência de falha que se
confunde com sequência normais em todos os agentes i ∈ A.
O algoritmo anterior leva em consideração que diversos autômatos e clusters ne-
cessários para a construção do C-Verifier já foram calculados anteriormente. Con-
tudo, poder-se-ia acrescentar mais quatro passos iniciais a esse algoritmo e ter como
entrada apenas G e os autômatos que representam a observação para cada agente,
Gi, com i ∈ A, obtendo-se, assim, um algoritmo que melhor mostra o passo a passo
necessário para se construir o C-Verifier.
Os passos que poderiam ser acrescentados são:
1: Obter GNF a partir de G;
2: A partir de GNF e dos autômatos que representam a observação para cada
agente, isto é, Gi, obter CNFi , com i ∈ A;
3: A partir da função de pseudo-indexação Ip obter G|Ip , isto é, G com observação
baseada em Ip;
4: A partir de G|Ip obter Cp.
O exemplo a seguir mostra a aplicação do algoritmo 3.1 para o sistema represen-
tado na figura 3.2.
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Exemplo 3.7. Considere o sistema mostrado na figura 3.2. A observação para os
seus dois agentes locais é mostrado na figura 3.3. Os clusters CNFi , com i ∈ A,
e Cp já foram obtidos e encontram-se nas figuras 3.7, 3.8 e 3.9b, respectivamente.











Figura 3.10: Autômato C-Verifier.
Ao se observar os clusters de Cp é posśıvel observar que há um cluster com
um ciclo, isto é, cp(6) ∈ Ccyclep , mas esse ciclo não faz parte do C-Verifier e não
há nenhum cluster pertencente ao conjunto CF−cyclep . Assim, os passos 4.1 e 4.2 do
algoritmo 3.1 não se verificam. Além disso, como no C-Verifier não há nenhum ciclo
rotulado por F , o passo 4.3 também não se verifica e, portanto, pode-se concluir que
o sistema apresentado na figura 3.2 é codiagnosticável com relação às observações
dinâmica dos agentes 1 e 2, e o conjunto de eventos de falha Σf .
O exemplo a seguir considera o autômato mostrado na figura 3.2, com uma nova

























(b) Autômato G2: Observação para o agente 2
Figura 3.11: Autômato G com sua respectiva observação para o agente 1 e 2.
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Exemplo 3.8. Considere o sistema mostrado na figura 3.2, com a observação para
os seus dois agentes locais mostrado na figura 3.11. Os clusters CNFi , com i ∈ A
encontram-se na figura 3.12, e Cp encontra-se na figura 3.9b. Suponha σf como











(a) Cluster c1(0) (b) Cluster c1(1)
(c) Cluster c1(2)















(a) Cluster c2(0) (b) Cluster c2(1)
(c) Cluster c2(2)
(b) Conjunto de clusters CNF2 baseado na observação do
agente 2















Figura 3.13: Autômato C-Verifier.
Ao se observar os clusters do conjunto Cp é posśıvel notar que há um cluster
com um ciclo, isto é, cp(6) ∈ Ccyclep . Além disso, o estado que possui cp(6), que é
o estado c1(2), c2(2), (cp(6), F ), é rotulado com F . Logo, o passo 4.2 do algoritmo
3.1 se verifica. A partir do passo 4.2, pode-se concluir que o sistema apresentado na
figura 3.2 é não codiagnosticável com relação às observações dinâmicas dos agentes
1 e 2, e o conjunto de eventos de falha Σf .
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Observe ainda, que os passos 4.1 e 4.3 do algoritmo 3.1 não se verificam, pois
não há nenhum cluster em Cp pertencente ao conjunto CF−cyclep , e não há nenhum
ciclo rotulado por F , no autômato C-Verifier.
T-Verifier
Nesta seção é apresentada a abordagem utilizada em [27], para verificar a codiag-
nosticabilidade, utilizando a construção de um autômato V denominado T-Verifier.
Para a construção do T-Verifier serão necessários os autômatos que modelam a
planta G e os autômatos que representam a observação para cada agente Gi, para
i ∈ A.
Algoritmo 3.2. Construção do T-Verifier
Entrada: Autômatos G, G1, G2, . . . , Gm e o conjunto Σf .
Sáıda: Autômato V .
1: Construa o autômato GN como a parte acesśıvel de G removendo todos os
eventos de falha em G (para se obter GN basta seguir o primeiro passo do
algoritmo 2.2).
2: Construa o autômato V = (XV ,ΣV , fV , xV0 ), em que:
2.1: XV = X ×XN × · · · ×XN︸ ︷︷ ︸
m vezes
×L, sendo L = {N,F} o conjunto de rótulos;
2.2: ΣV = (Σ ∪ {ε})× · · · × (Σ ∪ {ε})︸ ︷︷ ︸
(m+1) vezes
;
2.3: xV0 = (x0, x0N , . . . , x0N︸ ︷︷ ︸
m vezes
, N) é o estado inicial;
2.4: fV : XV × ΣV → XV é a função de transição parcial (determińıstica)
definida como se segue:
(a) Se σ ∈ Σf , então:
fV ((x0, x1, . . . , xm, l), (σ, ε, . . . , ε) = (f(x0, σ), x1, . . . , xm, F )
(b) Se σ ∈ Σ \ Σf , então particiona-se A, em que A é o conjunto de
agentes locais, em quatro conjuntos disjuntos A = A1∪̇A2∪̇A3∪̇A4
sendo:
A1 = {i ∈ A : (x0, σ) ∈ Ωi ∧ (xi, σ) ∈ Ωi},
A2 = {i ∈ A : (x0, σ) ∈ Ωi ∧ (xi, σ) /∈ Ωi},
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A3 = {i ∈ A : (x0, σ) /∈ Ωi ∧ (xi, σ) ∈ Ωi},
A4 = {i ∈ A : (x0, σ) /∈ Ωi ∧ (xi, σ) /∈ Ωi},
e faz-se os dois passos abaixo:
(b1) Se A2 = ∅, então faz-se a seguinte transição
fV ((x0, x1, . . . , xm, l), (σ, e1, . . . , em))
= (f(x0, σ), fN(x1, e1), . . . , fN(xm, em), l),
em que para cada i ∈ A, ei =
{
σ, se i ∈ A1,
ε, se i ∈ A3 ∪ A4,
(b2) e as seguintes transições para cada i ∈ A2 ∪ A4,
fV ((x0, x1, . . . , xm, l), (ε, ε, . . . , ε, σ
(i+1)ésimo
, ε, . . . , ε))
= (x0, x1, . . . , xi−1, fN(xi, σ), xi+1, . . . , xm, l).
Para verificar se a linguagem gerada L(G) é codiagnosticável é necessário intro-
duzir as seguinte definições.





k, . . . , σ
m
k ). Defini-se θi(t), i = 0, 1, . . . ,m, sendo a restrição de t para cada
um dos seus componentes. Por exemplo, θi(t) = σ
i
1 . . . σ
i
n ∈ L(G), i = 0, 1, . . . ,m.
O exemplo a seguir ilustra a função θi.
Exemplo 3.9. Considere um sistema com a observação dinâmica de dois agentes
locais, com um conjunto de eventos Σ = {a, b, c, d, σf}. Suponha que o autômato
T-Verifier foi construindo segundo o algoritmo 3.2. Então, uma posśıvel sequen-
cia de eventos t = σ1σ2σ3σ4 ∈ L(V ) seria t = (a, a, a)(b, ε, b)(σf , ε, ε)(ε, c, ε). A
função θ0(t) observará apenas as sequências do autômato G, isto é, θ0(t) = abσfε.
As funções θ1(t) e θ2(t) observam os autômatos GN , cada um no seu respectivo
componente, resultando em θ1(t) = aεεc e θ2(t) = abεε.
A definição a seguir completa as definições necessárias para o enunciamento do
teorema 3.1.
Definição 3.16. Um ciclo (x1, σ1, x2, σ2, . . . , σk−1, xk) é dito ser ciclo F-real se:
• (xi)l = F, ∀i ∈ {1, 2, . . . , k−1}, em que (xi)l significa o rótulo do componente
de xi;
• ∃j ∈ {1, 2, . . . , k − 1} tal que θ0(σj) 6= ε.
Teorema 3.1. L(G) não é codiagnosticável com relação à Ωi, para i ∈ A, e Σf , se
e somente se, existe um F-real cycle em V .
44
Demonstração. Vide [27]. 
O exemplo a seguir mostra a aplicação do algoritmo 3.2 para o sistema repre-
sentado na figura 3.2. A figura 3.3 será repetida na figura 3.14 com o intuito de

























(b) Autômato G2: Observação para o agente 2
Figura 3.14: Autômato G com sua respectiva observação para o agente 1 e 2.
Exemplo 3.10. Seja o sistema mostrado na figura 3.2. A observação para os seus
dois agentes locais é mostrado na figura 3.14. Suponha σf como único evento de
falha, então o autômato T-Verifier é mostrado na figura 3.15. A partir do estado
inicial (0, 0, 0, N) o único evento habilitada é o evento a. Lembre que os estados tem
a forma (0, 0, 0, N) = (x0, x1, x2, N) e precisa-se construir para cada evento de Σ\Σf
os conjuntos A1, A2, A3, e A4. As transições (0, a) e (0, a) são observáveis para o
agente 1, isto é, (0, a), (0, a) ∈ Ω1 e as transições (0, a) e (0, a), são observáveis
para o agente 2, isto é, (0, a), (0, a) ∈ Ω2. Logo, para o evento a, o conjunto
A = A1 = {1, 2}. A partir do passo 2.4(b1) do algoritmo 3.2, o sistema evolui, com
o evento aaa, para o estado (1, 1, 1, N). Nesse novo estado os eventos habilitados
são b, c e σf . As transições (1, b), (1, b) ∈ Ω1 e as transições (1, b), (1, b) /∈ Ω2.
Logo, para o evento b, o conjunto A = A1∪̇A4, em que A1 = {1} e A4 = {2}. A
partir do passo 2.4(b1) do algoritmo 3.2, o sistema evolui, com o evento bbε, para o
estado (2, 2, 1, N). A partir do passo 2.4(b2) o sistema evolui, com o evento εεb para
o estado (1, 1, 2, N). Para o evento c, as transições (1, c), (1, c) ∈ Ω1 e as transições
(1, c), (1, c) ∈ Ω2. Logo, para o evento c, o conjunto A = A1 = {1, 2}. A partir do
passo 2.4(b1), o sistema evolui, com o evento ccc, para o estado (2, 2, 2, N). Para o
evento σf , a partir do passo 2.4a o sistema evolui com o evento σfεε para o estado
(3, 1, 1, F ). Os demais estados e transições do autômato V seguem os mesmos passos
descrito acima.
Pode-se observar que no autômato V , da figura 3.15, não há ciclos F-real, uma























Figura 3.15: Autômato T-Verifier.
com o teorema 3.1, o sistema é codiagnosticável com relação à observação dinâmica
dos agentes 1 e 2 e o conjunto de falhas Σf .
Observação 3.2. Considere, o estado (2, 2, 1, N) alcançado pelo evento bbε, na
figura 3.15. Os eventos habilitados nesse estado são a b e c. Para o evento a as
transições (2, a), (2, a) ∈ Ω1 enquanto que a transição (2, a) ∈ Ω2. Repare que a
transição (1, a) não é definida no autômato G, logo, essa transição trivialmente não
pertence ao conjunto Ω2, isto é, (1, a) /∈ Ω2. Assim, para o evento a, o conjunto
A = A1∪̇A2, em que A1 = {1} e A2 = {2}. A partir do passo 2.4(b2), o sistema
tenta evoluir, com o evento εεa, mas essa transição não faz parte da evolução do
sistema, pois a transição (1, a) não existe. O mesmo ocorre para o evento b. As
transições bεε, εbε e εεb, são geradas, e apenas a transição εεb evolui normalmente,
para o estado (2, 2, 2, N). As transições bεε e εbε não fazem parte da evolução do
sistema, pois a transição (2, b) não existe. Logo, o algoritmo do T-Verifier induz a
criação de transições que não são capazes de serem evolúıdos com os eventos que a
rotulam. Então, devem ser descartadas, pois não fazem parte das possibilidades do
sistema.
O T-Verifier, baseia-se no verificador apresentado em [11]. Logo, o T-Verifier
busca sequências de LN que tem a mesma projeção das sequências de L. Em ou-
tras palavras, o T-Verifier acompanha sequências em L(GN), para os m agentes,
comparando-as com sequências em L(G). Caso hajam ciclos rotuladas por F , sig-
nifica que exite pelo menos uma sequência de falha que se confunde com sequência
normais em todos os agentes i ∈ A.
O exemplo a seguir considera uma nova observação para o sistema da figura
3.2, resultando em um sistema não codiagnosticável com a observação dinâmica
apresentada na figura 3.11.
Exemplo 3.11. Seja o sistema mostrado na figura 3.2. A observação para os seus
dois agentes locais é mostrado na figura 3.11. Suponha σf como único evento de






























Figura 3.16: Autômato T-Verifier.
Pode-se observar que no autômato V , da figura 3.16, há um ciclo F-real, uma vez
que o estado (6, 2, 2, F ) possui um autolaço com o evento σuεε. Logo, de acordo com
o teorema 3.1, o sistema é não codiagnosticável com relação à observação dinâmica
dos agentes 1 e 2 e o conjunto de falhas Σf . A não codiagnosticabilidade pode ser
percebida, pois existe uma sequência de falha, sf = aσfbcaσ
n
u , com n ∈ N, que se
confunde com a sequência normal para o agente 1, sN1 = aba, e para o agente 2,
sN2 = abca, como pode ser vista no T-Verifier.
No próximo caṕıtulo será mostrado um novo algoritmo para a construção de um
verificador para a verificação da codiagnosticabilidade da linguagem de um sistema
com observação dinâmica, baseado no verificador para sistemas com observação
estática apresentado em [15]. Também será feita uma comparação entre o C-Verifier,




Sistemas a Eventos Discretos com
Observação Dinâmica
No caṕıtulo anterior foram apresentados os verificadores dispońıveis na literatura
capazes de verificar a codiagnosticabilidade da linguagem de um sistema, conside-
rando o caso da observação dinâmica baseada na transição. Neste caṕıtulo será
apresentado um novo verificador, denominado Verificador Estendido que recebe este
nome pois é uma extensão do verificador apresentado em [15], e é capaz de verificar
a codiagnosticabilidade de sistemas com observação dinâmica.
4.1 Verificador Estendido
Esta seção visa apresentar os passos necessários para a construção do Verificador
Estendido. Para isso, serão apresentadas algumas definições necessárias para o seu
entendimento.
Definição 4.1. A função de ı́ndices Ind : TR(G) → 2A, é definida como o con-
junto que contém os agentes locais capazes de observar a transição (x, σ) ∈ TR(G).
Matematicamente a função de ı́ndices é definida como:
Ind(x, σ) = {i ∈ A : (x, σ) ∈ Ωi}
O exemplo a seguir ilustrará a função de ı́ndices de algumas transições para o
sistema apresentado na figura 4.1, que será o sistema utilizado para os exemplos
neste caṕıtulo.
Exemplo 4.1. Seja o sistema apresentado na figura 4.1a considerando dois agentes
locais, com a observação dinâmica para cada agente mostrada nas figuras 4.1b e 4.1c.
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Então, a função de ı́ndices para a transição (0, a), do autômato G, é Ind(0, a) =
{1, 2} uma vez que tanto o agente 1 como o agente 2 são capazes de observar essa
transição. Já para a transição (1, b), a função de ı́ndices é Ind(1, b) = {1}, já que
apenas o agente 1 é capaz de observar essa transição. Por fim, a função de ı́ndices






































(c) Autômato G2: Observação para o agente 2
Figura 4.1: Autômato G com sua respectiva observação para o agente 1 e 2.
Com o entendimento da função Ind(x, σ) é posśıvel construir o autômato GFI .
O autômato GFI será obtido seguindo o algoritmo 4.1.
Algoritmo 4.1. Autômato GFI
Entrada: Autômato GF .
Sáıda: Autômato GFI .
1: Construa o autômato GFI a partir do autômato GF :
1.1: Defina a função R : XF × Σ→ ΣFI , em que:
R((x, σ)) =
{
σ, se Ind(x, σ) = ∅,
σInd(x,σ), se Ind(x, σ) 6= ∅.
1.2: Construa o autômato GFI = (XF ,ΣFI , fFI ,ΓFI , x0F ), em que:
- ΣFI = {σ̃ = R((xf , σ)) : (xf ∈ XF ) ∧ (σ ∈ Σ)};
- fFI(xf , R(xf , σ)) = fF (xf , σ), ∀ (xf , σ) ∈ XF × Σ;
- ΓFI(xf ) = R(xf ,ΓF (xf )), ∀ xf ∈ XF .
Note que o autômato GFI é obtido a partir do autômato GF , descrito pelo passo
2 do algoritmo 2.2, com os seus eventos renomeados de acordo com a seguinte regra:
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Para toda transição (x, σ) de GF , se Ind(x, σ) for vazio, então mantenha o evento
como σ, caso contrário σ será substitúıdo por σInd(x,σ). O exemplo a seguir ilustra a
obtenção do autômato GFI .
Exemplo 4.2. Considere o autômato GF mostrado na figura 2.17b obtido a partir
do sistema da figura 4.1. O autômato GFI será obtido seguindo o algoritmo 4.1
considerando que a observação dinâmica é dada nas figuras 4.1b e 4.1c. A figura
4.2 mostra o autômato GFI , em que o evento a da transição (0N, a) foi rotulado com
o conjunto {1, 2}, já que ambos os agentes são capazes de visualizar a ocorrência
desse evento nesta transição, e o mesmo ocorreu com os eventos das transições
(3F, b), (4F, c) e (5F, a). Já o evento σf e σu não foram rotulados, já que nenhum
dos agentes é capaz de observar as transições (1N, σf ) e (6F, σu). É importante
ressaltar que nas figuras foram suprimidos os parênteses do conjunto Ind(x, σ), por









Figura 4.2: Autômato GFI .
O autômato GFI será utilizado para o cálculo do verificador. O cálculo do
verificador será realizado entre os autômatos que representam o comportamento
sem falha do sistema, renomeados levando-se em consideração a observação parcial
de cada agente, com o autômato GFI .
Os autômatos que representam o comportamento sem falha do sistema, renome-
ados levando em consideração a observação parcial de cada agente serão denotados
por G̃Ni, com i ∈ A. Os autômatos G̃Ni, com i ∈ A, serão obtidos seguindo o
algoritmo 4.2.
Algoritmo 4.2. Autômatos G̃Ni, com i ∈ A
Entrada: Autômato GN .
Sáıda: Autômatos G̃N1, G̃N2, . . . , G̃Nm.
1: Construa os autômatos G̃Ni, para todo i ∈ A, a partir do autômato GN :
1.1: Defina a função Ri : XN × ΣN → Σ̃Ri, em que:
Ri(x, σ) =
{
σ, se (x, σ) ∈ Ωi,
σRi, se (x, σ) /∈ Ωi.
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1.2: Construa o autômato G̃Ni = (XN , Σ̃Ri, f̃Ni, Γ̃Ni, x0N ), em que:
- Σ̃Ri = {σ̃ = Ri((xn, σ)) : (xn ∈ XN) ∧ (σ ∈ ΣN)};
- f̃Ni(xn, Ri(xn, σ)) = fN(xn, σ), ∀ (xn, σ) ∈ XN × ΣN ;
- Γ̃Ni(xn) = Ri(xn,ΓN(xn)), ∀ xn ∈ XN .
Os autômatos G̃Ni, com i ∈ A, seguem o mesmo prinćıpio dos autômatos GNi
descritos no passo 3 do algoritmo 2.2, ou seja, a partir do autômato GN , obtido
no passo 1 do algoritmo 2.2, renomeiam-se os eventos não observáveis levando-se
em consideração a observação de cada agente local. Logo, para cada agente será
obtido um G̃Ni, com i ∈ A. A diferença nos G̃Ni, com i ∈ A, obtidos a partir da
observação dinâmica com relação aos GNi, com i ∈ A, obtidos para o caso com
observação estática, é que na observação dinâmica deve-se renomear cada transição
não observável, ao invés de se renomear todos os eventos não observáveis, como era
no caso da observação estática.
O exemplo a seguir ilustra os autômatos G̃N1 e G̃N2 para o sistema mostrado na
figura 4.1, levando em consideração a observação dinâmica apresentada nas figuras
4.1b e 4.1c.
Exemplo 4.3. Considere o autômato GN mostrado na figura 2.16c obtido a partir
do sistema da figura 4.1. Então os autômatos G̃N1 e G̃N2, considerando a observação
dinâmica mostrada nas figuras 4.1b e 4.1c, são dados na figura 4.3. Pode-se obser-
var que G̃N1 mostrado na figura 4.3a diferencia-se do GN1 mostrado na figura 2.16a
apenas na transição (1N, c), pois para o sistema com observação estática, o evento c
era não observável para o agente 1, logo qualquer ocorrência de c seria renomeada,
enquanto que para o sistema com observação dinâmica o evento c é observável na
transição (1N, c) e não observável na transição (2N, c). Já o autômato G̃N2 mos-
trado na figura 4.3b e o mostrado na figura 2.16b são idênticos, uma vez que na
observação estática para o agente 2, o evento b é não observável e na observação










Figura 4.3: Obtenção dos Autômatos de comportamento normal.
A partir desse ponto será apresentada a construção do autômato verificador GV I ,
denominado Verificado Estendido, considerando um sistema com observação de dois
agentes locais, isto é, G̃Ni, com i ∈ {1, 2}, e GFI .
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Algoritmo 4.3. Autômato GV I
Entrada: Autômatos G̃N1, G̃N2 e GFI .
Sáıda: Autômato GV I .
1: Construa o autômato verificador GV I a partir de G̃Ni, com i ∈ {1, 2}, e GFI .
GV I = Ac(XV I ,ΣV I , fV I ,ΓV I , x0V I ), em que:
1.1: XV I = XN1 ×XN2 ×XFI ;
1.2: ΣV I = Σ̃R1 ∪ Σ̃R2 ∪ ΣFI ;
1.3: x0V I = (x0N1 , x0N2 , x0FI );
1.4: fV I((xN1, xN2, xFI), σ)
=

(f̃N1(xN1, σ), f̃N2(xN2, σ), fFI(xFI , σ)), se [Ind(xFI , σ) = {1, 2}] ∧
[σ ∈ Γ̃N1(xN1)] ∧
[σ ∈ Γ̃N2(xN2)],
(f̃N1(xN1, σ), xN2, fFI(xFI , σ)), se [Ind(xFI , σ) = {1}] ∧
[σ ∈ Γ̃N1(xN1)],
(xN1, f̃N2(xN2, σ), fFI(xFI , σ)), se [Ind(xFI , σ) = {2}] ∧
[σ ∈ Γ̃N2(xN2)],
(xN1, xN2, fFI(xFI , σ)), se Ind(xFI , σ) = ∅,
(f̃N1(xN1, σ), xN2, xFI), se σ ∈ Σ̃R1 \ Σ,
(xN1, f̃N2(xN2, σ), xFI), se σ ∈ Σ̃R2 \ Σ,
Indefinido, Caso contrário;
1.5: ΓV I((xN1, xN2, xFI))
= {σ ∈ ΓFI(xFI) : Ind(xFI , σ) = ∅ ∨ [Ind(xFI , σ) 6= ∅ t.q. ∀i ∈
Ind(xFI , σ), σ ∈ Γ̃Ni(xNi)]} ∪ [(Γ̃N1(xN1) \ Σ) ∪ (Γ̃N2(xN2) \ Σ)].
A função de transição de GV I segue o mesmo prinćıpio da composição para-
lela, ou seja, evolui com os eventos comuns entre o GFI e G̃Ni, com i ∈ A que
serão sincronizados pelos ı́ndices dos eventos de GFI , mas se o evento é particular
a evolução ocorre apenas no autômato que o possui. Isso pode ser percebido avali-
ando os casos da função de transição de GV I . Do primeiro ao terceiro caso da função
de transição de GV I , o sistema evolui com o evento σ ∈ ΣFI nos autômatos G̃Ni
e GFI se o evento σ está ativo no estado atual de cada G̃Ni com i ∈ Ind(xFI , σ).
Por exemplo, suponha um sistema com observação de dois agentes locais e que o
estado atual do verificador seja (xN1, xN2, xFI) e que o evento σ
{1} está ativo no
estado xFI . Então, deve-se ver se o evento σ está ativo em xN1, caso esteja, deve-se
alcançar o estado ((f̃N1(xN1, σ), xN2, fFI(xFI , σ)). Caso o evento σ
{1,2} esteja ativo
no estado xFI , então deve-se ver se o evento σ está ativo em xN1 e em xN2. Caso
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esteja, deve-se alcançar o estado ((f̃N1(xN1, σ), f̃N2(xN2, σ), fFI(xFI , σ)). Caso es-
teja ativo apenas em xN1 e não em xN2, ou esteja ativo em xN2 e não em xN1, ou
não esteja ativo em nenhum dos dois estados, a transição não existirá. O quarto
caso da função de transição é responsável por evoluir com os eventos particulares do
autômato GFI . Por exemplo, suponha novamente que o estado atual do verificador
seja (xN1, xN2, xFI) e que o evento σ está ativo no estado xFI . Como σ não possui
ı́ndices rotulando-o, isto é, Ind(xFI , σ) = ∅, então σ não precisa sincronizar a sua
evolução com nenhum outro autômato que faz parte do estado de GV I . Logo, o
estado alcançado será (xN1, xN2, fFI(xFI , σ)). O quinto e sexto caso da função de
transição segue o mesmo prinćıpio que o anterior, ou seja, evolui com os eventos
particulares, mas dessa vez com os eventos particulares dos autômatos G̃Ni, com
i ∈ A. Por exemplo, para o estado (xN1, xN2, xFI), se o evento σR1 está ativo em
xN1, então o sistema alcançará o estado ((f̃N1(xN1, σR1), xN2, xFI).
A função de eventos ativos é dividida basicamente em dois conjuntos:
(i) {σ ∈ ΓFI(xFI) : Ind(xFI , σ) = ∅ ∨ [Ind(xFI , σ) 6= ∅ t.q. ∀i ∈ Ind(xFI , σ), σ ∈
Γ̃Ni(xNi)]};
(ii) (Γ̃N1(xN1) \ Σ) ∪ (Γ̃N2(xN2) \ Σ).
O conjunto (i) possui os eventos particulares de GFI além dos eventos σ ∈ ΣFI
que sincronizam com os eventos dos autômatos G̃Ni, em que i ∈ Ind(xFI , σ). Já o
conjunto (ii) possui todos os eventos renomeados de cada G̃Ni, com i ∈ A.
A função de transição de GV I pode ser facilmente estendida para m agentes
locais, sendo que os três primeiros casos se resumem a um único caso, em que
o estado xFI evolui com o evento σ, junto com os estados dos autômatos G̃Ni,
desde que a seguinte sentença matemática seja satisfeita: Ind(xFI , σ) 6= ∅ ∧ [∀i ∈
Ind(xFI , σ), σ ∈ Γ̃Ni(xNi)]. Já o quinto e o sexto caso da função de transição
resumem-se a um único caso, em que os estados xNi, com i ∈ A, evoluem com o
evento σ sempre que σ ∈ Σ̃Ri \ Σ.
O algoritmo 4.41 resume todos os passos para a obtenção de GV I a partir de G,
G1, G2, . . . , Gm, e representa a condição necessária e suficiente para a verificação da
codiagnosticabilidade de sistemas a eventos discretos com observação dinâmica.
Algoritmo 4.4. Construção do Verificador Estendido
Entrada: Autômatos G, G1, G2, . . . , Gm e o conjunto Σf .
Sáıda: Existência de caminhos ćıclicos no autômato GV I .
1: Construa o autômato GN que modela o comportamento sem falha de G (para
se obter GN siga o primeiro passo do algoritmo 2.2);
1O algoritmo 4.4 é apresentado novamente no Apêndice A com todos os passos destrinchados.
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2: Construa o autômato GF que modela o comportamento de falha de G (para se
obter GF siga o segundo passo do algoritmo 2.2);
3: Construa o autômato GFI de acordo com o algoritmo 4.1;
4: Construa os autômatos G̃Ni, para todo i ∈ A, de acordo com o algoritmo 4.2;
5: Construa o autômato verificador GV I de acordo com o algoritmo 4.3;
6: Verifique a existência de caminhos ćıclicos (xV I1 , σ1, xV I2 , σ2, . . . , σk−1, xV Ik)
em GV I com pelo menos um j ∈ {1, 2, . . . , k − 1} tal que σj ∈ ΣFI , e o rótulo
de xFI em xV Ij = (xN1, xN2, . . . , xNm, xFI) seja igual a F .
Observação 4.1. É importante ressaltar que se o sistema possui observação estática
os passos 3 e 5 do algoritmo 4.4 culminam no passo 4 do algoritmo 2.2. Em outras
palavras, se a observação for estática, o algoritmo 4.3, responsável pela construção
de GV I , recai na composição paralela, e o algoritmo 4.4 é capaz de diagnosticar o
sistema no caso estática.
Comparando o algoritmo 2.2 com o algoritmo 4.4 pode-se ver que os dois primei-
ros passos para ambos os algoritmos são os mesmos. Mas o algoritmo 2.2, pode ter
o seu uso substitúıdo pelo uso do algoritmo 4.4, uma vez que o algoritmo 4.4 pode
ser aplicado tanto no caso estático como no caso dinâmico.
No primeiro passo do algoritmo 4.4 é constrúıdo o autômato GN que tem como
linguagem LN , isto é, todas as sequências que não possuem eventos de falha. Já no
segundo passo é constrúıdo o autômato GF que modela o comportamento de falha do
sistema e tem como linguagem gerada L(GF ) = L \ LN , e como linguagem marcada
Lm(GF ) = L \ LN . No terceiro passo, a função de ı́ndices rotula cada evento de
GF com os ı́ndices dos agentes que são capazes de observar a ocorrência daqueles
eventos. No passo seguinte, a função de renomeação tem o papel de renomear em
GN apenas os eventos que são não observáveis para o agente em questão, fazendo
com que na composição do passo seguinte esses eventos possam ocorrer sempre que
posśıvel, e o autômato GV I sincronize apenas os eventos observáveis comuns a G̃Ni,
para i ∈ A, e GFI . Isso fará com que o verificador exiba apenas as sequências de GFI
que possuam as mesmas projeções das sequências do autômato GN , uma vez que
apenas os eventos observáveis podem ocorrer simultaneamente. O último passo está
relacionado com a questão da verificação da propriedade de codiagnosticabilidade da
linguagem, de um sistema a eventos discretos, com observação dinâmica, utilizando-
se verificadores. As definições a seguir darão base para a demonstração do teorema
que justifica esse último passo.
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θI0(s), se σ ∈ Σ̃Ri \ Σ, ∀i ∈ A
θI0(s)σ, caso contrário





θIi(s)σ, se [i ∈ Ind(fV I(x0V I , s), σ)] ∨ [σ ∈ Σ̃Ri \ Σ]
θIi(s), caso contrário
Definição 4.4. A função de renomeação inversa é definida como:
R−1I : ΣV I → Σ
σRi 7→ σ
σInd 7→ σ
em que σRi = Ri(σ) e σ
Ind = R(σ). A função pode ser facilmente estendido para
o domı́nio Σ∗V I , como R
−1




I (σV I) para todo sV I ∈ Σ∗V I e
σV I ∈ ΣV I . Além disso, R−1I (ε) = ε.
A função R−1I retira todos os ı́ndices e renomeações que as funções R e Ri tenham
colocado. Como as sequências resultado das projeções θI0 e θIi , com i ∈ A, possuem
ı́ndices e renomeações das funções R e Ri, as seguintes notações serão adotadas:
θIR0(t) = R
−1
I (θI0(t)) e θIRi(t) = R
−1
I (θIi(t)), para denotar as sequências resultado
das projeções θI0 e θIi sem os ı́ndices e as renomeações. Com essas definições segue
o lema.
Lema 4.1. Seja t ∈ L(GV I), então para todo i ∈ A, tem-se:
PΩi(θIR0(t)) = PΩi(θIRi(t)). (4.1)
Demonstração. A prova é realizada para i = 1 e o mesmo procedimento pode ser
realizado para todo i ∈ A. A prova é feita por indução no comprimento da sequência
t ∈ L(GV I).
Se ||t|| = 0, isto é, t = ε, então 4.1 se mantém, pois θIR0(ε) = ε e θIR1(ε) = ε.
Hipótese de Indução: Suponha que 4.1 seja verdade para ||t|| = p, isto é,
PΩ1(θIR0(t)) = PΩ1(θIR1(t)).
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Considere a sequência tσ̃ ∈ L(GV I), com σ̃ ∈ ΣV I , Logo, ||tσ̃|| = p + 1. Tem-se
que:
PΩ1(θIR0(tσ̃)) = PΩ1(θIR0(t)θIR0(σ̃)) = PΩ1(θIR0(t))PΩ1(θIR0(σ̃)),
e
PΩ1(θIR1(tσ̃)) = PΩ1(θIR1(t)θIR1(σ̃)) = PΩ1(θIR1(t))PΩ1(θIR1(σ̃)).
Se PΩ1(θIR0(tσ̃)) = PΩ1(θIR1(tσ̃)), então PΩ1(θIR0(t))PΩ1(θIR0(σ̃)) =
PΩ1(θIR1(t))PΩ1(θIR1(σ̃)). Como a H.I. mostra que PΩ1(θIR0(t)) = PΩ1(θIR1(t)), logo,
basta mostrar que PΩ1(θIR0(σ̃)) = PΩ1(θIR1(σ̃)).
Existem cinco casos para σ̃: (i) σ̃ = σ1,2 ou (ii) σ̃ = σ1 ou (iii) σ̃ = σ2 ou (iv)
σ̃ = σ ou (v) σ̃ = σRi.
Para os casos (i) e (ii) tem-se que θI0(σ̃) = σ
1,2 e θI0(σ̃) = σ
1, respectivamente.
Então, PΩ1(θIR0(σ̃)) = σ, pois σ̃ tem o ı́ndice 1, logo, é observável para o agente 1.
Como θIR1(σ̃) = σ, logo, PΩ1(θIR1(σ̃)) = σ. Então PΩ1(θIR0(σ̃)) = PΩ1(θIR1(σ̃)) = σ.
Para os casos (iii) e (iv), tem-se que θI0(σ̃) = σ
2 e θI0(σ̃) = σ, respectivamente.
Então, PΩ1(θIR0(σ̃)) = ε, pois σ̃ não tem o ı́ndice 1, logo, não é observável para
o agente 1. Como θIR1(σ̃) = ε, logo, PΩ1(θIR1(σ̃)) = ε. Então PΩ1(θIR0(σ̃)) =
PΩ1(θIR1(σ̃)) = ε.
Para o caso (v), tem-se que θI0(σ̃) = ε, logo, PΩ1(θIR0(σ̃)) = ε. Se σ̃ = σR1,
então θIR1(σ̃) = σ, mas PΩ1(θIR1(σ̃)) = ε. Se σ̃ = σR2, então θIR1(σ̃) = ε, e
PΩ1(θIR1(σ̃)) = ε. Então, PΩ1(θIR0(σ̃)) = PΩ1(θIR1(σ̃)) = ε.
Assim, como PΩ1(θIR0(σ̃)) = PΩ1(θIR1(σ̃)) para os cinco casos. Então,
PΩ1(θIR0(tσ̃)) = PΩ1(θIR1(tσ̃)), que completa a prova por indução. 
Teorema 4.1. Sejam L e LN linguagens prefixo-fechadas geradas por G e GN , res-
pectivamente. Considere a projeção PΩi : L(G)→ Σ∗oi, para i ∈ A, e o conjunto de
eventos de falha Σf . Então, L não será codiagnosticável com relação à PΩi e Σf se,
e somente se, existir um caminho ćıclico em GV I , (xV I1 , σ1, xV I2 , σ2, . . . , σk−1, xV Ik),
que satisfaz à seguinte condição:
∃j ∈ {1, 2, . . . , k − 1} tal que σj ∈ ΣFI , e o rótulo de xFI em
xV Ij = (xN1, xN2, . . . , xNm, xFI) seja igual a F.
(4.2)
Demonstração. Sem perda de generalidade, suponha que existam apenas dois agen-
tes locais, isto é, A = {1, 2}
(⇐) Suponha que exista um ciclo em GV I , (xV I1 , σ1, xV I2 , σ2, . . . , σk−1, xV Ik),
que satisfaz à condição 4.2. Uma vez que exista um rótulo de xFI em xV Ij =
(xN1, xN2, xFI) igual a F , então, pela construção de Al e GV I todos os rótulos dos
xFI em xV Ij serão F , para todo j ∈ {1, . . . , k − 1}. Isso implica que existe uma
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sequência de eventos sV ItV I ∈ L(GV I) tal que σf ∈ sV I2, em que σf ∈ Σf , e
tV I = (σ1, . . . , σk−1)
p, p ∈ N e ||tV I || > n, ∀n ∈ N.
Considere a sequência sV ItV I . Uma vez que σf ∈ sV I , então σf ∈ θIR0(sV I). Além
disso, a condição 4.2, diz que σj ∈ ΣFI , logo, essa condição pode ser representada
como θIR0(tV I) 6= ε.
Definem-se as sequências sf = θIR0(sV ItV I) ∈ L(G), ω1 = θIR1(sV ItV I) e ω2 =
θIR2(sV ItV I) ∈ L(GN). Observe que, ||θIR0(sV ItV I)|| ≥ 1 + n. Pelo lema 4.1 tem-se
que PΩ1(θIR0(sV ItV I)) = PΩ1(θIR1(sV ItV I)) e PΩ2(θIR0(sV ItV I)) = PΩ2(θIR2(sV ItV I)),
isto é, PΩ1(sf ) = PΩ1(ω1) e PΩ2(sf ) = PΩ2(ω2). Uma vez que ||tV I || > n, ∀n ∈ N,
então a sequência sf = θIR0(sV ItV I) é arbitrariamente longa. Logo, isso leva à
violação da codiagnosticabilidade.
(⇒) Suponha que L é não codiagnosticável com relação PΩ1 , PΩ2 e Σf . Então,
existe pelo menos uma sequência sf = st ∈ L(GF ), em que σf ∈ s e ||t|| > n,
∀n ∈ N, e ω1, ω2 ∈ L(GN), tal que PΩ1(sf ) = PΩ1(ω1) e PΩ2(sf ) = PΩ2(ω2).
Seja sf = s
′σ, em que s′ ∈ Σ∗ e σ ∈ Σ, então PΩ1(sf ) = PΩ1(s′σ) =
PΩ1(s
′)PΩ1(σ) = PΩ1(s
′)σ, se (f(x0F , s




Como PΩ1(sf ) = PΩ1(ω1), então PΩ1(sf ) = σ1 . . . σk = PΩ1(ω1). Seja si e s
′
i ∈
Σ∗ de maneira que sf seja representado como sf = siσis
′
i. Então, para cada σi,
com i ∈ {1, . . . , k}, pela função R do algoritmo 4.1, σi será alterado para σ1i , pois
(f(x0F , si), σi) = (xf , σi) ∈ Ω1, isto é, {1} ⊆ Ind(xf , σi), pelo menos.
O mesmo procedimento pode ser repetido para o caso em que PΩ2(sf ) = PΩ2(ω2).
Então, PΩ2(sf ) = e1 . . . el = PΩ2(ω2), em que cada ej, com j ∈ {1, . . . , l}, será
alterado, pela função R, para e2j .
Observe que se sf = siσis
′
i, tal que, PΩ1(sf ) = PΩ1(si)σiPΩ1(s
′
i) e PΩ2(sf ) =
PΩ2(si)σiPΩ2(s
′
i), então σi será alterado pela função R para σ
1,2
i , isto é, existe ej em
PΩ2(sf ) = e1 . . . el, tal que, σi = ej. Caso PΩ1(sf ) = PΩ1(si)PΩ1(s
′
i) e PΩ2(sf ) =
PΩ2(si)PΩ2(s
′
i), então (f(x0F , si), σi) = (xf , σi) /∈ Ω1 ∪ Ω2. Logo, a função R não
altera o evento σi, pois Ind(xf , σi) = ∅.
Os passos anteriores mostram que a sequência sf ∈ L(GF ) após o algoritmo 4.1
se torna a sequência sfI ∈ L(GFI), em que cada um dos seus eventos recebe ı́ndices
a partir da função R, baseada na observação dos agentes 1 e 2.
Seja sfI = sItI de maneria que sI e tI sejam as sequências s e t, respectivamente,
após o passo 1.1 do algoritmo 4.1, isto é, após o acréscimo dos ı́ndices pela função R.
A partir do algoritmo 4.3, para cada evento σ̃ ∈ tI , existem quatro possibilidades:
(i) σ̃ = σ1,2 ou (ii) σ̃ = σ1 ou (iii) σ̃ = σ2 ou (iv) σ̃ = σ.
Para σ̃ = σ1,2, a função de transição fV I do algoritmo 4.3 evolui do estado
2Esse abuso de notação é utilizado para representar que na sequência sV I existe um evento σf ,
em que σf ∈ Σf .
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atual xV I = (xN1, xN2, xFI), se existir o evento σ ativo no estado xN1 e no es-
tado xN2. Mas como PΩ1(sf ) = PΩ1(ω1) ⇒ PΩ1(sf ) = σ1 . . . σk = PΩ1(ω1) e
PΩ2(sf ) = PΩ2(ω2) ⇒ PΩ2(sf ) = e1 . . . el = PΩ2(ω2), então, σ1,2 tem um corres-
pondente σ em ω1 e um correspondente e em ω2, em que σ = e. Logo, a transição
(xV I , σ
1,2) evolui para (f̃N1(xN1, σ), f̃N2(xN2, σ), fFI(xFI , σ)). Para σ̃ = σ
1, a função
de transição fV I evolui do estado atual xV I = (xN1, xN2, xFI), se existir o evento σ
ativo no estado xN1. Mas como PΩ1(sf ) = PΩ1(ω1)⇒ PΩ1(sf ) = σ1 . . . σk = PΩ1(ω1),
então, σ1 tem um correspondente σ em ω1. Logo, a transição (xV I , σ
1) evolui para
(f̃N1(xN1, σ), xN2, fFI(xFI , σ)). O procedimento para σ̃ = σ
2 é similar ao adotado
para σ̃ = σ1. Para σ̃ = σ, a função de transição fV I evolui apenas com o estado de
GFI , isto é, o estado xV I = (xN1, xN2, xFI) evolui para (xN1, xN2, fFI(xFI , σ)).
Assim, para cada evento σ̃ ∈ tI o sistema evolui, uma vez que PΩ1(sf ) = PΩ1(ω1)
e PΩ2(sf ) = PΩ2(ω2). Como ||t|| > n, ∀n ∈ N, então ||tI || > n, ∀n ∈ N. Logo,
haverá uma sequência arbitrariamente longa pertencente à L(GV I). Como existe
uma sequência arbitrariamente longa em GV I associada à sequencia sfI = sItI e tI
é a sequência após a falha, então há um caminho ćıclico com pelo menos um evento
de ΣFI que satisfaz à condição 4.2. 
Exemplo 4.4. Considere o autômato G apresentado na figura 4.1 e considere dois
agentes locais, com a observação dinâmica para esse sistema, mostrados nas figuras
4.1a e 4.1b. A partir do primeiro passo do algoritmo 4.4, obtêm-se o autômato GN ,
que é mostrado na figura 2.16c. O segundo passo consiste em obter o autômato GF ,
que é apresentado na figura 2.17b. No terceiro passo calcula-se o autômato GFI
a partir de GF , mostrado na figura 4.2. No quarto passo, a partir da observação
dinâmica dos dois agentes que observam o sistema, obtêm-se os autômatos G̃N1 e
G̃N2, dados pela figura 4.3. Com os autômatos G̃N1, G̃N2 e GFI é posśıvel seguir
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0N,0N,0N
Figura 4.4: Verificador Estendido
O sexto passo consiste em buscar por ciclos em GV I que sejam rotulados por
F e tenham pelo menos um evento σ ∈ ΣFI , ∀i ∈ A. Pode-se observar que o
autômato GV I não possui ciclos. Logo, esse sistema é codiagnosticável com relação
à observação dinâmica dos agentes mostrados nas figuras 4.1a e 4.1b e o conjunto
de falhas Σf , segundo o teorema 4.1.
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Observação 4.2. É importante ressaltar que σf , apresentado na figura 4.1, consi-
derando o caso da observação estática, é não codiagnosticável para os agentes 1 e 2,
cujas observações eram Σo1 = {a, b} e Σo2 = {a, c}, respectivamente, como pôde ser
visto no exemplo 2.12. Além disso, ainda que houvesse um único agente que fosse
capaz de observar todos os eventos, exceto σf e σu, esse sistema ainda seria não
diagnosticável e por consequência não codiagnosticável, uma vez que codiagnostica-
bilidade implica em diagnosticabilidade. O interessante é que esse mesmo sistema,
que era não diagnosticável e por consequência não codiagnosticável na observação
estática, passou a ser diagnosticável considerando a observação dinâmica.
A observação 4.2 constitui um interessante trabalho futuro, pois a observação
dinâmica pode ser abordada como uma nova maneira para tornar um sistema diag-
nosticável. Até então, se um sistema fosse não diagnosticável, era posśıvel torná-lo
diagnosticável com o acréscimo de sensores ou a partir de uma remodelagem do
sistema. Assim, com a utilização da observação dinâmica, um sistema anterior-
mente não diagnosticável pode se tornar diagnosticável, sem a necessidade dessas
mudanças.
O exemplo a seguir considera o autômato mostrado na figura 4.1a, com uma

























(b) Autômato G2: Observação para o agente 2
Figura 4.5: Autômato G com sua respectiva observação para o agente 1 e 2.
Exemplo 4.5. Considere o autômato G apresentado na figura 4.1a considerando
dois agentes locais, com a observação dinâmica para cada agente mostrada na figura
4.5. Suponha σf como único evento de falha, então o autômato GFI , assim como,
os autômatos G̃N1 e G̃N2 são apresentados na figura 4.6. A partir dos autômatos
da figura 4.6 é posśıvel construir o autômato GV I , que é mostrado na figura 4.7.
Observe que a sequência de falha em GFI é sf = aσfbcaσ
n
u , para n ∈ N. Essa






































Figura 4.7: Verificador Estendido
a sequência normal sN2 = abca, para o agente 2. Essa confusão pode ser vista
no Verificador Estendido, uma vez que no Verificador Estendido é posśıvel ver a
sequência sf = a
{1,2}σfb
{1,2}c2a{1,2}σnu .
4.2 Análise de Complexidade do Algoritmo 4.4
A complexidade computacional do algoritmo 4.4 pode ser calculada considerando
que a existência de ciclos descritos pelo passo 6 é um problema de detecção de
componentes fortemente conexos em grafos, uma vez que todos os estados desses
ciclos são rotulados por F . Então, a complexidade computacional será linear com
relação ao número de estados e transições de GV I , já que buscas por componentes
fortemente conexos tem complexidade O(|V |+|E|), em que, |V | o número de vértices
(estados) e |E| é o número de arestas (transições) em um grafo (vide [30]). Assim
a complexidade computacional pode ser calculada analisando os passos necessários
para a obtenção do autômato GV I .
A tabela 4.1 mostra o número máximo de estados e transições para cada
autômato que é calculado para a obtenção do Verificador Estendido considerando m
agentes locais, isto é, A = {1, . . . ,m}. O primeiro passo do algoritmo 4.4 consiste
em construir o autômato GN a partir do autômato AN através da composição pro-
duto. Como AN possui um único estado com um autolaço rotulado com os eventos
de ΣN = Σ \Σf , então o número máximo de estados e transições de GN serão |X| e
|X|(|Σ| − |Σf |), respectivamente. O segundo passo do algoritmo 4.4 é a construção
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Tabela 4.1: Complexidade computacional do algoritmo 4.4
N o de Estados N o de Transições
G |X| |X| × |Σ|
AN 1 |Σ| − |Σf |
GN |X| |X|(|Σ| − |Σf |)
Al 2 2|Σf |
Gl 2|X| 2|X| × |Σ|
GF 2|X| 2|X| × |Σ|
GFI 2|X| 2|X| × |Σ|
G̃Ni |X| |X|(|Σ| − |Σf |)
GV I 2|X|m+1 2|X|m+1[|Σ|+m(|Σ| − |Σf |)]
Complexidade O(m|X|m+1 × |Σ|)
de GF a partir do autômato Gl. Para se construir o autômato Gl, primeiro é ne-
cessário construir o autômato Al que possui dois estados, N e F , e duas transições
rotuladas pelos eventos de Σf . Na sequência, Gl é calculado como Gl = G||Al.
Observe que L(Gl) = L(G) e que os estados de Gl são iguais a (x,N) ou (x, F ), em
que x ∈ X. Portanto, o número máximo de estados de Gl é 2|X|. O autômato GF
é calculado tomando-se a parte coacesśıvel de Gl, isto é, GF = CoAc(Gl). Logo, no
pior caso GF tem o mesmo número de estados e transições de Gl. No terceiro passo o
autômato GFI é obtido renomeando-se os eventos de GF levando-se em consideração
as observações dos agentes locais segundo a função R, definida no passo 1.1 do algo-
ritmo 4.1. O autômato GFI , por ser apenas a renomeação dos eventos de GF , tem o
mesmo número de estados e transições de GF . No quarto passo os autômatos G̃Ni,
para i ∈ A, são obtidos a partir de GN renomeando-se os eventos não observáveis
segundo a função Ri, definida na passo 1.1 do algoritmo 4.2, gerando m autômatos
com o mesmo número de estados e transições de GN . Finalmente, no quinto passo
o autômato GV I é obtido a partir da função de transição no passo 1.4 do algoritmo
4.3. Observe que a função de transição de GV I sincroniza os eventos em ΣFI com
os eventos de Σ̃Ri, para i ∈ A, e os eventos particulares de GFI e G̃Ni evoluem
separadamente, assim como na composição paralela. Então, uma vez que o número
de estados de G̃Ni e GFI são |X| e 2|X| respectivamente, o número de estados de
GV I no pior caso é igual a 2|X|m+1. Além disso, o número de transições de GV I ,
no pior caso, é igual a 2|X|m+1[|Σ|+m(|Σ| − |Σf |)], uma vez que para cada estado
há pelo menos |Σ| + m(|Σ| − |Σf |) transições saindo. Então a partir do número de
transições de GV I é posśıvel calcular a complexidade computacional do algoritmo
4.4 que é O(m|X|m+1 × |Σ|), assim como a complexidade do algoritmo 2.2 [35]3.
3Os artigos [35] e [27] enunciam e demonstram a complexidade computacional do algoritmo 2.2 e
do T-Verifier, respectivamente, como sendo O(m|X|m+1(|Σ|− |Σf |)). Para se obter O(m|X|m+1×
|Σ|) a partir de O(m|X|m+1(|Σ| − |Σf |)) basta observar que (|Σ| − |Σf |) ≤ |Σ|.
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4.3 Comparação entre Verificadores para Siste-
mas com Observação Dinâmica
Os verificadores apresentados no caṕıtulo 3 e o Verificador Estendido, apresentado
neste caṕıtulo, possuem pequenas diferenças quanto a complexidade computacional,
mas tanto o C-Verifier, quanto o T-Verifier e ainda o Verificador Estendido pos-
suem complexidade computacional polinomial com relação ao número de estados e
transições.
Apesar da complexidade computacional do T-Verifier e do Verificador Estendido
serem exatamente iguais, isto é, O(m|X|m+1 × |Σ|) (vide [27]3), o Verificador Es-
tendido apresenta uma pequena vantagem com relação ao T-Verifier neste quesito,
pois o Verificador Estendido busca sequências de LN que têm a mesma projeção
das sequências de L(GF ) = L \ LN , enquanto que o T-Verifier, por ser baseado no
verificador apresentado em [11], busca sequências de LN que têm a mesma projeção
das sequências de L. Assim, para os casos em que o fecho de prefixo da linguagem
de falha é menor que a linguagem de G o Verificador Estendido será menor que o
T-Verifier. A figura 4.8 ilustra essa diferença, comparando o Verificador Estendido e
o T-Verifier para o sistema da figura 4.1, uma vez que para este sistema o autômato
GF = CoAc(Gl) é menor que o autômato Gl, isto é, o fecho de prefixo da linguagem


































Se o Verificador Estendido utilizasse o GF = Gl ao invés de GF = CoAc(Gl), o
Verificador Estendido seria praticamente igual ao T-Verifier, diferenciando-se apenas
pelo nome dos estados e pela maneira que o T-Verifier rotula as transições. A figura
4.9 mostra o Verificador Estendido e o T-Verifier para o sistema da figura 4.1, em
que se utilizou o GF = Gl ao invés de GF = CoAc(Gl) e como consequência o
Verificador Estendido recaiu no T-Verifier.
Outra vantagem que o Verificador Estendido apresenta sobre o T-Verifier










































tendido os eventos possuem ı́ndices ou rótulos que trazem a informação de quais
autômatos estão sincronizando na ocorrência daquela transição. Por exemplo, no
Verificador Estendido da figura 4.8a a transição (0N, 0N, 0N, a1,2) o ı́ndice 1, 2 do
evento a indica que tanto G̃N1 como G̃N2 observam a ocorrência desse evento. Para
a transição (1N, 1N, 1N, σf ), como o evento σf não possui nem rótulo nem ı́ndice,
então, apenas o autômato GFI evolui, pois nenhum dos dois agentes é capaz de
observar esse evento. Para a transição (1N, 1N, 1N, bR2), o rótulo R2 indica que
o evento b é não observável para o agente 2, logo o sistema evoluirá apenas com
o agente 2. No T-Verifier o procedimento é o mesmo, mas há uma sequência de
eventos que rotulam as transições. Por exemplo, no T-Verifier da figura 4.8b nas
transições ((0, 0, 0, N), aaa) , ((1, 1, 1, N), σfεε) e ((1, 1, 1, N), εεb) a sequência de
eventos aaa, σfεε e εεb trazem as mesmas informações que os eventos a
1,2, σf e bR2,
mencionados anteriormente, respectivamente. A desvantagem de se utilizar essa se-
quencia de eventos é que a medida que se tem outros agentes locais, essa sequência
irá aumentar e ficará cada vez mais dif́ıcil de se entender quais agentes sincroni-
zam ou não naquele transição. Já no Verificador Estendido essa informação vem de
maneira compacta através de dos ı́ndices e rótulos.
Há ainda uma outra desvantagem que T-Verifier apresenta frente ao Verificador
Estendido. O algoritmo do T-Verifier induz a criação de transições que não são
capazes de serem evolúıdas com os eventos que as rotulam. Logo, devem ser des-
cartadas pois não fazem parte das possibilidades do sistema. A figura 4.10 mostra
as transições que o algoritmo do T-Verifier gera além daquelas que fazem parte
da evolução do sistema. No estado (3, 1, 2, F ), por exemplo, o algoritmo gera as
transições aεε, εaε, cεε e εεb que não tem condição de serem executadas neste es-
tado, logo, devem ser descartadas. O mesmo ocorre para as transições aεε, εaε, εεb
no estado (1, 1, 2, N), εεa, bεε, εbε no estado (2, 2, 1, N) e cεε no estado (3, 1, 1, F ).
Com relação ao C-Verifier o Verificador Estendido também apresenta vantagens
no quesito complexidade computacional. A complexidade computacional apresen-






























Figura 4.10: Autômato T-Verifier
Verifier pode apresentar 2|X|m+1 estados, em que, m é o número de agentes locais e
|X| a quantidade de estados de G. A questão é que a complexidade computacional
da busca por componentes fortemente conexos, para a verificação da diagnosticabi-
lidade de uma linguagem, não é calculada sobre a quantidade de estados que um
autômato pode gerar, e sim sobre a quantidade de transições, como foi demonstrada
o caṕıtulo 2. Então, para a comparação entre o C-Verifier e o Verificador Estendido
deve-se calcular a quantidade de transições.
A função de transição do C-Verifier evolui com cada autômato cluster a par-
tir da transição (x, σ), isto é, Γ([c1(x1), . . . , cm(xm), (cp(xp), l)], (x, σ)). O estado x
da transição (x, σ) deve ser um estado do conjunto de estados do cluster cp(xp) e o
evento σ deve ser observável por algum agente, isto é, Ip(x, σ) = 1. Como o cluster é
o alcance não observável a partir de um estado alcançado por um evento observável,
então o evento σ na transição (x, σ) do cluster cp(xp) pode ocorrer, no pior caso, |X|
vezes. Como a função de transição Γ([·], (x, σ)) evolui com os demais clusters além
do cp(xp), isto é, c1(x1), . . . , cm(xm), e em cada cluster o evento σ pode ocorrer, no
pior caso, |X| vezes. Então o evento σ pode ocorrer |X|m+1 vezes em um estado
do C-Verifier. Repare que |X|m+1 é a quantidade de vezes que um único evento σ
pode ocorrer em um estado do C-Verifier, e como podem haver |Σ| − |Σf | eventos
habilitados em cada cluster. Então, no pior caso, podem haver |X|m+1(|Σ| − |Σf |)
eventos habilitados em um único estado do C-Verifier. Por fim, como C-Verifier
possui até 2|X|m+1 estados. Então, o número máximo de transições será a quan-
tidade de estados vezes a quantidade de eventos habilitados por estado, ou seja,
(2|X|m+1)× [|X|m+1(|Σ| − |Σf |)] que é igual a 2|X|2(m+1)(|Σ| − |Σf |). O que já era
de se esperar, uma vez que o C-Verifier é um autômato não determińıstico, e um
autômato não determińıstico apresenta, no pior caso, |X|2 × |Σ| transições.
Como no número de transições do C-Verifier é 2|X|2(m+1)(|Σ| − |Σf |) a sua
complexidade computacional é O(|X|2(m+1) × |Σ|). Assim, o Verificador Estendido
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possui uma complexidade computacional menor que o C-Verifier. Repare ainda que
o Verificador Estendido além de apresentar essa vantagem na complexidade compu-
tacional sobre o C-Verifier, também depende basicamente de composições já bem
fundamentadas na literatura, com exceção da função de transição de GV I apresen-
tada no algoritmo 4.3, enquanto que o C-Verifier necessita da criação de autômatos
clusters e de uma função de transição, Γ([c1(x1), . . . , cm(xm), (cp(xp), l)], (x, σ)), de
dif́ıcil entendimento.
A comparação entre os verificadores para sistemas com observação dinâmica
apresentada nesta seção mostrou que o Verificador Estendido possui menor comple-
xidade computacional que o C-Verifier e que apesar de possuir a mesma comple-
xidade que o T-Verifier, é capaz de ser menor que este último, uma vez que busca
sequências de LN que tem a mesma projeção das sequências de L(GF ) = L \ LN ,
ao invés de buscar sequências de LN que tem a mesma projeção das sequências de
L, como faz o T-Verifier. Além disso, o Verificador Estendido ainda apresenta um
certa simplicidade se comparado com os demais, já que não depende da criação de
clusters, não utiliza uma sequência de eventos para rotular suas transições e não in-
duz a criação de transições que não podem ser executadas pelo sistema. Finalmente
o Verificador Estendido pode ser utilizado para o caso estático, uma vez que nesse




Neste trabalho foi proposto um novo algoritmo capaz de criar um verificador que
verifica a codiagnosticabilidade de uma linguagem em sistemas a eventos discretos
com observação dinâmica.
O verificador aqui apresentado, denominado Verificador Estendido, apresenta
vantagens com relação aos verificadores existentes até então na literatura. Essas van-
tagens vêm do fato que o Verificador Estendido possui menor complexidade compu-
tacional que o verificador apresentado em [26], denominado C-Verifier, e iguala-se ao
verificador apresentado em [27], denominado T-Verifier, apenas se o fecho de prefixo
da linguagem de falha é menor que a linguagem de G. Outra vantagem do Verifica-
dor Estendido é que ele é uma extensão natural do trabalho de codiagnosticabilidade
apresentado em [15] e, por consequência, pode ser utilizado para a verificação da co-
diagnosticabilidade no caso da observação estática. Essa última implicação vem do
fato já mencionado de que a observação estática é um caso particular da observação
dinâmica. Logo, uma vez implementado o algoritmo de verificação do Verificador
Estendido, não importa se o sistema possui observação dinâmica ou estática o verifi-
cador será capaz de verificar se a linguagem é diagnosticável ou não, uma vez que se
for um caso de observação estática o algoritmo apresentará o mesmo resultado que
o algoritmo 2.2 mostrado em [15]. Assim, o algoritmo 2.2, pode ser substitúıdo pelo
uso do algoritmo 4.4, uma vez que o algoritmo 4.4 pode ser aplicado tanto no caso
estático como no caso dinâmico, sem aumentar em nada o custo computacional.
Uma importante observação pode ser feita a partir deste trabalho. Um sistema
que era não diagnosticável na observação estática pode se tornar diagnosticável con-
siderando a observação dinâmica. Esse fato abre uma nova oportunidade de tornar
sistemas que anteriormente eram não diagnosticáveis, para observação estática, em
diagnosticáveis com a observação dinâmica, não necessitando assim, uma remodela-
gem ou um acréscimo de sensores no sistema.
Como trabalhos futuros, é desejado que a observação dinâmica seja abordada
como uma nova maneira para tornar um sistema diagnosticável. Além disso, outro
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ponto que pode ser tratado é a questão de bases mı́nimas, tratadas em [31, 36–
39], pois uma vez que se encontre as bases mı́nimas na caso estático, pode ser que
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Algoritmo A.1. Construção do Verificador Estendido
Entrada: Autômatos G, G1, G2, . . . , Gm e o conjunto Σf .
Sáıda: Existência de caminhos ćıclicos no autômato GV I .
1: Construa o autômato GN que modela o comportamento normal de G, da se-
guinte forma:
1.1: Defina ΣN = Σ \ Σf ;
1.2: Construa o autômato AN formado por um único estado N (também seu
estado inicial) com um autolaço com todos os eventos de ΣN ;
1.3: Construa o autômato que modela o comportamento normal de G, onde
GN = G× AN = (XN ,Σ, fN ,ΓN , x0N );
1.4: Redefina o conjunto de eventos de GN como sendo ΣN , i.e., GN =
(XN ,ΣN , fN ,ΓN , x0N ).
2: Construa o autômato GF que modela o comportamento de falha, da seguinte
forma:
2.1: Construa o autômato Al = (Xl,Σf , fl,Γl, x0l), onde Xl = {N,F}, x0l =
{N}, Γl(N) = Γl(F ) = σf , fl(N, σf ) = F e fl(F, σf ) = F, ∀ σf ∈ Σf ;
2.2: Calcule Gl = G||Al e marque todos os estados de Gl que tem a segunda
componente igual a F;
2.3: Calcule GF tomando a parte coacesśıvel de Gl, i.e., GF = CoAc(Gl).
3: Construa o autômato GFI a partir do autômato de GF :
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3.1: Defina a função de ı́ndices Ind : TR(G)→ 2A da seguinte maneira:
Ind(x, σ) = {i ∈ A : (x, σ) ∈ Ωi}
3.2 Defina a função R : XF × Σ→ ΣFI , em que:
R((x, σ)) =
{
σ, se Ind(x, σ) = ∅,
σInd(x,σ), se Ind(x, σ) 6= ∅.
3.3: Construa o autômato GFI = (XF ,ΣFI , fFI ,ΓFI , x0F ), em que:
- ΣFI = {σ̃ = R((xf , σ)) : (xf ∈ XF ) ∧ (σ ∈ Σ)};
- fFI(xf , R(xf , σ)) = fF (xf , σ), ∀ (xf , σ) ∈ XF × Σ;
- ΓFI(xf ) = R(xf ,ΓF (xf )), ∀ xf ∈ XF .
4: Construa os autômatos G̃Ni, para todo i ∈ A:
4.1: Defina a função Ri : XN × ΣN → Σ̃Ri, em que:
Ri(x, σ) =
{
σ, se (x, σ) ∈ Ωi,
σRi, se (x, σ) /∈ Ωi.
4.2: Construa o autômato G̃Ni = (XN , Σ̃Ri, f̃Ni, Γ̃Ni, x0N ), em que:
- Σ̃Ri = {σ̃ = Ri((xn, σ)) : (xn ∈ XN) ∧ (σ ∈ ΣN)};
- f̃Ni(xn, Ri(xn, σ)) = fN(xn, σ), ∀ (xn, σ) ∈ XN × ΣN ;
- Γ̃Ni(xn) = Ri(xn,ΓN(xn)), ∀ xn ∈ XN .
5: Construa o autômato verificador GV I a partir de G̃Ni, com i ∈ A, e GFI .
GV I = Ac(XV I ,ΣV I , fV I ,ΓV I , x0V I ), em que:
1.1: XV I = XN1 ×XN2 × · · · ×XNm ×XFI ;
1.2: ΣV I = Σ̃R1 ∪ Σ̃R2 ∪ · · · ∪ Σ̃Rm ∪ ΣFI ;
1.3: x0V I = (x0N1 , x0N2 , . . . , x0Nm , x0FI );
1.4: fV I((xN1, xN2, . . . , xNm, xFI), σ)
=

(. . . , f̃Ni(xNi, σ), . . . , fFI(xFI , σ)), se Ind(xFI , σ) 6= ∅ ∧
[∀i ∈ Ind(xFI , σ),
σ ∈ Γ̃Ni(xNi)],
(xN1, xN2, . . . , xNm, fFI(xFI , σ)), se Ind(xFI , σ) = ∅,
(xN1, xN2, . . . , f̃Ni(xNi, σ), . . . , xNm, xFI), se σ ∈ Σ̃Ri \ Σ,
Indefinido, Caso contrário;
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1.5: ΓV I((xN1, xN2, . . . , xNm, xFI))
= {σ ∈ ΓFI(xFI) : Ind(xFI , σ) = ∅ ∨ [Ind(xFI , σ) 6= ∅ t.q. ∀i ∈
Ind(xFI , σ), σ ∈ Γ̃Ni(xNi)]} ∪ [(Γ̃N1(xN1) \ Σ) ∪ · · · ∪ (Γ̃Nm(xNm) \ Σ)].
6: Verifique a existência de caminhos ćıclicos (xV I1 , σ1, xV I2 , σ2, . . . , σk−1, xV Ik)
em GV I com pelo menos um j ∈ {1, 2, . . . , k − 1} tal que σj ∈ ΣFI , e o rótulo
de xFI em xV Ij = (xN1, xN2, . . . , xNm, xFI) seja igual a F .
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