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Metal-ion doping can effectively regulate the metal-insulator transition temperature in VO2. Ex-
periments found that the pentavalent and hexavalent ion doping dramatically reduces the transition
temperature while the trivalent ion doping increases the transition temperature and induces interme-
diate phases. Based on the phase-field model of the metal-insulator transition in VO2 we developed
previously, we formulate a Landau potential of the metal-ion-doped VO2 taking account of the ef-
fects of doping on the electron correlation and lattice structure. The effect of metal-ion doping on
the lattice structure is accounted for in a phenomenological way. Using the Landau potential, we
calculate the temperature-dopant-concentration phase diagrams of VO2 doped with various metal
ions consistent with the experiments and provide explanation to the different behaviors of different
metal-ion doping. The phenomenological theory can provide estimations of phase diagrams of VO2
doped with other metal ions.
I. INTRODUCTION
Vanadium dioxide (VO2) exhibits a metal-insulator
transition (MIT) at a temperature Tc = 338 K [1, 2],
which features novel device applications such as sensors,
Mott field-effect transistors and memristors [3–7]. For
temperatures above Tc, it is a metal with a rutile (R)
structure, while for temperatures below Tc, it is an insu-
lator with a monoclinic (M1) structure. The application
of the MIT may require the regulation of the transition
temperature Tc, e.g., to around the room temperature.
In addition to applying stress [8, 9] and controlling the
microstructure and defects [10–12], an effective and con-
venient route to modulating Tc is to dope VO2 with metal
ions [13, 14]. One can dramatically reduce Tc by doping
VO2 with larger higher-valence ions such as W
6+, Mo5+
and Nb5+ (compared to V4+), or increase Tc by dop-
ing VO2 with lower-valence ions such as Cr
3+, Al3+ and
Ca3+ (compared to V4+) [14–20].
Metal-ion doping introduces additional free carriers
and changes in the lattice structure in the parent VO2,
which are responsible for the regulation of Tc. In the case
of W6+ doping, W atoms substitute V atoms and transfer
electrons to V4+ ions to form V3+ ions [21]. It disrupts
the bonds between the Peierls-paired V4+ ions; instead,
the W6+–V3+ and V4+–V3+ bonds develop, making the
local structure around W6+ ions tetragonal [13, 22]. W6+
doping also induces a significant expansion in the [110]R
and [11¯0]R directions [22]. This change in the lattice
structure destabilizes the M1 structure and thus lowers
the thermal energy barrier for the transition from the M1
structure to the R structure [22–24]. This disruption of
the Peierls pairing upon electron doping essentially rises
from the electron-lattice coupling. It is expected, since
the addition of electrons suppresses the stability of the
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Peierls bonding. In an equally-spaced-atom chain, with
the number of electrons per atom increasing, fewer atoms
have their interatomic bonds shrunk to form a unit cell
with two electrons through the Peierls transition, and fi-
nally the bond shrinking becomes totally unfavorable for
two electrons per atom [25].
Besides its influence on the electronic structure
through the electron-lattice coupling, the additional free
charges introduced by doping can affect the electronic
structure of the interacting electrons in VO2 via modify-
ing the electron-electron interaction, which however does
not get much attention from researchers. Indeed, free
charges screen the electron-electron repulsion, thereby
weakening the Mott instability [4, 26–29].
On the other hand, metal-ion doping can directly dis-
tort the lattice structure due to the different size of the
dopant ion from that of the V4+ ion. The radius of the
W6+ ion is larger than that of the V4+ ion, and indeed
it was found that W6+ doping induces an increase in
cationic spacing in the lattice [22]. The trend of the
change in Tc can be correlated with the relative size of
the dopant ion compared to that of the V4+ ion [20].
The detailed mechanism of the increase of Tc due to
trivalent-ion (Cr3+, Al3+ and Ca3+) doping is difficult to
elucidate. Unlike in the higher-valence-ion doping where
only the M1 and the R phases are involved in the MIT,
doping VO2 with lower-valence ions (Cr
3+ or Al3+) in-
duces an intermediate insulating monoclinic (M2) phase
and an intermediate insulating triclinic (T) phase besides
the M1 and the R phases [30–34].
The entanglement of effects of the charge doping and
the lattice distortion induced by metal-ion doping com-
plicates the understanding of the roles of the two effects
in the regulation of Tc. Doping VO2 with the tetravalent
ion Ti4+ can rule out the effect of the charge doping.
The local structure around Ti4+ ions in the M1 phase
is found to be that of the anatase and the VO6 octahe-
dra is subtly distorted by Ti4+ doping [35]. Ti4+ doping
shows limited ability to regulate Tc [35], which indicates
that the charge doping is more effective than the lattice
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2distortion in regulating Tc [35].
To understand these phenomena, we use the phe-
nomenological theory to study the effect of metal-ion
doping on the MIT in VO2. The phase-field model we
formulated previously can account for the effect of the
charge doping on the electron correlation [36–38]. To
address the full effect of the metal-ion doping, we take
into account the effect of doping on the lattice structure
in the phenomenological way. With this, we calculate
the temperature-dopant-concentration phase diagrams of
VO2 doped with various metal ions consistent with ex-
periments and provide insights into the distinct behav-
iors of the pentavalent (or hexavalent) ion doping and
the trivalent ion doping.
II. EFFECT OF CHARGE DOPING ON
ELECTRON CORRELATION
In previous works [36–38], we formulated a phase-field
model of the MIT in VO2. In this work, we utilize this
model and only consider the homogeneous case. For
a homogeneous system without the presence of electric
fields, the thermodynamics of the MIT is described by a
Landau-type potential-energy density,
F (T,Φ; {ηi}, {µi}, n, p) =F0(T ; {ηi}, {µi})
+ Fe-h(T ; {µi}, n, p), (1)
which consists of a contribution from the intrinsic VO2,
F0, and a contribution from additional free carriers, Fe-h.
Here T is the temperature, ηi (i = 1, 2, 3, 4) are the struc-
tural order parameters, µi (i = 1, 2, 3, 4) are the elec-
tronic order parameters, and n and p are the free-electron
and free-hole densities, respectively. A finite ηi indicates
the dimerization of the neighboring V atoms, and a fi-
nite µi indicates the formation of the dynamical singlet
situated on the neighboring V sites and consequently the
opening of the energy gap [39–41]. The order parame-
ters of the different phases are: η1 = η3 6= 0, η2 = η4 =
0, µ1 = µ3 6= 0, µ2 = µ4 = 0, η1µ1 < 0, η3µ3 < 0 (and
other symmetry-related values) for the M1 phase, η1 6=
0, η2 = η3 = η4 = 0, µ1 6= 0, µ2 = µ3 = µ4 = 0, η1µ1 < 0
(and other symmetry-related values) for the M2 phase,
and ηi = 0, µi = 0, i = 1, 2, 3, 4 for the R phase [36].
F0 is a Landau expansion on the order parameters [36],
F0 =
a(T − T0)
2Tc
ηiηi +
bij
4
η2i η
2
j +
cij
6
η2i η
4
j
+
A(T − T ′0)
2Tc
µiµi +
Bij
4
µ2iµ
2
j +
Cij
6
µ2iµ
4
j
+ hηiµi − pijkl
2
ηiηjµkµl +
qijkl
2
ηiηjηkµl, (2)
where T0 and T
′
0 are the “Curie-Weiss temperatures” of
the structural and the electronic order parameters, re-
spectively, and a, bij , cij , A, Bij , Cij , h, pijkl and qijkl
are constants satisfying certain symmetry relations [36].
The Einstein summation convention has been used. Fe-h
is
Fe-h =kBT
[∫ n
0
F−11/2
(
n′
Nc
)
dn′ +
∫ p
0
F−11/2
(
p′
Nv
)
dp′
]
+
Eg
2
(n+ p)− Fin(T ; {µi}), (3)
where F−11/2 represents the inverse function of the Fermi
integral F1/2(x) = (2/
√
pi)
∫∞
0
√
[1 + exp( − x)]−1d,
kB is the Boltzmann constant, and Nc and Nv are the
effective densities of states of the conduction and va-
lence bands, respectively. Eg is the energy gap di-
rectly related to the electronic order parameters [39–41]
Eg({µi}) ≈ 2U2µ20
∑
i µ
2
i /kBTc, where U is the on-site
Coulomb repulsion and µ0 is a dimensionless parame-
ter [36, 37]. Fin is the equilibrium intrinsic free energy
of the electrons and holes, and thus Fe-h vanishes at
equilibrium. It satisfies ∂Fin/∂µi = nindEg/dµi, where
nin = NcF1/2[(ξin − Eg/2)/kBT ] is the intrinsic carrier
density (ξin is the equilibrium intrinsic chemical potential
of free electrons) [38].
The equilibrium state is determined by the minimum
of F with respect to the order parameters
∂F
∂ηi
= 0,
∂F
∂µi
= 0 (i = 1, 2, 3, 4), (4)
and by the equilibrium quasi-chemical potentials of free
electrons and holes
ξe =
∂F
∂n
= ξ0, ξh =
∂F
∂p
= −ξ0, (5)
where ξ0 is the equilibrium chemical potential of free elec-
trons. The solution to Eq. (5) is just n = NcF1/2[(ξ0 −
Eg/2)/kBT ] and p = NvF1/2[(−ξ0 − Eg/2)/kBT ].
The effect of charge doping on the electron correla-
tion is reflected by the influence of n and p on the
electronic order parameters. If VO2 is electron-doped
with an electron density Nd and also hole-doped with
a hole density Na, ξ0 is determined from the charge
neutrality condition n + Na = p + Nd such that n ≈
Nd − Na  p ≈ n2in/(Nd − Na) for Nd − Na  nin or
p ≈ Na−Nd  n ≈ n2in/(Na−Nd) forNa−Nd  nin [46].
Then from Eq. (4) we have
∂F
∂µi
=
∂F0
∂µi
+
dEg
dµi
(
n+ p
2
− nin
)
≈ ∂F0
∂µi
+
2U2µ20|Na −Nd|µi
kBTc
(i = 1, 2, 3, 4). (6)
The second term on the right-hand side of the equation
renormalizes down T ′0,
T ′0 → T ′0 −
2U2µ20|Na −Nd|
kBA
, (7)
indicating that the effect of charge doping on the electron
correlation is to assist the transition from an insulator to
a metal.
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FIG. 1. Temperature versus doping concentration phase diagrams of (a) V1−xTixO2 and (b) V1−xMoxO2. ∆Tc is the difference
of the MIT temperature from Tc = 338 K. In (a), the purple dots are the experimentally measured R-M1 phase boundary [35]
and the black line is the calculated R-M1 phase boundary with Θ1 = 16kBTc. In (b), the purple markers are the experimentally
measured R-M1 phase boundary: Mo1 [16] and Mo2 [47]. The black line is the calculated R-M1 phase boundary with Θ1 =
16kBTc and Θ2 = 20kBTc.
III. EFFECTS OF DOPING ON LATTICE
STRUCTURE
The effects of doping on the lattice structure are at
least two-fold. The radius of the dopant ion is different
from that of the V4+ ion, which may induce expansion
or shrinkage depending on the relative size of the dopant
ion with respect to the size of the V4+ ion. This can be
termed as the volume effect. On the other hand, the ad-
ditional free charges introduced by the dopants may have
an impact on the Peierls instability, which we term as the
Peierls effect here. The volume effect may be character-
ized by an energy of the coupling between the relative
volume of the dopant ion and the structural order pa-
rameters ηi. We only consider the case of dilute doping
so that only the contribution on the lowest order of the
dopant concentration is important to the coupling en-
ergy. Since the volume is a scalar, the coupling energy
on the lowest order of the dopant-induced relative change
in volume and on the lowest order of ηi is
F1 =
1
2
Θ1x
R3d −R3V4+
R3V4+
(η21 + η
2
2 + η
2
3 + η
2
4), (8)
where Θ1 is a coupling constant, x is the atomic fraction
of the dopant with respect to V atom, Rd is the radius of
the dopant ion, and RV4+ is the radius of the V
4+ ion.
The Peierls effect is rather obscure to describe. To
describe it, we first look into the Peierls transition. An
equally-spaced-atom chain with a lattice constant b and
n0 electrons per atom is unstable for temperatures be-
low some critical value. Periodic lattice distortion with
a wavelength 2b/n0 develops, in which every neighboring
2/n0 atoms get closer to form a unit cell with 2 elec-
trons [25]. Therefore, an increase (decrease) in n0 tends
to weaken (strengthen) the Peierls distortion. We may
account for this tendency by a coupling energy
F2 =
1
2
Θ2x(vd − vV4+)(η21 + η22 + η23 + η24), (9)
where Θ2 is a coupling constant, vd is the valence of the
dopant ion, and vV4+ = 4 is the valence of the vanadium
in VO2. Again, we only considered the coupling energy
on the lowest order of the density of excess electrons and
on the lowest order of ηi.
F1 and F2 added to F in Eq. (1) renormalize T0,
T0 → T0 −
Tc[Θ1(R
3
d −R3V4+)/R3V4+ + Θ2(vd − vV4+)]x
a
.
(10)
The effect of doping on the lattice structure is more
subtle than what we described by Eq. (10), e.g., dopant
ions can change the local lattice structure [22, 35] which
may correspond to the emergence of inhomogeneous
eigenstrain distribution near the dopant ions. However,
the idea here is to characterize the doping effects by sim-
ple characters (the radius and the valence) of the dopant
ion. We treated the doped system as homogeneous in
mesoscale, which corresponds to an average of properties
over microscale. This reconciles with the coarse-grained
nature of the Landau theory.
IV. PHASE DIAGRAMS OF VO2 DOPED WITH
VARIOUS DOPANTS
Let us consider a doped system V1−xMxO2, that is,
VO2 doped with metal-ion M
vd+ of x atomic fraction.
We use Eqs. (7,10) to simulate the MIT influenced by
metal-ion doping. In V1−xMxO2, Nd−Na in Eq. (7) can
be roughly approximated to be x(vd − vV4+), that is, all
the dopants are ionized which corresponds to impurity
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FIG. 2. Temperature versus doping concentration phase diagrams of (a) V1−xWxO2 and (b) V1−xCrxO2. ∆Tc is the difference
of the MIT temperature from Tc = 338 K. In (a), the purple markers are the experimentally measured R-M1 phase boundary:
W1 [13], W2 [42], W3 [43], W4 [44], W5 [45], and W6 [23]. The black line is the calculated R-M1 phase boundary. In (b),
the purple dashed lines are the experimentally measured phase boundaries [31], and the black lines are the calculated phase
boundaries. The experiment found a new monoclinic (M3) phase between the M1 and the M2 phases [31] (see text).
levels very close to the bottom of the conduction band or
the top of the valence band.
We first acquire the values of Θ1 and Θ2 by fitting the
simulation results to the experimentally measured T -x
phase diagrams of V1−xTixO2 [35] and V1−xMoxO2 [16,
47]. The radius of V4+ is RV4+ = 0.58 A˚ [48]. The
radius and the valence of Ti4+ are Rd = 0.605 A˚ [48]
and vd = 4, respectively. Thus F2 = 0 and Θ2 is irrel-
evant for V1−xTixO2. The fitted T -x phase diagram of
V1−xTixO2 is shown in Fig. 1(a), yielding Θ1 = 16kBTc.
The experiment showed that the transition temperature
reaches a minimum at x ∼ 2.8% and then increases as
x increases [35]. We did not fit the calculation result to
the experimental measurement at high doping concentra-
tions (x ≥ 2.8%), because essentially the theory is only
valid for dilute doping. Based on this, Θ2 can be fitted
to the T -x phase diagram of V1−xMoxO2. The X-ray
absorption near-edge structure and extended X-ray ab-
sorption fine structure measurement determined that Mo
in V1−xMoxO2 is pentavalent [16], i.e., vd = 5. The ra-
dius of the Mo5+ ion is Rd = 0.61 A˚ [48]. The fitting
result is shown in Fig. 1(b), and the fitted Θ2 = 20kBTc.
Using the fitted Θ1 and Θ2, we calculate the T -x phase
diagrams of V1−xWxO2 and V1−xCrxO2. The radius and
the valence of W6+ are Rd = 0.60 A˚ [48] and vd = 6, re-
spectively. With these data, the calculated T -x phase
diagram of V1−xWxO2 is presented in Fig. 2(a), show-
ing fair agreement with the experiments at low doping
concentrations [13, 23, 42–45]. It is not surprising that
the calculation result does not agree well with the ex-
periments at high doping concentrations (x & 2%), since
the theory only addresses the case of dilute doping. Only
the R and the M1 phases appear on the phase diagram.
The calculated MIT temperature decreases nearly lin-
early at a large rate −67 K/a.t.% as the W concentration
increases.
Cr in V1−xCrxO2 is trivalent, i.e., vd = 3. The radius
of the Cr3+ is Rd = 0.615 A˚ [48]. Using these data, we
calculate the T -x phase diagram of V1−xCrxO2 and the
result is shown in Fig. 2(b). The experiment identified
a new monoclinic (M3) phase between the M1 and the
M2 phases [31]. The M2 and the M3 phases are sepa-
rated by a discontinuity in volume but with no change in
symmetry [31]. The calculation formally identifies the R,
M1, and M2 phases; the M2 and the M3 phases cannot
be distinguished by their order parameters within this
phase-field model since they have the same symmetry.
The calculated phase diagram is in reasonable agreement
with the experiment [31]. Some other experiments found
that the discontinuity of the M1–M2 phase transition is
reduced by the presence of transitional T phase between
the M1 and the M2 phases on the phase diagram [30, 32],
however the T phase may be metastable compared to the
M1 and the M2 phases [2]. The calculated MIT tempera-
ture (the R–M2 transition temperature) increases as the
Cr concentration increases, consistent with the experi-
ment.
In Fig. 2, we successively reproduced the experimen-
tal observations that the trivalent dopant induces the in-
termediate M2 phase in addition to the R and the M1
phases while the pentavalent dopant does not. In the
phase-field model, this is due to the difference between
|vd− vV4+ | appearing in Eq. (7) and vd− vV4+ appearing
in Eq. (10). For |vd − vV4+ | ∼ 1, Θ1 term is negligible
compared to Θ2 term in Eq. (10). If vd > vV4+ which is
the case for pentavalent and hexavalent dopants, T0 and
T ′0 are both renormalized down. This leads to a simple
downshift of the transition temperature and thus no M2
phase appears. If vd < vV4+ which is the case for triva-
lent dopants, T0 and T
′
0 are renormalized up and down,
respectively. The structural and the electronic instabili-
ties are separated further in temperature, resulting in the
5appearance of the intermediate M2 phase (and possibly
other intermediate M3 and T phases) between the two
instabilities.
V. CONCLUSION
We formulated a Landau potential addressing the
doping-induced regulation of the MIT in VO2. The ef-
fect of the charge doping on the electron correlation is
accounted for naturally by the addition of the free energy
of free carriers into the total free energy. The effects of
doping on the lattice structure are abstracted as a com-
bination of the volume effect and the Peierls effect, which
are described by two coupling energies with the cou-
pling constant fitted to experimentally measured phase
diagrams of V1−xTixO2 and V1−xWxO2. The Landau
potential yields the T -x phase diagrams of V1−xMoxO2
and V1−xCrxO2 consistent with the experiments. The
dramatic reduction of the transition temperature in-
duced by the pentavalent and hexavalent ion doping is
caused by the simultaneous suppression of the stability of
the strongly correlated electrons and V–V dimerization,
while the emergence of intermediate phases induced by
the trivalent ion doping is related to the separation in
temperature of the electronic and structural instabilities.
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