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SZEKVENCIÁLIS STATISZTIKAI DÖNTÉSI MÓDSZEREK 
FÜGGETLEN HIVATKOZÁSOK ESETÉBEN1 
A R A T Ó M Á T Y Á S 
Budapest 
Az elmúlt években jelentősen megnőtt az érdeklődés a számítógéprendszerek modellezésének 
és elemzésének problémái iránt, beleértve az interaktív számítógép-hálózatokat is. A cikkek legtöbb-
jében vizsgált statikus elemzésnél feltették, hogy a rendszer minden paramétere (igénybevétel mértéke, 
tárolási költség stb.) előre ismert, és hogy a tervezés ezek átlagértékén alapul. Amikor a rendszer 
paraméterei időben változnak vagy ismeretlenek, a dinamikus kezelés nemcsak lényeges javítását 
eredményezi a működésnek, de léteznek speciális esetek, mikor viszonylag egyszerű megoldásokat 
kapunk. 
Ennek a cikknek a célja, hogy egzakt formájú optimális politikát találjunk a flle-ok dinamikus 
elhelyezésére, a lapcserére és a tranzakciók sebességparaméterének becslésére. Ebben a dolgozatban 
viszonylag egyszerű modelleket tekintünk, hogy az ilyen jellegű problémák megoldásának fő mód-
szereit bemutassuk. A statisztikai szekvenciális döntéselmélet jól ismert módszereit használjuk. Ilyen 
rendszerek elemzésében az alkalmazásra irányuló közlemények mellett (lásd korábbi munkáinkat : 
ARATÓ [3], [ 4 ] v a g y ARATÓ, BENCZÚR, K R Á M U [5], BENCZÚR, KRÁMLI, PERGEL [8]) a s z e k v e n c i á l i s 
módszerek (vagy optimális szabályozás) elméletében elvileg új eredményeink vannak. Az első 
fejezet bemutat egy alapmodellt, amelyet számítógép-hálózatokban file kijelölésre használunk függet-
len hivatkozási string esetén. A problémával A. SEGALL [19] cikkében általánosan foglalkozott, de 
nem kapott egyszerű megoldásokat, mivel modellje bonyolult volt. A második fejezet tartalmazza 
azokat a korábbi eredményeinket, amelyek a laptárolásra vonatkoztak, amikor a hivatkozási string 
egy független sorozat. Új tételt adunk meg ismert valószínűségek esetén, amely A. LEW [16] ered-
ményének általánosítása. Ezen kívül ez a tétel megmutatja az összefüggést a szekvenciális módszer 
és a dinamikus programozás között. A harmadik fejezetben egy adatbázis rendszer tranzakciói szá-
mára adunk egy új modellt, amelynek statisztikai vizsgálatát és elemzését LEWIS és SHEDLER [18] 
végezték el. Ilyen típusú modellt korábbi cikkeinkben használtunk. (ARATÓ [2], ARATÓ, KNUTH 
é s TŐKE [6], KNUTH [15]) , d e s ta t i sz t ika i e l e m z é s é s a d a t g y ű j t é s n é l k ü l . 
1. Dinamikus file elhelyezés független hivatkozási stringekkel 
Ebben a részben egy dinamikus file elhelyezési problémával foglalkozunk, egy 
«-számítógépes hálózatban, amikor a file-igény mérték sebességei ismertek, és ké-
sőbb, amikor azok nem ismertek. Feltesszük, hogy a file csak az egyik számítógép 
memóriájában tárolható, de elérhető a többi által is. Feltesszük, hogy az idő diszkrét 
és a számítógépek teljes kapcsolatban vannak. 
Az Fj(f) ( /=1, 2, ..., n\ t= 1, 2, ...) változók az 1 vagy a 0 értéket vehetik fel, 
attól függően, hogy a file az /-edik számítógép memóriájában van a t időben, vagy 
egy másiknál, azaz ha 
r , ( f ) = L akkor r 1 ( O = . . . = yi_1(O = r , + i ( O = - = T , ( O = 0. 
1
 A II. Magvar Számítástudományi Konferencián elhangzott előadás. (Preprint I. kötet, 33— 
57. old.) 
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Jelöljék t]j(t) ( j = 1,2,. . . , n; / = 1 , 2 , . . . ) valószínűségi változók sorozatait, amelyek 
leírják az n számítógép általi file igényeket 
1, ha van kérés a / időben a 7-edik számítógépnél, {1, ha van kél 
0, egyébként. 
Feltesszük, hogy az t j f t ) változók teljesen független Bernoulli sorozatokat alkotnak 
és ugyanarra a y'-re azonos eloszlású valószínűségi változók 
(1.1) P{r,j(t) = l} = pj, 7 = 1,2, . . . , n ; / = 1 , 2 , . . . . 
Az egyszerűség kedvéért legyen Feltesszük továbbá, hogy a mű-
veleti költség 0, amikor a file abban a gépben van, amely kéri, és az átviteli költség 
az egyik számítógépből a másikra való átmenetként 1. Ez esetben à teljes költség vár-
ható értéke egy / = 1 , 2, ..., N periódusra 
(1.2) C = E { Í 2 h , ( 0 L , ( 0 } . 
'Vj 
Definiáljuk a d, döntéseket a t időben ( /=0 , 1, 2, ...) a következőképpen : ha a szóban 
forgó d,—i, akkor a file-t az i'-edik számítógép tárolja а / + 1 időben (azaz / után). 
Ez azt jelenti, hogy 
_ í 1, ha d,_j = i, 
lO, egyébként. 
Most feltesszük, hogy a d, döntés az előző megfigyelések {/^(s), ..., r)„(s), ds, s^t — 1} 
függvénye. A feladat С minimalizálása (1.2)-ben. Az esetben, amikor a hivatkozási 
valószínűségek 0 ismertek, a következő állítás igaz. 
1.1. TÉTEL. Tegyük fel, hogy az rjj(t) hivatkozási folyamatok független Bernoulli 
folyamatok, 0, (lásd (1.1)), akkor a d,= l döntési politika optimális, 
azaz ez minimalizálja (1.2)-t. 
Bizonyítás. Jelölje y f s \ (s0t) i)j(t) egy realizációját és E { y f 1 ), ..., j>,(/)} a fel-
tételes várható értéket ezen feltétel mellett. Definíció szerint legyen 
(1.3) » ( y / l ) , ...,yj(t), J-1,2, ...,n, N-t) = 
min E { y , ( l ) , . . „ y , ( / ) , ) = 1,2, . . . , «} • [ J 2 1 у ( * ) В Д ] , 
(в, *x-i>£vt,n lT=t+i J 
ahol Z),iJV jelöli az összes lehetséges Markov szekvenciális döntési eljárások halmazát. 
А г(уД1), ..., y f t ) ; j=i, 2, ..., л; N—t) függvény kielégíti az ún. Bellmann egyen-
letet: 
(1.4) i>(y , . ( l ) , . . . , y , . ( / - l ) ;7 = 1,2, . . . , n ; J V - / + 1 ) = 
= т т Е { у Д 1 ) , . . . , ^ ( / - 1 ) , 7 = 1,2, . . . ,л}-
"t-i 
• [ 2 ^ ( О В Д + Ф Д О , - , M ' - l ) , r,j(t); j - 1, 2, ..., л; / V - / ) ] . 
hj 
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Mivel v(yt(l), ...,yt(t);j=l, ...,n; N—t) nem függ </,-i"től, minden t lépésnél a 
következő kifejezést kell minimalizálnunk 
min E { y , ( l ) , y j ( t - 1 ) , j = 1, n} 2 nj(t)Y,(t) = 
Uj 
= min E{yj(l), ...,yj(t- 1)}[X<"—)] = 
dt-i 
ahol Xf'-1= 2 Iji1)-
Ez bizonyítja a tételt. A továbbiakban feltesszük, hogy a számítógépek hivatkozási 
valószínűségei nem ismertek, és ezért használjuk a Bayes-féle eljárást. Jelölje w azt 
a valószínűségi változót, melynek értelmezési tartománya az 1, 2 , . . . , « természetes 
számok összes permutációjának halmaza; w(i) jelöli a {1,2, . . . ,«} halmaz iv-vel tör-
ténő egy-egy értelmű leképezését. A Bernoulli sorozatok eloszlásai a következőképpen 
adottak : 
(1.5) Pw {4j{t) = 1} = {Pj.„}j=irn = {Pw(i)}-
Feltesszük, hogy a w paraméter apriori eloszlása egyenletes, mivel nincs erről más 
előzetes információnk : 
( 1 . 6 ) P{w = k} = ±. 
Ugyanazt a megjegyzést téve, mint fent, minimalizálnunk kell az 
(1.20 E [ 1 2 riAmt)] = E [Д *,«->>] 
kifejezést, ahol 
= 4 i ( 0 + - . . + 4 * . 1 - i ( 0 + 4 4 , - i + i ( 0 + - + 4 . ( 0 = 2 4j(0-j V d , . ! 
Ez esetben 
P{w = k\t]j(\), ...,4j(t), j= 1 , 2 , . . . , « } 
függ w apriori eloszlásától és a j számítógépben a file /} hivatkozási gyakoriságától 
(_/ '=L, . . . ,«). Ugyanúgy, mint két számítógépes rendszer esetében (lásd ARATÓ [3]) 
a Bayes tétel használatával bebizonyítjuk a következő lemmát (lásd még BENCZÚR, 
KRÁMLI, PERGEL [8]). 
1.1. LEMMA. Ha a w paraméter apriori eloszlása egyenletes és a file/, hivatkozási 
gyakorisága az {///1), ..., 4j(t— ()} stringben kisebb, mint f az {i/;(l), ..., tjft— 1)} 
stringben, akkor 
P { t ] j ( t ) = 1 K ( 1 ) , . . . , 4 K ( t — 1 ) , к = 1 , 2 , . . . , N } < 
fc= 1 , 2 , . . . , « } . 
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Megjegyzés. A lemma azt állítja, hogy a file hivatkozások aposteriori valószínű-
ségeinek sorrendje az {»/Д1), ..., *]j(t— 1), y ' = l , 2 , ..., n) string megfigyelése után 
ugyanaz, mint a gyakoriságuk sorrendje a stringjükben. Most már kimondhatjuk 
a probléma optimalitási kritériumát. Az ún. szeparációs tétel egzakt megoldását 
kapjuk, mely hasonló W O N H A M lineáris Gauss folyamatokra vonatkozó szeparációs 
tételéhez (lásd [ 1 9 ] ) . Ezt a szeparációs tételt dinamikus file kijelölésre SEGALL kimond-
ta, de nem oldotta meg konkrét esetben. 
1.2. TÉTEL. Legyen p 1 s p 2 = " - = P „ és N rögzített. Az n f t ) ( / = 1,2, ..., я, 
í = 1 , 2, ...) hivatkozási stringek független Bernoulli sorozatok (1.5) hivatkozási való-
színűségekkel, ahol w egyenletes eloszlású (1.6). Az optimális szekvenciális döntési 
eljárás, amelyik minimalizálja az átvitelek várható számát (1.2'), a file-t bármelyik 
időpontban ahhoz a számítógéphez helyezi, amelyik többször kérte, mint a többi. 
Bizonyítás. A bizonyítás újból a Bellmann egyenleten alapul. 
Legyen 
V(tij(s), j= 1,2, ...,n, s ^ t , N-t, $»•« = (</„ . . . ,d J V _ 1 ) )=" 
=
 E{r,j(s), j = 1, 2, ..., n, s t} [ | , 
y(tlj(s), j = 1, 2, . . . , n, s s t, N-t) = 
= jnf V(rj;(s), j = 1, ..., n, s ^ t. N-t, 
Egyszerű számítással kapjuk, hogy 
V(rij(s), j = 1, ...,n, s t— 1, A-í+1) = 
= inf E{rij(s), j = 1, ..., n, s â f — 1} • 
" t - i 
•\_X«'-^ + V(r,j(s), j = 1, . . . , n, s S t, N-t)], 
ahol V(rjj(s), j=\, ..., n, s^t, N—t) nem függ i / ^ - t ö l . Ezután az 1.1. lemmát 
használva megkapjuk az állítást. 
2. Laphelyettesítési algoritmus 
Ebben a részben a helyettesítés (demand-paging) problémájával foglalkozunk. 
Ez a feladat azt a döntést jelenti, hogy egy lapolási hiba előfordulása esetén melyik 
lap legyen kicserélve az ebben az időben a központi memóriában levő lapok közül. 
Az általában elfogadott optimalitási feltétel az, hogy úgy kell cserélni a lapokat, 
hogy minimalizáljuk a lapolási hibák (vagy cserék) számát. Ez a politika általában 
megvalósíthatatlan, mivel a jövőbeli viselkedés pontos ismeretét követeli meg. 
Az optimális politika valószínűségelméleti kiterjesztése azt jelenti, hogy a hivat-
kozási string adott eloszlására minimalizáljuk a lapolási hibák várható számát. 
A laphivatkozási string egy valószínűségeloszlási osztályára optimális helyettesítési 
algoritmus nem szükségképpen optimális más osztályokra. 
Két fő modell ismeretes, az t]l, t]2 ... hivatkozási stringekre. Az első a független 
hivatkozási modell, amikor az r], hivatkozási string független azonos eloszlású való-
Alkalmazott Matematikai Lapok 3 (1971) 
SZEKVENCIÁLIS STATISZTIKAI DÖNTÉSI MÓDSZEREK 17 
színűségi változók sorozatát jelenti. A második az LRU stack modell, ahol a D, 
( r = l , 2, ...) távolsági stringben — a legrégebben használt lap kerül cserélésre (LRU 
modell) — a változók független, azonos eloszlású valószínűségi változókat jelentenek. 
D, azon különböző lapok száma, melyekre hivatkozunk az utolsó rjt hivatkozás óta. 
LEWIS és SHEDLER [23] statisztikailag bebizonyították, hogy ezen modellek egyike sem 
teljesen megfelelő. Ebben a részben a független hivatkozási string modellt használjuk. 
Feltesszük, hogy a program n lapból áll és csak m («/<«) lehet ebből az első szin-
ten. A független referencia modell a program viselkedésére a legegyszerűbb, melyet 
egyszerűsége és az elemzés kényelme miatt leggyakrabban használnak. Az i lap 
hivatkozásának a valószínűsége t időben pt, minden /-re ( /=1 ,2 , ..., «). Jelölje r\í, 
ri2, ...,//,, ... a hivatkozási stringet: a feltétel szerint ez egy független, azonos elosz-
lású valószínűségi változó sorozat: 
P{n, = i} = Pi, i = l , 2 , . . . , n . 
Bármely laphelyettesítési algoritmusnál a teljesítmény mutatóul hosszantartó futás 
után a laphiba gyakoriság várható értékét használják sok esetben (lásd pl. A V E N , 
BOGUSLAVSKY, K O G A N [7], GELENBE [4]) . 
Korábbi cikkeinkben ( A R A T Ó [2], [3], BENCZÚR, K R Á M L I , PERGEL [8]) a teljesít-
mény mutatójául a lapolási hibák várható számát használtuk. Amikor a p( eloszlás 
ismert az optimális laphelyettesítési algoritmus a nagy valószínűség értékekhez tar-
tozó lapokat tartja bent. Az erről a problémáról szóló cikkek többségében (lásd pl. 
A H O ET AL. [1] , FRANASZEK, W A G N E R [13] , A V E N ET AL. [7] ) javasolt algoritmusok csak 
asszimptotikusan lesznek optimálisak, amikor a valószínűségi eloszlások nem ismer-
tek és azokat a program végrehajtása során kell becsülni. Illetve a bizonyítások nem 
vihetők át triviálisan az ismeretlen paraméter esetére. 
Ismeretlen p, eloszlások esetén a lapolási hibák várható száma minimalizálásá-
nak feladatát először ARATÓ fogalmazta meg [2] . A Bayes módszert és az ún. „két-
karú bandita problémájának" a megoldását (lásd D E G R O O T [12 ] ) használta. A BA-
YES-I MÓDSZER esetében később bebizonyította [3], [4], hogy két lapból álló egyszerű 
esetben, a „legritkábban használt lap" kerül ki (az ún. LFU) stratégia optimális min-
den véges időintervallumra, ahol a hivatkozási string független azonos eloszlású való-
színűségi változók sorozata, ismeretlen eloszlással. BENCZÚR, K R Á M L I , PERGEL [8] 
a veszteségfüggvény két szélsőséges esetében egy hasonló tételt tetszőleges «-re és 
m-re bizonyították. Ők szintén a Bayes-féle módszert használták, és általánosították 
a „két karú bandita problémájának" megoldását. 
Most feltesszük, hogy a p ; valószínűségek ismertek, és az egyszerűség kedvéért 
n 
P i ^ . . . 2 P í = 1- Jelentse d, a t idő után a központi memóriában jelen-
í t i 
levő lapok halmazát (d, n—m elemből áll). Feltesszük, hogy a dt döntés csak a d0 
kezdeti döntéstől, és az {/4, ...,//, } f ' s / megfigyelt hivatkozási stringektől függ. 
Jelöljük Z>,jJV-nel minden lehetséges szekvenciális \dt, Markov döntési eljá-
rásnak a halmazát, a véges [/, N) intervallumon. Az első modellünkben, A) eset 
(lásd A R A T Ó [2]), a memória átrendezhető minden //,€3, hivatkozás után különösebb 
veszteség nélkül, de egy lapolási hiba, azaz //,€//,, a költséget 1 egységgel növeli. 
Ez azt jelenti, hogy egy lap a második szintből átadódik az «7 + 1 helyre és a lap 
tartalmának felhasználása után az elsőről egy lapot a második szintre kell helyezni. 
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A veszteség függvény a következő : 
[1, ha ri,£d, 
egyébként. (2.1) AT 
A másik esetet, B) eset (lásd A R A T Ó [2]), a következő formában vizsgáltuk: egy lap-
csere növeli a költséget a t pillanatban 1 egységgel, és //,-nek a központi memóriában 
kell lennie. Ez azt jelenti, hogy az igényelt lap a második szintből bekerül egy másik 
helyére az első szinten, azaz két lapot ki kell cserélni. 
A veszteség függvény ekkor a következő : 
(2.2) W - i - \dt\dt. 
ahol I - J egy véges halmaz elemeinek számát jelöli. Megjegyezzük, hogy ha 
akkor Xft,i,-1^l. A célunk az, hogy megtaláljuk a Markov típusú szekvenciális 
döntési eljárások, d0, ..., dN_1 halmazát, amely minimalizálja a rizikó függvényt 
v ( N ) = E [ Д А Т / ' • - » ] , 
(illetve 
r(A0 = E I 
az A) illetve a BJ esetnek megfelelően. 
Jelöljük a feltételes várható értéket r)2, ...,r\, egy adott y\, ..., yt realizációja 
mellett E { y 2 , ..., j',}-vel, és definiáljuk a rizikó-függvény családot a következő mó-
don : 
(2.3) v(yi,...,y„N-t)= min Е { Л , . . . , у , } $ X f -{d„...,d jv_J>€D, i N I=> + 1 
és 
(2.4) v(yi,...,y„dt,N-t)= min Е { Л , . . . , у , } | A í " ^ -
az A) illetve a B) esetben. A (2.3) és (2.4) függvénycsaládok kielégítik a Bellmann 
egyenleteket (lásd pl. [7]). 
(2.5) v f a , J V - / + 1 ) ^ m i n E í y j , . . . , y,^}[Xtd'-^ + 
dt-1 
+ ...,yt-lfrit, N—t)], 
illetve 
(2.6) »C i . ...,y,-i,d,-í,N-t+\) = 
= min E{y2, . . . , yt-i}l2éf"d,'1 + v(y1, ... » J V — N - t ) ] . d
. 
Ha rekurzive megoldjuk a (2.5) és (2.6) egyenletrendszert, megkapjuk az optimális 
stratégiákat. Az A) esetben v(y\, ...,y„ N—t) nem függ d,_j-től, ezért elég mini-
malizálni minden /-re az 
E{yi, . . . ,у ,-1}(А7 ) ' -1) 
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feltételes várható értéket. Ugyanez az állítás, csekély módosítással igaz a B) esetben. 
így 
(2.7) min E{yj, . . . ,у,_1}[Л7 ,-Ч =p n + p n _ x + . . . + pm+1 
és 
(2.8) п и п Е {
л
, . . . , yi-i}[Xf"d'-1] = (pn + p n - ! + ••• +pm+2 + P/), 
a. 
ahol 1 1. 
így bebizonyítottuk a következő tételt, amely A. LEW [16] egy tételének az 
általánosítása. 
2.1. TÉTEL. Feltéve, hogy az {I/J, hivatkozási string független, stacionáris 
valószínűségi sorozat, a legkisebb hivatkozási valószínűséggel rendelkező lap máso-
dik szintre helyezése az optimális helyettesítési politika. 
Ebben a részben rövid összefoglalóját is adjuk korábbi eredményeinknek és 
modelljeinknek. Az ri1,ri2, ..., t], hivatkozási string valószínűségi szempontból füg-
getlen, azonos eloszlású valószínűségi változók sorozata ; az t], valószínűségi változók 
közös, PUw=Pw(ri,=i), valószínűség eloszlása függ a w paramétertől, melynek 
értéke ismeretlen. A vr-től való függés a következőképpen adott: a w paraméter érték-
készlete az {1, ..., n} természetes számok összes permutációjának W halmaza; 
w(i) az {1, . . . ,«} halmaz w-vel realizált egyértelmű leképezését jelöli. Feltesszük, hogy 
adott valószínűségek egy fix, csökkenő sorozata: р 1 > р 2 > . . . > р „ ш О ((p^ + . . . + / 0 = 1) 
és 
{Л-,*} = РЛч, = 0 = {Fw(i)}. 
A döntéselméletben használt Bayes módszer alapján feltesszük, hogy w maga is egy 
valószínűségi változó. Mivel előzetes információnk nincs a Pw{rjt=l} eloszlásról, 
feltesszük, hogy a w paraméter apriori eloszlása egyenletes. 
Az LFU stratégia (a legkevésbé használt lap kerül ki) optimalitása a következő 
lemma következménye (lásd B E N C Z Ú R , K R Á M L I , P E R G E L [13]). 
2 . 1 . LEMMA. H A a w paraméter apriori eloszlása egyenletes, és az i. lap f gya-
korisága az , . . . , s t r i n g b e n kisebb, mint a j. lap f} gyakorisága, akkor 
(2-7) P{t], = P{*l,=j\yi, 
azaz a lapok aposteriori valószínűségeinek sorrendje az ..., string megfigye-
lése után ugyanaz, mint a gyakoriságuk sorrendje ebben a stringben. 
Bizonyítás. Legyen i és j két olyan lap, hogy На и>
х
 és w>2 két permutáció a 
(0 VVjO) = w2(j), 
(ii) w2(i) = w f j ) , 
(iii) wx(0 < w f j ) о w20") < w2(i), 
(iv) w^k) = w2(k), к i,j 
tulajdonságokkal, akkor a Bayes tételt használva : 
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П Py»i(k) 
T K l T ! , . . . , ^ } = — 
2 ПРС'О) 
w£W i = l 
és 
^{Wibi, < P{w2\yi, ..., у,}. 
Összegezve ezeket a valószínűségeket, megkapjuk a kívánt eredményt. 
Az 1.1. lemmából és a w paraméter apriori eloszlásának egyenletességéből a 
következő állítást kapjuk. 
2 . 2 . TÉTEL. A Z LFU stratégia minimalizálja az E Xf' -lJ várható veszteséget 
az A) esetben, ahol d0 tetszőleges, és a w valószínűségi változó kezdeti Ç eloszlása 
egyenletes. 
A B) esetben óvatosabban kell okoskodnunk. Először bebizonyítjuk, hogy az 
optimális stratégiák a lapoláshelyettesítési (demand-page) algoritmusok között van-
nak, azaz azon algoritmusok között, melyek kielégítik a 
= ha r i t id , - ! , 
d,-i\d, = Ы , ha »j(€3(-i 
feltételeket. 
Az LFU stratégia optimalitása a B) esetben a 2.3. tételből következik. 
2 . 3 . TÉTEL. H A d, és d( két különböző döntés, melyre 
d,\d', = {i}, d't\d, = {j} 
és a stringben az i-edik lap f gyakorisága kisebb, mint a /-edik lap f j gyakorisága, 
akkor 
"Oh. •••,y,,d„N-t) < v(y, ...,y,,dí, N—t). 
A bizonyítás, Q=N-t-re indukcióval történhet. A 2.3. tétel állítása Q = l-re nyilván-
való következménye az A) esetben használt megfigyeléseknek (1.1. lemma). Az in-
dukciós lépés bizonyítása, a feltételes rizikó függvény 
V(yi,...,yt,d„N-t) 
és 
V(ylt ...,y„d'„ N-t) 
összehasonlítása í < J V - l esetén nem olyan egyszerű, mint az A) esetben. Itt lénye-
gesen kihasználjuk azt a tényt, hogy 
v(y\,y2, ...,y„d„ N-t) 
az {yi,y2 , ..., y, } stringekben csak a lapok gyakoriságától és 3,-tőI függ. Részlete-
sebb bizonyítás található [8]-ban. 
Megjegyezzük, hogy LFU stratégia optimalitása a Bayes feltétel nélkül szintén 
igaz marad (lásd ARATÓ, BENCZÚR, KRÁMLI [5]) . 
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3. Egy modell tranzakciókra adatbázis rendszerben 
Egy számítógép által kezelt nagy adatbázis rendszerhez több felhasználó is hozzá-
férhet, pl. távoli terminálokról. Egy ilyen rendszer viselkedésének leírása és a fel-
dolgozás jellemzése tipikus és központi probléma egy adatbázis rendszer értékelése-
kor. Egy ilyen rendszert a lehető leggazdaságosabban szeretnénk megszervezni, 
oly módon, hogy egy kérdésre megfelelően rövid idő alatt kapjunk választ adott 
felhasználói szám mellett. A feladatnál figyelembe vesszük a várakozási költséget 
és a számítógép rendszer erőforrásainak kihasználását is. Az adatbázis rendszer 
ily módon komplex és dinamikus, ezért az értékelés végrehajtása előtt, amely magá-
ban foglalhatja a beállítást és az előrejelzést, mérésekre van szükség az adatgyűjtéssel, 
elemzéssel, modellezéssel és interpretálással kapcsolatban. Ilyen méréseket és statisz-
tikai elemzéseket készített L E W I S és SHEDLER [ 1 8 ] , hogy megkapják az Információ 
Kezelő Rendszer ( IMS) viselkedésének egy matematikai leírását. Az IMS-ben a fel-
használók távoli terminálókból léphetnek be az adatbázisba, a belépő közléseket 
tranzakcióknak nevezzük. Egy bizonyos tranzakció egy alkalmazási programot 
használ, amely feldolgozza a tranzakciót és belép az adatbázisba. Az IMS adatkezelő 
képességét Adat Nyelv f-nek (DL/I) nevezzük. Egy alkalmazási program végrehaj-
tása így hívások egy sorozata, az IMS DL/1 komponenséhez. 
L E W I S és SHEDLER [ 1 8 ] cikkükben elemezték a tranzakció kezdés folyamatát. 
A modellük a következő volt: Az események számát (tranzakció kezdések) [0, r]-ben, 
Nt-ve 1 jelölték, ahol az N, várható értéke M(t)=E(N,)-
Az N, folyamatra feltették, hogy nem-homogén Poisson-folyamat (lásd pl. 
B . G N E D E N K O , I. K O V A L E N K O [ 1 1 ] vagy D . Cox, P . L E W I S [ 1 0 ] ) , mely azt jelenti, hogy 
e - U<() - A(s)l г л í , \ _ л ! 




(/. (и) == 0, a sűrűségfüggvény) és 
P{N(t)-N(s) = 0} = l - ; . ( ? ) ( f - s ) + o ( í - s ) , 
P{N(t)-N(s) = 1} = A( í ) ( f - s ) + o ( í - s ) , 
P{N(t)-N(s) = 2} = o ( í - s ) . 
Véges sok, diszjunkt intervallumon az események számai független valószínűség 
változók. Könnyen látható, hogy 
Л ( 0 = Е{А,}. 
L E W I S és SHEDLER azt találták, hogy az adatok szembetűnő tulajdonsága a beérke-
zési sűrűség függvény oszcilláló természete volt. A spektrál analízis nem-stacionárius 
adatokra nem volt alkalmazható. 
A A(t) beérkezési sűrűség függvényt egy exponenciális polinomként becsülték, 
a következőképpen : 
(3.2) á( í ) = exp { i *mtm\-
tm = l J 
A A(t) függvény tipikus becsléseit az olvasó megtalálhatja az 1., 2. ábrákon. 
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1. á b r a 
A determinisztikus beérkezési sűrűség függvény közelítése csak első lépésnek 
tekinthető. Ha több oszcillációs hatásra számítunk egy nap alatt, hatékonyabbnak 
tűnik egy duplán sztochasztikus modell használata, melyet ARATÓ, K N U T H , TŐKE 
[6] (lásd még K N U T H [15]) multiprogramozású rendszerek leírására javasoltak. 
SNYDER [20] hasonló modellt használt duplán sztochasztikus Poisson folyamatok 
szűrésére és értékelésére. Ezt a folyamatot először СОХ [9] vezette be és СОХ és LEWIS 
[10] írták le. 
Az általános matematikai modellben a sebesség függvényt (vagy a paramétere-
ket) a l(t)=h(t, X(tj) formában tekintettük, ahol X{t) sztochasztikusan változik 
időben, pl. mint egy Markov diffúziós folyamat. A tranzakció belépéseket számláló 
folyamat intenzitása sztochasztikusan változik két ok miatt, egyik a napi oszcilláció, 
a másik a programok (vagy jobok) változása. Feltesszük, hogy az Nt folyamat, 
{A(0, /=-/„} sztochasztikus sűrűségfüggvénnyel, a következő tulajdonságú: 
N0 = 0 (1 valószínűséggel), 
[/Vh* 
(3.3) P{N-NS = k\№, s < rr < /} = - i e * 
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s z e k v e n c i á l i s s t a t i s z t i k a i d ö n t é s i m ó d s z e r e k 2 3 
és 
P{NI+Al-N, = i|A(<r), t < <7 < t+At) = 
= (1 -A(t)At) • Ö0i+A(t)Atôu+o(At), 
t 
m,== f A (a) da = E{7V(|A(<r), 0 < a < /}. 
0 
Feltesszük továbbá, hogy a £(f) folyamat a következő alakú 
(3.4) dtf-v+laob+a^+.-.+a^'-^dt = dw(t), 
ahol w(t) Brown mozgás folyamat (Wiener-folyamat). Legyen 
m = и 
és tekintsük a A(/) becslésének problémáját az N„ számláló folyamat megfigyeléséből 
a (0, t) intervallumon. A becslési probléma megoldása függ a aposteriori eloszlásá-
tól (vagy sűrűségétől). Jelölje L[ • ] a <üt diffúziós folyamatra vonatkozó Kolmogorov 
féle első differenciál operátort, továbbá Â(/)=E[A,(^,)|Art] a A, (<!;,) sűrűség négyzetes 
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Çt aposteriori p,(Xt\Nt) sűrűségére a következő differenciálegyenletet kapjuk 
(lásd SNYDER [20]) 
(3.5) dp,(Çt\N,) = L[p,(t,jN,)]dt + p,(ç,INt) • { Л , ( ç , ) - X t } - À f 1 { d N t - 1 , dt}. 
Az egyenlet megoldását csakis numerikus számolással kaphatjuk meg. 
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S T A T I S T I C A L S E Q U E N T I A L D E C I S I O N M E T H O D S 
I N C A S E O F I N D E P E N D E N T S T R I N G S 
M . ARATÓ 
The purpose of this paper is to find optimal policies in exact forms for dynamical allocation of 
files, for page replacement and for estimation of rate parameter of transactions. 
In this work relatively simple models are considered to present the main method of solving such 
problems. We are using the well known method of statistical sequential decision theory. In addition 
to the application-oriented contribution in analysis of such systems our results contain also theoretical 
contribution in the theory of sequential methods (or optimal control). 
Section 1. presents the basic model used in file assignement in computer networks with indepen-
dent request strings. The problem is solved in the papers of A. SEGALL, but he did not get simple 
solutions because his model is more complicated. Section 2. contains our earlier results in paging 
when the reference string is an independent sequence. 
In Section 3. we are giving a new model for transactions in a data base system, the statistical 
description and analysis of which was done by LEWIS and SHEDLER. 
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