A core problem in statistical network analysis is to develop network analogues of classical techniques. The problem of bootstrapping network data stands out as especially challenging, since typically one observes only a single network, rather than a sample. Here we propose two methods for obtaining bootstrap samples for networks drawn from latent space models. The first method generates bootstrap replicates of network statistics that can be represented as U-statistics in the latent positions, and avoids actually constructing new bootstrapped networks. The second method generates bootstrap replicates of whole networks, and thus can be used for bootstrapping any network function. Commonly studied network quantities that can be represented as U-statistics include many popular summaries, such as average degree and subgraph counts, but other equally popular summaries, such as the clustering coefficient, are not expressible as U-statistics and thus require the second bootstrap method. Under the assumption of a random dot product graph, a type of latent space network model, we show consistency of the proposed bootstrap methods. We give motivating examples throughout and demonstrate the effectiveness of our methods on synthetic data.
Introduction
As network data have become ever more common in the sciences, there has emerged a need for network analogues of classical statistical methods. Such analogues have been developed for tasks such as network two-sample testing (Fosdick and Hoff 2015; Tang et al. 2017b,a) , changepoint detection (Wang et al. 2018) and community estimation (i.e., the network analogue of clustering; Lyzinski et al. 2014; Abbe 2018) , to name a few, but many other common tasks still have no network equivalents, or have not been rigorously studied. One such task is the generation of bootstrap samples. The bootstrap (Efron and Tibshirani 1994) allows one to make inferences about a population distribution by resampling from an observed i.i.d. sample. Unfortunately, the fact that we typically observe only one network has made developing network analogues difficult, though there are resampling methods for other dependent data such as time series (see, e.g., Lahiri 2003) , and methods for the related task of cross-validation on networks have been developed (see Li et al. 2016 , and citations therein).
We propose two related bootstrap methods for networks, one for generating bootstrap samples of certain network statistics (e.g., subgraph counts, centrality measures, etc.), and another for generating bootstrap replicates of whole networks. Obviously the latter method can also be used to bootstrap network statistics, but it comes with a higher computational cost, and thus it is convenient to have the first method, which still applies to many commonly used network statistics. We are aware of only two other papers on this topic, Bhattacharyya and Bickel (2015) ; Green and Shalizi (2017) , both focused on the problem of bootstrapping subgraph counts of networks generated from graphons. Subgraph counts (or, more accurately, subgraph densities) play a role for node-exchangeable random graphs (i.e., those generated from graphons) that is analogous to that of moments for Euclidean data (Bickel et al. 2011; Lovász 2012; Maugis et al. 2017) , and thus obtaining confidence intervals for these quantities given an observed graph enables downstream inference for many questions of statistical interest. For a particular subgraph of interest on p vertices, Bhattacharyya and Bickel (2015) generate bootstrap replicates of its counts by sampling from the set of connected p-node subgraphs of the observed network, using the algorithm introduced in Wernicke (2006) . Following similar lines, Green and Shalizi (2017) consider two related methods for generating bootstrap samples of subgraph counts from an observed network. The first relies upon resampling from what the authors term the empirical graphon, which amounts to resampling vertices with replacement from the observed network. The second method relies upon resampling from a stochastic block model fit to the observed network, under the intuition that such a model will be a good approximation to any graphon, provided the number of communities is chosen suitably large.
Subgraph counts are no doubt important, but there are many other network quantities of interest, and little is known about obtaining bootstrap samples for any other than subgraph counts. Under network latent space models (Hoff et al. 2002) , many such quantities of interest can be expressed as U-statistics of the latent positions. We show (Theorem 2) that under a particular but fairly general latent space model known as the random dot product graph (Young and Scheinerman 2007) , these U-statistics can be bootstrapped by first estimating the latent positions of the vertices and then bootstrapping a plug-in version of the quantity of interest using known techniques for bootstrapping U-and V-statistics (Arcones and Giné 1992; Hušková and Janssen 1993; Bose and Chatterjee 2018) .
In some settings, we may need to generate bootstrap samples of whole networks, either for use in downstream inference or to bootstrap other network statistics that do not admit a U-statistic representation. In this case, having observed a single network, we would like to generate bootstrap network samples that, ideally, have the same distribution as the observed network, under as general assumptions as possible. We show in Theorem 5 that this is possible under the random dot product graph, which, while still specifying a generative model, allows for arbitrary distributions of latent positions and includes many other commonly used models with independent edges as special cases, including the stochastic block model. Previous work has considered generation of parametric bootstrap network samples from the stochastic block model (Bickel et al. 2013; Bickel and Sarkar 2015; Lei 2016) . Shalizi and Asta (2017) proved that in latent space models, generating network samples based on maximum likelihood estimates of the latent positions yields consistent bootstrap samples, but obtaining these maximum likelihood estimates is, under most latent space models, computationally infeasible. Lei (2018b) studied a latent space model for exchangeable random graphs. That paper does not consider bootstrapping, but it contains a result analogous to our Theorem 5 for a weaker notion of graph convergence. To the best of our knowledge, the present paper is the first to propose a computationally feasible network bootstrap under general nonparametric latent space models.
Latent Space Models and U-statistics
As a simple example of how latent space models interact nicely with certain network statistics, consider the triangle density, defined aŝ
where A ∈ {0, 1} n×n is a symmetric adjacency matrix. Under a latent space model, A is generated by first drawing latent positions X 1 , X 2 , . . . , X n i.i.d. from some distribution F on a set X endowed with a symmetric link function κ : X × X → [0, 1]. Conditioned on the latent positions, the entries of A are drawn independently, with A ij ∼ Bern(κ(X i , X j )). The expectation of the triangle density conditional on the latent positions is E[P (K 3 ) | X 1 , . . . , X n ] = n 3 −1 1≤i<j<k≤n κ(X i , X j )κ(X j , X k )κ(X k , X i ), which is a U-statistic with the kernel h(x, y, z) = κ(x, y)κ(y, z)κ(z, x). In Section 3, we show that a number of popular network quantities can be similarly written as U-statistics, including, notably, all subgraph densities. For any such U-statistic with kernel h, if we had access to the latent positions, we could apply existing techniques for bootstrapping U-statistics, such as, for example, Bickel and Freedman (1981) ; Arcones and Giné (1992) ; Hušková and Janssen (1993) ; Bose and Chatterjee (2018) . This would permit us to calculate bootstrap confidence intervals for the network parameter of interest by drawing bootstrap replicates of
Of course, in practice we do not observe the latent positions and must instead estimate them from the observed adjacency matrix A. Supposing for now that we had estimateŝ X 1 ,X 2 , . . . ,X n based on A, a sensible approach would be to instead bootstrap the quantitŷ
Under suitable smoothness conditions on h (e.g., that it admits a Taylor expansion on the support of F ) and provided that the true latent positions can be sufficiently accurately estimated, we may reasonably expectÛ n to be a good approximation to U n and that, furthermore, bootstrap techniques applied toÛ n instead of U n will still produce an (approximately) equivalent bootstrap sampling distribution.
Nonparametric network bootstrap samples
The bootstrap (Efron and Tibshirani 1994) is based upon sampling with replacement from an observed sample X 1 , X 2 , . . . , X n as though it were the population itself. Under suitable conditions, these bootstrap samples can be used to make inferences about the population distribution, but there is no straightforward analogue for network data. Fortunately, the structure of latent space models provides a way forward. The latent positions X 1 , X 2 , . . . , X n are drawn i.i.d. from the distribution F , and thus the bootstrap sample X * n i.i.d. from F n and generate A * ij ∼ Bern(κ(X * i , X * j )). Since we do not observe the latent positions X 1 , X 2 , . . . , X n , a natural approach is to produce latent position estimatesX 1 ,X 2 , . . . ,X n from A, and use their empirical distributionF n in place of F n . Then we can generate bootstrap network sampleŝ A * by drawing from a latent space model with latent position distributionF n . Once again, provided that the estimates are good approximations to the true latent positions, we may expectF n to be a good approximation to F n , which is in turn a good approximation to F . We may then expect that the distribution ofÂ * is a good approximation to the distribution of A. Indeed, we will prove below that if H is an independent copy of A,Â * and H converge in a suitably-defined Wasserstein metric.
Defining a Wasserstein distance on graphs first requires a notion of distance on graphs. There are a few such distances in the literature, most notably the cut metric (Lovász 2012) . In Section 4, we consider a different notion of distance on graphs, which we call the graph matching distance. The graph matching distance is an upper bound on the cut metric and is designed to take more global information into account, rather than capturing only the local information conveyed by a single graph cut. Working under a particular latent space model, we will show that our network resampling scheme outlined above does indeed produce bootstrap samplesÂ * that converge to the distribution of A in the Wasserstein distance defined with respect to the graph matching distance.
Finally, we note that while we restrict our attention in this paper to the random dot product graph for the sake of concreteness and notational simplicity, the basic ideas of this paper are applicable for general latent space models, as long as the latent positions can be estimated at a suitable rate. This point is discussed in more detail at the end of Section 2.2.
The rest of this paper is structured as follows. In Section 2, we briefly review the necessary background related to the random dot product graph and U-statistics. Section 3 presents our method and theoretical results for bootstrapping network U-statistics, and Section 4 covers our method for generating bootstrap samples of whole networks. Section 5 gives a brief experimental demonstration of both of these methods. We conclude in Section 6 with a brief discussion and directions for future work.
Background and Preliminaries
In this section, we provide a brief review of the random dot product graph and its basic properties, as well as necessary background related to U-statistics and the bootstrap. We start by establishing notation.
Notation
For a positive integer n, let [n] denote the set {1, 2, . . . , n} and let S n denote the set of permutations of [n] . For two integers m < n, let C n m denote the set of all ordered m-tuples of distinct elements of [n],
We use the superscript T to denote vector or matrix transpose. For a vector x, we use x to denote its Euclidean norm. For a matrix M , we use M to denote the spectral norm, M F to denote the Frobenius norm, and M 1 = |M ij |. Throughout, we use C to denote a generic positive constant, not depending on the network size, whose value may change from line to line or within the same line.
The Random Dot Product Graph
The random dot product graph (RDPG Young and Scheinerman 2007; Athreya et al. 2018 ) is a a latent space network model (Hoff et al. 2002) in which the latent positions are points in Euclidean space, and edge probabilities are given by inner products of the latent positions.
. . , X n be drawn i.i.d. from F and arranged as the rows of X ∈ R n×d . Conditional on X, generate the symmetric adjacency matrix A ∈ R n×n by independently drawing A i,j ∼ Bern(X T i X j ) for all 1 ≤ i < j ≤ n. We say that A is a RDPG with latent position distribution F , and write (A, X) ∼ RDPG(F, n).
We note immediately that the RDPG is not fully identifiable, since any orthogonal transformation of the latent positions X preserves inner products and yields the same distribution for A. Thus, we can only hope to recover the latent positions up to an orthogonal transformation, and we will therefore only consider U-statistics that are invariant to such orthogonal transformations. Non-identifiability of this type is essentially unavoidable in latent space models; see Shalizi and Asta (2017) . Throughout, we will assume without loss of generality that the second moment matrix of F , ∆ = EX 1 X T 1 ∈ R d×d is of full rank, since otherwise we may restrict ourselves to an equivalent lower-dimensional model in which ∆ has full rank.
The main appeal of the RDPG relative to other latent space models is that the latent positions can be estimated by spectral methods. The truncated singular value decomposition of the adjacency matrix gives accurate (up to an orthogonal transformation) estimated latent positions, referred to as the adjacency spectral embedding in the RDPG literature (Sussman et al. 2012) .
Definition 2 (Adjacency spectral embedding). LetŜ ∈ R d×d be the diagonal matrix formed by the top d largest-magnitude eigenvalues of the adjacency matrix A, and letÛ ∈ R n×d be the matrix with the corresponding eigenvectors as its columns. The adjacency spectral embedding of A is defined as
The rows ofX = ASE(A, d) are estimates of the latent positions, with a guaranteed convergence rate.
Lemma 1 (Lyzinski et al. (2014) , Lemma 5). Let (A, X) ∼ RDPG(F, n). Then with probability at least 1 − Cn −2 there exists an orthogonal matrix Q ∈ R d×d such that
Lemma 1 provides evidence that the plug-in procedure sketched out in Section 1 may succeed in the limit. We will formalize this intuition in Section 3 A primary drawback of the RDPG as defined above is that it produces only networks whose expected adjacency matrices are positive definite. This restriction can be removed by instead considering the generalized RDPG (Rubin-Delanchy et al. 2017) , in which the inner product X T i X j is replaced with X T i I p,q X j , where I p,q is a diagonal matrix with p ones and q negative ones on its diagonal. The rooted graph distribution (Lei 2018b ) further generalizes this model to allow for latent positions residing in an infinite-dimensional Kreǐn space. In both models, an eigenvalue truncation quite similar to the ASE defined above recovers the latent positions uniformly (subject to certain spectral decay assumptions in the case of the rooted graph distribution). While both of these generalizations are useful, they come at the expense of added notational complexity that would not add to the core ideas of this paper. Thus, we restrict our attention here to the RDPG, while noting that our results can be extended with minimal additional assumptions to these two more general models.
Bootstrapping U-statistics
Given a measurable function h : X m → R symmetric in its m arguments and a sample X 1 , X 2 , . . . , X n drawn i.i.d. from some distribution F on X , the U-statistic with kernel h is given by
The study of quantities of this form dates to Hoeffding (1948) , and we refer the interested reader to Chapter 5 of Serfling (1980) for a more thorough overview. Suppose that θ(F ) = Eh(X 1 , X 2 , . . . , X m ) is some parameter or quantity of interest, where the expectation is taken with respect to X 1 , X 2 , . . . , X m
∼ F , then provided the kernel h is non-degenerate with respect to F (i.e., that h 1 (z) = Eh(z, X 2 , X 3 , . . . , X m ) is not a constant in z), √ n(U n − θ(F )) converges in distribution to a mean-0 normal with variance m 2 ζ 1 , where
Since this quantity is typically unknown, in order to obtain a confidence interval for θ(F ), the bootstrap can be used to approximate the sampling distribution of U n . Bootstrapping U-statistics has received much attention in the literature (see, e.g., Bickel and Freedman 1981; Arcones and Giné 1992; Hušková and Janssen 1993; Bose and Chatterjee 2018 , to name just a few). A bootstrap for non-degenerate U-statistics was introduced in Bickel and Freedman (1981) , who showed that as long as Eh(X 1 , X 1 , . . . , X 1 ) < ∞, one can draw
∼ F n and consider the estimate
As pointed out in Bickel and Freedman (1981) , simply resampling from F n in this way fails when the kernel h is degenerate, but a weighted bootstrap can be used instead (Arcones and Giné 1992; Hušková and Janssen 1993) . While we do not consider degenerate kernels here, weighted bootstrap schemes can also yield substantial computational speedups. Thus, following Bose and Chatterjee (2018) , we consider the quantity
where W ∈ R C n m is a vector of random weights. Taking W c = m k=1 W i k with W ∼ Multinomial(n, n −1 ), one recovers the "Efron-weighted" bootstrap (Arcones and Giné 1992; Hušková and Janssen 1993) . Taking
one obtains the additive bootstrap discussed at length in Chapter 4 of Bose and Chatterjee (2018) . Under suitable conditions on the weight vector W, the quantity in Equation (3) converges in distribution to the same N (0, m 2 ζ 1 ) limit as U n . The specific conditions on W needed to ensure this convergence vary from one paper to another, but provided those conditions are met, U * n is distributionally consistent, in the sense that the distribution of the bootstrap sample √ n(U * n − θ) matches that of √ n(U n − θ) in the limit as n → ∞.
Bootstrapping Latent Position U-statistics
Our aim in this section is to obtain bootstrap samples of a U-statistic U n = U n (h), which is a function of the latent positions X 1 , X 2 , . . . , X n . The obstacle is that we only observe the adjacency matrix A, not the latent positions themselves. We will show below that using the ASE estimatesX 1 ,X 2 , . . . ,X n in place of the true latent positions results in a U-statistic that converges to U n almost surely. Further, bootstrapping the resulting plug-in U-statistic yields asymptotically equivalent bootstrap samples to what we would have obtained by following the schemes in Section 2.3 if the latent positions were observable. Before presenting these convergence results, we highlight a few examples of network quantities that are expressible as U-statistics in the latent positions under the RDPG model.
Network U-statistics: Examples
Example 1 (Average Degree). Consider the (normalized) average degree,
Under the RDPG, its conditional expectation is
which is a U-statistic with kernel h(x, y) = 2x T y.
Example 2 (Subgraph Counts). Let R and G be graphs on m and n vertices, respectively, with m ≤ n. Numbering the vertices of G arbitrarily, for c = (
. . , i m and consider the quantitŷ
where we write H R to denote that graphs H and R are isomorphic.P (R) thus measures the (empirical) proportion of times that R appears as a subgraph out of the total number of possible subgraphs on m vertices. Letting B ∈ R m×m be the adjacency matrix of graph R, we can write
where N (R) denotes the number of graphs isomorphic to R. From this, it is easy to see that
Example 3 (Maximum Mean Discrepancy). The maximum mean discrepancy (MMD; Gretton et al. 2012 ) is a test statistic for nonparametric two-sample hypothesis testing. Given λ ∈ [0, 1] and two distributions F 1 and F 2 supported on the same compact metric space, let X 1 , X 2 , . . . , X n be drawn i.i.d. from the mixture λF 1 + (1 − λ)F 2 , and let
. Letting I 1 = {i : Y i = 1} and n 1 = |I 1 | and defining I 2 and n 2 analogously, the MMD is given by
where κ is the kernel of a reproducing kernel Hilbert space. By definition, M n is a U-statistic in X 1 , X 2 , . . . , X n with kernel h((
Suppose that F 1 and F 2 are such that F = λF 1 + (1 − λ)F 2 is a d-dimensional inner product distribution, and suppose that we observe (A, X) ∼ RDPG(F, n) along with the indicators Y 1 , Y 2 , . . . , Y n . A natural approach to testing the hypothesis
is to form the MMD test statistic from the (estimated) latent positions,
A slight variant of this statistic was considered by Tang et al. (2017b) for the purpose of two-network hypothesis testing.
Example 4 (Degree Moments). The degree distribution of a graph carries important information about graph structure. Measures such as the variance of the degrees,
is the degree of the i-th vertex, provide a useful summary of vertex behavior. Rearranging the sum, we have
which is a V-statistic (Serfling 1980) in the latent positions after appropriate symmetrization. Similar results can be shown for other central moments of the degree distribution.
A number of other network quantities are expressible similarly, either under a different latent geometry or after appropriate rescaling by some network-dependent quantity that converges almost surely to a parameter depending only on the latent position distribution. Examples include measures of assortative mixing by degrees (Newman 2010) , energy statistics (Székely and Rizzo 2013; Lee et al. 2017 ) and Randić's connectivity index (Randić 1975) .
Consistency of Network U-statistics Bootstrap
Having seen how U-statistics arise in the statistical analysis of networks, we return to estimating them when the latent positions X 1 , X 2 , . . . , X n are not available and only the matrix A is observed. LettingX 1 ,X 2 , . . . ,X n ∈ R d be the rows ofX = ASE(A, d), we consider the plug-in U-statistic,Û
If this quantity is to resemble U n , the kernel h must be invariant to the non-identifiability inherent to the random dot product graph, and thus we make the following assumption.
The main results of this section state that for suitably smooth kernel functions, the plug-in estimate in Equation (5) and bootstrap samples formed from it are asymptotically equivalent to the U-statistic formed from the true latent positions
The following assumption makes this notion of smoothness precise.
We assume that ∇ 2 h is continuous on the closure of supp F and there exists a neighborhood
The following theorem shows that Assumptions U1 and U2 are sufficient to ensure that the plug-in U-statisticÛ n recovers U n asymptotically. The proof is given in Appendix B.
Theorem 1. Let F be a d-dimensional inner product distribution and suppose that h : (R d ) m → R is a symmetric kernel satisfying Assumptions U1 and U2. Suppose (A, X) ∼ RDPG(F, n) and letX = ASE(A, d). Let U n andÛ n be the U-statistics based on, respectively, the true latent positions X and their ASE estimatesX. Then
From the fact that U n converges almost surely to the population parameter θ = θ(F ) = EU n (Serfling 1980, Theorem 5.4 A),Û n is a strongly consistent estimate of θ. Further, by Slutsky's Theorem,Û n has the same distributional limit as U n . Corollary 1. Under the settings of Theorem 1, the plug-in U-statisticÛ n satisfiesÛ n → EU n = θ(F ) almost surely and
, where ζ 1 is defined in Equation (2).
Our main goal, however, is not establishing convergence ofÛ n but the the more delicate task of obtaining bootstrap samples to approximate the sampling distribution of U n . If we knew the true values of the latent positions, any number of techniques for bootstrapping U-statistics would work. The idea is thus to construct, instead of a bootstrap sample U * n as in (3), a plug-in versionÛ *
where again W ∈ R C n m is a vector of random weights independent of the observed network and X 1 ,X 2 , . . . ,X n ∈ R d are the latent position estimates. We will assume that these are ASE estimates, but we stress that similar results can be obtained under any estimation scheme that recovers the latent positions at a suitably fast rate. As mentioned in Section 2.3, the specific conditions on W needed to ensure the distributional consistency ofÛ * n vary, but for our plug-in scheme to work, we require the following growth condition.
Assumption W1. The weight vector W satisfies
With this assumption, we have the following theorem for the plug-in U-statistic bootstrap. The proof is similar to that of Theorem 1 and is given in Appendix B.
Theorem 2. Let F be a d-dimensional inner product distribution and suppose that h :
2. Let U * n be the weighted bootstrapped U-statistic defined in Equation (3) and letÛ * n be its plug-in version. If U * n is distributionally consistent and the weight vector
Remark 1 (The degenerate case). The reader familiar with U-statistics may wonder what can be said in the more challenging setting where the kernel h is degenerate with respect to F (Serfling 1980, Chapter 5) . It is known that if h is r-degenerate, then n r/2 (U n − θ) converges to a nondegenerate limiting distribution, which is not, in general, normal (Serfling 1980; Arcones and Giné 1992) . A result analogous to Theorem 2 for this case, unfortunately, does not appear feasible, since the concentration of U n about the true parameter θ is of a smaller order than the best known concentration of the estimatesX 1 ,X 2 , . . . ,X n about the true latent positions (Lyzinski et al. 2014) . That is, the estimation error in Lemma 1 does not vanish fast enough to yield convergence ofÛ * n to U * n in probability.
Computational concerns
Both U-statistics and the bootstrap are well known to be computationally intensive. As a result, a naïve implementation of our positional U-statistic resampling scheme would be of little practical utility for large n. The following additive weighted bootstrapping procedure alleviates these computational expenses. This procedure discussed at length in Chapter 4 of Bose and Chatterjee (2018) , whose presentation we follow.
Consider a U-statistic with kernel h taking m arguments. Having generated a vector of weights W ∈ R n , we form the weight vector
. While a number of choices for the distribution of W are possible (see Hušková and Janssen 1993; Bose and Chatterjee 2018 , for discussion), we take W ∼ Multinomial(n, n −1 ) in our experiments in Section 5 for simplicity. A concentration inequality applied entry-wise to W followed by a union bound is enough to ensure that max c∈C n m |W c | ≤ C log m n, so that Assumption W1 is satisfied. The additive structure of W enables a useful computational speedup in computing bootstrap replicates of U n . We construct for each i ∈ [n] the quantitỹ
Recalling our definition of U * n from Equation (3), it is simple to verify that
As discussed in Bose and Chatterjee (2018) , this enables generation of many bootstrap samples after only a single instance of O(n m ) computation time to construct theŨ ni , rather than O(Bn m ) computation time to generate B bootstrap samples under a more naïve implementation.
Unfortunately, the O(n m ) time required to compute the quantity in Equation (6) for all i ∈ [n] is still quite expensive if m is larger than 2. We can further reduce the computational cost by replacing the average in (6) with a Monte Carlo estimate, drawing for each i ∈ [n] a uniform random sample of size M with replacement from the set {c ∈ C n m : i ∈ c}. With this modification, our method for obtaining B bootstrap samples for a U-statistic in the latent positions requires a single low-rank spectral decomposition followed by O((M + B)n) sampling operations. Thus our bootstrap is far less computationally demanding than existing algorithms for generating bootstrap samples of subgraph counts, which require extensive sampling and counting.
Sparse networks
For notational simplicity, our results above were written under the assumption that the latent position distribution F does not depend on n. This results in the expected node degrees growing linearly in n, which is unrealistic in many applications. A natural way to allow for sparser networks under the RDPG is to keep the latent distribution F fixed and rescale the expectation of A by a sparsity factor ρ n → 0, so that E[A | X] = ρ n XX T . For identifiability, we assume that if X 1 , X 2 are independent draws from F , then EX T 1 X 2 = 1, and for all suitably large n,
Analogous assumptions are made in Bickel et al. (2011); Bhattacharyya and Bickel (2015) ; Green and Shalizi (2017) . We may equivalently think of rescaling all latent positions by √ ρ n . Under this scaling, the ASE plug-in U-statisticÛ n now estimates Eh(
rather than Eh(X 1 , . . . , X m ), and thus we must specify how the kernel h behaves with respect to scaling of its arguments. A consistency result analogous to Theorem 1 can be established under this setting with an additional homogeneity assumption on h.
Theorem 3. Under the sparse setting just described, let h be a kernel satisfying Assumptions U1 and U2, with supp F replaced with the convex hull of {0} ∪ supp F . Suppose in addition that there exists r ≥ 1 such that for all α ≥ 0 and all
Define the estimatorρ n = n 2
Proof. The result follows from the strong law of large numbers, once one establishes convergence of ASE(A, d) to √ ρ n X. Details are provided in Appendix C.
The condition in Equation (8) is satisfied by the average degree, subgraph count and degree moment examples presented at the beginning of this section. Whether or not the MMD obeys this condition depends on the MMD kernel κ.
At first glance, one might hope to obtain next a distributional result forÛ n about ρ r n θ = EU n by using the delta method to establish a distributional limit for
and appealing to Slutsky's Theorem. Unfortunately, the estimatorρ n complicates matters. Applying the delta method would require that we control the covariance term relatingρ r n /ρ r n and c h(X i 1 , . . . , X im ), which depends on the kernel h. In the case of subgraph counts, this covariance can be controlled so long as the subgraph R has a particular structure. Such structural assumptions on R are required in the distributional results presented by Bhattacharyya and Bickel (2015) and Green and Shalizi (2017) .
Focusing on subgraph counts, for a graph R on m vertices with edge set E = E(R), we have the kernel
where N (R) is the number of graphs isomorphic to R. Thus,
Since ρ n → 0, we must rescale by ρ −|E| n , which yields the normalized subgraph density considered in Bickel et al. (2011) ,
Bootstrapping this quantity is the focus of both Bhattacharyya and Bickel (2015) and Green and Shalizi (2017) . Note that estimatingP (R) requires estimating both ρ n and the subgraph density
i<j A ij again, we have the following distributional result.
Theorem 4. Under the sparse setting described above, let R be a graph on m vertices, either acyclic or equal to a cycle on m vertices. Provided that nρ n = ω(log n),
where σ 2 depends on R and F . The same result holds for the ASE plug-in bootstrapÛ * n . Proof. The result follows by Theorem 3 followed by a delta method argument applied to the ratio of U n − ρ r n Eh(X 1 , X 2 , . . . , X m ) andρ n /ρ n . The delta method argument is fairly similar to that of Theorem 1 in Bickel et al. (2011) and is thus omitted.
Generating Network Bootstrap Samples
In this section, we turn to the more general case of bootstrapping network quantities that cannot be expressed as U-statistics in the latent positions. We start with an example of such a quantity.
Example 5 (Global Clustering Coefficient). The global clustering coefficient measures the total fraction of all "open" triangles that are closed, counting how many of all vertex triples i, j, k for which A ij = A jk = 1 also have A jk = 1. Thus for a graph G with adjacency matrix A, the global clustering coefficient is given by
Letting L 3 denote the linear chain on three vertices and K 3 denote the triangle on 3 vertices, we can write C(G) as a ratio of subgraph counts,
A quantity similar to this appeared in Bhattacharyya and Bickel (2015) , who construct a confidence interval via the delta method and properties of subgraph counts.
For quantities such as the global clustering coefficient that cannot be directly represented as a U-statistic, a natural approach to generating bootstrap samples would be to repeatedly generate random adjacency matricesÂ * having similar distribution to A and compute the network statistic on those replicates. For this approach to work, we need, at a minimum, that the bootstrapped networkÂ * be similar in distribution to A, which in turn requires a notion of distance on networks. A well-known example of such a distance is the cut metric (Lovász 2012) , which is especially well-suited to node-exchangeable random graphs because it metrizes convergence of subgraph densities (Lovász 2012, Theorem 11.3) . A resulting drawback of the cut metric is that it captures only the local information of small subgraphs, and fails to capture larger network structures. A step toward a more global network distance is given by the graph matching distance, which measures the fraction of edges that differ between two graphs, after their vertices have been aligned so as to minimize the number of such edge discrepancies.
Definition 3 (Graph matching distance). Let G 1 , G 2 be two graphs each on n vertices, with adjacency matrices A 1 , A 2 ∈ R n×n . The graph matching distance is defined as
where Π n denotes the set of all n-by-n permutation matrices.
Two sequences of networks converge in this distance if they are, asymptotically, isomorphic to one another up to a vanishing fraction of their edges.
Observation 1. The graph matching distance d GM is a distance.
Proof. Symmetry and non-negativity follow from the definition. The triangle inequality can be verified by noting that, letting H be the adjacency matrix of another n-vertex graph,
and observing that minimization over P, Q ∈ Π n is equivalent to minimizing H − P A 2 P T 1 with respect to P ∈ Π n .
The optimization in Equation 9 is a quadratic assignment problem (Burkard et al. 2009 ), and thus computationally hard in general. However, the graph matching problem has been studied extensively (see Conte et al. 2004; Lyzinski 2018 , and citations therein), and fast approximate solvers exist (Vogelstein et al. 2015) , though we will not need them here. The graph matching distance is, up to constant factors depending on choice of normalization, an upper bound on the cut metric, which is also based on a computationally hard optimization problem. This upper bound is immediate from the fact that the cut norm of a matrix M is upper bounded by M 1 /n 2 (see Lovász 2012, Chapter 8) . With this network distance in hand, we define a Wasserstein distance between graphs analogously to the well-known Wasserstein distance between Euclidean random variables.
Definition 4. Let p ≥ 1 and let A 1 and A 2 be the adjacency matrices of two random graphs both on n vertices, and let Γ(A 1 , A 2 ) denote the set of all couplings of A 1 and A 2 . The Wasserstein p-distance between A 1 and A 2 is given by
The following lemma shows that, essentially, the Wasserstein distance between two random dot product graphs is bounded by the Wasserstein distance between their respective latent position distributions (up to an orthogonal transformation). Since the latter Wasserstein distance must account for the orthogonal rotation, we define the Wasserstein p-distance between two d-dimensional inner product distributions F 1 , F 2 , for all p ≥ 1, as
The lemma below will be the main technical tool required to show that the bootstrappedÂ * described above converges to A in the graph matching Wasserstein distance. We note that, after this paper was written, we found that a similar result was shown by Lei (2018b) , in a different context and for the weaker cut metric instead of the graph matching distance. A proof of the lemma can be found in Appendix D.
Recall the procedure for generating RDPG bootstrap replicates, outlined in Section 1.2. Given A, we obtain estimates of the latent positionsX 1 ,X 2 , . . . ,X n via the ASE applied to A. LettingF n be the empirical distribution of the estimates, we draw (Â * ,X * ) ∼ RDPG(F n , n). The convergence rate of the ASE ensures thatF n approximates F n well (up to orthogonal transformation), and the fact that the empirical distribution approximates the population distribution ensures that F n is close to F . Lemma 2 thus suggests thatÂ * will be distributionally similar to A. The following theorem makes this precise. A proof can be found in Appendix D.
Theorem 5. Let F be a d-dimensional inner product distribution with (A, X) ∼ RDPG(F, n). LettingF n denote the empirical distribution of the ASE estimatesX, generateÂ * ∼ RDPG(F n , n). Then, if (H, Z) ∼ RDPG(F, n) is an independent copy of (A, X),
Since the graph matching distance upper bounds the cut metric, which in turn metrizes convergence of subgraph densities, Theorem 5 implies that the subgraph densities ofÂ * converge almost surely to the same limit as those of H. We would also like that these counts have the same distributional limits after appropriate rescaling, but unfortunately, this distributional limit is somewhat more delicate. While Theorem 5 ensures that our bootstrapped network replicateÂ * converges in the Wasserstein metric to the distribution of the original observation A, this is not in itself sufficient to ensure that some network statistic of interest, say t(Â * ), converges to the same distribution as t(H). Provided Et(H) is finite, it is sufficient that the network statistic in question be continuous with respect to our network Wasserstein metric, in the sense that W 1 (Â * , H) → 0 implies that (by slight abuse of notation), d 1 (t(Â * ), t(H)) → 0. Proving this continuity even for (suitably rescaled) subgraph counts does not appear feasible using the techniques underlying Theorem 5, as the coupling argument used in the proof fails in the presence of the √ n scaling needed to ensure a non-degenerate limit for subgraph densities (see, e.g., Bickel et al. 2011 , Theorem 1). Such distributional results are even less clear for more complicated network statistics. We thus leave this line of inquiry for future work.
Experiments
In this section, we briefly demonstrate empirical performance of the methods introduced in Sections 3 and 4 on two specific network statistic examples. We begin with an application of the U-statistic bootstrap to the problem of estimating the triangle density.
U-statistic bootstrap: triangle counts
As an application of the U-statistic-based bootstrapping method introduced in Section 3, we consider the problem of obtaining a confidence interval for the triangle subgraph density P (K 3 ) in a random dot product graph. We note that this differs slightly from Bhattacharyya and Bickel (2015) and Green and Shalizi (2017) , who focus on the normalized density,P (K 3 ). As shown in Bickel et al. (2011); Bhattacharyya and Bickel (2015) and discussed briefly at the end of Section 3, the limiting distribution forP (K 3 ) can be obtained via the delta method. The variance of this limit distribution is expressible in terms of other subgraph densities, and thus can itself be estimated via our U-statistic-based bootstrapping scheme, but this is notationally cumbersome. Thus, since the aim of this experiment is merely illustrative, we bootstrap the simpler P (K 3 ), while stressing that obtaining a confidence interval forP (K 3 ) instead is straightforward, and refer the interested reader to Section 3 of Bhattacharyya and Bickel (2015) for details.
For the experiments on synthetic data, we generate networks from the RDPG with latent position distribution Beta(2, 3), as (A, X) ∼ RDPG(Beta(2, 3), n) for various choices of n, and construct the latent position estimateX = ASE(A, 1). While the diagonal entries of A are negligible for the purposes of asymptotics, the zeros on the diagonal of A tend to introduce instability to the ASE for finite n. Several methods for correcting this have been suggested (Scheinerman and Tucker 2010; Marchette et al. 2011; Tang et al. 2019 ). Here we follow the simple approach of taking the i-th diagonal entry of A to be the normalized degree of the i-th vertex, i.e., A ii = n −1 j =i A ij . Having obtained an estimateX = ASE(A, 1), we generate 100 bootstrap samples of the triangle density fromX, as described in Section 3. Based on this bootstrap sample, we produce 95% confidence intervals for the triangle density using three different methods. The first is the percentile bootstrap, i.e., based on the empirical distribution of the bootstrap sample itself. The other two confidence intervals are based on a normal approximation, with variance estimated based on the bootstrap sample, i.e., the standard bootstrap. We consider confidence intervals of this form centered at the mean of the bootstrap sample and at the triangle density of the observed network A. We include these three different confidence interval constructions to assess the presence of bias in the bootstrap sample and to investigate how well the bootstrap distribution approximates the true distribution of the triangle density. Figure 1 shows the bootstrap samples generated by a single run of this experiment and the resulting confidence intervals. Unsurprisingly, the confidence intervals produced by the percentile bootstrap are slightly wider than those produced based on the normal approximation. In a smaller set of experiments, we found that this gap shrank, but did not disappear entirely, when the number of bootstrap samples was increased by an order of magnitude. The trends in Figure 1 are borne out in Figure 2 , which summarizes the performance of these confidence intervals, aggregated over 200 independent realizations for each value of the number of vertices n. Figure 2(a) confirms that the percentile bootstrap confidence intervals are wider, on average, than the standard bootstrap intervals for this problem. Note that by construction, the two variants on the standard bootstrap have the same length, and thus their lines in the plot overlap. Figure 2(b) shows coverage rates for the three bootstrap variants, and confirms that both of the standard bootstrap variants attain approximately 95% coverage, while the percentile bootstrap is somewhat conservative. The computational cost of the subgraph count bootstrap methods of Bhattacharyya and Bickel (2015) ; Green and Shalizi (2017) precluded a thorough comparison on this problem, but a series of small-scale experiments suggest that both are broadly competitive with our method, with comparable coverage rates and lengths to the ones produced by the normal approximations, but at a much higher computational cost. We leave a more thorough comparison of the practical effectiveness of these methods for future work.
Bootstrapping Average Shortest Path Distance
We illustrate the full-network resampling scheme discussed in Section 4 on the problem of estimating the expected average shortest path length in a graph. For a graph G on n vertices with adjacency matrix A, the shortest path distance between vertices i and j, which we denote d A (i, j), is given by the length of the shortest path connecting vertices i and j in G. We take d A (i, j) = ∞ if i and j are in different connected components. The average shortest path distance,d
provides a natural measure of the extent to which the graph exhibits small-world behavior. While at first glance Equation (11) appears to look like a U-statistic, this is not the case, since d A is a function that itself depends on the data, not a fixed kernel. To avoid the trivial case where G is disconnected, consider the problem of bootstrapping the quantity
The most natural approach to generating bootstrap samples of this quantity is to generate bootstrap replicates of whole networks and evaluate this quantity on each replicate. The method introduced in Section 4 is well-suited to this. For comparison, we consider two other methods for generating network bootstrap samples. The first is an adaptation of the empirical graphon method introduced by Green and Shalizi (2017) . In that paper, the authors considered producing bootstrap samples for subgraph counts by, in essence, resampling vertices. That is, one produces a bootstrap replicate adjacency matrix A * by drawing Z 1 , Z 2 , . . . , Z n i.i.d. from the uniform distribution on [n], and take A * ij = A Z i ,Z j . As acknowledged by the authors, a major drawback of this scheme is that since the diagonal elements of A are equal to 0, resampled vertices k, with Z k = Z are precluded from forming an edge, which results in biased estimates of certain statistics. For the purposes of estimating subgraph counts, this drawback can be avoided, as demonstrated by the results in Green and Shalizi (2017) , but we will see that this causes a bias when generating whole networks. We suspect that correcting for this deficiency is possible, but it is not trivial and we do not pursue the question here. We also include, for the sake of comparison, a parametric bootstrap procedure, which performs estimation over a much smaller space of models compared to the RDPG-based resampling scheme and the empirical graphon, and can thus serve as a gold standard when its underlying model is true.
In this set of experiments, following Bhattacharyya and Bickel (2015) , we generate A from a stochastic block model with two blocks and parameters B = B n = 5 √ n 0.4 0.5 0.5 0.7 , π = 0.5 0.5 .
We discard and regenerate A in the event that it is not connected, since we are interested in the average shortest path in A conditional on it being finite. Given A, we construct the estimateX = ASE(A, 2), replacing the zeros on the diagonal of A with the scaled degrees n −1 j A ij as before. LettingF n denote the empirical distribution ofX, we then draw B = 100 bootstrap replicates of (Â * ,X * ) ∼ RDPG(F n , n), computing the average shortest path of each iterate (and resampling in the event that a sampleÂ * is not connected). We note that for finite n, the ASE may produce an estimateX such that some entries of E[Â |X] =XX T are outside the interval [0, 1] . When this occurs, we threshold the resulting entries of the expected adjacency matrix to be either 0 or 1. For the empirical graphon procedure described above, we resample from the same original observed network A, resampling until a connected graph is produced. For the parametric bootstrap, we fit a 2-block SBM to the observed network using spectral clustering. Letting the estimated parameters be (B,π), we draw the n × n adjacentry matrixÂ * from SBM(B,π). In all three bootstrap procedures, we generate 100 bootstrap samples, regenerating as needed to ensure connected networks, and use these 100 bootstrap samples to obtain an estimate of the variance of the average shortest path. We then use this variance to construct a 95% confidence interval centered on the observed value ofd A via a normal approximation. For each of n = 50, 100, 200, 500, 1000, we ran 200 independent trials. For illustration, results from a single run with n = 50 are shown in Figure 3 . Figure 3(a) shows a smoothed density plot of the 100 bootstrap samples generated by the RDPG resampling scheme, the empirical graphon and the parametric network bootstrap. In addition, the plot shows the histogram of 100 independent draws from the true distribution of the average shortest path under the generating model. The black vertical line indicates the mean of this distribution, estimated from 10,000 Monte Carlo samples, generated independently of the experimental trials. It is clear from the plot that none of the three resampling methods captures the true sampling distribution especially well, though the parametric bootstrap gives a better approximation than either the empirical graphon or the RDPG resampler. Figure 3(b) shows representative confidence intervals produced by the three sampling methods for each choice of n, with the n = 50 condition corresponding to the same trial as in (a). We see that for this particular problem, the parametric bootstrap scheme improves markedly over the other two methods, yielding much narrower confidence intervals, as would be expected considering that the true model is in fact the SBM. This is further borne out in Figure 4 (a), which shows the average confidence interval length over the 200 trials, for each of the three methods. We see that the parametric bootstrap consistently gives a confidence interval approximately half as long as that constructed by the RDPG sampling scheme, and that the empirical graphon performs still worse. Unsurprisingly, given the widths of the confidence intervals, the coverage rates of both the RDPG and empirical graphon were both uniformly 1, while the parametric bootstrap had an estimated coverage rate that varied between 0.93 and 0.96 across the five values of n. We note that since the true expected average shortest path distance is estimated via Monte Carlo, we computed coverage rates under the milder requirement that a confidence interval was considered to have covered the target if it overlapped the interval comprising two standard errors of the mean of the Monte Carlo samples. This adjustment did not appreciably change the coverage rates of the RDPG or empirical empirical graphon, but was required in order to obtain the (approximately) correct coverage rate for the parametric bootstrap. Figure 4 (b) helps to illustrate the challenge of this problem. Consider rescaling the matrix B in the SBM described above with
As ν increases, the number of edges increases on average, and thus the shortest paths between vertices tend to become shorter. Figure 4 (b) plots the average shortest path distance as a function of ν for different values of n, based on 100 Monte Carlo replicates from SBM(B ν , π). The shaded region indicates two standard errors of the mean. We see that, especially for sparser networks, a comparatively small change in the parameter ν may result in an outsized effect on the average shortest path length. While this does not pose a severe problem for the parametric bootstrap, since the variance as a function of ν does not change nearly as quickly as the average shortest path length, we suspect that it does partially explain the overly wide confidence intervals produced by the RDPG resampling scheme. Variance in the expected degree of E[Â * |X * ] in turn results in higher variance in the average shotrest path length.
Discussion and Conclusion
We have presented two methods for bootstrapping network data, applicable to any latent space model but studied in this paper under the random dot product graph. For network quantities expressible as U-statistics in the latent positions, our results in Section 3 show that plugging in estimates of the true latent positions and proceeding with existing bootstrap techniques for U-statistics yields a distributionally consistent resampling procedure. Experimental evidence in Section 5.1 supports this claim. By design, our resampling scheme is able to take advantage of existing computational speedups for bootstrapping U-statistics, and thus provides a substantial computational improvement over existing approaches to bootstrapping subgraph counts, which require expensive combinatorial enumeration.
We have also proposed a method to resample whole networks by first estimating the latent positions and then drawing bootstrap samples from the empirical distribution of these estimates, followed by generating the network itself. We have shown that, again under the random dot product graph model, networks produced in this way are asymptotically distributionally equivalent to the observed network from which they are built. This distributional equivalence required defining the graph matching distance, which may be of independent interest, as it provides a more intuitive notion of graph distance than the more popular cut metric.
Directions for future work are many. As alluded to in the paper, the core ideas presented here can be applied more broadly than the random dot product graph. Our results in this paper can be extended trivially to the generalized random dot product graph Rubin-Delanchy et al. (2017) and graph root distributions Lei (2018b) , but the basic ideas should work for any latent space model, as long as the latent positions can be accurately estimated. We leave an exploration of the precise analogues of our results for other latent space models to future work, along with investigating the extent to which the smoothness conditions required by the results of Section 3 might be relaxed.
Our results in Section 4 suggest several interesting lines of inquiry. Firstly, experiments in Section 5.2 confirm that our resampling procedure improves over prior techniques for generating whole network samples, but fails to obtain the desired coverage rate. Developing a correction for this is of great interest. A small-scale experiment suggests that BC a (Efron and Tibshirani 1994) , a particularly popular bootstrap correction technique, alleviates this issue to an extent. Unfortunately, the large number of bootstrap samples required for this correction is rather prohibitive in the network context. More broadly, the ability to generate bootstrap replicates of networks leads one to ask about the possibility of establishing network analogues of classical bootstrap techniques such as the m-out-of-n bootstrap.
Finally, as discussed at the end of Section 4, convergence under the Wasserstein network distance does not necessarily imply convergence of other network statistics such as √ nscaled subgraph densities. It is possible that a stronger notion of distance will be required to ensure such convergences, one that eschews the fairly local perspective of the cut metric and graph matching distance in favor of more global measures of graph similarity. A distance between networks that considers path lengths or k-hop neighborhoods of individual vertices might better capture the global properties of networks that are necessary to ensure that, for example, two networks have similar average path lengths. On the other hand, designing custom graph distances for every network statistic of interest is not ideal either, and we expect that future work in this direction will have to balance generality against improving rates for specific network statistics.
Appendix
Here we provide supplemental proofs and technical details. We note that in handling the competing goals of notational precision and conformity with the existing literature, we have opted for the latter, and as a result, a few symbols are overloaded. In particular, in the appendices that follow, P will be used to denote either the subgraph density introduced in Section 3 or the n-by-n expectation of the adjacency matrix A conditional on the latent positions. Which of these is intended will be clear from the context. Similarly, the symbol U is overloaded, denoting a U-statistic in some contexts and denoting an n-by-d matrix with orthonormal columns in others. Again, which of these two is intended will be clear from the context and from the fact that we subscript by n (i.e., U n ,Û n , etc.) in the case of U-statistics, and leave plain U,Û to denote the matrices.
A Technical Results
We begin by collecting a handful of technical results from the existing literature on random dot product graphs that will be useful in the proofs below.
d×d is a diagonal matrix with entries given by the eigenvalues
n×d has as its columns the d corresponding unit eigenvectors. Similarly, letÛŜÛ T =XX T ∈ R n×n be the rank-d approximation of A given by its top d largest-magnitude eigenvalues and eigenvectors. That is, letŜ ∈ R d×d be the diagonal matrix with entries given by the d largest-magnitude eigenvalues of A and let U ∈ R n×d have as its columns the d corresponding unit eigenvectors. There exist constants C 2 ≥ C 1 > 0 such that with probability at least 1 − Cn −2 ,
and A − P ≤ C n log n.
Further, letting Q ∈ R d×d be the orthogonal matrix guaranteed by Lemma 1, for all suitably large n it holds with probability at least 1 − Cn −2 that
Proof. Equations (12) and (13) are Observations 1 and 2, respectively, in Levin et al. (2017) . Equation (14) and (15) follow from, respectively, Proposition 16 and Lemma 17 in , with the slight alteration that we use the spectral norm bound of Oliveira (2009) rather than that of Lu and Peng (2013) . A proof of Equation (16) appears in the course of the proof of Lemma 5 in Levin et al. (2017) . We restate it here for the sake of completeness. By Theorem 2 in Yu et al. (2015) , there exists orthonormal Q ∈ R d×d such that
Applying Equation 13 yields (16).
Lemma 4. With notation as above, letting Q ∈ R d×d denote the orthogonal matrix guaranteed by Lemma 1, with probability at least 1 − Cn −2 ,
Proof. Let E = A −ÛŜÛ T be the residual after making the best rank-d approximation to A. By definition, the eigenvectors of E are orthogonal to the columns ofÛ , whence EÛ = 0, and thus AÛ =ÛŜ.
F . Lemma 3 bounds the spectral norm as O(n), the Frobenius norm as O(n −3/2 log 1/2 n), which completes the proof.
The following lemma is a generalization of Lemma 10 of Lyzinski et al. (2014) to the case where ∆ = E F X 1 X T 1 ∈ R d×d may have repeated eigenvalues.
Lemma 5. With notation and setup as above, Let Q ∈ R d×d be the orthogonal matrix guaranteed by Lemma 1. With probability at least 1 − Cn −2 ,
Proof. Let E = A −ÛŜÛ T as in the previous proof. Taking Q ∈ R d×d to be as in Lemma 1, by the triangle inequality and basic properties of the Frobenius norm,
Applying Lemma 3, with probability 1 − Cn −2 , Equations (12) and (13), both hold, so that
and Equation (14) implies
Similarly, since E ≤ A − P = O(n 1/2 log n) by Equation (13), Equation (16) implies that
Thus, combining the above two displays,
as we set out to show.
B Proof of Theorems 1 and 2
Here we provide detailed proofs of the results in Section 3. Both rely on a second-order Taylor expansion of the U-statistic evaluated at the true latent positions. A similar argument appears in Tang et al. (2017b) . The main technical challenge here comes from the more complicated dependency structure of U-statistics which in turn requires a more involved indexing and counting argument. The following two lemmas will prove useful in bounding the linear and quadratic terms, respectively, in the Taylor expansion. Throughout this appendix we use C n m to denote the set of all m-tuples of strictly increasing integers from [n] . Lemma 6. Let F be a d-dimensional inner product distribution with (A, X) ∼ RDPG(F, n) and letX = ASE(A, d). Let h : (R d ) m → R be a kernel function, symmetric in its arguments, satisfying Assumptions U1 and U2. Then there exists orthogonal matrix Q ∈ R d×d such that for any fixed v ∈ R C n m , with probability at least
Proof. Define the map T m : R n×d → R 
Denote by diag(v) ∈ R C n m ×C n m the diagonal matrix with entries given by the elements of v. 
That is, the row of M indexed by c ∈ C n m is the gradient of h :
T . With these three definitions in hand, we have
Using the fact that X = U S 1/2 = P U S −1/2 andX =ÛŜ 1/2 = AÛŜ −1/2 , adding and subtracting appropriate quantities, and using the linearity of the trace and T m , we have
Applying the triangle inequality, Cauchy-Schwarz and submultiplicativity, we have
By definition of T m , each row of Z ∈ R n×d appears in
rows of T m (Z), and thus
Using this fact and applying Lemma 4,
Similarly, this time using Lemma 5,
Combining Equations (18) and (19) and using the fact that
by Assumption U2, it follows that with probability at least 1 − Cn −2 ,
where we have used the fact that m is assumed constant in n.
Returning to Equation (17), it remains to bound
and note that for some constant C F,h < ∞ depending on h and F but not depending on n,
where we have again used Assumption U2. With this definition, let u s ∈ R n , s = 1, 2, . . . , d be the eigenvectors of P with non-zero eigenvalues (i.e., the columns of U ), so that u s,i denotes the i-th entry of the s-th eigenvector of P . Then 
The second term is bounded by 
where the first inequality follows from the Cauchy-Schwarz inequality, and the second inequality follows from Equation (21), the fact that u s = 1, the fact that P Equation (12). For fixed s ∈ [d], the sum over 1 ≤ i < j ≤ n in (22) is a sum of independent mean-0 random variables. Hoeffding's inequality combined with Equation (21) n − 1 m − 1 n log n.
Applying Equation (12) to bound λ −1/2 s and using Assumption U2, it holds with probability at least 1 − Cn −2 that Lemma 7. Let (A, X) ∼ RDPG(F, n) for some d-dimensional inner product distribution F , so that X 1 , X 2 , . . . , X n i.i.d.
∼ F and letX = ASE(A, d), with rows given byX 1 ,X 2 , . . . ,X n ∈ R d . For each c ∈ C n m , let Z c ∈ R md be some point on the line segment connecting (XQ) c and X c . Suppose that h : (R d ) m → R a kernel, symmetric in its arguments, satisfying Assumptions U1 and U2. Let v ∈ R C n m be a fixed vector and let Q ∈ R d×d be the orthogonal matrix guaranteed by Lemma 1. For all suitably large n, with probability at least 1 − Cn Proof. Let Q ∈ R d×d be the orthogonal matrix guaranteed to exist with high probability by Lemma 1. By Assumption U2, Lemma 1 implies that eventually X c , (XQ) c ∈ S for all c ∈ C Lemma 7 similarly implies that √ n 2 n m c∈C n m (XQ − X) T c (∇ 2 h)(Z c )(XQ − X) c ≤ C log 2 n √ n , both holding with probability 1 − Cn −2 , and thus √ n Û n − U n ≤ C log 2 n √ n .
The Borel-Cantelli lemma implies that √ n(Û n − U n ) → 0 almost surely, as we wished to show.
Proof of Theorem 2. By Slutsky's theorem, it will suffice for us to show that
since √ n(U * n − θ) L − → N (0, m 2 ζ 1 ) by our assumption that U * n is distributionally consistent. Applying an expansion similar to that in Equation (25) Condition on the weight vector W ∈ R C n m , which is independent of (A, X) ∼ RDPG(F, n). Applying Lemmas 6 and 7 with v c = √ nW c / n m implies that with high probability,
where we have again used the fact that m is constant in n. Unconditioning, Assumption W1 ensures that √ n(Û * n − U * n ) = o(1), which completes the proof.
C Proof of Theorems 3 and 4
Here we give proofs of the sparsity results discussed in Section 3. We first need to ensure that in scaling the latent positions, we do not break the recovery guarantees of the ASE.
Lemma 8. Let ρ n → 0 be a sparsity parameter, satisfying ρ n n = ω(log n). Let F be a distribution on R d with the property that for all suitably large n it holds for all x, y ∈ supp F that ρ n x T y ∈ [0, 1]. Let X 1 , X 2 , . . . , X n be drawn i.i.d. from F and, conditional on these n points, for all suitably large n such that the Bernoulli success parameter makes sense, generate symmetric adjacency matrix A with independent entries A ij ∼ Bern(ρ n X T i X j ). LettingX = ASE(A, d), there exists a sequence of orthogonal matrices Q ∈ O d such that X Q − √ ρX 2,∞ ≤ log n √ ρn
Proof. Writing E[A | X] = ρP = ρXX T ∈ R n×n and letting κ(M ) denote the ratio of the largest and smallest non-zero singular values of matrix M (i.e., the condition number ignoring zero eigenvalues), using Lemma 1 in Levin et al. (2019) , there exists a matrix Q ∈ O d such that with high probability
provided that
for some nonnegative constant C 0 < 1. Our assumption that nρ = ω(log n) is enough to ensure that Theorem 3.1 in Oliveira (2009) applies, and we have that
By Equation (12) in Lemma 3, we have λ d (P ) = Θ(n), whence λ d (ρP ) = Θ(ρn). Since ρn = ω(1) by assumption, it follows that A − ρP = o(λ d (ρP )), and we conclude that the bound in Equation (27) holds eventually.
We turn now to bounding the right-hand side of Equation (27 Recalling that the dimension d is constant, a union bound over all k, ∈ [d] and an application of the Borel-Cantelli Lemma implies that
A similar argument shows that (A − ρP )U 2,∞ = O(log 1/2 n).
Applying Equations (28), (29) and (30) to the right-hand side of Equation (27), X − ρX 2,∞ ≤ C log 1/2 n √ ρn + Cκ(ρP )ρn log n (ρn) 3/2 .
Since Equation (32) holds under the couplingν, we havẽ
