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ABSTRACT
Genome-wide association studies (GWAS) have become the main approach for studying the genetic
architecture of common diseases and traits. GWAS correlate variants at genomic loci with the trait
under study. Recovery of the important genes from these loci, however, is not always straightforward.
Recent evidence suggests the majority of associations found in GWAS do not change the protein-coding
region of genes, but instead affect the regulation of gene transcription. Since regulatory regions like
enhancers can be hundreds of kilobases away from their target gene’s promoter, a GWAS locus may
reasonably contain several plausible candidate genes. Methods to computationally select or prioritize
these candidates can help save researcher time and/or verify decisions. The purpose of this study was to
build such a method. The approach in this study used orthogonal evidence from protein-protein
functional networks to score each candidate, under the assumption that the true causal proteins were
functionally related.
Various choices in the computational method were evaluated. The use of kernels to measure
similarity between candidates in the protein-protein network was found to improve prioritization
performance. The best choice of kernel was found to be dependent on the structure of the underlying
protein-protein network. Different approaches to score candidates, given their functional similarities to
the other candidates, were also tested. The best approach was found to score highly those candidates
that not only were functionally similar to other candidates, but participated in dense modules of
candidates that all were functionally similar to each other.
The computational approach in this study outperformed previously published computational
methods for prioritizing GWAS candidate genes, while still being orders of magnitude faster in
computation time.
The source code for this computational method is publicly available on GitHub
(http://www.github.com/kcanderson/promising).
The form and content of this abstract are approved. I recommend its publication.
Approved: Sonia M. Leach
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The National Human Genome Research Institute (NHGRI) has cataloged more than 60,000 unique
associations between common human genetic variation and traits and diseases[41]. These associations
involve over 5,000 traits and span more than 14,000 unique single-nucleotide polymorphisms (SNPs)[5].
This wealth of data is only the first step in understanding the biological mechanisms responsible for the
traits. Interpreting it is one of the major tasks in modern biology. A better understanding of the
biological mechanisms of common diseases, for example, has the potential to greatly alleviate human
suffering. The goal of this study is to methodically construct a computational method that has the
potential to help researchers interpret GWAS data, like that cataloged by the NHGRI.
This section introduces the candidate prioritization problem as it relates to this study. It discusses
how the problem is framed, then briefly describes the workflow for prioritizing the candidates.
Prioritizing candidate genes from GWAS signals
GWAS implicate regions in the genome correlated to some phenotype. Recovery of the causal
gene(s) from these genomic signals is impeded by a number of factors. The most significant variant in a
particular signal might have no causal relationship to the trait, but be linked to the true causal
SNP(s)[7]. Alternatively, the signal might be indistinct and broadly cover a number of gene candidates.
Even well-defined peaks might not be centered on the causal gene. Indeed, recent evidence suggests the
causal gene is often not the closest to the most significant SNP[3]. This may occur because the causal
polymorphism is in linkage disequilibrium, or because the causal SNP itself regulates the expression of a
distal gene[32]. Taken together, these difficulties demonstrate the need for supplementary techniques to
help map GWAS signals to the responsible genes.
The potential difficulties of interpreting GWAS signals are demonstrated in the genetic associations
found for obesity. One of the strongest signals is contained within the intron of the FTO gene[9].
Because of the signal’s genomic location, the FTO gene was naturally thought to be the likely candidate
on which the signal was acting. Recent evidence suggests that the variant may be acting, instead, on
the IRX3/IRX5 locus that is approximately 1.2 megabases away[6]. The location of the FTO signal
contains a conserved ARID5B binding site, and there is significant evidence that the ARID5B binding
site in the FTO intron is a long-range repressor of IRX3 and IRX5[16]. It is unknown how many GWAS
signals act on genes that are megabases away, but considering such long-range regulation may help
demystify many associations.
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Though complex traits are polygenic and involve modest effects, the causal genes are often
participants in a key set of important pathways or processes[5]. It has been shown, for instance, that
disease genes tend to be functionally related to each other[2]. Orthogonal information from sources like
pathway databases or ontologies can therefore be helpful in interpreting the GWAS signal. This existing
knowledge can be used to prioritize candidate genes for follow up studies, to suggest underlying
biological mechanisms, or to validate hypotheses about the putative genes. Existing knowledge can also
effectively increase the power of the experiment by considering higher-order biology rather than the
effect of a single variant[17]. Such approaches may help account for the so-called “missing heritability
problem”. Plausible signals that fail to reach genome-wide significance can be incorporated based on
their functional coherence with the stronger signals. Notable examples of weaker GWAS signals (with p
values > 5× 10−8) enriching our understanding of the genetic architecture of complex traits include
Crohn’s disease[26], type 2 diabetes[26], and cardiovascular traits[36].
There are many other approaches for integrating existing knowledge with GWAS signals. One
popular choice is an adaptation of Gene Set Enrichment Analysis (GSEA)[20]. The approach first ranks
candidate genes based on their markers’ linkage disequilibrium to the significant single nucleotide
polymorphisms (SNPs). It then uses standard GSEA to ask if gene sets from known pathways tend to
be found at the head of the rankings. The approach is simple but has limitations. As has already been
mentioned, the causal gene is often not the closest gene to a significant SNP[3]. This suggests that
linkage disequilibrium may not be the best criteria for ranking the candidates. Selection of gene sets for
GSEA is also a problem, as pathway databases are incomplete and biased[1].
Another popular method is Gene Relationships Across Implicated Loci (GRAIL)[33]. It uses text
mining of PubMed abstracts to measure similarity between candidate genes, and prioritizes those genes
that are similar to other candidates. GRAIL’s dependence on text mining has trade-offs. It uses a
co-occurrence method to mine for gene associations, which can introduce errors[42]. Additionally, there
are various publication biases inherent in PubMed, such as a tendency to report positive results more
than negative results and certain topics that are more fashionable than others[14]. Though GRAIL and
GSEA are popularly used for GWAS data, many other approaches for integrating existing knowledge
have been proposed.
The computational method developed in this study uses existing knowledge from protein-protein
networks to help prioritize the candidates. These networks are thought to better represent relationships
between genes and processes than gene sets in GSEA[1]. GSEA only considers flat sets of genes,
whereas networks have far more structure. This study’s method should also suffer less publication bias
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than the text-mining approach used in GRAIL, because protein networks incorporate data from
genome-wide assays that are mostly free from human prejudices. Previous studies have shown that
disease genes tend to interact with each other[15] and agglomerate in disease modules in protein-protein
interaction networks[12][18]. This tendency has been exploited by a few prioritization approaches that
search for dense modules formed by the candidates. Those methods will be discussed in greater detail in
chapter III. The search for dense modules is the central intuition behind this study.
Framing the prioritization problem with disjoint gene sets
The method described in this study simultaneously prioritizes the candidates found in disjoint gene
sets. To do so, the candidates are projected onto a protein-protein functional network. A candidate is
prioritized highly if it participates in well connected modules with candidates from opposing gene sets.
There are several assumptions in this approach. One is “guilt-by-association.” That is to say, if gene A
participates in a biological process, and it is connected to gene B in the underlying network, then B is
likely to play a role in the process as well.
The method makes two additional assumptions. The first is that the sets of candidate genes are
disjoint. The second is that each set contributes to the process(es) of interest. Note that the second
assumption does not mean every gene makes a contribution, only that at least one gene from each set
does. In practice, this assumption is flexible, and the method will tolerate some gene sets that are
purely noise and unrelated to the process of interest.
The above framing is fairly unique and has some advantages. The approach does not require a priori
functional knowledge of the disease or trait. Instead, all the candidate genes are prioritized
simultaneously according to their functional coherence with each other in the underlying protein-protein
network. To the author’s knowledge, there are very few computational approaches that frame the
problem in a similar manner with disjoint gene sets (see chapter III for a discussion of those
approaches).
Overview of approach
The problem discussed above was broken down into a few broad steps. Figure I.1 depicts the
approach taken. The results of an experiment are used to populate candidate gene sets. In a GWAS
experiment, for example, each associated locus defines a particular set. The prioritization method takes
the gene sets and a protein-protein network as input and returns scores for each candidate. The method
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generally has two parts.
It first computes pairwise functional similarities between candidates using graph theoretic measures
on network connectivity (see chapter II). Though the protein-protein networks themselves are sparse,
many measures of similarity used in this study are capable of specifying some notion of relatedness
between any two nodes, regardless of whether they are directly connected in the protein-protein
network. Chapter II discusses the use of kernels on graphs to measure similarity between candidates
and evaluates their effectiveness.
The candidates contained in the different gene sets then induce a k-partite graph (where k is the
number of gene sets), where candidates within the same set are unconnected, and weights to candidates
on opposing sets are given by the measure of similarity between them. This k-partite graph is used to



































Figure I.1: General workflow for candidate prioritization. Four example disjoint gene sets contain candidate genes.
Functional similarity between the candidates is calculated using a protein-protein network, producing a k-partite
subnetwork (edge thicknesses represent the amount of functional similarity). Each candidate is then scored based
on its similarity to candidates in opposing gene sets. Candidate a, for example, would likely score highly, as it
participates in a relatively strong module with nodes b, c, and d.
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CHAPTER II
COMPUTING FUNCTIONAL SIMILARITY USING KERNELS
This chapter describes kernels on graphs and attempts to compare their ability to quantify
functional relationships in protein-protein networks. In doing so, the optimal kernel (with tuned
parameters) for each protein network can be used for candidate prioritization in the following chapters.
Introduction
A kernel is a symmetric function k : Ω× Ω → R that can be considered an inner product in some
feature space Ω. For kernels on graphs, the kernel operates on nodes in the graph, and the feature space
is typically the node’s adjacency vector. For the purposes of this study, a kernel intuitively defines
similarities between nodes in a graph. Let K be the kernel matrix for kernel function k, where
Kij = k(xi, xj), or the value of the kernel between nodes i and j. K is positive semidefinite by
definition, though this property is not important here. Some of the similarity measures described below
may not meet the positive semidefinite criteria.
Some of the first kernels on graphs were described in terms of “diffusion”[23, 21], like the von
Neumann and exponential diffusion kernels. Diffusion may be thought intuitively in the following
manner. Imagine an injection of mass in a node that diffuses through its edges in proportion to its edge
weights. Over a short period of time, the mass will be found in the initial node’s immediate
neighborhood. As the diffusion process continues in time, the mass will tend to reach the nodes that are
most accessible to the initial injection site. Eventually an equilibrium will be reached, with an equal
amount of mass in every connected node in the graph. Any particular node’s similarity to the initial
injection site is some function of the mass that flowed through it during the diffusion process. Some
diffusion graph kernels emphasize immediately accessible neighbors, while others stress more global
features of the graph. For example, both the von Neumann and exponential diffusion kernels have decay
terms that limit the importance of the diffusion process over time. The exponential diffusion kernel’s
decay term is stronger, however, so it favors more local graph structures, whereas the von Neumann
kernel considers more of the global structure.
The conceptual difference between local and global structure within the network will be very useful
in this chapter (and beyond). The local structure is concerned with a small subset of the network,
disregarding the remainder of the graph’s structure. For example, one might consider the immediate
neighbors of a particular node and disregard the rest of the network. As another example, the minimum
shortest-path distance between two nodes only considers the path that minimizes the distance, and
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disregards all other global information. The global network structure, on the other hand, considers the
totality of the network. The diffusion process described above, for example, is sensitive to all paths
through the network connected to the initial injection site (though it may penalize paths that seem
irrelevant).
For graphs with small diameters (where the maximum shortest-path distance is relatively short), the
shortest-path distance will be poor at discriminating between nodes, because all nodes are close
together. There still might be useful information embedded in the global structure that can help
discriminate between two nodes, however. Consider figure II.1. For all four topologies, the shortest-path
distance is two edges. The graph kernels utilize the global structure to discriminate between the four
cases. The commute-time kernel prefers a simple direct path between nodes, so long as that path
contains no hubs (hubs are nodes that have far more direct neighbors than the average connectedness in
the graph). The diffusion-based kernels prefer two nodes to have many direct connections between them
and few unrelated connections to hubs.
Other kernels on graphs introduce regularization, like the Laplacian exponential diffusion or the
regularized Laplacian kernels[37]. Regularization is a technique that uses additional information to
constrain the kernel and help prevent overfitting. The regularization induced by the Laplacian-based
graph kernels scale a node’s edge weights by the sum of all its edge weights. This effectively reduces the
importance of hubs.
Still other kernels are described in terms of random walks, like the commute-time kernel[10].
Intuitively, the commute-time between nodes a and b is related to the expected amount of time for a
random walk from a to b and back to a.
The ability of these graph kernels to discriminate between nodes depends on properties of the graph
itself. A kernel that works well on a graph with a large diameter may fail if additional edges are added.
This chapter is concerned with evaluating the performance of graph kernels on three different
protein-protein functional networks. It further seeks to generalize relationships between the given
network properties and the choice of graph kernel.
Methods
This methods section describes an evaluation of graph kernels on protein-protein functional
networks. It first introduces the graph kernels. Next, the protein networks are described. Finally, the
evaluation method and metrics are explained.
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Kernels used for evaluation
Let A be the adjacency matrix representation of a (possibly weighted) graph, and let Amn be the
value of A at row m and column n. A is assumed to be undirected (this study did not deal directed
graphs), so note that A is symmetric (Amn = Anm). Let D be the degree matrix, which is a square,
diagonal matrix for which Dmm =
∑n
i=1 Ami, or the generalized degree of node m. Then the Laplacian
of a matrix is defined L = D −A. Also note that xT is the transpose of x, ‖x‖ is the L2-norm of x, and
I is the identity matrix, a square matrix of ones along the diagonal and zero everywhere else. The
following measures of similarity were evaluated on the protein-protein networks.
von Neumann The von Neumann kernel is a diffusion-based kernel with a free parameter, α, that
controls the forcefulness of the diffusion process. Small values of α produce less forceful diffusion, which
emphasizes the local structure over the global structure in the graph. The α parameter is valid between
zero and one.





Regularized Laplacian The regularized Laplacian kernel is similar to the von Neumann kernel, except
that the amount of diffusion out of a node is regularized by its degree. Intuitively, this reduces the
importance of hubs. It has one free parameter, α, that is similar to the free parameter in the von
Neumann kernel.





Exponential diffusion The exponential diffusion kernel is similar to the von Neumann kernel, but with
a diffusion process that is less forceful (the decay term here is a
k
k
instead of ak). It has a free parameter,
α, that is similar to the von Neumann kernel’s free parameter.





Laplacian exponential diffusion The Laplacian exponential diffusion kernel is dampened like the
exponential diffusion kernel and is regularized like the regularized Laplacian kernel. It has a free
parameter, α, that is similar to the von Neumann kernel’s free parameter.
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Commute-time The commute-time kernel is related to the expected time for a random walk between
two nodes. It has the advantage of having no free parameters. Let n be the number of nodes in the
network, and let 1 be a ones column vector of length n. So 11T is an outer product that produces an
n× n matrix of all ones.
KCT = (L− 11
T /n)−1 + 11T /n
Cosine The cosine between two nodes is related to the number of direct neighbors they share in
common, normalized by their total number of direct neighbors. It approaches one as the number of
shared, one-step neighbors increases. As the cosine disregards all neighbors more than one step away, it




Shortest-path The shortest path kernel applies a Gaussian kernel to the shortest path distances
between nodes. Let dij be the shortest path between nodes i and j. There is one free parameter, σ, or
the bandwidth. Larger values of σ decrease the similarities between nodes. The value chosen for σ is





Protein-protein networks used for evaluation
Three different publicly available protein-protein functional networks were used for the evaluation:
STRING version 10[39], the co-functional network used by default in the Prix Fixe method[40], and
InWeb version 2015_11_02 [25]. In addition to being popular and publicly available, they span a broad
range of network properties, and therefore represent an appropriate testing set.
Table II.1 shows various basic properties for the three networks. STRING and InWeb are similar to
each other in most metrics. For both, the average path length between any two nodes is around 2.6
edges, and the clustering coefficient, a measure of cliqueness of the network (where 1 means one’s
neighbors always form a complete clique), is about 0.4. The Prix Fixe co-functional network (PF-cfn),
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on the other hand, has an order of magnitude more edges than the other two. Additionally, it has a
larger clustering coefficient and an average path length under two. The longest path between two nodes
(the diameter) is significantly shorter in PF-cfn than the other two networks. Overall, PF-cfn is much
denser, and its nodes tend to be closer to each other. The structural differences between these networks
should influence the effectiveness of the graph kernels.
STRING STRING is composed of knowledge from various sources, including high-throughput physical
interaction experiments, text mining from biological publications, pathway databases, and gene
coexpression assays. The STRING network gives a confidence value between zero and one for each edge
and each data source. The data sources are combined using a noisy-OR operator into a composite score.
To reduce the possible influence of feedback bias in this evaluation, the text mining component of
STRING was removed. A new combined score was computed by taking the noisy-OR of all the sources
besides the text-mining component. Edges with a combined score of less that 0.15 were removed. The
Ensembl protein identifiers used in STRING were mapped to Ensembl version 85 gene identifiers[29].
PF-cfn The Prix Fixe co-functional network (PF-cfn) was constructed using data from known genetic
interactions, shared Gene Ontology terms[8], gene co-expression, transcription factor binding, protein
domains, and protein interactions[40]. The PF-cfn is unweighted and undirected. The network uses
Entrez identifiers[27]. The Entrez identifiers were mapped to Ensembl version 85 gene identifiers[29].
InWeb InWeb is a weighted network whose edge weights are based on several sources of data,
including interaction and pathway databases. The evidence from all the databases is combined into a
single score between zero and one. The edge weights were retained. The UniProt accession numbers
used by InWeb were mapped to Ensembl version 85 gene identifiers[29].
Evaluation strategy
The graph kernels defined earlier in this chapter were evaluated based on their ability to recapitulate
“missing” functional information in each network. One way to evaluate the ability of a graph kernel to
predict missing edges is simply to remove an edge and observe the result. One would expect, on
average, the measure of similarity computed by the graph kernel between the nodes with the removed
edge to be larger than the similarity between nodes correctly lacking an edge in the original network.
Being able to compensate for missing connections is important because most protein functional network
are incomplete (our understanding of protein function and protein interactions is limited in most
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contexts). Moreover, kernels that are better able to predict these missing connections are likely better
at extracting important details from the global structure of the network. This idea motivates the
evaluation method used in this chapter.
Evaluation was done by comparing two distributions of the kernel values for each network. The first
distribution was the kernel values between nodes lacking an edge in the source protein network (called
non-existent here). The second distribution was the kernel values between nodes that ought to have had
an edge in the source protein network, called the missing distribution. Depending on the network, this
edge was either removed during a subsampling procedure (see methods for PF-cfn below), or was known
to be included in later versions of the network (see STRING and InWeb methods below). Either way,
there was evidence that the pairs of nodes represented in the missing distribution should be
functionally related, while there was no known evidence to support a functional relationship between
pairs of nodes represented in the non-existent distribution.
Evaluation metric
Once the non-existent and missing distributions were computed, their medians were compared. The
distance between them was calculated as a multiple of the interquartile range (IQR) of the non-existent
distribution (called the IQR distance). See figure II.2 for visual examples of this measurement. The
larger the IQR distance, the better the kernel’s ability to predict missing connections in the underlying
network. Likewise, an IQR distance of zero means that the medians of the two distributions are
indistinguishable, and the kernel has no ability to predict missing connections in the network.
Evaluation on STRING
The following details describe how the non-existent and missing distributions were computed on the
STRING network. The STRING consortium occasionally releases new versions of its protein-protein
network. Version v10, released in April 2016, is used throughout this document. The latest version,
v10.5, was released in May 2017[39]. Approximately four million edges were added between STRING
v10 to v10.5. From the perspective of STRING v10, these four million edges supplied the pairs of nodes
for the missing distribution. Each tested kernel was calculated on STRING v10, and kernel values for
the four million added nodes were placed into the missing distribution. The non-existent distribution
was sampled by collecting the kernel values for 10, 000 randomly selected pairs for which neither
STRING v10 nor v10.5 had an edge (10, 000 observations was believed to be sufficient to capture most
of the detail of the distribution).
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Evaluation on InWeb
Like STRING, the maintainers of the InWeb network occasionally release new versions of their
network. Version 2015_11_02 is used throughout this document. The newest version, 2016_9_12,
contains about 90, 000 additional edges. As was done with STRING (see above), these 90, 000 edges
supplied the pairs of nodes used in the missing distribution. The non-existent distribution was also
derived in a similar manner as the STRING network above.
Evaluation on PF-cfn
Only one version of PF-cfn exists, so the strategy used for STRING and InWeb could not be re-used
here. Instead, the edges of PF-cfn were randomly subsampled to produce a new network, called
PF-cfn-sub. Approximately 5% (about 460, 000) of PF-cfn’s edges were removed. Each tested kernel
was calculated on PF-cfn-sub, and the kernel values between the nodes of the removed edges were used
to construct the missing distribution. The non-existent distribution was again sampled by taking the
kernel values between 10, 000 randomly sampled pairs of nodes that did not have an edge in PF-cfn or
PF-cfn-sub.
One drawback of subsampling is that it attenuates the original network. The goal of this chapter is
to optimize the graph kernel to each particular protein network. The subsampled network will have
slightly different characteristics, which may influence the performance of the kernel. This effect should
be small when retaining 95% of the original edges, but ideally one would optimize on the actual
network, as was possible with STRING and InWeb.
Parameter sweep
The diffusion kernels have free parameters. A sweep of the appropriate parameter space was also
performed. The parameter space for α (valid between zero and one) was logarithmic swept from 10−7 to
1.
Results and discussion
For each network, kernel, and parameter value, the IQR distance was calculated. The results are
shown in table II.2.
The shortest-path kernel was a very poor performer on all three networks. Its IQR distance was zero
on the PF-cfn, because the medians of both the non-existent and missing distributions were exactly the
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same (a shortest-path distance of two edges). This was not surprising, as the PF-cfn network had the
shortest radius, diameter and average path lengths. In fact, the shortest path between any pair of nodes
was two or less about 80% of the time.
The cosine kernel performed better than the shortest-path or commute-time kernels for all three
networks. It performed particularly well on PF-cfn. This is likely attributable to the properties of the
network, as the cosine kernel only considers the fairly local structure around nodes (the one-step
neighborhood). Because of PF-cfn’s density, much of its information was embedded within that
one-step neighborhood.
The commute-time kernel also performed poorly on all networks. It has been noted that the kernel
struggles on large networks[22]. As the number of edges in the network increases, the commute-time
distances between nodes are influenced more by the number of edges the nodes have, rather than the
global paths through the network.
There were several general trends observed with the diffusion-based kernels. When considering the
best-performing parameter for a given kernel, the IQR distances were largest on the InWeb network and
smallest on PF-cfn. This was likely due to differences in the structures of the three networks. As table
II.1 shows, the InWeb and STRING networks are much sparser and have longer average path lengths
than PF-cfn. Much of the information in the PF-cfn is embedded in its local structure. Conversely, the
diffusion kernels have more opportunity to exploit the global structure of the InWeb and STRING
networks.
Another trend was the relationship between the IQR distances and the value of the free parameter,
α and the IQR distance (see figure II.3). Performance on STRING and InWeb climbed with increasing
values of α until around α = 10−3, then steeply dropped. Recall that α intuitively controls the
emphasis on the global structure of the network, where smaller values have a less forceful diffusion
process that emphasize the network’s local structure over the global structure. For STRING and
InWeb, the diffusion process with α = 10−3 considered the ideal amount of the network. On the much
denser PF-cfn network, the performance was mostly stable until α reached 10−4, and dropped at 10−3.
This likely meant that the ideal diffusion process considered only a path length of one. The
performance dropped once the α parameter started to emphasize more of the network.
The regularized Laplacian kernel was the best performer on both STRING and InWeb.
Interestingly, the kernel was substantially better than its closest competitor on STRING, but was not as
dramatically a winner on InWeb. The regularized Laplacian kernel normalizes by the generalized degree
of each node. The qualitative difference observed between STRING and InWeb might be due to
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differences in their most-connected hubs. In STRING, polyubiquitin-C (UBC) was the best-connected
hub (see table II.1). It had a generalized degree of 12446.7, which was more than six times the
generalized degree of the next-most promiscuous node. In InWeb, UBC was also the best-connected
hub, but it only had a generalized degree of 1610.8, which was only 1.4 times the next-most
promiscuous node. The regularization applied by the kernel likely had a much greater effect on
STRING simply because of the structural differences induced by UBC. The regularized Laplacian kernel
did not appear to outperform the other diffusion-based kernels on the PF-cfn network (all diffusion
kernels showed similar performance when α < 10−4). This was likely because PF-cfn did not have as
dramatic hubs as the other networks. For example, the best-connected node, OHN1, had only 10 times
the number of connections as the average node in the network. In contrast, UBC had a generalized
degree that was 215 times greater than STRING’s average degree.
Although most diffusion kernels showed a performance drop at α = 10−3 on the STRING and
InWeb networks, the exponential diffusion kernel was mostly invariant with α. More research is needed
to determine why this was the case. However, the lack of a performance increase around α = 10−3 was
likely because it did not penalize hubs. The lack of a steep decline with larger values of α may have
been because the exponential diffusion kernel naturally had a less forceful diffusion process that
considered less of the global network even when α was larger.
The best performance on the STRING and InWeb networks was achieved by the same kernel and
free parameter combination, the regularized Laplacian kernel with α = 0.001. The best performer on
PF-cfn was the von Neumann kernel with α = 0.000001.
Conclusion
In this chapter, graph kernels were evaluated on protein networks based on their ability to
recapitulate “missing” functional information. This predictive ability should be useful for gene
candidate prioritization. In the next chapters, the regularized Laplacian kernel with α = 0.001 will be
used on STRING and InWeb, and the von Neumann kernel α = 0.000001 will be used on PF-cfn.
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Table II.1: Basic properties of networks used in evaluation.
Network property STRING InWeb PF-cfn
Weighted or unweighted edges? weighted weighted unweighted
Nodes 16,868 18,112 17,429
Edges (edges per node) 975,199 (57.8) 612,996 (35.2) 9,168,730 (506.2)
Most connected hub (generalized degree) UBC (12,446.7) UBC (1,610.8) OHN1 (5,402)
Number of connected components 9 4 4
Nodes in largest connected component 16,845 17,421 18,104
Edges (edges per node) in largest con-
nected component
975,172 (57.9) 612,991 (35.2) 9,168,723 (506.2)
Average path length 2.6 2.62 1.98
Radius 5 4 3
Diameter 9 8 5
Average clustering coefficient 0.39 0.38 0.51
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Figure II.1: Comparison of graph kernels on four simple topologies. Though the minimum shortest-path distance
between the two nodes is always two edges, the graph kernels can discriminate between the different topologies.
The graph kernels are sensitive to the global structure of the network beyond the shortest path.
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    Non-existent edges
in STRING v10 and V10.5






















distance = 7.49 IQRs
(a) STRING: Maximum distance between distributions


























distance = 2.84 IQRs
(b) PF-cfn: Maximum distance between distributions
achieved with the Von Neumann kernel (α = 0.000001).
Figure II.2: Two examples of the distributions used for the calculation of the IQR distance. Within each
subpanel, the distribution on the left side represents the kernel similarities between nodes that did not
have an edge in the source network (non-existent), and the distribution on the right represents the kernel
similarities between nodes whose edge was “missing”. Subfigure II.2a compares STRING v10 to the edges
added in v10.5. Subfigure II.2b compares a subsampled version of PF-cfn (PF-cfn-sub) to the entirety of
PF-cfn. The distance between the medians of the distributions, in terms of the IQR of the distribution
without edges, is overlaid. Larger differences between the two distributions represents greater predictive
ability.








































Figure II.3: IQR distances for the diffusion-based kernels, plotted as a function the kernel’s free parameter, α.
Larger IQR distances mean better kernel performance. This is a subset of the data in table II.2.
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Table II.2: Summary of kernel performance on each network. The IQR distances are colored by performance,
where orange is good performance and red is great performance.
IQR distance
Kernel Parameter STRING InWeb PF-cfn
shortest path 0.993 0.987 0
cosine 1.208 1.924 2.476
commute-time 0.420 0.515 0.890
0.0000001 2.476 10.667 2.701
0.000001 2.305 11.554 2.840
0.00001 2.405 11.849 2.690
0.0001 2.348 11.295 2.593
0.001 2.341 9.766 0.042
0.01 −0.000 1.250 −0.318
0.1 −0.001 0.013 0.032
von neumann
1.0 0.000 0.004 0.029
0.0000001 2.488 11.987 2.727
0.000001 2.989 11.594 2.740
0.00001 3.136 11.189 2.798
0.0001 3.660 12.335 2.566
0.001 7.490 12.900 1.797
0.01 6.626 12.133 1.068
0.1 1.897 4.732 0.894
regularized laplacian
1.0 0.703 1.381 0.903
0.0000001 2.358 11.549 2.716
0.000001 2.354 10.722 2.783
0.00001 2.359 11.548 2.750
0.0001 2.307 11.450 2.671
0.001 2.435 10.420 2.227
0.01 2.293 9.630 0.950
0.1 2.248 8.572 0.942
exponential diffusion
1 2.161 7.281 0.939
0.0000001 2.401 11.785 2.742
0.000001 2.941 11.704 2.815
0.00001 2.939 12.049 2.750
0.0001 2.582 12.061 2.662
0.001 2.003 12.628 2.131
0.01 0.000 1.150 2.375
0.1 0.000 1.103 2.574
laplacian exponential diffusion




The graph kernels described in the previous chapter transform a sparse (but possibly weighted)
protein network to a dense, weighted complete graph. The ultimate goal is to prioritize candidate genes
contained within disjoint genesets (see figure I.1). The graph kernel provides a measure of similarity
between genes in the network. This chapter seeks to score each candidate based on its similarity to
candidates in opposing genesets. A number of possible candidate scoring methods will be defined and
evaluated by their ability to prioritize genes known to cause Mendelian disorders.
Introduction
This section will introduce previously published approaches to gene candidate prioritization that are
relevant to the multi-geneset framing of this study.
Previous approaches to multi-geneset candidate prioritization
A number of approaches to scoring candidate genes using protein-protein networks have been
published, including Prioritizer[11], DAPPLE[35], dmGWAS[19], and Prix Fixe (PF)[40].
In the Prioritizer method, similarities between nodes are given by the Gaussian kernel of
shortest-path distance between them. The method scores a candidate by summing over its kernel
similarities with all candidates in opposing genesets. The code for Prioritizer is no longer available, so it
could not be included in this chapter’s evaluation.
DAPPLE operates directly on an unweighted network, rather than some derived kernel. It scores a
candidate by simply counting the number of edges between it and candidates in opposing genesets (it
also considers two-step “indirect” neighbors). It then uses a permutation strategy to decide if the
number of connections is greater than would be expected by chance. DAPPLE is limited in the total
number of candidates it can consider (no more than 300 at a time), so it was not included in this
chapter’s evaluation.
The dmGWAS and Prix Fixe (PF) methods are included in the evaluation below. Like the DAPPLE
method, they both operate directly on an unweighted network. PF uses a genetic algorithm to find
well-connected modules from the k-partite subgraph induced by the genesets. Candidates are then
scored based on the number of times they belong to strong modules found by the genetic algorithm.
The dmGWAS method uses a greedy algorithm to iteratively grow dense modules. A module is assessed
by the probability of finding as dense a subgraph by chance alone. Each candidate gene acts as a seed
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to build progressively larger modules, so long as the p value decreases at each step.
Methods
This section will describe a scheme to evaluate various approaches to prioritizing gene candidates. It
builds on the previous chapter. Graph kernels supply similarities between candidates. Here the function
scoring each candidate, based on its similarity to candidates in opposing genesets, will be tested. First
the various scoring functions will be defined, then the evaluation method will be described.
Methods for scoring candidates
Suppose one wants to score candidate gene, g, that is a member of geneset sg, itself a member of all
candidate genesets S. Also suppose kij , or the similarity between genes i and j, can be calculated for all
pairs of candidates. The following functions for scoring candidate genes will be tested in the evaluation
below.
SUM scoring The first method is called SUM scoring, because g’s score is simply the sum of its
similarities to all candidates in opposing genesets. The summation is scaled by the size of the given








This scoring method is similar to one used in the Prioritizer method [11] (though Prioritizer uses a
Gaussian kernel on the shortest path distances to determine the candidate similarities themselves).
This method requires quadratic running time in the total number of candidates to compute the
scores for all candidates.
MAX scoring Rather than take the sum over all candidates in opposing genesets, the MAX method
only considers the most similar candidate in each opposing set. This should reduce some of the noise








This method requires quadratic running time in the number of candidates.
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MAX-CLIQUE scoring The MAX-CLIQUE scoring method attempts to account for more than just
g’s immediate similarities to other candidates. The true genes among the candidates are expected to be
functionally similar to one another. The goal is to score highly those candidates that participate in well
connected modules from diverse sets.
Scoring a candidate can be broken down into two distinct procedures. The first finds g’s
neighborhood of functionally similar candidates. The second computes a score given the neighborhood.







The score for g is then calculated by taking the sum of similarities between all unique pairs of
candidates in g’s neighborhood of functionally relevant genes (including g itself). MAX-CLIQUE is
identical to the MAX method above, except that it also sums over the functional similarities between
all pairs of a candidate’s neighborhood. Candidates score highly if they are strongly associated with






The running time of this method is quadratic in the total number of candidates.
MAX-3SETS The MAX-CLIQUE method may miss some true candidates, because it only considers
the neighborhood of functionally similar genes. Ideally one could score g based on its best induced
subgraph containing one gene from every opposing geneset. The PF method uses a heuristic to estimate
such an induced subgraph. The run-time for finding the globally optimal solution, however, grows
exponentially in the number of genesets, and is inappropriate for most biologically-relevant problems.
The MAX-3SETS scoring method estimates the best induced subgraph by considering every







(kgi + kgj + kij)
This method can be thought of as a generalization of the MAX-CLIQUE method that operates on
every combination of three genesets in S (instead of the pairs used by MAX-CLIQUE ).
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Scoring all genes can be done in polynomial time, O(|S|3n3), where S is the set of genesets and n is
the number of genes in the largest geneset. For biologically relevant problems, this score is
computationally tractable.





s1 6=s2,s1 6=s3,s2 6=s3
max
i∈s1,j∈s2,k∈s3
(kgi + kgj + kgk + kij + kik + kjk)
Scoring all genes can be done in polynomial time, O(|S|4n4), where S is the set of genesets and n is
the number of genes in the largest geneset. Though this is typically tractable for most biologically
relevant problems (on a modern PC), generalizing to five or more sets starts to become more
computationally challenging on a typical desktop computer.
Evaluation using Mendelian disease data
Mendelian diseases are caused by a defect to one gene. There are Mendelian diseases that may be
caused by a defect to any of a set of genes. Fanconi anemia, for example, may be caused by a defect to
any of a number of DNA repair genes (19 genes are currently known)[31]. Previous studies have shown
that the genes causing the same Mendelian disease tend to physically interact [35]. Following similar
validation schemes in other candidate prioritization publications [11], the known gene-phenotype
associations from the Online Mendelian Inheritance in Man database[28] (OMIM) were used to evaluate
the various approaches to scoring genes for candidate prioritization.
Creation of artificial loci
OMIM catalogs sets of genes whose defects produce the same Mendelian disease into “phenotypic
series.” The series were downloaded on 24 May 2016. For each cataloged disease, genes mapped to
diseases starting with the “?” character (indicating an unconfirmed or possibly spurious mapping) were
removed. Diseases with fewer than three remaining genes were removed entirely. Each disease gene was
used to seed an artificial locus. Each artificial locus was defined by taking the immediate 25 genes from
either strand closest to the known disease gene (see figure III.1). Ensembl version 85 [29] was used for
genomic locations on chromosomes. If the loci of two disease genes intersected, they were merged into
one locus. If the total number of merged loci was fewer than three, the disease was dropped. The above
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steps reduced the total number of diseases from 359 to 227. This manufactured 1786 total artificial loci
among the 227 diseases (averaging 7.9 loci per disease), containing about 400 genes per disease, of
which an average of 8.5 were the “true” disease genes (the seeds for the loci).
Comparison of candidate scoring methods
For each disease, the artificial loci generated for its genes were prioritized using every combination of
protein-protein network (STRING, PF-cfn, and InWeb) and candidate scoring function (SUM, MAX,
MAX-CLIQUE, MAX-3SETS, and MAX-4SETS ). To further test the utility of the graph kernel, every
scoring function was evaluated using two different notions of similarities between candidates. One used
the network’s adjacency matrix directly (called “amat” here), where the similarity between two nodes
lacking an edge was considered zero. The other notion of similarity used the optimized graph kernel
from the previous chapter (the regularized Laplacian kernel for STRING and InWeb and the von
Neumann kernel for PF-cfn). In total, 30 different combinations of scoring function, protein network,
and similarity measurement were tested.
Inclusion of previous candidate prioritization methods
As an additional comparison, dmGWAS and PF were also used to prioritize the artificial loci for
each disease. dmGWAS version 2.5 (https://bioinfo.uth.edu/dmGWAS/dmGWAS_old.html) was used.
PF was run on a local computer using the publicly-available R code, version 0.1-2
(http://llama.mshri.on.ca/~mtasan/GranPrixFixe/html/). Neither PF nor dmGWAS can operate
on weighted edges, so unweighted versions of STRING and InWeb were used. An edge was included in
the unweighted network simply if the edge existed in the weighted version, regardless of the original
edge weight.
Comparison to random guesser
The performance of the above methods were also compared to a scorer that randomly assigned a
score to each candidate. For each disease, the random guesser assigned candidate scores with uniform
probability between 0.0 and 1.0.
Evaluation metrics
The known disease genes used to seed the loci were considered members of the “ground truth” set of
genes used to evaluate the methods. For each disease, the various methods were evaluated using two
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metrics: the number of “true” disease genes contained within the top 20 prioritized candidates, and the
enrichment of the “true” disease genes among candidates in all loci. To calculate the enrichment
statistic, the candidates were ranked according to their score (from highest to lowest priority), and the
standard gene-set enrichment analysis (GSEA) enrichment statistic was calculated using
GSEAPreranked[34]. This produced a number between 0.0 and 1.0, where a value of 1.0 meant that all
the “true” disease genes were prioritized before all other candidates.
For a given disease, there were occasionally “true” disease genes that could not be given a score by a
method. This could happen because the underlying network had no node representing the gene. For
methods that directly used the underlying network’s adjacency matrix (including PF and dmGWAS), it
could also occur if the gene had no edges to any candidates in opposing loci. Because the graph kernel
supplies similarities between any two nodes in the network (so long as they are part of the same
connected component), methods that used the graph kernel generally were capable of scoring more
candidates. For a given underlying protein-protein network, only the candidates that all methods could
give a score were considered when calculating either of the evaluation metrics mentioned above.
Results and discussion
The number of known disease genes that were prioritized among the top 20 candidates for each
disease are summarized in table III.1. The distribution of GSEA enrichment statistics is shown in figure
III.2. A number of trends in the data were observed.
One trend was that scoring functions tended to have better performance when using the graph
kernel than when directly using the network’s adjacency matrix. This trend is nicely demonstrated in
figure III.2. For a given scoring function, the left (blue) side represents the distribution of enrichment
statistics when measuring similarities using the adjacency matrix, and the right (orange) side represents
the enrichment statistics when measuring similarities with the graph kernel. The orange distribution
tended to have larger enrichment statistics (larger values mean better performance). The effect size
varied, though. The differences in performance on STRING and InWeb were much more profound than
PF-cfn. This was likely due to structural differences between the networks. The adjacency matrix only
used the local structure of the network, whereas the graph kernel utilized the global structure of the
network. The PF-cfn was much denser in edges and had shorter average path lengths than the other
two networks. It was previously shown that the graph kernel was a much better predictor of the missing
connections on STRING and InWeb than on PF-cfn (see figure II.2), likely driven by the same
structural differences at play here.
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Another trend was the difference between the previously published methods (dmGWAS and PF)
and the scoring methods defined in section III. On STRING and PF-cfn, the scoring functions defined
in this study universally outperformed dmGWAS and PF. This performance difference was observed
when using similarities directly from the adjacency matrix or using similarities from the graph kernel.
In fact, dmGWAS and PF did not perform better than the random guesser on these networks. However,
the dmGWAS and PF methods performed much better relative to the other scoring functions on PF-cfn
(the default network for the PF method). Once again, these differences were likely driven by the
structural differences in the networks. The dmGWAS and PF methods could not use graph kernels to
measure similarities between candidates, so they need as much information embedded in the local
network (the one-step neighbors of the candidates) as possible.
Finally, trends were observed in the performance of the scoring functions defined in section III. On
all networks, MAX-3SETS and MAX-4SETS outperformed SUM, MAX, and MAX-CLIQUE. On the
PF-cfn and InWeb networks, MAX-3SETS and MAX-4SETS showed very similar performance. On
STRING, the MAX-4SETS scoring function had noticeably better performance than MAX-3SETS.
This trend in performance likely relates to whether a scoring function is more local or global in
scope. The SUM and MAX methods only consider a candidate’s functional similarity to other
candidates on opposing loci. They simply search for a candidate’s functionally similar partners. The
MAX-3SETS and MAX-4SETS methods search for functionally related modules. Intuitively, they
prefer dense modules of candidates that are all fairly functionally related, rather than isolated pairs of
candidates that are very functionally similar. The MAX-CLIQUE method does not search for modules
that are strongly functionally related, but it does include the functional similarities among a candidate’s
strong partners in its calculation. The performance of MAX-CLIQUE was general very similar to the
SUM and MAX methods, whereas MAX-3SETS and MAX-4SETS had the best performance. This
suggests that searching for cohesive, functionally-related modules is more important than considering
the most strongly related pairs.
Conclusion
This chapter evaluated a number of methods for prioritizing the genes involved in Mendelian
diseases. The MAX-4SETS scoring function outperformed all the others defined in section III and two
previously published prioritization, dmGWAS and PF. Additionally, this chapter demonstrated the
utility of using graph kernels on protein-protein networks when prioritizing candidate genes for
Mendelian diseases.
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Table III.1: Number of known disease genes prioritized in the top 20 for all diseases in the OMIM task. In
parentheses, the average percentage of all disease genes that were prioritized in the top 20. The amat columns
directly used the edges in the network (the adjacency matrix) to score each candidate, whereas the kernel used
the graph kernel to measure similarity between candidates. The previously published methods dmGWAS and
Prix Fixe (PF) are shown with a gray background. The dmGWAS and PF methods could only operate on the
unweighted adjacency matrix, not the weighted complete graph induced by the graph kernel.
STRING InWeb PF-cfn
Method amat kernel amat kernel amat kernel
dmGWAS 135 (17.1%) 157 (31.2%) 209 (16.4%)
Prix Fixe 243 (26.6%) 185 (36.8%) 362 (29.5%)
SUM 319 (36.9%) 400 (43.0%) 223 (41.0%) 220 (40.3%) 316 (26.9%) 318 (26.8%)
MAX 345 (39.5%) 476 (50.1%) 224 (40.7%) 234 (42.0%) 208 (17.2%) 326 (27.9%)
MAX-CLIQUE 368 (40.8%) 448 (47.7%) 220 (40.4%) 225 (40.8%) 233 (18.1%) 403 (32.1%)
MAX-SUM3 365 (39.6%) 543 (53.0%) 223 (40.9%) 241 (43.4%) 318 (24.7%) 371 (31.1%)
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Figure III.1: Depiction of the creation of artificial loci for the Mendelian prioritization task. Each disease gene
seeded a locus containing its closest 25 genes in either direction.
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Figure III.2: Distributions of GSEA enrichment statistics of known disease genes among all prioritized candidates.
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CHAPTER IV
APPLICATION ON COMPLEX TRAITS
Though the genes responsible for Mendelian diseases often physically interact and thus are well
connected in protein-protein interaction networks[35, 4, 24], using those networks to prioritize the genes
in complex diseases may be more challenging. This is because complex diseases are characterized by
having low penetrance, multiple important pathways, and complicated genetic-environment
relationships. The previous chapters developed a method for prioritizing candidates in disjoint sets
using a graph kernel on an underlying protein-protein network, and tested the method on Mendelian
disease-gene associations. This chapter tests that method on GWAS data for complex diseases.
Methods
This section will discuss an evaluation scheme for complex diseases and traits. It is similar to the
evaluation scheme used in the chapter III, in that it calculates an enrichment statistic of known disease
genes (called the “ground truth” set) among all candidates. It differs from the evaluation in chapter III
in how the disjoint gene sets are populated for each trait.
Creation of gene sets
The SNPs for 16 different complex diseases and traits were used to define the disjoint candidate
gene sets used for evaluation. These diseases and traits intentionally spanned a broad spectrum of
biology, including the nervous system, immunity and autoimmunity, metabolism, and cancer. See table
IV.1 for a list of all diseases and traits used.
The NHGRI’s GWAS catalog[41] provided the SNPs for each disease/trait. Each SNP for a
particular trait was used to define a gene set. First, all markers in linkage disequilibrium with the SNP
at an r2 ≥ 0.5 defined a genomic region. Linkage windows were queried using the Ensembl REST
API[29] using data from the 1000 Genomes Project[13]. Flanks of one kilobase were added to either side
of the region. When the regions for any two SNPs overlapped, they were merged. All genes intersecting
a given region then populated that region’s gene set.
Methods evaluated
The candidates contained within the disjoint sets were prioritized using two previously published
methods, dmGWAS and Prix Fixe (PF), and the MAX-4SETS method using the graph kernel to
measure similarity between candidates. All methods were computed using three different underlying
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protein-protein networks: STRING, PF-cfn, and InWeb. The MAX-4SETS method used the von
Neumann kernel (with α = 0.000001) on the PF-cfn and the regularized Laplacian kernel (with
α = 0.001) on STRING and InWeb.
Ground truth
The prioritization results were compared to genes previously shown to be related to each disease or
trait. These “ground truth” gene sets came from the MONARCH initiative database[30] for all traits
except vitiligo and the three cancers (see table IV.1 for details). Phenotype-gene associations in
MONARCH originate from a variety of sources, including ClinVar, the Human Phenotype Ontology,
OMIM, and the NHGRI GWAS catalog. To reduce the potential for circular reasoning, genes whose
only support came from the NHGRI GWAS catalog were not included as ground truth.
The ground truth set for vitiligo came from a recent publication by Dr. Richard Spritz, an expert in
the genetics of vitiligo[38]. For the three cancers (breast, bladder, and lung), the Sanger Cancer Gene
Census from the Catalog of Somatic Mutations in Cancer (COSMIC) provided the source of ground
truth. Tier 1 and 2 cancer genes were included. The COSMIC genes were downloaded March 19, 2018.
Evaluation metric
Once the candidate scores were calculated for a particular trait/method/network combination, a
GSEA-preranked enrichment statistic was computed, just as was done in chapter III. The candidates
were ranked according to their scores, from highest to lowest priority. GSEA-preranked was then
computed, which produced a number between 0.0 and 1.0, where 1.0 meant that the known disease
genes were prioritized before all others.
There were occasionally genes in the ground truth set that could not be given a score by a method
(see section III for a longer description of why this occurred). As was done in the evaluation for chapter
III, only the candidates that all methods could score, for a particular network, were considered when
calculating the enrichment statistic.
A “random guesser” was included for comparison purposes. The random guesser randomly assigned
each candidate a score uniformly between 0.0 and 1.0. For each trait/method/network combination, a
distribution of enrichment statistics was computed by independently running the random guesser and
computing the enrichment statistic 1000 times.
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Results and discussion
For each combination of trait/method/network, the candidates were prioritized and an enrichment
statistic was computed. The results are shown in figure IV.1. For the random guesser, the bar
represents the expected value of the enrichment statistic, and the error bars show the 95% confidence
intervals. Some traits were naturally more difficult simply because they had more loci containing more
candidates. This can be seen with the random guesser. Difficult traits had smaller expected
enrichments and tighter confidence intervals. For example, breast cancer (bc) had more SNPs, gene
sets, and total candidate genes than any other tested trait. Consequently, the expected enrichment for
the random guesser was small and the confidence interval was tight.
Results on STRING
On the STRING network, the dmGWAS and PF methods rarely performed better than the random
guesser, while the MAX-4SET method usually performed better than the 95% confidence interval of the
random guesser. These results are consistent with the results from the Mendelian task (see figure III.2),
where the performance of dmGWAS and PF was hard to distinguish from chance alone. As was noted
earlier, this was likely driven by the structure of the STRING network, for which the regularized
Laplacian graph kernel was able to extract useful information in the network’s global structure (see
discussion in section III).
An investigation of the results for vitiligo elucidated the differences in prioritization performance
between the methods. The set of ground truth genes for vitiligo were not well connected in STRING.
The subgraph induced by them had a clustering coefficient of 0.05, which was much smaller than the
average clustering coefficient of 0.39 (see table II.1). This likely accounted for PF’s poor performance
(it showed smaller enrichment of the ground truth genes than the expected value of the random
guesser). On the other hand, the average kernel value between pairs of ground truth genes was much
larger than the average kernel value between all genes in the network. The median kernel value between
pairs of nodes in STRING was 3.09× 10−7 and had an interquartile range of 1.9× 10−6. The median
kernel value between pairs of vitiligo ground truth genes was 2.04× 10−6, nearly a full interquartile
range larger than the median for the full network. The success of MAX-4SETS for vitiligo was likely
due to its use of the graph kernel.
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Results on PF-cfn
On the PF-cfn network, most method/trait combinations performed better than the random
guesser. No method was an obvious winner, though the MAX-4SETS method showed a mild advantage
for 9 of the 15 traits.
Interestingly, all methods did particularly well on the metabolic traits, especially HDL and LDL
cholesterol. This was probably because the ground truth genes for these traits were relatively well
connected in PF-cfn. For example, the subgraph of the 20 HDL cholesterol ground truth genes within
PF-cfn had a clustering coefficient of 0.65, well larger than the average clustering coefficient of 0.51 (see
table II.1). Note that the kernel-based MAX-4SETS method still achieved good performance on these
traits (in fact, it had enrichment statistics that were slightly higher). In these cases where the local
structure of the network was sufficient, using the kernel did not hinder performance.
Results on InWeb
Like the STRING network, the MAX-4SETS method outperformed the dmGWAS and PF methods
for nearly all traits on the InWeb network. Unlike the STRING network, dmGWAS and PF performed
better than chance for most traits. This was especially interesting considering that STRING and InWeb
have similar network properties (see table II.1).
Note that bladder cancer could not be given an enrichment statistic, because none of the 11
COSMIC cancer genes (the ground truth) among the 145 total candidates had edges to any candidates
on opposing loci.
Computation time
In this study, the code for the MAX-4SETS method was written in the C++ language (available at
http://github.com/kcanderson/promising). Both dmGWAS and PF are publicly available R
packages. While performing the above evaluations, it was noted that dmGWAS and PF typically
required significantly more time to prioiritize candidates than the MAX-4SETS method. To informally
demonstrate for the differences in run time between the methods, the time taken by each method to
prioritize the candidates in bladder and breast cancer were noted. These two diseases were chosen
because they represented the smallest and largest tested cases. Bladder cancer had 18 loci with 145
total candidate genes, while breast cancer had 336 loci containing 4,803 total candidates. All run times
were sampled from the same desktop computer using the same underlying protein-protein network
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(PF-cfn). Table IV.2 shows the run times. In both cases, the code written for this study was orders of
magnitude faster than the previously published algorithms.
Conclusions
This chapter used GWAS data from the NHGRI catalog to evaluate the previously published
methods dmGWAS and Prix Fixe against the computational method developed throughout this study,
MAX-4SETS (using a graph kernel to measure candidate similarities). The MAX-4SETS method
performed as well or better than the alternatives on the PF-cfn protein-protein network, and it
significantly outperformed the alternatives on the STRING and InWeb networks. In addition, the
MAX-4SETS method was shown to be orders of magnitude faster than dmGWAS and PF on two
example traits.
32
Table IV.1: Summary of GWAS data used for evaluation.








Alzheimer’s disease (ad) 319 207 1826 HP:0002011 104
Age-related macular degeneration (armd) 153 48 605 HP:0000546 8Nervous system
Parkinson’s disease (pd) 228 81 854 HP:0001300 10
Type 1 diabetes (t1d) 140 57 887 HP:0000819 16
Crohn’s disease (cd) 547 161 2148 HP:0004386 30
Rehumatoid arthritis (ra) 312 97 1246 HP:0001370 25
Immune
Vitiligo (vtlg) 93 58 709 Genetics of Vitiligo publication[38] 40
hdl cholesterol (hdl) 425 100 1248 HP:0003107 20
ldl cholesterol (ldl) 325 76 996 HP:0003107 21Metabolic
Type 2 diabetes (t2d) 725 178 1876 HP:0000819 19
Hypertension (ht) 276 106 1239 HP:0000822 28
Cardiovascular
Stroke (st) 65 38 354 HP:0001297 15
Breast cancer (bc) 613 336 4803 COSMIC 401
Bladder cancer (blc) 44 18 145 COSMIC 11Cancer
Lung cancer (lc) 313 121 1783 COSMIC 35























Nervous system Immune system Metabolic Cardiovascular Cancer
STRING
















































Random guesser dmGWAS Prix Fixe MAX-4SETS using graph kernel
Figure IV.1: Enrichment statistics of known disease genes within all candidates for complex traits. The random
guesser represents the enrichment from 1000 random samples, and 95% confidence intervals are included. Note
that there was insufficient information to give bladder cancer (blc) an enrichment statistic on the InWeb network.
Abbreviations for each disease are given in table IV.1.
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Table IV.2: Run time for each method on bladder and breast cancer. The PF-cfn protein-protein network was
used.
Run time
Trait Num loci Num candidates dmGWAS PF MAX-4SETS
Bladder cancer (blc) 18 145 6m 58.2s 3m 58.0s 0m 5.2s
Breast cancer (bc) 336 4,803 945m 28.4s 379m 10.2s 3m 46.3s
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CHAPTER V
CONCLUSIONS AND FUTURE DIRECTIONS
This study methodically built a technique that prioritizes gene candidates in disjoint sets. The
study demonstrated how these sets arise from the genomic loci in GWAS. It evaluated the method on
artificial loci for Mendelian diseases and actual GWAS loci for complex traits. In both cases, the
MAX-4SETS method developed in this study outperformed previously published approaches.
The MAX-4SETS approach has other advantages over comparable methods. DAPPLE, a popular
BROAD Institute method that prioritizes GWAS candidates, has a severe limitation in the total
number of gene candidates it can handle (300 total candidates). The MAX-4SETS method successfully
prioritized 4,804 candidates (in 336 loci) in under four minutes on a typical desktop computer. The
previously published dmGWAS and PF methods could also handle prioritization problems with
thousands of candidates, but were several orders of magnitude slower than the MAX-4SETS method.
Future directions
There are plenty of opportunities to continue this work. The method could be applied to other types
of data. There are also algorithmic improvements that could be helpful. Finally, improved tooling
might help achieve greater use by biologists.
Other applications
This study focused on prioritizing candidate genes in GWAS data, but the general approach could
be applied to other biologically-relevant data. For example, it might be used to predict the targets of
enhancers detected using ChIP-Seq data. The ChIP-Seq data would highlight the active enhancer
regions under some experimental condition and define plausible loci for target genes. Under the
hypothesis that the gene targets are participants in the same pathway, we might expect the actual
targets to form well connected modules in protein-protein networks.
This study’s method could be applied to rare diseases. The MAX-4SETS method was particularly
adept at prioritizing candidates in Mendelian diseases. Linkage intervals might provide disjoint windows
that would make sense for this study’s framing of the prioritization problem.
Algorithmic improvements
Though the MAX-4SETS running time was shown to be much faster than dmGWAS and PF, there
is still plenty of room for improvement. Speed increases might allow the software to consider even larger
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problem sizes with more candidate genes, which might be useful considering the FTO-obesity
association case (see chapter I) in which a variant acted on a causal gene more than a megabase
away[6]. The code written in this study is only single-threaded at the moment. However, the workload
is embarrassingly parallel in the number of candidates. That is, the scoring of each candidate is
independent of all others. As such, it would easily scale in a multi-threaded environment.
At the moment, a candidate’s score provides little more than a means to order the candidates based
on their priority. Calculating a p-value for each candidate’s score would help interpret its significance.
This could be done empirically through a permutation strategy. Improving the running-time
performance of the method by using multiple threads (as suggested above) would help allow empirical
p-values for a candidate’s score to be computed in a reasonable amount of time.
Additional tools
The code for this study’s method is in the C++ language. Compiling and using it requires some
technical background knowledge, which may limit the method’s use by biologists. The creation of a web
tool to easily run the MAX-4SETS method in a web browser would likely dramatically increase its use
by those who investigate diseases using GWAS.
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