ABSTRACT Cross-modal hashing has been studied extensively in the past decades for its significant advantage in computation and storage cost. For heterogeneous data points, the cross-modal hashing aims at learning a sharing Hamming space in where one query from one modality can retrieve relevant items of another modality. Although the cross-modal hashing method has achieved significant progress, there are some limitations that need to be further solved. First, to leverage the semantic information in hash codes, most of them learn hash codes from a similarity matrix, which is constructed by class labels directly, ignoring the fact that the class labels may contain noises in the real world. Second, most of them relax the discrete constraint on hash codes, which may cause large quantization error and inevitably results in suboptimal performance. To address the above issues, we propose a discrete robust supervised hashing (DRSH) algorithm in this paper. Specifically, both the class labels and features from different modalities are first fused to learn a robust similarity matrix through low-rank constraint that can reveal its structure and capture the noises in it. And then, hash codes are generated by preserving the robust similarity matrix-based similarities in the sharing Hamming space. The optimization is challenging due to the discrete constraint on hash codes. Finally, a discrete optimal algorithm is proposed to address this issue. We evaluate the DRSH on three real-world datasets, and the results demonstrate the superiority of DRSH over several existing hashing methods.
I. INTRODUCTION
In recent decades, a great deal of data are generated on Internet everyday, which bring a great challenge for multi-media retrieval task. The huge number of multi-media data points have raised an imperative requirement for efficient and effective performing varieties of tasks [1] , [40] . Hashing method, which translates the data points from original feature space to Hamming space via learning a set of hash functions, have drawn great attention due to its efficiency and effectiveness on large-scale applications [20] , [23] , [24] , [29] - [34] , [42] . The learned hash codes cost much less storage than that of original features, and meanwhile the similarity among
The associate editor coordinating the review of this manuscript and approving it for publication was Marco Anisetti. data points can be calculated efficiently by XOR operation in Hamming space. As one of the most popular methods for large-scale retrieval, hashing method has been investigated extensively [8] - [13] . However, most of them only focus on one modality, e.g., using an image to retrieve similar images [8] , [9] , [11] , [13] .
On Internet, data points are generally represented by multi-modal features, which results in a heterogeneous semantic gap between different modalities. For example, an image can be represented by visual and corresponding textual features. Additionally, users prefer the search engine to return similar data points from different modalities, when a query is submitted to search engine. More recently, cross-modal hashing, which supports efficient and effective large-scale multimedia retrieval, has caused more and more attention. The key formulation of cross-modal hashing is to project heterogeneous data points to a sharing Hamming space with similarity preserving. Specifically, the Hamming distance is expected to be small in the sharing Hamming space for similar data points, and vice versa. Accordingly, many efforts have been made on cross-modal hashing, recently [2] - [7] , [14] - [17] . According to whether the class labels are used, they generally can be partitioned into two categories: unsupervised and supervised method. The former one often learns hash codes by preserving intra-modal and inter-modal similarity in training data points [2] , [4] , [5] , [7] , while the latter one can further incorporate class labels to learn more discriminative hash codes [3] , [6] , [14] - [17] . Recent works have shown that the retrieval performance can be improved by incorporating class labels of data points into hash functions learning.
Although many supervised cross-modal hashing methods have been designed and achieve satisfactory results. However, some problems still remain to be further addressed for supervised hashing methods. Firstly, data points may contain noise in real world. However, most supervised cross-modal hashing methods only utilize the class labels of training data points to construct the similarity matrix for hash codes learning, without considering the noises which are caused either by the disagreement among different modalities (including class labels), or possible outliers. Obviously, these noisy data points can badly impair the structure of similarity matrix, thus mislead hash codes learning and degrade the retrieval performance. Another issue for most of them is that the discrete constraint on hash codes leads to a mixed integer optimization problem which is typically hard to be solved (NP-hard, generally). Most of them firstly relax the discrete constraint on hash codes to obtain a real value solution. And then hash codes are generated by a thresholding process, directly. However, the quantization phase results in information loss, which typically degrades the distinction of hash codes and consequent low retrieval performance.
Motivated by the above observations, we present a supervised hashing method in this work, termed Discrete Robust Supervised Hashing (DRSH), in which class labels are taken as high-level features. We assume that: 1) the noises in data points are sparse, which is reasonable in real applications.
2) the similarity matrix should be low-rank since its rank ideally equals the semantic class number which is generally far less than the size of training data points. It has been proved that low-rank constraint can well handle noises in data points, and can capture the global structure of data points [43] . Based on aforementioned assumptions, a robust similarity matrix, which takes advantage of the low-rank nature of the similarity matrix and sparse nature of noisy data points, is learned by fusing features and class labels based similarities, firstly. And then hash codes are generated by the robust similarity matrix. Finally, to avoid the quantization loss, we propose a discrete optimization algorithm which can learn discrete hash codes directly instead of relaxing the discrete constraint imposed on hash codes.
The main contributions of this work are summarized as follows:
1) A robust similarity matrix is learned by taking advantage of the low-rank nature of the similarity matrix and sparse nature of noisy data points to guide the hash codes learning. To further make hash functions robust to noisy data points, l 2,1 -norm regularization is employed to choose the most informative features.
2) An iteration based discrete optimization method is designed to handle the mixed integer optimization problem. Hash codes can be generated directly, which can guarantee the quality of hash codes.
3) Experimental results on three real world datasets demonstrate the superior results of DRSH compared with several existing methods.
The remainder of this paper is organized as follows. In Section 2, we introduce the related work. Section 3 presents the proposed discrete robust supervised hashing method with theoretical analysis. Section 4 shows the experimental results on three real world datasets compared with several existing methods. Finally, we draw the conclusions in Section 5.
II. RELATED WORK
Recently, hashing method has drawn considerable attention due to its effectiveness and efficiency, and many hashing works have been designed to perform cross-modal retrieval. According to whether class labels are used in training procedure, cross-modal hashing methods can be roughly categorized into two classes: unsupervised and supervised method. We briefly review the two types of works in this section.
Unsupervised cross-modal hashing method aims at learning a sharing Hamming space by preserving intra-modal similarity in each modality and inter-modal similarity between different modalities. Inter-Media Hashing (IMH) formulates to learn hash codes by preserving inter-modal and intra-modal similarity, then hash functions learning is formulated as a linear regression model [2] . Latent Semantic Sparse Hashing (LSSH) employs matrix factorization and sparse coding to learn latent semantic spaces for text and image modality, respectively. Then the learned latent semantic spaces are projected to a sharing abstraction space where hash codes can be generated with thresholding operation directly [5] . Collective Matrix Factorization Hashing (CMFH) formulates to learn unified hash codes for pair-wise data points by collective matrix factorization [4] . The inter-modal similarity can be effectively preserved in the learned hash codes. Fusion Similarity Hashing (FSH) formulates to embed graph based fusion similarity among different modalities into the sharing Hamming space learning [35] . Above mentioned approaches embed heterogeneous data points to a continuous isomorphic space firstly, and then hash codes are gained by thresholding operation, separately. This two-step hashing method generally results in large quantization error, which results in information loss owing to the accumulated quantization error. To address this issue, Composite Correlation Quantization (CCQ) proposes to learn hash FIGURE 1. The algorithmic flowchart of DRSH. Firstly, three pair-wise similarity matrix are constructed by image feature, text feature and class labels. Then a robust similarity matrix is constructed by taking advantage of the low-rank nature of the similarity matrices and sparse nature of noisy matrices. Finally, more discriminative hash codes are generated by the robust similarity matrix, and hash functions are learned by hash codes.
functions and composite quantizers jointly [18] . However, unsupervised methods generally can not obtain satisfactory retrieval results due to the learned hash codes lacking of semantic information.
supervised cross-modal hashing method explores class labels to enhance the semantic information in hash codes which is more discriminative than that of unsupervised method. Accordingly, a variety of supervised cross-modal hashing methods have been devised, and achieve satisfactory results. Multi-modal Latent Binary Embedding (MLBE) proposes to generate hash codes by a generative model, and the features based intra-modal and class labels based inter-modal similarities are preserved in Hamming space [37] . Cross-View Hashing (CVH) extends Spectral Hashing (SH) to multi-modalities [7] . Semantic Correlation Maximization (SCM) learns hash functions by maximizing the semantic correlations between different modalities [12] . Iterative Multi-View Hashing (IMVH) aims at mapping similar data points close and pushing apart dissimilar data points in Hamming space by preserving intra-modal and inter-modal similarity [41] . Semantics Preserving Hashing (SePH) transforms the affinity matrix to a probability distribution firstly, then hash codes can be learned by approximating it [3] . Supervised Matrix Factorization Hashing (SMFH) puts matrix factorization and class labels into a framework to learn more discriminative hash codes [6] . Double Alignment baSed Hashing (DASH) proposes to learn hash codes for one modality via iterative quantization, and then maps the other modality to the learned hash codes [14] . Fast Discrete Cross-modal Hashing (FDCH) proposes to learn hash codes by regressing semantic labels with a drift [19] .
Although supervised cross-modal hashing methods have obtained encouraging performance, most of them only focus on leaning hash codes from semantic labels, ignoring the noises in data points. These noises generally result in less discriminative hash codes and consequent lower retrieval performance.
III. DISCRETE ROBUST SUPERVISED HASHING
In this section, we introduce the details of the proposed Robust Discrete Supervised Hashing (RDSH) method whose flowchart is shown in Fig. 1 . Specifically, we first introduce the notations and problem definition. Then we provide the formulation of our RDSH. Finally, implementation details of our RDSH are given. For easy description, we only focus on two modalities, i.e., text and image modality which are the most universal modalities in real world. It is very easy to be extended to the case of more than two modalities.
A. NOTATIONS AND PROBLEM DEFINITION
Let X = {X (1) , X (2) } be the training set, and
∈ R d 2 ×N where d 1 and d 2 are the dimensions of the image and text modality respectively, and N is the number of training data points. Without loss of generality, we assume the features to be zero centered, i.e.
, 1} c×N denote the class labels of training data points, where c is the number of classes, and y ij = 1 if x i in class j and 0 otherwise. In this paper, class labels are taken as high-level features, and the label matrix Y is also denoted as X (3) for simplicity. Our RDSH focuses on learning hash codes B i = {−1, 1} k×N (i = {1, 2}), and a group of hash functions W i =∈ R d i ×k simultaneously for each modality, where k denotes the code length. For simplicity, linear mapping matrix serves as the hash functions in this paper, and they are defined as following
where sgn(·) denotes element-wise sign function.
B. FORMULATION
Motivated by the success of pair-wise similarity matrix on hashing methods [3] , [12] , we propose to approximate the similarity matrix by the learned hash codes in this paper. However, existing hashing methods usually utilize class labels to construct the similarity matrix directly, yet without considering noise in labels. The noisy class labels impair the structure of similarity matrix and thus degrades the final retrieval performance. In this paper, to capture the underlying similarity structure of the training data points, both the class labels and features based similarities are fused to learn a robust similarity matrix. For this purpose, we consider the robust similarity matrix constructing problem as follows:
where S (i) (i = {1, 2, 3}) denotes the similarity matrix constructed from the ith modality, E (i) denotes the noisy matrix from the ith modality, S denotes the robust similarity matrix, rank(·) denotes the rank of a matrix, · 0 denotes the l 0 -norm of a matrix and α is a weighted parameter balancing the rankness of S and sparseness of E (i) .
In this paper, Gaussian kernel is employed to construct the similarity matrix of each modality, and it is defined as follows
where · 2 denotes the l 2 -norm, and σ is a scale parameter. However, it is a NP-hard problem of Eq.(2) owing to the discrete nature of the rank function and the sparseness constraint of l 0 -norm. Instead, we can solve a tractable convex optimization by using unclear norm to approximate the rank(S) and l 1 -norm to approximate E 0 , respectively. Then Eq.(2) can be transformed to arg min
where · * denotes the unclear norm (i.e., the sum of the singular values of a matrix), · 1 denotes the l 1 -norm (i.e., the sum of absolute values of all elements of a matrix). This problem can be solved by Augmented Lagrange Multiplier (ALM) method efficiently and effectively [28] . Then more discriminate hash codes can be generated by the robust similarity matrix arg min
where · F denotes the Frobenius norm and k denotes the length of hash codes.
Since the pair-wise data points contain same semantic concepts, they are expected to generate similar hash codes. To fulfill this, the formulation is defined as follows arg min
Combining Eq.(5), Eq(6) and hash functions learning loss the overall objective function of DRSH is formulated as arg min
where λ, β i and µ are weighted parameters,
2,1 . The l 2,1 -norm makes W 1 and W 2 sparse in row, which can be explained by choosing the most informative features. Therefore, the learned hash functions are more robust to noisy data points, and can generate more discriminative hash codes.
C. OPTIMIZATION
The optimization problem of Eq. (7) 
It is difficult to solve since the discrete constraint on hash codes B 1 . Let b 1i be the ith column of B 1 , and b 2j be the jth column of B 2 . To drop those terms irrelevant to b 1i , the Eq. (7) can be transformed to arg min
This subproblem is still difficult to solve. Inspired by the supervised discrete hashing (SDH) [13] , discrete cyclic coordinate descent (DCC) method is adopted to optimize one bit each time by fixing other bits. Let b 1im be the mth bit of b 1i , andb 1im be the remaining bits. Then b 1im can be updated by
im ) (10) B 2 -step: Similar to solve B 1 , B 2 can be solved bit by bit 
This subproblem has a closed form solution
where D 1 is a diagonal matrix, and D 1 (i, i) = k j=1 w 1ij . W 2 -step: Similar to solve W 1 , W 2 can be updated by
where D 2 is a diagonal matrix, and D 2 (i, i) = k j=1 w 2ij . The problem in Eq. (7) can be well solved by the proposed iterative optimization method. To further have an overall look of the optimization algorithm, we summarize it in Algorithm 1.
IV. EXPERIMENTS
In this section, we conduct a group of experiments to show the effectiveness of our DRSH. All the experiments are conducted on a server with 128 GB memory and Intel(R) Xeon(R) CPU E5-2650 v2@2.6GHz.
A. DATASETS
In our experiments, three public datasets are utilized to evaluate the effectiveness of our DRSH.
Wiki Dataset [26] : This dataset is crawled from Wikipedia, which contains 2866 pair-wise data points together with 10 provided unique class labels. Each image is described by
Algorithm 1 Discrete Robust Supervised Hashing
Input: The feature matrix of training data points {X (1) , X (2) }, class label matrix Y and the length of hash codes k. 1: Initializing the hash codes B 1 and B 2 , randomly, and then hash functions W 1 and W 2 can be initialized by Eq. (13) and Eq. (14), respectively. 2: for i = 1 to miter do 3: Update B 1 bit by bit with fixing the other valuables by Eq.(10), 4: Update B 2 bit by bit by fixing other valuables using Eq. (11), 5: Update the hash functions of image modality W 1 by fixing other valuables using Eq. (14), 6: Update the hash functions of text modality W 2 by fixing other valuables using Eq. (15) a 128 dimension BOW feature, and each text is described by a 10 dimension topic vector. Following the setting of [2] - [6] and [12] , we randomly select 75% data points as training set, and the rest as query. Mirflickr25K [27] : This dataset is crawled from Flickr, which consists of 25000 images with associated tags. Each data point is annotated with one or more labels from 24 semantic concepts. Each image is described by a 150 dimension edge histogram descriptor, and each text is described by a 500 dimension BOW feature. We randomly choose 75% data points to generate the training set, and the remaining as query.
NUS-WIDE [25] : This dataset is crawled from Flickr, which consists of 186,577 pair-wise data points. These data points can be classified into 10 categories. We randomly take out 99% of the dataset to generate training set, and the rest as query.
To reduce training time, we randomly select 5000 data points for Mirflickr25K and NUS-WIDE datasets to train hash functions as [4] and [38] do. Then hash codes of all data points are generated by the learned hash functions.
B. BASELINE METHODS AND IMPLEMENTATION DETAILS
We compare DRSH with eight existing cross-modal hashing methods including supervised models like PDH [36] , SCM [12] and DASH [13] , and unsupervised ones such as CVH [7] , IMH [2] , CMFH [4] , LSSH [5] and FSH [35] . For SCM, the authors propose two optimal methods: sequential learning method and orthogonal projection learning method, we denote them with SCM-S and SCM-O in our experiments, respectively. All source codes are kindly provided by authors, and parameters are set according to their corresponding paper.
The parameters of DRSH are set by a cross validation procedure. In our experiments, we set λ = 1, β 1 = 10, β 2 = 10 and µ = 0.1.
Mean Average Precision (MAP), Precision-Recall (PR) and Top-k precision are employed to evaluate the effectiveness of our DRSH. datasets, and achieves best performance on NUS-WIDE dataset in most cases. It even can achieve up to 14% improvement on Wiki dataset when using text to retrieve image at 32 bits code length. This can be attributed to the robust similarity matrix learning, l 2,1 -norm imposed on hash functions, as well as the discrete optimization algorithm.
C. EXPERIMENTAL RESULTS
2) DRSH can achieve satisfactory results when the code length is small, i.e., 16 and 32 bits. The reason maybe that the robust similarity matrix makes hash codes more discriminative. The similarities among training data points can well preserved even in the case of small code length.
3) The MAP scores of the text-to-image task are higher compared with those of image-to-text for all the methods. The possible reason is that some images are not closely related to their corresponding texts. Hence, it is hard to search semantically similar texts for an image query.
In order to further verify the effectiveness of our proposed method, we also evaluate it under Top-K precision curve and PR curve, respectively. The Top-k curves with the code length of 32 bits are shown in Fig. 2 . From these figures, we have following two observations. First, the precision of DRSH outperforms all baseline methods on Wiki and Mirflickr25k datasets. Second, for the NUS-WIDE dataset, DRSH achieves best retrieval performance on the task of image-query-text, and achieves comparable retrieval performance on the task of text-query-image. This is consistent with the MAP results, which demonstrates the effectiveness of DRSH. The PR curves with the code length of 32 bits are shown in Fig. 3 . From these figures, it can be seen that the precision of DRSH achieves better retrieval performance than all baseline methods in most cases, especially in the case of the low recall. This phenomenon is important for a search engine in real applications since users always pay more attention to those data points ranked at the front of the returned list in reality, which also shows the effectiveness of our proposed method. In summery, above results explicitly validate the superiorities of our DRSH method over some existing methods on the two cross-modal retrieval tasks.
V. CONCLUSION
In this paper, we propose a discrete robust supervised hashing method. It firstly construct a robust pair-wise similarity matrix from semantic labels and features. And then hash codes are learned by the learned robust similarity matrix. Besides, the l 2,1 -norm regularization is further imposed on hash functions for learning more discriminative hash codes. Finally, an discrete optimal algorithm is proposed to directly generate hash codes bit by bit. Experimental results on three public datasets demonstrate the effectiveness of our DRSH.
