We propose a novel econometric model for estimating and forecasting cross-sections of time-varying conditional default probabilities. The model captures the systematic variation in corporate default counts across e.g. rating and industry groups by using dynamic factors from a large panel of selected macroeconomic and financial data as well as common unobserved risk factors. All factors are statistically and economically significant and together capture a large part of the time-variation in observed default rates. In this framework we improve the out-of-sample forecasting accuracy associated with conditional default probabilities by about 10-35% in terms of Mean Absolute Error, particularly in years of default stress.
Introduction
Modeling dependence between default events is considered to be one of the major challenges in modern credit risk management. To understand and price the risk of a loan portfolio it is necessary to have reliable estimates of current default probabilities and default correlations for the obligors in the portfolio. Default probabilities may depend on firm specific information as well as the general macroeconomic conditions, see inter alia the recent papers by Das et al. (2007) , Duffie et al. (2007) , Pesaran et al. (2006) , and Figlewski et al. (2006) .
In this paper we develop a model targeted towards estimation and out-of-sample forecasting of conditional default probabilities. We include a very large array of selected macro variables by focusing on what they have 'in common'. In effect, the proposed model combines the non-Gaussian panel data approach of with the main features of Stock and Watson's (2002a) approximate dynamic factor model. To our knowledge, this article is the first to nest these two strands of literature on high-dimensional multivariate time series modeling. As a result, the final model accommodates common factors from observed data as well as unobserved dynamic factors. For ease of reference we will refer to our model as the Common Factor Panel (CFP) model. While very popular, the Stock and Watson methodology is typically not applied outside of a linear regression framework. We show that principal components can be used in a nonlinear non-Gaussian model to address the important problem of estimating and forecasting timevarying default probabilities. The main novelty is the development of a framework in which default conditions depend on both unobserved components and common factors from a large set of selected macro and financial data.
Following Das et al. (2007) , we refer to such a situation as 'frailty' correlated defaults.
The task of estimating and forecasting conditional default probabilities is not standard when default conditions depend on unobserved serially correlated risk factors in addition to observed firm characteristics and macroeconomic variables. The econometric literature which can allow for unobserved risk factors is fairly recent. Most notably it includes Duffie et al. (2006) , McNeil and Wendin (2007) , , and .
When default events depend on unobserved components, advanced econometric techniques based on simulation methods are required. For example, Duffie et al. (2006) employ a Sim-ulated EM approach with Gibbs sampling, while use importance sampling techniques derived for non-Gaussian state space models. The dependence on simulation methods is one reason why unobserved component models typically allow for only a limited number of observable macro variables alongside the unobserved factor. This paper makes three contributions to the econometric credit risk literature. First, we show theoretically how a non-Gaussian panel data specification for default risk can be combined with an approximate dynamic factor model. The resulting model inherits the best of both worlds. Factor models readily permit the use of information from very large arrays of relevant predictor variables. The non-Gaussian panel structure in addition captures the cross-sectional heterogeneity of firms, allows for unobserved 'frailty' factors, and can easily accommodate missing values. The missing values arise easily if we consider default counts at a highly disaggregated level.
Second, we show that common factors from a panel of selected macroeconomic and financial variables capture a statistically and economically significant part of the time-variation in observed default rates. Thus, macroeconomic risk and systematic default risk conditions are closely linked. By decomposing overall default risk into a systematic and idiosyncratic part we follow the credit risk literature on latent variable models as given by Wilson (1998) , Gordy (2000) , and Lando (2003) . For the computation of common macro factors we draw from the extensive and growing literature on large N , large T dynamic factor models, most notably Stock and Watson (2002a , 2002b , 2005 , and Ng (2002, 2007) .
Third, we show that common factors are useful for out-of sample forecasting of default risk conditions. In a forecasting experiment we find that adding common factors to an unobserved component specification improves forecasting accuracy. Feasible improvements are substantial, in particular in years of high default stress such as 2001. The extent of the improvements depend mainly on firm's rating classes and prevailing macro conditions. Improved forecasts of conditional default probabilities over a large cross-section of firms are relevant to credit risk management in financial institutions, banking supervision, asset management, and potentially for institutional investors in credit derivatives markets. The forecasted probabilities can be used as input for the calculation of one-year ahead Value-atRisk levels as well as for stress testing loan portfolios.
We proceed as follows. In Section 2 we introduce the econometric framework of the Com-mon Factor Panel model and show how the non-Gaussian panel and the approximate dynamic factor model are combined. In Section 3 we discuss the estimation of the model. Section 4 shows that there exists a one-on-one correspondence between the proposed econometric model and a multi-factor firm value model for dependent defaults. Section 5 introduces the two panel data sets used in this article, presents the empirical findings and the forecasting results. Section 6 concludes.
The econometric framework
In this section we present the full set of model equations. We denote the default counts of cross section j at time t as y jt , where j = 1, . . . , J, and t = 1, . . . , T . The index j denotes a combination of firm characteristics, such as industry specification, current rating class, or company age. Defaults are assumed to be correlated in the cross-section through risk factors. We distinguish two different sets of risk factors, i.e., an unobserved factor f uc t and exogenous factors F t which we construct from a large panel of macroeconomic and financial time series. The default counts are modeled as Binomially distributed after conditioning on these factors,
where y jt is the number of default 'successes' from k jt independent Bernoulli-trials, each with probability Π jt . In our case, k jt denotes the number of firms in cell j that are active at the beginning of period t and can default with probability Π jt . The conditional independence assumption is standard in the credit risk literature on latent variable models, see for instance the CreditMetrics (2007) framework as well as the textbook exposition of Lando (2003, Chapter 9) .
The conditional default probabilities Π jt are specified as the logistic transform of an index function θ jt ,
where λ j constitutes a fixed effect for each cross section, and coefficients β j and γ j capture risk factor sensitivities which may depend on firm characteristics such as industry specification or rating class. This specification is analogous to a standard logit model commonly used in micro-econometrics to model discrete events. Estimation and forecasting Π jt is the main focus of this paper. The conditional default probabilities may vary over time due to either variation in the unobserved component, f uc t , or variation in the common factors F t from a large set of macroeconomic and financial data.
The dynamics of the unobserved component f uc t are specified as a stationary autoregression of order 1,
where 0 < φ < 1. Other dynamic specifications for f uc t can also be considered. The autoregressive process is normalized such that E[f Finally, we collect a large number of macroeconomic and financial variables into a panel of time series x it for i = 1, . . . , N . This large array of macroeconomic predictor variables is assumed to contain information about economy-wide default risk conditions, and adhere to a factor structure such as
where F t is a vector of factors, Λ i is a row vector of factor loadings, and e it is an idiosyncratic error term which satisfies the weak regularity conditions of Stock and Watson (2002b, Assumptions F1 and M1) . Equation (5) gives the static representation of an approximate dynamic factor model, see Stock and Watson (2002a) . Intuitively, (5) states that a large part of the variation in macroeconomic and financial data may be traced back to only a few common factors. This idea has a long tradition in macro-econometrics, dating back to Sargent and Sims (1977) and Geweke (1977) . The static representation (5) can be derived easily from a dynamic specification such as x it = υ i (L)f t + e it by assuming that the lag polynomials υ i (L) operating on the factors f t are of finite (low) order, see Stock and Watson (2002b) . The coefficients in υ i can be stacked in Λ i , while the contemporaneous and lagged factors can be stacked in F t . The estimated F t represent current and lagged forces in the economy. This methodology has proven to be effective in forecasting inflation or industrial production, see Massimiliano, Stock, and Watson (2003) .
The main advantage of the static representation (5) is that F t can be estimated consistently using the method of principal components. This method is convenient for several reasons. First, dimensionality problems do not occur even for very large values of N and T . All computations remain tractable. Second, the method works under relatively weak assumptions. Finally, the obtained factors can be used directly for forecasting purposes.
Equations (1) to (5) Statistical model formulation and estimation is discussed below.
Estimation and state space form
In this section we provide the details of the estimation of the parameters and factors in model (1) to (5). We first estimate the macro factors using the method of Stock and Watson (2002a) as discussed in Section 3.1. Next, we cast the complete model in state space form with the details provided in Section 3.2. We estimate the parameters using computationally efficient (Monte Carlo) Maximum Likelihood and Signal Extraction techniques based on Importance Sampling. A brief outline of the procedure is given in Section 3.3. We perform all computations using the Ox programming language and the associated set of state space routines from SsfPack, see Koopman et al. (1998), and Doornik (2002) .
Estimation of the macro factors
The common factors F t from the macro data are estimated by minimizing the objective function given by
where X t is of dimension N x1 and contains stationary macroeconomic variables. Concentrating out F t and rearranging terms shows that (6) is equivalent to
subject to Λ Λ = I r , and where S X X = T −1 t X t X t denotes the covariance matrix of the data, see Stock and Watson (2002a) . The principal components estimator of F t is given byF t = X tΛ , whereΛ collects the normalized eigenvectors associated with the R largest eigenvalues of S X X .
In case variables are not completely observed, we employ the Expectation Maximization (EM) procedure as devised in the appendix to Stock and Watson (2002a) . This iterative procedure takes a simple form under the assumption that x it ∼ NID(Λ i F t , 1), where Λ i denotes the ith row of Λ. In this case V (F, Λ) from (6) is affine to the complete data log-likelihood L(F, Λ|X), where X denotes the missing parts of the data. Since V (F, Λ) is proportional to −L(F, Λ|X), the minimizers of V (F, Λ) are also the maximizers of L(F, Λ|X).
The procedure for obtaining the principal components in case of missing data is as follows.
The objective function (6) is given by
where I it = 1 if x it is observed, and zero otherwise. Equation (8) is minimized iteratively, using the following two step EM algorithm:
1. For the Expectation-step, take as givenF t ,Λ. In the first round we use the estimates from the balanced panel as starting values. The complete panel is balanced as follows:
Thus, missing values are replaced by their expectations given the smaller set of observed data points, which we denote as X * .
2. In the Maximization-step,F t ,Λ are updated by performing the eigenvalue/-vector decomposition on the estimated covariance matrix of the balanced data,
We iterate the two E/M steps until convergence has taken place. To formulate a stopping criterion, the objective function V (F, Λ) can be computed as the squared Frobenius matrix 
The Common Factor Panel model in state space form
In this subsection we formulate the model (1) to (4) in state space form where F t is treated as given. In practise, F t will be replaced byF t .
The conditionally Binomial log-density function of the model (1) is given by
By substituting (2) for Π jt we obtain the log-density in terms of the log-odds ration θ jt as
The 'signal' is given by
where
and e j denotes the jth column of the unit matrix of dimension j. The system matrices Z jt are time-varying due to the inclusion of F t .
The state equation is given in its general form as
collects the fixed effects λ j , all macro factor sensitivities γ r,j as well as the unobserved component, and where R denotes the dimension of F t . The initial elements of the state vector are set to zero with a diffuse prior distribution, except for f uc t whose prior is given by N(0,1). The state equation system matrices are given by
Equations (9) and (10) form a non-Gaussian state space model as discussed in Durbin and Koopman (2001) part II, and . We note that equation (9) replaces the more familiar observation equation associated with a linear Gaussian model. In this formulation, most unknown coefficients are part of the state vector α t and are estimated as part of the filtering and smoothing procedures described in Section 3.3. This increases the computational efficiency of our estimation procedure. The remaining parameters are collected in a coefficient vector ψ = (φ, β 1 , . . . , β J ) and are estimated by the Monte Carlo Maximum Likelihood methods of Section 3.3.
Estimation for the Common Factor Panel model
Parameter estimation for a non-Gaussian model in state space form proceeds in two steps.
First, the coefficients in ψ are estimated by Monte Carlo maximum likelihood. Second, we obtain conditional mean and variance estimates of the state vector α t . Both steps make use of importance sampling.
In the presentation of Monte Carlo maximum likelihood estimation, we suppress the dependence of the density p(y; ψ) on ψ and express the likelihood as
where y = (y 11 , y 21 , . . . ,
is a Gaussian importance density, E g denotes expectations with respect to g(θ|y), and
, where g(y) denotes the likelihood associated with an approximating linear Gaussian model, (11) can be rewritten as
where w(y, θ) = p(y|θ)/g(y|θ). The Monte Carlo likelihood is thus estimated aŝ
where θ m is a draw of θ from g(θ|y), and M is the number of importance draws of θ.
The simulated draws are obtained using the simulation smoothing algorithm of Durbin and Koopman (2002) . We estimate the log-likelihood as logp(y) = logĝ(y) + logw, and include the bias correction term discussed in Durbin and Koopman (1997) .
The approximating Gaussian model is found by matching the first and second derivative of log p(y|θ) and log g(y|θ) with respect to the signal θ. This matching takes place around a For signal extraction, we require the estimation of the conditional mean of an arbitrary function of θ, say x(θ), as given bȳ
Using Bayes' identities and the fact that p(θ) = g(θ) we obtain
where w(θ, y) are the importance sampling weights as defined above, see also Durbin and Koopman (2001), p. 190 .
Given these results, we estimate the conditional mean aŝ 
The financial framework
In this section we discuss the connection between the above econometric model and a multifactor firm value model for dependent defaults, see e.g. Tasche (2006) and Lando (2003, Chapter 9) . The financial framework of the firm value model gives economic meaning to the statistical estimates and clarifies the economic mechanism at work. Single-and multi-factor models for firm default risk are widely used in risk management practice.
In a standard static one-factor credit risk model for dependent defaults the values of the obligors' assets, V i , are usually driven by a common, standard normally distributed factor Y , and an idiosyncratic standard normal noise term i , i = 1, . . . , I,
A dynamic version of the single-factor specification would specify how V i varies over time.
Since we would in addition also like to allow for multiple factors, we generalize the model to
, and δ i := (δ 0i , δ 1i , . . . , δ Ri ) . In the remainder we assume that the δ i parameters are common to all firms with characteristic j, and denote this vector Following Merton's (1974) firm value-model, we assume that a default occurs as soon as a firm's net asset value V it drops below a specified default barrier, say c j . This default barrier may depend on the current rating class, industry specification, or time from initial rating assignment. With these assumptions a default of firm i with firm characteristic j occurs as soon as
Denoting information up to time t as F t we obtain,
where F denotes the cumulative distribution function for it .
Equation (13) is intuitive. Good credit cycle conditions, i.e. high values of f t are associated with low default probabilities Π jt . The choice of F as logistic allows to express the structural parameters of the firm value model from (13) in terms of the coefficients from the econometric specification. Specifically,
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[insert Table 1 These are the consumer goods, financials, transport and aviation, leisure, utilities, high tech and telecom, and health care sector. We further consider A = 4 'age' cohorts. These indicate less than 3, 3 to 6, 6 to 12, and more than 12 years from the time of initial rating.
The rationale for this distinction is that default probabilities may depend on the age of a company, which we proxy here by the time since the initial rating assignment. [insert Figure 2 around here ]
The macro factors
We first report the results from applying principal components to the macro panel introduced in Section 5.1. We employ the EM procedure from Section 3.1 to iteratively balance the panel before estimating the factors. Figure 3 shows the first four principal components from this panel. It can be seen that the first PC exhibits clear peaks around NBER US business cycle troughs located around 1969/70, 1973/75, 1980, 1981/82, 1990/91 , and 2000/01, see www.nber.org. This would suggest that it mainly loads from macro data and business cycle indicators, which is confirmed below. The second factor also appears to exhibit peaks around these times, but the association with a business cycle is less strong. Factors three and four do not exhibit the clear cyclical swings present in the first two factors.
[insert Figure 3 around here ]
To determine a good value for R -the dimension of F t -we compute the panel information criteria (IC) suggested by Bai and Ng (2002) in Table 2 . We evaluate the IC for both the balanced subset of the data as well as the full panel. The criterion function IC p1 (r) is minimized for r = 2, indicating two common factors. This finding is not robust, as IC p2 (r)
indicates only one factor, and IC p3 (r) decreases monotonously over a range of plausible values. We interpret these results as evidence that most information is contained in the first two factors. These factors capture about 44% of the total variation in the macro panel.
[insert Table 2 around here]
To further illustrate the empirical economic underpinnings of the two common factors we regress each macro variable on each of the two factors separately. Figure 4 depicts the Rsquared from these regressions. We observe that the first PC mainly loads mainly from macro and employment data, as well as business cycle indicators and interest rates. According to its associated eigenvalue, the first factor accounts for about 30% of the data variance.
[insert Figure 4 around here ]
The second principal component loads mainly from series associated with firm profit margins, such as the price of intermediate inputs and resources, the cost of energy, and prices of final goods. It accounts for about 14% of data variance. Without presenting the respective graph, we report that the third factor loads from series related to financing conditions and from variables indicating the extent of problematic banking loans (7%). The fourth factor explains relatively little, and the loadings do not appear to be concentrated in a particular field (6%).
The complete CFP model
We now turn to the estimates of the complete non-Gaussian model. Since defaults are rare events we cannot freely and reliably estimate all parameters λ j , β j and γ r,j for each cross section j. Instead we propose a parsimonious model structure that allows enough flexibility to address the key issues. We do so by setting
where d j = 1, . . . , 7, a j = 1, . . . , 4 and s j = 1, . . . , 4 are the industry index, rating age index, and rating class index of cross section j, respectively. For identification, we set λ 1,7 = λ 2,4 = λ 3,4 = β 1,7 = β 2,4 = 0. Baseline intensities λ j and factor sensitivities β j and γ r,j thus depend on industry, rating, and rating age in a well-defined and parsimonious way.
We report three different specifications of the model in Table 3 . Model 1 contains the first two common factors (principal components) from the macro panel, and no unobserved risk factor. Conversely, Model 2 contains an unobserved risk factor, but no common macro factors. Finally, Model 3 combines both specifications. In Model 1 and 3, the macro factor sensitivities γ 1,s and γ 2,s depend on the firm's current rating class. In Model 2 and 3, the β coefficients depend on industry and rating class. Rating dependent factor sensitivities capture the notion that exposure to systematic risk may be less pronounced for lower rating classes. Similarly, industry specific sensitivities capture the notion that some industries may be more sensitive to macro risk than others.
[insert Table 3 around here]
The fixed effects λ j are similar across models. There is a highly significant monotonic pattern in the coefficients for the rating classes λ 3,s . This pattern indicates that lower ratings are more likely to default. The coefficients indicating the age cohort λ 2,a show a similar pattern. This suggests that a firm which has just recently acquired access to the capital market is less likely to default. This initial effect appears to subside over time. Finally, there is considerable heterogeneity across industry groups λ 1,d . Firms categorized as being part of the financial or leisure industry are less likely to default than for instance firms from the transport and aviation segment.
We now address the time varying part of the models. It is useful to recall that F 1,t , F 2,t , and f uc t have zero mean and unit unconditional variance by construction. This implies that all factor sensitivities can also be interpreted in terms of factor standard deviations for these firms. The estimated β-coefficients indicate an important role for the unobserved component even after the first two common macro factors are included. The impact of the unobserved component differs considerably across rating and industry groups. For example, financial firms are found to have much lower systematic risk than firms from the high tech or transport and aviation sector. We report t-statistics for the β-coefficients, but note that they are not asymptotically normal. The null-hypothesis β 0 = 0 entails a restriction on the rank of the covariance matrix of the signal. Such tests have non-standard properties, cf. for instance Nyblom and Harvey (2000) . Similarly, the large increase in likelihood from Model 1 to 2 cannot be used in a formal Likelihood Ratio test. However, the increase by more than 70 points is indicative of a large improvement in model fit. The further increase in likelihood from Model 2 to 3 by 10 points is statistically significant at a 5% level. Thus, all factors are both statistically and economically significant and help to explain the systematic comovement in the cross section. For scaled estimates of the risk factors we refer to Figure   5 .
[insert Figure 5 around here] The factor sensitivities γ 1,s , γ 2,s also differ considerably across rating groups. In all specifications, investment grade firms appear to have high systematic risk. Conversely, defaults from the lowest rating class appear to be largely unrelated to the current macroeconomic climate.
Out of sample forecasting accuracy
In this subsection we estimate a number of competing model specifications and compare them in terms of their out of sample forecasting accuracy. This is achieved by forecasting conditional default probabilities for a cross-section of firms one year ahead. Measuring the forecasting accuracy of time-varying default probabilities is not straightforward. The basic reason for this is that observed default fractions are only a crude measure of the 'true' default probability pertaining to a certain cross section at a given time. To see this most clearly, consider a cell with, say, 5 firms. Even if the default probability for this cell is forecast perfectly, it is unlikely to coincide with the observed default fraction of either 0, 1/5, 2/5, etc. The forecast error may be large but does not indicate a bad forecast.
Observed default fractions are a useful measure only for a sufficiently large number of firms per cell. For this reason we pool default and exposure counts over the four age cohorts and consider only two rating groups, i.e., firms rated AAA − BB (IG), and B speculative grade (SG). Furthermore, we focus on predicting an annual quantity instead of quarterly fractions. A mean absolute error (MAE) and root mean squared error statistic (RMSE) is computed as follows.
There are several ways to forecast the required default signals. In this paper we first forecast all factors jointly using a vector autoregression. This approach takes into account that the factors are conditionally correlated. We then predict the conditional default probabilities using equations (2) and (3). Table 4 [insert Tables 4 and 5 around here]
Model M0b uses three observed regressors instead of common factors to forecast conditional default probabilities. These are the HP-filtered US unemployment rate, percentage change in filtered unemployment, and the Baa corporate yield spread over treasuries. Similar regressors are found to have a good in-sample fit, see Metz (2007) . This set of regressors turns out to improve out-of-sample forecasting accuracy only very slightly by about 1-2% on average in terms of MAE.
Models M1, M2, and M3 from Table 4 correspond to out of sample forecasts using the models estimated in Table 3 . M1 contains only the common macro factors, with rating dependent factor sensitivities. Model M2 contains one unobserved component only, and allows its sensitivity to vary over both rating classes and industry groups. Model M3 contains both types of factors. We note that the common macro factors F 1,t and F 2,t are helpful In this paper we can overcome a number of complications that arise naturally when modeling firm defaults. For instance, we consider a 'frailty' setting in which all risk factors are unobserved and need to be estimated. We take into account the information from a large array of relevant macroeconomic and financial variables without running into dimensionality problems. Finally, the panel data specification allows to efficiently capture the heterogeneity in the cross-section of firms at any point in time. We focus on combinations of the current rating class, industry specification and time from initial rating as characterizing the crosssection. Other dimensions of firm heterogeneity such as firm size or geographical location can be addressed in exactly the same way.
In an out-of-sample forecasting experiment we improve forecasts of time-varying conditional default probabilities. Out-of-sample reductions are greatest when risk factors are far from their unconditional averages. Improvements range up to 25% compared to models which only use observable variables, and up to 27-30% when compared to models that disregard changes in systematic risk conditions. The largest improvements on average are achieved for a model specification which contains both unobserved components as well as common factors from macro data. Subset −0.0938 −0.1616 Subset −0.0938 −0. −0.2086 Subset −0.0938 −0. −0.2476 Subset −0.0938 −0. −0.2894 The first four principal components are calculated from unbalanced macro data (N=1,..,120) using the EM algorithm of Stock and Watson (2002b) . The figure indicates how the time variation of the total signal can be decomposed into variation of f uc t and of the first two principal components F 1,t , F 2,t . All factor sensitivities depend only on a firm's current rating class. The first figure shows the signal for investment grade firms. The second figure plots the three series scaled by their respective factor standard deviations (sensitivity coefficients). 
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