Estimation of protein-ligand binding affinity within chemical accuracy is one of the grand challenges in structure-based rational drug design. With the efforts over three decades, free energy methods based on equilibrium molecular dynamics (MD) simulations have become mature and are nowadays routinely applied in the community of computational chemistry. On the contrary, nonequilibrium MD simulation methods have attracted less attention, despite their underlying rigor in mathematics and potential advantage in efficiency. In this work, the equilibrium and nonequilibrium simulation methods are compared in terms of accuracy and convergence rate in the calculations of relative binding free energies. The proteins studied are T4-lysozyme mutant L99A and COX-2. For each protein, two ligands are studied. The results show that the nonequilibrium simulation method can be competitively as accurate as the equilibrium method, and the former is more efficient than the latter by considering the convergence rate with respect to the cost of wall clock time. In addition, Bennett acceptance ratio, which is a bidirectional post-processing method, converges faster than the unidirectional Jarzynski equality for the nonequilibrium simulations.
I. INTRODUCTION
The decrease of free energy is the driving force of any chemical or biological processes [1−7] . Estimation of free energy within the chemical accuracy is critical for quantitative understanding of biomolecular functions. To this end, much effort has been devoted to the development of new methods for the predictions of protein-ligand binding affinity over the past several decades. However, there are still many grand challenges in structure-based rational drug design [8−12] . Much of the difficulty lies in the accuracy of the employed force fields, the attainable spatiotemporal scale of computer simulations, and the reliability of the post-processing methods. There are an arsenal of methods with different features for the prediction of protein-ligand binding affinity, including docking and scoring [13, 14] , the linear interaction energy (LIE) [15−17] and linear response approximation (LRA) [18] methods, molecular † Part of the special issue for "the Chinese Chemical Society's 15th National Chemical Dynamics Symposium".
* Author to whom correspondence should be addressed. E-mail: ymei@phy.ecnu.edu.cn mechanics/Poisson-Boltzmann (generalized Born) surface area (MM/PB(GB)SA) simulations [19−21] , and thermodynamic perturbation (TP) [22] based free energy methods. The end-point approximation methods (e.g., LIE, LRA, MM-PBSA/GBSA) compute approximate binding free energies by subtracting energies of the "bound" and the "free" states. These methods often overestimate the enthalpic benefit upon ligand binding (by inadequate accounting for water movement) and underestimate the entropic penalty (due to undersampling of the relevant conformers) [23] . Recently, alchemical free energy simulations have been widely used to predict the relative binding free energy [24−29] , in which a nonphysical thermodynamic path is constructed to connect the two thermodynamic states in question. Due to that sufficient phase space overlap between the two states is the precondition for an accurate free energy estimation, a series of immediate states joining the two states with a slow varying coupling parameter λ are usually imperative. From the perspective of computational cost, the end-point free energy methods are the most efficient approaches for calculating binding free energies, because they only consider the free and the bound states of system. However, the accuracy of these methods is always limited by the approximations adopted in their underground basis. The (alchemical-)pathway-based meth-ods such as thermodynamic integration (TI) [30] and free energy perturbation (TP) are usually more accurate. However, they are much more time-consuming than the end-point approaches, because they require extensive sampling of some intermediate states in oder to obtain converged free energy changes along a transition path from the initial state to the final state [31] . All the equilibrium (EQ) free energy estimators, such as TI, TP, Bennett acceptance ratio (BAR) [32, 33] and its multiple state variant (Multistate BAR or MBAR) [34, 35] , assume that equilibrium has been reached in each molecular dynamics simulation and the sampled conformations are uncorrelated. Rather than spending large computational costs on long equilibrium samplings, in 1997, Jarzynski proved that the equilibrium free energy difference can be extracted from a series of nonequilibrium (NE) trajectories, which has now become the well-known "Jarzynski equality" [36] . In our previous study [37] , this extraordinary equality has been used to "correct" the solvation free energies of thirteen amino acid side chains analogs from a molecular mechanical (MM) level to a quantum mechanical/molecular mechanical (QM/MM) level. It has been found that when the phase space overlap between the two Hamiltonians is insufficient, the free energy difference between the MM Hamiltonian and the QM/MM Hamiltonian estimated by TP method becomes obscure. In contrast, averaging over many short nonequilibrium pulling simulations using the Jarzynski equality can yield significantly improved results. The performance of nonequilibrium MD simulations is determined by the transformation velocity between the thermodynamic states and the number of nonequilibrium simulation trajectories. With fixed total computational time, these two factors conflict with each other, and there must be a system-dependent balance between them that leads to the highest efficiency. However, in contrast to the free energy calculations based on equilibrium trajectories, nonequilibrium free energy methods are still in their infancy. Their performance in all aspects, for instance their performance in the calculations of relative binding free energy studied in this work, needs thorough investigations.
Calculating the binding free energy difference as the difference of absolute binding free energies (the vertical legs shown in FIG. 1) is not cost-effective, and quite often it may encounter numerical difficulties [38−44] . Instead, it can be calculated as the difference of two alchemical mutation free energies in the binding site and in the aqueous solution for the ligands [45−47] . In this work, the equilibrium and nonequilibrium simulations for the relative binding free energy calculations are compared in terms of their accuracy and convergence rate. Two well-studied systems were chosen. One is T4-lysozyme mutant L99A (L99A) as shown in FIG. 2 . It is a good model system for the comparison of free energy methods [42, 43, 48, 49] , due to its rigidity upon binding of benzene and phenol. Another receptor is cyclooxygenase-2 (COX-2), of which the structure is also shown in FIG. 2 . This system is relatively more challenging [50−53] . Two ligands bound to COX-2 were studied. One ligand has a hydroxyl group, and the other has a methyl substituent.
II. METHOD
The relative binding free energy ∆∆G bind can be calculated by
where ∆G bind (A) and ∆G bind (B) represent the binding free energy of ligand A and B bound to the receptor, respectively. As mentioned above, to calculate the difference in binding free energy directly as the difference in the absolute binding free energies may often encounter numerical difficulties, and the final results can be contaminated by variances of some intermediate quantities during the postprocessing that might be orders of magnitude larger than the final number. Fortunately, free energy is a state function, and the free energy difference between two states is independent of transformation path, and the total free energy change along a cycle is zero. Thereby, the relative binding free energy can be calculated as
using the thermodynamic cycle depicted in FIG. 1 . The process in the upper rung with a free energy change ∆G pert (bound) is the alchemical transformation of one ligand to another one in the binding pocket of the receptor, which is denoted by the "bound" state. In the bottom rung with free energy change ∆G pert (free), the transformation is in the solvent for the same ligands as in the upper rung, which is denoted by the "free" state. As in many other studies, each alchemical transformation is decomposed into three stages, which we denote as "neutralization", "alchemy", and "charging".
In the neutralization stage, the partial charges of the perturbed atoms in state A are gradually turned off. In coupling parameter. The free energy changes between two neighboring states can be estimated using BAR method [32, 54] , of which a brief introduction is presented here. The free energy difference ∆G between two general states labeled as i and i+1 can be estimated by solving the following two equations iteratively, which are the core formulas of BAR,
and
where β is the inverse temperature, f is the Fermi function f (x) = 1/[1 + exp(βx)] and N i and N i+1 are the number of sampled configurations on the surfaces U i and U i+1 respectively. Meanwhile, the variance δ 2 of ∆G can be estimated as
B. Free energy estimators for nonequilibrium simulations
In 1997, Jarzynski proved for the first time that the equilibrium free energy difference ∆G can be extracted from nonequilibrium simulations as an exponential average of work performed to the system during irreversible transformations between the two states [36, 55] , viz.
Here, the angled bracket ⟨· · · ⟩ denotes the average over an ensemble of nonequilibrium transformation processes initiated from an equilibrium ensemble. At each jump of the Hamiltonian from H(λ(t)) to H(λ(t+δt)), the instantaneous work done to the system is
where U is the potential energy of the system and is a function of both the coordinates and λ. The work W in a single nonequilibrium trajectory is thus accumulated as [37, 56] 
The variance of ∆G can be calculated by
, with x ≡ exp (−βW ) (9) where N is the number of nonequilibrium trajectories. The nonequilibrium simulation methods have been used in some free energy calculations [57−76] . Unfortunately, among these nonequilibrium trajectories, the ones which occur only rarely carry most of the statistical weight [57] [58] [59] [60] 77] . Therefore, the severe sampling difficulty for large biomolecules often requires long-time computations, similar to TP [37, 54] . It has been suggested to alleviate this problem by combining forward (0→1) and backward (1→0) switching simulations [58] . Following the Crooks fluctuation theorem (CFT) [56, 78, 79] , Bennetts acceptance ratio (BAR) is also applicable to NE calculations. Thus, bidirectional BAR method can be also used to overcome the severe sampling difficulty occurring in the unidirectional Jarzynski equality (or TP method). It is expected that the BAR method can converge faster than Jarzynski equality for nonequilibrium simulations. As a maximum likelihood method [80] , BAR can be applied to the estimation of free energy differences via
where n F and n R are the numbers of forward and backward trajectories respectively, W i and W j are the work of forward and backward measurements respectively, and M =β −1 ln(n F /n R ). The corresponding statistical variance of ∆G, σ 2 , can be calculated using Eq.(10) in Ref. [80] .
C. Molecular dynamics simulation details
For T4-lysozyme mutant L99A (L99A), two ligands (benzene and phenol) are studied. The initial structure of L99A is obtained from protein data bank (PDB ID: 181L). For cyclooxygenase-2 (COX-2), two celecoxib analogues are studied as the ligands. The initial structure of COX-2 is also obtained from protein data bank (PDB ID: 1CX2). The initial structures of the ligands were optimized at B3LYP/6-31G * * level. The electrostatic potential (ESP) was calculated at HF/6-31G * level for the optimized geometries. The atomic charges were obtained by the restrained ESP fitting method (RESP) [81, 82] and all other MM parameters were taken from the general AMBER force field (GAFF) [83] . The proteins are modeled by AMEBR ff14SB [84] force field. The entire system was solvated in a periodic box of TIP3P water molecules with all the solute atoms no less than 15Å away from the boundary of the unit cell. In the alchemy stage, the interconversion of Lennard-Jones parameters utilized the softcore DOI:10.1063/1674-0068/30/cjcp1711204 c ⃝2017 Chinese Physical Society potential, which is given by
where ϵ ij and σ ij are the common Lennard-Jones parameters, r ij is the distance between atom i and j, and α is the parameter determining the softness of van der Waals potential. α was set to 0.5 in this work. In equilibrium simulations, at each stage, eleven alchemical windows (λ=0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0) were used for the transformation. At each window, the energy of system was minimized using steepest decent method. The relaxed system was heated up to 300 K in 200 ps with a constant box volume. The system was then equilibrated for 500 ps followed by an isothermal-isobaric production simulation of 5 ns to 7 ns in length. The time step was set to 2 fs, and snapshots were saved every 2 ps for subsequent analysis. The temperature was regulated by Langevin dynamics [85] with a collision frequency of 1.0 ps −1 . The pressure was regulated using Berendsen's barostat [86] . Particle mesh Ewald [87] with a cutoff of 13.0Å in real space was utilized to calculate the long range Coulomb interaction. The van der Waals (vdW) interaction was truncated at 13.0Å.
In nonequilibrium simulations, at each stage, one hundred forward transformation measurements and one hundred backward transformation measurements were combined to calculate the free energy changes. In each non-equilibrium trajectory, λ changes from 0 to 1 in 100 jumps uniformly with an interval of 0.2 ps between two successive jumps of λ. Therefore, the total transformation time for each trajectory was 20 ps. The nonequilibrium simulations started with the coordinates and velocities saved during an equilibrium simulation of the initial state in a canonical ensemble. In the equilibrium simulation at initial state, the system was minimized using steepest decent method. Then the systems were heated up to 300 K in 1 ns and equilibrated for 1 ns followed by a 2-ns production simulation. The time step was set to 2 fs, and the snapshots (both coordinates and velocities) were saved every 20 ps. Other simulation conditions were kept the same as that in equilibrium simulations as described in the above paragraph.
All the MD simulations were carried out with the pmemd program in AMBER 14 package [88] , and all the QM calculations were carried out with Gaussian 09 package [89] .
III. RESULTS AND DISCUSSION

A. Relative binding free energies for L99A lysozyme system
As shown in FIG. 4 , convergence of free energy calculations by the equilibrium and nonequilibrium methods is satisfactory. In FIG. 4(a) , the calculated free energy difference at each stage can reach converged results in 5 ns for each window. Moreover, the standard deviations at each stage are in a range of 0.01−0.05 kcal/mol, which indicates that the precision of the calculated results is quite satisfactory. In fact, the results calculated in a 2 ns simulation for each window have already converged as can be seen in this figure. The calculated free energy difference at each stage, depicted as the black lines in FIG. 4(b) , can also reach convergence with 100 nonequilibrium simulation trajectories. The standard deviations at each stage range in 0.01−0.07 kcal/mol, which have a similar precision to the equilibrium simulations. The free energy changes calculated by Jarzynski equality from the forward and backward nonequilibrium transformations are plotted in red and blue, respectively. It is well known to the community that unidirectional methods such as thermodynamic perturbation and the Jarzynski equality overestimate the free energy difference between the target Hamiltonian and the sampled Hamiltonian, mainly due to that in most cases the important region of the target Hamiltonian has not been well-sampled [57] [58] [59] [60] 77] . Therefore, usually the free energy difference (∆G=∆G f ) calculated from a forward NE calculation is too positive, while that from a backward one (∆G=−∆G b ) will be too negative. It clearly shows in FIG. 4(b) that the bidirectional method, BAR, converges faster than both the forward and the backward methods, and the results from BAR are always between these two unidirectional methods.
Therefore, all the data listed in Table I are converged and reliable. As listed in Table I , the free energy changes associated with the three transformation stages of the "bound" state calculated by the equilibrium simulations are −7.30, 4.57, and −34.34 kcal/mol, respectively. And those from the nonequilibrium simulations are −7.33, 4.53, and −34.33 kcal/mol, respectively. In the "free" state, the free energy changes are slightly weaker. The free energy changes in the neutralization, alchemy and charging stages are −6.45, 1.39, −33.85 kcal/mol from the equilibrium simulations, and those are −6.47, 1.36, and −33.92 kcal/mol from the nonequilibrium simulations. At all three stages, the free energy differences calculated by the nonequilibrium simulations are very close to those from the equilibrium simulations, indicating that the nonequilibrium simulations can yield statistically the same results as the equilibrium simulations.
The relative binding free energy for benzene and phenol binding into L99A system are (1.84±0.08) and (1.90±0.11) kcal/mol for the equilibrium and nonequi- librium simulations, which are also statistically identical. The experimental value is over 2.45 kcal/mol [48] and some other studies yielded (2.88±0.28) and (2.19±0.22) kcal/mol [42, 43, 49] . The results from different simulations depend on the specific force field parameters employed in those studies. Since the comparison of the relative binding affinity with other studies is not the concern of this work and we are only interested in the comparison between the equilibrium and nonequilibrium simulations methods, we will not look further into these numbers.
Listed in Table II are the cost of wall clock time at each stage. All the calculations were done on servers containing two Intel Xeon CPU E5-2660 2.20 GHz CPU with 16 cores in total. For the equilibrium simulations, the wall clock time for the neutralization, alchemy and charging stages of the "bound" state are 97, 97, and 96 h, respectively. Before the nonequilibrium simulations, an equilibrium simulation is required to generate an ensemble of structures of the initial state as the starting structures for the nonequilibrium simulations. Therefore, the wall clock time used for the equilibrium simulation should also be taken into account as the cost of the nonequilibrium simulations. In the "bound" state, the initial equilibrium simulations took 3 h each. The total wall clock time of the neutralization, alchemy and charging stages of the "bound" state are 10 (3+7), 7 (3+4), and 7 (3+4) h, which are far less than that of the equilibrium simulation (shown in the parentheses are the wall clock time for the initial equilibrium simulation and the actual nonequilibrium simulation, respectively). In addition, the wall clock time of the neutralization, alchemy and charging stages of the "free" state respectively calculated by the equilibrium simulations are 5 h each, and those for the nonequilibrium simulations are 1.3 (0.4+0.9), 1.2 (0.4+0.8) and 0.9 (0.4+0.5) h, respectively. It shows again the nonequilibrium simulation methods are far more efficient than the equilibrium methods. The total time for the equilibrium and the nonequilibrium simulations are 305 and 27 h, respectively. The nonequilibrium simulation method yielded consistent results with comparable variances as the equilibrium simulation method using only about 9 percent of the wall clock time. In addition, while the explicit TIP3P water model was used in this work, implicit solvent models can be used to further enhance the efficiency of nonequilibrium sampling due to the reduction of dissipation as shown in a recent work of Liu et al. [90] .
B. Relative binding free energies for COX-2 system
As shown in FIG. 5 , convergence of the free energy calculations by the equilibrium and nonequilibrium method is also satisfactory. In FIG. 5(a) , the calculated free energy difference at each stage can reach converged results in 5 ns for each window. Moreover, the standard deviations at each stage range in 0.01−0.04 kcal/mol, which also indicates that the precision of free energy calculations is quite satisfactory. The calculated free energy difference at each stage, depicted as the black line in FIG. 5(b) , can also reach convergence with 100 nonequilibrium simulation trajectories. The standard deviations at each stage range in 0.01−0.06 kcal/mol, which also has the similar precision as done by equilibrium simulations. The free energy changes calculated by Jarzynski equality from the forward and backward nonequilibrium transformations are plotted in red and blue, respectively. It can also been seen that all the results done by unidirectional nonequilibrium simulations can converge to the results from the analysis using the bidirectional BAR method, which combines forward and backward directions. The bidirectional BAR results indeed converge faster. Therefore, all the data listed in Table III Listed in Table IV are the wall clock time for each stage of the transformation using the same computers as above. For the equilibrium simulations, the wall clock time for the neutralization, alchemy and charging stages of the "bound" state respectively are all 235 h. For the nonequilibrium simulations, the wall clock time are 100 (45+55), 83 (37+46), and 17 (8+9) h, which are also far cheaper than the equilibrium simulations. For the equilibrium simulations of the "free" state, the wall clock time are around 17 h to 18 h for the neutralization, alchemy and charging transformations. Using the nonequilibrium simulations, the computer time reduces to 1.5 (0.5+1), 1.5 (0.5+1) and 2.3 (1.7+0.6) h. The total time for equilibrium and nonequilibrium simulations are 757 and 205 h, respectively, and the nonequilibrium simulation method saved about 73 percent of the wall clock time as compared to the equilibrium simulation method to reach the same uncertainties for the results.
IV. CONCLUSION
Computer-aided rational drug design is still facing the gap in spatiotemporal resolution between the experimental measurement and that can be afforded by computer simulations. With decades of improvement, equilibrium simulations-based methods have become the standard technique for the calculations of free energies. However, these methods are still too expensive, for instance when used in high-throughput screening. With the discovery of the Jarzynski equality, it becomes more and more clearly that equilibrium simulations methods are nothing but special cases of nonequilibirum methods, and the latter gradually attracts wide attention from the community. In this work, we applied both the equilibrium and the nonequilibrium simulation methods to the calculations of the relative binding free energies of two ligands to L99A Lysozyme and two ligands to COX-2. The results show that the nonequilibrium molecular dynamics simulations can yield statistically the same results as their equilibrium counterparts in the calculations of the relative binding free energies, but with higher efficiency in term of the wall clock time. The nonequilibrium simulation method saved about 91 percent and 73 percent of wall clock time as compared to the equilibrium method for L99A Lysozyme and COX-2, respectively. Moreover, the bidirectional analysis of the NE trajectories with BAR converges much faster than the unidirectional Jarzynski equality.
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